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ABSTRACT
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of the Weil Representation
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Department of Mathematics
We study the relative Lie algebra cohomology of so(p, q) with values in the Weil
representation ̟ of the dual pair Sp(2k,R)×O(p, q). Using the Fock model defined
in Chapter 2, we filter this complex and construct the associated spectral sequence.
We then prove that the resulting spectral sequence converges to the relative Lie
algebra cohomology and has E0 term, the associated graded complex, isomorphic
to a Koszul complex, see Section 3.4. It is immediate that the construction of
the spectral sequence of Chapter 3 can be applied to any reductive subalgebra
g ⊂ sp(2k(p + q),R). By the Weil representation of O(p, q), we mean the twist of
the Weil representation of the two-fold cover O˜(p, q) by a suitable character. We do
this to make the center of O˜(p, q) act trivially. Otherwise, all relative Lie algebra
cohomology groups would vanish, see Proposition 4.10.2.
In case the symplectic group is large relative to the orthogonal group (k ≥ pq),
the E0 term is isomorphic to a Koszul complex defined by a regular sequence, see 3.4.
Thus, the cohomology vanishes except in top degree. This result is obtained without
calculating the space of cochains and hence without using any representation theory.
On the other hand, in case k < p, we know the Koszul complex is not that of a
regular sequence from the existence of the class ϕkq of Kudla and Millson, see [KM2],
a nonzero element of the relative Lie algebra cohomology of degree kq.
For the case of SO0(p, 1) we compute the cohomology groups in these remaining
cases, namely k < p. We do this by first computing a basis for the relative Lie algebra
cochains and then splitting the complex into a sum of two complexes, each of whose
E0 term is then isomorphic to a Koszul complex defined by a regular sequence.
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Chapter 1: Introduction
1.0.1 Results for SO(p, q)× Sp(2k,R) for large k or large p.
We let (V, ( , )) be Rp,q, a real vector space of signature (p, q). We will consider
the connected real Lie group G = SO0(p, q) with Lie algebra so(p, q) and maximal
compact subgroup K = SO(p) × SO(q). Let Pk be the space of all holomorphic
polynomials on (V ⊗C)k, see Section 2.2. We will consider the Weil representation
with values in Pk.
We first summarize our results obtained for general p, q. In what follows, the
qαµ are the quadratic polynomials on (V ⊗ C)k defined in Equation (3.18) and vol
is defined in Equation (2.4).
1.0.1.1 Results for large k.
Theorem 1.0.2. Assume k ≥ pq. Then we have
Hℓ(so(p, q), SO(p)× SO(q);Pk) =


0 if ℓ 6= pq
(Pk/(q1,p+1, . . . , qp,p+q))
Kvol if ℓ = pq.
In fact, we show that the top degree cohomology never vanishes. That is,
Hpq(so(p, q), SO(p)×SO(q);Pk) 6= 0. The key point of this theorem is the vanishing
1
in all other degrees.
Remark 1.0.3. There are some known vanishing results, for example that the rel-
ative Lie algebra cohomology will vanish in all degrees below the rank of the group,
in this case q, see for example [BorW]. The above theorem implies vanishing below
degree q.
1.0.3.1 Results for large p.
Theorem 1.0.4. If p ≥ kq, then
Hℓ(so(p, q), SO(p)× SO(q);Pk) =


nonzero if ℓ = kq, pq
unknown if kq < ℓ < pq
0 otherwise.
Remark 1.0.5. The nonvanishing of the cohomology class of ϕkq, defined in Equa-
tion (1.2), in cohomological degree kq, was already known but this nonvanishing
required the general theorem of Kudla and Millson that ϕkq is Poincare´ dual to a
special cycle. Then one also has to show the special cycle is nonzero in homology.
The proof in this thesis is the first local proof of nonvanishing.
1.0.6 Results for SO0(n, 1) for all ℓ and k.
For the case of SO0(n, 1), we compute the cohomology groups
Hℓ(so(n, 1), SO(n);Pk) in the remaining cases, namely k < n. In the following
theorem, let ϕk be the cocycle constructed in the work of Kudla and Millson, [KM2],
see Section 4.2, Equation (4.8). In what follows, c1, . . . , ck are the cubic polynomials
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on (V ⊗C)k defined in Equation (4.25), q1, . . . , qn are the quadratic polynomials on
(V ⊗ C)k defined in Equation (3.18), and vol is as defined in Equation (2.4). Note
that statement (3) of the following theorem is a consequence of Theorem 1.0.2.
Theorem 1.0.7.
1. If k < n then
Hℓ
(
so(n, 1), SO(n);Pk
)
=


Rkϕk if ℓ = k
Sk/(c1, . . . , ck)vol if ℓ = n
0 otherwise
2. If k = n then
Hℓ
(
so(n, 1), SO(n);Pk
)
=


Rkϕk ⊕ Sk/(c1, . . . , ck)vol if ℓ = n
0 otherwise
3. If k > n
Hℓ
(
so(n, 1), SO(n);Pk
)
=


(
Pk/(q1, . . . , qn)
)K
vol if ℓ = n
0 otherwise
The chart at the top of the next page summarizes Theorem 1.0.7. The symbol
• means the corresponding group is non-zero.
The cohomology groupsHℓ
(
so(n, 1), SO(n);Pk
)
are sp(2k,R)-modules. We do
not prove this here, but we will now describe these modules. The key point is that the
cohomology class of ϕk is a lowest weight vector for sp(2k,R). If k <
n+1
2
, then as
an sp(2k,R)-module Rkϕk is isomorphic to the space of MU(k)-finite vectors in the
3
n • • • • • • • • • • • •
n− 1 0 0 · · · 0 • 0 0 0
n− 2 0 0 · · · • 0 0 0 0
... 0 0 0 0 0
...
...
2 0 • · · · 0 0 0 0 0
1 • 0 · · · 0 0 0 0 0
ℓ = 0 0 0 · · · 0 0 0 0 0
k = 1 2 · · · n− 2 n− 1 n n+ 1 · · ·
Hℓ(so(n, 1), SO(n);Pk)
holomorphic discrete series representation with parameter (n+1
2
, · · · , n+1
2
). If k < n,
then the cohomology group Hk
(
so(n, 1), SO(n);Pk
)
is an irreducible holomorphic
representation because it was proved in [KM2] that the class of ϕk is a lowest weight
vector in Hk
(
so(n, 1), SO(n);Pk
)
. On the other hand, the cohomology group
Hn
(
so(n, 1), SO(n);Pk
)
is never irreducible. Indeed, if k < n then
Hn
(
so(n, 1), SO(n);Pk
)
is the direct sum of two nonzero sp(2k,R)-modules Hn+ and
Hn− and if k = n, then H
n
(
so(n, 1), SO(n);Pk
)
is the direct sum of three nonzero
sp(2k,R)-modules Hn+, H
n
−, and Rk(V )ϕk.
1.0.8 Outline of paper
The main results of this paper are all proved in a similar fashion. We will
filter the relative Lie algebra complex (to be referred to as “the complex” from now
4
on) using a filtration induced by polynomial degree in Section 3.2. There is then a
spectral sequence associated to any, and hence this, filtered complex, see Section 3.1.
We then define what a Koszul complex is in Section 3.4. We see that the E0 page of
our spectral sequence is isomorphic to a Koszul complex in Subsection 3.4.3. There
are results about the cohomology of a Koszul complex when the defining elements of
the Koszul complex form a regular sequence, see Section 3.4. Then we use general
spectral sequence facts, see Section 3.1.11, to deduce facts about the relative Lie
algebra cohomology from the cohomology of the E0 term, a Koszul complex.
1.0.9 The theta correspondence
We now explain why it is important to compute the relative Lie algebra coho-
mology groups with values in theWeil representation for the study of the cohomology
of arithmetic quotients of the associated locally symmetric spaces. The key point is
that cocycles of degree ℓ with values in the Weil representation of Sp(2k,R)×O(p, q)
give rise (using the theta distribution θ) to closed differential ℓ-forms on arithmetic
locally symmetric spaces associated to such groups G. This construction gives rise
to a map θ from the relative Lie algebra cohomology of G with values in the Weil
representation to the ordinary cohomology of suitable arithmetic quotients M of the
symmetric space associated to G. This reduces the global computation of the coho-
mology of M to local algebraic computations in
∧•
p∗ ⊗ Pk. For all cohomology
classes studied so far, the span of their images under θ is the span of the Poincare´
duals of certain totally geodesic cycles in the arithmetic quotient, the “special cy-
5
cles” of Kudla and Millson. Furthermore, the refined Hodge projection of the map θ
has been shown in [BMM1] and [BMM2] to be onto a certain refined Hodge type for
low degree cohomology. In particular, for Sp(2k,R)×O(n, 1), it is shown in [BMM1]
that this map is onto Hℓ(M) for ℓ < n
3
. We now describe such a map in more detail.
We introduce the Schro¨dinger model to describe one such map more easily.
Let S(V k) be the space of rapidly decaying functions on the real vector space V k.
Then there is a map, the Bargmann transform β, from Pk → S(V
k), see [Fo] pages
39-40. It sends 1 to the Gaussian and, more generally, Pk to the span of the hermite
functions.
Given a discrete subgroup Γ ⊂ G, let M be the associated locally symmetric
space M = Γ\G/K and π : D →M be the quotient map. Take f ∈ Pk, Γ ⊂ G and
a Γ-stable lattice L ⊂ V k. Then define θL to be the map which sends f to β(f) and
then sums its values on the lattice. That is,
θL(f) =
∑
ℓ∈L
β(f)(ℓ).
Then this map is a Γ-invariant linear functional on Pk,
θL : Pk → C.
Thus, we have the sequence of maps
Ck(g, K;Pk) ∼= A
•(D,Pk)
G →֒ A•(D,Pk)
Γ (θL)∗−−−→ A•(D,R)Γ = A•(Γ\D),
which induces a map on cohomology
(θL)∗ : H
ℓ(g, K;Pk)→ H
ℓ(M,C). (1.1)
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The main goal is then to find more classes in Hℓ(g, K;Pk) which map, under
appropriate choices θ∗, to nonzero classes in H
ℓ(M,C). It follows from the theory
of the theta correspondence that for ω ∈ Hℓ(g, K;Pk), we have θL∗(ω) is an auto-
morphic form on Γ′\Sp(2k,R)/U(n) with values in Hℓ(M,C) for Γ′ ⊂ Sp(2k,R) a
suitable lattice, see [KM2].
We will describe some features of the image of the map (actually maps) θ∗ in
subsubsection 1.0.12.1.
1.0.10 Motivation
The relative Lie algebra cocycles of Kudla and Millson, ϕkq and ϕkp (and their
analogues for U(p, q)), and their images under the theta map (actually, theta maps)
have been studied for over thirty years. The motivation is from geometry and
we discuss here one of their geometric properties. Let ϕq ∈ H
q(so(p, q), SO(p) ×
SO(q);Pk) where V = Rp,q be given by (see Section 2.2 for definitions of z, ω)
ϕq =
∑
1≤α1,...,αq≤p
zα1 · · · zαqωα1,p+1 ∧ · · · ∧ ωαq,p+q.
Then define ϕkq ∈ H
kq(so(p, q), SO(p) × SO(q);Pk) by taking the “outer”
wedge (see Equation (4.6)) of ϕq with itself k-times
ϕkq = ϕq ∧ · · · ∧ ϕq. (1.2)
We say a vector x = (x1, . . . , xk) ∈ V
k has positive length if the Gram matrix
(the matrix of inner products β = (xi, xj)) is positive definite. Now let x ∈ V (Q)k
be a rational vector of positive length. Let Γ be a discrete subgroup of SO0(p, q)
and Γ
x
be the stabilizer of x.
7
Recall the symmetric space D is the subset of the Grassmannian Grq(V ) given
by
D = {Z ⊂ Grq(V ) : ( , )|Z << 0}.
Let Z0 ∈ D be the subspace spanned by the ep+1, . . . , ep+q. We define the totally
geodesic subsymmetric space D
x
⊂ D by
D
x
= {Z ∈ D : Z ⊥ span(x)}.
Finally, we define the special cycle C
x
by
C
x
= π(D
x
).
We let ϕ˜ ∈ Aℓ(D,V)G be the image of ϕ ∈ Cℓ(g, K;V) under the isomorphism
of Proposition 2.1.5. Then define
φkq(x, Z) =
∑
γ∈Γx\Γ
ϕ˜kq(γ
−1x, Z). (1.3)
Then we have the following theorem of Kudla and Millson, [KM2].
Theorem 1.0.11. Fix x ∈ V k of positive length. Then
1. φkq(x, Z) extends to a non-holomorphic Siegel modular form φkq(x, Z, τ) of
weight p+q
2
for τ in the Siegel space Sg.
2. φkq(x, Z, τ) is a closed differential form in the Z variable.
3. The cohomology class of φkq(x, Z, τ) is a nonzero multiple, depending on x
and τ , of the Poincare` dual of the special cycle C
x
.
Remark 1.0.12. The closed form φkq(x, Z, τ) does not depend holomorphically on
τ , however its cohomology class is holomorphic in τ .
8
1.0.12.1 The classes φkq(x, Z, τ) and the subspace of the cohomology
they span
In what follows we will ignore the fact that to get cocompact subgroups of
SO(p, q) for p+q > 4 we must choose a totally-real number field E and use restriction
of scalars from E to Q. Hence for p + q > 4 the manifolds M defined below will
have finite volume but will not be compact. We leave the required modifications to
the expert reader.
We define a family of discrete subgroups Γ depending on a choice of positive
integer N and a lattice L in V k. Let L ∈ V k be a lattice and N be a positive integer.
Then NL is the sublattice of all lattice vectors divisible by N . We then have the
finite quotient group L/NL. Let G(L) denote the subgroup of G that stabilizes the
lattice L. Then G also stabilizes the sublattice NL and consequently we have a
homomorphism
π : G(L)→ Aut(L/NL).
Definition 1.0.13. We define Γ to be the kernel of π, that is Γ is the congruence
subgroup of G(L) of level N .
Recall that M is the quotient M = Γ\D. Recall the family of closed forms
φkq(x, Z, τ) onM associated to the cocycle ϕqk defined in Equation (1.3). Fix x ∈ L
k
with (x,x) positive definite.
We now show that for all x, τ the classes [φ(x, Z, τ)] lie in the subspace (refined
Hodge summand) SHkq(M) of Hkq(M) to be defined immediately below.
9
What follows is an expanded version of the discussion in [BMM1], page 7. In
the following discusssion, recall we have the splitting (orthogonal for the Killing
form) g = k⊕ p0, and let p denote the complexification of p0.
Since p ∼= V+ ⊗ V− ⊗ C, where V splits naturally as V+ ⊕ V−, the group
SL(q,C) ∼= SL(V− ⊗ C) acts on p and hence it acts on
∧j
(p) for all j.
Definition 1.0.14. The invariant summand S
∧j
(p) is defined by
S
∧j
(p) =
(∧j
(p)
)SL(q,C)
.
We have an analogous definition of S
∧j
(p∗) ⊂
∧j
(p∗).
As a homomorphism from
∧kq
(p) to Pol(V k), the cocycle ϕkq factors through
S
∧j
(p) (of
∧kq
(p)). We will denote the space of such cocycles by
SCkq(so(p, q), SO(p)× SO(q); Pol(V k)), to be abbreviated SCkq.
We then have the subbundle S
∧j
(T ∗(D)) given by
Definition 1.0.15.
S
∧j
(T ∗(D)) = (G×K S
∧j
(p∗)).
Since the subspace S
∧j
(p) is invariant under the Riemannian holonomy group
K = SO(p)×SO(q), the space of sections of the subbundle S
∧j
(T ∗(D)) is invariant
under harmonic projection. We will define the subspace SHkq(M) to be the subspace
of those ω ∈ Hkq(M) such that the harmonic projection of some representative closed
form is a section of the subbundle S
∧j
(T ∗(D)).
It is obvious that the cocycle ϕq belongs to SC
q and hence its outer exterior
powers ϕkq belong to SC
kq. Hence the kq-forms φkq(x, Z, τ) defined in Equation
10
(1.3) are sections of S
∧kq
(T ∗(M)) and hence their harmonic projections are also
sections of S
∧kq
(T ∗(M)). We obtain
Lemma 1.0.16.
[φkq(x, Z, τ)] ∈ SH
kq(M).
We can now describe the subspace of the cohomology of Hkq(M) that can
be obtained from the cocycle ϕkq. The following theorem follows from Theorem
10.10 of [BMM1]. For the description of the Euler class eq, see [BMM1] page 6 and
subsection 5.12.1.
Theorem 1.0.17. The special subspace SHkq(M) of Hkq(M) is generated by the
products of the classes [φjq(x, Z, τ)], 1 ≤ j ≤ k, with the powers of the Euler class
eq as x and τ vary.
1.0.18 Further results
In a paper in preparation with Yousheng Shi, we have shown that in case
k = 1, U(sl(2,R))ϕq = Hq(so(p, q), SO(p)× SO(q);P1).
Since the E0 term of the spectral sequence developed in this paper is a Koszul
complex (see Chapter 3), we can use the existing computer program Macaulay 2 to
compute the E1 term of the spectral sequence and thereby prove vanishing theo-
rems of the relative Lie algebra cohomology for small p, q, k. For example, we have
computed that Hℓ(so(2, 2), SO(2)× SO(2);P1) 6= 0 if and only if ℓ = 2, 3, or 4. We
have also shown that Hℓ(so(2, 2), SO(2) × SO(2);P2) = 0 if and only if ℓ 6= 4. We
have shown Hℓ(so(3, 2), SO(3) × SO(2);P1) = 0 if ℓ = 0, 1 or 5 and is nonzero if
11
ℓ = 2, 3, or 6. We do not know if the cohomology vanishes or not in case ℓ = 4. We
have also shown Hℓ(so(3, 2), SO(3)× SO(2);P2) = 0 if ℓ < 4 and is nonzero in case
ℓ = 4, 6. We do not know if the cohomology vanishes in case ℓ = 5.
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Chapter 2: Preliminaries
2.1 Relative Lie algebra cohomology
2.1.1 The relative Lie algebra complex (C•(g, K;V), d)
Given a semi-simple Lie group G with Lie algebra g and maximal compact K
with Lie algebra k, we have the following splitting, orthogonal for the Killing form
g = k⊕ p.
Let {ωi}, {ei} be dual bases for p
∗, p. As in Borel and Wallach [BorW] (page
13), we define the relative Lie algebra complex C•(g, K;V) for V a (g, K)-module
with action ρ by
Definition 2.1.2.
Cℓ(g, K;V) =
(∧ℓ
(g/k)∗ ⊗ V
)K
. (2.1)
To be precise, Cℓ(g, K;V) is those elements ω ∈
∧ℓ
(g/k)∗⊗V such that for k ∈ K,
(Adk)∗(ω) = ρ(k)ω.
Also, for ω ∈ Cℓ(g, K;V), d is given by
dω(x1, . . . , xℓ+1) =
ℓ+1∑
j=1
(−1)j−1ρ(xj)ω(x1, . . . , x̂j, . . . , xℓ+1).
13
Using the basis fixed above, we have the following formula for calculating d.
Lemma 2.1.3. For ω ∈ Cℓ(g, K;V) we have
dω =
∑
i
(
A(ωi)⊗ ρ(ei)
)
ω
where A(ωi) denotes the operation of left exterior multiplication by ωi.
Proof. We show
N∑
i=1
(A(ωi) ∧ ρ(ei)ω)(x1, . . . , xℓ+1) =
ℓ+1∑
j=1
(−1)j−1ρ(xj)ω(x1, . . . , x̂j, . . . , xℓ+1)
. We have
N∑
i=1
(A(ωi) ∧ ρ(ei)ω)(x1, . . . , xℓ+1)
=
N∑
i=1
ℓ+1∑
j=1
(−1)j−1ωi(xj)ρ(ei)ω(x1, . . . , x̂j , . . . , xℓ+1)
=
ℓ+1∑
j=1
(−1)j−1
N∑
i=1
ωi(xj)ρ(ei)ω(x1, . . . , x̂j , . . . , xℓ+1)
=
ℓ+1∑
j=1
(−1)j−1ρ(
N∑
i=1
ωi(xj)ei)ω(x1, . . . , x̂j , . . . , xℓ+1)
=
ℓ+1∑
j=1
(−1)j−1ρ(xj)ω(x1, . . . , x̂j , . . . , xℓ+1)
where the final equality follows since
∑N
i=1 ωi(xj)ei = xj .
2.1.4 The connection with the de Rham complex ((A•(G/K),V)G, d)
The following proposition, stated in [BorW] page 15, provides the motivation
for the definition of relative Lie algebra cohomology.
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Proposition 2.1.5. Given the symmetric space D = G/K and π : G → D, the
following map gives an isomorphism of the relative Lie algebra complex and the de
Rham complex of V-valued G-invariant forms on the symmetric space D.
(
Aℓ(D,V)G, d
)
∼=
(
Cℓ(g, K;V), d
)
ω 7→ π∗ω|e.
Proof. Given ω ∈
(
Aℓ(D,V)
)G
, we have
L∗g−1 ◦ ρ(g)ω = ω or L
∗
gω = ρ(g)ω.
Since ω ∈ Aℓ(G/K,V), for k ∈ K,
R∗kπ
∗ω = π∗ω.
That is,
R∗kπ
∗ω = π∗ω and (2.2)
L∗kπ
∗ω = ρ(k)π∗ω. (2.3)
Hence
L∗kR
∗
k−1π
∗ω = ρ(k)π∗ω and thus
(Adk)∗π∗ω = ρ(k)π∗ω and
Ad∗(k) ◦ ρ(k)π∗ω|e = (Adk
−1)∗ρ(k)π∗ω|e = π
∗ω|e.
Thus π∗ω|e ∈ C
ℓ(g, K;V). Now we show the map ω 7→ π∗ω|e is a map of
complexes. That is, it preserves the differentials. This will be proved in Lemma
2.1.8.
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First, note that we have the trivial bundle π : G× V → G equipped with the
G-action
g0(g, v) = (g0g, g0v) := (g0g, ρ(g0)v).
Note also, if v ∈ V, then the constant section
sv(g) = (g, v)
is not G-invariant. However, if we define a section s˜v by
s˜v(g) = (g, gv)
we obtain a G-invariant section by the following lemma. We leave the proof to the
reader.
Lemma 2.1.6. s˜v is G-invariant. That is,
ρ(g0)s˜v(g
−1
0 g) = s˜v(g).
Choose a basis B = {vi}i∈I for V (note I could be uncountable) and let
ω ∈ Aℓ(G/K,V)G. Then we have the following lemma.
Lemma 2.1.7. There exists a finite subset of independent vectors {v1, . . . , vn} ⊂ V
such that
π∗ω =
n∑
i=1
ωi ⊗ s˜vi
where ωi is left G-invariant.
Proof. The image of
∧ℓ
(p) under π∗ω|e is a finite dimensional subspace of V.
Choose a basis for that subspace. Then there exists elements α1, . . . , αn ∈
∧ℓ
(p∗)
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such that
π∗ω|e =
n∑
i=1
αi ⊗ vi.
We see, by applying L∗g−1 ⊗ ρ(g) to both sides of the above equation, that
π∗ω|g =
n∑
i=1
L∗g−1αi ⊗ s˜vi.
Then ωi defined by ωi|g = L
∗
g−1αi is left G-invariant by definition.
Let x1, . . . , xN be a basis for p and X1, . . . , XN be the corresponding left-
invariant horizontal vector fields on G. Then we have the following lemma.
Lemma 2.1.8.
π∗(dω|e)(x1, . . . , xℓ+1) =
ℓ+1∑
j=1
(−1)j−1ρ(xj)π
∗ω|e(x1, . . . , x̂j , . . . , xℓ+1)
Proof. First, note that
π∗dω = dπ∗ω.
The definition of the exterior derivative of V-valued forms on G gives
dπ∗ω(X1, . . . , Xℓ+1) =
∑
j
(−1)j−1Xjπ
∗ω(X1, . . . , X̂j , . . . , Xℓ+1)
+
∑
j<k
(−1)j+k−1π∗ω([Xj, Xk], X1, . . . , X̂j, . . . , X̂k, . . . , Xℓ+1).
The second term is zero, however, since [p, p] ⊂ k and π∗ω is basic. We claim we
have
Xj(π
∗ω|e(X1, . . . , X̂j, . . . , Xℓ+1))|e = ρ(xj)π
∗ω|e(x1, . . . , x̂j , . . . , xℓ+1).
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Indeed, by Lemma 2.1.7,
Xj(π
∗ω|e(X1, . . . , X̂j, . . . , Xℓ+1)) = Xj(
∑
i
ωi(X1, . . . , X̂j, . . . , Xℓ+1)⊗ s˜vi)
=
∑
i
Xj(ωi(X1, . . . , X̂j, . . . , Xℓ+1))⊗ s˜vi
+
∑
i
ωi(X1, . . . , X̂j, . . . , Xℓ+1)⊗Xj(s˜vi).
The first term is zero because ωi(X1, . . . , X̂j, . . . , Xℓ+1) is constant (the ωi’s and the
Xj’s are left-invariant). Also,
Xj s˜vi(g) =
d
dt
|t=0s˜vi(ge
tXj)
= (g,
d
dt
|t=0ge
tXjei)
= (g, gρ(Xj)ei).
Hence, evaluating at the identity we have
Xj s˜vi(e) = (e, ρ(xj)ei).
Thus,
π∗dω|e = dπ
∗ω|e =
∑
j
(−1)j−1ρ(xj)ω|e(x1, . . . , x̂j , . . . , xℓ+1).
2.2 The Weil representation
Let (V, ( , )) be an orthogonal space of signature p, q and (W,< , >) be a
real vector space of dimension 2k equipped with a non-degenerate skew-symmetric
form. Then we can form the space V ⊗W with non-degenerate skew-symmetric form
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( , )⊗ < , >. We will construct the Fock model, Pk, of the Weil representation
(̟, sp(V ⊗W )) and give formulas for how o(V ) operates in this model.
Remark 2.2.1. We will adopt the convention of using “early” greek letters α, β
to denote integers between 1 and p and “late” greek letters µ, ν to denote integers
between p+ 1 and p+ q.
Let e1, . . . , ep+q be an orthogonal basis for V such that (eα, eα) = 1, 1 ≤ α ≤ p
and (eµ, eµ) = −1, p + 1 ≤ µ ≤ p + q. Let V+ be the span of e1, . . . , ep and V− be
the span of ep+1, . . . , ep+q. Then we have the splitting V = V+ ⊕ V−. We have the
splitting (orthogonal for the Killing form)
so(p, q) = k⊕ p0
and denote the complexification p0 ⊗ C by p.
We recall that the map φ :
∧2(V )→ so(p, q) given by
φ(u ∧ v)(w) = (u, w)v − (v, w)u
is an isomorphism. Under this isomorphism the elements eα∧ eµ, 1 ≤ α ≤ p, p+1 ≤
µ ≤ p + q, are a basis for p0 and the elements eα ∧ eβ and eµ ∧ eν are a basis for k,
where , 1 ≤ α, β ≤ p, p+ 1 ≤ µ, ν ≤ p+ q. We define eα,µ = −eα ∧ eµ and let {ωαµ}
be the dual basis for p∗0. We define vol ∈ (
∧pq
p∗0)
K by
vol = ω1,p+1 ∧ · · · ∧ ωp,p+q. (2.4)
Now let (V ⊗ C)k =
k⊕
i=1
(V ⊗ C). We will use v to denote the element
(v1, v2, · · · , vk) ∈ (V ⊗ C)k. We will often identify (V ⊗ C)k with the ((p+ q)× k)-
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matrices 

z11 z12 · · · z1k
...
...
. . .
...
zp+q,1 zp+q,2 · · · zp+q,k


over C using the basis e1, . . . , ep+q. Then v will correspond to the (p+ q)×k matrix
Z where vj is the j
th column of the matrix. The splitting V = V+ ⊕ V− induces the
splitting (V ⊗ C)k = (V+ ⊗ C)k ⊕ (V− ⊗ C)k.
We define Pk to be the space of holomorphic polynomials on (V ⊗ C)k. That
is,
Pk = Pol((V ⊗ C)
k).
By Theorem 7.1 of [KM2], we have the following formulas for the action of
o(V ) on Pk (note that we have set their parameter λ equal to
1
2i
). Note that in the
reference there is an overall sign error.
Proposition 2.2.2.
̟(eα ∧ eβ) = −
k∑
i=1
(zαi
∂
∂zβi
− zβi
∂
∂zαi
)
̟(eµ ∧ eν) =
k∑
i=1
(zµi
∂
∂zνi
− zνi
∂
∂zµi
)
̟(eα ∧ eµ) =
k∑
i=1
(−zαizνi +
∂2
∂zαi∂zµi
).
Remark 2.2.3. We see from the above proposition that k acts diagonally in the
“usual” way, perhaps twisted by some character, hence we may twist the represen-
tation by a power of det so that K = SO(p)× SO(q) acts in the usual way. That is,
given f ∈ Pk and g ∈ K,
̟(g)f(v) = f(g−1v).
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The unexpected action of p is due to the model we have chosen.
We will be concerned with the complex
(
Cℓ(so(p, q), SO(p) × SO(q);Pk), d
)
.
By Proposition 2.1.3 and Proposition 2.2.2, we have the following formula for d,
d =
k∑
i=1
p∑
α=1
p+q∑
µ=p+1
A(ωαµ)⊗
( ∂2
∂zαi∂zµi
− zαizµi
)
. (2.5)
We note that
C•
(
so(p, q), SO(p)× SO(q);Pk
)
∼= C•
(
so(p, q,C), SO(p,C)× SO(q,C);Pk
)
.
We will use this isomorphism between cochain complexes throughout the paper.
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Chapter 3: The Spectral Sequence Associated to the Relative Lie
Algebra Cohomology of the Weil Representation
3.1 The spectral sequence associated to a filtered complex
In this section we will construct a spectral sequence associated to a filtered
complex. Our basic reference will be Chapter 2 of [Mc], especially Theorem 2.1.
However, we warn the reader that the convergence part of [Mc] Theorem 2.1 will
not apply to our case, since our filtration is not assumed to be bounded below.
In what follows we will assume we have a filtered cochain complex (F •, C, d)
with (cohomological) degrees between 0 and n for some fixed n, that is,
d(F pCℓ) ⊂ F pCℓ+1.
In fact, we will assume this filtration is decreasing, that is,
F p+1C ⊂ F pC.
3.1.1 Some general results on spectral sequences
We first recall that a spectral sequence is a sequence of bigraded (by Z × Z)
complexes {E•,•r dr} such that
Hp,q(Er, dr) ∼= E
p,q
r+1, p, q ∈ Z× Z, r ≥ 0. (3.1)
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Remark 3.1.2. Note that dr is bigraded, hence it will have a bidegree (a, b).
We recall the following definitions.
Definition 3.1.3. A filtration F • of a cochain complex C is exhaustive if
⋃
p∈Z
F pC = C
and separated if ⋂
p∈Z
F pC = 0.
Many occurences of spectral sequences come from the following theorem, see
[Mc] Theorem 2.1. Note that the defining formulas for Zp,qr and B
p,q
r on page 33
of [Mc] are not correct as stated but the correct formulas are used throughout pages
33-35, in particular in the proof of Theorem 2.1. We define them below for clarity.
Define subspaces Zp,qr and B
p,q
r , for r ≥ 1, of C
p+q by
1. Zp,qr = ker
(
d : F pCp+q → F pCp+q+1/F p+rCp+q+1
)
2. Bp,qr = im
(
d : F p−r+1Cp+q−1 → F pCp+q
)
.
Thus, Zp,qr are the elements z ∈ F
pCp+q such that dz ∈ F p+rCp+q+1 and Bp,qr are the
elements b ∈ F pCp+q such that there exists x ∈ F p−r+1Cp+q with dx = b. Note that
elements of Bp,qr are “absolute” coboundaries whereas elements of Z
p,q
r need not be
“absolute” cocycles. That is, we have
Zp,q1 ⊃ Z
p,q
2 ⊃ · · · ⊃ Z
p,q ⊃ Bp,q ⊃ · · · ⊃ Bp,q2 ⊃ B
p,q
1 .
For the sake of consistent notation, we define the following subspaces of Cp,q.
Zp,q−1 = Z
p,q
0 = F
pCp+q
Bp,q0 = 0.
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We note two properties of {Zp,qr } and {B
p,q
r }.
Lemma 3.1.4. We have
1. If F • is exhaustive then Bp,q =
⋃
r B
p,q
r .
2. If F • is separated then Zp,q =
⋂
r Z
p,q
r .
We now define a candidate for the rth bigraded complex of the spectral se-
quence associated to a filtration. Define the quotient space Ep,qr by
Ep,qr =
Zp,qr
Bp,qr + Z
p+1,q−1
r−1
, r ≥ 0 (3.2)
and let
Er =
⊕
p,q
Ep,qr .
Note that, by definition,
Ep,q0 =
F pCp,q
F p+1Cp+q
.
Together with the action d0 (the differential induced on the quotient by d), E0 is
then the graded complex associated to the filtration F •. We will often refer to this
bigraded complex as the associated graded complex.
Theorem 3.1.5. Suppose (F •, C, d) is a cochain complex equipped with a decreasing
filtration F •C. Then there is a spectral sequence {E•,•r dr} with first term E0, the
associated graded complex, and Er defined in Equation (3.2). The differential dr is
the differential d of C restricted to Zp,qr ⊂ C
p+q for r ≥ 0. Note that dr has bidegree
(r,−r + 1) for r ≥ 0.
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Proof. We claim d induces a map dr on the r
th page,
dr : E
p,q
r → E
p+r,q−r+1
r
Zp,qr
Bp,qr + Z
p+1,q−1
r−1
→
Zp+r,q−r+1r
Bp+r,q−r+1r + Z
p+r+1,q−r
r−1
.
Let z ∈ Zp,qr . Then dz is closed and in F
p+rCp+q+1, so dz ∈ Zp+r,q−r+1 ⊂
Zp+r,q−r+1r . So d induces a map Z
p,q
r → Z
p+r,q−r+1
r and hence a map to the quotient
Ep+r,q−r+1r . Now we show it factors through the quotient E
p,q
r .
We must show d(Bp,qr + Z
p+1,q−1
r−1 ) ⊂ (B
p+r,q−r+1
r + Z
p+r+1,q−r
r−1 ). But d(B
p,q
r ) =
0, so all that remains is to show d(Zp+1,q−1r−1 ) ⊂ (B
p+r,q−r+1
r + Z
p+r+1,q−r
r−1 ). Let
z ∈ Zp+1,q−1r−1 . Then dz is a boundary and in F
p+rCp+q+1, thus dz ∈ Bp+r,q−r+1r .
Finally, note that since d2 = 0 we have d2r = 0. Now we show that the
cohomology of the rth page is the (r + 1)st page. Accordingly, we define the kernel
and image of the map dr. We define the graded subspaces Z
p,q
r and B
p,q
r of E
p,q
r−1 by
Z
p,q
r = ker
(
dr−1 : E
p,q
r−1 → E
p+r−1,q−r+2
r−1 ),
B
p,q
r = im
(
dr−1 : E
p−r+1,q+r−2
r−1 → E
p,q
r−1
)
.
(3.3)
Hence, by definition we have
Hp,q(Ep,qr−1) = Z
p,q
r /B
p,q
r .
We construct an isomorphism
Hp,q(Ep,qr−1)
∼= Ep,qr .
First, consider Z
p,q
r = ker(E
p,q
r−1 → E
p+r−1,q−r+2
r−1 ). This is, by definition,
ker
(
d :
Zp,qr−1
Bp,qr−1 + Z
p+1,q−1
r−2
→
Zp+r−1,q−r+2r−1
Bp+r−1,q−r+2r−1 + Z
p+r,q−r+1
r−2
)
.
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Suppose z is in the kernel. If dz ∈ Zp+r,q−r+1r−2 , then dz ∈ F
p+rCp+q+1 and
z ∈ F pCp+q+1, hence z ∈ Zp,qr . If dz ∈ B
p+r−1,q−r+2
r−1 then z ∈ F
p+1Cp+q and
dz ∈ F p+r−1Cp+q+1 and hence z ∈ Zp+1,q−1r−2 . Thus
Z
p,q
r =
Zp,qr + Z
p+1,q−1
r−2
Bp,qr−1 + Z
p+1,q−1
r−2
.
Now consider B
p,q
r = im(E
p−r+1,q+r−2
r−1 → E
p,q
r−1). By definition, this is
im
(
d :
Zp−r+1,q+r−2r−1
Bp−r+1,q+r−2r−1 + Z
p−r+2,q+r−3
r−2
→
Zp,qr−1
Bp,qr−1 + Z
p+1,q−1
r−2
)
.
If z ∈ Zp−r+1,q+r−2r−1 , then dz ∈ B
p,q
r . Now suppose w ∈ B
p,q
r . Then there is some z
′ ∈
Cp−r+1,q+r−2 so that dz′ = w and hence z′ ∈ Zp−r+1,q+r−2r−1 . Thus, since B
p,q
r−1 ⊂ B
p,q
r
B
p,q
r =
Bp,qr +B
p,q
r−1 + Z
p+1,q−1
r−2
Bp,qr−1 + Z
p+1,q−1
r−2
=
Bp,qr + Z
p+1,q−1
r−2
Bp,qr−1 + Z
p+1,q−1
r−2
.
Thus
Z
p,q
r
B
p,q
r
=
Zp,qr + Z
p+1,q−1
r−2
Bp,qr + Z
p+1,q−1
r−2
. (3.4)
Recall the following consequence of the Butterfly Lemma, X+Y
Y
∼= XX∩Y . Di-
viding the top and bottom of Equation (3.4) by Zp+1,q−1r−2 , we have
Z
p,q
r
B
p,q
r
=
Zp,qr /(Z
p,q
r ∩ Z
p+1,q−1
r−2 )
Bp,qr /(B
p,q
r ∩ Z
p+1,q−1
r−2 )
. (3.5)
Simply checking the definitions yields Zp,qr ∩ Z
p+1,q−1
r−2 = Z
p+1,q−1
r−1 and B
p,q
r ∩
Zp+1,q−1r−2 = B
p+1,q−1
r+1 . Hence
Z
p,q
r
B
p,q
r
=
Zp,qr /Z
p+1,q−1
r−1
Bp,qr /B
p+1,q−1
r+1
.
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Another consequence of the Butterfly Lemma is the isomorphism A
B+C
∼=
A/B
C/(B∩C)
. Finally, since Bp+1,q−1r+1 = B
p,q
r ∩ Z
p+1,q−1
r−1 , we have
Z
p,q
r
B
p,q
r
∼=
Zp,qr
Bp,qr + Z
p+1,q−1
r−1
= Ep,qr .
We now give conditions on the filtration of a filtered complex that are sufficient
to imply convergence of the associated spectral sequence. The applications of this
spectral sequence later in the paper will satisfy the hypotheses of Proposition 3.1.8.
First, a simple lemma.
Lemma 3.1.6. Suppose (F •, C, d) is a filtered cochain complex such that the filtra-
tion is decreasing and bounded above. Then the filtration is separated and for all
(p, q) there exists an integer r(p) so that for all r ≥ r(p),
Zp,qr = Z
p,q.
Proof. Suppose the filtration is bounded above by P . That is, for all p > P we have
F pCp,q = 0. Thus F is separated.
Fix (p, q). The image of Ep,qr under dr is contained in E
p+r,q−r+1
r for all r, p, q.
So, if r > P − p, then p + r > P and Ep+r,q−r+1r = 0. Thus, elements which are
pushed up enough in the filtration will necessarily be zero. Taking P − p = r(p) is
sufficient.
Remark 3.1.7. The above lemma can be interpreted as follows. Since the support
of Cp,q is bounded on the right in the p, q-plane, eventually all maps out of a given
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point on the page will have codomain outside the support of the bigraded complex,
see for instance, the figure after Remark 3.2.4.
Proposition 3.1.8. Suppose (F •, C, d) is a filtered cochain complex such that the
filtration is decreasing, bounded above, and exhaustive. Then the spectral sequence
converges. That is, for all p, q, there is an isomorphism
Ep,q∞ → gr
p,q(H•). (3.6)
Proof. Let p be given. Because the filtration is bounded above, by Lemma 3.1.6 we
have that for each (p, q) there exists an r(p) so that Zp,qr = Z
p,q for all r ≥ r(p). For
r > max(r(p), r(p+ 1)) we will construct below a surjective map
πr : E
p,q
r
∼=
Zp,qr
Bp,qr + Z
p+1,q−1
r−1
→ grp,q(H•) ∼=
Zp,q
Bp,q + Zp+1,q−1
. (3.7)
Since r > r(p), Zp,qr = Z
p,q and we may first define π˜r : Z
p,q
r → Z
p,q to be the
identity map. We then define π′r to be the induced quotient map
π′r : Z
p,q
r →
Zp,q
Bp,q + Zp+1,q−1
.
Since r > r(p + 1), we have Zp+1,q−1r−1 = Z
p+1,q−1. Moreover, Bp,qr ⊂ B
p,q. Hence
the map π′r factors through the quotient by B
p,q
r + Z
p+1,q−1
r−1 to give the required
surjection πr.
Note that there is a quotient map from Ep,qr to E
p,q
r+1 making {E
p,q
r , r > r(p)}
into a direct system. Moreover, the maps {πr : r > r(p)} fit together to induce a
morphism from the direct system to grp,q(H•) and hence we obtain a surjective map
π∞ : E
p,q
∞ → gr
p,q(H•). We claim that π∞ is injective. Indeed suppose x ∈ E
p,q
∞
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satisfies π∞(x) = 0. Then for some r we have πr(x) = 0. Hence x ∈ B
p,q+Zp+1,q−1.
By Lemma 3.1.4, we have x ∈ Bp,qr′ + Z
p+1,q−1 for some r′ ≥ r. Furthermore, since
Zp+1,q−1 ⊂ Zp+1,q−1r′ we have x ∈ B
p,q
r′ + Z
p+1,q−1
r′ . Thus x is zero in E
p,q
r′ and hence
is zero in the direct limit.
Remark 3.1.9. The above proof highlights a fundamental concept of spectral se-
quences. That is, Ep,qr+1 is a subquotient of E
p,q
r . It is the closed elements (“sub”)
quotiented by the exact elements. With the hypotheses of Proposition 3.1.8 (or just
those of Lemma 3.1.6), eventually everything is closed and hence the Zp,qr stabilize.
At this point, Ep,qr+1 is just a quotient (rather than a subquotient) of E
p,q
r and we
obtain maps between the pages.
The spectral sequence above converges to the graded vector space associated
to the induced filtration of the cohomology. We conclude the general discussion by
describing this bigraded vector space.
3.1.9.1 The associated graded gr(H•)
The filtration on C induces filtrations on the cocycles Z and coboundaries
B. Hence, it induces a filtration on the cohomology H . A priori, the vector space
grp,q(H) is a four-fold quotient, but we have the following proposition.
Proposition 3.1.10.
grp,q(H) ∼=
Zp,q
Bp,q + Zp+1,q−1
.
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Proof. By definition,
grp,q(H) =
Zp,q/Bp,q
Zp+1,q−1/Bp+1,q−1
.
By one of the standard isomorphism theorems,
Zp,q
Bp,q + Zp+1,q−1
∼=
Zp,q/Bp,q
(Bp,q + Zp+1,q−1)/Bp,q
.
By another standard isomorphism theorem,
Bp,q + Zp+1,q−1
Bp,q
∼=
Zp+1,q−1
Bp,q ∩ Zp+1,q−1
.
Finally, observe that Bp,q ∩ Zp+1,q−1 = Bp+1,q−1.
3.1.11 Some consequences of the vanishing of Ep,q1
In the spectral sequences which follow, many of the terms Ep,q1 will vanish. To
utilize this feature, we need the following two general propositions from the theory
of spectral sequences. In what follows we assume the filtration F • is bounded above
and exhaustive.
The following proposition is an immediate consequence of convergence of the
spectral sequence (Proposition 3.1.8) since gr(H) is obtained from E1 by taking
successive subquotients.
Proposition 3.1.12. Suppose (F •, C, d) is a filtered cochain complex such that F •
is bounded above and exhaustive. Then Hℓ(gr(C)) = 0 implies Hℓ(C) = 0.
Remark 3.1.13. In the case we are studying, C• = C•(so(p, q), SO(p)×SO(q);Pk)
has a canonical grading as a vector space. Hence, in this case, there is a map of
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graded vector spaces f : C → gr(C) which sends ϕ ∈ C to its leading term. However,
f does not commute with the differential. Hence, there is no map in general (even
if C is graded as a vector space) from the cohomology of C to the cohomology of
gr(C).
Proposition 3.1.14. Let (F •, C, d) be a filtered cochain complex such that F • is
bounded above and exhaustive.
1. If Hℓ−1(gr(C)) = 0, then there is a well defined map from Hℓ(C) to Hℓ(gr(C))
and it is an injection.
2. If Hℓ+1(gr(C)) = 0, then there is a well defined map from Hℓ(gr(C)) to Hℓ(C)
and it is a surjection.
3. If Hℓ−1(gr(C)) = 0 and Hℓ+1(gr(C)) = 0, then the map from Hℓ(C)
to Hℓ(gr(C)) is an isomorphism.
Proof. We first prove (1). We will construct an inverse system of injective maps
· · · →֒ Ep,qr →֒ E
p,q
r−1 →֒ E
p,q
r−2 →֒ · · · →֒ E
p,q
2 →֒ E
p,q
1 .
First note by the hypothesis of (1) we have
B
p,q
r = 0, r ≥ 2. (3.8)
Next, note that for any spectral sequence {Er, dr} we have an inclusion
Z
p,q
r →֒ E
p,q
r−1, r ≥ 1. (3.9)
But since Ep,qr = Z
p,q
r /B
p,q
r , by (3.8) we have
Ep,qr = Z
p,q
r , r ≥ 2
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and the inclusion of Equation (3.9) becomes
Ep,qr →֒ E
p,q
r−1, r ≥ 2.
Thus {Ep,qr } is an inverse system of injections which may be identified with a de-
creasing (for inclusion) sequence of bigraded subspaces of the fixed bigraded vector
space E1. We have constructed the required inverse system.
The inverse limit of the above sequence is Ep,q∞ . Since the inverse limit of an
inverse system maps to each member of the system, we have a map Ep,q∞ → E
p,q
1 .
In this case the inverse limit is simply the intersection of all the subspaces and
the map of the limit is the inclusion of the infinite intersection which is obviously
an injection. Since we have convergence (Proposition 3.1.8), Ep,q∞
∼= grp,q(H) and
Ep,q1 = H
p,q(gr(C)). Hence (1) is proved.
We now prove (2). We construct a direct system of surjective maps
Ep,q1 ։ E
p,q
2 ։ · · ·։ E
p,q
r−1 ։ E
p,q
r ։ E
p,q
r+1 ։ · · · .
First note by the hypothesis of (2) we have dr−1|Ep,qr−1 = 0, r ≥ 2, p+ q = ℓ and
hence
Ep,qr−1 = Z
p,q
r = 0, r ≥ 2. (3.10)
Next, note that for any spectral sequence {Er, dr} we have a surjection
Z
p,q
r ։ E
p,q
r , r ≥ 1.
Hence, by Equation (3.10), the previous surjection becomes
Ep,qr−1 ։ E
p,q
r , r ≥ 2.
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Hence {Ep,qr } is a direct system of surjections which may be identified with a se-
quence of bigraded quotient spaces of the fixed bigraded vector space E1. We have
constructed the required direct system.
Since each member of a direct system maps to the direct limit, the space Ep,q1
maps to Ep,q∞ and this map is clearly surjective. As in the proof of (1), since we have
convergence (Proposition 3.1.8), Ep,q∞
∼= grp,q(H) and E
p,q
1 = H
p,q(gr(C)). Hence (2)
is proved.
Lastly, (3) is obvious.
3.2 Construction of the spectral sequence for the relative Lie algebra
cohomology of the Weil representation.
We now study the above spectral sequence for the case in hand, G = SO(a, b),
and apply the previous results to it. We let V be a real vector space of signature
a, b. Recall that we use Pk to denote the ring Pol((V ⊗C)k). This ring is graded by
polynomial degree
Pk =
∞⊕
i=0
Pk(i).
This grading of Pk induces a grading of C
ℓ = Cℓ(so(a, b), SO(a) × SO(b);Pk), for
each ℓ, called the polynomial grading. We will let Cℓ(i) denote the i-th graded
summand of Cℓ. The above grading of Cℓ induces an increasing filtration F• of C
ℓ
by
FpC
ℓ =
p⊕
i=0
Cℓ(i).
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The filtration F• is bounded below but not bounded above and is exhaustive
C =
∞⋃
p=0
FpC.
Note also that C is bigraded by (ℓ, i)
C =
ab⊕
ℓ=0
∞⊕
i=0
Cℓ(i). (3.11)
It is clear that d may be written as a direct sum d = d2 + d−2 where d2
increases the polynomial degree by two and d−2 lowers the polynomial degree by
two, see Equation (2.5). From d2 = 0 we obtain
Lemma 3.2.1.
1. d22 = 0
2. d2−2 = 0
3. d2d−2 + d−2d2 = 0.
In particular, we have
dFpC
ℓ ⊂ Fp+2C
ℓ+1. (3.12)
Remark 3.2.2. Relative to the bigrading of C given by Equation (3.11), d is a
bigraded map with
d = d1,2 + d1,−2. (3.13)
Since d increases filtration degree, (F•, C, d) is not a filtered cochain complex.
Also, the above filtration of C is increasing whereas the general theory assumes it
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is decreasing. We can, however, correct this by regrading C so that d preserves the
filtration and so that the filtration is decreasing.
The vector space underlying the complex (C, d) is bigraded by cochain degree
ℓ and polynomial degree p. As is customary in the theory of spectral sequences,
we regrade by complementary degree q = ℓ − p and p. We change this bigrading
according to (p, q) → (p′, q′) where p′ = p − 2ℓ and q′ = p + q − p′. Note that
ℓ = p+ q = p′ + q′ and d preserves the filtration. That is,
dFp′C
ℓ ⊂ Fp′C
ℓ+1.
The theory of the spectral sequence associated to a filtered cochain complex
requires the filtration to be decreasing, however the filtration Fp′ is increasing. Ac-
cordingly, we pass to the new decreasing filtration F p
′′
defined by F p
′′
= F−p′′. As
before, q′′ is the complementary degree, so q′′ = ℓ− p′′. Hence
p′′ = 2ℓ− p and q′′ = p− ℓ.
Thus, from the bigrading of Equation (3.11) we obtain a new bigrading for C
C =
2ab⊕
p′′=−∞
∞⊕
q′′=−ab
Cp
′′,q′′. (3.14)
Lemma 3.2.3. Relative to the bigrading Equation (3.14), we have d = d0,1 + d4,−3.
In particular, d preserves the new filtration.
Remark 3.2.4. The differential d′ on E0 is induced by the summand d0,1 in Lemma
3.2.3. In fact, we use the negative of d0,1. That is, we take
d′ =
k∑
i=1
a∑
α=1
a+b∑
µ=a+1
A(ωαµ)⊗ zαizµi.
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F p
ℓ = 0
ℓ = ab
q = −ab
p = 2ab
p
q
F p →
Cp,q is supported in the shaded diagonal region.
F • is a decreasing filtration preserved by d and the associated bigraded vector
space Ep
′′,q′′
0 =
⊕
p′′,q′′ F
p′′Cp
′′+q′′ is supported in the quadrant p′′ ≤ 2ab and q′′ ≥
−ab. In addition, because the cohomological degree ℓ satisfies 0 ≤ ℓ ≤ ab and
ℓ = p′′ + q′′, Ep
′′,q′′
0 is supported in the intersection of the above quadrant with the
band 0 ≤ p′′ + q′′ ≤ ab.
In what follows we will abuse notation and write p and q instead of p′′ and q′′.
The figure shows the support of the bigraded complex C•,• with the new bigrading.
Because the filtration is bounded above by p = 2ab, for each (p, q) there
exists an r(p) so that Zp,qr = Z
p,q for all r ≥ r(p). In our case it suffices to take
r(p) = 2ab− p+ 1. Note that r(p) is a decreasing function of p, so r > r(p) implies
r > r(p + k) for k ≥ 1. Since the complex is bounded below by q ≥ −ab we also
obtain an analogous bound r(q) = q + ab+ 1, however, we will use only r(p).
Remark 3.2.5. For the action of a general reductive G on the polynomial Fock
model, the exterior differential may be decomposed as d = d−2+d0+d2 and preserves
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the new filtration. The support of the resulting bigraded complex will still be contained
in the band of the figure on the previous page. We leave the details to the reader.
Now that we have finished any details concerning the filtration used to obtain a
spectral sequence, we return to using p, q for the signature of a real vector space. We
now prove a general theorem about the relative Lie algebra cohomology of SO(p, q)
with values in Pk for large k.
3.3 The cohomology of SO(p, q) when k ≥ pq.
In this section, we work under the assumption
k ≥ pq. (3.15)
Let Cℓ = Cℓ(so(p, q), SO(p) × SO(q);Pk). We prove the following theorem, see
Equation (3.18) for the definition of the quadratic elements qαµ ∈ P(V
k).
Theorem 3.3.1. Assume k ≥ pq. Then we have
Hℓ(so(p, q), SO(p)× SO(q);Pk) =


0 if ℓ 6= pq
(Pk/(q1,p+1, . . . , qp,p+q))
Kvol if ℓ = pq.
Our method of proof is to compute the cohomology of the E0 term of the
spectral sequence we have just developed. To do this, we will first compute the
cohomology of this complex before taking K-invariance. This complex will be a
Koszul complex associated to a regular sequence. We will then use the results of
Section 3.1 and Equation (3.17) to finish the calculation.
37
Define the complex (A, dA) by
Aℓ =
∧ℓ
(p∗)⊗ Pk and dA =
p∑
α=1
p+q∑
µ=p+1
k∑
i=1
A(ωαµ)⊗ zαizµi. (3.16)
Then Cℓ = (Aℓ)K and by Remark 3.2.4 we have, since K is compact,
Hℓ(E0(C)) = (H
ℓ(A))K . (3.17)
3.4 Koszul complexes and regular sequences
We will see that E0(C) is a Koszul complex. We now define what a Koszul
complex is and state some results about Koszul complexes in case the defining
elements form a regular sequence.
Let S = C[x1, . . . , xn] and f1, . . . , fN ∈ S. Let Y = SN , e1, . . . , eN be the
standard basis for Y , and ω1, . . . , ωN be the dual basis for HomS(Y, S). Define the
Koszul complex K(f1, . . . , fN) by
Kℓ =
∧ℓ
Y ∗
d =
∑
i
fiA(ωi).
From Eisenbud, [E] Corollary 17.5, we have
Proposition 3.4.1. If f1, . . . , fN is a regular sequence in S then
1. Hℓ(K(f1, . . . , fN)) = 0 for ℓ < N
2. HN(K(f1, . . . , fN)) ∼= S/(f1, . . . , fN).
In fact, we also have the following result of [E], Corollary 17.12.
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Lemma 3.4.2. If x1, . . . , xi is a regular sequence then
Hℓ(K(x1, . . . , xN)) = 0 for ℓ < i.
We now show that (A, dA) is a Koszul complex, and hence E0(C) is a sub-
Koszul complex.
3.4.3 E0(C) is a Koszul complex.
Define the quadratic elements qαµ of Pk by
qαµ =
k∑
i=1
zαizµi for 1 ≤ α ≤ p, p+ 1 ≤ µ ≤ p+ q. (3.18)
We note that the qαµ are the result of the following matrix multiplication of elements
of Pk 

z11 z12 · · · z1k
...
...
. . .
...
zp1 zp2 · · · zpk




zp+1,1 zp+2,1 · · · zp+q,1
...
...
. . .
...
zp+1k zp+2,k · · · zp+q,k


=


q1,p+1 q1,p+2 · · · q1,p+q
...
...
. . .
...
qp,p+1 qp,p+2 · · · qp,p+q


.
Then we have
dA =
p∑
α=1
p+q∑
µ=p+1
A(ωαµ)⊗ qαµ.
We first note that dA is the differential in the Koszul complex K({qα,µ}) asso-
ciated to the sequence of the quadratic polynomials qαµ, see Eisenbud [E], Section
17.2. To see that the Koszul complex as described in [E] is the above complex A we
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choose Pk as Eisenbud’s ring R and P
k
k as Eisenbud’s module N . In our descrip-
tion, since p ∼= V+ ⊗ V− ∼= Cpq, we are using the exterior algebra
∧•((Cpq)∗) ⊗ Pk.
But the operation of taking the exterior algebra of a module commutes with base
change and hence we have
∧•((Cpq)∗)⊗ Pk ∼= ∧•(Ppqk ). Then we apply Eisenbud’s
construction with the sequence {qαµ} to obtain the above complex A. We recall
that f1, . . . , fn is a regular sequence in a ring R if and only if fi is not a zero divisor
in R/(f1, . . . , fi−1) for 1 ≤ i ≤ n. We will show the qαµ form a regular sequence.
This will be a consequence of the following two lemmas.
The following lemma is Matsumura’s corollary to Theorem 16.3 on page 127,
[Mat]. It gives a condition under which we may reorder a sequence while preserving
regularity.
Lemma 3.4.4. If R is Noetherian and graded and a1, . . . , an is a regular sequence
of homogeneous elements in R, then so is any permutation of a1, . . . , an.
Remark 3.4.5. The above lemma allows us to say, for instance, that the {qαµ} are
a regular sequence without having to order the elements.
Lemma 3.4.6. Let R = C[x1, . . . , xN , y1, . . . , yN ]. Then (x1y1, x2y2, . . . , xNyN) is a
regular sequence.
Proof. We first rewrite R as the tensor product of N polynomial rings
R ∼= C[x1, y1]⊗ C[x2, y2]⊗ · · · ⊗ C[xN , yN ].
Fix i between 1 and N . We verify that xiyi is not a zero divisor in
Ri = R/(x1y1, . . . , xi−1yi−1).
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Note that
Ri ∼=
C[x1, y1]
(x1y1)
⊗
C[x2, y2]
(x2y2)
⊗
C[xi−1, yi−1]
(xi−1yi−1)
⊗ C[xi, yi]⊗ · · · ⊗ C[xN , yN ].
Let be,f = x
e
iy
f
i ∈ C[xi, yi]. Then {be,f}e,f≥0 is a basis for C[xi, yi]. Now consider the
map
g : Ri → Ri
r 7→ xiyir.
We show g is injective and thus xiyi is not a zero divisor in Ri. Suppose r is in the
kernel of g. Then r has a unique representation
r =
∑
e,f
a1,e,f ⊗ a2,e,f ⊗ · · · ⊗ be,f ⊗ ai+1,e,f ⊗ · · · ⊗ aN,e,f where aβ,e,f ∈ C[xβ , yβ].
Hence
g(r) =
∑
e,f
a1,e,f ⊗ a2,e,f ⊗ · · · ⊗ xiyibe,f ⊗ · · · ⊗ aN,e,f
=
∑
e,f
a1,e,f ⊗ a2,e,f ⊗ · · · ⊗ be+1,f+1 ⊗ · · · ⊗ aN,e,f = 0.
Since be+1,f+1 is a basis for C[xi, yi], we have, for all e, f ≥ 0,
a1,e,f ⊗ a2,e,f ⊗ · · · ⊗ ai−1,e,f ⊗ ai+1,e,f ⊗ · · · ⊗ aN,e,f = 0.
Hence r = 0. Thus xiyi is not a zero divisor and the lemma is proved.
Remark 3.4.7. The above proof can be adapted to show that any “disjoint” mono-
mials form a regular sequence. The details are left to the reader.
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Proposition 3.4.8. The qαµ form a regular sequence in Pk.
Proof. First, we examine a longer sequence σ where we have prepended many of the
variables zαi and zµi to the sequence of qαµ. We will show this is a regular sequence.
Once we have done this, by Lemma 3.4.4 we can reorder so that the qαµ come first
and this reordered sequence will still be regular. Then we use the obvious fact that
any initial segment of a regular sequence is a regular sequence and hence the qαµ
form a regular sequence.
We first define the sequence τ as follows. It will contain all the variables zαi
except for those with i ≡ αmodp. It will also contain all the zµi except for those
with (µ− p− 1)p < i ≤ (µ− p)p. Now we define σ to be τ followed by the qαµ. We
now check that this is a regular sequence.
It is clear that τ is a regular sequence. The “off-diagonal” (see the diagram
below) zαi and the zµi included form a regular sequence since they are coordinates.
To check that σ is regular, we must check that the qαµ are a regular sequence in
Pk/(τ). Note that
Pk/(τ) ∼= C[{zαi}i≡αmodp ∪ {zµi}p(µ−p−1)<i≤p(µ−p)].
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The image of qαµ in this quotient ring is the result of the matrix multiplication

z11 0 · · · 0 · · · · · · z1,p(q−1)+1 0 · · · 0
0 z22 · · · 0 · · · · · · 0 z2,p(q−1)+2 · · · 0
...
...
. . .
... · · · · · ·
...
...
. . .
...
0 0 · · · zpp · · · · · · 0 0 · · · zp,pq


•


zp+1,1 0 · · · 0
...
...
. . .
...
zp+1,p 0 · · · 0
0 zp+2,p+1 · · · 0
...
...
. . .
...
0 zp+2,2p · · · 0
...
...
. . .
...
0 0 · · · zp+q,p(q−1)+1
...
...
. . .
...
0 0 · · · zp+q,pq


.
That is,
qαµ 7→ zα,(µ−p−1)p+αzµ,(µ−p−1)p+α.
These elements form a regular sequence by Lemma 3.4.6.
Now we apply Lemma 3.4.4 to reorder σ such that the qαµ come first, and note
that any initial segment of σ, in particular the {qαµ}, is a regular sequence.
Remark 3.4.9. Proposition 3.4.8 provides an upper bound on the minimal k so that
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the qαµ form a regular sequence. A lower bound is p since if k < p then the form
ϕkq of Kudla and Millson is a non-zero cohomology class in degree kq (which is less
than the top degree pq).
We now compute the cohomology of (A, dA)
Proposition 3.4.10.
Hℓ(A) =


0 if ℓ 6= pq
Pk/({qαµ})vol if ℓ = pq.
Proof. Corollary 17.5 of [E] (with M = R), states that the cohomology of a Koszul
complex K(f1, . . . , fN) below the top degree vanishes if f1, . . . , fN is a regular se-
quence and that in this case the top cohomology HN(K(f1, . . . , fN)) is isomorphic
to R/(f1, . . . , fN).
We now prove Theorem 3.3.1.
Proof. By Equation (3.17) and Proposition 3.4.10, we have, since vol is K-invariant,
Hℓ(E0(C)) =


0 if ℓ 6= pq
(Pk/({qαµ}))
Kvol if ℓ = pq.
Thus, by Proposition 3.1.12 and statement (3) of Proposition 3.1.14, we have
Hℓ(so(p, q), SO(p)× SO(q);Pk) =


0 if ℓ 6= pq
(Pk/({qαµ}))
Kvol if ℓ = pq.
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We now show that Hpq(C) is not finitely generated.
Proposition 3.4.11. The map from Pol(V pq+ )
SO(p)⊕Pol(V pq− )
SO(q) to Hpq(C) sending
(f, g) to [(f + g)vol] is an injection.
Proof. First, note that f + g is SO(p) × SO(q)-invariant, hence (f + g)vol is K-
invariant. Now we show the map is an injection. Suppose f + g ∈ ({qαµ}). Then
since ({qαµ}) ⊂ ({zαi}) we have g = 0. Similarly, since ({qαµ}) ⊂ ({zµi}) we have
f = 0. Hence the map is injective.
3.5 The cohomology of SO(p, q) when p ≥ kq.
In this section we prove the following theorem
Theorem 3.5.1. If p ≥ kq, then
Hℓ(so(p, q), SO(p)× SO(q);Pk) =


nonzero if ℓ = kq, pq
unknown if kq < ℓ < pq
0 otherwise.
We use the same proof technique as in the previous section together with
Lemma 3.4.2.
In what follows we use the symbol C to denote the complex
C•(so(p, q), SO(p)× SO(q);Pk). We now prove the following proposition by finding
a regular subsequence of the qαµ of length kq. Let (A, dA) be the complex defined
in Equation (3.16).
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Proposition 3.5.2. If p ≥ kq, then
Hℓ(A) =


0 if ℓ < kq
nonzero if ℓ = kq.
Proof. We first construct a regular subsequence of the qαµ of length kq. Consider
the subsequence τ = {qα,p+⌊αk ⌋
}1≤α≤kq where
⌊
α
k
⌋
is the greatest integer less than or
equal to α
k
. We claim this is a regular sequence in Pk. Similar to the proofs before,
we prepend the “off-diagonal” variables zα,i with α 6≡ i mod k. That is, we consider
the sequence
σ = {zα,iα6≡i mod k, τ}.
Clearly the initial segment is regular. To check that σ is regular it remains to show
τ is a regular sequence in Pk/({zα,iα6≡i mod k}). The image of τ in this quotient ring
is the result of the following matrix multiplication,


z1,1 0 · · · 0
0 z2,2 · · · 0
...
...
. . .
...
0 0 · · · zk,k
zk+1,1 0 · · · 0
0 zk+2,2 · · · 0
...
...
. . .
...
0 0 · · · z2k,k
...
...
...
...


•


zp+1,1 zp+2,1 · · · zp+q,1
...
... · · ·
...
zp+1,k zp+2,k · · · zp+q,k


.
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That is, the image of τ is {zα,izp+1+⌊αk ⌋,i
}α≡i mod k. Thus the image of τ is a sequence
of disjoint quadratic monomials, hence regular by Lemma 3.4.6. As we did in our
previous proof of regularity, we reorder this sequence using Lemma 3.4.4 to get a
regular sequence with these qαµ first and note than any initial segment of a regular
sequence is regular. Thus, by Lemma 3.4.2, we have
Hℓ(A) = 0 for ℓ < kq.
To show that Hkq(A) 6= 0, we note that the form ϕkq, defined in Equation (1.2), of
Kudla and Millson is closed and not exact since it only involves positive variables
(and any exact form necessarily has negative coordinates).
Now we prove Theorem 3.5.1.
Proof. Since Hℓ(A) = 0 for ℓ < kq, by Proposition 3.1.12 and Equation (3.17), we
have
Hℓ(C) = 0 for ℓ < kq.
Since ϕkq is closed in C, SO(p) × SO(q) invariant, and the (kq − 1)
st cohomology
group of the associated graded of C vanishes, we find that ϕkq is not exact in E∞
and so not exact in C.
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Chapter 4: The Relative Lie Algebra Cohomology for SO0(n, 1)
In this chapter, because the cohomology of the complex “before taking invari-
ance”, A, is large, we first compute the invariant cochains and then compute the
cohomology. The K-invariant cochains of A form a subcomplex, (A)K , which is
again a Koszul complex. The main point of this chapter is to compute the cohomol-
ogy of this subcomplex.
4.1 Introduction
We let (V, (, )) be Minkowski space Rn,1 and e1, e2, . . . , en+1 be the standard
basis. Let V+ be the span of e1, . . . , en. We will consider the connected real Lie group
G = SO0(n, 1) with Lie algebra so(n, 1) and maximal compact subgroup K = SO(n)
with Lie algebra so(n), the subgroup of G that fixes the last basis vector en+1. Let
Sk be the O(n)-invariant complex-valued polynomials on V
k and Rk ⊂ Sk be the
O(n)-invariant complex-valued polynomials on V k+ , see Section 4.2. We will consider
the Weil representation with values in the Fock model Pk = Pol((V ⊗ C)k).
We restate Theorem 1.0.7, our results for the cohomology with values in Pk.
In the following theorem, let ϕk be the cocycle constructed in the work of Kudla
and Millson, [KM2], see Section 4.2, Equation (4.8). In what follows, c1, . . . , ck are
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the cubic polynomials on V k defined in Equation (4.25), q1, . . . , qn are the quadratic
polynomials on V k defined in Equation (3.18), and vol is as defined in Equation
(2.4). Note that statement (3) is a consequence of Theorem 3.3.1 and hence we will
eventually assume that k < n since these are the only cases remaining.
Theorem 4.1.1.
1. If k < n then
Hℓ
(
so(n, 1), SO(n);Pk
)
=


Rkϕk if ℓ = k
Sk/(c1, . . . , ck)vol if ℓ = n
0 otherwise
2. If k = n then
Hℓ
(
so(n, 1), SO(n);Pk
)
=


Rkϕk ⊕ Sk/(c1, . . . , ck)vol if ℓ = n
0 otherwise
3. If k > n
Hℓ
(
so(n, 1), SO(n);Pk
)
=


(
Pk/(q1, . . . , qn)
)K
vol if ℓ = n
0 otherwise
The cohomology groups Hℓ
(
so(n, 1), SO(n);Pk
)
are sp(2k,R)-modules. We
now describe these modules. If k < n+1
2
, then as an sp(2k,R)-module Rkϕk is
isomorphic to the space of MU(k)-finite vectors in the holomorphic discrete se-
ries representation with parameter (n+1
2
, · · · , n+1
2
). If k < n, then the cohomol-
ogy group Hk
(
so(n, 1), SO(n);Pk
)
is an irreducible holomorphic representation be-
cause it was proved in [KM2] that the class of ϕk is a lowest weight vector in
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Hk
(
so(n, 1), SO(n);Pk
)
. On the other hand, the cohomology group
Hn
(
so(n, 1), SO(n);Pk
)
is never irreducible. Indeed, if k < n then
Hn
(
so(n, 1), SO(n);Pk
)
is the direct sum of two nonzero sp(2k,R)-modules Hn+ and
Hn− and if k = n, then H
n
(
so(n, 1), SO(n);Pk
)
is the direct sum of three nonzero
sp(2k,R)-modules Hn+, H
n
−, and Rk(V )ϕk.
4.2 The relative Lie algebra complex
We reestablish notation that we use throughout this chapter. Let e1, . . . , en+1
be an orthogonal basis for V such that (ei, ei) = 1, 1 ≤ i ≤ n and (en+1, en+1) = −1.
We let x1, . . . , xn, t be the corresponding coordinates.
We have the splitting (orthogonal for the Killing form)
so(n, 1) = so(n)⊕ p0
and denote the complexification p0 ⊗ C by p.
We recall that the map φ :
∧2(V )→ so(n, 1) given by
φ(u ∧ v)(w) = (u, w)v − (v, w)u
is an isomorphism. Under this isomorphism the elements ei ∧ en+1, 1 ≤ i ≤ n are
a basis for p0. We define ei,n+1 = −ei ∧ en+1 and let ω1, . . . , ωn be the dual basis
for p∗0. We let Iℓ,n (I for injections) be the set of all ordered ℓ-tuples of distinct
elements I = (i1, i2, . . . , iℓ) from {1, 2, . . . , n}, that is, the set of all injections from
the set {1, . . . , ℓ} to {1, . . . , n}. We let Sℓ,n ⊂ Iℓ,n (S for stricly increasing) be the
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subset of strictly increasing ℓ-tuples. We define ωI for I ∈ Iℓ,n by
ωI = ωi1 ∧ · · · ∧ ωiℓ.
Then the element vol ∈ (
∧n
p∗0)
K is, by Equation (2.4) given by
vol = ω1 ∧ · · · ∧ ωn. (4.1)
Now let V k =
k⊕
i=1
V . We will use v to denote the element (v1, v2, · · · , vk) ∈ V
k.
We will often identify V k with the ((n+ 1)× k)-matrices

x11 x12 · · · x1k
...
...
. . .
...
xn1 xn2 · · · xnk
t1 t2 · · · tk


over R using the basis e1, . . . , en+1. Then v will correspond to the (n+1)×k matrix
X where vj is the j
th column of the matrix.
Let V+ be the span of e1, . . . , en and V− be the span of en+1. Then we have
the splitting V = V+ ⊕ V− and the induced splitting V
k = V k+ ⊕ V
k
− . We define, for
1 ≤ i, j ≤ k, the quadratic function rij ∈ Pol(V
k
+) for v ∈ V
k
+ by
rij(v) = (vi, vj). (4.2)
We let Rk = Rk(V+) be the subalgebra of Pol(V
k
+) generated by the rij for
1 ≤ i, j ≤ k. We note that
Rk = Pol(V
k
+)
O(n)
is the algebra of polynomial invariants of the group O(n) (the “First Main Theorem”
for the orthogonal group, [W], page 53). Since (as a consequence of our assumption
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(4.3) immediately below) we will have k < n, it is a polynomial algebra. This follows
from the “Second Main Theorem” for the orthogonal group, [W], page 75. We will
assume that
k < n (4.3)
for the remainder of this chapter.
For K = SO(n),O(n) (embedded in SO(n, 1) fixing the last coordinate), or
O(n) × O(1), any complex so(n, 1) ×K-module V, and ρ : O(n, 1) → End(V), we
define
C•
(
so(n, 1), K;V
)
by C i
(
so(n, 1), K;V
)
= (
∧i
p∗0 ⊗ V)
K and d =
∑
A(ωα)⊗ ρ(eα ∧ en+1) as in Borel
Wallach [BorW]. Throughout this chapter, the symbol C will denote the complex
C•
(
so(n, 1), SO(n);Pk
)
.
4.2.1 The relative Lie algebra complex with values in the Fock model
Similar to the above identification, we identify (V ⊗C)k with the ((n+1)×k)-
matrices 

z11 z12 · · · z1k
...
...
. . .
...
zn1 zn2 · · · znk
w1 w2 · · · wk


over C using the basis e1, . . . , en+1. Then v will correspond to the (n+1)×k matrix
Z where vj is the j
th column of the matrix.
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The earlier splitting V = V+ ⊕ V− induces the splitting (V ⊗ C)k = (V+ ⊗
C)k ⊕ (V− ⊗ C)k. By abuse of notation, we define, for 1 ≤ i, j ≤ k, the quadratic
function rij ∈ Pol((V+ ⊗ C)k) for v ∈ (V+ ⊗ C)k by
rij(v) = (vi, vj). (4.4)
Here ( , ) denotes the complex bilinear extension of ( , ) to V ⊗ C.
We let Rk(V+ ⊗ C) = Pol((V+ ⊗ C)k)O(n,C). We will abuse notation and
sometimes use the symbol Rk in place of Rk(V+ ⊗ C). The meaning of Rk should
be clear from context. We note that the rij , 1 ≤ i, j ≤ k, generate Rk.
In the following we will be concerned with the relative Lie algebra complex
where
Cℓ
(
so(n, 1), SO(n);Pk
)
∼=
(∧ℓ
(p∗0)⊗Pk
)SO(n)
and d =
∑
d(j) with
d(j) =
n∑
α=1
A(ωα)⊗ (
∂2
∂zα,j∂wj
− zα,jwj), 1 ≤ j ≤ k. (4.5)
Recall that
C•
(
so(n, 1), SO(n);Pk
)
∼= C•
(
so(n, 1,C), SO(n,C);Pk
)
where C•
(
so(n, 1,C), SO(n,C);Pk
)
=
(∧•
p∗ ⊗ Pk
)SO(n,C)
.
Note that there is the tensor product map Pa ⊗ Pb → Pa+b given by
(f1 ⊗ f2)(v) = f1(v1, · · · , va)f2(va+1, · · · , va+b).
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The tensor product map induces a bigraded product
C i
(
so(n, 1), SO(n);Pa
)
⊗ Cj
(
so(n, 1), SO(n);Pb
)
→ C i+j
(
so(n, 1), SO(n);Pa+b
)
(4.6)
which we will call the outer exterior product and denote ∧ given by
(ωI ⊗ fI) ∧ (ωJ ⊗ fJ) = (ωI ∧ ωJ)⊗ (fI ⊗ fJ) = (ωI ∧ ωJ)⊗ fIfJ .
We also have, for f ∈ Pk, the usual multiplication of functions
f(ωI ⊗ fI) = ωI ⊗ ffI .
A key point in the computation of the k-coboundaries is a product rule for d
relative to the outer exterior product. To state this suppose ψ is an outer exterior
product
ψ(v) = ψ1(v1) ∧ ψ2(v2) ∧ · · · ∧ ψk(vk)
where deg(ψj) = cj. Then we have
dψ =
k∑
i=1
(−1)
∑i−1
j=1 cjψ1 ∧ · · · ∧ d
(i)ψi ∧ · · · ∧ ψk. (4.7)
We define the cocycle ϕ1 ∈ C
1
(
so(n, 1), SO(n);P1
)
by
ϕ1 =
n∑
α=1
ωα ⊗ zα.
We then define ϕk ∈ C
k(so(n, 1), SO(n);Pk) by
ϕk = ϕ
(1)
1 ∧ · · · ∧ ϕ
(k)
1 . (4.8)
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Here a superscript (i) on a term in a k-fold wedge as above indicates that the term
belongs to the i-th tensor factor in Pk. Since ϕ1 is closed and d satisfies (4.7), it
follows that ϕk is also closed. The cocycle ϕk and its analogues for SO(p, q) and
SU(p, q) played a key role in the work of Kudla and Millson.
4.3 Some decomposition results
For 1 ≤ i, j ≤ k, we define the following second order partial differential
operator acting on Pol((V+ ⊗ C)k)
∆ij =
n∑
α=1
∂2
∂zα,i∂zα,j
.
We define H((V+ ⊗ C)k) to be the subspace of harmonic (annihilated by all
∆ij) polynomials. Then we have the classical result, see [KaV], Lemma 5.3, (note
that we have reversed their n and k)
Theorem 4.3.1. 1. The map
p(r11, r12, . . . , rkk)⊗h(z11, z12, . . . , znk)→ p(r11, r12, . . . , rkk)h(z11, z12, . . . , znk)
induces a surjection
Rk(V+ ⊗ C)⊗H((V+ ⊗ C)
k)→ Pol((V+ ⊗ C)
k).
2. In case 2k < n the map is an isomorphism.
Remark 4.3.2. We will denote this surjection by writing
Pol((V+ ⊗ C)
k) = Rk(V+ ⊗ C) · H((V+ ⊗ C)
k).
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We will need the following three decomposition results. First, recall V+ is the
span of e1, . . . , en. Then we have
Lemma 4.3.3.
Pk = Pol((V+ ⊗ C)
k)⊗ C[w1, . . . , wk]
and
Lemma 4.3.4.
Pol((V+ ⊗ C)
k) = C[r11, r12, . . . , rkk] · H((V+ ⊗ C)
k).
We make the following definition
Definition 4.3.5.
Sk = P
O(n,C)
k = C[r11, r12, . . . , rkk, w1, . . . , wk].
Then we have
Lemma 4.3.6.
Pk = Sk · H((V+ ⊗ C)
k).
It will be very useful to us that as SO(n)-modules we have
p ∼= p∗ ∼= V+ ⊗ C (4.9)
and hence
∧i
(p∗) ∼=
∧i
(V+ ⊗ C). (4.10)
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4.4 The occurrence of the O(n,C)-module
∧ℓ
(V+ ⊗ C) in
H
(
(V+ ⊗ C)k
)
In this section we compute the
∧ℓ
(V+ ⊗ C) isotypic subspaces for O(n,C)
acting on H
(
(V+ ⊗ C)k
)
where we identify V+ ⊗ C with Cn and hence O(V+ ⊗ C)
with O(n,C) using the basis e1, . . . , en.
It is standard to parametrize the irreducible representations of O(n,C) by
Young diagrams such that the sum of the lengths of the first two columns is less
than or equal to n, see [W], Chapter 7, §7. In [Ho], Howe defines the depth of an
irreducible representation to be the number of rows in the associated diagram.
Lemma 4.4.1.
HomO(n,C)
(∧ℓ
(V+ ⊗ C),H
(
(V+ ⊗ C)
k
))
6= 0 if and only ℓ ≤ k.
Proof. We will use Proposition 3.6.3 in [Ho].
∧ℓ
(V+⊗C) corresponds to the diagram
D which is a single column of length ℓ. Hence,
∧ℓ
(V+ ⊗ C) has depth ℓ. But,
Proposition 3.6.3 states that a representation of depth ℓ occurs in H
(
(V+ ⊗ C)k
)
if
and only if ℓ ≤ k.
Remark 4.4.2. The lemma also follows from Proposition 6.6 (n odd), and Propo-
sition 6.11 (n even) of Kashiwara-Vergne, [KaV].
Lemma 4.4.3.
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1. If U1 is an irreducible representation of O(n,C), then
U2 = HomO(n,C)
(
U1,H
(
(V+ ⊗ C)
k
))
is an irreducible representation of GL(k,C).
2. Hence, given U1 as above, there exists a unique representation U2 of
GL(k,C) such that we have an O(n,C)×GL(k,C) equivariant embedding
Ψ : U1 ⊗ U2 →H
(
(V+ ⊗ C)
k
)
.
Proof. Statement (1) follows from Proposition 5.7 of Kashiwara-Vergne [KaV].
Statement (2) follows from statement (1).
Lemma 4.4.4. In the set-up of the previous lemma, if U1 is
∧ℓ
(V+⊗C), then U2 is∧ℓ
(Ck) and hence the
∧ℓ
(V+⊗C) isotypic subspace for O(n,C) in H
(
(V+⊗C)k
)
is
∧ℓ
(V+ ⊗ C)⊗
∧ℓ
(Ck) as an O(n,C)×GL(k,C)-module.
Proof. This is an immediate consequence of Howe [Ho] Proposition 3.6.3 or
Kashiwara-Vergne [KaV] Theorem 6.9 (n odd) and Theorem 6.13 (n even).
In the next section we construct an explicit O(n,C)×GL(k,C)-intertwiner
Ψ :
∧ℓ
(V+ ⊗ C)⊗
∧ℓ
(Ck)→H
(
(V+ ⊗ C)
k
)
.
Thus we will give a direct proof of Lemma 4.4.4 and the “if” part of Lemma 4.4.1.
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4.5 The intertwiner Ψ
In what follows we will identify the space Hom(Ck, V+ ⊗ C) with the space of
n by k matrices using the basis e1, . . . , en for V+. That is,
Hom(Ck, V+ ⊗ C) ∼= (C
k)∗ ⊗ (V+ ⊗ C) ∼= (V+ ⊗ C)
k ∼= Mn,k(C).
Let ℓ ≤ k. Let J = (j1, . . . , jℓ) be in Sℓ,k and I = (i1, i2, . . . , iℓ) be in Sℓ,n, that is,
strictly increasing ℓ-tuples of elements of {1, . . . , k} and {1, . . . , n} respectively. Let
ǫ1, . . . , ǫk be the standard basis for Ck and α1, . . . , αk be the dual basis. Let {e∗I}
be the basis of
∧ℓ
(V+ ⊗ C)∗ dual to the basis {eI} of
∧ℓ
(V+ ⊗ C). Now define eI
and ǫJ by
eI = ei1 ∧ · · · ∧ eiℓ and ǫJ = ǫj1 ∧ · · · ǫjℓ .
Then we define the intertwiner
Ψ :
∧ℓ
(V+ ⊗ C)⊗
∧ℓ
Ck → Pol
(
Hom(Ck, V+ ⊗ C)
)
Ψ(eI ⊗ ǫJ )(Z) = e
∗
I
(∧ℓ
(Z)(ǫJ)
)
.
Here Z ∈ Hom(Ck, V+⊗C) and
∧ℓ
(Z) :
∧ℓ
(Ck)→
∧ℓ
(V+⊗C) is the ℓth exterior
power of Z. Clearly Ψ is nonzero.
Now define fI,J(Z) to be the determinant of the ℓ by ℓ minor given by choosing
the rows i1, i2, . . . , iℓ and the columns j1, . . . , jℓ of Z ∈ Hom(Ck, V+ ⊗ C) regarded
as an n by k matrix. Then we have
Lemma 4.5.1.
Ψ(eI ⊗ ǫJ)(Z) = fI,J(Z).
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Lemma 4.5.2. fI,J(Z) is harmonic.
Proof. Given a monomial m, we have ∆ij(m) 6= 0 if and only if m = zα,izα,jm
′ for
some 1 ≤ α ≤ n and non-zero monomial m′. But since fI,J is a determinant, it is
the sum of monomials each of which has at most one term from a given row. That
is,
∂2
∂zα,i∂zα,j
fI,J(Z) = 0
for all i, j, α and thus ∆ij
(
fI,J(Z)
)
= 0 term by term.
Corollary 4.5.3. The intertwiner Ψ maps to the harmonics, that is
Ψ :
∧ℓ
(V+ ⊗ C)⊗
∧ℓ
Ck →H
(
(V+ ⊗ C)
k
)
.
We leave the following proof to the reader.
Lemma 4.5.4. Ψ is O(n,C)×GL(k,C)-equivariant. That is, for g ∈ O(n,C) and
g′ ∈ GL(k,C),
Ψ
(∧ℓ
(g)(eI)⊗
∧ℓ
(g′)(ǫJ)
)
(Z) = Ψ(eI ⊗ ǫJ )(g
−1Zg′). (4.11)
We note that Ψ is equivalent to a bilinear map Ψ˜ from
∧ℓ
(V+⊗C)×
∧ℓ
Ck
to H
(
(V+ ⊗ C)k
)
where Ψ˜(η, τ) = Ψ(η ⊗ τ). We define
Ψ˜′ :
∧ℓ
(Ck)→ HomO(n,C)
(∧ℓ
(V+ ⊗ C),H
(
(V+ ⊗ C)
k
))
by
Ψ˜′(ǫJ ) = Ψ˜(•, ǫJ) =
∑
I∈Sℓ,n
fI,Je
∗
I . (4.12)
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We define
ΨJ = Ψ˜
′(ǫJ) ∈ HomO(n,C)
(∧ℓ
(V+ ⊗ C),H
(
(V+ ⊗ C)
k
))
and thus
ΨJ(Z) =
∑
I∈Sℓ,n
fI,J(Z)e
∗
I .
We now compute HomO(n,C)
(∧ℓ
(V+⊗C),H
(
(V+⊗C)k
))
. Since
∧ℓ
(V+⊗C)⊗∧ℓ
(Ck) is an irreducible O(n,C)×GL(k,C)-module it follows that Ψ is injective.
The image of Ψ is contained in the
∧ℓ
(V+ ⊗ C) isotypic subspace of H(V k+). By
Lemma 4.4.4, we know that the
∧ℓ
(V+⊗C)-isotypic subspace is isomorphic to this
tensor product as an O(n,C)×GL(k,C)-module which is irreducible. Hence Ψ is a
nonzero map of irreducible O(n,C)×GL(k,C)-modules and hence an isomorphism.
Thus Ψ˜′ is an isomorphism of C-vector spaces and we have
Lemma 4.5.5. {ΨJ : J ∈ Sm,k} is a basis for the vector space
HomO(n,C)
(∧ℓ
(V+ ⊗ C),H
(
(V+ ⊗ C)
k
))
.
Proposition 4.5.6. {ΨJ : J ∈ Sℓ,k} is a basis for the Sk-module
HomO(n,C)
(∧ℓ
(V+ ⊗ C),Pk
)
.
Proof. By Lemma 4.5.5, we have {ΨJ : J ∈ Sℓ,k} is a basis for the C-vector space
HomO(n,C)
(∧ℓ
(V+⊗C),H
(
(V+⊗C)k
))
. Since HomO(n,C)(C, ·) is exact, the surjection
Sk ⊗ H
(
(V+ ⊗ C)k
)
→ Pk induces a surjection φ from the C-vector space Sk ⊗
HomO(n,C)
(∧ℓ
(V+⊗C),H
(
(V+⊗C)k
))
to the C-vector space HomO(n,C)
(∧ℓ
(V+⊗
C),Pk
)
, given by φ(f ⊗ T ) = fT and thus
{ΨJ : J ∈ Sℓ,k} spans HomO(n,C)
(∧ℓ
(V+ ⊗ C),Pk
)
as an Sk-module.
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We now show the elements of this set are independent over Sk. We claim that
if Z0 ∈ Hom
0(Ck, V+⊗C), the set of injective homomorphisms, then {ΨJ(Z0)} is an
independent set over C. Indeed, ΨJ(Z0) =
∧ℓ
(Z0)ǫJ ∈
∧ℓ
(V+ ⊗ C). And, since
Z0 is an injection, so is
∧ℓ
(Z0). Thus, since {ǫJ} is an independent set over C and∧m
(Z0) is an injection, {
∧ℓ
(Z0)ǫJ} is an independent set over C.
Following Equation (4.4) we have the quadratic O(n,C)-invariants rij(Z) for
Z ∈ Hom(Ck, V+⊗C), where rij(Z) =
(
Z(ǫi), Z(ǫj)
)
is the inner product of columns.
We will regard rij both as matrix indeterminates and functions of X . Recall Sk =
C[r11, r12, . . . , rkk, w1, . . . , wk].
Now suppose there is some dependence relation over Sk where t ∈ Ck and we
abbreviate r = (r11, r12, . . . , rkk)
∑
J
pJ(r(Z), t)ΨJ(Z) = 0.
Then for each (Z0, t0) ∈ Hom
0(Ck, V+)×Ck, since {ΨJ(Z0, t0)} is independent over
C, we have that pJ(r(Z0), t0) = 0 for all J . And since k ≤ n, Hom
0(Ck, V+)× Ck
is dense in Hom(Ck, V+)× Ck, and thus we have pJ = 0 for all J .
4.6 Computation of the spaces of cochains
Recall that O(n) ⊂ O(n, 1) is the subgroup that fixes the last basis vector
en+1.
Recall Ia,n was defined to be the set of all ordered a-tuples of distinct ele-
ments from {1, . . . , n}, equivalently the set of all injective maps from {1, . . . , a} to
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{1, . . . , n}. We recall Sa,n ⊂ Ia.n is the set of all strictly increasing a-tuples. Lastly,
given I = (i1, . . . , ia) ∈ Ia,n, we define the set I = {i1, . . . , ia} ⊂ {1, . . . , n}. Note
that this map restricted to Sa,n is a bijection to its image, the set of all subsets of
size a of {1, . . . , n}.
Let ∗ :
∧ℓ
p∗0 →
∧n−ℓ
p∗0 be the Hodge star operator associated to the Rie-
mannian metric and the volume form vol = ω1 ∧ · · · ∧ ωn. Extend ∗ to
∧ℓ
p∗ to be
complex linear. Hence
∗ ◦g = (det g)g ◦ ∗ for g ∈ O(n,C). (4.13)
We now observe that the complex C = C•(so(n, 1,C), SO(n,C);Pk) is the
direct sum of two subcomplexes C+ and C−. Indeed let ι ∈ O(n,C) be the element
satisfying
ι(e1) = −e1 and ι(ej) = ej , 1 < j ≤ n+ 1. (4.14)
Then ι⊗ ι acts on the complex C and commutes with d. We define C+ resp.
C− to be the +1 resp. −1 eigenspace of ι⊗ ι. Then we have
C = C+ ⊕ C−.
Hence, H•(C) = H•(C+)⊕H
•(C−). By Equation (4.13), ∗ ⊗ 1 anticommutes with
ι⊗ ι and hence
Cn−ℓ− = (∗ ⊗ 1)
(
Cℓ+
)
.
Since Cℓ = Cℓ+ ⊕ C
ℓ
−, to compute C
ℓ it suffices to compute Cℓ+ and C
n−ℓ
+ . Hence it
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suffices to compute C+. We note
Cℓ+ = C
ℓ
(
so(n, 1,C), SO(n,C);Pk
)ι⊗ι
= Cℓ
(
so(n, 1,C),O(n,C);Pk
)
.
4.6.1 The computation of C+
We recall Rk = C[r11, r12, . . . , rkk] and
Sk = Rk[w1, . . . , wk] = C[r11, r12, . . . , rkk, w1, . . . , wk].
We define an isomorphism of Sk-modules
Fℓ : HomO(n,C)(
∧ℓ
(V+ ⊗ C),Pk)→ HomO(n,C)(
∧ℓ
p,Pk)
e∗I ⊗ p 7→ ωI ⊗ p
and define, for J ∈ Sℓ,n, ΦJ by Fℓ(ΨJ) = ΦJ . Hence
ΦJ =
∑
I∈Sℓ,n
ωI ⊗ fI,J .
Then by Lemma 4.4.1 we have
Lemma 4.6.2. Cℓ+ = 0 for ℓ > k.
We then have the following consequence of Proposition 4.5.6
Proposition 4.6.3. {ΦJ} is a basis for the Sk-module C
ℓ
+.
We now give another description of ΦJ as the outer exterior product of ℓ copies
of ϕ1. That is,
ϕ
(j1)
1 ∧ · · · ∧ ϕ
(jℓ)
1 =
∑
I∈Sℓ,n
ωI ⊗ fI,J = ΦJ . (4.15)
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Remark 4.6.4.
Ck+ = Skϕk
where ϕk = Φ1,2,...,k as before.
4.6.5 The computation of C−
Since ∗ ⊗ I is an isomorphism of Sk-modules from C
ℓ
+ → C
n−ℓ
− , we have,
abbreviating (∗ ⊗ I)(ΦJ) to (∗ΦJ),
Proposition 4.6.6.
Cℓ+ =
∑
J∈Sℓ,k
SkΦJ
Cℓ− =
∑
J∈Sn−ℓ,k
Sk(∗ΦJ)
where if i > j then Si,j is the empty set. In particular C
ℓ
+
∼= S
(kℓ)
k for 0 ≤ ℓ ≤ k and
zero for ℓ > k, whereas Cℓ−
∼= S
( kn−ℓ)
k for ℓ ≥ n− k and zero for ℓ < n− k.
4.7 The computation of the cohomology of C+
We will compute the cohomology of the associated graded complex E0 = gr(C).
By Remark 3.2.4, our differential is d0,1. We abuse notation and call this operator
d. We will see there is only one non-zero cohomology group and use the results of
Section 3.1 to compute the cohomology of the original complex.
Throughout this section, J will denote an element of Sℓ,n. To simplify the
notation in what follows, we will abbreviate ω⊗ϕ to ϕω for ω ∈
∧•
p∗ and ϕ ∈ Pk.
In particular,
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ΦJ =
∑
I∈Sℓ,n
fI,JωI . (4.16)
Recall we have fixed k with k < n and we have the ring
Sk = C[r11, r12, . . . , rkk, w1, . . . , wk]. (4.17)
For 1 ≤ i ≤ k, J ∈ Sℓ,k, if i /∈ J , then we denote by {J, i} the element of Sℓ+1,k
that corresponds to the set J ∪ {i}. Now we define ΦJ,i ∈ C
ℓ+1
+ by
ΦJ,i =


(−1)J(i)Φ{J,i} if i /∈ J
0 if i ∈ J.
(4.18)
where J(i) is defined as follows.
Definition 4.7.1. J(i) = |{j ∈ J : j < i}| is the number of elements of J less than
i.
We remark that the reason for the sign (−1)J(i) in this notation is that we
have put the i in the appropriate spot instead of the beginning. In particular, we
have the following lemma.
Lemma 4.7.2.
ϕ
(i)
1 ∧ ΦJ = ΦJ,i.
The following formula for d is then immediate.
Proposition 4.7.3.
dΦJ =
k∑
i=1
wiϕ
(i)
1 ∧ ΦJ =
k∑
i=1
wiΦJ,i (4.19)
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4.7.4 The map from gr(C+) to a Koszul complex K+
We define K+ to be the complex given by
K•+ =
∧•
((Ck)∗)⊗ Sk with the differential dK+ =
∑
i
A(dwi)⊗ wi. (4.20)
Here w1, . . . , wk are coordinates on Ck and dw1, . . . , dwk are the corresponding one-
forms.
We define a map Ψ+ of Sk-modules from the associated graded complex gr(C+)
to K+ by sending ΦJ to dwJ . In particular, this sends ϕ
(i)
1 7→ dwi. Recall that the
degrees ℓ such that Cℓ+ is non-zero range from 0 to k.
The following lemma is an immediate consequence of Proposition 4.7.3. We
leave its verification to the reader.
Lemma 4.7.5. Ψ+ is an isomorphism of cochain complexes, Ψ+ : gr(C+)→ K+.
We now compute the cohomology of the complex K+, dK+.
Proposition 4.7.6.
1. Hℓ(K+) = 0, ℓ 6= k
2. Hk(K+) = Sk/(w1, . . . , wk)dw1 ∧ · · · ∧ dwk ∼= Rkdw1 ∧ · · · ∧ dwk.
We first prove statement (1) of Proposition 4.7.6. We first note that
dK =
∑
j
wj ⊗A(dwj)
is the differential in the Koszul complex K+(w1, . . . , wk) associated to the sequence
of the linear polynomials w1, . . . , wk, see Eisenbud [E], Section 17.2. To see that
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the Koszul complex as described in [E] is the above complex K we choose Sk as
Eisenbud’s ring R and Skk as Eisenbud’s module N . In our description we are
using the exterior algebra
∧•((Ck)∗)⊗Sk. But the operation of taking the exterior
algebra of a module commutes with base change and hence we have
∧•((Ck)∗)⊗Sk ∼=∧•(Skk ). Then we apply Eisenbud’s construction with the sequence w1, . . . , wk to
obtain the above complex K+. We recall that f1, . . . , fk is a regular sequence in a
ring R if and only if fi is not a zero divisor in R/(f1, . . . , fi−1) for 1 ≤ i ≤ k. The
following lemma is obvious.
Lemma 4.7.7. w1, . . . , wk is a regular sequence in Sk.
Statement (1) of Proposition 4.7.6 then follows from Lemma 4.7.7 above and
Corollary 17.5 of [E] (with M = R), which states that the cohomology of a Koszul
complex K(f1, . . . , fk) below the top degree vanishes if f1, . . . , fk is a regular se-
quence.
We next note that statement (2) of Proposition 4.7.6 follows from [E], Corollary
17.5, which states that if f1, . . . , fk is a regular sequence in the ring R then the top
cohomology Hk(K(f1, . . . , fk)) is isomorphic to R/(f1, . . . , fk).
We now pass from the above results for K+ to the corresponding results for
C+.
Theorem 4.7.8.
1. Hℓ(C+) = 0 ℓ 6= k
2. Hk(C+) = Sk/(w1, . . . , wk)Φk ∼= Rkϕk.
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Proof. Since K+ is the associated graded complex of C+, the statement (1) is an
immediate consequence of Proposition 4.7.6 and Proposition 3.1.12.
Statement (2) follows by applying statement (3) of Proposition 3.1.14 and
noting that Φk is the form ϕk of Kudla and Millson.
4.8 The computation of the cohomology of C−
We now compute the cohomology of the associated graded complex gr(C−).
As in the previous section, the differential is d0,1. Again, we abuse notation and call
this operator d. We will see there is only one non-zero cohomology group and use
the results of Section 3.1 to compute the cohomology of the original complex.
In Proposition 4.6.6 we proved that {∗ΦJ : J ∈ Sn−ℓ,k} was a basis for the Sk-
module Cℓ−. Note that in order to obtain a cochain of degree ℓ, we assume J ∈ Sn−ℓ,k
instead of Sℓ,k, since by Equation (4.16), for J ∈ Sℓ,k, ΦJ =
∑
I∈Sℓ,n
fI,JωI and hence
∗ ΦJ =
∑
I∈Sℓ,n
fI,J(∗ωI) (4.21)
has degree n − ℓ. For our later computations, we need to replace the determinant
fI,J of (4.21) by the monomials zI,J where zI,J = zi1,j1 · · · zin−ℓ,jn−ℓ . In order to do
this, we sum over all ordered subsets In−ℓ,n, instead of just Sn−ℓ,n (those which are
in increasing order), to obtain
∗ ΦJ =
∑
I∈In−ℓ,n
zI,J(∗ωI). (4.22)
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Using this basis we may identify Cℓ− with the direct sum of
(
k
n−ℓ
)
copies of Sk.
4.8.1 A formula for d
Our goal is to prove Proposition 4.8.2, a formula for d relative to the basis
{∗ΦJ}. Recall that for J ∈ Sn−ℓ,k, and 1 ≤ i ≤ k, we have J(i) is the number of
elements in J less than i. For 1 ≤ i ≤ k, J ∈ Sℓ,k, if i ∈ J , then we denote by
{J − i} the element of Sℓ−1,k that corresponds to the set J − {i}. Now we define
∗ΦJ−i ∈ C
ℓ+1
+ by
ΦJ−i =


(−1)J(j)Φ{J−i} if i ∈ J
0 if i /∈ J.
(4.23)
Proposition 4.8.2. Assume |J | = n− ℓ, then we have
d(∗ΦJ) = (−1)
(n−ℓ−1)
(∑
j∈J
k∑
i=1
wirij ∗ ΦJ−j
)
.
The proposition will follow from the next two lemmas. Note first that from
the defining formula we have
d(∗ΦJ) =
k∑
i=1
n∑
α=1
zα,iwiωα ∧ (∗ΦJ). (4.24)
In what follows we will need to extend the definition of J − j for J ∈ Sn−ℓ,k to
elements I ∈ In−ℓ,n. Given I ∈ In−ℓ,n, we define the symbol I− is to be the element
(i1, . . . , îs, . . . , in−ℓ) ∈ In−ℓ−1,n, the symbol îs indicating that the term is is omitted.
We leave the proof of the next lemma to the reader.
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Lemma 4.8.3. Given I ∈ In−ℓ,n,
ωα ∧ ∗(ωI) =(−1)
(n−ℓ−1) ∗ ιeα,n+1(ωI)
=(−1)(n−ℓ−1)
n−ℓ∑
s=1
(−1)s−1δα,is ∗ (ωI−is).
Here δα,is is the Kronecker delta
δα,is =


1 if α = is
0 if α 6= is
Lemma 4.8.4.
n∑
α=1
zα,iA(ωα) ∗ ΦJ =
n−ℓ∑
s=1
(−1)s−1rijs ∗ ΦJ−js
Proof. By Lemma 4.8.3,
n∑
α=1
zα,iA(ωα) ∗ ΦJ = (−1)
n−ℓ−1 ∗
n∑
α=1
zα,iιeα,n+1(ΦJ)
=(−1)n−ℓ−1 ∗
n∑
α=1
zα,iιeα,n+1(ϕ
(j1)
1 ∧ · · · ∧ ϕ
(js)
1 ∧ · · ·ϕ
(jn−ℓ)
1 )
=(−1)n−ℓ−1 ∗
n−ℓ∑
s=1
(−1)s−1
(
ϕ
(j1)
1 ∧ · · · ∧
n∑
α=1
zα,iιeα,n+1(ϕ
(js)
1 ) ∧ · · ·ϕ
(jn−ℓ)
1
)
where the second equality is by Equation (4.15). However,
n∑
α=1
zα,iιeα,n+1(ϕ
(js)
1 ) =
n∑
α=1
zα,i
n∑
β=1
zβ,jsιeα,n+1(ωβ)
=
n∑
α=1
n∑
β=1
zα,izβ,jsδα,β
=ri,js.
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We see that in the jths slot we have replaced ϕ1 by (−1)
s−1ri,js and the lemma follows.
Proposition 4.8.2 follows by substituting the formula of Lemma 4.8.4 into
Equation (4.24).
4.8.5 The map from gr(C−) to a Koszul complex K−
Define the cubic polynomials cj ∈ Sk by
cj =
k∑
i=1
rijwi, 1 ≤ j ≤ k. (4.25)
We note that the ci are the result of the following matrix multiplication of
elements of Sk 

r11 · · · r1k
...
. . .
...
rk1 · · · zkk




w1
...
wk


=


c1
...
ck


.
We then define K− to be the complex given by
K•− =
∧•
((Ck)∗)⊗ Sk with the differential dK− =
k∑
j=1
A(dwj)⊗ cj . (4.26)
In order to obtain an isomorphism of complexes we need to shift degrees ac-
cording to the following definition.
Definition 4.8.6. Let M be a cochain complex and j an integer. Then we define
the cochain complex M [j] by (M [j])i =M j+i.
72
We define a map Ψ− from the associated graded complex gr(C−)[n − k]
ℓ to
Kℓ− by sending ∗ΦJ to ∗dwJ . Here by ∗ we mean the Hodge star for the standard
Euclidean metric on Rk extended to be complex linear. Note that the degrees ℓ such
that C−[n− k]
ℓ is nonzero range from 0 to k.
The following lemma is an immediate consequence of Proposition 4.8.2. We
leave its verification to the reader.
Lemma 4.8.7. Ψ− is an isomorphism of cochain complexes
Ψ− : gr(C−)[n− k]→ K−.
We now compute the cohomology of the complex K−, dK−.
Proposition 4.8.8.
1. Hℓ(K−) = 0, ℓ 6= k
2. Hk(K−) = Sk/(c1, . . . , ck)vol.
We mimic the proof of Proposition 3.4.10. We note dK− is the differential in the
Koszul complex K(c1, . . . , ck) associated to the sequence of the cubic polynomials
c1, . . . , ck, [E], Section 17.2. It remains to show {cj} is a regular sequence.
Lemma 4.8.9. The sequence (c1, . . . , ck) is a regular sequence in Sk.
Proof. We follow the method of proof of Proposition 3.4.8. By Lemma 3.4.6 we
see that (r11w1, . . . , rkkwk) is a regular sequence in C[r11, r22, . . . , rkk, w1, . . . , wk].
We now examine the sequence σ = ({rij}i<j , c1, . . . , ck) of “super-diagonal” {rij}i<j
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followed by c1, . . . , ck. That is,
σ = (r12, r13, . . . , r1k, r23, . . . , r2k, . . . , rk−1,k, c1, . . . , ck).
It is clear that the “super-diagonal” rij form a regular sequence since they are
coordinates. To check if the ci are regular we work in
Sk/({rij}i<j) ∼= C[r11, r22, . . . , rkk, c1, . . . , ck].
The image of ci in this quotient ring is riiwi which form a regular sequence.
Now we apply Lemma 3.4.4 to reorder σ and note that (c1, . . . , ck, {rij}i<j) is
a regular sequence. Hence (c1, . . . , ck) is a regular seqeuence.
Proposition 4.8.8 then follows by the same argument that appears after Lemma
4.7.7.
We now pass from the above results for K− to the corresponding results for
C−.
Theorem 4.8.10.
1. Hℓ(C−) = 0 ℓ 6= n
2. Hn(C−) ∼= Sk/(c1, . . . , ck).
Proof. Since K− is the associated graded complex of C−[n − k], statement (1) is a
consequence of Proposition 4.8.8 and Proposition 3.1.12.
Statement (2) follows by applying statement (3) of Proposition 3.1.14.
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4.8.11 Infinite generation of Hn(C) as an Rk-module
We will now demonstrate that Hn(C) is not finitely generated as an Rk-
module. In what follows, recall vol = ω1 ∧ · · · ∧ ωn.
Proposition 4.8.12. The map from C[w1, . . . , wk] to Hn(C−) sending f to [fvol]
is an injection. Furthermore, C[w1, . . . , wk] generates Hn(C−) over Rk.
Proof. There is an inclusion of polynomial algebras
C[w1, . . . , wk] →֒ Sk.
This map has a right inverse, π, where π(wi) = wi and π(rij) = 0. Then since
π(cj) = π(
∑
i rijwi) = 0, π descends to a right inverse from Sk/(c1, . . . , ck) →
C[w1, . . . , wk]. Hence the map is injective.
The second statement is obvious since C[w1, . . . , wk] generates Sk as an Rk-
module.
Remark 4.8.13. Note that
1. If k 6= n, then
Hn(C) = Hn(C−) = Sk/(c1, . . . , ck)[vol].
2. If k = n then
Hn(C) = Sn/(c1, . . . , cn)[vol]⊕Rnϕn.
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4.8.14 The decomposability of Hn(C) as a sp(2k,R)-module
Define ι′ ∈ O(n, 1) by ι′(ej) = ej, 1 ≤ j ≤ n and ι
′(en+1) = −en+1. Then since
ι′⊗ι′ acts on
(∧ℓ
p∗⊗Pk
)SO(n)
and commutes with d, it acts on Hn(C). Since ι′⊗ι′
has order two, we get the eigenspace decomposition into the −1 and +1 eigenspaces
Hn(C) = Hn(C)− ⊕H
n(C)+.
Lemma 4.8.15. Hn(C)− and H
n(C)+ are nonzero.
Proof. Note that ι′(vol) = (−1)nvol and if p(w1, . . . , wk) is homogenous of degree a,
then ι′(p) = (−1)ap. Hence ι′ ⊗ ι′([vol⊗ p]) = (−1)n+a[vol⊗ p].
Since the action of ι′ on Pk commutes with the action of sp(2k,R), the above
decomposition of Hn(C) is invariant under sp(2k,R).
4.9 A simple proof of nonvanishing of Hn(C).
In what follows we let G be a connected, noncompact, and semisimple Lie
group with maximal compact K. We let n = dim(G/K) and V be a (g, K)-module
with V∗ the dual.
Lemma 4.9.1. Suppose either
(1) V is a topological vector space and K acts continuously. Furthermore,
assume there exists a nonzero g-invariant continuous linear functional α ∈ (V∗)g
or
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(2) there exists a g-invariant linear functional α and a K-invariant vector
v ∈ V such that α(v) 6= 0 (no topological hypotheses needed).
Then Hn(g, K;V) 6= 0.
Proof. We will first assume (2). We let vol be the element in
∧n
(p∗) which is of
unit length for the metric induced by the Killing form and of the correct orientation.
Then vol⊗v is invariant under the product groupK×K, hence is invariant under the
diagonal and hence gives rise to an n-cochain with values in V which is automatically
a cocycle. Let [vol ⊗ v] be the corresponding cohomology class. Now α induces a
map on cohomology
α∗ : H
n(g, K;V)→ Hn(g, K;R).
But Hn(g, K;R) is the ring of invariant differential n-forms on D = G/K. Thus
Hn(g, K;R) = R[vol]. Finally, we have
α∗[vol⊗ v] = [vol⊗ α(v)] = α(v)[vol] 6= 0.
Hence, [vol⊗ v] 6= 0.
Now we reduce (1) to (2). Since α 6= 0 there is some v ∈ V such that α(v) 6= 0.
Let dk be the Haar measure on K normalized so that
∫
K
dk = 1. We define the
projection p : V → VK by
p(v) =
∫
K
k · vdk.
The reader will verify since α is K invariant and α(v) is continuous in V that
α(p(v)) = α(v).
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Hence
α(p(v)) 6= 0 and p(v) ∈ VK .
Now the result follows from the argument of case (2).
We will apply (2) for the following examples. Let G = SO0(p, q)
(resp SU(p, q)), K = SO(p) × SO(q) (resp S(U(p) × U(q))), V = Rp,q (resp Cp,q)
and V = S(V k), the space of Schwartz functions. Then if α = δ0, the Dirac delta
distribution at the origin, α is a non-zero element of (V∗)g. Hence, we have proved
Theorem 4.9.2. For V = S(V k),
1. Hpq(so(p, q), SO(p)× SO(q);S(V k)) 6= 0
2. H2pq(u(p, q),U(p)×U(q);S(V k)) 6= 0.
We give one more example which uses (1).Then (choosing α to be the Dirac
delta function at the origin of V ) we have
Theorem 4.9.3. Let G be a connected linear semisimple Lie group, K a maximal
compact subgroup and n = dim(G/K). Let V be a finite dimensional representation
and S(V ) be the Schwartz space of V .
Hn(g, K;S(V )) 6= 0.
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4.10 The extension of the theorem to the two-fold cover of O(n, 1)
4.10.1 A general vanishing theorem in case the Weil representation
is genuine
Proposition 4.10.2. Suppose G is a semi simple subgroup of Sp(2N,R). Let G˜→
G be the pullback of the metaplectic extension of Sp(2N,R) and K˜ be a maximal
compact subgroup of G˜. If some element of the center of G˜ acts by a multiple of the
identity which is not one so, in particular, if the center of G˜ acts by a nontrivial
character, then for all ℓ
Cℓ(g, K˜;W) = 0.
Hence the cohomology groups are all zero. That is, for all ℓ
Hℓ(g, K˜;W) = 0.
Proof. Let Z(G˜) be the center of G˜ and suppose z ∈ Z(G˜) acts by a nontrivial
multiple of the identity. Suppose z generates the subgroup A of Z(G˜). Then A ⊂ K˜
and we have
HomK˜(
∧ℓ
p∗,W) ⊂ HomA(
∧ℓ
p∗,W).
But since Z(G˜) acts by conjugation on p∗, it acts trivially on p∗ and hence A acts
trivially on
∧ℓ
p∗. But z acts by a nontrivial multiple of the identity on W. Hence
HomA(
∧ℓ
p∗,W) = 0.
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4.10.3 The computation for the two-fold cover of O(n, 1).
In light of Proposition 4.10.2, we must twist the Weil representation by a
character such that the center of O˜(n, 1) acts trivially.
It is important to give the analogues of the results for SO0(n, 1) when we
replace the connected group SO0(n, 1) by the covering group O˜(n, 1) (with four
components) of O(n, 1) and hence the maximal compact SO(n) in SO0(n, 1) by the
maximal compact subgroup K˜ = ˜O(n)×O(1) of O˜(n, 1). Here O˜(n, 1) denotes the
total space of the restriction to O(n, 1) of the pull-back of the metaplectic cover
of Sp(2k(n + 1),R) under the inclusion of the dual pair O(n, 1) × Sp(2k,R) into
Sp(2k(n+1),R). Let ̟k be the restriction of the Weil representation of Mp(2k(n+
1),R) to O˜(n, 1) under the embedding O˜(n, 1) → Mp(2k(n + 1),R). The following
lemma is a consequence of the result of Section 4 of [BMM2]). We believe it is more
enlightening to state the following lemma in terms of a general orthogonal group.
Note that the required results for O(p, q) follow from those of [BMM2] for U(p, q)
by restriction.
Lemma 4.10.4.
1. The central extension O˜(p, q)→ O(p, q) is the pull-back under
detkO(p,q) : O(p, q)→ C
∗ of the twofold extension C∗ → C∗ given by taking the
square. Hence, the group O˜(p, q), has the character det
k/2
O(p,q), the square-root
of detkO(p,q).
2. The character det
k/2
O(p,q) is “genuine” (does not descend to the base of the cover)
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if and only if k is odd.
3. For both even and odd k, the twisted Weil representation ̟k⊗det
k/2
O(p,q) descends
to O(p, q).
4. The induced action of K = O(p) × O(q) by ̟k ⊗ det
k/2
O(p,q) on the vaccuum
vector ψ0 (the constant polynomial 1) in the Fock model Pk is given by
(
̟k ⊗ det
k
O(p,q)
)
(k+, k−)
(
ψ0) = detO(q)(k−)
kψ0.
Applying items (1),(2),(3) and (4) to the case in hand, we obtain
Proposition 4.10.5. The action of K = O(n)× O(1) on Pk under the restriction
of the Weil representation twisted by det
k/2
O(n,1) is given by
(
̟k ⊗ det
k
O(n,1)
)
(k+, k−)
(
ϕ
)
(v) = detO(1)(k−)
k ϕ(k−1+ k
−1
− v).
The cohomology groups of interest to us now are the groups
Hℓ
(
so(n, 1), K˜;Pk ⊗
k/2
det
)
.
The goal in this subsection is to prove
Theorem 4.10.6.
1. If k < n,
Hℓ
(
so(n, 1), ˜O(n)×O(1); Pol((V ⊗ C)k)⊗ det
k
2
)
=


Rkϕk if ℓ = k
0 otherwise.
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2. If k = n,
Hℓ
(
so(n, 1), ˜O(n)×O(1);Pk ⊗ det
k
2
)
=


Rnϕn if ℓ = n
0 otherwise.
3. If k > n,
Hℓ
(
so(n, 1), ˜O(n)×O(1);Pk ⊗ det
k
2
)
=


nonzero if ℓ = n
0 otherwise.
We now prove Theorem 4.10.6. Put K = O(n) × O(1). Then from (3) of
Lemma 4.10.4 the restriction of the twisted Weil representation of K˜ descends to K
and we have
Cℓ
(
so(n, 1), K˜;Pk ⊗ det
k/2
)
= Cℓ
(
so(n, 1), K;Pk ⊗ det
k/2
)
. (4.27)
We use the notation Cℓ(Pk) = C
ℓ(so(n, 1), SO(n);Pk).
Note (O(n)×O(1))/SO(n) ∼= Z/2× Z/2 and apply Proposition 4.10.5 to the
right-hand side of Equation (4.27) to obtain
Cℓ(so(n, 1), K;Pk ⊗ det
k/2) =
(
Cℓ(Pk)⊗ det
k
O(1)
)Z/2×Z/2
.
On the right-hand side of the above equation, we have extended the action of SO(n)
on (V ⊗ C)k to the action of O(n) given by
kϕ(v) = ϕ(k−1v).
Now recall that Cℓ(Pk) = C
ℓ
+ ⊕ C
ℓ
− and hence
Cℓ(Pk ⊗ det
k
O(1))
Z/2×Z/2 = (Cℓ+ ⊗ det
k
O(1))
Z/2×Z/2 ⊕ (Cℓ− ⊗ det
k
O(1))
Z/2×Z/2.
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Since the element (1, 0) ∈ Z/2×Z/2 acts by the element ι⊗ ι (see Equation (4.14))
and C− is defined to be the −1 eigenspace of the action of ι⊗ι, we have C
Z/2×Z/2
− = 0
and hence (C− ⊗ det
k
O(1))
Z/2×Z/2 = 0. Hence
Cℓ(so(n, 1), K;Pk ⊗ det
k/2) = (Cℓ+ ⊗ det
k
O(1))
Z/2×Z/2.
Hence we have
Hℓ
(
so(n, 1), K˜;Pk ⊗ det
k/2
)
= (Hℓ(C+)⊗ det
k
O(1))
Z/2×Z/2.
Remark 4.10.7. Note that ϕ1 is invariant under O(n) and transforms under O(1)
by detO(1). Since ϕk is the k-fold exterior wedge of ϕ1 with itself, it follows that ϕk
is invariant under O(n) and transforms under O(1) by detkO(1). This is the reason
for twisting the Fock model by detk/2.
Lemma 4.10.8.
Hℓ(C+) = (H
ℓ(C+)⊗ det
k
O(1))
Z/2×Z/2.
Proof. By Theorem 4.7.8,
Hℓ(C+) =


Rkϕk if ℓ = k
0 otherwise.
By Remark 4.10.7, ϕk transforms by det
k
O(1) and hence H
k(C+) transforms by det
k
O(1)
and the lemma follows.
As an immediate consequence of the previous lemma we have
83
Hℓ
(
so(n, 1),O(n)×O(1); Pol((V ⊗ C)k)⊗ det
k
2
)
=


Rkϕk if ℓ = k
0 otherwise.
and statements (1) and (2) of Theorem 4.10.6 follow.
We now prove statement (3). Thus, we have k > n. The vanishing part (for
ℓ < n) of statement (3) follows from the vanishing statement in Theorem 3.3.1. It
remains to prove nonvanishing in degree n. To this end, we must exhibit classes
in Hn(A), where A is defined as in Equation (3.16), which, once twisted by det
k
2 ,
are O(n) × O(1)-invariant. By Proposition 3.4.10 we have (this is before we take
invariance),
Hℓ(A) =


0 if ℓ 6= n
Pk/(q1, . . . , qn)vol if ℓ = n.
It remains to find a nonzero element which is invariant. First, a definition and
a lemma. Define det+ to be the determinant of the upper-left (n × n)-block of
coordinates. That is, det+ is the determinant of the n× n-matrix (zαi)1≤α,i≤n.
Lemma 4.10.9. The map from C[wn+1, . . . , wk] to Pk/(q1, . . . , qn) sending f to
fdet+ is an injection.
Proof. We will show that this map has kernel zero. Suppose f(wn+1, . . . , wk)det+ ∈
(q1, . . . , qn). Now pass to the quotient where we have divided by the “off-diagonal”
zαi. Then
f(wn+1, . . . , wk)det+ 7→ f(wn+1, . . . , wk)z11z22 · · · znnqα 7→ wαzαα.
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By assumption, f
∏
α zαα ∈ (w1z11, w2z22, . . . , wnznn) ⊂ (w1, . . . , wn). Hence
f(wn+1, . . . , wk)
∏
α
zαα ∈ (w1, . . . , wn)
and thus f = 0.
By Lemma 4.10.9 the cohomology classes f(wn+1, . . . , wk)det+vol ∈ H
n(A)
are nonzero. We now check if they are invariant.
Let f be homogenous of degree a. Then for (k+, k−) ∈ O(n)× O(1) we have,
by Lemma 4.10.4,
(k+k−)fdet+vol = det(k−)
a+k+nfdet+vol.
Thus, if a + k + n is even this element is invariant and Statement (3) is proved. In
fact, we have shown
Proposition 4.10.10. For k > n, if k+n is even (resp. odd), then the even (resp.
odd) degree polynomials f ∈ C[wn+1, . . . , wk] inject into
Hn
(
so(n, 1), ˜O(n)×O(1);Pk ⊗ det
k
2
)
by the map f 7→ fdet+vol.
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