Abstract. A large system of N integer-spin atoms, called Bosons, manifests one of the most coherent macroscopic quantum states known to date, the "Bose-Einstein condensate", at extremely low temperatures. As N → ∞, this system is usually described by a mean-field limit: a single-particle wave function, the condensate wave function, that satisfies a nonlinear Schrödinger-type equation. In this expository paper, we review kinetic aspects of the mean-field Boson evolution. Furthermore, we discuss recent advances in the rigorous study of second-order corrections to this mean-field limit. These corrections originate from the quantum-kinetic mechanism of pair excitation, which lies at the core of pioneering works in theoretical physics including ideas of Bogoliubov, Lee, Huang, Yang and Wu. In the course of our exposition, we revisit the formalism of Fock space, which is indispensable for the analysis of pair excitation.
From a physical standpoint, one can single out the following features of experiments: (i) the atoms in the gas are often characterized by weak mutual interactions; (iii) the temperatures maintained in the experiments are finite yet extremely low; and (iii) there is a trapping potential that keeps the atoms together. Feature (i) underlies many rigorous theoretical studies of the Boson gas. The starting point is a Hamiltonian description. The assumption of weak atomic interactions may allow one to analyze the Hamiltonian evolution by methods akin to perturbation theory. However, a notable exception to this assumption renders the analysis more challenging, as we will try to explain in this paper.
Let us now describe the governing model. The N -body Hamiltonian H N :
, often referred to as the "PDE Hamiltonian", underlying our exposition reads:
In the above, V e (x) is the external trapping potential, acting simultaneously on each atom; v(x) is the two-body repulsive interaction potential, where v > 0; and β is a parameter expressing the strength of the interaction potential relative to kinetic energy, where 0 ≤ β ≤ 1. We set Planck's constant equal to unity, = 1, while 2m = 1 where m is the atom mass. Formally speaking, the potential v is such that in the limit N → ∞ the term N 3β v(N β x) approaches v δ(x) if β > 0. For bounded v, the scaling of the atom positions, x i , by N −β implies that the interaction is small compared to the kinetic energy term if β < 1; in this sense, the value β = 1 is deemed as special, signifying that the particle interactions cannot be considered as a small perturbation.
By Hamiltonian (1.1), the atoms have zero spin. In addition, this model only accounts for two-body interactions, leaving out higher-order interactions. However, three-body interactions may have serious consequences on error estimates, as recently pointed out by X. Chen [18] . Such interactions lie beyond our present scope.
For Bosons, Hamiltonian (1.1) acts on symmetric square integrable wave functions ψ N (t, x), which are invariant under permutations of atom coordinates ( x = (x 1 , x 2 , . . . , x N )). Thus, H N operates in the Bosonic Hilbert space, L 2 s (R 3N ) (see section 2).
Feature (ii) listed above suggests that the Bose-Einstein condensate observed in experiments actually co-exists with thermally excited states. This consideration almost begs for studying by first principles the effect on evolution of finite but small temperatures [4] . In our exposition, we assume that atoms of thermally excited states form a negligible fraction of the system. Hence, we adhere to the idealized regime of zero temperature. Accordingly, the system properties are fully determined by the N -body wave function, ψ N (t, x), that satisfies the N -body Schrödinger equation, viz.,
under given initial data, ψ N (0, ·) ∈ L 2 s (R 3N ). A physically appealing case concerns initial data forming a tensor product of the same one-particle state, in the spirit of BEC (see Second, it has been rigorously shown by Rodnianski and Schlein [75] via Fock space techniques that in Hartree dynamics, where β = 0 by (1.1), for fixed yet large N the error associated with the mean-field limit grows exponentially with time in the trace norm for marginal densities; see section 2. Thus, by this result the mean-field limit, in the sense of marginal densities, appears to be an accurate description up to times logarithmic in N . In regard to the rate of convergence to the mean-field limit, we should also mention the more recent works by Pickl [72] and Kuz [57] . Also, seeds of the pair-excitation idea can be traced in the works by Hepp [50] and Ginibre and Velo [42, 43] ; see section 5.
These observations have motivated the following question: How can one transcend the mean-field limit and describe corrections to it in a way consistent with the many-body Hamiltonian evolution? It turns out that, in physical terms, this question is intimately related to the concept of elementary excitations, or phonons; see, e.g., [63, 82] .
The effect of quantum fluctuations at zero temperature was studied by Bogoliubov [12] and Lee, Huang and Yang [59] in the periodic setting. Wu [82, 83] extended the work of Lee, Huang and Yang [59] to the non-translation-invariant case by introducing a higherorder approximation for the many-body wave function, ψ N , in terms of a collision kernel, K 0 ; see (1.4) below. These works [59, 82, 83 ] make use of techniques in Fock space that heuristically single out the scattering of pairs of atoms from the condensate (section 2).
Wu applies the following ansatz for the N -body wave function in Fock space [82, 83] : 4) where ψ N,mf (t) expresses the mean-field-related tensor product of one-particle states, C N (t) is a normalization factor, and P[K 0 ] is an operator that spatially averages out the excitation of atoms from the condensate to other states via the kernel K 0 (t, x, y). The operator P[K 0 ] is explicitly described in the language of Fock space; see sections 2 and 4. The function K 0 lives in R 6 , and is not a-priori known but should be determined consistently with the many-body dynamics [82] . This description should be contrasted to the case of the classical Boltzmann gas, in which the collision kernel is given explicitly via classical mechanics.
The terms "Bogoliubov transformation" and "Bogoliubov rotation" are often used to express an effect intimately related to pair excitation. Although our set-up and derived equation for K 0 are different from Wu's [82, 83] , we primarily follow his terminology, using the term pair excitation for a transformation of form (1.4) . In section 5, we use the term Bogoliubov transformation interchangeably with the term pair excitation.
1.4. Scope and outline. In this expository paper, we review recent progress in explicitly describing an approximation to evolution (1.3) by use of a formula for the many-body wave function in the spirit of (1.4) [44, 45] . In particular, we consider a coherent state (defined in section 2) in Fock space as the initial many-body state. In order to discuss the germane error estimates concerning deviations of the approximate evolution from the exact N -body evolution, we invoke tools of Fock space. In the course of our exposition, we extensively review known mean-field limits in the time-dependent setting [34-37, 39, 75] .
The organization of the remainder of our paper is summarized as follows. Section 2 introduces the formalism of Fock space and some of the related techniques. In section 3, we review the derivations of mean-field limits in terms of particle marginal densities and 74 MANOUSSOS GRILLAKIS, MATEI MACHEDON, AND DIONISIOS MARGETIS their kinetic hierarchies for a closed particle system [34] [35] [36] [37] 39] . Section 4 outlines aspects of modeling pair excitation [69, 83] . In section 5, we review a rigorous approach to the approximation of the many-body evolution via the formalism of pair excitation. Finally, section 6 concludes our paper with a short discussion of open challenging problems at the interface of quantum kinetic theory and mathematical physics.
2.
Background: Bosonic Fock space. In this section, we review notions of the Fock space and explain the meaning of Hamiltonian evolution in this space. For an introduction to Fock space, see also [78] . In physics, the underlying formalism is often called the second quantization [9] . The Fock space is needed for the formulation of pair excitation (sections 4 and 5). We also introduce the useful notion of the Weyl or coherent state and explain how one can derive the mean-field limit in this setting. 
2.1.
Generalities. The Fock space is an infinite direct sum of Hilbert spaces, e.g., [78] 
The Hilbert space F n is the n-particle Fock fiber or sector; this is the space of n-particle wave functions. In accord with physics, one usually considers separately the Fermionic and Bosonic Fock spaces, viz.,
where L 
Each of these properties is preserved by the many-body evolution. Thus, any vector (or state) in Fock space has the form ψ = (ψ 0 , ψ 1 , . . . ψ n , . . .). Here, ψ 0 is a constant complex-valued function which can be identified with a complex number; thus, F 0 = C and we set ψ 0 = c 0 ∈ C. Hence, the Fock space describes an open system in which the number of particles is not specified. The element ψ 0 is the vacuum state, or simply "vacuum", with no particles. Since vacuum plays a special role, we denote it by Ω := (1, 0, . . . , 0, . . .) .
(2.1)
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Of course, the Fock space is a Hilbert space equipped with an inner product and norm:
The Fock space vectors are normalized to unity, ψ F = 1, unless we state otherwise. 
Bosonic Fock space.
We henceforth consider n-particle wave functions, ψ n (x 1 , . . . , x n ), that are symmetric, the focus of this paper. In the Bosonic Fock space, we define the distribution-valued creation and annihilation operators, a * x and a x , respectively. These operate on wave functions in Fock fibers, i.e., ψ n−1 ∈ F n−1 and ψ n+1 ∈ F n+1 , as follows:
where the symbol [x] denotes "freezing" of the indicated coordinate, x. Loosely speaking, a * x (a x ) creates (annihilates) a particle at position x. The operators a * x and a x are time independent.
4 An important convention is that
The right-hand sides of (2.2) and (2.3) are not L 2 -functions but are rather understood as distributions. We leave it to the reader to verify the canonical commutation relation 
which imply that a * φ (a φ ) creates (annihilates) a particle at state φ. The norms of these operators, restricted on the appropriate fiber, read
Clearly, a * φ and a φ are not bounded in F. By (2.5), the commutator of a φ and a *
3 Throughout the paper, ·, · F denotes the Fock space inner product. On the other hand, the use of ·, · without a subscript or with a subscript different from F indicates an inner product in a suitable space with a finite number of particles; ditto for the induced norms. The meaning of such symbols for inner products and corresponding norms should be self-explanatory in the main text. 4 In the language of physics, we can state that we use a * x and a x in the "Schrödinger picture" [30] . 8) which may be solved for given initial data, say,
In the Fock space, the negative Hamiltonian,H N : F → F, reads
If ψ(t) denotes a vector in Fock space, consider the following evolution equation on F: 10) which agrees with the PDE N -body evolution problem, expressed by (2.8), on sector F N . The reader may verify that the restriction,
Thus, in order to describe time evolution in Fock space, we prescribe some initial data, ψ(0), and subsequently write an abstract formula, the Fock space counterpart of (1.3), for the time-evolved ψ(t), viz., ψ(t) = e itH N ψ(0). An issue is to understand the evolution of special initial data ψ(0), called the coherent or Weyl state, which is central in rigorous treatments of mean-field approximations. In fact, the projection of a coherent state onto F n is a tensor product of n one-particle states, a state intimately related to BEC; see sections 2.3.1 and 3.1.
It is worthwhile noting that any Fock space operator commuting withH N gives rise to a conservation law. The number operator, N , is particularly useful; it is defined by
The expectation of this N over any given state, ψ ∈ F, equals
This result can be derived by use of (2.2) and (2.3). If we interpret ψ as the Fock state of an open system (with ψ F = 1), then ψ n 2 are the probabilities of finding n particles, and ψ, N ψ F is the average number of particles in state ψ. Thus, setting N = ψ, N ψ F fixes the expectation of the number of particles to N . Because H N , N = 0, as the reader may readily verify, the above expectation is indeed preserved by evolution. 
where
The coherent state, W , is produced by applying the Weyl operator to the vacuum, viz.,
To better understand (2.13), we use the following known lemma. 
By φ = 1 (for simplicity), the last formula entails
Equation (2.15) expresses a direct sum of entries in Fock space fibers; n j=1 φ(x j ) ∈ F n . This expansion signifies that the Weyl operator, W(φ), applied to the vacuum, Ω, creates a tensor product involving a single-particle wave-function, φ(x), in each sector F n . By (2.15), the average number of particles at state
Another appealing property of coherent states should be mentioned. By Lemma 2.1, the following "approximate orthogonality relation" holds:
for one-particle wave functions φ 1 , φ 2 ; in particular, if φ 1 , φ 2 = 0 with [50] and by Ginibre and Velo [42, 43] ; see also the fundamental work by Shale [76] . In this section, we outline this approach.
The notion of a coherent state, introduced in section 2.3.1, can be invoked to extract the mean-field dynamics: Start with factorized initial data, i.e., ψ(0) = e − √ N A(φ 0 ) Ω where φ 0 (x) is some initial datum. The key idea is to compare the exact evolution
to the approximate evolution
An issue in this comparison is to determine an evolution for φ(t, x) that best approximates, in a certain sense, the exact evolution. The criterion for what "best" means will be explained later. The Fock space formalism gives a relatively simple recipe to this end. A way to proceed is to follow the exact evolution up to time t > 0 and then go back in time by following the approximate evolution [42, 43, 50] . Thus, consider the state
To describe the evolution of this reduced dynamics, we compute
Accordingly, we set
Then, the evolution of the reduced dynamics reads
Next, we need to calculate H red . For this purpose, we invoke the following lemma.
Lemma 2.2. Any two operators, A and B, in Fock space satisfy the identity 19) where ad(A) 0 (B) = B and
We now discuss the computation of H red by (2.18) . In this case, series (2.19) is finite and computable. This conclusion is drawn by the observation that if P n is an n-th degree polynomial in a, a * , then its commutator with A(φ) is an (n − 1)-th degree polynomial.
Thus, the recipe for computations is to write the Hamiltonian,H N , as the sum of a quadratic and a quartic term,H N =H (2) + N −1H (4) , and apply Lemma 2.2, viz.,
By (2.18), it remains to compute the time derivative of e √ N A(φ(t)) . The relation
for which use was made of A, A, ∂ t A = 0, yields
By collecting and rearranging all the above terms according to (2.18), we find
where P is an -th degree polynomial in a, a * . The first term, Nμ, is simply a real "constant" (times the identity operator) and, thus, only contributes an overall phase to the many-body evolution. In regard to the second term, P 1 , of (2.21), a direct (but tedious) computation gives the formula
where we introduce the shorthand notation v N,β := N 3β v(N β ·). At this point, we do not need to discuss any specifics for the remaining terms, P with ≥ 2; see section 5.
The mean-field limit emerges formally if one sets h ≡ 0, which eliminates the term P 1 in expansion (2.21) . This choice entails the following equation for φ(t, x):
In the limit N → ∞ with β ∈ (0, 1], (2.22) reduces to the (cubic) non-linear Schrödinger equation (NLS),
This finding is false, i.e., inconsistent with the exact dynamics, for β = 1. In this case, an important effect of many-body dynamics, not captured by the above meanfield approximation, is the development of short-range particle correlations, at a distance between atoms of the order of 1/N . As N → ∞, these correlations give rise to the Gross-Pitaevskii evolution [49, 74] . Specifically, in the absence of the trap (V e ≡ 0), the correct mean-field equation is [49, 74, 82] 
Licensed where a is the scattering length, which comes from the two-body scattering problem [10] ; see section 3.3. To incorporate this length a into the many-body evolution, an idea is to replace the interaction potential N 3 v(N ·) by 8πaδ F where δ F is the Fermi pseudopotential [51, 59, 82, 83] . A rigorous justification for the emergence of the scattering length as N → ∞ was given recently by Erdős, Schlein and Yau [36, 37, 39] by a different approach.
Recently, Fock space techniques were invoked by Rodnianski and Schlein [75] in their study of the rate of convergence to the mean-field approximation in Hartree dynamics, i.e., the case with β = 0 in Hamiltonian (2.9). Their work has partly inspired our studies in pair excitation (section 5). The remainder of this section is devoted to their result.
Rodnianski and Schlein [75] consider the one-particle marginal density
and compare it to the corresponding marginal for a coherent state, W (φ), viz.,
y) .
The reader who wishes to derive the above formula for γ (1) coh may recall definition (2.13) for the coherent state, and then compute γ 25) with initial data φ 0 ∈ H 1 (R 3 ) and normalization φ 0 L 2 = 1. Then, for some constants C 1 and C 2 that depend only on D and φ H 1 , the following estimate holds:
N .
Note that the marginal density γ
N for the exact N -body evolution is the average
where in this formulation
We add a few remarks as a sample of the Fock space techniques (and algebra) involved in these computations [75] . Use of the number operator, N , and computation of commutators with A(φ) yield
which reveals a 2-periodicity. Subsequently, for real θ, one can compute
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By e −iθN Ω = Ω, one may recover the N -th entry in Fock space via the formula
More recently, there is further work that uses the Fock space approach. Section 5 provides related developments and bibliography.
3. Anatomy of mean-field limit of many-Boson evolution. In this section, we consider a closed system of N particles and derive the mean-field limit, mainly via Bogoliubov-Born-Green-Kirkwood-Yvon (BBGKY) hierarchies, paying a tribute to the work by Elgart, Erdős, Schlein and Yau [34] [35] [36] [37] 39] . We start with a heuristic derivation and proceed to the more elaborate formulation with marginal densities and their hierarchy.
Consider Hamiltonian (1.1) with a two-body interaction potential, v, that is symmetric
, as defined in section 2. A remark on the role of parameter β is in order.
Remark 3.1. As mentioned in section 1, the case β = 1 is special. In fact, it corresponds to a critical scaling, and influences the mean-field evolution in a non-trivial way. A way to justify this distinction is to consider the two-body Hamiltonian (with β = 1)
In the center-of-mass coordinates, x := (x 1 + x 2 )/2 and y := x 1 − x 2 , this H 1,2 becomes
Let us write down the quadratic form of
In this form, the interaction term is bounded. By use of Hölder and Sobolev inequalities,
1 . This estimate suggests that the interaction term can be "as strong as" the kinetic-energy term. In contrast, if β < 1 the interaction term tends to zero as N → ∞.
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The Boson evolution problem is expressed by the statements
where N 1 and the N -body wave function, ψ N (t, x 1 , . . . , x N ), is symmetric. We are interested in describing the evolution of factorized initial data, ψ 0 .
3.1. Static problem and Bose-Einstein condensation. To explain why factorized initial data is appealing, let us first review the notion of BEC. For the ground state of N -body Hamiltonian (3.1), one must consider the minimization problem
The task at hand is to compute the ground state energy, E N,0 , and describe the ground state wave function, ψ N = ψ N,0 . For non-interacting particles [13, 32, 33] , the energy minimum occurs at ψ N,0 = N j=1 φ 0 (x j ) where φ 0 (x) minimizes φ, Hφ subject to the normalization φ = 1; thus, φ 0 is the ground state of the one-particle Hamiltonian, H.
For interacting particles the problem is challenging. Early results are due to Bogoliubov [12] and Lee, Huang and Yang [59] . On the other hand, Dyson [31] ingeniously proposed an approximate wave function that gives the correct energy upper bound for E N,0 but fails to provide a sharp lower bound. Notably, Lieb and Seiringer [64] and Lieb, Seiringer and Yngvanson [66] obtained the correct lower bound for E N,0 . A comprehensive review of these results can be found in [65] .
Next, we state a result that is relevant to problem (3.2). Compare the ground state energy per particle, E N,0 /N , to the minimum of the "Gross-Pitaevskii energy functional"
where a is the scattering length for potential v(x). The following limit has been proved [65] :
The minimizer φ 0 satisfies the Gross-Pitaevskii equation, viz.,
where μ is a Lagrange multiplier, the chemical potential per particle [49, 65, 74, 82] . The meaning of the scattering length, a, is discussed in section 3.3.
A subtlety in the concept of BEC for interacting particles should be spelled out. Mathematically, the idea of condensation cannot be expressed by the naive statement "all particles occupy the same state", since this does not have a clear meaning for interacting particles. An alternate definition of condensation by Penrose and Onsager [71] is that the static version of one-particle marginal density (2.26) for the minimizer φ 0 is approximately a projection of the form φ 0 (x)φ 0 (y). In fact, Lieb and Seiringer [64] have proved that Heuristic derivation of mean-field limit. We now turn our attention to evolution problem (3.2). The heuristic idea of mean-field dynamics is rather simple but leads to an absurd approximation: One expects that the N -body wave function is factorized as
for a state φ that needs to be determined. However, this ψ mf cannot solve (3.3). To show this, let φ j := φ(t, x j ). By inserting (3.3) into (3.2a), we end up with the statement
where the question mark above indicates that the right-hand side cannot be zero. By picking the criterion that the expression is orthogonal to all products of the form
we arrive at the Hartree-type equation
For β = 0 the formal limit of (3.4) as N → ∞ is (2.25), the Hartree equation. For β ∈ (0, 1] the formal limit of (3.4) is evolution law (2.23), the cubic NLS. As we note in section 2.3.2, mean-field law (3.4) is correct for 0 < β < 1 but it is false for the critical scaling, β = 1. In this case, the correct mean-field equation is (2.24), which involves the scattering length, a.
3.3. On the scattering length. The notion of the scattering length, a, deserves our attention. This a is defined via the solution, f (x), of the scattering problem
If the interaction potential, v(x), decays sufficiently fast at infinity, say, in case v(x) has compact support, then f (x) has the asymptotic behavior
which defines the scattering length [10] . The formal idea for correcting mean-field equa-
The modified mean-field evolution law, in place of (3.4), reads difference between (2.23) and (2.24) since they are both NLS-type equations with a cubic defocusing non-linearity. In comparing the two equations, it suffices to state that 8πa < b. This can be seen by the following argument. For v ≥ 0, the maximum principle implies that 0 < f < 1; hence, set f = 1 − w, 0 < w < 1, where w → 0 as |x| → ∞. Thus, scattering equation (3.5) becomes Δw − 1 2 vw + 1 2 v = 0. By integration of (3.5), we obtain
which justifies the claim that modified Hartree equation (3.7) yields evolution law (2.24) as N → ∞. By multiplying the equation for w with w and integrating, we find
Marginals and their kinetic hierarchy.
We now review aspects of a kinetic theory that places the mean-field limit on firm mathematical grounds [34] [35] [36] [37] 39] . The idea is to consider the l-particle marginals, γ 1, . . . , N) , and study their BBGKY hierarchy [79] . These marginals are defined by
To simplify the notation, set r l := (x 1 . . . x l ). The marginals γ 
, which satisfies the Wigner equation [79] . Our goal is to describe the evolution of every γ 
. , N).
To this end, let us define the partial, l-particle, Hamiltonian as
It can now be directly shown that the marginals {γ x 1 . . . x j . . . x l , y; x 1 . . . x j . . . x l , y) ,
For example, consider the case of B (1) v , in which we have
The limit of the above operator as N → ∞ is a useful collapsing mechanism. By assuming that γ
(l) and denoting the limit operator by B (1) , we express this mechanism by
In this vein, the formal limit as N → ∞ of B l,j v is written as B l,j where
Remark 3.2. Let us now discuss a scenario relevant to mean-field dynamics. Assume that γ (1) N and γ (2) N in the BBGKY hierarchy are projections, i.e., they have the forms
By the evolution of γ 
This failure is due to the interaction term, (1/N )v N,β (x 1 − x 2 ); however, this term presumably approaches zero as N → ∞. More generally, for fixed l one would expect that If this formal limit is applied to (3.10), it leads to an infinite BBGKY hierarchy, called the "Gross-Pitaevskii (GP) hierarchy" (probably for historical reasons). Equation (3.10)
It is important to notice that the GP hierarchy has a solution of the form
provided that φ(t, x) satisfies (2.23), the cubic NLS. This is the correct limit if 0 < β < 1. 3.4.1. On the rigorous derivation of mean-field limit. The above discussion suggests a rigorous derivation of the mean-field approximation. This approach was originally proposed by Spohn [79] ; see also the works of Adami, Bardos, Golse and Teta [1] , and Adami, Golse and Teta [2] . The full program was carried out in a series of papers by Elgart, Erdős, Schlein and Yau (e.g., [34, 36, 39] ). Their main steps can be outlined as follows.
Step 1. Consider the family of marginals γ
, t ∈ [0, T ], which satisfy hierarchy (3.10). Assume that the initial data is factorized. Prove that, for fixed l, the sequence {γ
N } is compact and therefore converges, up to some subsequence in a weak * topology, to a limit. Denote this limit by γ (l) for l = 1, 2, . . ..
Step 2. Show that any weak * limit from the previous step satisfies the infinite GP hierarchy, equation (3.14) , with factorized initial data.
Step 3. Prove that the infinite GP hierachy with factorized initial data has a unique solution in a fixed time interval [0, T ] for any T > 0.
These steps prove that as N → ∞ the time evolution is governed by the NLS. This follows from Remark 3.2 by which the infinite GP hierarchy admits a factorized solution involving φ(t, x), the one-particle wave function, provided this φ(t, x) satisfies (2.23).
Let us now elaborate on the general ideas and techniques used to carry out the above program, especially steps 1 and 3, paying attention to some of their subtle aspects.
Step 1 requires energy-type estimates in order to take a limit (as N → ∞). The germane norm is the trace of |γ 
Step 3 requires an existence and uniqueness theorem for the GP hierarchy. Set S j := (−Δ x j + 1)
1/2 as a notion of derivative in the x j variable. The norm associated with this derivative is 
l for all l ≥ 1 and for some constant C. Then, the GP hierarchy has at most one solution γ (l) (t, r l ; r l ) that satisfies the bound γ (l) (t) H l ≤ C l for all l and t ∈ [0, T ].
The proof of this theorem involves an expansion in Duhamel-type series and a rearrangement of the resulting integrals using techniques of Feynman diagrams [36, 39] . On the other hand, Klainerman and Machedon [55] proposed a different approach to the uniqueness of the GP hierarchy; their methodology is based on a different norm and, most importantly, on a new coordinate-collapse estimate over space-time. In addition, in this paper [55] the authors reworked the critical argument based on Feynman diagrams [36, 39] , which they reformulate as a board game.
The approach in [55] is summarized as follows. Define R j = − Δ x j 1/2 and the norm
One may compare this norm with · H l . The collapse estimate is stated in the following theorem, whoce proof relies on techniques of harmonic analysis that lie beyond our scope. 
Then, there exists a constant C independent of the data and j, l such that
where B l,j is the collapsing mechanism described in (3.11) and (3.12).
The question arises naturally as to what happens at the critical scaling, β = 1. The estimate of Theorem 3.3 does not hold in this case. The idea is to replace it with an estimate of the form (for l = 2)
where W 1,2 is the wave operator −Δ + (1/2)N 2 v(N ·) acting on x 1 − x 2 . 3.4.2. Further works. There are subsequent developments in the rigorous understanding of mean-field dynamics, which we comment on briefly in the remainder of this section. Our list of related works is non-exhaustive, aiming to provide an initial motivation and guide for further study of the relevant bibliography.
Notably, Pickl [73] derived the mean-field equation by an approach different from the one outlined above; see also [56] . Note the important work by Kirkpatrick, Schlein and Staffilani [54] who used the approach of Klainerman and Machedon [55] to derive the two-dimensional (2-d) cubic defocusing NLS from the 2-d time-dependent many-body system. On the other hand, X. Chen [19, 20] analyzed the significant case of the condensate evolution in the presence of a quadratic trap, V e . Furthermore, X. Chen and Holmer [22] developed the a-priori energy-type estimates needed for the uniqueness in the program of Klainerman and Machedon [55] for β = 1; see also [26] . We should also mention work by the same authors [21, 23] investigating the case of dimensional reduction, i.e., the derivation of the mean-field equation under strong confinement due to the trap of the condensate in one direction. X. Chen and Holmer [23] [24] [25] also developed methods in dimension n = 1, 2 that treat negative interaction potentials; in this case, the resulting mean-field equation is the focusing NLS. In this respect, see also the earlier work by Pickl [72] . This case of negative potentials required new ideas since the corresponding energy estimates are challenging; see also the work by Sohinger [77] on the derivation of the defocusing cubic NLS on a torus. There is substantial work by T. Chen and Pavlović [16] on the existence and uniqueness of solutions to the (infinite) GP hierarchy; see also the significant a-priori estimates established by T. Chen, Pavlović and Tzirakis [17] . The reader should be aware of the general unconditional uniqueness techniques for the GP hierarchy developed by T. Chen, Hainzl, Pavlović and Seiringer [15] . The interested reader may consult the aforementioned papers for further details and bibliography.
Pair excitation: Physical modeling and heuristics.
In this section, we review aspects of the Fock space formalism of pair excitation introduced by Wu [82, 83] for the non-translation invariant setting; cf. (1.4). This formalism enables a systematic yet heuristic description of a correction to mean-field dynamics [69]. We will also see that the corresponding pair-excitation operator, denoted e P[K 0 ] in ansatz (1.4), acting on the tensor product involving a one-particle state, lacks unitarity. This may be the chief reason why this approach has not yet been placed into a rigorous framework.
A goal of this section is to indicate some of the concepts and the algebra involved in Wu's formalism as well as its recent application to a spatially varying scattering length [69] . For an alternate formulation of pair excitation that respects unitarity, exploits an ensuing isomorphism to a class of matrices and has enabled some rigorous results [44, 45] , the reader may consult section 5.
Wu's approach is a non-trivial extension of the work by Lee, Huang and Yang [59] who systematically tackled the static problem, namely, the ground state energy and phonon spectrum, of the interacting Boson gas under periodic boundary conditions by use of the Fermi pseudo-potential. In particular, these authors [59] were able to derive a secondorder correction to the mean-field ground state energy of the Boson gas; see the recent rigorous work by Erdős, Schlein and Yau [38] .
4.1. Formalism. Recall ansatz (1.4) for the many-body wave function. Next, we describe the related exponent, P[K 0 ] : F → F, by using tools of Fock space. First, for a given one-particle wave function φ, consider the following splitting of the distributionvalued operators a * x and a x (see (2.2) and (2.3)): 
where K 0 (t, x, y) is the pair-excitation kernel ((x, y) ∈ R 3 × R 3 ), N 0 (t) is the expected number of particles in state φ(t, x), N 0 (t) = ψ(t), a * φ (t)a φ (t)ψ(t) F , and ψ(t) represents the many-body state vector in Fock space. In addition, Wu assumes that K 0 satisfies the following properties [82] :
By (4.1), the operator P annihilates two particles from state φ and at the same time creates two particles at states orthogonal to φ. This P[K 0 ] is considered as an elaborate extension of the transformation of the tensor product involving the zero-momentum oneparticle state, for the periodic case, which was investigated by Lee, Huang and Yang [59] . Notice that in P[K 0 ] the operators a * q,⊥ can be replaced by a * q (q = x, y). The principal idea in this approach is to identify φ with the wave function of the condensate (macroscopic state), treat a x,⊥ and its adjoint as "small" in a heuristic fashion, and carry out an expansion of the Fock space (positive) Hamiltonian, H N , in a * ⊥ and a ⊥ . The task is to derive evolution laws for φ and K 0 consistent with many-body dynamics (1.2). In this prescription, the scattering length is introduced as an ad hoc parameter in the microscopic Hamiltonian, H N , which is written as [82, 83] 
where The first-order theory, which amounts to mean-field dynamics, results from the replacement of H N by H (0) + H (1) and use of state vector (3.3) with unknown φ in the corresponding many-body Schrödinger equation. This procedure is actually not different from that outlined in section 3.2. Consequently, the condensate wave function, φ, is found to satisfy [82, 83] 
Clearly, the term −4πaζ(t)φ(t, x) can be absorbed into a phase function.
The next order of approximation, in which ansatz (1.4) with (4.1) is used, deserves some attention. By assuming that φ obeys (4.3), H N is now replaced by [83] 
After some commutator-related algebra, at this level of approximation one finds
The second line in the above expression for H (2) is responsible for pair excitation, and is dealt with by the transformation involving the operator P[K 0 ], as indicated below. In this higher-order theory, the enforcement of ansatz (1.4) along with the many-body Schrödinger equation, with H N replaced by H N,2 in Fock space, leads to the following statement:
Roughly, the objective is to extract an evolution law for K 0 by balancing out the two sides of this equation. The right-hand side of this relation can be conveniently simplified by use of Lemma 2.2 since the corresponding expansion of commutators reduces to a finite sum. However, the explicit computation of the left-hand side is remarkably cumbersome, mainly because of the specific construction of the operator P[K 0 ] in this model. The details of this computation lie beyond our present scope.
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Remark 4.1. To sketch the main idea in the heuristic derivation of an equation for K 0 here, it suffices to state that one picks this kernel so that the a * ⊥ a * ⊥ term is eliminated in e −P H N,2 e P . This program is illustrated more easily in the static case, in which i∂ t can be replaced by a constant. This idea of picking K 0 so as to eliminate "bad" terms in the quadratic part of the Fock space Hamiltonian is also invoked in the different set-up of the rigorous analysis in [44] ; see section 5.
In [82] , Wu organizes an analogous computation by use of a variational principle. The ensuing evolution equation for K 0 turns out to be [83] 
It should be borne in mind that φ satisfies mean-field evolution (4.3). At this level of description, the mean-field evolution for φ remains intact, uncoupled from K 0 . A refinement of this procedure leads to a fully coupled system of equations for φ and K 0 , in which K 0 affects the equation for φ [82] .
We should point out that (4.4) has not yet been studied rigorously. In particular, the issue of existence of solution remains unresolved to date. A particular solution to this equation under certain assumptions for the behavior of φ is heuristically studied in [68] .
Recently, Wu's model was slightly modified to include a spatially dependent scattering length, as an ad hoc parameter a(x) in the microscopic Hamiltonian; see [69] . The resulting mean-field evolution law for φ can be written down through the replace-
In a similar vein, evolution law (4.4) for K 0 must be modified, e.g., by replacement of 8πaφ(t, x)
This model may be relevant to the setting of "Feshbach resonance" [27] , in which the scattering length can be controlled externally by use of a magnetic or laser field. However, predictions of this model have not yet been connected to experiments. 4.2. An application via classical homogenization. In the remainder of this section, we provide a sample of an application of pair excitation in the static case [69] by focusing on the evolution laws for φ and K 0 . The objective is to describe these variables in the hypothetical case where the scattering length, a(x), has a periodic microstructure [69] . In particular, we set [40, 69] 
where a 0 is a constant and A(·) is a smooth and periodic function of zero average, A T := T dy A(y) = 0; T is the unit torus. A simplification in formulating this problem is that the external potential, V e (x), is assumed to be an -independent trapping potential [69] . The formulation for a(x) bears similarities to the model of Fibich, Sivan and Weinstein who use the focusing NLS [40] .
This problem is amenable to periodic homogenization [8] . In the (static) case with the lowest bound state [69], set φ(t, x) = e −iEt ϕ(x) and K 0 (t, x, y) = e −i2Et k 0 (x, y), and consider ϕ to be real. By use of Wu's many-body formalism as a starting point, the evolution equations for φ and K 0 (and, thus, for ϕ and k 0 ) can be written down as outlined at the end of section 4.1.
The homogenization program relies on the formal two-scale expansions
wherex is the fast variable. The substitution of these expansions into the PDEs for ϕ and k 0 yields a cascade of equations for ϕ (l) and k
0 . The extraction of homogenized equations relies on the following known lemma, related to the Fredholm altrernative.
In [69] , use is also made of asymptotics for oscillatory integrals in order to simplify a non-local term that is present in the evolution law for k 0 . This program yields leadingorder coefficients, ϕ (0) and k
0 , that (not surprisingly) do not depend on the fast variables and satisfy the static versions of (4.3) and (4.4) with the scattering length a replaced by a 0 . For a description of higher-order coefficients, see [69] . Under certain assumptions on the functions A and V e , it was shown that [69]
where f 2 (x) and k 0,2 (x, y) are consequences of Lemma 4.2, playing the role ofC(x), and obey linear PDEs which have forcing terms depending on ϕ (0) (x) and k
0 (x, y). For more details, see [69] . The above results can be further simplified if the external potential, V e (x), is an independently slowly-varying function of x. This assumption leads to explicit, closed-form asymptotic expressions for
. An open problem is to apply this framework to the case in which both the scattering length and the external potential have the same periodic microstructure [27] . A more fundamental question is how the spatially varying scattering length can possibly emerge from a limit of the exact many-body dynamics. This issue deserves further study.
5.
Second-order correction to mean-field limit: Rigorous framework. In this section, we rigorously describe pair excitation via techniques of the Fock space, F. Our purpose is to illustrate concepts and tools in deriving second-order corrections to the mean-field evolution of interacting Bosons in a non-translation invariant setting. Bearing this in mind, we start from the mean-field approximation in Fock space, which was heuristically discussed in section 2; and then review main aspects of our recent work on the rigorous analysis of the second-order correction [44] [45] [46] [47] [48] . The underlying formalism of vectors and operators in the Fock space is outlined in section 2.
In our approach, we are partly inspired by the pioneering work of Wu [82] who introduces pair excitation via a kernel; cf. (1.4) and section 4. We also recognize that important seeds of this concept can be found in the works of Hepp [50] and Ginibre and Velo [42, 43] . At the risk of redundancy, we repeat that, in our view, the pair-excitation kernel is not a-priori known but must be determined by the many-body quantum dynamics; hence, this approach should be contrasted to analogous methodologies applied in classical kinetic theory, e.g., in the context of the Boltzmann gas. For a different approach, see [7, 11] .
Despite our inspiration by Wu's formulation, our set-up and derived evolution equations are different from his, as explained below. In fact, we use an approximation for the many-body wave function that involves a unitary operator for pairs acting on a coherent state. This approximation makes it possible to utilize a certain isomorphism between operators in Fock space and a class of matrices; this in turn facilitates the algebra and enables the rigorous derivation of error estimates in Fock space.
In our formalism, we make use of (negative) HamiltonianH N in Fock space; recall (2.9). For ease of notation, we remove the subscript, N , and writeH in the place of
x Δa x } corresponds to the kinetic-energy operator and V amounts to the atomic interactions, assuming that the trapping potential is switched off, V e ≡ 0. It will be useful to recall that
In the mathematics literature, the origins of a rigorous description of corrections to mean-field limits can be traced in the works of Hepp [50] and Ginibre and Velo [42, 43] . These authors recognize the importance of the fluctuation dynamics unitary operator
where the skew-symmetric operator A(φ) is defined in (2.12). The operator U red is key to understanding if one can (or, more precisely, cannot) approximate, in Fock space norm, the evolution of an initial coherent state, namely, the vector
by a coherent state of form (2.16), which we write here again for the convenience of the reader:
Recall that this approximation is heuristically discussed in section 2. 5.1. Some recent results on pair excitation. We now proceed to the description of rigorous aspects of the above approximation, which naturally lead to the concept of pair excitation. To start with, note the equality
As we explain below, the above crucial quantity is not small. This observation leads to the introduction of a second-order correction in terms of a Bogoliubov transformation, expressing pair excitation, which modifies the above coherent state, ψ app [44] ; see (5.6) below. 9 This correction is motivated and analyzed in due course in this section. The fluctuation dynamics operator, U red (t), satisfies the evolution equation
with a generator given by the reduced Hamiltonian
see (2.18) for an earlier discussion on this operator. We also refer the reader to (2.21) for the explicit form of H red involving the polynomial terms P , which we invoke below. At face value, this H red is a sum of terms of zeroth up to fourth order in the Fock space operators a, a * . The zeroth-order term, Nμ, is harmless for our purposes, because it contributes only a phase function. However, this term has an interesting conceptual meaning: the quantity μ can be identified with the Lagrangian of the Hartree equation:
where we suppress the time dependence of φ for notational ease. As discussed in section 2, setting the first-order term, denoted P 1 in (2.21), equal to zero is equivalent to imposing the Hartree equation for φ,
We now turn our attention to the quadratic term, which is denoted P 2 and has an N 0 prefactor in (2.21) . This term reads
By this formula, it becomes evident that the Fock space vector P 2 Ω is of the order of N 0 because of the presence of the a * a * terms. Therefore, we do not expect U red (t)Ω − Ω F to be small. This observation can mathematically motivate the introduction of pair excitation.
At this point, in regard to H red , one wonders what happens with the remaining polynomial terms P (for = 3, 4) which have prefactors N −1/2 and N −1 ; cf. (2.21). One of course hopes that, under suitable assumptions on the interaction potential, v N,β , these terms P can be treated as small error terms. This is indeed the case for sufficiently low values of the parameter β > 0 [46, 58] ; but refinements of the treatment are needed for higher values of β [47, 48] .
We continue our discussion on the "interesting" term P 2 contained in H red . Define the unitary operator U 2 (t) through the evolution equation
An ingredient of the results by Hepp [50] and Ginibre and Velo [42, 43] should be emphasized in this context. In the case with β = 0 under suitable condition on v N,0 , i.e., this potential is smooth in [50] and more singular in [42, 43] , the following property holds:
While the above papers [42, 43, 50] make no explicit reference to a pair-excitation kernel or Bogoliubov transformation, they lead naturally to the introduction of such a notion, recently carried out in [44] , in order to handle the a * a * terms in P 2 . More discussion on this point is provided below.
A comment on the operator U 2 defined by (5.5) is in order. In [6] , the authors state that, under suitable assumptions on the interaction potential v, the operator U 2 (t) can be written (abstractly) as a Bogoliubov transformation. The reader is also referred to Remark 5.1 below which outlines how the operator U 2 of Hepp [50] and Ginibre and Velo [42, 43] is related to our construction of pair excitation [44] , expressed by the operator e B as we see next.
To illustrate the nature of pair excitation rigorously, we have to revisit what mathematicians call the metaplectic or Segal-Shale-Weil representation [76] , and physicists often call the Bogoliubov transformation. These notions are encapsulated by a (doublevalued) unitary representation of the group of matrices that have the form
where P and Q are distribution kernels bounded on L 2 ; in particular, Q satisfies the condition that Q * Q is of trace class. The above matrices satisfy one of the following equivalent properties: E belongs to U (∞, ∞), meaning
or E is symplectic, i.e.,
Next, we elaborate on a few specifics of the rigorous program in pair excitation laid out in [44] [45] [46] [47] [48] , with some emphasis to most recent results. The primary goal is to approximate in Fock space norm exact evolution (5.2) by a modified coherent state, herein called ψ app 2 , which incorporates second-order corrections, viz., 
and the symbol • indicates composition. We should add that, in a language familiar to many physicists, the operator e B(k(t)) expresses the implementation of a Bogoliubov transformation (see Remark 5.1).
In the static case of the Boson gas, which concerns the ground state of the manybody Hamiltonian, the above construction of e B(k(t)) is related to the physics papers of Bogoliubov [12] , and Lee, Huang and Yang [59] ; and the mathematically rigorous papers of Lieb and Solovej [67] and Erdős, Schlein and Yau [38] . For a recent account of diagonalizing quadratic Hamiltonians such as P 2 , the interested reader is referred to [70] .
Let us continue with our program of analyzing approximation (5.6). A central issue is to derive an evolution equation for the pair-excitation kernel, k, consistent with the many-body quantum dynamics. For an interaction potential, v, of the Coulomb type if β = 0, or a more general potential v N,β corresponding to low values of β > 0, it suffices to impose the Hartree equation for φ; and choose k in order to diagonalize the resulting evolution operator
Note that we write B(t) instead of B(k(t)) for notational ease. In the above, d N is a distribution kernel of the form d N = Δ x δ(x − y) plus less singular terms. The evolution equation for k resulting from this diagonalization in Fock space looks highly non-linear at first. Nonetheless, as duly noticed in [46] , in the right coordinates sh(2k), ch(2k) this equation becomes in fact linear.
Remark 5.1. We mention in passing that, once the diagonalization of (5.8) is accomplished, it is possible to find a matrix of the form
such that, denoting its representation (implementation) by C,
This amounts to the Schrödinger type PDE The main result of [46] , which involves β > 0 and is based on the methodology of the two earlier papers on pair excitation [44, 45] , is encapsulated by the following theorem.
Theorem 5.2. Let φ and k satisfy
and
with prescribed initial conditions φ(0, ·) = φ 0 , k(0, ·, ·) = 0, where
y) .
Then, there exists a real phase function χ such that, with respect to the Fock space norm, the following estimate holds:
. The Hartree case, β = 0, in which a similar error estimate is satisfied in Fock space norm, was treated in the earlier works [44, 45] . The type of result stated in Theorem 5.2 was extended to the case of three-body interactions by X. Chen [18] ; and to the range 0 < β < 1 2 by Kuz [58] , where it is also argued that the exponent β = 1 2 is as far as one can go with these equations.
We now elaborate on an important point, namely, that the value β = 1/2 signifies some sort of a threshold for results such as the one stated in Theorem 5.2. In order to get past β = 
The operator H red 2 is of fourth-order in a and a * . Hence, the Fock space vector H red 2 Ω can be written in terms of n-particle states X n as
The new, coupled equations for φ and k introduced in [47] can be written abstractly as
These equations are refinements of the earlier equations [46] and take into account Wick ordering. 10 In [47] , it is shown that the solutions to (5.12) are Euler-Lagrange equations for the Lagrangian X 0 and conserve the number of particles and the energy.
11 These equations can be written down, but their analysis is much more difficult. In their most elegant form, these equations are expressed in terms of the matrix [48] 
We should add that the following relation always holds:
In [48] , it is shown that if H red 2 Ω = X 0 , 0, 0, X 3 , X 4 , 0, 0, . . . and P is a first-or second-order Wick-ordered monomial, then This last equation would be satisfied by the exact evolution, and it only works for the approximate evolution if P is of degree ≤ 2. Furthermore, it turns out that and all the higher L-matrices can be expressed in terms of the above three.
Remark 5.3. As previously mentioned, the conservation of the number of particles and the energy for MΩ is proved in [47] . The proof is based on the invariance properties of the underlying Lagrangian. However, this conservation can also be seen from the above formulation in the following way. Take P = N = a * x a x dx, which commutes with H in (5.14), in order to obtain conservation of the number of particles, MΩ, N MΩ . Furthermore, set P =H in (5.13 The matrices L i,j on the right-hand side can be expressed in a straightforward way in terms of L 0,1 (t, x), L 1,1 (t, x, y) and L 0,2 (t, x, y); see [48] for details.
The main result proved in [48] can be sketchily summarized as follows.
Theorem 5.4. Let Although this theorem appears to involve a restricted range of values for β, its validity might be more general.
5.2. Recent related works. We conclude this section by commenting on a few related works in the existing mathematics literature. Most recently, we became aware that Bach, Breteaux, T. Chen, Fröhlich and Sigal [4] , independently and in a different setting, derived equations that are closely related to the equations derived in [47, 48] . Their equations [4] become equivalent to those in [47, 48] in the case of pure states.
We should also mention the recent related result by Benedikter, de Oliveira and Schlein [7] in regard to applications of a construction similar to e B (with an explicit choice of k) to estimates for the γ density matrices in the case with β = 1. In a similar vein, Boccato, Cenatiempo and Schlein [11] analyzed quantum fluctuations by use of a quadratic generator. Specifically, in [11] the authors prove an estimate globally in time in the full range β < 1. In this work, it is proved that the exact evolution of the system state is approximated, in Fock space, by e iχ(t) e
− √ N A(φ(t)) e −B(k(t))Ũ
2,N (t)Ω, where k(t) = k(t, x, y) is explicit (and related to but different from our k(t)) andŨ 2,N (t) is an evolution in Fock space with a quadratic generator [11] . In the list of related results, we also add an important direction: a construction by Lewin, Nam, and Schlein [62] that allows direct approximations of a pure Hartree state, as opposed to a coherent state.
Conclusion and outlook.
In this expository paper, we reviewed recent advances in understanding how large systems of interacting Bosons evolve in non-translation invariant settings at extremely low temperatures. Studies in this direction have partly been motivated by the wealth of experimental observations on atomic gases, characterized by precise controls of atomic features. In this kinetic regime, the Boson evolution is reasonably governed by the many-body Schrödinger equation. However, this description is usually deemed as impractical for a large number of particles. In our review, we described approximations to this evolution, particularly mean-field limits and second-order corrections to these limits, by focusing on the many-body wave function of the Boson system. The analysis of these approximations is pregnant with novel mathematical problems. A guide in the construction of second-order corrections to the mean-field dynamics has been offered by pair excitation, a physical process by which atoms are scattered in pairs from the macroscopic quantum state [12, 59, 82] . Mathematically, this concept is intimately related to the metaplectic or Segal-Shale-Weil representation, which has been recently invoked in the rigorous derivation of error estimates for second-order corrections [44, 45] .
Despite the growing body of work in this research direction, there are pending issues. Therefore, it is worthwhile concluding this paper by highlighting open challenging questions. In our review, we focused on the Boson dynamics at zero temperature. As the temperature increases, it is intuitively expected that pair excitation may significantly be coupled with thermally excited states; see the renowned work by Lee and Yang [60, 61] in physics, as well as more rigorous studies, e.g., [4, 41, 65] . We believe that the rigorous description of the quantum many-particle evolution at finite temperatures below the phase transition for the Boson gas deserves additional attention. More broadly speaking, the derivation of macroscopic descriptions in the quantum setting is a rich area for mathematical research. Some kinetic models, e.g., the quantum Boltzmann equation [80] , that are often invoked in this context need to be better understood on the grounds of the underlying microscopic dynamics.
