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1. INTRODUCTION 
There have been in the past few years an increasing number of applications 
of the method of “invariant imbedding” to a variety of mathematical problems 
of physical interest. Bellman, Kalaba, and Wing [I] review the field as it 
existed in 1959. Bailey and Wing review the field since 1959 in [Z]. Among 
the applications of “invariant imbedding” are applications to the study of 
the behavior of solutions to differential equations as the independent variable 
t + co. Such applications have been made by Bellman [3,4], Bellman and 
Richardson [5], Wing [6], and Bailey and Wing [2]. 
This paper is a sequel to Wing [6]. It is concerned with the application of 
invariant imbedding to the asymptotic behavior (t + CO) of the solutions to 
-w + 1) g + (1 -F - 7-) w =f(t)eu 
where 
s 
co 
If(t)I dt < ~0 
as a function of the initial conditions 
w(x) = cos 8, w’(x) = sin 0 
for x > 0. This differential equation is called, in physical context, the partial 
wave SchrGdinger equation with Coulomb potential (the quantity -27/t). 
There is derived in this paper a representation of the asymptotic phase and 
amplitude for this problem. The usefulness of the representation has not 
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been investigated. But the analogous representation for the non-Coulomb 
case (7 = 0) appears to be useful in computation [6,7] and for low energy 
expansions for short and long range potentials [8]. 
2. STATEMENT OF THEOREM 
One considers the differential equation for w(t) (t > x > 0): 
w” + (1 - 27)/t - L(L + l)/P)W =f(t)w 
with initial conditions 
W(X) = cos 8, 
w’(x) = sin 8 
for x > 0. Here x and 19 are fixed numbers. 
We assume that 
W’ 
? 
P-1) 
(2.2a) 
(2.2b) 
(2.3) 
FIG. 1. Phase plane diagnun 
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for every E > 0. Put 
.-TX 
P(x, 8) = -2 - 0 - J [J‘(s) + L(L -; 1)/S’] cos2 Q(S) ds 
,) 
+ 27 cos2 0 log X - 27 1 ’ log s sin 20(s) ds * J 
m cos 2B(s) 
-? -;--ds 
J* 1 
(2.4) 
and 
A(x, 0) = exp 1; Irn [f(s) + 277/s + L(L + I)/sz] sin 28(s) ds/, (2.5) 
2 
where B(s) satisfies the first order nonlinear differential equation 
!g = cog B(s) [? + q* +f(s)] - 1 (2.6) 
with 
B(s = x) = 8. (2.7) 
THEOREM. The integrals in (2.4)and (2.5) are convergent and problem (2. I), 
(2.2) has the solution 
w(t) = A(x, e) cos[t - ?J log t + P(x, e)] + o(1) (2.8) 
at t = +co. 
Remarks. (a) If 0 = rr/2 and x + Of, then the integrals in (2.4) and (2.5) 
will probably still converge (at least for f not too large at x = 0), but this 
remains to be shown. 
(b) The equation 
w” + (k2 - 2T/t -L(L + l)/t2)w =f(t)w 
for k real can be reduced to (2.1) by a simple change of variables. 
(c) P is called the asymptotic phase and A the amplitude for the problem 
(2. l), (2.2). 
(d) The formal derivation of the theorem is similar to the work of Wing [6]. 
Wing gives the above theorem for the case 7 = L = 0. However, the proof 
we give of the convergence of the integrals involved is nontrivial. 
(e) Bailey and Wing [2] derive a slightly different formula for the asymp- 
totic phase shift in the non-Coulomb case. 
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3. PROOF OF THEOREM, PART 1 
Equation (2.1) with f = 0 has two linearly independent solutions F,(r], t) 
and GL(~, t) which are defined by the formula 
&itt-L .m 
__- 
FL(v, t) + Wrl, t> = vr+ l)!cL(rl) 
J 
e-PpL-i$ + 2it)L+iq dp (3.1) o 
where CL(q) = 2 ’ e-m’2 1 r(L + 1 + iv)j/r(2L + 2). See [9]. One can show 
from (3.1) by an argument similar to [IO], that 
FL(y, t) = sin u(t) + R,(t) (3.2) 
and 
where 
GL(?, t) = cos a(t) + R,(t) (3.3) 
o(t) = t - 7 log 2t + arg r(l + L + iq) - Ln/2 
and 
I &(t)l < M$ (i = 1, 2) 
for some constants i&. 
Problem (2.1), (2.2) can be replaced by the integral equation for 
w(t) = w(t; x, q: 
w(t; x, 8) = [GL(q, x) sin 0 - GL(q, x) cos B]F,(v, t) 
+ [F;(T, 4 ~0s 0 - F,(rl, 4 sin elG,(r], t) 
+ /)FL(T, WL(rl, s) - GL(T, t)FL(rl, fXf(+o; x, 0) ds. (3.4) 
The primes denote derivatives with respect to x. Here we have made use 
of the constancy of the Wronskian FL’GL - FLGL’ 3 1. See [9]. Using (3.2) 
and (3.3), one can show from (3.4) that 
So, by Gronwall’s inequality [ll], we have 
I w(t; X, @)I G M, exp I If(~)1 ds < M3M5 = M, . (3.5) e 
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If we put (3.2) and (3.3) into (3.4) and rearrange terms we finally get (for 
short, we omit L and 7 in FJT], t) and G,(Q t)) 
w(t; x, 0) = B(x, 6) sin a(t) + C(x, 8) cos u(t) + {(t; x, B), (3.6) 
where 
B(x, 0) = G(x) sin 0 - G’(x) cos 0 
+ 1; [cos ‘T(s) + ~,mf(+o; x, 4 & 
C(X, e) = F'(X) cos e - F(X) sin e 
(3-T 
- I 1 [sin 4s) + WM+o; x, 4 ds, (3.8) 
and 
c(t; X, B) = R,(t)[G(x) sin e - G’(x) cos fI] 
+ &.(t)[f;‘(x) cos e -F(X) sin e] 
- s ; [F(t)G(s) - G(t)@)]f(s)w(s; x, 0) ds. (3.9) 
The boundedness of w(t; x, 0) in t (3.5) guarantees the existence of these 
infinite integrals. Also, because the boundedness of w, lim,,, {(t; x, 0) = 0. 
We need to show that B and C are not both zero. We have 
w(t; x, 8) = BF + CG (3.10) 
= B sin u(t) + C cos u(t) + o( 1). (3.11) 
Comparing (3.11) with (3.6), we see that 
8=B 
and 
c = c. 
So, if B = C = 0, then (3.10) gives w = 0 which contradicts the initial 
condition. From (3.6) we can write 
wu(t; X, 0) = A(X, 0) COS{+) + +(x, 0)) + 5(t; X, 0). (3.12) 
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where 
and 
A(x, e) = l&q3 
+!J(x, 8) = arc tan (B/C). 
From (3.7), (3.8), (3.2), and (3.3), it is seen that 
lim A(x, 19) = 1. 
Z’co 
Moreover, for large x and t > x, we have 
w(t; x, e) = cos{o(t) - u(x) - 8) + Qt; x, e) 
where lim,, Qt; x, e> = 0. 
Thus, we can select # so that 
;zce + dx) + +(x, 0)) = 0. 
(3.13) 
(3.14) 
(3.15) 
(3.16) 
(3.17) 
4. IMBEDDING 
The initial-value problem discussed in the last section will now be imbedded 
in a set of initial-value problems. For short, we will write 
T(x) = 277/x +w + 1)/x2 +.&>. 
A calculation using (3.4) gives that 
W(X + d; X, e) = cos e + d sin 8 + o(d) (4.1) 
and 
~‘(x+d;~,e)=sine+d[T(x)-i1]~0~e + 0(d). (4.2) 
In these calculations the constancy of the Wronskian F’G - FG’ = 1 is 
used. We can also write, using the obvious definition of H and O’, that 
W(X + d; X, e) = H(x, e) sin 6’ (4.3) 
and 
wyx + d; x, e) = H(~, e) cos 8’. 
Calculation using (4.1)-(4.4) gives that 
8’ = e + A{(cos~ e)qx) - I) + o(d) 
and 
(4.4) 
(4.5) 
H(x, ~9) = 1 + ~(COS e sin e)zp) + o(d). (4.6) 
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From (3.12) and (4.3) we have that 
4x, 0) co+(f) + #(x, 41 + qc x, 4 
= H(x, @qx + A, 0’) cos[a(t> i- $(x + A, qi + gt; x + A, q>. 
(4.7) 
In (4.7) choose t > x so that for sufficiently large 11 we have 
o(t) = -+cx, e) + (2n + +jn. 
Then (4.7) becomes 
w[-~(x, 4 + c-32 + #+I; X, 8) 
= H(x, e){A(x + A, 6’) sin[#(x + d, 0’) - $(x, e)] 
+ s(d[-tcl(~, e) + (32 + &d; x + 4 q. (4.8) 
Since in (4.8) n can be arbitrarily large, lim t-tm [(t; x, 0) = 0 for each x > 0 
and 8, and the argument of sin in (4.8) is independent of n, we must have that 
9(x + A, 0’) = +(x, 0) + n*a, 
where n* is an integer. We take n* = 0 to satisfy (3.15). So 
4(x + A, q - #(x, 0) = 0, 
from which we obtain that (using (4.5)) 
g+ [( cos2e)qx) - I]‘$ = 0 (4.9) 
Also from (4.7) we have that 
A(~, e) = H(X, e)A(x + A, et) 
and so (using (4.6)) 
g+grc ~0~2 epp) - I] = -(COS e sin e)zp)A (4.10) 
We now need to solve the differential equations (4.9) and (4.10) subject to 
the conditions (3.17) and (3.15) respectively. 
5. SOLUTION TO THE PARTIAL DIFFERENTIAL EQUATIONS 
Put 
&, 0) = 4(x, 0) + 0 + +). (5.1) 
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Then from (3.17) we have 
!iIlJ iJ(x, e) = 0 
Substitution of (5.1) in (4.9) gives 
(5.2) 
A 
g $ [(co9 e)T(x) - l] 8$ = - i cos 28 - L(L + 1) x2 cos2 e -ftx) cos2 8. (5.3) 
From (3.14) it is seen that 
$(x, e + 27T) - #(x, e) = 2m 
and so 
&x, 0 + 24 - &, 0) = 27+ + 1) 
for some n. From the continuity of #, n is independent of x and 0. Thus 
0 = $iz @cx, e + 2T) - &x, e)} = i-i 2+ + 1) 
and so n = - 1 and 
&x, e + 24 = AX, 4. (5.4) 
We now need to solve (5.2)-(5.4) for 4(x, 0). (We remark that in [6] the 
solution to Eq. (3.8) with condition (2.14), which is equivalent to our (5.3) 
and (5.2) is not unique, at least for f E 0. But the solution is unique if a 
periodicity condition is added.) 
The characteristic equations for (5.3) are 
dx 
z= 1, 
de - = (cos2 eyqx) - I, 
ds 
(5.5) 
(5-b) 
and 
d4 ’ cos 28 - L(L + l) cos2 e -f (x1 cos2 8. -- Y&= x X2 (5.7) 
We require s = x and 0 = 0, when s = x,, = s, . Then, from (5.7), we have 
1F(% W) - &% > 43) 
* ? =- 
s [ 
y cos 28(s) + LCLsf l) + f (s) COG d(s)] ds, (5.8) 
80 
409/13/2-I I 
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where d(s) satisfies 
and 
~-- = cos2 &s)T(s) ~ I 
dS (5.9) 
e^(s = so = x0) = e. . (5.10) 
Because of the continuity of 4 and (5.4), the limit in (5.2) holds uniformly 
in 8. As will be shown in the next section, for large s, there exists C such that 
o(s) > C - s. Thus from the uniformity in (5.2) we have 
‘,iil &s, d(s)) = 0 
Further, it will be shown in the next section that the integrals on the right 
in (5.8) exist for s = co. Thus 
&,, , 8,) = j= [+ cos 26(s) + L’L,; ‘) +f(s) cos2 d(s)] ds, (5.11) 
%I 
where 0 satisfies (5.9) and (5.10), solves (5.2), (5.3), and (5.4). This can also 
be verified directly without using the characteristic equations. Further, 
the solution can be shown to be unique. 
Similar work and remarks with regard to (4.10) and (3.15) give 
A(+, , 0,) = exp 1; iI0 [J(s) + gLq + ?] sin Z&s) ds/ (5.12) 
where 0 satisfies (5.9) and (5.10). 
From (3.12), (5.1) and (5.11) we have 
zu(t; x, e) = A cos u(t) - 6 - u(x) 
I * rl - s [ 20 y cos 24s) + L’L,t ‘) +f(s) cosz~(s)] ds/ + 41) 
(5.13) 
=Acos t-~logt-e-X++logx 
I 
+s; [% cos 24s) + L(Lsz ‘) +f(s) cos2 d(s)] ds/ + o(1). 
A further calculation, including an integration by parts, reduces (5.13) 
to (2.8) and proves the theorem. 
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6. PROOF OF CONVERGENCE OF SOME INTEGRALS 
To prove the theorem, it remains only to show that the integral 
I= 
s 
m cos 24s) ds 
s (6.1) 20 
appearing in (5.11) and a similar integral in (5.12) are convergent. The other 
integrals in (5.11) and (5.12) are obviously absolutely convergent. 
LEMMA. The integral (6.1) is convergent where 6 satisfies (5.10) and f 
satisj?es (2.3). 
PROOF. Our proof imitates the proof in [12] of the convergence of the 
so-called Dirichlet integral rr sin s/s ds. If we integrate equation (5.9) with 
respect to s from x to s we obtain 
d(s) = 8 + x - s + f;+: [f (s’) + “($a ‘) ] co9 e(s’) ds’ 
co? &s’) $ ds’. 
s’=CO =e+x+ s [ 8,=2f (s’) + ““,a *) ] co9 d(s’) ds’ 
.s 
- s + 277 s G 
cos2 B^(s’) $ ds’ 
- 
s [ 
; f (s’) + “‘“,a ‘) ] cos2 8(s’) ds’. 
Put 
c = e + x + ,:I: [f (s’) + y(y l) ] COG d(s’) dd, 
gds) = 27 11 cos2 &s’) f ds’, 
and 
g2(s) = - ,; [f(d) + “‘“,T l) ] co9 lqs’) ds’. 
Then 
+, = c - s + g,(s) + ga(s). 
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I 
i‘ 
B 
x,,.B = 
% s 
B _ 
-.c 
cos 2[C -- s + g,(s) + sds)l & --_-__ 
%I s 
where 
’ &,B = s cos 2(,c - ‘) COS &(s) + &)] ds (6.4 Ql 
and 
I&B = s B % x:A sin 2[g,(s) + g,(s)] ds. 
We now proceed to consider lim,, IL,,B. Put 
h(s) = {cos 2(C - s) cos 2[gg,(s) + &)1)/s. 
Then 
$,,B = s z”+T’2 h(s) ds - ,rT’2 h(s) ds + /I;;;2h(s) ds. (6.3) 20 0 
Also, if we put s’ = s - rr/2, 
I 
:J &) ds = j:;;;‘, ‘OS 2’; - ‘) COS 2[&‘,(4 + !&)I ds 
0 0 
=J 
B cos 2(s’ + n/2 - C) cos 2[g,(s’ + 42) +g,(s' + 42)l A' 
"0 s’ + n-12 
=- s IO =$$) cos 2[g,(s + 42) + g,(s + 7491 ds. (6.4) 
Adding (6.2) and (6.3) with (6.4) substituted for the last term of (6.3) one 
obtains 
IS 
B 
2 I I,.B I < 97 + cos 2(s - C) I 
cos a.!&) + g,(s)1 
%I 
S 
- 
cos2[g& + 44 +g,cs + 41 j 
s + 74 
p,ds. 
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so 
2 I Ii&B I - ?T 
I 
B 
d i! 
(s + 74) cos x&) + g&)1 
cos 2(s - C) 
i 
--s cos 2kl(s + 742) + g,(s + 74)l 
20 s(s + 42) 1 
ds 
G n’2 f: s(s $2) + j” E; y$) {cos 2[g,(s) + g,(s)] zo 
- cos 2[g& + 42) + g,(s + +)I} ds 
<C+j B 1 cos 2[&) + &)I - ‘OS 2kl(s + d2) + & + d2)11 ds s + 42 . ZLl 
so 
I sink(s) + g2(4 + gds + 42) + g2(s + 74)l 
s 
B 
<2 
x sinkl(s) + g2ts) - gl(’ + d2) -gds + d2)11 ds 
20 s + 74 
B < 2 
s 
1 sink,(s) - if& + d2) + &) - gds + d2)11 ds 
% 
s 
B I sidM4 -g& + 7491 I 
x0 s + 742 
ds + 2 jB 1 sink,(ss) ;&$-2+ d2)11 ds. 
x0 
Continuing, we have 
I 
B ~inkd4 -g& + +)I1 
% .f + 42 
-ds = ~~~Isin2~~~“cosze(,‘)~~~ 
where we use the inequality 
(sinxI,<IxI 
for 1 x I small. So 
s 
B 
x0 
’ sinkl(s)s I;;; + T’2)1’ ds < 1 rl I T jlo s(s $21 < Fl 
where F1 is independent of B. Also 
where Fz is independent of B. Thus lim _ I B co iO,B exists. In a similar manner, 
it can be shown that lim B+m IzaB exists. Thus the lemma is proved. 
Since we have shown that g, and g, are bounded functions of s for large s, 
it follows that there exists e so that 
d(s) > e - s 
for large s. 
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