Abstract. Sufficient conditions for the convergence in distribution of an infinite convolution product µ 1 * µ 2 * . . . of measures on a connected Lie group G with respect to left invariant Haar measure are derived. These conditions are used to construct distributions φ that satisfy T φ = φ where T is a refinement operator constructed from a measure µ and a dilation automorphism A. The existence of A implies G is nilpotent and simply connected and the exponential map is an analytic homeomorphism. Furthermore, there exists a unique minimal compact subset K ⊂ G such that for any open set U containing K, and for any distribution f on G with compact support, there exists an integer n(U , f) such that n ≥ n(U , f) implies supp(T n f ) ⊂ U. If µ is supported on an A-invariant uniform subgroup Γ, then T is related, by an intertwining operator, to a transition operator W on C(Γ). Necessary and sufficient conditions for T n f to converge to φ ∈ L 2 , and for the Γ-translates of φ to be orthogonal or to form a Riesz basis, are characterized in terms of the spectrum of the restriction of W to functions supported on Ω := KK −1 ∩ Γ.
Introduction and Statement of Results
This paper extends concepts, associated with the theory of refinable functions and wavelets on R d , to a connected Lie group G. In §2 we consider a sequence of measures µ i , whose integrals equal 1, whose total variations |µ i | are uniformly bounded, and whose supports supp(µ i ) converge exponentially fast to the identity 1 ∈ G. Define convolution products Φ n := µ 1 * µ 2 * µ 3 * . . . * µ n (1.1) with respect to left-invariant Haar measure dg on G. The major result in this paper is Theorem 2.1 which shows that there exists a compactly supported distribution φ on G such that
For an abelian group G this result is standard ( [11] , p. 176), [12] , and is obtained by applying the Paley-Wiener-Schwartz theorem [50] For non-abelian groups the proof proceeds from a series of lemmas that describe the effect of right convolution by µ i on the right-invariant derivatives of a function. The remaining sections derive properties of φ under more restricted assumptions on the sequence µ i .
In §3 we consider an automorphism A of G whose derivative at 1 has all eigenvalues with modulus > 1. Denote the Lie algebra of G, identified with the tangent space to G at 1, by L. The automorphism A is called a dilation and its derivative at 1 (also denoted by A) is an automorphism of L. The existence of a dilation imposes conditions on G. Lemma 3.1 shows G is a nilpotent group. This follows directly from a theorem of Jacobson [27] . We provide a proof that illustrates the relationship between the descending central series for L and the invariant subspaces of A. Lemma 3.2 shows G is simply connected. Therefore, a result of Malcev implies the exponential map is an analytic homeomorphism of L onto G. Theorem 3.1 shows A −1 is a contraction with respect to a suitably chosen left-invariant metric on G.
In §4 we consider general refinement operators. Let A be a dilation and denote the determinant of A by |A|. The dilation operator D is defined on distributions by
where f is a distribution, h is a test function, and f, h denotes the value of the distribution f at h. Therefore, if f is a function, (Df )(x) = |A| f (Ax).
A refinement mask is a measure µ whose integral equals 1, whose total variation |µ| is finite, and whose support supp(µ) is compact. The (A, µ)-refinement operator T is defined on distributions by
A distribution φ is (A, µ)-refinable if φ is nonzero, supp (φ) is compact, and φ satisfies the refinement equation T φ = φ . Since left invariant Haar measure satisfies d(Ag) = |A| dg, the sequence µ i = D i µ is a sequence of refinement masks that satisfies the hypothesis of Theorem 2.1. Clearly the cascade sequence T n f satisfies
where Φ n is defined by (1.1). Theorem 4.1 shows for any compactly supported distribution f whose integral is nonzero, the cascade sequence T n f converges in distribution to a refinable distribution φ that is unique up to a scalar multiple. Theorem 4.2 shows there exists a unique minimal compact subset K ⊂ G such that for any open set U containing K, and for any distribution f on G having compact support, there exists an integer n(U, f) such that n ≥ n(U, f) implies supp(T n f ) ⊂ U. In §5 we consider discrete refinement operators defined as (A, µ)-refinement operators whose refinement mask µ is supported on an A-invariant uniform subgroup Γ ⊂ G (Γ is discrete and the quotient space, consisting of right cosets Γ\G, is a compact manifold). Therefore the refinement mask µ can be expressed in the form µ c := γ∈Γ c(γ)δ γ , where δ γ denotes the point measure at γ, and where c is a finitely supported complex-valued function c on Γ that satisfies γ∈Γ c(γ) = 1. We call the function c a refinement mask and we let T c denote the (A, µ c )-refinement operator (or (A, c)-refinement operator). Let Γ o ⊂ Γ contain 1 and form a complete set of representatives for the right cosets AΓ\Γ. Given a refinement mask c, for r ∈ Γ define
Clearly c r depends only on the coset (AΓ)r. A refinement mask c is fundamental if
Let χ Γo denote the characteristic function of Γ o and define
Schoenberg gave a characterization of these and related distributions on R [49] , while Strang and Fix later discussed their approximation properties in the context of finite element methods [51] . The characteristic function of any fundamental domain for Γ\G is a Schoenberg distribution. Theorem 5.1 shows T c f is a Schoenberg distribution whenever c is a fundamental refinement mask and f is a Schoenberg distribution. Corollary 5.1 shows that if c is fundamental, then any (A, µ c )-refinable distribution is proportional to a Schoenberg distribution. Lemarie used variational methods to construct multiresolution analyses on stratified Lie groups [38] . The associated refinable functions are infinitely supported regular splines that interpolate δ 1 ∈ C(Γ) and minimize a functional constructed from a hypo-elliptic sub-Laplacian operator. In contrast, the refinable distributions φ constructed in this paper have compact support and, in general, may not be regular.
In §6 we discuss the relationship between conditions for the cascade sequence to converge strongly to φ ∈ L 2 (G) and properties of a transition operator constructed from A and c. Let A be a dilation of G, let Γ ⊂ G be an A−invariant uniform subgroup, and let c be a refinement mask supported on Γ. Define the (A, c)-
The formal adjoint of W is the subdivision operator S, thus
For G abelian and A = 2I, the subdivision operator was studied in [4] , [15] , [29] in the context of curve and surface approximation, while the transition operator W was studied in [6] , [7] , [10] , [32] , [33] , [34] , [36] , [37] , [57] in the context of wavelets. This paper extends related concepts to the context of nonabelian groups.
Theorem 6.1 shows that a mask c is fundamental if and only if the constant function 1 ∈ C(Γ) is an eigenvector of S having eigenvalue 1. For any distribution f and test function h, define f , h := f, ∆h whereh(g) := h(g −1 ) and ∆ is the modular function on G. Therefore for a function f, f (g) = f (g −1 ). Define the oper-
Let K ⊂ G be the compact subset in Theorem 4.2 and define the finite subset Ω ⊂ Γ by
Theorem 6.3 shows for every finitely supported b ∈ C(Γ), there exists an integer
, Ω is the minimal set with this property. Define the restricted transition operator W r to be the restriction of W to functions supported on Ω. If G is abelian, the eigenvalues of W r describe many important properties of the refinement operator T and the corresponding refinable distribution φ, including convergence of the cascade algorithm, regularity of φ, and whether the Γ-translates of φ form an orthonormal or a Riesz basis, (see [5] , [6] , [7] , [7] , [16] , [23] , [32] , [33] , [34] , [36] , [37] , [48] ). For the case G = R, and A = 2, it was shown in [33] and [34] that if W r has eigenvector δ 0 with eigenvalue 1, then φ ∈ L 2 (R). Furthermore, it was shown that the integer translates of φ are orthogonal if and only if 1 is a simple eigenvalue of W r . These results were extended to general abelian groups and general dilations in [35] , [36] and [37] , to vector-valued refinable functions in [48] . We summarize below our extensions of these results to general Lie groups. An operator satisfies condition E if 1 is a simple eigenvalue and all other eigenvalues have modulus < 1. An operator satisfies restricted condition E if all eigenvalues have modulus ≤ 1 and all eigenvalues having modulus 1 are nondegenerate. Theorem 6.4 shows that if W r satisfies extended condition E, then for any f ∈ L 2 (G) the cascade sequence T n f converges weakly in L 2 (G). This result extends Proposition 3.1 in [37] . Theorem 6.5 shows that the cascade sequence T n f converges strongly in L 2 (G) for every Schoenberg function f ∈ L 2 (G) if and only if W r satisfies condition E and c is fundamental. This result extends Theorem 2.2 in [37] . Theorem 6.6 shows that if a function φ ∈ L 2 (G) is refinable, and if [φ, φ] ∈ C(Ω) has a convolution inverse in 1 (Γ), then W r satisfies condition E. If G is abelian, Wiener's lemma implies this hypothesis is equivalent to stability of φ. Therefore Theorem 6.6 can be interpreted as an extension of Theorem 2.1 in [36] . This paper is limited to developing a foundation for a theory of compactly supported orthonormal and biorthogonal wavelets on Lie groups. It does not address the problem of constructing smooth refinable distributions, nor does it address the problem of constructing wavelet bases. However, we note that Bagget, Carey, Moran, and Ohring showed [1] , using properties of von Neumann algebras [19] , [9] , that the existence of stable refinable functions in L 2 (G) implies the existence of orthonormal wavelet bases for L 2 (G). . Distribution spaces are also discussed in [20] , [52] , [55] and [58] . For any vector v in one of these spaces and vector w in its dual space, let w, v denote the value of the linear functional w at v. Define convolution of functions by
and extend to distributions.
Let L denote the Lie algebra of G identified with the tangent space at 1. Define the exponential map exp : L → G so t → exp(tX) is the unique analytic homomorphism from R into G whose derivative at t = 0 equals X. Then exp is an analytic home-
and |Ad(g)| = ∆(g). Let U denote the right enveloping algebra, consisting of right-invariant analytic differential operators on G, with the Lie product
The Poincaré-Birkhoff-Witt theorem, [8] , [25] , [26] , [28] , [54] , [56] , implies that the monomials form a basis for U.
Define |n| := k n k and for p ∈ N define
Then U p is independent of the choice of basis and consists of all analytic differential operators of degree ≤ p.
For N ∈ N, define the norm || · || N on C N c (G) by
Clearly, this norm defines the topology on C N (K) for any compact subset K of G.
This definition is independent of the homeomorphism and the vector norm. Let ρ : G×G → R be any left-invariant metric, [2] , [31] .
Then the triangle inequality for norms implies
An inner product (·, ·) on L induces a left-invariant Riemannian structure on the tangent bundle T (G) and therefore defines a left-invariant geodesic metric ρ.
This property is equivalent to boundedness of the sequence ρ(G i ) for some (any) left-invariant geodesic metric ρ.
Proof. Let ρ be a left-invariant geodesic metric on G. It suffices to show
is bounded. Since ρ is C 1 , the sequence ρ(supp (µ i )) → 0 exponentially fast. Therefore the infinite series converges.
there exist continuous functions
and since D q h ∈ C (N −|q|) , the standard Taylor's formula ( [22] , p. 95) implies there exist continuous functions
such that r q (t, g, X, f ) is linear with respect to f and
p+|q| , the Poincaré-Birkhoff-Witt theorem implies there exist continuous functions
where
Decompose S = S 1 + S 2 and rearrange the order of summations to obtain
and
We conclude the proof by choosing
T , v i ∈ C, with vector norm
and let C k×k denote the set of k×k matrices A having complex entries, with operator norm
Let L be the Lie algebra of G and
Let J n denote the t(n)-dimensional column vector, consisting of the operators D n (in some arbitrary but fixed order) where |n| = n.
Then J h depends linearly on h and is called the (N − 1)-th jet extension of h (with respect to the basis {X i } of L).
The following result extends Lemma 2.2 by describing the effect of right translation on jet extensions.
Lemma 2.3. There exists a continuous matrix-valued function
and there exists a continuous vector-valued function
The matrix valued function B has the blocked form N −3,0 B N −3,1 B N −3,2 . . .
are continuous matrix-valued functions. The vector-valued function R has the blocked form
are continuous vector-valued functions. Furthermore, R i (t, g, X, h) and R(t, g, X, h) are linear in h.
Proof. Follows directly from Lemma 2.2.
The following result describes the effect, on jet extensions, of right-convolution by a refinement mask µ.
Lemma 2.4. There exists a continuous matrix-valued function
A : G×M(G) → C m×m ,
and a continuous vector-valued function
Q : G×M(G)×C N (G) → C m , such that for (g, µ, h) ∈ G×M(G)×C N (G), (J (h * µ))(g) = (J h)(g) + A(g, µ) ((J h)(g)) + Q(g, µ, h) .
The matrix-valued function A has the blocked form
are continuous. The vector-valued function Q has the blocked form
are continuous. Furthermore, there exists a left-invariant metric ρ on G, and there
Proof. Follows directly from Lemma 2.3. Definition 2.1. Let γ > 0. A sequence s k of complex numbers is dominated by γ if there exists a polynomial P such that
Clearly any sequence that is dominated by γ < 1 is bounded and is dominated by any γ 1 > γ. Finite linear combinations of sequences dominated by γ are dominated by γ. Furthermore, if s k is dominated by γ, then the sequence of partial sums
Henceforth, fix 0 < α < 1 and β > 1. Let µ k be a sequence of refinement masks whose total variations are uniformly bounded |µ k | ≤ β and whose support sequence supp(µ k ) converges exponentially fast at rate α to 1 ∈ G. Define convolution products
We combine Lemma 2.4 with basic properties of dominated sequences to obtain the following powerful result.
Lemma 2.5. For any N ∈ N and any
Proof. The second statement is an immediate consequence of the first. We will prove the first statement by backwards induction on n. For any continuous compactly supported vector (or scalar) valued function v on G, define
Since
For n = N, we have, since the (vector-valued) differential operator J i is right translation invariant and µ k has total variation less than β,
To extend this result for n < N we will use the inequalities in Lemma 2.4. We start with n = N −1. Since
Lemma 2.4 implies that
Lemma 2.1 implies that the supports of h k , and therefore the supports of J l h k , are uniformly bounded. Therefore (2.1) and (2.2) imply there exists c > 0 such that
The sequences ||h k−1 || N −i and ||J j h k−1 || 0 are dominated by β. Since α < 1, the sequence α k(max{1,j−i}) , and for 0 ≤ i ≤ N − 1 the sequence α k(N −i) , are dominated by α. Therefore the sequence ||J i h k − J i h k−1 || 0 is dominated by αβ. This concludes the proof for n = N − 1. We now assume n = N − 2 and let i ≤ n. The first sequence on the right side of (2.1) is clearly dominated by α 2 β. It suffices to show the second sequence is dominated by α 2 β. For j ≤ i + 1, the sequence α
is dominated by α and since j ≤ N − 1, the sequence ||J j h k−1 || is dominated by αβ (since the result was shown for n = N − 1). Therefore the second sequence is dominated by α 2 β. For j ≥ i + 2, the sequence α k(max{1,j−i}) is dominated by α 2 and the sequence ||J j h k−1 || is dominated by β, hence the second sequence is dominated by α 2 β. The proof for 0 ≤ n ≤ N − 3 proceeds by induction.
Theorem 2.1. There exists φ ∈ E (G) such that lim
Proof. For any f ∈ C 0 (G), define Φ k , f to be the integral of f with respect to the measure Φ k . Since Lemma 2.1 implies that the supports of Φ k are uniformly bounded, it suffices to show that there exists N ∈ N, c > 0 such that for any f ∈ C N c (G), the sequence Φ k , f is a Cauchy sequence whose limit is a linear function of f that is bounded by c||f || N . This establishes the existence of a compactly supported distribution φ ∈ E (G) having distribution order ≤ N such that the linear function has the form φ, f . Choose N ≥ 1 such that
and define h k := h * Φ k . A straightforward computation yields
Lemma 2.5 implies that ||h k || 0 is dominated by α N β < 1. Therefore (2.3) implies
hence the sequence h k (1) is a Cauchy sequence whose limit is a linear function of h that is bounded by c 1 ||h|| N for some constant c 1 > 0. Therefore the limit is a linear function of f. Furthermore, since the supports of Φ k are uniformly bounded and ∆ is analytic, the limit is bounded by c||f || N for some constant c > 0. This completes the proof.
Remark 2.2. Strichartz [53] derived a result, based on the Euclidean Fourier transform, that implies Theorem 2.1 under the assumption that G is a step 2 stratified nilpotent Lie group.
Dilations
An automorphism A of a Lie group G is a dilation if its derivative at 1 ∈ G is a linear transformation of the Lie algebra L of G all of whose eigenvalues have modulus > 1. We denote the derivative of A by A also and we note that it is a Lie algebra automorphism of L, thus Hence [x, y] = 1 since |νλ| > |λ|. The proof for q > 1 is similar. This concludes the proof.
Lemma 3.2. The group G is simply connected.
Proof. Assume to the contrary that G is not simply connected, let G s denote the universal covering group of G, let ρ : G s → G denote the covering homomorphism, and let K denote the kernel of ρ. Since A induces an automorphism on L it induces an automorphism on G s that commutes with ρ. Therefore A leaves K invariant. It suffices to prove K = {1}. By Lemma 3.1, L is nilpotent therefore both G and G s are nilpotent. By Malcev's theorem [40] , exp is an analytic homeomorphism of L onto G s . Clearly since exp(Ax) = A(exp(x)), for every g ∈ G such that g = 1, A n g tends to ∞ as n increases. Assume K = {1}. Then AK = K and there exists g ∈ G s such that g ∈ K and Ag ∈ K. Then ρ(g) ∈ G and ρ(g) = 1; however Aρ(g) = 1. This contradicts the assumption that A is an automorphism of G and concludes the proof. 
Proof. The first statement is obvious. Given σ 0 > σ(A −1 ), construct an inner product (·, ·) and an associated norm || · || on L such that ||A −1 x|| < σ 0 ||x||, x ∈ L. Perform left translation of (·, ·) over G to obtain a left-invariant 1-form on G and let ρ denote the corresponding left-invariant geodesic metric on G. The proof is completed by observing that , h) , g,h∈ G.
General Refinement Operators
Let A be a dilation on G and let D be the corresponding dilation operator. Let µ be a refinement mask and define the sequence of measures
Then the refinement operator
T = T µ satisfies T f = D(µ * f ) = µ 1 * (Df ) ,
for any f ∈ E(G). Iterating this formula leads to
Proof. Follows from Theorem 2.1.
Theorem 4.2. There exists a unique minimal compact subset K ⊂ G such that for any open set U containing K, and for any f ∈ E (G), there exists an integer
Proof. By Theorem 3.1 there exists 0 < σ 0 < 1 and a left-invariant geodesic metric ρ such that for any compact subset S ⊂ G,
For r > 0 define
This establishes existence of a compact set K having the asserted property. Uniqueness and minimality are obtained by forming the intersections of all such compact sets.
Discrete Refinement Operators
Let G be a connected Lie group that admits a dilation automorphism A. Then G must be simply connected and nilpotent. Also assume there exists a uniform subgroup Γ ⊂ G. This means Γ is discrete and has compact quotient. A necessary and sufficient condition for there to exist a uniform subgroup of G is that L has a rational structure and log(Γ) generates, over the rationals Q, a dense rational subspace L Q ⊂ L, see ([8] 
However, since (AΓ) (AF ) = A G = G , it follows that AF is also a fundamental domain for AΓ. Therefore,
The proof follows from (5.3) and (5.4).
Define the tile T ⊂ G by
Since A is a dilation, T is compact and AT = Γ o T . Furthermore the pairwise intersections of the |A| translates of T by elements in Γ o have measure 0 since the total measure of AT equals |A| times the measure of T . Proof. 
Transition Operators
Let A, Γ be as in §5 and let c be a refinement mask. Define the transition operator W and the subdivision operator S as in §2. Then W can be expressed as
If the group G is abelian, G = R d and the operators can be expressed using the autocorrelation c au = c * c wherec(g) := c(g −1 ) as 
Use the fact (AΓ)Γ o = Γ to obtain
Substitute ν = p −1 γq and use the fact that summing over γ ∈ Γ is equivalent to summing over ν ∈ Γ to obtain the result. 
Since this is valid for every f ∈ 1 (Γ), S1 = 1. For the if part assume S1 = 1 and let f = δ 1 in 6.1 to obtain
Since c is a refinement mask,
Combining these two equations shows c r = |A| −1 , r ∈ Γ, therefore c is fundamental. 
Theorem 6.2. The refinement and transition operators are related by
Let K ⊂ G be the compact subset in Theorem 4.2 and define the finite subset Ω ⊂ Γ by 
and concludes the proof.
Define the restricted transition operator W r to be the restriction of W to functions supported on Ω. The operator W r satisfies condition E if it has a simple eigenvalue 1 and all its other eigenvalues lie inside the unit circle. The operator W r satisfies the extended condition E if all of its eigenvalues lie inside or on the unit circle and all the eigenvalues on the unit circle are nondegenerate (their geometric multiplicities are equal to their algebraic multiplicities). 
Therefore, if W r satisfies restricted condition E, then the sequence W n ([f, f ])(1) is bounded and it must have a subsequence that converges weakly to a function h ∈ L 2 (G). Since the topology of weak convergence in L 2 (G) is stronger (finer) than the topology of E (G), it follows that h = φ. Furthermore, T n f converges weakly to φ, otherwise it has a subsequence which converges to another function in L 2 (G) which is impossible. This completes the proof. Therefore |λ| < 1, or λ = 1 and 1 is a simple eigenvalue. Thus condition E holds and the proof is complete.
