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Abstract
It is known that an inverse M-matrix is strict path product, but not necessarily vice versa for n > 3. It
is shown that any square, positive matrix may be made strict path product by predictable additions to the
diagonal and that any (normalized) strict path product matrix may be made inverse M by additions to the
diagonal that are bounded in terms of the size of the matrix. The latter has implications for pairs of inverse
M-matrices whose Hadamard product is inverse M . A determinantal inequality relating principal minors
and certain associated almost principal minors is derived for normalized inverse M-matrices.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
By an M-matrix, we mean an n-by-n matrix A with nonpositive off-diagonal entries that
is invertible and has an entry-wise nonnegative inverse; this is equivalent to A being of the
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form αI − B, in which B is entry-wise nonnegative and α > ρ(B), the spectral radius of B.
A nonnegative matrix that occurs as the inverse of an M-matrix is called an inverse M-matrix
(IM-matrix). As with other mnemonics in this paper, we use IM both as an abbreviation and as the
name of the corresponding set. M-matrices arise in various aspects of numerical linear algebra,
in cost model matrices in economics, and in the numerical solution of certain types of differential
equations. In addition to their obvious application to inverse problems involving M-matrices, IM-
matrices themselves arise in a number of applications such as numerical integration [12], the Ising
model of ferromagnetism [12], taxonomy [1], and random energy models in statistical physics [3].
Much is known about both important classes [2,4,6,7]. We will be especially interested in the facts
that both M-matrices and IM-matrices have positive principal minors [4] and that both classes
are closed under positive diagonal multiplication and in the following property of an IM-matrix
A = (aij ), n  3 which was first noted in [12] and more fully developed in [8]
aij ajk
ajj
 aik (1.1)
for all distinct indices i, j, k such that 1  i, j, k  n. We call (1.1) the path product (PP) con-
ditions (see [8]) and a nonnegative matrix A, with positive diagonal entries, satisfying these
conditions is said to be a PP matrix. If, in addition, there is a strict inequality in (1.1) whenever
i = k, A is said to be a strict path product (SPP) matrix. It was noted in [8] that an IM-matrix is
SPP. Moreover, an SPP matrix is IM provided n  3, but that this is not necessarily the case for
larger n. We note that if we increase the diagonal of a PP(SPP) matrix, it remains PP(SPP).
For any m-by-n matrix A, we denote the submatrix lying in rows α and columns β by A[α, β];
here α ⊆ 〈m〉 = {1, 2, . . . , m} and β ⊆ 〈n〉 = {1, 2, . . . , n}. If m = n and α = β, the principal
submatrix A[α, α] is abbreviated as A[α]. Similarly, A(α, β) denotes the submatrix obtained from
A by deleting rows α and columns β and A(α, α) is abbreviated A(α). If A is square and A[α]
is invertible, the Schur complement A/A[α] is defined as A[αc] − A[αc, α]A[α]−1A[α, αc] in
which αc denotes the complement of α in 〈m〉 = 〈n〉. We will make use of Schur’s formula [5]
det A = det A[α] det(A/A[α]). (1.2)
We note that for any n-by-n positive matrix (or nonnegative matrix with positive diagonal) A =
(aij ), the following are equivalent:
(i) A is PP.
(ii) A/akk is nonnegative for all k.
This follows since (A/A[{k}])ij = (A/akk)ij = aij − aikakjakk .
Square submatrices that are defined by index sets differing in only one index, or the minors that
are their determinants, are called almost principal. Almost principal minors (APMs) are special
for a variety of reasons including that, in the co-factor form of the inverse, they are exactly the
numerators of off-diagonal entries of inverses of principal submatrices. Using the informal notation
α + i (respectively, α − i) to denote the augmentation of the set α by i /∈ α (respectively, the
deletion of i ∈ α from α), almost principal submatrices are of the form A[α + i, α + j ], i, j /∈ α
(A[α − i, α − j ], i, j ∈ α), i /= j . Since principal submatrices of IM-matrices are themselves
IM [7], the sign of every nonzero APM of an IM-matrix is determined entirely by its position.
Specifically, if A is an n-by-n IM-matrix, for α ⊆ 〈n〉 and i, j ∈ α, sign(det A[α − i, α − j ]) is
the same as that of (−1)r+s+1 in which r (respectively, s) is the number of indices in α less than
or equal to i (respectively, j ). Thus, necessary and sufficient conditions for a nonnegative matrix
to be IM are as follows.
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Lemma 1. If A is an n-by-n nonnegative matrix, then A is IM if and only if
(a) its determinant and its maximal proper principal minors are positive and
(b) its maximal APMs are signed as those of an IM-matrix.
Let A be an n-by-n matrix, α ⊆ 〈n〉, and suppose |α| = k. Define the (n − k)-by-(n − k)
matrix B = (bij ), with i, j ∈ αc, by setting bij = det A[α + i, α + j ], for every i, j ∈ αc. Then
Sylvester’s identity for determinants (see [5]) states that for each δ, γ ⊆ αc, with |δ| = |γ | = m,
det B[δ, γ ] = (det A[α])m−1 det A[α ∪ δ, α ∪ γ ]. (1.3)
We will utilize the following special case of this identity: Let A be an n-by-n matrix partitioned
as follows:
A =
⎡
⎣a11 a
T
12 a13
a21 A22 a23
a31 aT32 a33
⎤
⎦ , (1.4)
in which A22 is (n − 2)-by-(n − 2) and a11, a33 are scalars. Define the matrices B =
[
a11 a
T
12
a21 A22
]
,
C =
[
aT12 a13
A22 a23
]
,D =
[
a21 A22
a31 aT32
]
,E =
[
A22 a23
aT32 a33
]
. If we letb = det B, c = det C,d = det D, and
e = det E, then, by (1.3), it follows that det
[
b c
d e
]
= det A22 det A. Hence, provided det A22 /= 0,
we have
det A = det B det E − det C det D
det A22
. (1.5)
It was noted in [8] that, if A = (aij ) is an n-by-n SPP matrix, then there exist positive diagonal
matrices D and E such that DAE = A1 in which A1 = (αij ) has ones on the diagonal and
off-diagonal entries less than 1. In this case we say A1 is a normalized SPP matrix.
In this paper we show that a positive matrix may be made PP by well defined additions to the
diagonal. We establish a determinantal inequality for normalized SPP matrices. For normalized
IM-matrices, this inequality provides an interesting dominance relation between the principal
minors and certain associated APMs. We then show that the addition of the identity matrix to any
4-by-4 normalized SPP-matrix results in an IM-matrix. This 4-by-4 fact may be generalized; we
show that any n-by-n SPP matrix can be made IM by the addition of any scalar matrix sI such
that s  n − 3. (In fact, there is a lower bound on s that is less than or equal to n − 3.) The latter
result has implications for pairs of IM-matrices whose Hadamard product is IM.
2. Positive, path product, and inverseM-matrices
Our first two propositions clarify the connection between positive matrices and positive PP
matrices.
Proposition 1. Let A = (aij ) be an n-by-n positive matrix and suppose that (1.1) holds for all
distinct i, j, k. Then,
aij aji  aiiajj .
Proof. Suppose that i, j ∈ 〈n〉 with i /= j . Then, for all k /= i, j , we have
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aij aji 
(
aiiakj
aki
)(
ajj aki
akj
)
= aiiajj ,
since akiaij  akj aii and akj aji  ajj aki . 
We note that Proposition 1 shows that, as in prior work [8], the distinctness of the indices need
not be required in the definition of PP.
Proposition 2. Let A = (aij ) be an n-by-n matrix such that aij > 0, i /= j, and aii = 0, i =
1, . . . , n. Then, there is a unique, minimum positive diagonal matrix D such that A + D is PP.
Proof. Let D = diag(d1, . . . , dn) in which dk is given by
dk = max
i /=j
i,j /=k
aikakj
aij
.
This assures that aij  aikakjdk for triples {i, j, k} that are distinct, and according to Proposition 1
those for which i /= j , but i = k, follow. 
A direct consequence of Proposition 2 is that the addition of a (minimal) nonnegative diagonal
matrix or a minimal scalar matrix converts a square positive matrix into a PP matrix. A priori this
diagonal matrix is not bounded, even in terms of n, but it is bounded in terms of the sizes and ratios
among entries. We also note that, depending on the zero pattern of the entries, we may not be able
to convert a nonnegative matrix with zero diagonal to a PP matrix with positive diagonal matrix
addition. For instance, if A = (aij ) is such a matrix and for distinct indices i, j, k, aij ajk > 0
while aik = 0, then A + D /∈ PP for any positive diagonal matrix D.
We next establish a determinantal inequality for certain normalized SPP matrices. For nor-
malized IM-matrices, the inequality shows that the dominance relationship between diagonal and
associated off-diagonal entries extends to all proper principal minors and certain associated APMs.
Observe that a special case of this inequality is the known fact that a row (column) diagonally
dominant M-matrix has an inverse that is diagonally dominant of its column (row) entries. The
theorem establishes the following useful fact: a normalized SPP matrix is IM provided that the
proper principal minors and the APMs are appropriately signed. (In this case, the determinant is
positive.)
Theorem 1. Let A = (aij ) be an n-by-n normalized SPP matrix, n  2, whose proper principal
minors are positive and whose APMs are signed as those of an IM-matrix. Then,
(a) for any nonempty proper subset α of 〈n〉 = {1, 2, . . . , n} and for any indices i ∈ α and
j /∈ α
det A[α] > max{| det A[α − i + j, α]|, | det A[α, α − i + j ]|}; (1.6)
(b) det A > 0; and
(c) A is IM.
Proof. Since the theorem obviously holds for n = 2, we assume henceforth that n  3. To estab-
lish (1.6), it suffices to prove that
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det A[〈n − 1〉] > | det A[〈n − 1〉, 〈n〉 − 1]|.
Firstly, suppose that a1n = 0 and let S = {i|a1i = 0}, k denote the cardinality of S, and T =
{i|a1i /= 0, i ∈ 〈n〉 − 1}. If k = n − 1, then (1.5) obviously holds. So we may assume that S and
T are each nonempty and form a partition of 〈n〉 − 1. Let i ∈ T and j ∈ S. Then, by the PP condi-
tions, a1iaij  a1j = 0. Since a1i /= 0, this implies aij = 0 for i ∈ T and j ∈ S, and, in addition,
a1j = 0 for j ∈ S, hence, A[〈n − 1〉, 〈n〉 − 1] has an (n − k)-by-k zero submatrix. It follows
from the Frobenius–König Theorem [9] that det A[〈n − 1〉, 〈n〉 − 1] = 0, which completes the
proof of this case.
Now suppose that a1n > 0 and n is odd (the even case is analogous). Since the almost prin-
cipal minors of A are signed as those of an IM-matrix, it follows that the n, 1 cofactor of A,
(−1)n+1 det A[〈n − 1〉, 〈n〉 − 1]  0, and, hence, det A[〈n − 1〉, 〈n〉 − 1]  0 (since n is odd). If
det A[〈n − 1〉, 〈n〉 − 1] = 0, then the result certainly holds. So assume that det A[〈n − 1〉, 〈n〉 −
1] < 0. Then,
| det A[〈n − 1〉, 〈n〉 − 1]| = − det A[〈n − 1〉, 〈n〉 − 1]
= −
n−1∑
i=1
(−1)i+n−1ain det A[〈n − 1〉 − i, 〈n − 1〉 − 1]
(expanding by the last column)
=
n−1∑
i=1
(−1)i+1ain det A[〈n − 1〉 − i, 〈n − 1〉 − 1]
= a1n{det A[〈n − 1〉 − 1]
+
n−1∑
i=2
(−1)i+1 ain
a1n
det A[〈n − 1〉 − i, 〈n − 1〉 − 1]}
< det A[〈n − 1〉 − 1]
+
n−1∑
i=2
(−1)i+1 ain
a1n
det A[〈n − 1〉 − i, 〈n − 1〉 − 1]}
(since 0 < a1n < 1)
 det A[〈n − 1〉 − 1]
+
n−1∑
i=2
(−1)i+1ai1 det A[〈n − 1〉 − i, 〈n − 1〉 − 1]
(
since each term in the summand has the same sign
as the i, 1 cofactor ofA[〈n − 1〉] and hence is nonpositive,
and since
ain
a1n
 ai1
)
= det A[〈n − 1〉],
which establishes (1.6). Applying (1.5) and (1.6), we see that (b) (and hence (c)) holds, completing
the proof. 
Then, directly from Theorem 1, we have
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Corollary 1. Let A be an n-by-n nonnegative matrix, n  2, each of whose proper principal
submatrices is IM. Then A is IM if and only if each of its maximal APMs is signed as that of an
IM-matrix.
We also have the following dominance relation between the principal minors and certain
associated APMs of a normalized IM-matrix.
Corollary 2. Let A = (aij ) be an n-by-n normalized IM-matrix, n  2. Then, for α a nonempty
proper subset of 〈n〉 = {1, 2, . . . , n} and for any indices i ∈ α and j /∈ α, (1.6) holds.
Examining the proof of Theorem 1 carefully, we see that we did not need all proper principal
minors and all APMs to be appropriately signed for the matrix to have positive determinant, i.e.,
we have.
Proposition 3. Let A be an n-by-n nonnegative matrix, n  3. Then, A is IM if and only if A is
SPP and all principal minors and all APMs, each of orders n − 1 and n − 2, are signed as those
of an IM-matrix.
The following theorem, based primarily on path product inequalities, motivated this paper and
we will see that it is a special case of more general results that follow.
Theorem 2. Let A be a 4-by-4 normalized SPP matrix. Then A + I is IM. Furthermore, A + sI,
s < 1, need not be IM.
Proof. By Theorem 1 and permutation similarity, to show A + I is IM, it suffices to show that
a particular 3-by-3 APM is necessarily properly signed. We show that the 4, 1 APM is non-
negative
det(A + I )(4, 1) = det
⎡
⎣ a12 a13 a141 + 1 a23 a24
a32 1 + 1 a34
⎤
⎦
= 4a14 + a12a23a34 + a13a32a24 − 2a12a24 − 2a13a34 − a14a23a32
= 2(a14 − a12a24 + a14 − a13a34) + a12a23a34 + a13a32a24 − a14a23a32
 2(a14 − a12a24 + a14 − a13a34)
+ a12a23a32a34 + a13a32a23a34 − a14a23a32
(by PP) If the sum of the last three terms is nonnegative,
then the determinant is nonnegative by the path product inequalities.
Otherwise,
= 2(a14 − a12a24 + a14 − a13a34) + (a12a34 + a13a34 − a14)a23a32
 2(a14 − a12a24 + a14 − a13a34) + (a12a34 + a13a34 − a14)
= 2(a14 − a12a24) + (a14 − a13a34) + a12a34
 0.
For the second claim, let 0 < , s < 1 and let
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A =
⎡
⎢⎢⎣
1 1 −  1 −  1 − 
 1  1 − 
  1 1 − 
   1
⎤
⎥⎥⎦ .
Then A + sI is SPP. Further, for  “small”, det(A + sI )(4, 1) ≈ (s + 1)(s − 1) < 0 so that
A + sI is not IM, completing the proof. 
Let A = (aij ) be an n-by-n normalized SPP matrix, n  3, and, for i /= j , let
u
(A)
ij =
⎧⎪⎪⎨
⎪⎪⎩
max
i /=j
⎧⎨
⎩ 1aij
n∑
k=1
k /=i,j
aikakj
⎫⎬
⎭ , aij /= 0,
0, aij = 0.
(Notice that aij = 0 implies aikakj = 0 for all k.) Let U(A) = maxi /=j u(A)ij . We call U(A) the
upper path product bound for A.
The following straightforward lemma will prove useful.
Lemma 2. Let A = (aij ) be an n-by-n normalized SPP matrix, n  3. Then,
(i) for any i, j ∈ N with i /= j,
n∑
k=1
k /=i,j
aikakj  U(A)aij ;
(ii) U(A)  n − 2. Moreover, U(A) = n − 2 if and only if, for some i, j ∈ N (i /= j), aij /= 0
and aikakj = aij for all k /= i, j.
Proof. The conclusions follow from the definition of U(A) and (1.1). 
The next two theorems generalize Theorem 2.
Theorem 3. LetA=(aij )be ann-by-nnormalized SPP matrix, n  3,and letL=max{U(A), 1}.
Then A + sI is IM for all s  L − 1. Furthermore, L − 1 may not be replaced by a smaller value.
Proof. By induction on n. If n = 3, then U(A)  1 so that L = 1. Since A is SPP, A = A + 0I =
A + (L − 1)I is IM and thus A + sI is is IM for all L  L1, when establishing the first claim
for n = 3. Proceeding inductively, it follows that the (n − 1)-by-(n − 1) principal minors of
B = A + (L − 1)I are positive since for any principal submatrix A1 of A, A1 + (L1 − 1)I is
IM so that A1 + (L − 1)I is IM, as L  L1, where L1 = max{U(A1), 1}. From Theorem 1, it
follows that, if the entries of adj B are properly signed, then det B > 0 and B is IM. Thus, for the
first claim, it suffices to verify that an (n − 1)-by-(n − 1) APM is properly signed. By permutation
similarity, it suffices to check any particular one, say the complement of the (1, 2)- entry, which
should be nonnegative. Its value is
b21 det B({1, 2}) −
[
b23 · · · b2n
]
adjB({1, 2})
⎡
⎢⎣
b31
...
bn1
⎤
⎥⎦ .
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Division by det B({1, 2}) means that we need
b21 
[
b23 . . . b2n
]
B({1, 2})−1
⎡
⎢⎣
b31
...
bn1
⎤
⎥⎦ . (1.7)
Let B({1, 2})−1 have entries cij , i, j = 3, . . . , n. By induction, C = (cij ) is an M-matrix. The
right hand side of (1.7) is
n∑
i,j=3
b2icij bj1 =
∑
i /=j
b2icij bj1 +
n∑
i=3
b2iciibi1. (1.8)
Since cij  0, i /= j , the first term on the right hand side of (1.8) is not more than∑i /=j b2icij bjibi1
by path product.
Because of Fischer’s inequality [6] applied to the IM-matrix B({1, 2}), we have det B({1, 2}) 
bii det B({1, 2, i}) = L det B({1, 2, i}) so that 1L  det B({1,2,i})det B({1,2}) = cii .
Combining, we obtain
n∑
i=3
n∑
j=3
b2icij bj1 =
n∑
i=3
n∑
j=3
j /=i
b2icij bj1
+
n∑
i=3
(b2iciibi1 + b2iciibiibi1 − b2iciibiibi1)

n∑
i=3
n∑
j=3
b2icij bjibi1 +
n∑
i=3
(1 − bii)b2iciibi1
(since bj1 = aj1  ajiai1 = bjibi1  0 and cij  0, i /= j)
=
n∑
i=3
b2ibi1
n∑
j=3
cij bji +
n∑
i=3
(1 − L)b2iciibi1
=
n∑
i=3
b2ibi1(1 + (1 − L)cii)
(since
n∑
j=3
cij bji = the i, i entry of CC−1)

n∑
i=3
b2ibi1
(
1 + (1 − L) 1
L
)
= 1
L
n∑
i=3
b2ibi1
= 1
L
n∑
i=3
a2iai1
 1
L
(U(A)a21)
 a21,
which completes the proof of the first claim.
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If the normalized SPP matrix
A =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 1 −  1 −  . . . 1 −  1 − 
 1  . . .  1 − 
 
.
.
.
.
.
.
...
...
...
...
.
.
.
.
.
.  1 − 
...
...
.
.
. 1 1 − 
  . . . . . .  1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
in which 0 <  < 1 and C = (cij ) is the cofactor matrix of B = A + sI , then, for  “small”,
cn1 ≈ (−1)n+1(−1)n((1 + s)n−2 − (n − 2)(1 + s)n−3) = −(1 + s)n−3(s − (n − 3)).
So, if 0 < s < L − 1  n − 3, det B > 0 and cn1 > 0. Hence, the 1, n entry of B−1 is positive.
Thus, B is not IM, establishing the second claim. 
From Lemma 2(ii), we have
Theorem 4. Let A be an n-by-n normalized SPP matrix, n  3. Then A + sI is IM for all
s  n − 3.
Certainly, there is a minimal scalar s0(A) such that A + sI is IM for all s  s0(A).
Example. Consider the 4-by-4 normalized SPP matrix
A =
⎡
⎢⎢⎣
1 0.10 0.40 0.30
0.40 1 0.40 0.65
0.10 0.20 1 0.60
0.15 0.30 0.60 1
⎤
⎥⎥⎦ .
As seen in [8], A is not IM (the (2, 3)-entry of A−1 is positive). By actual calculation, U(A) =
1
a31
(a32a21 + a34a41) = 1.7 > 1. Hence, A + sI is IM for all s  0.7. (In fact, A + sI is IM if
and only if s 
√
1537−25
80 ≈ 0.18.)
A consequence of Theorem 4 is the following.
Corollary 3. Let A be an n-by-n nonnegative matrix with positive diagonal entries and let D and
E be positive diagonal matrices such that DE = (n − 2)[diag(A)]−1. Then, if DAE − (n − 3)I
is SPP, A is IM.
The Hadamard product of the n-by-n matrices A = (aij ) and B = (bij ), denoted A ◦ B, is the
n-by-n matrix (aij bij ). In [6] an example was given to show that the Hadamard product of two
independent IM-matrices need not be IM. Later a 4-by-4 such example was given [11]. Since the
Hadamard product of two IM-matrices is IM when n  3, e.g. [8], this fully clarifies when the
class of IM-matrices is closed under Hadamard multiplication. Observe that (DAE) ◦ (FBG) =
DF(A ◦ B)GE for positive diagonal matrices D, E, G, and H and that A ◦ B is normalized SPP
provided A and B are. The Hadamard dual of the IM-matrices, denoted IMD , is defined to be
the set of all matrices B such that A ◦ B is IM for all IM-matrices A. It follows that if A ∈ IMD ,
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then so is DAE for any positive diagonal matrices D and E. Obviously, J , the all ones matrix,
the positive diagonal matrices, and the positive rank 1 matrices are contained in IMD .
Lemma 3. If A is an n-by-n normalized IM-matrix, then (A + (n − 3)In) ∈ IMD.
Proof. Let A be an n-by-n normalized IM-matrix and B be an n-by-n IM-matrix. Then, there
exist positive diagonal matrices D and E such that B = DB1E in which B1 is a normalized
IM-matrix. Thus, (A + (n − 3)In) ◦ B = D[A ◦ B1 + (n − 3)In]E and the result follows from
Theorem 4 and the remarks above. 
Theorem 5. If A is an n-by-n IM-matrix and D and E are positive diagonal matrices such that
A1 = DAE is normalized, then A + (n − 3)D−1E−1 ∈ IMD.
Proof. It follows from Lemma 3 that A1 + (n − 3)In ∈ IMD . Hence, A + (n − 3)D−1E−1 =
D−1(A1 + (n − 3)In)E−1 ∈ IMD . The result follows from Lemma 3. 
As we noted previously, the Hadamard product of two IM-matrices need not be IM for n > 3.
However, because of Lemma 3, the Hadamard product of any IM-matrix with many others is IM.
Theorem 5 identifies a number of matrices in IMD , and any IM-matrix may be changed to one in
IMD by addition of an appropriate scalar matrix.
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