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Abstract—The Median String Problem is W[1]-Hard under the
Levenshtein distance, thus, approximation heuristics are used.
Perturbation-based heuristics have been proved to be very com-
petitive as regards the ratio approximation accuracy/convergence
speed. However, the computational burden increase with the size
of the set. In this paper, we explore the idea of reducing the size
of the problem by selecting a subset of representative elements,
i.e. pivots, that are used to compute the approximate median
instead of the whole set. We aim to reduce the computation
time through a reduction of the problem size while achieving
similar approximation accuracy. We explain how we find those
pivots and how to compute the median string from them. Results
on commonly used test data suggest that our approach can
reduce the computational requirements (measured in computed
edit distances) by 8% with approximation accuracy as good as
the state of the art heuristic.
Index Terms—median string, pivot selection
I. INTRODUCTION
Different pattern recognition techniques such as cluster-
ing, k-Nearest Neighbors classifiers or instance reduction
algorithms require prototypes to represent different patterns.
Strings are widely used to represent those patterns. One
particular case is contour representation using Freeman chain
codes [19], [20], [22]. Also, strings are used to represent
biological data such as DNA, RNA or protein sequences. The
problem of finding a string that represents a set of strings
has direct applications in relative compression algorithms and
can be used with data such as those mentioned previously.
Under Levenshtein distance, finding the median string is W[1]-
Hard for the number of strings even for binary alphabets
[17]. As an alternative to this, heuristic approaches have been
proposed that iteratively refine an initial solution, applying
editing operations until an approximation of the real median
string is reached. However, as the size of the data sets begins
to grow, the time of heuristics to find a solution to the problem
increases. For that reason, focusing the search on certain
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elements can be fundamental to reduce the computational
effort.
The Median String problem as defined in [10] can be
formalized as follows: Let Σ be an alphabet, Σ∗ the set of all
strings over Σ, and ǫ the empty symbol over this alphabet. For
two strings Si, Sj ∈ Σ
∗, we denote as E
Sj
Si
= {e1, e2, ..., en}
the sequence of edit operations transforming Si into Sj . Also,
let ω(a→ b) be a domain specific function that assigns a cost
to an edit operation. The cost of E
Sj
Si
is ω(E) =
∑
ei∈E
ω(ei)
and the edit distance from Si to Sj is defined as d(Si, Sj) =
argminE{ω(E
Sj
Si
)}. Given a set S, the string Sˆ ∈ Σ∗ that
minimizes
∑
Si∈S
d(Sˆ, Si) is called the median string while
if it is restricted to Sˆ ∈ S is called the set median. Neither
the median string, nor the set median have to be unique.
II. RELATED WORK
It is a fact that we can compute the median string using
the Levenshtein distance for a set of N strings of length l in
O(lN ) [11]. However, this computational cost is impractical.
As an alternative, one approach consists in taking an initial
string and makes successive editions over it, aiming to reduce
the cumulative distance to the strings in the set. This family
of algorithms is called Perturbation-based algorithms.
The most frequent choices for the initial string are the
empty string and the median of the set. A ranking of possible
editions allows sorting them to be applied, the way this ranking
is implemented affects the computational effort. In [4] is
described as a greedy implementation and in [12] is included a
tie-breaking criterion for instances where many symbols have
the same goodness index.
In [10], the current solution is systematically changed,
performing insertions, deletions, and substitutions in every
position, taking as the initial string the set median. Martı´nez
et.al. [15] use a specific order to apply operations. First,
they perform substitutions in each position of the candidate
solution, evaluating each possible symbol.
Every time that a new candidate solution is generated, it
is necessary to compute the distance to all the strings in the
set. This happens in all the cases cited above. In [3], [31],
authors apply multiple perturbations in the same iteration.
These algorithms are faster, but the quality of the approximated
median that they obtain is lower.
In [2] is studied how to rank each candidate edition, for first
apply the bests. [1] improved the idea of [2] and achieved more978-1-7281-5613-2/19/$31.00 ©2019 IEEE
solid outcomes, increasing the convergence speed compared
with [14] and maintaining the quality of the approximated
median. One step further, in [21], the heuristic to select the best
edit operation considerate the repercussions of each edition
in all strings of the set, improving the ranking of editions.
Another approach for the Median String Problem is as a Linear
Programming problem, this is the case of [23], which give a
lower bound and analyze the cases where the true median
cannot be achieved, but do not obtain the median string. Also,
[24], [25], using Integer Linear Programming, provide models
for median and center string problems. In [2], the weighted
median string is presented as a generalization of this problem.
In the case of, [26], strings are embedded in a vector space,
but this approach has constrictions in terms of length variation
and the maximum edit distances among the set.
In general, the whole input set S is used when running the
algorithms. In this work, we propose to search the approximate
median, not over S but in a subset P such that |P | ≤ |S|, how-
ever, ideally |P | ≪ |S|. The hypothesis is that computing the
median only with elements in P is possible to obtain a high-
quality approximation to the median of S. This way, we expect
to speed up the convergence of a reference perturbation-based
heuristic while achieving similar approximation accuracy. To
select P , we propose to apply the Spatial Selection of Sparse
Pivots strategy presented in [27] which allows us the select
pivots representing the space covered by S.
In this work, we explored how behaves the solution in [21]
operating as it is out of the box, i.e. computing the median of
S using the whole set, and when is applied to P . Note that in
both scenarios, the accuracy of the approximation is evaluated
using S. Elements in P are called pivots, in the following
sections, we will describe how to select them.
III. REDUCING THE PROBLEM. SEARCH IN METRIC
SPACES AND PIVOT SELECTION
A simple definition of a Metric Space is as follows:
A Metric Space is a set of elements in which the distance
between them satisfies four basics rules. First, the distance
between any pair of elements is not negative. Second, the
distance between two elements x and y is 0 if and only if x and
y are the same element. Third, symmetry, the distance from
x to y is the same that the distance from y to x. And fourth,
triangle inequality, distance from x to z is always greater or
equal to the sum of the distances from x to y and the distance
from y to z.
1) d(x, y) ≥ 0
2) d(x, y) = 0↔ x = y
3) d(x, y) = d(y, x)
4) d(x, z) ≤ d(x, y) + d(x, y)
In this paper we use Levenshtein distance as edit distance,
which satisfies the properties of Metric Space.
A very common problem in computer science is trying to
find similar elements in a set, according to a specific function,
greater than a certain threshold. The similarity function may
be extremely complex in some cases, that is why to reduce the
search space is a valid approach to decrease the search time.
One approach to this problem is focused on finding rep-
resentatives of each region of the search space, these rep-
resentatives are called pivots. When querying for the top-k
similarity of a new element, the search space is reduced only
to the neighborhood of the closest representative. The number
of pivots varies depending on the accuracy of the similarity
estimation. Normally, it is desired to have a balance between
the number of pivots and the accuracy of the similarity
estimation [32], [33], because a large number of pivots reduces
the speed of the initial search, moreover, few pivots reduce the
accuracy because in this case, each pivot will represent very
different elements scattered across the space.
In [27] described the process of Sparse Pivot Selection
and remarks the previous work in this field like in [28],
[29], [30] and [34]. As we can see in the aforementioned
works, the robustness of the similarity search method based
on pivots depends directly on the number of pivots, the
distribution between them and the distribution in the metric
space. Precisely in [30] the maximization of the distance
between pivots is pursued, showing empirical results of the
effectiveness of this method. More recently [35] presents a
dynamic method of pivot selection that can modify the set of
pivots while the database is growing.
A. Algorithms for Pivot Selection
A good pivot selection can reduce the search space. That is
why, an estimation of the maximum distance between elements
is required, and for this, we use a linear algorithm. The idea
of that algorithm is to calculate the maximum distance from
the first element to the rest of the set, and then, do the
same with the farthest element found, keeping a reference of
the maximum obtained distance. This process ends when no
improvement is achieved. This idea is illustrated in Algorithm
1.
Algorithm 1: maxDistanceEstimation(S) :maxDist
Input : S
Output : maxDist
/* S: as a list of strings. */
1 currentIndex = 0
2 formerIndex = −1
3 maxPossition = 0
4 maxDist = −∞
5 while (currentIndex 6= formerIndex) do
6 for (i = 0 to |S|) do
7 dist = getDistance(S(i), S(currentIndex))
8 if (dist > maxDist)
9 then
10 maxDist = dist
11 maxPossition = i
12 end if
13 end for
14 formerIndex = currentIndex
15 currentIndex = maxPossition
16 end while
17 return maxDist
In our case, the pivot selection algorithm starts with the
set median as the only element in P . Each element in S is
considered as a possible pivot if the distance to each element
in P is greater than a fraction of the estimated longest distance
between any pair of strings in S. This fraction is determined by
a parameter α which is a value between 0 and 1 whose optimal
value is determined empirically. We also want to know how
many set members are represented for each pivot. Algorithm
2 shows our procedure to select pivots.
Algorithm 2: pivotSelection(S, α,maxDist, setMean)
:P,W
Input : S, α,maxDist, setMean
Output : P,W
/* S: as a list of strings. */
/* P : list of pivots . */
/* W : list of respective pivot weight. */
1 P = ∅
2 W = ∅
/* setMean is the first pivot and its weight is 1 . */
3 P.add(setMean)
4 W.add(1)
5 for (i = 0 to |S|) do
6 posible = true
7 minSpace = ∞
8 pivotIndex = 0
9 for (j = 0 to |P |) do
10 space = getDistance(P (j), S(i))
11 if (space < maxDist ∗ α) then
12 posible = false
13 if (space < minSpace) then
14 minSpace = space; pivotIndex = j
15 end if
16 end if
17 end for
18 if (posible) then
19 P.add(S(i))
20 W.add(1)
21 end if
22 else
23 ++W (pivotIndex)
24 end if
25 end for
26 return P,W
To apply the pivot selection algorithm to the median string
problem we propose Algorithm AppMedianStringRepercus-
sion refering to the algorithm proposed in [21]
IV. EXPERIMENTAL RESULTS
We conduct experiments to compare the quality of the
approximated median for S obtained using pivots in P respect
to the reference algorithm [21] which operates over the whole
S. We used the average distance to the median (MAD) as a
quality measure and the number of edit distance computed
while the algorithms are running as a measure of the speed.
For experimental evaluation, we work with strings that
represent contours of letters using Freeman chain codes for
hand-printed letters from a subset of the NIST 19 1 special
database. This codification is also used in [1], [7], [8], [18],
[21]. For Freeman chain codes, substitution cost between
symbols is equivalent to one unit for every 45 degrees of
difference in the orientation of each symbol, for insertions and
deletions the cost is always of two units as in [1], [18], [21].
We evaluated sets of size of 360 strings for each letter of the
English alphabet, thus 26 independent samples were drawn and
the average length of strings in each one computed. Attending
to its average length, we binned each sample into one of the
three equal-width categories short, medium and large 2. This
allows us to analyze the behavior of our approach as regards
the average length of strings. For experiments, we selected
some datasets from each category. For short length, we used
letters P, O and I, for medium length we used R, D, B, and
A, and for large length, we used W and M.
Since the size of P depends on α, we evaluate different
values for this parameter, from 0.30 to 0.02 with a step of
0.005. However, for each set, we report only values for α that
lead to the most significant changes in the results.
From table I to table VI we show the number of edit
distances (Operations) required (×106), the MAD and the size
(Pivots%) of P as percent of the size of S. We also show the
result of the reference algorithm running over the whole set
S. For the maximum distance estimation and pivot selection,
we count the number of distances computed for comparative
reasons. We add it to the result of the median string distance
count. Also, the MAD is calculated using all S and not only
the pivots. In bold, lowest Pivots%, i.e the highest reduction,
that led to a value of MAD only different to the reference in
decimal order.
TABLE I
MEDIAN STRING DATASET P.
α 0.15 0.13 0.12 0.11 Reference
Pivots% 68.61 84.72 90.00 97.22 -
Operations 0.65 0.82 0.79 0.87 0.91
MAD 91.31 90.16 89.92 89.73 89.84
TABLE II
MEDIAN STRING DATASET O.
α 0.15 0.12 0.11 0.10 Reference
Pivots% 47.78 77.22 86.11 91.94 -
Operations 324.94 594.06 538.96 626.99 536.12
MAD 67.46 63.05 62.50 62.06 62.20
Analyzing the results we find that when Pivots% decreases
the MAD increases. This can be explained since in most
scenarios can be expected that the lowest is |P | the lower
is its ability to represent S. However, experiments show that
1NIST 19 supersedes NIST Special Databases 3 and 7.
2Using pandas.cut function
TABLE III
MEDIAN STRING DATASET R.
α 0.17 0.16 0.15 0.10 Reference
Pivots% 76.94 81.11 91.11 99.72 -
Operations 1.24 1.55 1.22 1.66 1.60
MAD 132.54 132.19 131.35 131.19 131.40
TABLE IV
MEDIAN STRING DATASET D.
α 0.15 0.12 0.10 Reference
Pivots% 57.78 81.94 94.72 -
Operations 0.84 0.69 0.81 0.73
MAD 102.04 98.01 97.36 97.64
the best results are achieved when the percentage of pivots is
between 85% and 95% because the MAD is very close to the
MAD for the reference result while the number of operations
that we need is smaller. An interesting fact is that in some
cases if Pivots% grows near to 100, the number of operations
can be even larger than the obtained without the pivot selection
strategy.
In six of the nine samples {P, I, R, B, A, W} our approach
has only a fractional difference to the reference algorithm
while the number of operations was about 15% lower. In the
other two cases, {D, M}, besides the number of operations
was largest, the MAD was lower, i.e the quality of the median
was better than the reference.
V. CONCLUSIONS
In this work, we studied how to speed-up a perturbation
based algorithm for the median string of a set S, specifically
the proposed in [21]. For this purpose, we propose to run
the algorithm not over S but in a subset P , |P | ≤ |S|. To
select this set, we applied the Spatial Selection of Sparse
Pivots strategy in [27]. We evaluated the hypothesis that
computing the median in P is possible to obtain a high-quality
approximation to the median of S but much faster.
TABLE V
MEDIAN STRING DATASET A.
α 0.30 0.20 0.15 Reference
Pivots% 29.17 81.94 97.5 -
Operations 0.37 0.81 0.70 0.93
MAD 104.24 96.98 96.42 96.35
TABLE VI
MEDIAN STRING DATASET W.
α 0.20 0.18 0.1 Reference
Pivots% 61.39 75.83 93.33 -
Operations 3.27 3.84 3.68 4.04
MAD 218.12 215.36 213.64 214.13
Since Pivots% depends on α we test different values for this
parameter. In general, as α increases, Pivots% and the number
of operations decreases, but the MAD increases. However, if
we look at the values of Pivots% for those the MAD is not
worst than the reference MAD (except the fractional part) we
note that our approach can reduce the number of operations in
8% as average. For example, for letter P the reference MAD
is 89.84 and the number of operations 0.91 × 106. For α =
0.12, we had that Pivots% is 90.00, the MAD is 89.92 and
the number of operations 0.79× 106 which is a reduction of
13.18%
Results also suggest that the value α that can lead to a
reduction of the number of operations without affecting the
MAD is different in each data set. We would like to explore
an approach to determine a α that is good enough for all data
sets.
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