ABSTRACT
INTRODUCTION
Economically significant policies such as an emission mitigation scheme for greenhouse gasses should be based on objective scientific inputs. In connection with this effort, the Australian Federal Government solicited simulation studies of the potential effects of accumulating greenhouse gases on many aspects of the economy and environment, including drought, to which Australia is very prone. One such report, the Drought Exceptional Circumstances Report (DECR) 2 was widely reported as showing that droughts in Australia may increase considerably in frequency and severity due to increasing anthropogenic carbon emissions 3 . While ostensibly an input into a review of Australian drought assistance policy, these conclusions have also been used to promote the establishment of an emissions trading scheme (ETS) 4 . The public release of the DECR was accompanied by some controversy, including initial withholding of data and its release, and raised concerns with the degree of due diligence required for inputs into policy formation 5 .
Validation and modeling are inseparable. Validation consists of a series of objective tests to determine if a model can be deemed 'fit-for-use' and is regarded as essential to determine the reliability of the results. Results of validation studies were not available at the time of release of the DECR report, either in the report or the peerreviewed literature. Experts largely outside the field of climate science have expressed concern, and called for improvements in validation practices 5, 6, 7 . One such improvement is rigorous testing of the adequacy of models.
This paper describes a statistical analysis of the validity of the drought models used in the DECR study using three empirical tests over climatic time scales of 30-50 years. Soil moisture is not discussed explicitly, but a tendency to simulate incidence of low rainfall poorly would invalidate forecasts of soil moisture as well.
VALIDATION
The usual approach to simulating climate effects has two stages. The first stage is climate modeling. The DECR used prepared climate data from a subset of 13 climate models, drawn from the 23 major international climate modeling efforts with representation in the Intergovernmental Panel on Climate Change (IPCC), and stored at the Coupled Model Intercomparison Project (CMIP3) web site 8, 9 . The second stage consists of a statistical model based on those data representing the phenomenon of interest. In the case of the DECR, the model was based on the percentage area of extreme high temperature, extreme low precipitation, and low soil moisture in individual grid cells. The authors chose the 95% thresholds beyond a fixed mean value to define 'exceptional' years. Thus, exceptional annual temperature or rainfall occurred once every 20 years, on average. The percentage of those grid cells in a region falling into the extreme percentiles constituted the drought statistic. While it could be argued that this is simplistic, and drought involves complex interactions of temperature, rainfall, evaporation, wind, soil and subjective factors, here we restrict our analysis to the data provided with the DECR. The most salient representation of the intensity and severity of drought in the DECR is the percentage area of extreme low precipitation, henceforth referred to as the hydrological drought model.
There are a number of difficulties with the DECR approach. Extremes of deviation from a mean value are highly sensitive to trends, as the frequency of extreme events increases (roughly) exponentially if the mean of the distribution of values shifts towards one of the tails of the distribution. This effect is particularly noticeable in temperature (see Figure 1 and 3 upper) .
Because modelling of climate effects is a two-stage process, the errors in the first stage propagate into the second stage, and as no model is universally skillful, fitnessfor-use must be judged in each application. It is argued that while uncertain over the short term, the projections of ensembles of climate models are adequate for long-term projections. Even if this were true, it is necessary to evaluate the second stage models to determine if performance is acceptable 10 . Some models will always perform better than others in a specific situation. While selecting the best model based on past skill over the regional scale of interest would seem to yield improvements in accuracy 11 , such approaches are unreliable because models are not accurate in every detail, and the increase in accuracy resulting from the selection typically has a very limited time horizon 12 . Figure 1 . The 30-year running mean of observations (red) of the percentage area with exceptionally high temperature (A) or exceptionally low rainfall (B), the 13 climate models (grey) and their mean (black) and the 95% CI (dashed). The thin orange line is the observed percentage area with low rainfall over the entire Australian continent (not the mean of 7 regions).
In addition, climate models have many well-known shortcomings in simulating physical processes 13 . Precipitation in particular is not adequately simulated by the current IPCC models even at large scales, with modeling of tropical precipitation problematic, and patterns of change in precipitation over mid-latitudes most inconsistent 14 . To make matters worse, drought is a 'weak signal' against the background of normal climatic variation 15 . While radiation physics appears to provide an adequate basis for simulating temperature distributions, rainfall is much more problematic due to the chaotic nature of turbulence and the coarse representation of clouds in grid point models 16 . Thus low accuracy in predicting precipitation related phenomena such as drought is to be expected.
Scaling down these climate models to the regional scale used in the DECR is also problematic, as the models only match very general features of climate over long time scales and in large areas 17 . Validation tests have demonstrated that current simulations have little correlation with observed climate at specific locations at all temporal scales including the climatically relevant 30-year trends 18 , and err by several degrees in absolute magnitude in the 20th century over regional scales 19 . Thus for many reasons, low reliability is to be expected when modeling changes in precipitation over regional Australia. This makes proper validation of models all the more important and especially imperative before using them to make expensive policy decisions.
Data
The observational and simulation data for temperature and precipitation in seven different-sized regions using 13 climate models were made available at the BoM website 20 . The observations consisted of one value of percentage area for each year, in each of the seven regions. These values are usually zero, but occasionally the 95th percentile of annual high temperature or low rainfall (i.e. indicating drought conditions, see Figure 3 ) is exceeded for a non-zero area. The observed data for rainfall extend from 1900 to 2007, while the temperature data extend back to 1910 due to collection limitations. The data from 13 selected simulation models were formatted identically to the observational data, and were available in each of the seven regions, but ranged from 1900 to 2040. The ensemble mean and standard deviation of the models is a useful summary of the models, but care must be exercised when comparing the mean of 13 models with the observations. The percent area of exceptionally low rainfall for the whole of Australia was also provided. These data allow for a review of the model accuracy, but fall short of the entire data set.
The authors' use of 95% thresholds of existing observations to define exceptionally hot years and exceptionally low rainfall years, called a bounded 'peaks-overthreshold' statistic, often used in studying extreme but unlikely events. Such statistics have a Pareto (power) distribution, but due to the limits of percentages, approximate a beta distribution.
Validation
According to section 4.1 of the DECR 2 , the authors selected 13 models from the possible set of 23 CMIP3 models (indicated by CGCM-T47, CGCM-T63, CSIRO-MK3.0, CSIRO-MK3.5, GISS-AOM, GISS-ER, IAP, INMCM, ISPL, MIROC-H, MIROC-M, MRI, NCAR-CCSM) on the basis of undisclosed criteria. The DECR supplementary information contains a reference to a previously published study of the 23 climate models 21 . Several authors of the current report were also authors of an earlier report that provides details on the use of a 'subjective demerit point system' using mean squared error (MSE) of air pressure, temperature or precipitation to rank the models 22 . However, only seven models in the DECR appear to be in common with the set of 15 best models in this study, and the DECR included some of the worst performers in the Australian region such as the Institute Pierre Simon Laplace IPSL, and the Canadian Climate Center's CGCM-T47, CGCM-T63.
No claims are made in the present study about the relative suitability of the individual models, as the goal is to critique the validity of the approach used in the DECR.
METHODS
The potential skill of the models in the future is evaluated by examining the fit of simulations to observations in the past, for climate-scale averages of data and raw annual data, on both the ensemble means of the 13 models, as well as individual models.
The first and simplest test is the change in the 50-year mean (defined in Rybski et al. 23 as ∆T (50, 50)), calculated before and after 1950 for the ensemble-means of area of extreme of temperature and precipitation. Due to the non-Gaussian distribution of peaks-over-threshold data, a distribution-free Mann-Whitney test (wilcox.test(x,y) in the statistical language R) was used, where a low P indicates a significant difference before and after 1950.
The second test is the Nash-Sutcliffe coefficient of efficiency (NSE) 24 , widely used as an estimate of forecasting skill in hydrology and defined as:
where O t are the observations at time t, O is the mean of the observations, and E t are the model predictions at time t. The NSE provides a useful benchmark value at NSE=0, as models with an NSE > 0 exhibit some forecasting skill, while models with an NSE < 0 are less skillful than the simple mean value of the observations. In order to represent a climate-relevant scale, the NSE was calculated on the running 30-year mean.
The third test was proposed by Santer et al. 25 for evaluating the consistency between the trends of climatic multimodel ensembles and observations. Santer et al. 25 
defined a modified t-test (d) as:
where b m and b o are the model and observation trends respectively, var is the variance of the trends and n m the number of models. This test is basically a difference of means test, where the variance of the trend in the model-ensemble is estimated from the population of individual model trends, and the variance of the mean trend in the observations is estimated from the linear regression statistics, i.e. the square of the standard error of the slope parameter. Tests of the consistency of trends are reported on both 30-year moving averages (as done in the DECR) ( Figure 2 ) and on the annual peaks-over-threshold data (Figure 3 ). Note this approach would be better suited to testing the consistency of trends in temperature or precipitation data, rather than the exponential increasing frequency of extreme events, but is included to demonstrate the approach.
Variation can be underestimated when autocorrelation is high, potentially inflating significance values. Autocorrelation can be compensated for by reducing the degrees of freedom according to the size of the lag one autoregression coefficient (AR1) after Santer et al. 25 . While the calculated values of the AR1 coefficient for raw temperature and rainfall extremes was low (observed was 0.145 ± 0.04 and -0.09 ± 0.03 respectively, simulated was 0.25 ± 0.02 and -0.009 ± 0.0009 respectively) the AR1 coefficient of 30-year moving averages is very high (around 0.9). In this case the true standard deviation is three or more times greater than indicated by the usual calculation, and was adjusted according to the simple procedure described by Santer et al. 25 . Figure 2 . Trends in the 30-year running mean of exceptionally high temperature (A) and exceptionally low precipitation (B) for the ensemble of simulations (black) and observations (red). Figure 2 shows the 30 year moving average for models (black) and observations (red) in both the extreme high temperature (upper) and extreme low precipitation (lower) data series (with years oriented on the 15-year center). The plotted confidence limits are calculated from the 2-sigma standard deviation of the models in each year. The match between the observations and temperature simulations is evident. The range of the simulations of area of extreme low rainfall is wide, and widens considerably from 2008 to 2040, as would be expected given the low inherent accuracy of rainfall simulation models (Figure 2) . Despite the wide uncertainty intervals, the observations fell below the 95% range of the 13 model simulations. The non-regionalized Australia-wide data for the percent area with exceptionally low rainfall (orange line) is in general agreement with the regionalized observational average (red line). The areas of high temperature and low rainfall occurred before and after 1950 changed significantly ( Table 1 ). The observed (ObsTemp) area of extreme temperatures increased from 1.31% pre-1950 to 7.98% post-1950 (p < 0.001), while the simulated areas (SimTemp) increased from 0.82% to 8.02% (p < 0.001). The observed area of extreme low precipitation decreased significantly from 6.27% pre-1950 to 4.94% post-1950 (p < 0.01, ObsPrecip), while the simulations increased significantly from 4.78% to 6.23% over the same period (p < 0.01, SimPrecip).
RESULTS
The Nach-Sutcliffe efficiency shows a similar pattern. The 30-year running mean of the model simulations of temperature is positive (NSE =0.46), but the efficiency of the model simulations of extremely low precipitation is negative (NSE = -1.72) ( Table 1) . A negative value for the benchmark test indicates that the hydrological drought model is less accurate than a simple mean value over the period. Table 2 ). In contrast, the trend in precipitation (ObsPrecip and SimPrecip) is inconsistent (p < 0.01), with the simulated extent of extreme low precipitation increasing by 0.03% year, but the observed area of extreme low precipitation decreasing by 0.03% per year. The raw annual data ( Figure 3 and Table  2 ) present a similar picture, albeit at lower significance levels.
The tests above apply to the behavior of the ensemble of models rather than each model individually. It is possible a few accurate models are degraded by the poor performance of the ensemble as a whole. Table 3 shows the individual models fits to temperature and precipitation using Slope (P value adjusted for autocorrelation) and NSE. While all models show a significant consistency between the 30-year running mean of area of high temperatures, 10 out of the 13 models oppose the increasing precipitation trend in the observations, and the correlation of the three with the same trend is not significant. The NSE benchmark values indicate that none of the models examined are superior to a simple average. 
DISCUSSION
The trends in simulated temperature largely agree with the trends in the observations, but simulations of extreme low rainfall disagree with observations in all tests. The poor match of the models on the rainfall data is of much greater relevance to studies of hydrological drought than temperature, casting serious doubt on any droughtrelated conclusions of the DECR. As reported by the DECR, the ensemble-mean of the models indicates a significant increase in the frequency and severity of hydrological drought over the last century. However, examination of the observations shows a significant decrease in area of extreme low rainfall over the same period. Hydrological drought increased in 10 of 13 models, and no individual model performs better than a simple mean, demonstrating that neither the ensemble mean, nor any individual model correctly simulates the trend of the 20th century observations. The finding that simulations match an historic temperature-related effect adequately but perform abysmally on precipitation is to be expected given the IPCC's extremely cautious stance on precipitation projections, and the level of scientific understanding of relevant phenomena such as cloud effects (see table 7 .10 WGI chapter 7 17). In our opinion, these deficiencies render these models of no value at the present time as a basis for government drought policy and especially offer no justification whatsoever for the introduction of an emissions trading scheme.
As noted previously, the type of extreme value statistic used in the DECR is very sensitive to variables with a changing mean. Other approaches to modeling of climate extremes using methods designed for non-stationary, non-linear systems show considerable promise 26 . As simple statistical strategies are currently superior to climate simulations over longer forecast horizons 7, 27 , policy objectives might be better served by such simple strategies -but always guided by rigorous validation.
While it appears that considerable fundamental research will be needed before the handling of precipitation in climate models is adequate, we would argue that improving models is not the most important priority. It may well be that forecasting regional-scale drought and rainfall changes over climatic time-scales is inherently impossible, so policy-makers will always need to be alerted when models do not satisfy the standards required.
This case study demonstrates again that validation of climate models is not keeping pace with methodological innovations and increased computational resources 5, 6, 7 . Progress can only be made via methodological rigor including archiving of base data and independent validation tests or benchmarks comparing forecasts with simple alternatives. Strategies commonplace in engineering and finance such as the use of independent experts to evaluate or oversee model validations, and finalizing criteria for success of a model before the project commences confer a number of benefits when nascent conflicts of interest threaten objectivity, particularly when a major report is entering a highly-charged political process.
