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Abstract
Recurrence formulas are presented for studying the accuracy of the Fitch method for reconstructing
the ancestral states in a given phylogenetic tree. As their applications, we analyze the convergence of the
accuracy of reconstructing the root state in a complete binary tree of 2n as n goes to infinity and also give
a lower bound on the accuracy of reconstructing the root state in an ultrametric tree.
Keywords Ancestral state reconstruction, analysis of reconstruction accuracy, Fitch method, phylogenetic
trees.
1 Introduction
Ancestral sequence reconstruction incorporates sequences from modern living things into evolutionary models
to estimate the corresponding sequence of an ancestor that died millions of years ago. This approach to
understanding proteins was first suggested by Zukerkandl and Pauling in their seminal work [7] in 1963. With
the rapid accumulation of biomolecular sequence data and advances in computational biology, it has become
an important approach to studying the origin and evolution of genes, proteins and even whole genomes (see
for example [5] and [10])
The Fitch method [3] was the first phylogenetic technique used for inferring the ancestral states of a
character when the phylogeny that relates the ancestor to the extant species is known [1]. As a parsimony
method, it estimates the ancestral state by minimizing the total number of hypothetical substitutions in all
branches that are used to explain the evolution of the character states. It is efficient and accurate for sequences
that are reasonably similar to each other. However, the accuracy of the Fitch method for reconstructing
ancestral states has yet to be well studied [4, 6, 8, 11].
In this work, we present a set of recurrence formulas for analyzing the reconstruction accuracy of the
Fitch method (in Theorem 3.1). These formulas are derived from a work of Maddison [6] (also see [9]).
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They are simple and useful as demonstrated in solving two theoretical problems that arise from studying the
reconstruction accuracy of the Fitch method.
The first problem is to analyze the convergence of the accuracy of the Fitch method for reconstructing the
root state in a complete phylogenetic tree in the equal-length branch and two-state Jukes-Cantor model (see
Section 2 for details). Let p denote the conservation rate in each branch. In [9], Steel showed that, when the
Fitch method is applied, the accuracy of reconstructing the root state from all leave states in the complete
binary tree of 2n leaves converges as n goes to infinity to 12 if
1
8 ≤ p ≤ 78 and 12 + 12
√
(8p−7)(4p−3)
(2p−1)2 if
7
8 ≤ p ≤ 1.
This result was proved under the assumption that suitable limits exists. However, the existence of these limits
is not trivial. In this paper, we fill the gap left in [9] by proving that these limits exist. In addition, we also
show that the reconstruction accuracy diverges when p ≤ 18 .
Complete phylogenetic trees in which all branches have equal length are special ultrametric trees. In an
ultrametric tree, each branch has its own branch length l(e), with conservation rate p(e) = 12
(
1 + e−l(e)
)
in
the two-state Jukes-Cantor model, but requiring that the sum of branch lengths is constant in each path from
the root to a leaf. A counterintuitive fact is that the reconstruction accuracy of the Fitch method is not a
monotonic function of the size of taxa selected for reconstruction of the root state (even for ultrametric trees)
[4]. Hence, Li et al asked whether the accuracy RAF of the Fitch method for reconstructing the root state
from all leaf states is always larger than or equal to the conservation rate along a root-to-leaf path or not in
an ultrametric tree. Recently, this problem is positively answered by Fischer and Thatte [2]. In the second
part of this paper, we present a stronger lower bound on RAF for arbitrary ultrametric trees. Our bound
implies that RAF is not less than the accuracy of reconstructing the root state from any three leaves in an
ultrametric tree.
2 The Fitch method and its reconstruction accuracy
Let C be a character with multiple states. Given a phylogenetic tree T of the character C in which each leaf
has a state, the Fitch method estimates the root state from the leaf states in two steps. It first computes a
subset Su of states for each node u of T as follows:
1. If u is a leaf, Su contains only the state of u;
2. If u is an internal node having children v and w, Su is equal to Sv ∪ Sw if Sv and Sw are disjoint and
Sv ∩ Sw otherwise.
After the subset Sr for the root of T is computed, the method selects a state as the root state from Sr
randomly. In other words, a state is selected as the root state with probability 1|Sr| , where |Sr| denotes the
number of states contained in Sr.
Assume the mutation process along each branch of the given tree is modeled as a stochastic process in
which a state is replaced by another with some probability. The Fitch method reconstructs correctly a root
state s from a set D of leave states only if s evolves into the leaf states in D. Hence, the accuracy of the
Fitch method for reconstructing the state of the root of T , denoted by RAF (T ), is defined to be the expected
probability that the Fitch method outputs a true state from a set D of leave states. Let Prr[D|s] denote the
probability that the root state s evolves into the leaf states in D. Then,
RAF (T ) =
X
s,D
pr(s)Prr[D|s] Pr[s is output from D], (1)
where pr(s) is the prior probability of s being the root state.
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3 Recurrence formulas for analyzing the reconstruction accuracy
In the rest of this paper, we assume that the character has only two states 0 and 1 and the root takes these two
states with equal prior probability. By definition, the Fitch method selects 1 with probability 1 if {1} is the
state subset Sr(D) computed from D at the root in the first step. Otherwise, it selects 1 from Sr(D) = {0, 1}
with probability 12 . Therefore, by symmetry, (1) becomes
RAF (T ) =
X
D
Prr[D|1](Pr[Sr(D) = {1}] +
1
2
Pr[Sr(D) = {0, 1}]). (2)
Let
PrX [S|s] =
∑
D′
PrX [D
′|s] Pr[SX(D′) = S]
for a node X , a state s ∈ {0, 1}, S = {1}, {0, 1}, and a set D′ of possible states of the leaves below X . PrX [S|s]
is the probability that the Fitch method outputs state subset S at X in its first step given the true state of
X is s. By symmetry,
PrX [{1}|1] = PrX [{0}|0],
PrX [{0}|1] = PrX [{1}|0],
PrX [{0, 1}|1] = 1− PrX [{1}|1] − PrX [{0}|1],
PrX [{0, 1}|0] = 1− PrX [{1}|0] − PrX [{0}|0].
For a node X and a state s = 0, 1, we further set
αX = PrX [{s}|s], βX = PrX [{1− s}|s].
Then,
PrX [{0, 1}|s] = 1− αX − βX .
Then, (2) becomes
RAF(T )=Prr[{1}|1] +
1
2
Prr[{0, 1}|1]
=
1
2
+
1
2
(Prr[{1}|1] − Prr[{0}|1])
=
1
2
+
1
2
(αr − βr). (3)
Let Z be an internal node and have X and Y as its children. Furthermore, we let the conservation
probability on branches ZX and ZY be pX and pY , respectively. The subset SZ computed at Z is {1} if and
only if one of SX and SY is {1} and the other is {1} or {0, 1}. Hence,
αZ = (pXαX + qXβX)(pY αY + qY βY )
+(pXαX + qXβX)(1 − αY − βY )
+(1− αX − βX)(pY αY + qY βY ), (4)
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where qX = 1− pX and qY = 1− pY . Similarly
βZ = (qXαX + pXβX)(qY αY + pY βY )
+(qXαX + pXβX)(1 − αY − βY )
+(1− αX − βX)(qY αY + pY βY ) (5)
These two recurrence relations presented in [6] lead to an efficient dynamic programming method for calculating
αr and βr. But, these two relations are not simple enough for the theoretical study of the reconstruction
accuracy. In the rest of this section, we shall establish two recurrence relations for the purpose of the theoretical
analysis.
Let
CZ = 1− αZ − βZ
and
DZ = αZ − βZ .
If Z is a leaf, we have that
CZ = 0, DZ = 1. (6)
Otherwise, we have the following recurrence relations.
Theorem 3.1 Let Z be an internal node and have children X and Y . Then,
CZ =
1
2
× [1− CX − CY + 3CXCY
−(2pX − 1)(2pY − 1)DXDY ], (7)
and
DZ =
1
2
(2pX − 1)(1 + CY )DX
+
1
2
(2pY − 1)(1 + CX)DY . (8)
Proof. These two relations can be verified by using (4) and (5). The details can be found in Appendix. ✷
As the first application of this theorem, we obtain the following fact. This result can be found in [9]. Here
we give a short proof.
Corollary 3.1 For any phylogenetic tree T with root r in which the conservation probability is at least 12 ,
Pr[0, 1|s] = Cr ≤ 12 for s = 0, 1.
Proof. We prove the fact by induction on n, the number of nodes of T . For n = 0, the fact follows from
(6). Suppose Cr ≤ 12 for any tree with less than n nodes. Now, consider a phylogenetic tree T of n nodes.
Let the root r of T have children X and Y . Then, by induction, 0 ≤ CX , CY ≤ 12 . Since pX , pY ≥ 1/2, by
Formula (7),
Cr = (1/2)[2/3 + 3 (CX − 1/3) (CY − 1/3)
−(2pX − 1)(2pY − 1)DXDY ]
≤ (1/2) [2/3 + 3 |CX − 1/3| × |CY − 1/3|]
≤ (1/2)
ˆ
2/3 + 3× (1/3)2
˜
= 1/2.
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Hence, the fact holds. ✷
4 Accuracy on complete binary trees
In this section, we study the reconstruction accuracy of the Fitch method on the complete binary trees. Let
Tn be the complete binary tree of 2
n leaves in which the conservation probability is p along each branch. Let
r denote the root of Tn and Cn(p) = Cr and Dn(p) = Dr in Tn. Since the subtree rooted at each child of the
root in Tn is the complete binary tree of 2
n−1 leaves, (7) and (8) imply that, for n ≥ 1,
2Cn(p)=1− 2Cn−1(p) + 3C
2
n−1(p)− (2p− 1)
2D2n−1(p),
Dn(p)=(2p− 1) (1 +Cn−1(p))Dn−1(p), (9)
where 0 ≤ p ≤ 1.
Lemma 4.1 For any n ≥ 1 and 0 ≤ p ≤ 1,
Cn(p) = Cn(1− p), |Dn(p)| = |Dn(1− p)|
.
Proof. We prove by induction on n. For n = 0, the facts follow from Formula (6).
Suppose now the lemma is true for n− 1; that is, Cn−1(p) = Cn−1(1− p) and |Dn−1(p)| = |Dn−1(1− p)|.
Then
2Cn(p)
= 1− 2Cn−1(p) + 3C
2
n−1(p)− (2p− 1)
2D2n−1(p)
= 1− 2Cn−1(1− p) + 3C
2
n−1(1− p)
− (2(1− p)− 1)2 D2n−1(1− p)
= 2Cn(1− p)
and
|Dn(p)|
= |2p− 1| · (1 + Cn−1(p)) · |Dn−1(p)|
= |2(1− p)− 1| · (1 + Cn−1(1− p)) · |Dn−1(1− p)|
= |Dn(1− p)|,
from which Lemma 4.1 follows by induction. ✷
By Lemma 4.1, we have
lim
n→∞
Cn(p) = lim
n→∞
Cn(1− p)
and
lim
n→∞
|Dn(p)| = lim
n→∞
|Dn(1− p)|,
if all the above limits exist. Therefore, it suffices to assume that 1/2 ≤ p ≤ 1. Now we simplify our notations
by dropping p from two equalities in (9), resulting in
2Cn = 1− 2Cn−1 + 3C2n−1 − (2p− 1)2D2n−1, (10)
Dn = (2p− 1)(1 + Cn−1)Dn−1. (11)
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Lemma 4.2 For any n ≥ 1,
0 ≤ Cn ≤ 1
2
, 0 ≤ Dn ≤ 1.
Proof. Since we assume 1/2 ≤ p ≤ 1, the first fact is from Corollary 3.1. The second fact is trivial. ✷
Lemma 4.3 Let n ≥ 1. If Cn−1 ≤ 13 , then Cn ≤ 13 .
Proof. We rewrite Formula (10) as
2
„
1
3
− Cn
«
+ 3
„
1
3
−Cn−1
«2
− (2p− 1)2D2n−1 = 0. (12)
This implies that
0 ≤ 2
„
1
3
−Cn−1
«
≤ (2p− 1)2D2n−2,
and
4
(
1
3
− Cn−1
)2
≤ (2p− 1)4D4n−2.
By Lemma 4.2, we have that
2Cn =
2
3
+ 3
`
1
3
− Cn−1
´2
− (2p− 1)2D2n−1
≤ 2
3
+ 3
4
(2p− 1)4D4n−2
−(2p− 1)2 [(2p− 1)(1 + Cn−2)Dn−2]
2
= 2
3
+ (2p− 1)4
`
3
4
D2n−2 − (1 + Cn−2)
2
´
D2n−2
≤ 2
3
+ (2p− 1)4
`
3
4
− (1 + 0)2
´
D2n−2
≤ 2
3
.
and hence Lemma 4.3 follows. ✷
Lemma 4.4 Let n ≥ 1. If Cn−1 ≥ 13 , then Cn ≤ Cn−1.
Proof.
2Cn=1− 2Cn−1 + 3C
2
n−1 − (2p− 1)
2D2n−1
=2Cn−1 + (1−Cn−1)(1− 3Cn−1)− (2p− 1)
2D2n−1
≤2Cn−1.
✷
Theorem 4.1 Suppose 18 ≤ p < 78 . Then
lim
n→∞
Cn =
1
3
, lim
n→∞
Dn = 0.
Proof. The proof is divided into two cases.
Case 1: Cn ≥ 1/3 for all n. By Lemma 4.4, Cn is a decreasing positive sequence and thus limn→∞ Cn
exists and its value is at least 1/3. The equality 2Cn = 1 − 2Cn−1 + 3C2n−1 − (2p − 1)2D2n−1 implies that
limn→∞Dn exists. Taking limits on all terms in (11) implies that limn→∞Dn = 0 since limn→∞ Cn ≥ 1/3.
Again, taking on all terms in (10) gives that
2 lim
n→∞
Cn = 1− 2 lim
n→∞
Cn + 3
(
lim
n→∞
Cn
)2
− 0;
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that is, limn→∞ Cn = 1/3 or 1. Since Cn is decreasing and C1 = 2p(1 − p) < 1/2, limn→∞ Cn 6= 1. Thus
limn→∞ Cn = 1/3.
Case 2: CN < 1/3 for some N . By Lemma 4.3, Cn ≤ 1/3 for all n ≥ N . Formula (11) implies that
Dn = (2p− 1)(1 + Cn−1)Dn−1 ≤
„
4
3
(2p− 1)
«n−N
DN−1
for any n ≥ N . Since 1/2 ≤ p < 7/8, 43 (2p− 1) < 1 and hence limn→∞Dn = 0.
By Formula (12),
2
„
1
3
− Cn
«
= (2p− 1)2D2n−1 − 3
„
Cn−1 −
1
3
«2
and hence
2
„
1
3
− Cn
«
≤ (2p− 1)2D2n−1
for all n ≥ N . Since
0 ≤ 2
(
1
3
− Cn
)
and
lim
n→∞
(2p− 1)2D2n−1 = (2p− 1)2
(
lim
n→∞
Dn−1
)2
= 0,
by the Sandwich Theorem
lim
n→∞
2
(
1
3
− Cn
)
= 0
and thus limn→∞ Cn = 1/3. ✷
To prove the convergence of Cn and Dn for p ≥ 78 , we set
cn = 2(1− p)/(2p− 1)− Cn
and
dn = D
2
n.
Then, Formula (12) implies that
2(2(1−p)2p−1 − cn)
= 23 + 3
(
1
3 − 2(1−p)2p−1 + cn−1
)2
− (2p− 1)2dn−1
= 23 + 3
(
8p−7
3(2p−1) + cn−1
)2
− (2p− 1)2dn−1
= 23 +
(8p−7)2
3(2p−1)2 +
2(8p−7)
2p−1 cn−1 + 3c
2
n−1 − (2p− 1)2dn−1,
or equivalently
2cn = (2p− 1)
2dn−1 −
2(8p− 7)
2p− 1
cn−1 − 3c
2
n−1
−
(8p− 7)(4p − 3)
(2p− 1)2
. (13)
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Formula (11) implies that
dn = (2p− 1)2
(
1
2p− 1 − cn
)2
dn−1
= [1− (2p− 1)cn−1]2 dn−1. (14)
Lemma 4.5 For any k ≥ 2 and p ≥ 7/8,
(1) ck ≥ 0.
(2) dk+1 ≤ dk.
(3) ck ≤ 5(1−p)4(2p−1) .
Proof. We prove it by induction on k. The facts is obviously true for k = 2, 3. Assume they hold for k ≤ n−1.
We now prove they hold for k = n.
(1). By induction, 0 ≤ cn−2, cn−1 ≤ 5(1−p)4(2p−1) . Hence,
[1− (2p− 1)cn−2]2 − 8p− 7
2p− 1 −
3
2
cn−1
=
6(1− p)
2p− 1 − 2(2p− 1)cn−2 −
3
2
cn−1 + (2p− 1)2c2n−2
≥ 6(1− p)
2p− 1 −
8p− 1
2
× 5(1− p)
4(2p− 1) + 0
=
1− p
2p− 1 ×
53− 40p
8
≥ 0. (15)
Setting ∆ = (8p−7)(4p−3)(2p−1)2 , we have
2cn
= (2p− 1)2dn−1 − 2(8p−7)2p−1 cn−1 − 3c2n−1 −∆
= (2p− 1)2dn−1 − 2cn−1
(
8p−7
2p−1 +
3
2cn−1
)
−∆.
By using recurrence (13) and (14), we obtain that
2cn
=(2p− 1)2 (1− (2p− 1)cn−2)2 dn−2 − [ (8p−7)2p−1 + 32cn−1]
×[(2p− 1)2dn−2 − 2(8p−7)2p−1 cn−2 − 3c2n−2 −∆]−∆
=(2p− 1)2[(1− (2p− 1)cn−2)2 − 8p−72p−1 − 32cn−1]dn−2
+[ 8p−72p−1 +
3
2cn−1][
2(8p−7)
2p−1 cn−2 + 3c
2
n−2 +∆]−∆.
Since cn−1 ≥ 0, Formula (13) implies that
(2p− 1)2dn−2 ≥ 2(8p− 7)
2p− 1 cn−2 + 3c
2
n−2 +∆.
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This inequality and (15) implies that
2cn
≥ [(1− (2p− 1)cn−2)2 − 8p−72p−1 − 32cn−1]
×[ 2(8p−7)2p−1 cn−2 + 3c2n−2 +∆]
+[ 8p−72p−1 +
3
2cn−1][
2(8p−7)
2p−1 cn−2 + 3c
2
n−2 +∆]−∆
= 8(8p−7)(1−p)2p−1 cn−2 + [3 + (8p− 7)(4p− 7)]c2n−2
+4(2p− 1)(4p− 5)c3n−2 + 3(2p− 1)2c4n−2.
By assumption, cn−2 ≤ 5(1−p)4(2p−1) and 4p− 5 < −1. Replacing c3n−2 with 5(1−p)4(2p−1) c2n−2 in the right-hand side of
the last inequality, we have that
2cn
≥ 8(8p−7)(1−p)2p−1 cn−2 + [3 + (8p− 7)(4p− 7)]c2n−2
+5(1− p)(4p− 5)c2n−2 + 3(2p− 1)2c4n−2
= 8(8p−7)(1−p)2p−1 cn−2 + 3(1− p)(9− 4p)c2n−2
+3(2p− 1)2c4n−2
≥ 0
(2) We have proved that cn ≥ 0. Therefore,
dn+1 = [1− (2p− 1)cn]2dn ≤ dn.
(3) Since dk decreases for k ≤ n,
dn ≤ d2 = D22 < (2p− 1)2 (16)
Let q = 1− p. Note that p ≥ 78 and q ≤ 18 . Therefore, we have that
1
1− 2q ≤
4
3
and
16q(1− 5q) ≤ 16× 1
10
×
(
1− 5× 1
10
)
=
4
5
.
Recalling that cn−1 ≥ 0, by (16), we have that
cn
= 12 [(2p− 1)2dn−1 − 2(8p−7)2p−1 cn−1 − 3c2n−1
− (8p−7)(4p−3)(2p−1)2 ]
≤ 12 [(2p− 1)2dn−1 − (8p−7)(4p−3)(2p−1)2 ]
= 12(2p−1)2 [(2p− 1)4dn−1 − (8p− 7)(4p− 3)]
≤ 12(2p−1)2 [(2p− 1)6 − (8p− 7)(4p− 3)]
= 12(2p−1)2 [(1 − 2q)6 − (1− 8q)(1− 4q)]
= q(2p−1)2 [2q(7− 40q + 60q2 − 48q3 + 16q4)]
≤ q(2p−1)2 [2q(7− 40q + 60q2 + 16q4)]
≤ q(2p−1)2 [2q(7− 40q + 6064 + 1256 )]
≤ q(2p−1)2 [2q(8− 40q)]
= q2p−1
16q(1−5q)
1−2q
≤ 4q5(2p−1) 11−2q
9
Since q ≤ 18 and 11−2q ≤ 43 , cn ≤ 16q15(2p−1) ≤ 5q4(2p−1) . ✷
Theorem 4.2 Suppose 78 ≤ p ≤ 1. Then
lim
n→∞
Cn =
2(1− p)
2p− 1
and
lim
n→∞
D2n =
(8p− 7)(4p− 3)
(2p− 1)4 .
Proof. Since cn ≥ 0 for all n, Formula (13) implies
dn ≥ (8p− 7)(4p− 3)
(2p− 1)4
for all n. Since dn = D
2
n is a decreasing sequence, limn→∞ dn exists and is at least
(8p−7)(4p−3)
(2p−1)4 , which is larger
than 0 for p > 78 . Since 0 ≤ cn ≤ 1,
0 ≤ 1− (2p− 1)cn ≤ 1.
For p > 78 , Formula (14) implies that
lim
n→∞
1− (2p− 1)cn = 1
and so
lim
n→∞
cn = 0.
Hence, limn→∞ Cn =
2(1−p)
2p−1 .
For p = 78 , Formulas (13) and (14) become
2cn + 3c
2
n−1 =
9
16
dn−1
and
dn =
(
1− 3
4
cn−1
)2
dn−1.
As a decreasing sequence, dn has an non-negative limit. If limn→∞ dn = 0, by the Sandwich theorem,
limn→∞ cn = 0 from the fact that 0 ≤ 2cn ≤ 916dn−1. Therefore,
lim
n→∞
Cn =
2(1− p)
2p− 1
and
lim
n→∞
D2n =
(8p− 7)(4p− 3)
(2p− 1)4 .
If limn→∞ dn > 0, then,
dn = dn−1(1− 3
4
cn−1)
2
implies that limn→∞ cn = 0 and hence limn→∞ dn = 0, a contradiction. ✷
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Theorem 4.3 Let Tn be the complete binary tree of 2
n leaves in which the conservation rate is p along each
branch. In the two-state Jukes-Cantor model,
(a) (Steel [9]) the accuracy of the Fitch method for reconstructing the root state in Tn converges as n goes
to infinity to 12 +
1
2(2p−1)2
√
(8p− 7)(4p− 3) if p ∈ [ 78 , 1] and 12 if p ∈ [ 18 , 78 ].
(b) it diverges as n goes to infinity if p ∈ (0, 18 );
Proof. By Formula (3) and the definition of Dn,
RAF (Tn) =
1
2
+
1
2
Dn.
Hence, the fact (a) follows from Theorems 4.1 and 4.2.
When 0 < p < 18 , Dn > 0 for even integers n and Dn < 0 for odd integers n. By Lemma 4.1 and
Theorem 4.2, |Dn| converges to a positive number. Hence Dn and RAF (Tn) diverge. ✷
5 The reconstruction accuracy on ultrametric trees
We now consider the accuracy of reconstructing the root state in ultrametric phylogenies. In an ultrametric
phylogeny T , a branch xy has a length txy, but all the leaves have the same distance from the root. Under
the two-state Jukes-Cantor model, the conservation probability pxy along a branch xy of length txy is
pxy =
1
2
(1 + e−2λtxy ),
where λ is a constant, representing the substitution rate in T . For an internal node u of T , the distance
between it and any of its leaf descendants is defined as its depth, denoted by d(u).
Lemma 5.1 Let T be an ultrametric phylogeny and u an internal node. Under the 2-state Jukes-Cantor
model, for any path P (x, y) from an internal node x to its leaf descendant y,
∏
uv∈P (x,y)
(2puv − 1) = e−2λd(x). (17)
Proof. It follows from that 2puv − 1 = e−2λtuv for each edge uv and that d(x) =
∑
uv∈P (x,y) tuv. ✷
Let T be an ultrametric tree that has three or more leaves. For any internal node w with children w1 and
w2, by Formula (8) and Lemma 5.1, we have that
Dw ≥ 12 (2pww1 − 1)Dw1 + 12 (2pww2 − 1)Dw2 (18)
because Cw1 , Cw2 ≥ 0. By induction, we can show the following fact from Formula (18).
Lemma 5.2
Dw ≥
∏
(u,v)∈P (w,l)
(2puv − 1) = e−2λd(w),
where l is a leaf below w.
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By Formula (3), the above lemma implies that the accuracy of reconstructing the root state from all the
leaf states is not less than from a single leaf. Such a fact was established by Fischer and Thatte in [2]. It can
be strengthen as follows.
Theorem 5.1 Let T be an ultrametric tree having three or more leaves and let x be a child of its root r. If x
has two children, then
Dr ≥ e−2λd(r)[1 + 1
4
(1− e−4λd(x))] (19)
Proof. By Lemma 5.2, Dy ≥ e−2λd(y). Since Cy ≥ 0, by Formula (8), we have that
Dr=
1
2
(2prx − 1)(1 +Cy)Dx +
1
2
(2pry − 1)(1 + Cx)Dy
≥
1
2
(2prx − 1)Dx +
1
2
e−2λd(r)(1 +Cx) (20)
Let u and v be the children of x. By Lemma 5.2, Du ≥ e−2λd(u) and Dv ≥ e−2λd(v). Let
Du = e
−2λd(u)(1 + ∆(u)), Dv = e
−2λd(v)(1 + ∆(v)),
where ∆(u),∆(v) ≥ 0. We then have
Dx =
1
2
(2pxu − 1)(1 + Cv)Du +
1
2
(2pxv − 1)(1 + Cu)Dv
= e−2λd(x){
1
2
[1 + Cv +∆(u) + Cv∆(u)]
+
1
2
[1 + Cu +∆(v) +Cu∆(v)]}
≥ e−2λd(x){1 +
1
2
[Cu + Cv +∆(u) + ∆(v)]}. (21)
Combining Formulas (20) and (21) gives that
Dr ≥ e
−2λd(r){1 +
1
2
Cx +
1
4
[Cu + Cv +∆(u) + ∆(v)]}
By Formula (7),
Cx =
1
2
[1− Cu − Cv + 3CuCv − (2pxu − 1)(2pxv − 1)DuDv]
≥
1
2
[1− Cu − Cv − (2pxu − 1)(2pxv − 1)DuDv],
=
1
2
{1−Cu − Cv − e
−4λd(x)[1 + ∆(u)][1 + ∆(v)]}.
We further have that
Dr≥
1
4
e−2λd(r)
×{5 + ∆(u) + ∆(v)− e−4λd(x)[1 + ∆(u)][1 + ∆(v)]}.
Since d(x) > d(v),
[1 + ∆(v)]e−4λd(x) ≤ [1 + ∆(v)]e−2λd(v) = Dv ≤ 1.
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Therefore, we obtain that
∆(u) + ∆(v)− e−4λd(x)[1 + ∆(u)][1 + ∆(v)]
≥∆(u)− e−4λd(x)[1 +∆(u)]
≥−e−4λd(x)
and
Dr ≥
1
4
e−2λd(r)(5− e−4λd(x)) = e−2λd(r)[1 +
1
4
(1− e−4λd(x))].
✷
It is known that there exists an ultrametric tree in which the root state can be reconstructed more accurately
from the states of a subset of four leaves than from all the leaf states. Let l1, l2, l3 be three leaves in T .
Assume that the least common ancestor (lca) t of l2 and l3 is not the root r and has depth d(t). If the
lca of l1 and t is the root, then, the accuracy of reconstructing the root state from these three leaves is
1
2 +
1
2e
−2λd(r)[1 + 14 (1− e−4λd(t))], which is at most 12 + 12e−2λd(r)[1 + 14 (1− e−4λd(x))] because d(x) ≥ d(t). If
the lca of l1 and t is not r, the accuracy is even smaller. Therefore, Theorem 5.1 implies that the reconstruction
of the root state from all the leaf states is at least as accurately as from the states of any three leaves.
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Appendix: Proof of Theorem 3.1
We first have that
(pXαX + qXβX)(1− αY − βY )− (qXαX + pXβX)(1− αY − βY ) = (2pX − 1)CYDX , (22)
(1− αX − βX)(pY αY + qY βY )− (1 − αX − βX)(qY αY + pY βY ) = (2pY − 1)CXDY , (23)
and
(pXαX + qXβX)(pY αY + qY βY )− (qXαX + pXβX)(qY αY + pY βY )
= (pX + pY − 1)(αXαY − βXβY ) + (b − a)(βXαY − αXβY ). (24)
Since
αXαY − βXβY = (αX − βX)αY + βX(αY − βY )
and
βXαY − αXβY = αX(αY − βY )− (αX − βY )αY ,
combining the equalities (22)-(24) given above leads to
DZ = (2pX − 1)(1− βY )DX + (2pY − 1)(1− αX)DY .
By symmetry,
DZ = (2pX − 1)(1− αY )DX + (2pY − 1)(1− βX)DY .
Therefore,
DZ =
1
2
(2pX − 1)(2− αY − βY )DX + 1
2
(2pY − 1)(2− αX − βX)DY
=
1
2
(2pX − 1)(1 + CY )DX + 1
2
(2pY − 1)(1 + CX)DY (25)
Moreover, we also have that
αZ + βZ
= (pXpY + qXqY )(αXαY + βXβY ) + (qXpY + pXqY )(βXαY + αXβY )
+(αX + βX)(1− αY − βY ) + (1− αX − αY )(αY + βY ).
Since
αXαY + βXβY =
1
2
((1 − CX)(1 − CY ) +DXDY )
and
βXαY + αXβY =
1
2
((1− CX)(1− CY )−DXDY ),
we obtain that
1− CZ = 1
2
[1 + CX + CY − 3CXCY + (2pX − 1)(2pY − 1)DXDY ] ,
or equivalently
CZ =
1
2
[1− CX − CY + 3CXCY − (2pX − 1)(2pY − 1)DXDY ] . (26)
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