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An asymptotic expansion for the normalizing constant
of the Conway-Maxwell-Poisson distribution
Robert E. Gaunt∗, Satish Iyengar†,
Adri B. Olde Daalhuis‡ and Burcin Simsek†
Abstract
The Conway-Maxwell-Poisson distribution is a two-parameter generalisation of
the Poisson distribution that can be used to model data that is under- or over-
dispersed relative to the Poisson distribution. The normalizing constant Z(λ, ν)
is given by an infinite series that in general has no closed form, although several
papers have derived approximations for this sum. In this work, we start by using
probabilistic argument to obtain the leading term in the asymptotic expansion of
Z(λ, ν) in the limit λ → ∞ that holds for all ν > 0. We then use an integral
representation to obtain the entire asymptotic series and give explicit formulas for
the first eight coefficients. We apply this asymptotic series to obtain approximations
for the mean, variance, cumulants, skweness, excess kurtosis and raw moments of
CMP random variables. Numerical results confirm that these correction terms yield
more accurate estimates than those obtained using just the leading order term.
Keywords: Conway-Maxwell-Poisson distribution; normalizing constant; approxima-
tion; asymptotic series; generalized hypergeometric function; Stein’s method.
AMS 2010 Subject Classification: Primary 60E05; 62E20; 41A60; 33C20.
1 Introduction
The Conway-Maxwell-Poisson (CMP) distribution (also known as the COM-Poisson dis-
tribution) is a natural two-parameter generalisation of the Poisson distribution that was
introduced by Conway and Maxwell [2] as the stationary number of occupants of a queu-
ing system with state-dependent service or arrival rates. The first in-depth studies of
the CMP distribution were carried out by Boatwright et al. [1] and Shmueli et al. [18].
Since then the distribution has received attention in the statistics literature on account of
the flexibility it offers in statistical models. In particular, the CMP distribution is useful
for modelling data that is under- or over-dispersed relative to the Poisson distribution.
Sellers and Shmueli [17] have used the CMP distribution to generalise the Poisson and
logistic regression models; Kadane et al. [8] considered the use of the CMP distribution
in Bayesian analysis; the CMP distribution is also employed in a flexible cure rate model
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formulated by Rodrigues et al. [15]; and a survey of further applications of the CMP
distribution is given in Sellers et al. [16].
We shall write X ∼ CMP(λ, ν) if
P(X = j) =
1
Z(λ, ν)
λj
(j!)ν
, j = 0, 1, 2, . . . , (1.1)
where Z(λ, ν) is a normalizing constant defined by
Z(λ, ν) =
∞∑
i=0
λi
(i!)ν
.
The domain of admissible parameters for which (1.1) defines a probability distribution is
λ, ν > 0, and 0 < λ < 1, ν = 0. Its distributional properties were first studied by Shmueli
et al. [18], and a comprehensive account is given in a recent work of Daly and Gaunt [3].
The focus of this paper, however, is the normalizing constant Z(λ, ν). Many important
summary statistics of the CMP distribution can be expressed in terms of Z(λ, ν) (see [18],
[3] and Section 3), which motivates studying the properties of Z(λ, ν).
Plainly, X ∼ CMP(λ, 1) has the Poisson distribution Po(λ) and the normalizing con-
stant Z(λ, 1) = eλ. As noted by Shmueli et al. [18], other choices of ν give rise to
well-known distributions. Indeed, if ν = 0 and 0 < λ < 1, then X has a geometric
distribution, with Z(λ, 0) = (1 − λ)−1. In the limit ν → ∞, X converges in distribution
to a Bernoulli random variable with mean λ(1 +λ)−1 and limν→∞ Z(λ, ν) = 1 +λ. It was
noted by S¸ims¸ek and Iyengar [19] and Daly and Gaunt [3] that Z(λ, 2) = I0(2
√
λ), where
I0(x) =
∑∞
k=0
1
(k!)2
(
x
2
)2k
is a modified Bessel function of the first kind. Finally, Nadara-
jah [10] noted that, for integer ν, the normalizing constant can expressed as generalized
hypergeometric function: Z(λ, ν) = 0Fν−1(; 1, . . . , 1;λ) (see Appendix A.1 for a defini-
tion). An elegant integral representation of the normalizing constant has also recently
been obtained by Poga´ny [14].
In general, however, the normalizing constant Z(λ, ν) does not permit a closed-form
expression in terms of elementary functions. Asymptotic results are available, however.
Shmueli et al. [18] proved that, for fixed positive integer ν,
Z(λ, ν) =
exp
{
νλ1/ν
}
λ(ν−1)/2ν(2pi)(ν−1)/2
√
ν
(
1 +O (λ−1/ν)) , as λ→∞. (1.2)
Their approach involved a Laplace approximation of a (ν− 1)-dimensional integral repre-
sentation of Z(λ, ν), and does not generalise to non-integer ν. However, they conjectured
that (1.2) was valid for all ν > 0. Earlier, Olver [12] had used contour integration to
derive the leading term in the asymptotic expansion of Z(λ, ν) for 0 < ν ≤ 4. Gillispie
and Green [5] built on the work of [12] to confirm that (1.2) holds for all ν > 0.
In a recent work, S¸ims¸ek and Iyengar [19] used a considerably simpler probabilistic
argument to derive the approximation (1.2). Their approach involved expressing the
normalizing constant as an expectation involving a Poisson random variable, which is
then approximated by a normal random variable to yield an approximation for Z(λ, ν).
However, as was noted by the authors, a slight gap in their argument meant that their
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derivation was not rigorous. In this paper, we fill in this gap, which results in an elegant
and rigorous derivation of (1.2) that holds for all ν > 0.
The natural next question is to ask for lower order terms in the asymptotic expansion
of Z(λ, ν). In Theorem 1.1, we obtain the entire asymptotic expansion for ν > 0, and give
explicit formulas for the first eight terms in the expansion. We arrive at our asymptotic
series by recalling that Z(λ, ν) = 0Fν−1(; 1, . . . , 1;λ) for integer ν. This leads us to a new
integral representation which is just a generalization of the integral representation 16.5.1
in [11]
Z(λ, ν) =
1
2pii
∫
L
Γ(−t) (−λ)t
(Γ(t+ 1))ν−1
dt, (1.3)
where the contour L starts at infinity on a line parallel to the positive real axis, encircles
the nonnegative integers in the negative sense, and ends at infinity on another line parallel
to the positive real axis. The integral converges for ν > 0 and λ 6= 0. Hence, ν does not
have to be a positive integer. The methods in Lin and Wong [9] can be used to obtain
the complete asymptotic expansion for this integral. The details are in Appendix A.1.
Theorem 1.1. Fix ν > 0. Then
Z(λ, ν) =
exp
{
νλ1/ν
}
λ(ν−1)/2ν(2pi)(ν−1)/2
√
ν
∞∑
k=0
ck
(
νλ1/ν
)−k
, as λ→∞, (1.4)
where the cj are uniquely determined by the expansion
(Γ(t+ 1))−ν =
νν(t+1/2)
(2pi)(ν−1)/2
∞∑
j=0
cj
Γ(νt+ (1 + ν)/2 + j)
. (1.5)
In particular, c0 = 1, c1 =
ν2−1
24
, c2 =
ν2−1
1152
(ν2 + 23). For more coefficients see (A.31).
This is the first instance in which correct lower order terms have been obtained, and
numerical results, given in Section 4, show that these correction terms yield more accurate
estimates than those in the existing literature. The lower order terms are given in terms of
the cj, which can be determined from (1.5). The cj can be readily obtained using computer
algebra, and in Appendix A.1 we provide a simple computational method and give the first
eight terms. Our code is available at http://www.maths.ed.ac.uk/∼adri/CMPdistr.mw.zip.
For any fixed ν > 0, the asymptotic expansion is valid as λ → ∞. However, because
the asymptotic expansion is given in terms of negative powers of λ1/ν , for sufficently
large λ, the approximation will be particularly accurate for small ν (the over-dispersed
ν < 1 case), although the approximation is accurate even in the under-dispersed ν > 1
case. Indeed, as seen in Section 4, even in the fairly moderate λ = 1.5 case, taking the
first three terms in (1.4) gives an absolute error of less than 1% for ν = 1.9, and the
approximation is improved further for smaller values of ν. Based on the numerical results
of Section 4, we consider that a safe rule of thumb for obtaining accurate approximations
using the asymptotic approximation (1.4), with the first three terms, is for both λ ≥ 1.5
and λ1/ν ≥ 1.5 to hold (the absolute error was always less than 0.5% in our tests), but we
refer the reader to Tables 1 and 2 for numerical results that provide further insight into
the quality of the approximation.
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As mentioned above, certain important summary statistics of the CMP distribution
can be expressed in terms of the normalizing constant Z(λ, ν), and our asymptotic series
(1.4) allows us to obtain more accurate estimates for these summaries than those in the
current literature. In Section 3, we demonstrate this by applying expansion (1.4) to
obtain approximations for the mean, variance, cumulants, skweness, excess kurtosis and
raw moments of CMP random variables.
The rest of this article is organised as follows. In Section 2, we fill in the gap in
the derivation of S¸ims¸ek and Iyengar [19] to obtain a rigorous probabilistic proof of the
leading term in the asymptotic expansion of Z(λ, ν). In Section 3, we use Theorem 1.1 to
derive approximations for several summary statistics of the CMP distribution. In Section
4, we present numerical results that confirm that the lower order correction terms result
in more accurate estimates of Z(λ, ν). We discuss our results in Section 5. Finally, in
Appendix A, we prove Theorem 1.1 and the technical Lemma 2.1.
2 A probabilistic derivation of the leading term in
the expansion
In this section, we give a probabilistic derivation of the asymptotic formula (1.2). The
basic approach is the same as the one given in S¸ims¸ek and Iyengar [19], but additional
care is taken to make the proof rigorous. After presenting our proof, we shall compare our
argument to theirs; see Remark 2.3. Before giving the proof we state a technical lemma,
which we prove in Appendix A.2.
Lemma 2.1. Let Xα ∼ Po(α), where α > 0, and set X˜α = Xα−α√α . Let Z ∼ N(0, 1) have
the standard normal distribution. Suppose that h : R→ R does not depend on α.
(i) If h is differentiable with bounded derivative on R, then
E[h(X˜α)] = E[h(Z)] +O(α−1/2), as α→∞.
(ii) If h is an even function (h(x) = h(−x) for all x ∈ R), and h is twice differentiable
with first and second derivative bounded on R, then
E[h(X˜α)] = E[h(Z)] +O(α−1), as α→∞.
Proof of (1.2) for all ν > 0. For convenience let us reparametrize the CMP family with
α = λ1/ν . Then the asymptotic formula (1.2) for C(α, ν) := Z(λ1/ν , ν) becomes
C(α, ν) =
eνα
(2piα)
ν−1
2
√
ν
[
1 +O(α−1)] , as α→∞. (2.6)
The proof involves three steps. First, we write the normalising constant C(α, ν) as an ex-
pectation of a function of the random variable Xα ∼ Po(α). We then obtain an asymptotic
approximation for this function, and finally use a normal approximation of the Poisson
variate Xα to approximate the expectations.
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Step 1. Express normalizing constant as an expectation. Notice that
C(α, ν) =
∞∑
k=0
(
αk
k!
)ν
= eα
∞∑
k=0
e−α
αk
k!
(
αk
k!
)ν−1
= eαE
[(
αXα
Xα!
)ν−1]
, (2.7)
where Xα ∼ Po(α). When α is large, Xα will, with high probability, be concentrated
around α. Recalling Stirling’s approximation Γ(x+1) ≈ xxe−x√2pix, as x→∞, motivates
writing the normalizing constant as
C(α, ν) = eαE
(
αXα
ααe−α
√
2piα
ααe−α
√
2piα
Γ(Xα + 1)
)ν−1
=
eνα
(2piα)
ν−1
2
E[fα(Xα)], (2.8)
where
fα(x) =
(
αxe−α
√
2piα
Γ(x+ 1)
)ν−1
.
Note that the constant term here is the same as the asymptotic expression in (2.6) above,
except for the
√
ν term in the denominator. The next steps of the proof involve showing
that E[fα(Xα)] = ν−1/2(1 +O(α−1)), as α→∞.
Step 2. Approximation of fα. The central limit theorem says that as α → ∞,
Xα−α√
α
D→ Z, where Z ∼ N(0, 1) (see Appendix A.2 for further details). This motivates
reparametrizing fα as follows:
gα(x) = fα(α + x
√
α) =
(
αα+x
√
αe−α
√
2piα
Γ(α + x
√
α + 1)
)ν−1
.
We shall now obtain an asymptotic approximation for gα and later apply it together the
with approximation Xα
D≈ α + Z√α. We begin by writing
ln(gα(x))
ν − 1 =
(
α + x
√
α +
1
2
)
ln(α)− α + ln(2pi)
2
− ln Γ(α + x√α + 1). (2.9)
Let us now note two useful asymptotic expansions:
ln Γ(t+ 1) =
(
t+
1
2
)
ln(t+ 1)− (t+ 1) + ln(2pi)
2
+O(t−1), for t→∞, (2.10)
ln(1 + t) = t− t
2
2
+
t3
3
+O(t4), for t→ 0. (2.11)
From (2.10) we have that
ln Γ(α + x
√
α + 1)
=
(
α + x
√
α +
1
2
)
ln(α + x
√
α + 1)− (α + x√α + 1) + ln(2pi)
2
+O(α−1)
=
(
α + x
√
α +
1
2
)[
ln(α) + ln
(
1 +
x√
α
+
1
α
)]
− (α + x√α + 1) + ln(2pi)
2
+O(α−1).
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Substituting into (2.9) and then applying the asymptotic formula (2.11) gives
ln(gα(x))
ν − 1 = x
√
α + 1−
(
α + x
√
α +
1
2
)
ln
(
1 +
x√
α
+
1
α
)
+O(α−1)
= x
√
α + 1−
(
α + x
√
α +
1
2
)[
x√
α
+
1
α
− 1
2
(
x√
α
+
1
α
)2
+
1
3
(
x√
α
+
1
α
)3]
+O(α−1)
= −x
2
2
+
x3 − 3x
6
√
α
+O(α−1).
Taking exponentials and using et = 1 + t+O(t2) as t→ 0 gives
gα(x) = exp
(
− (ν − 1)x
2
2
)
exp
(
(ν − 1)x
3 − 3x
6
√
α
+O(α−1)
)
= exp
(
− (ν − 1)x
2
2
)[
1 + (ν − 1)x
3 − 3x
6
√
α
+O(α−1)
]
, as α→∞. (2.12)
Step 3. Approximation of expectations. From the approximation (2.12), we have
E[fα(Xα)] = E[gα(X˜α)]
= E
[
e−(ν−1)X˜α
2
/2
]
+
ν − 1
6
√
α
E
[(
X˜α
3 − 3X˜α
)
e−(ν−1)X˜α
2
/2
]
+O(α−1),
where X˜α
D
= Xα−α√
α
. We now use Lemma 2.1 (see also Remark 2.2) to approximate the
expectations involving the random variable X˜α by the corresponding expectations of the
standard normal variate Z to obtain
E[fα(Xα)] =
{
E
[
e−(ν−1)Z
2/2
]
+O(α−1)
}
+
{ν − 1
6
√
α
(
E
[(
Z3 − 3Z)e−(ν−1)Z2/2]+O(α−1/2))}+O(α−1) (2.13)
= E
[
e−(ν−1)Z
2/2
]
+
ν − 1
6
√
α
E
[(
Z3 − 3Z)e−(ν−1)Z2/2]+O(α−1). (2.14)
Here, in applying Lemma 2.1, we made use of the fact that h1(x) = e
−(ν−1)x2/2 is an even
function that is twice differentiable with bounded first and second derivative on R, and
that h1(x) = (x
3− 3x)e−(ν−1)x2/2 has a bounded derivative on R. The second expectation
of (2.14) is equal to zero, because (x3 − 3x)e−(ν−1)x2/2 is an odd function. We therefore
have that
E[fα(Xα)] =
∫ ∞
−∞
1√
2pi
e−νt
2/2 dt+O(α−1) = 1√
ν
+O(α−1),
so that
C(α, ν) = eαE
[(
αXα
Xα!
)ν−1]
=
eνα
(2piα)
ν−1
2
√
ν
[1 +O(α−1)], as α→∞,
which completes the proof. 2
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Remark 2.2. Using Lemma 2.1 allows us to quantify the size of the error in the approx-
imation (2.13). We could have derived the leading term in the asymptotic formula (1.2)
through a simpler argument by appealing to the fact that since X˜α convergences in distri-
bution to the standard normal distribution we have that E[h(X˜α)]→ E[h(Z)], as α→∞,
for all bounded functions h : R → R. However, this would have led to the weaker result
that C(α, ν) = e
να
(2piα)
ν−1
2
√
ν
[1 + o(1)], as α→∞.
Remark 2.3. The basic outline of our proof follows that of S¸ims¸ek and Iyengar [19],
who used the approximation 2
√
Xα
D≈ N(2√α, 1), or Xα D≈ α + Z
√
α + Z
2
4
. Instead, here
we use the central limit approximation Xα
D≈ α + Z√α, which is simpler and leads to
no error terms of larger order. Most importantly, our approach allows us to appeal to
results for approximating expectations from the Stein’s method literature. Applying these
results allows us to make the derivation rigorous and quantify the size of the error in the
approximation.
3 Applications: approximation of summary statistics
Many important summary statistics, such as moments and cumulants, of the CMP dis-
tribution can be expressed in terms of the normalizing constant Z(λ, ν); see Section 2 of
Daly and Gaunt [3] for a comprehensive account, where all formulas below can be found.
Let X ∼ CMP(λ, ν). The probability generating function is EsX = Z(sλ,ν)
Z(λ,ν)
, and the mean
and variance are given by
EX = λ
d
dλ
{
ln(Z(λ, ν))
}
, (3.15)
Var(X) = λ
d
dλ
EX. (3.16)
The cumulant generating function is
g(t) = ln(E[etX ]) = ln(Z(λet, ν))− ln(Z(λ, ν)),
and the cumulants are given by
κn = g
(n)(0) =
∂n
∂tn
ln(Z(λet, ν))
∣∣∣∣
t=0
, n ≥ 1. (3.17)
The skewness γ1 =
κ3
σ3
and excess kurtosis γ2 =
κ4
σ4
, where σ2 = Var(X), can therefore also
be expressed in terms of Z(λ, ν). As moments can be expressed in terms of cumulants, it
follows that they in turn can be expressed in terms of Z(λ, ν). Let µ′n = EXn. Then
µ′n =
n∑
k=1
Bn,k(κ1, . . . , κn−k+1), (3.18)
where the partial Bell polynomial (see Hazelwinkel [6], p. 96) is given by
Bn,k(x1, x2, . . . , xn−k+1) =
∑ n!
j1!j2! · · · jn−k+1!
(
x1
1!
)j1(x2
2!
)j2
· · ·
(
xn−k+1
(n− k + 1)!
)jn−k+1
,
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where the sum is taken over all sequences j1, j2, j3, . . . , jn−k+1 of non-negative integers
such that the following two conditions hold:
j1 + j2 + · · ·+ jn−k+1 = k,
j1 + 2j2 + 3j3 + · · ·+ (n− k + 1)jn−k+1 = n.
The central moments µn = E[(X − EX)n] can be obtained by setting κ1 = 0 in (3.18).
For general parameter values, there do not exist simple closed form formulas for these
summary statistics. However, due to the asymptotic approximations of Z(λ, ν), we can
obtain approximations. Shmueli et al. [18] used the formula (3.15) and the approximation
(1.2) for the normalizing constant to obtain the approximation
EX ≈ λ1/ν − ν − 1
2ν
, as λ→∞. (3.19)
Their result was given for integer ν, but as the approximation (1.2) has since been shown
to be valid for all ν > 0, it follows that (3.19) also holds for all ν > 0. Daly and Gaunt [3]
used the approximation (1.2) to derive the leading order term in the asymptotic expansion
of a number of further summary statistics, which hold for all ν > 0.
In the following proposition, we use the asymptotic expansion (1.4) to obtain ad-
ditional correction terms for several important summary statistics. The expansions we
present include the first four terms in the asymptotic series for the above summary statis-
tics, except for the moments for which we obtain the first three terms owing to more
complicated expressions. With further calculations, one could readily obtain additional
terms, although this would complicate the exposition and lead to only negligible improve-
ments in accuracy.
Proposition 3.1. Let X ∼ CMP(λ, ν), where ν > 0. Then, as λ→∞,
EX = λ1/ν
(
1− ν − 1
2ν
λ−1/ν − ν
2 − 1
24ν2
λ−2/ν − ν
2 − 1
24ν3
λ−3/ν +O(λ−4/ν)
)
, (3.20)
Var(X) =
λ1/ν
ν
(
1 +
ν2 − 1
24ν2
λ−2/ν +
ν2 − 1
12ν3
λ−3/ν +O(λ−4/ν)
)
, (3.21)
κn =
λ1/ν
νn−1
(
1 +
(−1)n(ν2 − 1)
24ν2
λ−2/ν +
(−2)n(ν2 − 1)
48ν3
λ−3/ν +O(λ−4/ν)
)
, (3.22)
γ1 =
λ−1/2ν√
ν
(
1− 5(ν
2 − 1)
48ν2
λ−2/ν − 7(ν
2 − 1)
24ν3
λ−3/ν +O(λ−4/ν)
)
, (3.23)
γ2 =
λ−1/ν
ν
(
1− (ν
2 − 1)
24ν2
λ−2/ν +
(ν2 − 1)
6ν3
λ−3/ν +O(λ−4/ν)
)
, (3.24)
µ′n = λ
n/ν
(
1 +
n(n− ν)
2ν
λ−1/ν + a2λ−2/ν +O(λ−3/ν)
)
, (3.25)
where
a2 = −n(ν − 1)(6nν
2 − 3nν − 15n+ 4ν + 10)
24ν2
+
1
ν2
{(
n
3
)
+ 3
(
n
4
)}
.
The asymptotic series (3.22) for κn holds for all n ≥ 2, and κ1 = EX.
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Proof. We start with the mean. To obtain the desired level of accuracy it suffices to
truncate the asymptotic series (1.4) for Z(λ, ν) at the third term:
Z(λ, ν) =
exp
{
νλ1/ν
}
λ(ν−1)/2ν(2pi)(ν−1)/2
√
ν
(
1 + c1
(
νλ1/ν
)−1
+ c2
(
νλ1/ν
)−2
+O(λ−3/ν)),
as λ→∞. Taking logarithms gives
ln(Z(λ, ν)) = νλ1/ν − ν − 1
2ν
ln(λ) + Cν + ln
(
1 + c1ν
−1λ−1/ν + c2ν−2λ−2/ν +O(λ−3/ν)
)
.
where Cν = − ln
(
(2pi)(ν−1)/2
√
ν
)
. Applying the asymptotic formula
ln(1 + ax+ bx2 +O(x3)) = ax+ (b− a2/2)x2 +O(x3), as x→ 0,
then yields
ln(Z(λ, ν)) = νλ1/ν − ν − 1
2ν
ln(λ) +Cν +
c1
ν
λ−1/ν +
(c2 − c21/2)
ν2
λ−2/ν +O(λ−3/ν). (3.26)
We now differentiate the asymptotic series to obtain
EX = λ
d
dλ
{
ln(Z(λ, ν))
}
= λ1/ν − ν − 1
2ν
− c1
ν2
λ−1/ν − 2
ν3
(c2 − c21/2)λ−2/ν +O(λ−3/ν),
which on recalling that c1 =
ν2−1
24
and noting that c2 − c21/2 = ν
2−1
48
yields the desired
asymptotic series for the mean. Here we differentiated the asymptotic series (3.26) in the
naive sense by simply differentiating term by term. This is justifiable here (and throughout
this proof) because the remainder term is of the form
∑∞
k=3 akλ
−k/ν . However, as noted
by [7], p. 23, asymptotic series cannot be differentiated in this manner in general. The
asymptotic series (3.21) for the variance now follows from differentiating the series (3.20)
and applying the formula (3.16).
We now move on to the cumulants. As κ1 = EX, we restrict our attention to n ≥ 2.
From (3.26) we have
ln(Z(λet, ν)) = νλ1/νet/ν − ν − 1
2ν
t+ Cλ,ν + c1
(
νλ1/νet/ν
)−1
+ (c2 − c21/2)
(
νλ1/νet/ν
)−2
+O(λ−3/ν),
where Cλ,ν = −ν−12ν ln(λ) + Cν . Using (3.17) and differentiating gives, for n ≥ 2,
κn =
∂n
∂tn
ln(Z(λet, ν))
∣∣∣∣
t=0
=
λ1/ν
νn−1
+
(−1)nc1
νn+1
λ−1/ν +
(−2)n(c2 − c21/2)
νn+2
λ−2/ν +O(λ−3/ν),
which on substituting c1 =
ν2−1
24
and c2 − c21/2 = ν
2−1
48
yields (3.22).
We now obtain the asymptotic expansions for the skewness γ1 =
κ3
σ3
and excess kurtosis
γ2 =
κ4
σ4
. From (3.22), (3.23) and (3.21) we have
γ1 =
λ−1/2ν√
ν
(
1− ν
2 − 1
24ν2
λ−2/ν − ν
2 − 1
6ν3
λ−3/ν +O(λ−4/ν)
)
×
(
1 +
ν2 − 1
24ν2
λ−2/ν +
ν2 − 1
12ν3
λ−3/ν +O(λ−4/ν)
)−3/2
, (3.27)
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and
γ2 =
λ−1/ν
ν
(
1 +
ν2 − 1
24ν2
λ−2/ν +
ν2 − 1
3ν3
λ−3/ν +O(λ−4/ν)
)
×
(
1 +
ν2 − 1
24ν2
λ−2/ν +
ν2 − 1
12ν3
λ−3/ν +O(λ−4/ν)
)−2
. (3.28)
Applying the asymptotic formula
1 + ax2 + bx3
(1 + cx2 + dx3)n
= 1 + (a− nc)x2 + (b− nd)x3 +O(x4), as x→ 0,
with n = 3/2 and n = 2 to (3.27) and (3.28), respectively, then yields (3.23) and (3.24).
Finally, we obtain the asymptotic expansions for the moments µ′n. Note that κ1, . . . , κn
are all of order λ1/ν as λ→∞. Hence, from (3.18) and the asymptotic expansions (3.20)
for EX = κ1 and (3.22) for the cumulants κn, we have
µ′n = κ
n
1 +
(
n
2
)
κn−21 κ2 +
(
n
3
)
κn−31 κ3 + 3
(
n
4
)
κn−41 κ
2
2 +O(λ(n−3)/ν)
= λn/ν
(
1− ν − 1
2ν
λ−1/ν − ν
2 − 1
24ν2
λ−2/ν +O(λ−3/ν)
)n
+
λ(n−1)/ν
ν
(
n
2
)(
1− ν − 1
2ν
λ−1/ν +O(λ−2/ν)
)n−2(
1 +O(λ−2/ν)
)
+
λ(n−2)/ν
ν2
{(
n
3
)
+ 3
(
n
4
)}
+O(λ(n−3)/ν)
= λn/ν +
{
− n(ν − 1)
2ν
+
1
ν
(
n
2
)}
λ(n−1)/ν +
{(
n
2
)(
ν − 1
2ν
)2
− n(ν
2 − 1)
24ν2
− 1
ν
(
n
2
)
(n− 2)(ν − 1)
2ν
+
1
ν2
{(
n
3
)
+ 3
(
n
4
)}}
λ(n−2)/ν +O(λ(n−3)/ν),
which on simplifying yields (3.25). The proof is complete.
4 Numerical results
Tables 1 and 2 give the percentage errors in approximating the normalizing Z(λ, ν) by
the asymptotic series (1.4). The values of λ and ν in Table 1 are the same as those used
by Shumeli et al. [18], who also looked at the percentage errors of the leading term in the
approximation. The values of λ and ν given in Table 2 provide additional insight into the
quality of the approximation in a different parameter regime. Looking at Table 1, we see
that when λ is small the approximation underestimates Z(λ, ν), and the approximation
is particularly poor when ν is also small. In these cases, including additional corrections
terms actually leads to a worse approximation. However, as expected, the approximation
improves as λ increases, particularly when λ1/ν increases. For λ ≥ 1.1, including the
first correction term always leads to a more accurate approximation, and when λ ≥ 1.5
10
Table 1: Percentage error for the approximation of Z(λ, ν) by the leading order term, with first order
correction, and with second order correction in (1.4). A negative number means that the approximation
is less than the true value. Errors greater than 100% are denoted by 101.
HHHHλ
ν
0.1 0.3 0.5 0.7 0.9 1.1 1.3 1.5 1.7 1.9
0.1 −100 −78.7 −35.8 −10.8 −1.39 0.106 −1.89 −5.24 −8.96 −12.6
0.1 −101 −101 −101 −83.4 −12.6 6.57 10.9 10.0 7.38 4.19
0.1 −101 −101 −101 −101 −92.3 30.6 40.5 34.9 27.5 20.7
0.3 −97.7 −38.4 −6.81 1.10 1.08 −1.37 −4.42 −7.44 −10.2 −12.7
0.3 −101 −101 −71.5 −16.0 −2.31 0.974 0.918 −0.268 −1.78 −3.31
0.3 −101 −101 −101 −83.0 −9.42 4.19 6.25 5.34 3.66 1.87
0.5 −83.3 −12.0 2.87 3.70 1.42 −1.45 −4.24 −6.77 −9.02 −11.0
0.5 −101 −101 −22.9 −4.77 −0.505 0.023 −0.631 −1.64 −2.68 −3.66
0.5 −101 −101 −101 −20.7 −2.80 1.29 1.80 1.23 0.338 −0.575
0.7 −49.1 2.16 6.05 4.16 1.38 −1.33 −3.78 −5.96 −7.86 −9.54
0.7 −101 −40.2 −7.47 −1.11 0.058 −0.244 −0.985 −1.81 −2.56 −3.29
0.7 −101 −101 −34.2 −7.23 −1.03 0.444 0.473 0.030 −0.538 −1.09
0.9 −8.59 7.77 6.59 3.93 1.25 −1.18 −3.34 −5.24 −6.91 −8.39
0.9 −101 −11.6 −1.63 0.258 0.248 −0.315 −1.02 −1.71 −2.32 −2.85
0.9 −101 −55.7 −11.5 −2.72 −0.372 0.121 −0.022 −0.377 −0.775 −1.14
1.1 9.76 8.51 6.05 3.48 1.10 −1.04 −2.94 −4.64 −6.15 −7.49
1.1 −7.70 −1.47 0.575 0.740 0.300 −0.317 −0.949 −1.53 −2.04 −2.46
1.1 −40.0 −13.1 −3.81 −0.933 −0.097 −0.014 −0.215 −0.507 −0.802 −1.06
1.3 4.80 7.08 5.15 3.00 0.960 −0.915 −2.61 −4.14 −5.53 −6.77
1.3 1.67 1.43 1.26 0.853 0.296 −0.294 −0.852 −1.35 −1.78 −2.13
1.3 0.576 −2.34 −0.970 −0.180 0.023 −0.069 −0.283 −0.527 −0.755 −0.944
1.5 0.813 5.09 4.20 2.56 0.835 −0.809 −2.34 −3.74 −5.02 −6.19
1.5 0.092 1.65 1.31 0.812 0.270 −0.263 −0.754 −1.19 −1.55 −1.85
1.5 0.032 0.227 0.062 0.129 0.072 −0.090 −0.296 −0.503 −0.686 −0.829
1.7 0.210 3.36 3.36 2.17 0.729 −0.719 −2.10 −3.40 −4.60 −5.71
1.7 0.005 1.14 1.12 0.713 0.238 −0.231 −0.662 −1.04 −1.36 −1.63
1.7 0.000 0.526 0.371 0.237 0.087 −0.093 −0.284 −0.462 −0.612 −0.724
1.9 0.068 2.14 2.65 1.84 0.639 −0.643 −1.91 −3.11 −4.25 −5.30
1.9 0.001 0.620 0.875 0.600 0.205 −0.202 −0.581 −0.918 −1.20 −1.44
1.9 0.000 0.333 0.398 0.255 0.088 −0.089 −0.262 −0.416 −0.543 −0.633
including both the first and second order correction always leads to the most accurate
estimate. For λ = 1.9, including second order correction gives estimates that are more
accurate by an order of magnitude than using just the leading order term, and the absolute
error is always less than 1%. One can also see from Table 1 that the approximation is
particularly accurate when ν is close to 1. This is to be expected because when ν = 1
the leading term in the asymptotic expansion (1.4) reduces, for all λ > 0, to eλ, meaning
that the approximation is exact since Z(λ, 1) = eλ.
We carried out a similar analysis for the mean, variance, skewness and excess kurtosis.
We obtained very similar results, which is unsurprising given that all the these summary
statistics can be expressed in terms of Z(λ, ν). For space reasons, we omit the results.
Lastly, we remark that the largest value of the normalizing constant in our study
was Z(1.9, 0.1) = 5.49743309747796 × 1028. For larger λ, approximating Z(λ, ν) by
truncating the exact sum at some large value would be computationally challenging,
whereas the asymptotic approximation (1.4) offers an accurate and computationally ef-
ficient alternative. Indeed, taking eight terms in the asymptotic approximation gives us
5.49743309747884× 1028, and hence the relative error is 1.59× 10−13.
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Table 2: Percentage error for the approximation of Z(λ, ν) by the leading order term, with first order
correction, and with second order correction in (1.4). A negative number means that the approximation
is less than the true value.
HHHHλ
ν
2.5 3 3.5 4 4.5 5
3 −6.40 −8.24 −9.88 −11.3 −12.6 −13.6
3 −1.12 −1.17 −1.06 −0.791 −0.356 0.257
3 −0.292 −0.083 0.291 0.834 1.56 2.48
4 −5.58 −7.42 −9.12 −10.7 −12.1 −13.4
4 −0.838 −0.936 −0.930 −0.822 −0.604 −0.257
4 −0.174 −0.029 0.226 0.595 1.09 1.73
5 −5.04 −6.86 −8.60 −10.3 −11.8 −13.3
5 −0.679 −0.809 −0.875 −0.881 −0.821 −0.675
5 −0.120 −0.023 0.149 0.393 0.718 1.15
6 −4.65 −6.45 −8.21 −9.92 −11.6 −13.1
6 −0.577 −0.727 −0.839 −0.923 −0.978 −0.984
6 −0.092 −0.027 0.088 0.244 0.446 0.713
7 −4.35 −6.12 −7.88 −9.63 −11.3 −13.0
7 −0.505 −0.666 −0.808 −0.945 −1.08 −1.20
7 −0.075 −0.032 0.044 0.139 0.250 0.395
8 −4.10 −5.85 −7.61 −9.37 −11.1 −12.9
8 −0.451 −0.617 −0.778 −0.951 −1.15 −1.35
8 −0.064 −0.036 0.013 0.065 0.112 0.163
9 −3.90 −5.62 −7.37 −9.14 −10.9 −12.7
9 −0.409 −0.576 −0.749 −0.946 −1.18 −1.46
9 −0.056 −0.038 0.007 0.015 0.015 −0.005
10 −3.73 −5.42 −7.16 −8.93 −10.7 −12.6
10 −0.375 −0.542 −0.720 −0.932 −1.20 −1.52
10 −0.049 −0.039 −0.021 −0.018 −0.052 −0.126
5 Discussion
The problem of approximating the CMP normalizing constant Z(λ, ν) dates back to
Shmueli et al. [18], who derived the leading order term in the asymptotic expansion for
large λ and integer ν. Their conjecture that the approximation is valid for all ν > 0 was
recently confirmed by Gillispie and Green [5]. In this paper, we complemented this result
by filling in a gap in a work of S¸ims¸ek and Iyengar [19] to obtain a simpler probabilistic
derivation.
Whilst novel and interesting, these approaches do not easily allow one to obtain lower
order terms. The main contribution in this paper is Theorem 1.1, which gives the entire
expansion for all ν > 0. We arrived at our proof by recognising Z(λ, ν) as a generalized
hypergeometric function, for which there is a large body of literature on its asymptotics,
some quite recent. We then simply generalised results of Lin and Wong [9] to obtain the
expansion.
The coefficients in the expansion are given in terms of quantities cj that are uniquely
determined by (1.5). We stated the first eight terms, which should suffice for most prac-
tical purposes. Further terms will involve computer algebra. We used our expansion to
approximate several important summary statistics. We gave the first four terms, which
again we expect to suffice in most practical situations, and straightforward calculations
would allow one to readily obtain further terms.
Part of the motivation for studying the asymptotics of the normalizing constant is
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that many important summary statistics can be expressed in terms of it. However, there
are of course important summaries that do not involve such simple representations, such
as the median. We were therefore unable to exploit our asymptotic series to improve
on the current best approximation of Daly and Gaunt [3]. We leave this and related
approximations as interesting further open problems.
A Further proofs
A.1 Proof of Theorem 1.1
The generalized hypergeometric function is defined by
pFq
(
a1, . . . , ap
b1, . . . , bq
; z
)
=
∞∑
k=0
(a1)n · · · (ap)n
(b1)n · · · (bq)n
zn
n!
,
provided none of the bj are nonpositive integers, where the Pochhammer symbol is (a)0 = 1
and (a)n = a(a + 1)(a + 2) · · · (a + n − 1), n ≥ 1. In the case that p ≤ q the infinite
series converges for all finite values of z and defines an entire function. For more details
see §16.2 in [11]. As noted by Nadarajah [10], Z(λ, ν) = 0Fν−1(; 1, . . . , 1;λ) for integer
ν. Thus, we can exploit the well-developed theory for asymptotics of the generalized
hypergeometric function to obtained an asymptotic expansion for Z(λ, ν) when ν is an
integer. Indeed, 16.11.9 in [11] can be used to write down the entire expansion for integer
ν. However, this expansion is only valid for integer ν, and, since b1 = · · · = bν−1 = 1,
the coefficients of the lower order terms in the expansion must be obtained via a tedious
limiting procedure. We can, however, make use of a recent work on the asymptotics of
the generalized hypergeometric function to prove Theorem 1.1.
Proof of Theorem 1.1. We obtain the expansion (1.4) by appealing to results from
the recent work of Lin and Wong [9], in which the large z asymptotics of the generalized
hypergeometric function pFq
(
a1,··· ,ap
b1,··· ,bq ; z
)
are discussed. Here we will have p = 0, all the
bk = 1 and q = ν − 1. In the proof of Lemma 4.3 in [9] it is not essential that q is a
nonnegative integer and below we copy the main steps.
Lin and Wong [9] used as their starting point the integral representation 16.5.1 in
[11] of the generalized hypergeometric function. As mentioned in the introduction, the
integral representation (1.3) is just a simple generalization of 16.5.1 in [11]. We rewrite
it as
Z(λ, ν) =
1
2pii
∫
L
Γ(t+ 1)Γ(−t) (−λ)t
(Γ(t+ 1))ν
dt, (A.29)
and use the inverse factorial expansion (again, see [9], or §2.2.2 in Paris and Kaminski
[13], and for more information about factorial series see Weniger [21])
(Γ(t+ 1))−ν =
νν(t+1/2)
(2pi)(ν−1)/2
∞∑
j=0
cj
Γ(νt+ (1 + ν)/2 + j)
, (A.30)
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in the integral in (A.29) and combine this with the proof of Lemma 4.3 in [9]. The result
is asymptotic expansion (1.4).
To compute the cj we substitute the Stirling approximation
Γ(x) ∼ e−xxx
(
2pi
x
)1/2 ∞∑
k=0
gk
xk
, x→∞,
(see 5.11.3 in [11]) into both sides of (A.30). Here g0 = 1, g1 =
1
12
, g2 =
1
288
, and further
values are given in 5.11.4 – 5.11.6 in [11]. In this way we obtain large t asymptotic
expansions for both sides of (A.30) and we can compare the coefficients to find the cj.
Computer algebra is very useful for this process; we used Maple to obtain the first eight
coefficients. The result is:
c0 = 1, c1 =
ν2 − 1
24
, c2 =
ν2 − 1
1152
(
ν2 + 23
)
, c3 =
ν2 − 1
414720
(
5ν4 − 298ν2 + 11237) ,
c4 =
ν2 − 1
39813120
(
5ν6 − 1887ν4 − 241041ν2 + 2482411) ,
c5 =
ν2 − 1
6688604160
(
7ν8 − 7420ν6 + 1451274ν4 − 220083004ν2 + 1363929895) ,
c6 =
ν2 − 1
4815794995200
(
35ν10 − 78295ν8 + 76299326ν6 + 25171388146ν4 (A.31)
−915974552561ν2 + 4175309343349) ,
c7 =
ν2 − 1
115579079884800
(
5ν12 − 20190ν10 + 45700491ν8 − 19956117988ν6
+7134232164555ν4 − 142838662997982ν2 + 525035501918789) .
2
A.2 Proof of Lemma 2.1
Let us first note two results that were derived using Stein’s method. Theorem A.1 is
proved in Stein [20], whilst Theorem A.2 is a special (and slightly simplified) case of the
general bound of Theorem 3.5 of Gaunt [4]. The simplified bound is, however, sufficiently
tight for the purpose of proving part (ii) of Lemma 2.1.
Theorem A.1. Stein [20], (1986). Let X1, . . . , Xn be i.i.d. random variables with EX1 =
0, EX21 = 1 and E|X1|3 < ∞. Set W = 1√n
∑n
i=1Xi and let Z ∼ N(0, 1). Suppose
h : R→ R has a bounded first derivative on R. Then
|E[h(W )]− E[h(Z)]| ≤ ‖h
′‖∞√
n
(
2 + E|X1|3
)
,
where ‖h′‖∞ = supx∈R |h′(x)|.
Theorem A.2. Gaunt [4], (2015). Let X1, . . . , Xn and W be defined as in Theorem A.1,
but with the additional assumption that E|X1|6 < ∞. Suppose h : R → R is an even
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function and is twice differentiable with first and second derivative bounded on R. Then
there exists a constant C independent of n such that
|E[h(W )]− E[h(Z)]| ≤ C
n
(‖h′‖∞ + ‖h′′‖∞)(1 + |EX31 |)E|X1|6.
Proof of Lemma 2.1. Let Xα ∼ Po(α) and set X˜α = Xα−α√α . We shall suppose α ≥ 1
(later we shall let α→∞). Also, let Y1, . . . , Ybαc be i.i.d. random variables following the
Po
(
α
bαc
)
distribution, where the floor function bxc is the greatest integer less than or equal
to x. Then, by a standard result,
∑bαc
i=1 Yi ∼ Po(α), and so is equal in distribution to Xα.
Therefore X˜α
D
= 1√
α
(∑bαc
i=1 Yi−α
)
. In order to apply Theorems A.1 and A.2, we note that
X˜α
D
=
1√bαc
bαc∑
i=1
Y˜i,
where
Y˜i =
√
bαc
α
(
Yi − αbαc
)
, i = 1, . . . , bαc.
The random variables Y˜1, . . . , Y˜n are i.i.d. with EY˜1 = 0 and EY˜ 21 = 1. The absolute
moments of Y˜1 up to sixth order are also finite and are O(1) as α→∞. Parts (i) and (ii)
of the lemma (for which different assumptions are made on the function h) now follow
from applying Theorems A.1 and A.2 to bound the quantity |E[h(X˜α)] − E[h(Z)]| and
noticing that the resulting bounds are of order O(α−1/2) and O(α−1), respectively, as
α→∞. 2
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