In this paper, we study the problem of limit cycle bifurcation in two piecewise polynomial systems of Liénard type with multiple parameters. Based on the developed Melnikov function theory, we obtain the maximum number of limit cycles of these two systems.
Introduction
The study of the polynomial Liénard differential equationẍ + f (x)ẋ + g(x) = 0 has a very long history, where f and g are polynomials with degree m, n respectively. Since it was first introduced in [Liénard, 1928] , many researchers have concentrated on its maximum number of limit cycles and their location [Han & Romanovski, 2013; Li & Llibre, 2012; Yang, 2012] . As it is known, the equation is equivalent to a planar system of the forṁ x = y,ẏ = − f (x)y − g(x).
(1)
In recent years, an increasing amount of people are interested in finding the maximum number of limit cycles of piecewise smooth dynamical systems on the plane. One of the main methods is the Melnikov function method developed in [Liu & Han, 2010; Han & Sheng, 2015] . In addition, as an attempt to make further investigation of piecewise near-Hamiltonian system, the authors of and [Xiong, 2015] introduced a new parameter λ in the system as well as its Melnikov function. It turns out that, in some cases, by using the Melnikov function depending on the new parameter, one might find more limit cycles. In this paper, based on the main results of [Xiong, 2015; Liu & Han, 2010] , we will study the piecewise situation of (1). More precisely, we suppose that system (1) is defined on two half-planes G + and G − separated by a straight line l, and takef ,g in (1) as f (x) = ǫf (x), g(x) = x + ǫg(x), (x, y) ∈ G + , x − ǫg(x), (x, y) ∈ G − , where f , g are polynomials of degree m, n respectively, and ǫ > 0 is a small parameter. Then system (1)
The following theorems are the main results of this paper:
] + 1 limit cycles bifurcating from the periodic orbits of the systemẋ = y,ẏ = −x.
] + 1, resp.) limit cycles bifurcating from the periodic orbits of the systemẋ = y,ẏ = −x. The above two theorems will be proved in Sections 3 and 4.
Melnikov functions with multiple parameters
Consider the following near-Hamiltonian system with multiple parameters
where 0 < ǫ ≪ λ ≪ 1, H ± , p ± , q ± are C ∞ functions of the following expressions
For the above system, we make the following assumptions:
(a) For small λ, there exists an open interval I λ such that (3)| ǫ=0 has a family of periodic orbits with clockwise orientation given by
Consider the orbit of system (3) starting from A λ . Let B ǫ λ denote its intersection point with the positive y-axis, see Fig. 1 . Then [Liu & Han, 2010 ] introduced a function F by the following
The function F (h, λ, ǫ) is called a bifurcation function of system (3). Then, define the first order Melnikov function of (3) by M (h, λ) = F (h, λ, 0). Under the assumptions (a) and (b), Liu & Han [2010] and Han & Sheng [2015] proved the following results respectively.
Lemma 1 [Liu & Han, 2010] . For |ǫ| small and h ∈ I λ , F (h, λ, ǫ) ∈ C ∞ . Moreover, (3) has a periodic solution (a limit cycle, resp.) near L λ (h 0 ) for h 0 ∈ I λ if and only if F has a zero (an isolated zero, resp.) in h near h 0 .
Lemma 2 [Han & Sheng, 2015 ]. (i) If M (h, λ) has k zeros in h on the interval I λ with each having an odd multiplicity, then (3) has at least k limit cycles bifurcating from the period annulus for ε small; (ii) If the function M (h, λ) has at most k zeros in h on the interval I λ , taking into multiplicities account, then there exist at most k limit cycles of (3) bifurcating from the period annulus.
Liu & Han [2010] aslo obtained the formula of M (h, λ), which is simplified in [Liang & Han, 2012] as follows
Further, Xiong [2015] proved the following Lemma 3 [Xiong, 2015] . For 0 < λ ≪ 1, we have
where
Proof of Theorem 1
In this section we present a proof to Theorem 1. Consider the following piecewise system with multiple parameters
In order to apply Lemma 3, we make a change of variables of the form x =ỹ, y =x and time rescaling τ = −t. For the sake of convenience, we still use x and y to replacex,ỹ respectively. Then system (5) can be transformed into
Then by Lemma 3, the first order Melnikov function of (7) can be written as
One can easily find that (7) ǫ=0 has a first integral
and (7) ǫ=0,λ=0 has a family of periodic orbits L 0 (h) : x 2 + y 2 = 2h, see Proof. By (6), (9) and Green formula, for i = 0, 1, we have
By Green formula and using polar coordinate transformation x = r cos θ, y = r sin θ, for j = 0, . . . , m, J 1j has the form as follows
Note that
and that
Taking (12) into (11), then (11), (13) into (10), we can obtain
whereã
Specially, when i = 0, we have M 0 (h) = I 0 (h). Sinceã
j are independent, by taking them as free parameters, we can conclude that M 0 (h) has at most [ 
where f (x) = m i=0 a i x i . They proved that the above system has at most [m/2]+1 limit cycles by using the developed first-order average theory in [Buica & Llibre, 2004] . If we take g(x) = k 1 x + k 2 and n = 1, then by Lemmas 2, 4 and Eq. (15), one can get their result immediately, while the Melnikov function of system (16) is
Lemma 5. Suppose that f 0 , g 0 are odd functions with degree at most m, n respectively. Then the function M 1 (h) has at most [ Proof. Noting that along L 0 (h), we have dy dτ = −x. It follows from (9) that
Thus from (9), we have
Let us recall that a(h, λ) and b(h, λ) are two solutions of the equation Then we have
Since f 0 , g 0 are odd, we can rewrite them as
By (4), (6), (10), (19) and (20), one can get that
Hence, combining (8) with (14), (17), (18) and (21), we have the following
andã (1) i ,b
(1) i are defined in (15). We note thatã 
2i , b
2i+1 , c 2i respectively. So it follows from (15) and the above formula thatã 
Note that
wheref
Obviously, Theorem 1 follows from Theorem 3 directly. This ends the proof of Theorem 1.
The following example is an illustration of Theorem 1.
Example 3.1. Take in system (5) m = n = 3 and
Then by Lemmas 4 and 5, we have
which has four nonzero simple roots h = 1, 4, 9, 16. Therefore, it follows from (24) that the system below ẋ = y,
has four limit cycles near x 2 + y 2 = 2, 8, 18, 32 respectively.
Remark 3.2. We can make a comparation of the number of limit cycles of (25) with a case of piecewise smooth system and a case of smooth system respectively. First, consider ẋ = y,
From the formula of Melnikov function given by Theorem 1.1 in [Liu & Han, 2010] , we have
which has at most three nonzero simple roots. It further indicates that if M (h) ≡ 0, (26) has at most three limit cycles, which is one less than (25). Second, for the smooth system as follows   ẋ = y,
with k = 0, there exists at most one limit cycle by the first order Melnikov function
Thus, these examples support the conclusion of Theorem 1, which can be used to find more limit cycles.
Proof of Theorem 2
In this section, we study the following system   ẋ = y,
where g, f i , g i (i = 0, 1) are defined as in (6). By Lemma 3, the first order Melnikov function M (h, λ) of (28) has the following items
and A, B, L 0 (h) are defined the same as before. Then, we have a lemma below:
Lemma 6. The function M 0 (h) has at most [ Proof. For i = 0, 1, we have
Taking (6) into the above equation, by Green formula and using polar coordinate transformation x = r cos θ, y = r sin θ, we have
For i = 0, we have M 0 (h) = I 0 (h). Takingã Further, we have Lemma 7. Suppose that the polynomial f 0 is odd with degree at most m. Then for n ≥ 1 ( n = 0, resp.), M 1 (h) has at most 2[ 
where 
where for each l,
Letting t = √ 2h − x 2 , then for each J l , we have
By taking the above equation in (35), we have
where Again by using polar coordinate transformation x = r cos θ, y = r sin θ, we can obtain
whereã (1) j ,â j are defined as in (32) and (39) respectively. In summary, by takingã Thus we have proved the following theorem:
Theorem 4. Let 0 < ǫ ≪ λ ≪ 1 and M 0 (h) ≡ 0, M 1 (h) ≡ 0. Then for n ≥ 1 (n = 0, resp.), system (28) has at most 2[ ] + 1, resp.) limit cycles bifurcating from the periodic orbits of the systeṁ x = y,ẏ = −x. And this number can be reached.
Then if we replace sgn(y) with sgn(x) into (24), Theorem 2 follows from (24) and Theorem 4 directly. Next we give an example to illustrate Theorem 2: 
