A fundamental aspect in performance engineering of wireless networks is optimizing the set of links that can be concurrently activated to meet given signal-to-interference-plus-noise ratio (SINR) thresholds. The solution of this combinatorial problem is the key element in scheduling and cross-layer resource management. In this paper, we assume multiuser decoding (MUD) receivers, which can cancel strongly interfering signals. As a result, in contrast to classical spatial reuse, links being close to each other are more likely to be active concurrently. Our focus is to gauge the gain of successive interference cancelation (SIC) and the simpler, yet instructive, case of parallel interference cancelation (PIC) in the context of optimal link activation (LA). We show that both problems are NP-hard, and we develop compact integer linear programming (ILP) formulations to approach global optimality. We provide an extensive numerical performance evaluation, indicating that, for low to medium SINR thresholds, the improvement is quite substantial, particularly with SIC, whereas for high SINR thresholds, the improvement diminishes, and both schemes perform equally well.
N R , and N D antennas at the source, the relays, and the destination, respectively. Based on the asymptotic SER, we derived the diversity order and the array gain for M -PSK and M -QAM. Our results reveal that TAS/MRC and TAS/SC achieve the same diversity order. As such, the SNR gap between the two protocols is entirely dependent on the array gain. Motivated by this, we characterized the SNR gap as a simple ratio of their respective array gains. An interesting observation is made that the SNR gap is constant regardless of L for equal average received SNRs at the relays and the destination. We concisely express the SNR gap in terms of the number of antennas and the fading parameters for Rician, Nakagami-m, Weibull, and generalized-K fading.
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I. INTRODUCTION
In wireless networking, determining the sets of links that can be simultaneously active is a cornerstone optimization task of combinatorial nature. For a link to be active, a given signal-to-interferenceplus-noise ratio (SINR) threshold must be met according to the physical model [12] . Most previous analyses assume single-userdecoding (SUD) receivers that treat interference as additive noise. For interference-limited scenarios, orthogonalization, which is also known as scheduling, along some dimension of freedom (e.g., time) is necessary. The schedule is composed by link subsets, each being a solution to the link activation (LA) problem. Thus, repeatedly performing LA is the dominant computational task in scheduling. Intuitively, with SUD, concurrently active links being spatially separated are preferable as they generate little interference to each other, and scheduling amounts to achieving optimal spatial reuse. Optimal LA has attracted a considerable amount of attention (see, for example, [1] , [6] , [8] , [11] , and [23] for complexity, solution approximation, and exact algorithms.) For scheduling and cross-layer resource management, see [4] , [7] , [9] , [17] , [19] , and the references therein.
We consider LA where each link is associated with a positive weight, with the objective of maximizing the total weight of active links. The weights represent utility, queue size [21] , or dual prices in the column generation method for scheduling [4] . A special case is the maximum-cardinality LA, for which all weights are equal to 1. We consider optimal LA under the setup of multiuser decoding (MUD) capability [22] . Unlike noise, interference contains encoded information. This is exploited by MUD receivers to perform interference cancelation (IC). That is, the receivers, before decoding the signal of interest, first decode the interfering signals that they are able to decode and remove them from the composite signal. For IC, a receiver acts as if it is the intended receiver of the interfering signal. An interfering signal can be canceled only if it is received with enough power in relation to the other transmissions, including the receiver's own signal of interest. In other words, the "interference-to-other-signals-and-noise" ratio (which is an intuitive but nonrigorous term) must meet the SINR threshold of the interfering signal. With MUD, concurrent activation of strongly interfering links becomes more likely, enabling activation patterns that are counterintuitive in the conventional setting. Our focus is on the potential of IC in boosting the performance of LA. Because LA is a key element in resource management, this paper opens up new perspectives of these problems. For this paper, we assume that MUD is carried out with no significant performance impairments; hence, our results effectively constitute bounds on what is achievable in practice.
In the multilink setup, the optimal IC scheme allows every receiver to perform cancelations successively in multiple stages. In each stage, the receiver decodes and removes one interfering signal. This scheme is referred to as successive IC (SIC). From an optimization standpoint, modeling SIC is challenging because the order of cancelations is of significance. Clearly, enumerating the potential cancelation orders will not scale at all. Thus, compact formulations are desirable. A simplified IC scheme is to consider only the cancelations that can be performed concurrently in a single stage, i.e., when determining the possibility for the cancelation of an interfering link, all remaining transmissions, regardless of being examined for cancellation or not, are regarded as interference. We refer to this scheme as parallel IC (PIC). As some of the cancelations in SIC may not be possible in PIC, one can expect that the gain of the latter is less than that of the former. A further restriction is to allow at most one cancelation per receiver. This scheme, which we refer to as single-link IC (SLIC), poses additional limits on the performance. However, it is the simplest scheme for practical implementation. In comparison with SIC, PIC and SLIC are much easier to formulate mathematically as ordering is not relevant. In this paper, PIC refers to concurrent decoding of as many interfering signals as possible in a single stage before the signal of interest is decoded. Thus, it is different from the PIC scheme in the context of code-division multiple-access (CDMA) multiuser receivers, which decodes all signals and requires multiple stages, canceling the interference of all signals simultaneously at each decision stage [22] .
There is a growing amount of interest in exploiting the potential of IC. In [2] and [15] , we applied rate adaptation to exploit the benefits of SLIC and PIC in improving aggregate system throughput and assessed the potential of SLIC for SINR balancing, respectively. In [16] , the performance of SIC in aggregate throughput is evaluated for CDMA within a specific distributed scheduling protocol. In [14] , Jiang et al. developed a framework for joint routing and SIC-enabled scheduling, where all links have a common SINR threshold, and provided a numerical study on one multihop wireless network instance. In parallel, another contribution was made in [18] , where Lv et al. considered an SIC-enabled system under the physical SINR model and introduced a greedy algorithm to construct schedules of bounded length.
In this paper, we formalize optimal LA with PIC and SIC, focusing on the latter, for both uniform and nonuniform SINR thresholds. An NP-hardness result is provided. We develop compact integer linear programming (ILP) formulations to approach global optimality for problem sizes of practical interest. We present representative results from an extensive numerical performance evaluation, providing insight into the attainable gains of adopting IC.
II. PROBLEM DEFINITION AND COMPLEXITY
Consider a wireless system of K pairs of transmitters and receivers, forming K directed links. Let K Δ = {1, . . . , K}. For m and k ∈ K, G mk denotes the channel gain between m's transmitter and k's receiver. The noise power is denoted by η. For each k ∈ K, the transmit power, the SINR threshold, and the weight are denoted by p k , γ k , and w k , respectively. We consider first LA with SUD, which is denoted as LA-SUD, and define this baseline problem: Find an activation set A ⊆ K maximizing k∈A w k and satisfying conditions
which ensure that all active links meet the SINR thresholds.
LA-SUD can be represented by an ILP formulation (see, e.g., [8] ). A set of binary variables x k ∀k ∈ K is used to indicate LA. To ease comparisons to the formulations that are introduced later, we reproduce the formulation of LA-SUD as follows:
The objective of maximizing the total weight is given in (1a). By (1b), if x k = 1, indicating that link k is active, the SINR of link k must be at least γ k . If x k = 0, (1b) has a null effect if parameter M k is sufficiently large (e.g.,
In (1), the numbers of variables and constraints are both of O(K).
Next, we consider LA with MUD receivers and define the LA with PIC and LA with SIC, which are denoted by LA-PIC and LA-SIC, respectively. Here, the definitions are formalized in a general style using sets and bijections. Developing compact and effective integer formulations of LA-PIC and LA-SIC, similar to the style of (1), forms the bulk of Sections III and IV, respectively.
For LA-PIC, the output includes sets of cancelations, in addition to the activation set A. A formal definition is as follows: Find an activation set A ⊆ K and sets C k ⊆ A \ {k} of canceled transmissions for each k ∈ A, maximizing k∈A w k and satisfying the following conditions.
The first condition ensures that the specified cancelations can take place. If link k's receiver cancels m's transmission, the "interferenceto-other-signals-and-noise" ratio must be at least γ m . The second set of conditions formulates the SINR requirements for the signals of interest, and the canceled terms do not appear in the denominator of SINR.
For SIC, the output must be further augmented to specify, for each C k , where k ∈ A, the order in which the cancelations take place. A formal definition of LA-SIC is as follows: Find an activation set A ⊆ K and sets C k ⊆ A \ {k} of canceled transmissions, along with bijection b k : C k → {1, . . . , |C k |} for each k ∈ A, maximizing k∈A w k and satisfying the following conditions.
The cancelation sequence for each active k is given by bijection b k that defines a unique mapping of the links in C k to the IC order numbers in the sequence. That is, b k (m), where m ∈ C k , is the stage at which m is canceled by the receiver of k. The bijection is used in the first condition to exclude the interference terms that have been canceled in stages prior to m.
The baseline problem, i.e., LA-SUD, is known to be NP-hard (see, e.g., [11] ). We provide the theoretical result that LA-PIC and LA-SIC remain NP-hard using a unified proof.
Theorem 1: Both LA-PIC and LA-SIC are NP-hard, even if the links both have uniform received power at the receivers and uniform SINR thresholds.
Proof: LA-PIC and LA-SIC are clearly in NP. The proof applies a polynomial-time reduction from the maximum-cardinality independent set (MIS) problem in a graph, of which we use V and E to denote the sets of vertices and edges, respectively. In the reduction, we set K = V and denote by p the uniform received power on the K links. It follows from the construction that, although IC is allowed, no cancelation takes place as the decoding ratio for m's signal at k's receiver is at most p /(p + p /K) < 1. Thus, for the given scenario, LA-PIC and LA-SIC coincide with LA-SUD. In addition, for any two links with an edge in the graph, at most one can be active because the SINR drops below p /(p + p /K) < 1 if both links transmit. On the other hand, for any k ∈ K, its activation is not constrained by links that do not form edges with k in the graph as the SINR is at least p /((K − 1)p /K + p /K). Hence, LA is equivalent to MIS, and the theorem follows.
The proof leads to three observations. First, LA-PIC and LA-SIC are hard to approximate; using the result of Håstad [13] , there is no 1/K 1− approximation for any > 0 for clique (which is equivalent to MIS in the complementary graph), unless P = NP. Second, the conclusion that MUD reduces to SUD in the proof above holds for any γ > 1, indicating that IC is not likely for large SINR thresholds. Third, if γ is very small and the interference is strong, IC will take place maximally, such that all links can be active simultaneously. In this case, LA-PIC and LA-SIC are trivially solved, whereas LA-SUD remains NP-hard as it is still equivalent to MIS. The observation justifies the above study of complexity.
III. LINK ACTIVATION WITH PARALLEL INTERFERENCE CANCELLATION
We provide a compact ILP formulation for LA-PIC as follows:
In addition to the x variables, we introduce a second set of binary variables, i.e., y mk , that is 1 if the receiver of link k decodes and cancels the interference from link m and 0 if otherwise; ∀m, k ∈ K, where m = k. Inequalities (2c) and (2d) state that cancelation can take place (y mk = 1) only if both k and m are active (x k = x m = 1). Inequalities (2e) are SINR requirements similar to (1b) for LA-SUD, with the difference that IC is accounted for via the term x m − y mk . Note that the formulation will fail without (2c) because then it is possible to reduce the denominator of (2e) by subtracting nonexisting interference of nonactive links. Constraints (2f) formulate the PIC condition: y mk can be 1 only if the interference from m, i.e., p m G mk , in relation to all other signals including the signal of interest and transmissions being canceled in parallel, meets γ m . Setting y mk = 0 is always feasible, provided that parameter M mk is large enough (e.g., M mk Δ = n =m p n G nk γ m + ηγ m − p m G mk ). The size of (2), both in the numbers of variables and constraints, is of O(K 2 ), which is one magnitude larger than that of (1); in fact, to incorporate IC between link pairs, one cannot expect a formulation of smaller size. While solving (2), two preprocessing steps can be applied. First, SNRinfeasible links are deleted, i.e., x k = 0 if p k G kk /η < γ k . Second, if p m G mk /(p k G kk + η) < γ m , then cancelation cannot be performed to m at k's receiver, and the corresponding y variable can be set to zero and discarded.
Canceling at most one interfering signal is more practical to implement than PIC and SIC. The resulting LA problem, which is denoted as LA-SLIC, is formulated by adding m =k y mk ≤ 1 ∀k ∈ K to (2) . Note that, if γ k ≥ 1 ∀k ∈ K, SLIC is equivalent to PIC since any signal, except the strongest signal, would have an SINR of less than 1.
IV. LINK ACTIVATION WITH SUCCESSIVE INTERFERENCE CANCELLATION
Formulating LA-SIC by compact ILPs is challenging because cancelation sequences have to be accounted for. We present our ILP approach in two steps for LA-SIC with uniform and nonuniform SINR thresholds, respectively. For the former, it is known that SIC should be performed in the order of descending received power (e.g., see [14] ). That the order holds at global optimum of LA-SIC with a common γ can be easily derived. Suppose that p m G mk > p n G nk , but link k cancels n's signal first before canceling the signal of m. Then, p m G mk is part of the remaining interference while canceling n's signal and the other signals before decoding m's transmission. Consider decoding the signal of m immediately before n instead. Because γ m = γ n = γ and m gives stronger received power, m's signal can be decoded successfully. After canceling m's signal, the remaining cancelations obviously remain feasible. Therefore, decoding in descending order of the receiver power is indeed optimal.
Based on the given result, for each link k, we sort the remaining links in descending order of received power values (as if they are all active) at k's receiver. The result is denoted by bijection i k : K \ {k} → {1, . . . , K − 1}, where i k (m) is the position of link m in the sorted sequence. Let c mk Δ = K − 1 − i k (m) denote the number of links after m in the sorted sequence for k. When considering the cancelation condition of interfering link m, interference can only originate from links appearing after m in the sorted sequence of k. In the following, we present the resulting ILP for LA-SIC under common SINR threshold:
The given formulation reuses the variable definition and some of the constraints in the LA-PIC formulation (2) . The constraint set (3b) specifies the SIC condition, making use of the aforementioned sorted sequences. While canceling the signal of m at receiver k in stage i k (m), the remaining interference is limited to the transmissions coming after m in the sorted sequence of k since all other active links giving higher received power have already been canceled. The formulation is, however, not complete without (3c). These constraints ensure that the optimal decoding order is indeed followed. That is, if both m and n are active with p m G mk > p n G nk and n is canceled by k, then m must be also canceled by k. Equivalently speaking, if m is active but not canceled by k, then none of the other links after m in the sequence of k may be canceled. The constraint has no effect as long as x m = y mk . If link m is active but not canceled (x m = 1 and y mk = 0), the right-hand side becomes zero; therefore, no cancelation may occur for any n with a position after m in the ordered sequence. Note that the case x m = 0 but y mk = 1 cannot occur because of (2c).
The size of (3) is of O(K 2 ). Thus, for a common SINR threshold, LA-SIC can be formulated as compactly as LA-PIC. We remark that similar preprocessing steps for (2) can be applied to reduce the size of (3).
With link-individual SINR thresholds, preordering IC sequences does not apply. To see the point, consider link k and two interfering links m and n, with p k G kk + η = 0.5. No other transmission is present. For link n, suppose that p n G nk = 2 and γ n = 2. Consider the following two cases for link m and assume that in both p n G nk > p m G mk holds: p m G mk = 0.5 with γ m = 1/4, and p m G mk = 1 with γ m = 1/3. In the first case, both transmissions can be canceled only if cancelation applies first to n. However, the opposite order must be used for the second case.
To deal with individual SINR thresholds, our ILP approach uses, for each pair of links m and k ∈ K, a set of binary variables y t mk that represent the cancelation stage by t ∈ [1, K − 1]. The range can be reduced to restrict the maximum number of cancelations for practical considerations. To this end, we define, for each k ∈ K, an integer parameter T k ≤ K − 1 and set T k Δ = {1, . . . , T k }. The ILP formulation of the general LA-SIC problem is given as
The conditions (4c)-(4d) have similar role with (2c)-(2d). The summation over t in (4c) and over m in (4d) ensure, respectively, that a link is canceled in at most one stage, and each receiver performs at most one cancelation per stage. The SINR requirements for decoding the signals of interest are set in (4e), in which all canceled transmissions are excluded by means of subtraction in the denominator. Similarly, if link k cancels the interference of link m in stage t, the active interfering transmissions that have been canceled before stage t are excluded from the sum of undecoded interference, as stated in (4f), with the convention that the sum within the parenthesis in the denominator is zero for t = 1. The constraints (4g) are not mandatory for the formulation's correctness; their role is to enhance the computational efficiency. These constraints ensure that the cancelations are performed as "early" as possible, i.e., there are no "idle" stages between stages where cancelation takes place.
The size of (4) is one magnitude larger than (3) as the numbers of variables and constraints are of O(K 3 ). However, we note that the formulation (4) remains compact. To deal with the scalability issue, one may resort to a small value of T k . Typically, doing so has little impact on the solution quality because most of the performance gain from IC is due to the first few cancelations. In addition, when implementing (4), preprocessing steps similar to those for (3) can be applied for size reduction.
V. NUMERICAL RESULTS
Here, the ILP formulations proposed in Sections III and IV are utilized to numerically evaluate the performance gain due to SLIC, PIC, and SIC schemes over the baseline approach without IC. Two data sets are generated by uniformly scattering nodes in square areas of 500 m × 500 m. Data set I takes an information-theoretic viewpoint [5] , by arbitrarily choosing transmitter-receiver matchings with the sole criterion of feasible activation for single link. Data set N resembles a multihop network [10] , [20] by constraining the length of the links to be from 3 to 200 m. The cardinality K ranges from five to 30 links. The input is chosen to be common for all links; specifically, p k = 30 dBm ∀k ∈ K, and η = −100 dBm. The channel gains G mk follow a geometric, distance-based path-loss model with an exponent of 4; hence, the length effectively determines the link SNR. Data set I has a minimum SNR of 16 dB, and the mass of the SNR distribution is for 20-50 dB, whereas data set N has a minimum SNR of 32 dB, and the mass is for 40-60 dB. For each data set and network cardinality, the results presented are averages over 30 instances. Two simulation studies are conducted for the cases of LA with common and individual SINR thresholds, respectively.
At first, γ takes values from −3 to 9 dB, and all links have equal activation weights, e.g., w k = 1 ∀k ∈ K. Fig. 1 compares, for networks of 30 links, the average performance of all LA schemes for various SINR thresholds; the left and right subfigures correspond to the I and N data sets, respectively. It is seen that the performance gains due to IC are significant, particularly when the SINR threshold is low, but they diminish when the SINR threshold goes beyond 6 dB. As expected, the performance increases with problem sophistication. In addition, a comparison in Fig. 1, between subfigures (a) and (b) shows that LA is easier for data set N, even without IC due to the higher link SNRs. Nevertheless, the relative gain of SIC is more prominent in the case of the I data set; specifically, for low SINR, threshold SIC activates a double number of links than SUD. For both data sets, SIC has an exponentially decreasing performance, and for SINR thresholds up to about 3 dB, it still significantly outperforms SUD. On the other hand, for SINR thresholds up to about 0 dB, PIC yields a relatively constant performance improvement of roughly two to five links, for data sets I and N, respectively. The performance of all IC schemes practically converges at an SINR threshold of 6 dB. The interpretation is that, if IC is possible, it is more likely that it will be restricted to a single link. For high SINR thresholds, i.e., above 6 dB, it becomes less possible to perform IC. In addition, as was discussed earlier in Section III, PIC and SLIC have identical performance for γ ≥ 1. This is verified by the figure.
Next, the simulation results of the first campaign for data set I are presented in an alternative way to also evaluate the effect of the network cardinality. Figs. 2 and 3 show the average number of activated links versus the total number of links in the network for γ set to −3 and 3 dB, respectively. Again, the major observation is that all IC schemes clearly outperform the baseline, and in particular, SIC yields impressive performance in the low SINR domain, activating up to two times more links. As the number of links in the network increases, the performance of all schemes improves, due to the diversity, almost linearly but with a very small slope. For low γ and small networks of around five links, nearly all of them are activated with SIC. On the other hand, PIC and SLIC have a consistent absolute gain over SUD, activating one to two links more. For high γ, all IC schemes result in the activation of one to two links more than the baseline; therefore, most of the gain is reaped by SLIC.
In the second simulation study, the performance of the general LA-SIC problem, under individual SINR thresholds, is evaluated using data set I. Each link assumes, with equal probability, one of the SINR thresholds from the set {−3, 0, 3} dB and uses as activation weight the corresponding Shannon rate per bandwidth unit, in bits per second per hertz. Formulation (4) is implemented, varying the maximum number of cancelation stages T k = T ∀k ∈ K, from 0, corresponding to the baseline case without IC, to 3. Fig. 4 shows the average spectral efficiency of the activated links versus the network cardinality. A roughly linear increase with similar slopes is experienced for both SUD and SIC. The increase however saturates for networks of more than 25 links. The efficiency is almost doubled with SIC; roughly half of this increase is achieved by the first cancelation stage and most of the rest by the next stage. Beyond the second cancelation, the gains are diminishing.
The optimal solutions presented here were found by an off-the-shelf solver, implementing standard techniques such as branch-and-bound and cutting planes [3] . The simulations were performed on a server with a quad-core AMD Opteron processor at 2.6 GHz and 7 GB of RAM. The ILP formulations were implemented in AMPL 10.1 using the Gurobi Optimizer ver. 3.0. Regarding the computational complexity of the proposed ILP formulations for IC, an empirical measure is the running time of the solution process. In Fig. 5 , subfigures (a) and (b) show the average solution time of all LA schemes versus network size for the data sets I and N, respectively. The results are from the second simulation study, where T = 3 for SIC. We observe that complexity is not an obstacle to conduct experiments for evaluation purposes, for the practical instance sizes that we examine. The complexity of SLIC and PIC scales mildly and becomes significantly larger than the baseline for networks of more than about 20 links, whereas for SIC, it increases exponentially. It is noted that the link properties greatly affect the complexity of IC since the largest average value in data set I (200 s for SIC in 30 links) is two orders of magnitude larger than the corresponding one in data set N.
VI. CONCLUSION
We have addressed optimal concurrent LA in wireless systems with PIC and SIC. The NP-hardness of the problems is presented and proven. ILP formulations are developed to approach the exact optimum. The results indicate that, for low to medium SINR thresholds, IC delivers a significant performance improvement. An extension of this paper is to incorporate power control that will bring another design dimension that can yield additional gains. In addition, given the proven computational complexity, the development of approximation algorithms for special cases of LA and scheduling with IC calls for further research.
