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Spiral Intensity Patterns in the Internally Pumped Optical Parametric Oscillator
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We describe a nonlinear optical system that supports spiral pattern solutions in the field intensity.
This new spatial structure is found to bifurcate above a secondary instability in the internally pumped
optical parametric oscillator. The analytical predictions of threshold and spatial scale for the instability
are supplemented by detailed numerical investigations of the formation of spiral patterns.
PACS numbers: 42.65.Sf, 05.45.Yv, 42.65.Ky
The formation of spiral waves has been reported in many
dynamical nonlinear systems including hydrodynamical
convection, chemical reactions and optical processes [1].
In chemical and hydrodynamical processes spiral waves
are observed in the field amplitude, as evident, e.g., in the
Belousov-Zhabotinsky reactions [2]. In contrast, optical
spiral waves generally appear in the phase structure of the
optical field. These vortical structures are zeros of the op-
tical intensity with a phase circulation around the vortex
that is an integer multiplum of 2p, and they have been
found in both linear and nonlinear optical systems [3–6].
They have been shown to be generic to the Maxwell-Bloch
laser equations [5] and in reduced descriptions based on
Ginzburg-Landau models that are used to approximate the
laser behavior close to threshold [6]. Vortex structures
have been observed experimentally in a range of laser
oscillators [7,8].
The question arises if spiral structures in the field am-
plitude, analogous to those seen in chemical and hydrody-
namic systems, also can be found in optics. Such
amplitude spirals were observed in Ref. [9] using a
specially designed nonlinear optical system with both
diffusive interactions as well as nonlocal feedback. We
show here that spiral intensity structures are also present in
a standard and widely studied nonlinear optical system: an
intracavity x 2 mediated quadratic nonlinear interaction.
Intensity spirals are shown to appear above a secondary
instability in the system, and are investigated through
stability analysis and numerical simulations. The intensity
spirals are fundamentally different from the phase spirals
found in the laser case, and are found to originate from an
amplitude instability in the system.
Studies of transverse pattern formation in x 2 cavity
based processes were initiated with the optical paramet-
ric oscillator (OPO) in both the degenerate [10] and non-
degenerate [11,12] configurations. Recently, interest was
directed towards second harmonic generation (SHG) [13].
We have been concerned with the combined system con-
sisting of second harmonic generation in the presence of
a competing parametric process [14,15], also termed the
internally pumped optical parametric oscillator (IPOPO).
Apart from being an experimentally relevant system [16]
the IPOPO also shows new features compared to the iso-
lated SHG and OPO processes. Indeed, we demonstrate
here that intensity spiral patterns can be found in the
IPOPO. An equivalent analysis of the ordinary externally
pumped nondegenerate OPO suggests that it does not sup-
port intensity spirals. Note that phase spiral solutions can,
however, be found in the nondegenerate OPO [17].
The scaled cavity mean-field equations for the IPOPO
with the fundamental A1, second harmonic A2, and two
nondegenerate parametric fields A6 resonant are given by
[15]
≠A1
≠t
 21 1 iD1A1 1 iA1A2 1 i=
2
A1 1 E , (1)
≠A2
≠t
 2g 1 iD2A2 1 iA21 1 2iA1A2 1
i
2
=2A2 ,
(2)
≠A1
≠t
 21 1 iD1A1 1 iA2A2 1 i=
2
A1 , (3)
≠A2
≠t
 21 1 iD2A2 1 iA1A2 1 i=
2
A2 . (4)
Here Dj , j  1, 2,1,2, are cavity detunings of the four
fields while g is the ratio between the loss rate of the
second harmonic and the fundamental. Diffraction is
included through the terms containing the transverse
Laplacian while the cavity is pumped at the fundamental
frequency with an amplitude E. The mutual influence of
the two x 2 processes regarding pattern formation was
investigated previously [15]. There the main focus was on
the situation where the SHG instabilities are encountered
below the parametric threshold. In the opposite case,
where the parametric process sets in below the SHG insta-
bilities, it is possible to derive exact analytical solutions
valid above threshold for the parametric process. This
was previously done by Marte [18] for the IPOPO in the
absence of diffraction. With diffraction the solutions are
of the form A1  A1, A2  A2, A6  A exp6ik ? r;
i.e., the parametric fields are in general emitted off-axis in
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the cavity while the fundamental and second harmonic are
on-axis homogeneous solutions. Substituting the solutions
into Eqs. (1)–(4), the amplitudes are found to obey
jA1j2  z1E2 2 z2jAj2, (5)
jA2j2  dk2 , (6)
jAj4 1 z3jAj2 1 z4  14 jA1j
4, (7)
where we have introduced the coefficients
z1E2 
E2 2 2dk2 g 2 D1D2
1 1 D21 1 dk
2

, (8)
z2 
4
q
dk2
1 1 D21 1 dk
2

cosfk2 1 D1 sinfk2 ,
(9)
z3 
q
dk2 g cosfk2 2 D2 sinfk2 , (10)
z4 
1
4
dk2 g
2 1 D22 , (11)
and all the dependence on the transverse wave number k
is in the parameters dk2  1 1 D1 2 k22, fk2 
arctanD1 2 k2. In the above analysis we have let D1 
D2  D1, which is a consequence of energy conservation
and a symmetry argument, as discussed in [19].
Two fundamentally different regions exist depending on
the sign of the fundamental detuning D1. For D1 . 0, the
parametric solutions with k 
p
D1 are always linearly
stable [19]. Consequently all the instabilities otherwise
obtained from the SHG process are completely quenched
by the parametric process.
Here we consider the case of negative detuning of the
fundamental. In this case all the SHG instabilities can be
excited since by varying D2 they can appear with lowest
threshold (cf. Fig. 2 in Ref. [15]). Furthermore, a region
exists where the parametric threshold is lowest and the
exact solutions discussed above can be excited, where
in this case the fields are emitted on-axis with k  0.
As opposed to the off-axis solutions that appear for
positive fundamental detuning, the on-axis solutions can
destabilize leading to a secondary instability in the IPOPO
system. This instability is investigated by perturbing the
solutions according to Aj  Aj 1 dAj expLt 1 iK ?
r 1 dBj expLt 2 iK ? r, j  1, 2,1,2, and by
performing a linear stability analysis for the perturbation
amplitudes dAj, dBj. This leads to an 8 3 8 matrix
equation for the eigenvalue L. The onset of the instability
can be found by plotting the growth rates ReLmax,
i.e., the largest real part of the eight eigenvalues. The
imaginary part of the critical eigenvalue is nonvanishing
at threshold which means the instability is oscillatory.
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FIG. 1. Growth rates ReLmax for the secondary instability as
a function of the transverse wave number K, with D1  22.5,
D2  0.3, g  1, and for three different values of E.
An example of growth rates for the secondary instabil-
ity is displayed in Fig. 1 for three values of the pump field
E. The instability threshold is found to be Et  8.88 and
sets in at the critical transverse wave number Kc  0.68
which determines the spatial scale of the pattern. Above
threshold the growth rates are peaked near Kc and van-
ish at K  0 resembling a class II instability according
to the classification given in [1]. Increasing the pump,
the growth rates are found to be positive in a rather broad
band ranging to K  0. This is in contrast to the pat-
tern forming instabilities otherwise found in the IPOPO
[15,19], where positive growth rates near threshold are ob-
tained only in a narrow peaked band around the critical
wave number Kc (class I instability). The broadband in-
stability is expected to lead to different dynamics. Hence
the amplitude equation that can be used to describe generic
pattern formation close to threshold has been shown to be
of the Kuramoto-Sivashinsky type for class II instabilities
as opposed to the more common Newell-Whitehead-Segel
models for class I instabilities [1]. This outlines the rea-
son for expecting new spatiotemporal dynamics from the
secondary parametric instability. The emergence of spiral
structures is not unexpected due to the analogous behav-
ior of the complex Ginzburg-Landau equation where the
phase of the exact solutions is found to obey a Kuramoto-
Sivashinsky equation and destabilize to spirals [1].
Numerical integration of Eqs. (1)–(4) is undertaken
in order to investigate the formation of spatial structures
above threshold. The numerical method utilizes a Fourier
split-step routine with periodic boundary conditions.
Figure 2 shows the formation of a traveling roll pattern
for E  9.2 and the parameters given in Fig. 1. The
simulation is seeded with random noise at t  0 that
gradually develops into the periodic modulated structure
observed at t  3000. The spatial scale of the roll
pattern is found to be K  0.81 in reasonable agreement
with the threshold value Kc  0.68 predicted from the
stability analysis. It is worth mentioning that a traveling
wave instability was already found in the IPOPO [15];
4507
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FIG. 2. Example of formation of a traveling roll pattern in the
near-field image of jA1j2 starting from random noise at t  0.
The pump amplitude is E  9.2 and other parameters are as in
Fig. 1. The window size is 96.7 3 96.7.
however, this was due to an SHG instability while the
secondary parametric instability mechanism reported here
is fundamentally different.
For other parameters positive growth rates extend to
K  0 and here intensity spiral patterns can be obtained
from the secondary instability. An example is presented
in Fig. 3. Starting from initial random noise, a grainy
structure is formed t  222 that gradually emerges into
modulated wave fronts reminiscent of the traveling rolls
t  500. They curve to form spiral structures that in
general are found to become more and more regular and
increase in size. The spirals rotate in time at the Hopf
frequency given by the imaginary part of the eigenvalues
found in the stability analysis. Similar structures are ob-
served in the near field of all four cavity fields.
Figure 4 shows the broad band of positive growth rates
present in the case where spirals are formed. The in-
stability threshold is found to be Et  6.61 and above
that positive growth rates are obtained in an interval start-
ing at K  0 and ranging up to about K  0.7 0.8.
The growth rates are weakly peaked around K  0.4
which determines the spatial scale of the modulated struc-
ture. Spiral patterns can be found for both E  6.8 and
E  7.0, and in general for parameters that give positive
growth rates in a broad weakly peaked band ranging to
K  0. In contrast, when the peaked growth rates vanish
at zero, as in the case of E  9.2 in Fig. 1, the traveling
rolls are found. Increasing the pump, however, these rolls
destabilize to spirals as also expected from the behavior of
the growth rates for E  10 in Fig. 1.
Although the spirals can be formed directly from ran-
dom noise without formation of a fully developed travel-
ing roll pattern, it is clear that the underlying roll structure
FIG. 3. Time evolution showing the formation of spiral pat-
terns in jA1j2 for E  7.0, D1  22.5, D2  20.7, g  1,
and a window size of 200 3 200.
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FIG. 4. Growth rates for three different values of the pump E
and otherwise the same parameters as in Fig. 3.
plays an essential role. Hence it is of interest to study the
formation of intensity spiral patterns from defect induced
destabilization of the traveling rolls. This is investigated by
performing a numerical simulation starting with a roll pat-
tern generated with E  9.2 corresponding to the one seen
in Fig. 2. At t  0 the pump level is abruptly increased
to E  10 where spirals are expected and the time series
in Fig. 5 shows the destabilization of the roll and gradual
formation of spirals displayed both in the near field and in
the far field. The near-field pictures show clearly how de-
fects truncate the ideal roll pattern that subsequently curves
into spirals. The far-field pictures give an indication of
the wave numbers contributing to the formation of spirals.
Thus, as anticipated from the growth rates, a wide band of
wave numbers become excited including the ones close to
K  0. For the fully developed spirals t  2000 the
far-field picture constitutes a ring since k vectors along all
directions contribute to the spiral pattern.
In order to test the robustness of the spiral struc-
tures and their dependence on the boundary conditions
we have also performed simulations with a localized
FIG. 5. Time series showing the formation of spirals due to
destabilization of a traveling roll pattern. The plots show the
parametric intensity, jA1j2, both in the near field (upper row)
and in the far field (lower row). The system parameters and
box size are as in Fig. 2 while the pump level is increased to
E  10 at t  0.
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FIG. 6. Numerical simulations performed with super-Gaussian
pump beam. (a) t  1000 and (b), (c) t  2000 are obtained
for the same parameters as in Fig. 3 and with a box size of
300 3 300, while (d) is done with parameters corresponding to
Fig. 2 and a box size of 150 3 150. Frames (a), (b), (d) show
the intensity distribution of one of the parametric fields, while
frame (c) shows the phase structure of (b).
super-Gaussian pump beam which defines the boundaries.
Figure 6a shows that spirals exist also in that case.
Interestingly, a target defect is also observed but due to
interaction with the waves emitted by the spiral the target
is subsequently annihilated after longer integration times
as shown in Fig. 6b. As shown in Fig. 6c there is also a
spiral structure in the phase of the field, although the total
variation is much less than 2p and there is no singularity
at the center. While the spirals appear not so sensitive to
the boundary conditions, this turns out to be the case for
the traveling rolls. Thus, performing a simulation with
localized pump and otherwise the same parameters as in
Fig. 2, a large spiral structure is formed (Fig. 6d) that
reflects the circular symmetry of the boundaries. Similar
boundary induced structures have been reported for the
Maxwell-Bloch equations [20].
A natural point to investigate is the possible existence of
intensity spirals also in the ordinary OPO where the pump
term is in the second harmonic. For the nondegenerate
OPO exact solutions analogous to Eqs. (5)–(11) for the
IPOPO exist and were given by Longhi [12]. A stability
analysis of the solutions reveals a secondary instability in
the case of negative parametric detuning. Although the
growth rates indicate a class II instability, spiral structures
could not be found numerically. Indeed, the dynamics
was found to be rather different since the traveling rolls
were also absent and instead square intensity patterns were
regularly observed.
In conclusion, we have demonstrated the existence of
intensity spiral patterns in an optical IPOPO system. Per-
turbation analysis revealed a secondary instability in the
system above which the spirals were formed. A detailed
numerical analysis was carried out including a study of the
spiral forming mechanism and the dependence on bound-
ary conditions. Finally, the IPOPO was compared to the
ordinary pumped OPO where spirals could not be found.
P. L. and M. B. acknowledge financial support from the
Danish Research Academy.
Note added.— Intensity spirals similar to those de-
scribed here were observed recently in an optical
experiment with atomic nonlinearity [21].
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