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1.- Introducció
Com deia aquell típic acudit antic sobre informàtica, que la diferència entre el hardware y el software era que, el hardware amb el temps sempre es feia més petit, més ràpid i més econòmic, mentre que el software, amb el temps, es feia més gran, més lent y més car.Aquest  acudit  expressa  clarament  la  realitat  de  la  informàtica  en  general,  el  maquinari  o hardware evoluciona des de 1965 complint la Llei de Moore, la qual diu que cada dos anys es duplica  el  número  de  transistors  d'un  ordinador,  mentre  que  el  software  sembla  que  sigui sempre el mateix.En quant al hardware, la data del primer ordinador personal (PC) data del 1981, encara que des del 2500 a.C, ja tenim coneixement de la creació d'un instrument com el àbac, que facilitava les operacions de càlcul, que és el que bàsicament realitza qualsevol computadora. En els anys seixanta o setanta, les empreses UNIVAC e IBM, acaparaven tot el mercat, sense tenir en compte a APPLE, que estava implantada als Estats Units. Aquesta època, on IBM, va ser el líder  indiscutible  de  les  noves  tecnologies,  va  ser  l'època dels  miniordinadors.  Generalment sempre és parla de grans ordinadors, però la pregunta és com es distingia en aquella època un superordinador d'un miniordinador ? Tenint en compte que actualment el microordinador més petit és més potent que la gama d'ordinadors que IBM va posar en el mercat en aquella època, ara no podem comparar aquelles màquines amb les que actualment tenen el mateix nom. Per exemple,  el  que  és  considera  la  primera  supercomputadora,  ENIAC  (Electronic  Numerical Integrator and Computer), estava construït mitjançant 18000 tubs de buit, 70000 resistències i 10000 condensadors, ocupant un àrea de 150 metres quadrats i un pes de 30 tones. Ara mateix, per exemple, un processador K7 Athlon, utilitza 22 milions de transistors, que supleixen amb molta diferència tot el cablejat i tots els components que tenia l'ENIAC a la seva època. A més la grandària que tenen actualment els processadors no tenen rés a veure amb l'antiguitat. Un altre aspecte  a  destacar  seria  l'energia  que  era  necessària  per  engegar  una  computadora  com l'ENIAC,  sobretot  per la  refrigeració,  res  a  comentar amb el  que necessita  en l'actualitat  un processador, que amb 1,5 volts ja té energia suficient per funcionar correctament. En els nostres temps, la diferència entre grans, minis i microordinadors està més o menys ben definida.  Respecte  els  primers,  podem  utilitzar  com  a  exemple  una  màquina  d'IBM,el  ASCI White, amb 8192 processadors i una capacitat d'emmagatzemament de 160 terabytes i un pes de més de 100 tones. Aquest ordinador és dels més grans que existeixen en l'actualitat(com a curiositat esmentar que el tenen llogat l'exèrcit EEUU per tal d'assajar amb material nuclear). En quan a miniordinadors i  microordinadors la diferència  és més petita,  encara que podem definir un microordinador com que el té un únic processador, per tant no és multi usuari i multi feina i els miniordinadors poden tenir diversos processadors i per tant repartir les feines entre els diferents processadors. ¿Qui podia imaginar-se que en escassos 20 anys hem passat de tenir un ordinador d'uns 4MHz com l'Spectrum o l'Amstrad, a tenir ordinadors amb tecnologia CORE DUO de fins 8 nuclis amb uns quants Ghz?, ¿Qui podia imaginar-se tenir un ordinador a la mà como una PDA?,La llista  de les noves tecnologies expressa clarament l'evolució que ha tingut el hardware. En quant al software, segurament, és un dels productes de la enginyeria que més ha evolucionat 
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en  molt  poc  temps,  passant  del  software  empíric  o  artesanal  fins  arribar  al  software desenvolupat sota els principis i les eines de l'enginyeria del software. No obstant això, dintre d'aquests  canvis,  les  persones  encarregades  a  l'elaboració  del  software  s'han  trobat  davant problemes molt comuns. Per una banda, problemes relacionats amb l'exigència cada cop més gran d'augmentar la capacitat de resultats. D'altra banda, problemes deguts a la carència d'eines adequades encaminades al millorament dels processos de desenvolupament del software.Si fem una mica d'història, ens adonem que fa molt temps, les despeses per tots els temes de computació eren principalment de hardware i el software estava inclòs en el preu del hardware. Amb l'evolució tècnica, les despeses del hardware han disminuït de forma continuada, mentre que les despeses del software s'han transformat en la part més important de les inversions a la tecnologia informàtica. La gent, en general, havia tingut el pensament que el hardware era més important  que  el  software.  Actualment,  aquest  pensament  ha  canviat,  degut  a  les  grans inversions que és fan en la recerca de software.En els anys 80, al mateix temps que va aparèixer el primer PC(1981), va néixer el software d'escriptori  o  ofimàtica,  amb  l'objectiu  d'augmentar  la  productivitat  personal,  utilitzant software tipus fulls de càlcul, processadors de text i alguna petita base de dades.A començaments dels anys 90, va començar a sorgir les eines per tal de crear petites xarxes locals, amb possibilitat de compartir recursos com discs durs o impressores. A més va començar a  parlar-se  d'aplicacions  de  correu  electrònic.  A  mitjans  dels  90,  va  arribar  el  fenomen d'Internet,  utilitzant  de  bon  començament,  pàgines  estàtiques,  fins  que  es  va  utilitzar  les pàgines com a mitjà per accedir a aplicacions dinàmiques. A més, arran d'això, va aparèixer el comerç electrònic e-commerce.A partir del 2000, va començar a sorgir software per xarxes inalàmbriques, dispositius mòbils, tant  PDA  com  telèfons.  A  més  Internet,  va  utilitzar-se  per  cercar  informació,  compartir coneixement i publicar informació.Un cop hem arribat fins als nostres dies, veiem que la constant evolució tant del software com del hardware és deguda a que la gent necessita més capacitat de càlcul,  no simplement per realitzar càlculs més eficientment, sinó degut a la complexitat dels problemes que es tracten actualment. Un exemple d'això pot ser el camp de la bioinformàtica( aplicació dels ordinadors i mètodes informàtics en l'anàlisi de dades experimentals i simulació dels sistemes biològics ), en el qual s'està invertint molts recursos, tant material com econòmics. Aquestes inversions es fan tant a nivell privat, com laboratoris, com a nivell institucional, la Generalitat de Catalunya està invertint molts recursos en la construcció del Parc BioInformàtic de Catalunya. Un altre camp en el qual s'està invertint molt és en el camp de la nanotecnologia, un camp en el qual es dediquen al control i manipulació de la matèria a una escala menor a un micròmetre, és a dir, a nivell d'àtoms i molècules.Per tal de satisfer les necessitats de la societat en quant a la capacitat de càlcul, existeixen dos camins  ben  diferenciats  per  tal  de  portar-ho  a  terme.  Un  d'aquests  camins  seria  la supercomputació,  basada,  tractant  d'utilitzar  diverses  màquines  al  mateix  temps  per  tal  de resoldre un problema donat en menys temps, resolent cada màquina una part del problema total. Per aquest camí podem trobar des de el CRAY, supercomputador dels anys 60 i 70, al Mare Nostrum, supercomputador que s'utilitza en l'actualitat. Aquest camí, és molt útil, però aquesta 
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branca està molt treballada, potser fins i tot, esgotada.L'altre camí que tenim és utilitzar tecnologia multi-core. Aquesta tecnologia és bastant recent i no està gaire utilitzada i per tant encara és un mon desconegut. D'aquests dos camins, tenim la possibilitat de triar un tercer fent una combinació d'aquests. Aquesta combinació es basaria en combinar els dos nivells d'utilització, un nivell que podem dir macro nivell, que seria la supercomputació , amb diverses màquines per treballar, o un nivell micro,  és  a  dir,  dintre  de  cada  màquina,  treballar  amb  diferents  nuclis.  D'aquesta  manera s'aprofitaria al màxim, s'exprimiria el millor d'ambdós sistemes. Veiem la següent figura que ajudarà a la comprensió.
En aquest PFC, intentem fer un estudi del llenguatge X10, amb dos objectius que s'expliquen més endavant, que son per una part, fer una eina de treball adreçada a la docència de la Facultat d'informàtica  de Barcelona,  del  tipus  d'un manual  de  consulta  del  propi  llenguatge tot  fem primer  una breu  descripció  del  llenguatge  i  les  seves  característiques,  i  per  una altre  part, realitzar una recercar en el camp de la tecnologia que utilitza el llenguatge de programació X10 i establir conclusions sobre l'avantatge que representa treballar amb aquesta tecnologia.Des d'aquí aprofitem per desitjar que aquest treball sigui per vostès de molta utilitat. 
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Figura 1: Representació aprofitament màxim processadors multi-core 
2.- Objectius del projecte
Aquest  PFC,  té  la  seva  base  dintre  de  la  Facultat  d'informàtica  de  Barcelona  (Universitat Politècnica  de  Catalunya),  i  més  concretament,  dintre  del  departament  de  Llenguatges  i Sistemes Informàtics(LSI).En quant els objectius, aquest projecte, té dos vessants. Un vessant dirigit cap a la docència i una altre vessant dirigida a l'investigació i a la recerca.D'una  banda,  de  la  vessant  de  la  docència,  cal  remarcar  que  aquest  projecte  té  una  certa importància  dintre la facultat,  degut a que a partir  del coneixement de nous llenguatges de programació,  adaptats  als  nous  e  innovadors  avanços  del  hardware  i  la  tecnologia,  dona la possibilitat  d'obrir  el  camp  de  l'ensenyament.  A  partir  d'aquí  es  poden  treure  algunes conclusions. Per començar,  el  coneixement de les noves tecnologies,  aplicades a nous llenguatges,  poden facilitar la comprensió de diversos aspectes, ja explicats en alguna assignatura impartida a la facultat, com per exemple, en assignatures on s'ensenya conceptes tant teòrics com pràctics de programació  distribuïda.  A  més,  també  trobem  diverses  assignatures  de  programació concurrent o programació en paral·lel,  on tots  els conceptes  que s'expliquen en aquest PFC poden ser d'utilitat tant per la part pràctica com teòrica.  Per continuar, tot el coneixement sobre programació en paral·lel explicat en aquest PFC, pot ser de profit per tal de replantejar sobretot les parts pràctiques d'alguna assignatura de la facultat. En la part pràctica d'aquestes assignatures, tracten temes de programació de paral·lel, i aquest PFC pot obrir la porta a una nova alternativa a l'hora de realitzar pràctiques. Si més no, podem comparar els diferents aspectes de programar en un llenguatge no orientat a la programació en paral·lel i un altre que si ho està. D'aquesta manera és coneixerien les dos visions i el propi usuari seria l'encarregat de triar la seva manera de treballar en un futur.Resumint la vessant docent del PFC, hem vist dos aspectes orientats bàsicament al software. Ara veurem un aspecte orientat també a la docència, però dirigit a les assignatures que imparteixen temes sobre hardware.A més, aquest PFC, pot recolzar com una altre eina de treball i recerca, a tots els investigadors i professors que tracten aspectes relacionats a l'arquitectura de computadors, ja que aprofitant l'eina de treball que pot ser el llenguatge de programació X10, és podria comprovar, verificar i explicar aspectes de l'arquitectura de processadors o altres elements, que estiguin relacionats amb programació en paral·lel o concurrent. Una possible aplicació directa seria, la de crear una aplicació  per  a  monotoritzar,  és  a  dir,  veure  el  que  està  passant  internament  dintre  d'un processador  en  un  entorn  gràfic.  D'aquesta  manera,  és  podria  personalitzar  una  aplicació d'acord amb les característiques que cada investigador vulgui comprovar. Aquest aspecte, seria un avanç important ja que és podria comprovar de manera concreta certs conceptes i es podrien treure  conclusions  per  millorar  i  continuar  l'evolució  del  hardware.  Afegir,  que  de  cara  als docents  de  la  facultat  seria  de  profit  el  tenir  una  aplicació  i  emmotllar-la  de  cara  a  les explicacions a que estiguin dirigides les aplicacions.
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D'altre banda, de la vessant de la recerca, aquest estudi podria servir per conèixer un llenguatge de programació en paral·lel,  el qual ens proporcionaria una interessant alternativa a tots els llenguatges de programació existents en el mercat actualment. D'aquests llenguatges,  podem generalitzar que han estat adaptats a l'evolució de la tecnologia, i per tant, amb l'arribada dels processadors  multi-core,  s'han  vist  obligats  a  afegir  llibreries  o  entorns  de  treball  per  tala d'adaptar el seu software als avenços tecnològics. En quant això, cal remarcar que els esmentats afegits  estan  orientats  simplement  com  una  solució  temporal  fins  que  algú  presentés  un llenguatge programació orientat bàsicament a la programació en paral·lel. Actualment, aquest llenguatge  ja  existeix,  X10,  i  per  tant  a  partir  d'ara,  aquestes  llibreries  segurament,  no s'actualitzaran degut a que tenen un fort competent. D'aquí s'extreu que el llenguatge X10, ha estat una alternativa real  a llenguatges tradicionals que s'havien adaptat  temporalment a la programació en paral·lel.Els llenguatges tradicionals han utilitzat bàsicament dos models de programació en paral·lel, un model  és  la   programació  compartida  utilitzant  semàfors  per  la  sincronització  de  diferents processos (llenguatge de programació OpenMP), i un altre model és la programació distribuïda utilitzant la tècnica del MPI(Message Passing Interface), per la sincronització. En el nostre cas, X10 utilitza la tècnica MPI. D'altres tècniques que es poden utilitzar per la sincronització de processos o tasques son PVM i SHMEM.En  l'entorn  actual  de  X10,  de  moment  en  fase  experimental,  l'aplicació  del  llenguatge  de moment és bàsicament en l'àmbit de la recerca. En aquest àmbit, el grup de treball d' IBM que es dedica a treballar en aquest  tema,  utilitza  el  llenguatge com a eina i  principal  objectiu a tractar.L'objectiu del projecte del grup de treball de IBM és fer conèixer les avantatges que té aquests llenguatge per la programació de jocs, aplicacions d'àudio i vídeo, aplicacions multimèdia, càlcul científic i aplicacions de tractament d'imatges, especialment en 3D. La raó pel qual el llenguatge està orientat bàsicament a unes aplicacions en concret, és perquè aquestes aplicacions es poden orientar a treballar utilitzant la programació en paral·lel, el qual és la característica essencial del llenguatge.En el nostre cas en particular, l'abast del nostre projecte, serà més reduït. Nosaltres abastarem tot el que estigui relacionat amb l'aplicació del llenguatge en l'àmbit docent del món universitari i l'àmbit de la recerca, tal com hem detallat anteriorment.
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3.- Què és X10?
X10 és un llenguatge de programació en fase experimental desenvolupat per IBM, en el projecte anomenat PERCS(Productive Easy-to-use Reliable Computer Systems), el qual forma part del programa DARPA tractat en el HPCS(High Productivity Computing Systems).Aquest llenguatge té l'objectiu d'afegir-se en el món de les noves tecnologies, processadors amb diversos nuclis de treball (multi-core),  per tal de contribuir en la millora de la productivitat desenvolupant un nou model de programació d'acord amb les tecnologies actuals.X10, bàsicament té les següents característiques:
– És un llenguatge modern, ja que segons la seva recent história1,  es va començar a parlar sobre la idea de la tecnologia multi processador o multi nucli a mitjans de l'any 2003. 
– És un llenguatge dissenyat específicament per treballar amb programació en paral·lel, és a dir, treballa sobre la tecnologia actual, “multi-core”, aprofitant a fons tota la seva capacitat.
– És un llenguatge orientat a objectes fàcilment orientat i accessible per tots els usuaris de Java, ja que X10, és una extensió de Java.
3.1.- Relacions entre el pare i el fill/s
X10 utilitza el concepte de pare i fill/s per tal d'evitar el bloqueig de treball de l'aplicació en execució, que pot succeir quan dos o més aplicacions s'esperen mútuament que acabi una o l'altre per tal de finalitzar la seva execució. Per exemple, un procés pot desbloquejar un o més processos que a la vegada tinguin més processos creats. Un procés “pare” pot esperar a que finalitzi un o més processos “fills” per finalitzar la seva pròpia execució, en canvi, un procés “fill” no pot esperar a que finalitzi el seu procés “pare”.
3.2.- Programació en paral·lel
Definim  la  programació  en  paral·lel  com  la  tècnica  de  programació  basada  en  al  execució simultània,  ja  sigui  en  el  mateix  ordinador  (amb  un  o  més  processadors)  o  en  una  xarxa d'ordinadors.  En  aquest  últim  cas,  s'anomena  computació  distribuïda.  Amb  la  definició  de programació  en  paral·lel,  podem  caure  confondre  la  programació  en  paral·lel  amb  la programació  concurrent.  La  programació  concurrent  es  refereix  bàsicament  a  la  correcta seqüència  de  comunicacions  entre  processos,  no  es  refereix  específicament  a  l'execució simultània de processos.D'aquesta informació podem concloure en que la complexitat de la programació en paral·lel radica en la sincronització de les diferents execucions, les quals s'executen simultàniament. Per eradicar aquests problema s'utilitzen elements com poden ser semàfors, o la tècnica de pas de missatges, per tal de garantitzar l'execució correcte del codi.
1 Veure annex 2
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3.3.- Processadors multi-nucli
Un  processador  multi-nucli  és  un  processador  en  el  qual  trobem  dos  o  més  cors  de processadors de treball, que treballant simultàniament com un únic sistema, és a dir, apliquen la tecnologia multi-nucli o multi-core.En quant a la tecnologia multi-nucli o multiprocessador, fou creada bàsicament per fer possible la idea de treballar en paral·lel Aquest pensament, podria augmentar la velocitat, la eficàcia i el funcionament dels computadors, si tenim més unitats per processar informació en el mateix sistema de treball.  A més,  com que les execucions son més ràpides,  el  consum d'energia es menor, i per tant, no dissipa tanta calor.Un exemple molt clar de la manera de treballar d'un processador multi-nucli és el següent:     “ 
Si a una persona li donen moltes feines a fer, si una altra persona li ajuda, poden dividir-se les feines  
i acabar abans. En el cas, que la feina a fer, l'hagin de fer entre els dos, si la feina es divisible,  
llavors també ho faran més ràpid. En cas contrari, només faria la feina un dels dos.” Els  processadors  multi-nucli,  treballen  bàsicament  si  s'utilitzen  aplicacions  o  software anomenat  multi-roscat  (software  el  qual  genera  molts  fils  d'execució),  com  per  exemple aplicacions àudio/vídeo, càlcul científic, tractament d'imatges en 3D i jocs.Cal remarca, que l'efecte complet i les avantatges que produeix treballar en una computadora amb processadors multi-nucli,  només s'observa sempre i quan s'utilitzi  en una computadora amb un sistema operatiu tipus “multithreading”,  com poden ser Windows XP i versions més actuals o Linux.
3.4.- Entorn de desenvolupament de X10
En la actualitat existeix un únic entorn de desenvolupament gràfic(IDE Integrated Development 
Environment)  per  a  X10,  el  X10DT(X10  Development  Toolkit).  Es  tracta  d'un  conjunt  de programes i llibreries que permeten desenvolupar, compilar i executar els programes en X10. A més, aquest afegeix una eina important com pot ser un Debugger, amb la qual, podem executar parcialment  els  nostres  programes,  aturant  les  execucions  en el  punt  que ens  interessi  per poder tenir el valor de les variables durant tota l'execució. Aquesta última eina, ens serà molt útil,  degut  a  que  el  programador  inverteix  la  gran  majoria  del  seu  temps  en  la  detecció  i correcció  dels  errors  i  aquesta  eina  ens  resulta  molt  útil  a  l'hora  de recercar  errors  en els nostres programes.Aquest  IDE esmentat,  està  adreçat  a  utilitzar-se  en  la  plataforma  de  software  Eclipse,  més concretament en la versió 3.2.2, encara que també pot funcionar en alguna versió anterior com la versió 3.1. En les versions posteriors a la 3.2, de moment no funciona correctament.Un altre requisit és utilitzar la versió 5 de la màquina virtual de Java (JAVA VM)Per una altre banda, també podem crear programes en X10, sense utilitzar el X10DT. Únicament, amb la línia de comandes i un editor per crear i modificar els nostres programes serà suficient per crear els nostres programes.
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L'únic requisit que hem de tenir en compte, és incloure en el  path de la nostra màquina, el directori /bin on tinguem el compilador de X10.
3.5.- Compilador X10
Es  tracta  d'una  de  les  eines  de  desenvolupament  incloses  dintre  del  X10DT.  Aquesta  eina realitza un anàlisis de la sintaxis del codi escrit en els arxius fonts amb extensió X10, com per exemple, l'arxiu ha de tenir un nom.x10. En el cas que el compilador no trobi cap sentència errònia, generarà un seguit d'arxius amb el mateix nom que l'arxiu font i amb extensions tant java  com class.  En l'altre cas,  que trobi  alguna sentència  errònia,  mostra la  línia  que no és correcte.En el cas del X10DT, el compilador és el x10c.exePer  finalitzar  aquesta  part,  veurem  uns  quants  exemples  d'errors  de  compilació,  que analitzarem  i  serviran  de  guia  a  l'hora  de  solucionar  qualsevol  error  de  compilació.  Cal esmentar, que aquest anàlisi és exclusivament de la semàntica del missatge d'error, no és una manera general de resoldre tots els errors de compilació que es poden presentar.Exemple 1:
 
x10c exemple.x10
exemple. x10 :8: Could not find field or local variable “sumatori”
for(int i=1; i<n; i++) sumatori += 1;En aquest tipus de missatge, ens localitzar l'error tant en el fitxer com en la línia en l'interior d'aquest. A més, el missatge escrit, ens diu l'error en concret que s'ha comès. En aquest cas, ens faltaria per crear una variable.Exemple 2:
x10c exemple.x10
x10c: exemple.x10: 8:27:8:27: unexpected token(s) ignoredEn aquest altre tipus, a més d'especificar-nos el tipus d'error que s'ha comès, ens concreta més on està l'error, especificant el fitxer, la línia i el rang  de la columna on es troba l'error.Exemple 3:
x10c exemple.x10
x10c: c:\Documents\Codi\Definitiu\exemple.java :8: local variable n 
is accesed from within inner class; 
needs to be declare finalEn aquest altre tipus, a més d'especificar-nos la localització on es troba el fitxer amb l'error guardat, ens diu també la línia del error, especifica que l'error no és d'una classe x10, sinó d'una classe JAVA, és a dir, que una vegada s'ha compilat el fitxer amb el compilador x10, internament, 
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degut a que x10 és una modificació del llenguatge JAVA, s'ha produït un error compilant amb el compilador JAVA.
3.6.- Màquina Virtual Java(JAVA VM)
La màquina virtual, és el software sobre el qual s'executa els programes que hem fet, tant en JAVA com en X10.Aquest software és el resultat el qual van arribar els creadors del llenguatge JAVA, que van veure la necessitat d'executar els programes fets en qualsevol tipus de màquina, independentment de la màquina en la qual s'havia creat el codi. Per aquesta raó, es van adonar que havien de crear un software, el qual fos l'intermediari entre el propi codi a executar i el processador sobre el qual anirà. D'aquesta manera la JAVA VM, és l'encarregada d'interpretar el codi i adaptar-lo al processador que utilitzem en cada execució, evitant així de fer alguna modificació en el codi cada vegada que el volguéssim executar en una màquina diferent.A  la  pràctica  podem  dir  que  la  JAVA  VM,  executa  els  fitxers  amb  extensió  class,  creats  pel compilador.En el nostre cas, la màquina virtual l'anomenarem X10 VM, ja que és el software específic que fa la mateixa feina que la JAVA VM, però específicament pel llenguatge X10.Com a resum d'aquest apartat, mostrarem un esquema visual, en el qual queden molt més clars, tots els aspectes explicats anteriorment.
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En el cas d'utilitzar l'Eclipse, l'usuari únicament ha de seleccionar l'opció d'executar i el propi programa s'encarrega tant de la compilació com l'execució del codi.
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Figura 2: Procés des de la compilació a l'execució d'un programa
4.- Programació bàsica en X10
En aquest capítol, explicarem tots els aspectes i eines necessàries per tal de programar en X10. S'explicarà bàsicament la sintaxis de les sentències. A més, s'introdueixen diversos exemples perquè la comprensió del text sigui més il·lustratiu i entenedor. Cal remarcar que aquest capítol va  molt  lligat  al  capítol  “Aspectes  semàntics  de  X10  con  a  llenguatge  de  programació  en paral·lel”, on s'expliquen definicions de nous conceptes que introdueix X10, en el seu llenguatge. 
4.1.- Estructura general d'un programa en X10
L'estructura general d'un programa realitzat en qualsevol llenguatge orientat a objectes, ja sigui JAVA, X10 o qualsevol altre, ha de tenir una classe que contingui el programa principal(la classe que conté el  main()) i  alguna de les classes d'usuari,  les quals està desenvolupant, que son utilitzades pel programa  principal.Els fitxer que contindran el codi tindran extensió .x10. Aquests fitxers seran els fitxers font.Un  fitxer  font  pot  contenir  diverses  classes  però  només  una  de  elles  pot  ser public. Necessàriament el nom del fitxer ha de coincidir amb el de la classe public,  per exemple si tenim public class exemple(....)  el  nom  del  fitxer  haurà  de  ser  forçosament 
exemple.x10.  A més, s'ha de tenir en compte la diferenciació entre majúscules i minúscules en els noms, per exemple Exemple.x10 i exemple.x10 son classes diferents. Una aplicació, per tant, està formada per un conjunt de fitxers  .class.  Cada classe realitza unes funcions en concret, permeten a les aplicacions tenir gran modularitat e independència entre classes. Per tal d'executar l'aplicació, es farà per mitjà de la classe que conté el programa principal, però sense la extensió .class.A continuació veurem la definició d'uns quants conceptes:
– Classe: és un conjunt de dades i funcions o mètodes que operen sobre aquestes dades. Una vegada s'ha definit e implementat la classe,  és poden declarar elements d'aquesta classe. Aquests elements seran anomenats objectes de la classe. 
– Herència: és el concepte en que es poden definir noves classes basades en classes existents. D'aquesta  manera  és  pot  reutilitzar  codi.  Si  una  classe  deriva  d'una  altre(classe 
extends), aquesta hereta totes les funcions i variables. A més, la classe extends pot afegir o modificar mètodes i variables heretades de la classe.
– Package: és un conjunt de classes. Existeixen una sèrie de packages inclosos en el llenguatge, com  pot  ser  el  package x10.lang.  A  més,  el  programador  pot  crear  els  seus  propis packages,  que normalment utilitzen per agrupar classes que estiguin relacionades.  L'únic criteri que s'ha de tenir en compte respecte els packages, és que totes les classes que formin part d'un package han d'estar en el mateix directori.
4.2.- Programació en X10
En  aquest  capítol  es  presenta  les  característiques  generals  de  X10  com  a  llenguatge  de 
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programació orientat a objectes. En aquest apartat X10 es molt similar a JAVA, llenguatge que utilitza com la seva base. Es vol intentar ser breu, considerant que el lector ja coneix algun altre llenguatge de programació i està familiaritzat amb el que son variables, bucles i altres eines de treball per la programació.
4.2.1.- Classes
En quant a les classes en X10, cal esmentar que funcionen d'igual manera que JAVA, però que existeix algun detall a tenir en compte a l'hora de treballar.En primer lloc,  fer saber que X10 importa implícitament el  package x10.lang.* per la qual  cosa  no  cal  escriure  el  prefix x10.lang quan  es  vulgui  referí  algun  element  de 
x10.lang.  D'altra  banda,  esmentar  que  de  la  mateixa  manera,  X10,  també  importa implícitament el package java.lang.* , trobant les mateixes conseqüències  que  en  el cas esmentat anteriorment.Per finalitzar aquest apartat, fer esment de les classes principals de X10:
1.- X10.lang.object: classe arrel de totes les instàncies d'objectes. 
2.- X10.lang.clock: classe relativa a les instàncies de clock i les seves operacions
3.- X10.lang.dist: classe relativa a les instàncies de dist i les seves operacions
4.- X10.lang.place: classe relativa a els instàncies de place i les seves operacions
5.- X10.lang.point: classe relativa a les instàncies de point i les seves operacions
6.- X10.lang.region: classe relativa a les instàncies de region i les seves operacions.
4.2.2.- Declaració d'objectes
4.2.2.1.- Variables
Una variable es un nom que conté un valor que pot modificar-se a lo llarg de l'execució del programa. En X10, podem tenir dos tipus de classificacions de variables segons el criteri:
– d'acord amb el tipus d'informació que conté:
– Variable de tipus primitiu: Definides mitjançant un valor únic que pot ser entre, coma flotant,  caràcter  o  booleà(char,  byte,  short,  int,  long,  float, 
double,  boolean).  Exemples  d'aquests  tipus  de  variables  poden  ser  123, 5445776, 4,5656,'m', true, etc
– Variable  de  referència:  son  referències  o  noms  d'una  informació  més  complexa: taules o objectes d'una classe determinada.
 
– d'acord amb el paper que realitza en el programa, tenim:
– Variable membre d'una classe: es defineixen en una classe, fora de qualsevol mètode.
– Variables  locals:  es  defineixen  dintre  d'un  mètode.  Només  tenen  vida  mentre  el mètode està en execució, una vegada s'acaba l'execució, la variable es destrueix.
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4.2.2.1.1.- Nom variables
El nom de les variables en X10 es pot crear amb molta llibertat. Un nom és pot crear amb un conjunt  de  caràcters  numèrics  i  alfanumèrics,  sense  caràcters  especials  utilitzats  pel  propi llenguatge com a operador o separador (per exemple, '+', '-', '*', etc).Existeixen un conjunt de paraules reservades les quals son utilitzades pel llenguatge i per tant no és pot utilitzar com a nom de variables2.
4.2.2.1.2.- Tipus primitiu de variables
S'anomenen tipus primitius de variables de X10 a les variables simples que contenen els tipus d'informació més habitual: valors booleans, caràcters i valors numèrics, ja siguin enters o de coma flotant.Disposa de 8 tipus primitiu de variables que es presenten en la següent taula:
Tipus de variable Descripció
Boolean 1 byte. Valors 'true' o `false`
Char 2 bytes. Compren els codis ASCII
Byte 1 byte. Valor enter entre -128 i 127
Short 2 bytes. Valor enter entre -32768 i 32767
Int 4 bytes. Valor enter entre -2147483648 i 2147483647
Long 8  bytes.  Valor  enter  entre  -9223372036854775808  i 9223372036854775807
Float 4 bytes. Valor entre -3,402823E38 a -1,401298E-45 y de 1,401298E-45 a 3,402823E38
Double 8 bytes.  Valor entre -1,79769313486232E308 a -4,94065645841247E-324 i  4,94065645841247E-324 a  1,79769313486232E308
4.2.2.1.3.- Com és defineixen i inicialitzen les variables?
Una variable és defineix especificant el tipus y el nom de la variable. Aquesta variable pot ser tant de tipus primitius o com a referència a objectes d'alguna classe. Si no s'especifica un valor en  la  seva  declaració,  las  variables  primitives  se  inicialitzen  a  zero  (excepte  tipus  booleà  i caràcter que s'inicialitzen a fals i a '\0'). De la mateixa manera, les variables de tipus referència, s'inicialitzen per defecte a null.És important diferenciar entre la referència a un objecte i el mateix objecte. Aquest concepte és el mateix que en el cas de JAVA. Una referència es una variable que indica on està guardat un objecte  en  la  memòria  de  l'ordinador.  Quan  es  declara  una  referència,  encara  no  es  troba referenciant o apuntant a cap objecte, és a dir, té valor null. Si es vol que la referència apunti a 
2 Veure annex 1
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un objecte, cal crear l'objecte utilitzant l'operador new. Per aclarir mostrem diversos exemples:
int x; //Declaració  de  la  variable  primitiva  x, 
inicialitzada a 0
int x=8; //Declaració de la variable primitiva x, inicialitzada a 8
ClasseExemple ref; //Declaració  de  una  referència  a  un  objecte  ClasseExemple 
inicialitzada a null
ref= new ClasseExemple();//ref referència al nou objecte creat.
ClasseExemple ref2= ref; //Declaració d'una referència a un objecte 
ClasseExemple,inicialitzat al mateix valor que ref.
Int [] vector; //Declaració d'una taula inicialitzada a null
vector= new int[10] //Taula de 10 elements, inicialitzada a 0.
int [] v={2,4,6} //Declaració d'una taula de 3 elements inicialitzada amb 
valors entre clausDintre d'aquest apartat de les variables,  farem un apart especial  per detallar algun tipus de variables que es donen en especial en aquest llenguatge de programació a diferència d'altres.Per finalitzar, determinar que per defecte, qualsevol referència a un objecte, en X10, no pot tenir valor null.  Per aconseguir donar-li  la possibilitat  de tenir el  valor  null  a un objecte o poder comparar amb objectes que tinguin valor null, cal utilitzar el constructor de tipus nullable de la següent manera:
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Figura 4: Exemple nullable 
Figura 3: Exemple gràfic descripció anterior
ClasseExemple
ref
ref2
4.2.2.2.- Tipus point
El tipus point,  és un tipus que s'afegeix als tipus que hem vist anteriorment. Aquest tipus és una de les novetats d'aquests llenguatge de programació. Una possible definició de point és un element  de  n  dimensions  en  un  espai  cartesià,  on  la  n  ≥ 1,  amb  valors  enters  a  les  seves components cartesianes. Per exemple:
point p = [1];
point p2 = [1,3,4,5];A la definició d'aquests tipus, s'ha d'afegir els mètodes o operacions que li podem aplicar al tipus. A continuació veurem la llista d'operacions bàsiques que és poden fer servir amb el tipus 
point. La resta d'operacions que existeix pel tipus, és poden trobar a la API de X10.Donats dos variables, p1 i p2, de tipus point, tenim:
1.- Operació rank: retorna el número d'elements d'una variable tipus point
2.- Operació get: retorna l'element i-èssim d'una variable point.
3.- Operacions lt(més petit estricte), le(petit o igual), gt(més gran estricte), ge(gran o igual): operacions booleanes per fer la comparació lexicogràfica de dos variables point. Cal esmentar, que aquestes operacions tenen la precondició que les dos variables a les quals se'ls aplica l'operació han de tenir la mateixa talla, el mateix número d'elements.Ara  veurem  un  exemple  concret,  on  podrem  veure  el  resultat  d'aplicar  les  operacions  que s'acaben d'explicar:
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Figura 5: Exemple tipus point
Figura 6: Sortida programa de la Figura 5
4.2.2.3.- Tipus region
Aquests tipus és una altre novetat del llenguatge. El tipus region és el conjunt de points que existeix en un espai  n-dimensional, és a dir, té dos components,inici i final del point. Una regió pot tenir diferents valors, veiem el següent exemple:
region R1 = [0:100]; // Una dimensió
region R2 = [0:100,-100:100];// Dos dimensions
region R3 = [-1:0];// Una dimensióDe la mateixa manera que en el tipus point, el tipus region també té un conjunt d'operacions o mètodes per tal d'utilitzar aquests tipus. A continuació, comentarem i veurem exemples de les operacions més utilitzades, la resta que no és comenten aquí, es troben disponibles a la API de X10: 
1.- Operació rank: retorna el nombre de dimensions de la region
2.- Operació size: retorna el nombre de points de la region
3.-  Operació contains:  retorna 'cert' si un point p està inclòs en la region R.  Aquesta operació també es valida per mirar la inclusió d'una region en una altre.
4.- Operació equal: retorna 'cert' si una region és igual a una altre.Aquestes operacions que hem vist, anteriorment, son les més habituals. En el següent exemple s'observarà l'utilització de diferents operacions relacionades amb region:
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Figura 7: Exemple tipus region
4.2.2.4.- Tipus arrays
A  diferència  d'altres  llenguatges  de  programació,  com  per  exemple  JAVA,  per  declarar  una matriu,  s'havia  de  definir  “una  taula  de  taula”,  ja  que  no  era  possible  crear  una  taula multidimensional. En X10 és possible crear una taula multidimensional, així tindrem una taula (amb una única dimensió) o matrius(amb dos dimensions) . Per declarar una taula en X10 es fa de la mateixa manera que en JAVA amb un únic canvi. Declarem la taula A del tipus int,  per exemple,  int [] A;.Aquesta declaració seria  en JAVA,  en X10 s'utilitzaria el  següent int 
[.] A;. Aquest canvi és per diferenciar la declaració d'una taula JAVA d'una X10.Una vegada declarada la taula, n'hem a la creació.  La creació d'una taula implica la creació d'una 
region que serà el domini de la taula.Per tant la sintaxis seria així:  int [.] A = new int[ [1:10,1:10] ];També, com en JAVA, és pot fer, la declaració, la creació i la inicialització en la mateixa sentència. Quedaria de la següent manera:
int [.] A = new int[ [1:10,1:10] ] (point[i,j]) {return i+j;};De la mateixa manera que els dos tipus anteriors, el tipus taula també té operacions associades al tipus. En el següent codi d'exemple, es poden veure alguna operació, la resta es troben a l'API de X10.3
3 Consultar documentació en http://x10.sourceforge.net/x10home.shtml
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Figura 8: Sortida programa de la Figura 7
Figura 9: Exemple tipus taula
4.2.2.5.- Constants
En quant a les constants en X10, cal saber que s'utilitza la paraula clau final per indicar que una  variable  serà  una  constant.  Per  aquesta  raó,  aquesta  constant,  com  a  tal,  no  es  podrà modificar una vegada s'hagi declarat i inicialitzada. Com  que  la  variable  serà  una  constant,  s'haurà  de  donar-li  un  valor  en  el  moment  de  la declaració de  la variable, per exemple:
 En el cas que s'intenti modificar el valor de una constant en el codi d'execució, es generarà un error en temps de compilació. Per una altre banda, es pot utilitzar la paraula clau final, amb variables com en el cas de les constants, o declarant constants de classe, de manera que l'accés a les constants serien mol més eficients, degut a que no caldria diverses copies de les constants. A més, la paraula clau final, també es pot utilitzar amb funcions o mètodes, afegint la propietat a les funcions que no poden ser sobrecarregades.
4.2.3.- Operadors en X10
X10 és un llenguatge molt ric en operadors,  té molta varietat.  A continuació expliquem amb detall tots els operadors que és poden utilitzar en el llenguatge.
4.2.3.1.- Operadors aritmètics
Són operadors binaris, és a dir, sempre requereixen dos operands, que realitzen les operacions aritmètiques més habituals com la suma, resta, multiplicació, divisió i resto de la divisió.
4.2.3.2.- Operadors d'assignació
Aquests  operadors  permeten  assignar  un  valor  a  una  variable.  D'aquest  tipus,  l'operador principal  és  l'operador  d'igual  (=).  La  forma  general  d'utilització  d'aquest  operador  és  la 
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Figura 10: Sortida programa de la Figura 9
Figura 11: Exemple declaració de 
constant
següent: 
variable= expresió;X10  a  més,  disposa  d'altres  operadors  d'assignació.  Aquests  altres  operadors  són  versions abreviades de l'operador anterior. En la següent taula es detalla les característiques d'aquests operadors.
Operador Utilització Semàntica
+ = X + = Y X= X + Y
- = X - = Y X= X - Y
* = X * = Y X= X * Y
/ = X / = Y X= X / Y
% = X % = Y X= X % Y
4.2.3.3.- Operadors unaris
Els operadors (+) i (-) serveixen per mantenir o modificar el signe de una variable, constant o expressió numèrica.
 
4.2.3.4.- Operador instanceof
Aquest operador serveix per saber si un objecte pertany o no a una determinada classe. Es un altre operador binari a utilitzar. La seva utilització es fa de la següent manera:
obj instanceof classEl resultat d'aquesta expressió serà de verdader o false segons l'objecte 'obj' pertany o no la classe 'class'.
4.2.3.5.- Operador condicional
Aquest  operador  permet  realitzar  camins  condicionals  amb  condicions  simples.  La  seva utilització es fa de la següent manera:
expressió ? resultat1 : resultat2El operand 'expressió' ha de ser una expressió booleana que es pot avaluar a cert o a fals. En cas d'avaluar-se a cert, el resultat serà  resultat1, en cas contrari el resultat serà  resultat2. Encara que aquest operador en principi està creat per l'utilització amb condicions simples, els resultats poden ser tan complexos com es vulgui, com per exemple:
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x = 1; 
y = 10;
 res = (y % 2 == 0) ? (x + 3 * y) /5 : (x + 3 * y) % 5; En aquest cas, el valor de res seria el resultat de fer (x + 3y) /5.
4.2.3.6.- Operadors incrementals
Disposem dels operadors increment(++) i el decrement (--). Aquests operadors incrementant en una  unitat  i  decrementan  en  una  unitat  a  la  variable  que  se  li  aplica  respectivament.  Cal remarcar, que aquests operadors es poden utilitzar de dos maneres:
– Abans de la variable(preincrement ++ var). En aquests cas primer s'incrementa la variable i després  s'utilitza  la  variable  en  la  expressió  on  estigui,  amb el  valor  ja  incrementat.  La sintaxi és la següent:
x= 5;
y= ++ x * 3;En aquest exemple, el resultat seria de y igual a 18
 
– Després de la variable(postincrement var ++). En aquest cas primer s'utilitza la variable en la expressió i després s'incrementa el valor de la variable en una unitat. La sintaxis és la següent.
y=3; x= 6;
y = x ++;En aquest exemple el resultat seria , y igual a 6 i x igual a 7.
4.2.3.7.- Operadors relacionals
Aquests operadors serveixen per realitzar comparacions de igualtat, desigualtat, o trobar quin element és més gran o més petit que un altre. El resultat d'aquests operadors sempre és un valor booleà, segons sigui certa o no la relació considerada.En la següent taula es mostra els operadors relacionals que permet el llenguatge:
Operador Utilització Semàntica
> X > Y Cert, si X més gran que Y
> = X > = Y Cert,si X més gran o igual que Y
< X < Y Cert,si X més petit que Y
< = X < = Y Cert,si X més petit o igual que Y
= = X = = Y Cert, si X igual a Y
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! = X ! = Y Cert, si X diferent a Y
4.2.3.8.- Operadors lògics
Aquests operadors s'utilitzan per a construir expressions lògiques, combinant valors lògics(cert o fals) o els resultats dels operadors relacionals que hem vist anteriorment.  En la següent taula s'explicita tots els operadors lògics que podrem utilitzar en els nostres programes.
Operador Nom Utilització Semàntica
&& AND X && Y Cert,si X i Y son certs
|| OR X || Y Cert, si X o Y son certs
! NEGACIÓ ! X Cert, si X és fals,sino fals
& AND X & Y Cert, si X i Y son certs
| OR X | Y Cert, si X o Y son certsD'aquesta taula cal remarcar que els dos primers operadors, si el primer operand, en aquest cas X, és fals, el segon operand, Y, no s'avalua. Això pot portar algun tipus de resultat no desitjat, es van afegir els dos últims operadors, on la semàntica és la mateixa que els primers, però sempre s'avalua el segon operand.
4.2.3.9.- Operador de concatenació per caràcters
Aquests operador (+) s'utilitza per concatenar cadenes de caràcters. Per exemple per escriure una frase del tipus:
x = 45;
System.out.println(“El valor total de X son ” + x + “euros”);En aquest exemple tindrem com a resultat una frase tipus: “El valor total de X son 45 euros”. En aquests cas s'utilitza dos vegades l'operador de concatenació. A més cal remarcar que encara que la sintaxis sigui la mateixa que l'operador unitari d'increment, la semàntica és totalment diferent.
4.2.3.10.- Operadors que actuen a nivell de bits
X10  disposa  d'un  conjunt  d'operadors  que  actuen  a  nivell  de  bits.  Les  operacions  de  bits, s'utilitzen  amb  freqüència  per  definir  “flags”  o  senyals,  és  a  dir,  variables  de  tipus  enter generalment,  en que cada bit  indica si  una opció està activada o no.  En la següent taula es mostra tots els operadors que X10 utilitza a nivell de bits.
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Operador Utilització Semàntica
>> X >> Y Desplaça  bits  de  X  a  la  dreta una posició de Y
<< X << Y Desplaça  bits  de  X  a  la esquerra una posició de Y
>>> X >>> Y Desplaça  los  bits  de  X  a  la dreta una posició Y(positiva)
& X & Y AND bit a bit
| X | Y OR bit a bit
^ X ^ Y XOR bit a bit
~ ~ X Canvia  el  valor  de  cada  bit (complementari)
A simple vista, sembla que aquests operadors no tenen molta utilitat. Posarem un exemple per tal  de  veure  una  de  les  seves  utilitats.  Recordem  que  en  binari,  les  potències  de  dos  es representen  amb  un  bit  a  1  i  la  resta  a  0,  per  exemple  el  dos  és  00000010,  el  quatre  és 00000100,  el  vuit  és  00001000  i  així  successivament.  Tenint  en  compte  aquesta  teoria, nosaltres podem construir el següent numero binari 00100100 sumant 4 i 32, que son els bits que estan a 1. Una possible utilitat és crear una màscara per identificar quin dels bits anteriors estan a 1 i quins no:
x= 32 +4;
if (x & 4 == 4) {...}; // Amb aquesta comparació podem saber si 
el tercer bit per la dreta està 
activat o no
4.2.3.11.- Ordre en què s'avaluen els operadors
L'ordre en el que es realitzen les operacions és bàsic per determinar el resultat d'una expressió. Donada una expressió on tinguem diferents operacions a realitzar, per exemple, X / Y * 4+ 32, hem d'establir  l'ordre  en que s'executaren les  diferents  operacions.  A  continuació  mostrem l'ordre en que s'executen els operadors, de més preferència a menys:
TIPUS OPERADOR OPERADORSPostfix Operators [ ] . (params), expr++, expr - -Unary Operators ++expr,  --expr,  +expr,  -expr, 
~, ! Creation or Cast New (type) exprMultiplicative *, /, %
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Additive +, -Shift <<, >>, >>>Relational <, >, <=, >=, instanceofEquality ==, !=Bitwise AND &Bitwise exclusive OR ^Bitwise inclusive OR |Logical AND &&Logical OR | |Conditional ?, :Assignment =, +=, - =, *=, /=, %=, &=, ^=, |
=, <<=, >>=, >>>= L'últim  detall  a  destacar  és  que  tots  els  operadors  s'avaluen  d'esquerra  a  dreta,  menys  els d'assignació que s'avaluen de dreta a esquerre,  posant el valor de l'expressió de la dreta de l'operador a la variable de l'esquerra de l'operador.
4.3.- Estructures de programació en X10
En aquest apartat se suposa que el lector té els conceptes bàsics de programació, pel qual no s'aprofundirà massa en els conceptes, excepte en els casos que no sigui imprescindible, o sigui, que siguin nous en X10.Des d'una visió més externa del llenguatge, podem parlar que de la mateixa manera que JAVA, X10  hereta  la  característica  de  ser  un  llenguatge  orientat  a  objectes,  per  tant,  els  seus programes tenen estructura modular orientat a objectes.Des  d'una  visió  més  internar,  podem  parlar  que  les  estructures  de  programació  permeten prendre decisions i realitzar processos diverses vegades. De les decisions que el llenguatge et permet prendre, normalment son sentencies condicionals. A la possibilitat de realitzar el mateix procés  repetides  vegades,  se  li  denomina  bucle.  En  la  gran  majoria  de  llenguatge  de programació,  aquests tipus d'estructures son comuns en quant al significat,  encara que cada llenguatge pot utilitzar una sintaxis diferent. Per aquesta raó, hem comentat al començament, que es partia de la base que tot lector sap que és un bucle i/o una sentencia condicional.
4.3.1.- Sentencies i expressions
Per començar, un parell de conceptes bàsics que s'han de diferenciar encara que puguin semblar el mateix. Per una banda tenim que una expressió és un conjunt de variables units per un o diversos operadors, és a dir, són ordres que donem al nostre processador per a que realitzi una 
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determinada feina. D'una altre banda, tenim que una sentència és una expressió que acaba en punt i coma (;). Com veiem, l'única diferència que trobem es que a la sentència l'expressió es porta  a  terme  mitjançant  el  nostre  processador,  l'ordre  donada  és  realitza.  Normalment, s'utilitza una sentencia per cada línia de codi, així el codi és més entenedor. Per exemple:
i = x+3;
x = j * 4;
Encara que també podem tenir,  les  dos  sentencies  anteriors  en una mateixa  línia,  essent  el mateix resultat:
i = x+3; x = j * 4;
4.3.2.- Comentaris
Existeixen bàsicament dos formes diferents d'introduir comentaris entre el codi. Cal esmentar, que  els  comentaris  són  tremendament  útils  per  poder  entendre  el  codi  utilitzat,  facilitant d'aquesta manera futures revisions i correccions. A més, permet que qualsevol persona diferent al programador inicial, pugui comprendre el codi escrit d'una manera més ràpida i senzilla. Des d'aquí aprofito per recomanar acostumar-se a comentar el codi desenvolupat al mateix temps que  es  construeix  el  codi,  ja  que  així  facilitarà  les  revisions  i  correccions  a  tercers  i  al programador original.El llenguatge X10 interpreta que tot el que apareix a la dreta de dos barres ' // ' en qualsevol línia el codi es un comentari del programador i no ho té en compte el compilador. És possible iniciar  un  comentari  a  començament  d'una  línia  de  codi  o  a  continuació  d'una  sentència. Aquesta primera modalitat és un comentari per línies. Exemple:
// Això és un exemple de comentari per línies
// Aquesta línia és un comentari
int a=1; // Comentari a la dreta d'una sentènciaLa segona manera d'incloure  comentaris  consisteix  en escriure  qualsevol  text  entre  els  dos símbols   ' /* .... */ '. D'aquesta segona manera és pot comentar més d'una línia. Exemple:
/* Aquesta és la segona forma de comentar, més fàcil i senzilla de 
fer quan s'ha de comentar un conjunt de línies, ja que només s'ha de 
marcar l'inici i el final del comentari. */
4.3.3.- Sentències condicionals
Les  sentències  condicionals  permeten executar  una opció  entre  d'altres  en funció  del  valor d'una expressió, ja sigui lògica o relacional. Es tracta d'estructures molt importants ja que són les encarregades de controla el  flux d'execució d'un programa. Existeixen dos sentències de tipus condicionals: if i switch.
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4.3.3.1.- Sentència if
Aquesta estructura permet executar un conjunt de sentències en funció del valor que tingui l'expressió de la comparació, és a dir, només s'executarà si la expressió de comparació tingui valor 'cert'. La sintaxis és la següent:
if(Condició){
sentencia;
}             Exemple: 
if(x > 5){
x++;
     y = y – 4;
}     En en cas de l'exemple, són necessaris les dos claus, ja que dintre de les claus hi han dos o més sentències a executar. En el cas que només hi hagi una sentència, no seria necessari posar les dues claus.
4.3.3.2.- Sentència if else
Anàlogament a l'apartat anterior, les sentències incloses en el else, s'executen en el cas que la comparació sigui ' falsa'. La sintaxis seria la següent:
if(Condició){
sentencia1;
}            
else{       
sentencia2;
}            
           Exemple:
if(x == 0){
x ++;
}            
else{       
x --;
}            
4.3.3.3.- Sentència if elseif else
Anàlogament a les dos anteriors, amb la diferència que permet introduir més d'una expressió de comparació. Si la primera condició no és compleix, es compara la segona i així successivament. En  el  cas  que  comprovi  totes  les  comparacions  i  no  es  compleixi  cap  de  les  comparacions s'executen les sentències corresponents al else. La sintaxis és la següent:
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if(Condició1){
sentencia1;
}            
  else if(condició2){       
sentencia2;
}                              
else if(condició3){
sentencia3;
}             
else{         
sentencia4;
}             Exemple:
int num = 61; // La variable "num" té dos dígits
if(Math.abs(num) < 10) // Math.abs() calcula el valor 
absolut. (fals)
System.out.println("Num té 1 dígit ");
else if (Math.abs(num) < 100) // Si num es 61, estem en 
aquest cas (true)
System.out.println("Num té 1 dígit");
else { // Resta dels casos
System.out.println("Num té més de 3 dígits ");
}
4.3.3.4.- Sentència switch
Aquesta  sentència  es  tracta  d'una  alternativa  a  la  sentència  que  hem  vist  anteriorment if 
elseif else. La sentència switch, és d'utilitat quan es compara amb la mateixa expressió amb valors diferents. La seva sintaxis és la següent:
switch(condició){               
case valor1: sentencia1; break;
case valor2: sentencia2; break;
case valor3: sentencia3; break;
case valor4: sentencia4; break;
case valor5: sentencia5; break;
[default: sentencia6;]     
}                  
  Les característiques d'aquest tipus de sentència són les següents:1.- Cada sentència case es correspon amb un únic valor de condició. No es poden establir condicions sinó que les comparacions han de ser amb valors concrets.2.- Els valors que no estan definits en cap sentencia case, es poden gestionar en default, que 
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és una sentencia opcional, per això està representada amb claudàtors.3.- En absència de la paraula clau break, quan s'executa una sentencia case, s'executen també totes les case que van darrera, fins que el compilador és trobi un break o fins que el switch finalitzi.Exemple:
char c = (char) (Math.random() * 26+ 'a'); // Selecció aleatòria 
de letres minúscules 
switch(c){                        
case 'a': //Es compara amb la lletra a 
case 'e': //Es compara amb la lletra e 
case 'i': //Es compara amb la lletra i 
case 'o': //Es compara amb la lletra o 
case 'u': //Es compara amb la lletra u
System.out.println(“La lletra és una vocal!!”);
default:                           
System.out.println(“La lletra és una consonant”);
    }                                                                                          
4.3.4.- Bucles 
Com s'havia avançat anteriorment, un bucle s'utilitza per realitzar un procés repetides vegades. El  codi  inclòs  entre  claudàtors  {}  (son  opcionals  de  la  mateixa  manera  que  la  sentència  if, sempre  i  quan  consti  d'una  única  sentència),  s'executarà  mentre  es  compleixen  unes determinades condicions. Cal remarcar i parar especial atenció a l'aparició de bucles infinits, és a dir, que la condició per finalitzar el bucle no es compleix mai. S'ha d'evitar aquest error, posant molta atenció quan es tria la condició de finalització del bucle.A  continuació,  de  la  mateixa  manera  que  les  sentències  condicionals,  veurem  les  diverses formes d'expressar bucles en X10.
4.3.4.1.- Bucle while
En aquest cas les sentències  sentencia s'executen mentre  condició tingui valor 'cert'. La sintaxis és la següent:
while(condició){
sentencia;
}               Exemple:
while(x < 25){
x ++;
} 
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4.3.4.2.- Bucle for
Aquest tipus de bucle funciona de la mateixa manera que l'anterior. La sintaxis en aquest cas és la següent:
for(inicialització; condició; increment){
sentencia;
}                                        En  aquest  cas  prestem  atenció  a  que  aquest  bucle  for, semànticament  és  el  mateix  que utilitzar el següent bucle de tipus while:
inicialització;
while(condició){
sentencia;
increment;
}               Veiem, ara, una mica més detalladament, que vol dir cada sentencia:1.- La sentència inicialització, vol dir que és posar el primer valor a la variable que fa d'índex.2.- La sentència condició, vol dir que mentre tingui valor 'cert' és continuarà executant el bucle.3.- La sentència increment, ens garantirà que durant l'execució hi haurà una evolució.Per aclarir tots aquests conceptes, posem un exemple.
for(int i=1, j=i + 10; i < 5; i ++, j = 2 * i;) {
System.out.println(“i = “ + i + “ j = ”+ j );
}                                                Aquesta execució donaria el següent resultat:
 i = 1 j = 11
i = 2 j = 4
i = 3 j = 6
i = 4 j = 8L'anterior exemple, donaria el mateix resultat si en comptes d'utilitzar el bucle  for,  s'hagués utilitzat el bucle while de manera anàloga:
int i=1; int j= i+10;
while(i < 5){
System.out.println(“i = “ + i + “ j = ”+ j );
i ++;
j=2*i;
}            Nota:  X10 afegeix la  possibilitat  de realitzar  un recorregut de variables  tipus point dintre d'una  variable  tipus region.  Totes  les  operacions  bàsiques  del  tipus point,  poden  ser 
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utilitzades per tal d'extreure el valor d'un índex del tipus. A més, X10 permet declarar variables del tipus  int com les variable que formen part del tipus point.  Cal esmentar que aquestes variables  tipus int, només  tindran  vida  dintre  del  bucle.  Veiem  dos  exemples(Figura  12 i Figura 14):
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Figura 12: Exemple utilització tipus point en bucle
Figura 13: Sortida programa de la Figura 12
Figura 14: Un altre exemple
Figura 15: Sortida programa de la Figura 14
4.3.4.3.- Bucle do while
Aquest tipus de sentència es semblant al bucle while però amb la diferenciació que el control esta al final del bucle, això ens porta a dir que aquest tipus de bucle sempre s'executi almenys una  vegada,  independentment  que  la  condició  és  compleixi  o  no.  Un  cop  s'ha  executat  les 
sentències,  s'avalua la condició.  Si  el  resultat  de l'avaluació és a 'cert',  llavors es torna a executar  les sentències,  sinó  el  bucle  finalitza  en  aquest  punt.  Aquest  tipus  de  bucles, s'utilitzen habitualment per controlar la gestió d'errors. La sintaxis d'aquest bucle és la següent:
do{              
sentències
}while(condició);Exemple:
do{              
x++;     
}while(x > 5);   
4.4.- Sentències pròpies de X10 com a llenguatge de programació en 
paral·lel
Per necessitats pròpies de la programació en paral·lel,  X10 ha tingut que crear una sèrie de sentències  o  constructores  per  tal  d'adaptar-se  a  la  programació  en  paral·lel.  Aquestes sentències són les que s'expliquen a continuació:
4.4.1.- Bucle foreach
Aquest tipus de bucle és molt útil quan es vulgui fer una execució en paral·lel. Aquest bucle, a cada iteració crea un procés asíncron i l'executa en paral·lel amb la resta de processos creats en el bucle. A més, com en d'altres sentències és possible combinar aquest bucle amb la sentència 
finish, per tal d'assegurar-nos que el bucle finalitzarà quan tots els processos hagin finalitzat. Entre tots els processos creats pel foreach,  poden compartir dades, per tant, caldrà utilitzar sentències per tal d'evitar problemes, com finish, atomic, force i future, les quals s'expliquen en un altre capítol. La sintaxis del bucle foreach és la següent:
foreach(point p: R){
S;
}on R és una variable tipus region. 
35
Aquesta forma d'expressar el bucle és la mateixa que la següent, utilitzant el tipus de bucle for i la sentència async:
for(point p: R){
async S;
}Un exemple del bucle foreach és el següent:
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Figura 16: Exemple bucle foreach
Figura 17: Sortida programa de 
la Figura 16
4.4.2.- Bucle ateach
Aquests tipus de bucle és semànticament el mateix que el tipus  foreach, excepte en algun aspecte. L'única diferencia que trobem entre aquests dos tipus de bucle, és el fet, que el bucle 
ateach, executa en paral·lel a cada iteració en una place donada per una distribució.Per  tant  una  versió  del  bucle  ateach,  té  la  possibilitat  de  ser  escrita  mitjançant  el  bucle 
foreach, per exemple:
La sintaxis d'aquest tipus de bucle és la següent:
A continuació, veiem un exemple complert d'aquest tipus:
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Figura 18: Exemple codi ateach
Figura 19: Exemple codi equivalent a la Figura 18
Figura 20: Sintaxis ateach
Figura 21: Exemple ateach
A més,  recordar  per  finalitzar  aquest  apartat,  que com  amb  la  resta  de  bucles,  és  possible utilitzar les sentències tipus, break, continue, return, finish, etc.
4.4.3.- Sentències break , continue i return 
Primerament  tractarem  la  sentència break.  El  resultat  d'aplicar  aquesta  sentència  és  la finalització  de l'execució  que estigui  realitzant  en aquell  moment.  És  a  dir,  com que és  pot utilitzar tant en sentències condicionals com en bucles, el break fa que el codi deixi d'executar immediatament del bucle o del bloc que estigui executant, sense realitzar cap més execució de les següents sentències. Veiem un exemple per aclarir aquests extrems:
int i=1; int j= i+10;                           
while(i < 5){                                   
System.out.println(“i = “ + i + “ j = ”+ j ); 
i ++; break;                                  
j=2*i;// Aquesta instrucció no s'executarà mai
}                                               Segon, tractarem la sentència continue. Aquesta sentència, només s'utilitza en bucles, siguin del tipus que siguin. El resultat d'aplicar-la és que finalitza la iteració que s'estigui executant, deixant d'executar la resta de sentències que puguin haver fins al final del bucle. A més, tornar al començament del bucle i començar amb la següent iteració.Per  finalitzar  aquest  apartat,  veurem  la  sentència return.  Aquesta  sentència  és  una  altre manera de  sortir  d'un bucle  o  d'una sentència  condicional.  La  diferència  que  trobem  entre aquesta sentència i les dos anteriors és que aquesta pot sortir fins i tot d'un mètode o funció. En el cas que el mètode on estigui la sentència  return, retorni algun valor, s'haurà de posar al costat de la sentència. Exemple:
return resultat;
4.4.4.- Sentències async i finish
Amb la sentència async s'aconsegueix que el procés o  activity generi un procés fill el qual executarà la sentència S, en el mateix place o àmbit d'execució. La sentència async finalitza immediatament i  retorna el  fluxe d'execució el  procés pare i  aquest continuarà executant la següent sentència del codi. Un detall a tenir en compte, és que tots els accessos que realitzi el 
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Figura 22: Sortida programa de la  
Figura 21
procés  creat  sobre el  procés  pare,  ha  de ser  mitjançant  variables  tipus  final. La  sintaxis d'aquesta sentència és la següent;
async SVeiem un exemple per tal que quedin els conceptes més clars:
  public static void main(String[] args) {
    final int n = 100;
 async for (int i=1 ; i<=n ; i+=2 ) oddSum.val += i; En l'exemple és pot observar com la variable  n, és de tipus  final ja que en el procés creat s'executarà un bucle, en el qual s'utilitza l'esmentada variable en la condició del bucle. A més, en aquests tipus de sentència, no és pot finalitzar ni avortar el procés fill,  degut a que no es té control de la seva execució una vega s'ha creat. Nota: Veure capítol “Aspectes semàntics de X10 com a llenguatge de programació en paral·lel” subcapítol ”Visió múltiple”, per aprofundir en coneixements sobre async.En quant a la sentència  finish,  cal remarcar que executa la sentència S,  però espera a que finalitzi tota l'execució de S recursivament, és a dir, si S ha creat algun procés, el finish també esperaria a que finalitzin tots els processos que hagi pogut crear S. En aquest cas, per controlar les execucions dels processos que hagi pogut creat S, recull totes les excepcions generades pels processos creats per S, siguin del tipus que siguin. La sintaxis és molt senzilla:
finish SVeiem un exemple:
finish ateach(punto [i]:A) 
    A[i] = i; 
finish async (A.distribucio [j]) 
    A[j] = 2; En l'exemple, queda clar que primer s'executarà íntegrament les sentències 1 i 2, i una vegada finalitzin aquestes, s'executaran les dos següents. És a dir, la sentència  finish,  ens assegura que tots els  A[i] = i s'executaren abans d'executar-se els  A[j] = 2.La següent figura (Figura 23) aclareix gràficament,  l'ordre de finalització  de processos  amb sentències tipus async i tipus finish.
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4.4.5.- Sentència atomic
Aquesta sentència executa en un pas i com a una unitat atòmica la sentència  S,  mentrestant altres activitats estan aturades, amb l'objectiu d'evitar que es mesclin dades en un procés en paral·lel.  Cal  remarcar que el  programador no té control  explícit  sobre els bloquejos que es generen, només s'assegura que tot funcionarà sense problemes. Per aquesta raó, la sentència S, no pot incloure cap operació que pugui bloquejar l'execució ni crear cap activitat, de la qual podríem perdre el fil d'execució i per tant no es podria assegurar la correcta execució global. La seva sintaxis és molt senzilla:
atomic SVeiem un exemple aclaridor:
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Figura 23: Relació finalització processos
A la Figura 24 es veu clarament l'utilització de la sentència atomic. En cas de no utilitzar-se la sentència  atomic en l'exemple, les sumes es podrien veure afectades, degut a que en els dos sumatoris, sumen amb la mateixa variable. Això s'evita utilitzant  atomic,  per preservar que quan un sumatori  està accedint  a la variable  rSum, s'accedeix  de forma exclusiva en aquell moment. 
4.4.6.- Sentències future i force
Aquestes  dos  sentències  es  combinen  entre  si,  per  tal  de  crear  paral·lelisme.  La  primera sentència, crea un procés fill asíncron per tal d'avaluar l'expressió E. La sintaxis és la següent:
future<type> F = future{<E>}D'altra  banda,  la  segona  sentència, force, és  el  bloquejador  per  tal  d'assegurar  que  la sentència avaluada E, hagi finalitzat la seva execució, tant si havia creat algun procés fill com si no. La seva sintaxis és la següent:
<type> value = F.force()
Veiem un exemple de combinació d'aquestes sentències on quedarà clar quina és la funció de les dos sentències:
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Figura 24: Exemple sentència atomic
Com veiem a la Figura 25, és el mètode recursiu per calcular un número de Fibonacci (conegut algorisme). En la part on s'utilitza les sentències  future i  force,  veiem, com s'executa en paral·lel les dos crides recursives fib(n-1) i  fib(n-2).El resultat de l'execució en paral·lel serà correcte gràcies a les dos crides force, ja que són aquestes les que bloquejant el fluxe del codi, fins que els dos valors fn_1 i fn_2, estiguin calculats de manera correcta.Aprofitem aquest punt per fer un petit comentari sobre la recursivitat en X10. Com és pot veure a la  Figura 25, algoritme recursiu que calcula un número de Fibonacci,  la recursivitat és molt útil  en el cas de la programació en paral·lel.  Però, s'ha de tenir molt de compte a l'hora de la seva utilització, degut a que si el programador, per una banda, barreja la recursivitat  sense  tenir  control  del  fluxe  d'execució  i  per  una  altre  banda,  la  creació  de processos, el programa pot tenir un resultat no desitjat amb molta facilitat. Quasi bé sempre, la recursivitat  a X10, va associada a les sentències future i  force, ja que són aquestes dos sentències,  les  encarregades  de  crear  la  recursivitat  en  els  programes.  Per  una  banda,  la sentència future, s'encarrega  de  fer  la  crida  recursiva,  tant  el  procés  que  crea,  com  als processos  que  crea  aquest  recursivament.  El  problema  el  tindrem  si  no  controlem  aquesta utilització indiscriminada de la recursivitat amb la creació de processos. D'aquí que necessitem las sentència force, per controlar i gestionar tota aquesta possible problemàtica. La sentència 
force, és l'encarregada de assegurar, abans de continuar l'execució del programa, que s'hagin finalitzat totes les crides recursives.
Nota:  Veure capítol “Aspectes semàntics de X10 com a llenguatge de programació en paral·lel” subcapítol ”Visió múltiple”, per aprofundir en coneixements sobre future.
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Figura 25: Exemple sentències future i force
5.- Aplicacions acadèmiques: Sorting i Searching
En aquest capítol, veurem un estudi comparatiu adreçat principalment a la vessant acadèmica. Ens centrarem en l'estudi de diversos programes de tipus Sorting i Searching, i veurem la diferència de codi en dos llenguatges de programació X10 i JAVA. A més, s'acompanyen als codis, taules comparatives on es reflecteixen els temps d'execució dels diferents codis.Cal esmentar que en totes les proves que s'han realitzat amb els algorismes que es veuran  a continuació, s'han fet 5 execucions de cada algorisme, fent una mitjana d'aquestes execucions i calculant la variància en cada cas. Per realitzar les gràfiques que es mostraran, s'han utilitzat algorismes  de  Sorting i  Searching en  tres  versions.  La  primera,  en  llenguatge  JAVA  i compilat amb el compilador JAVA. La segona versió, és la mateixa que la primera, però compilat amb el compilador de X10. I per últim, la tercera versió, el codi és X10 i compilat amb X10.A més, cal remarcar, que aquests resultats son totalment experimentals i que s'han realitzat en les mateixes condicions i en la mateixa màquina, per tal d'intentar que els resultats siguin els més orientatius possibles.
5.1.- Sorting
En aquest apartat ens centrarem en algoritmes d'ordenació. Veurem BubbleSort(mètode de la  bombolla),  InsertionSort(ordenació  per  inserció)  i  SelectionSort(ordenació  per inserció). A continuació es mostraran aquests tres algoritmes base en JAVA.
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Figura 26: Codi ordenació BubbleSort JAVA
Un  cop  s'han  mostrat  els  algorismes  de  ordenació  en  JAVA,  veiem  a  continuació  las  seves respectives versions en X10.
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Figura 27: Codi ordenació InsertionSort JAVA
Figura 28: Codi ordenació SelectionSort JAVA
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Figura 29: Codi ordenació BubbleSort X10
Figura 30: Codi ordenació InsertionSort X10
Figura 31: Codi ordenació SelectionSort X10
5.1.1.- Resultats experimentals sobre l'eficiència
Una vegada s'han vist els mètodes d'ordenació, mostrem les taules dels temps que s'han agafat de manera experimental, per tal de donar coneixement d'uns resultats que ens seran d'utilitat per conèixer les possibilitats del llenguatge X10.Cal  saber,  que  tots  els  codis  que  s'han  vist  anteriorment,  s'han  executat  amb  diferent  talla d'entrada, amb taules de 100 000 elements a 400 000 elements. A més, conèixer que amb una talla d'entrada superior a 400 000 elements, la màquina virtual de X10, sobre la qual s'han fet les proves, dóna resultats erronis per falta de memòria. Per aquesta raó a les Taula 7 i Taula 8, en la fila  de l'algorisme  SelectionSort,  no s'han pogut agafar temps,  ja  que en totes les execucions donava l'esmentat error. Aquest error, està propiciat, si ens fixem, només en el cas del codi X10 i compilat amb X10, ja que creant diversos processos, és necessita més recursos de memòria.
TEMPS MIG x=∑ x i N
DESVIACIÓ =
∑∣ x i− x∣
N
Taula 2: Definició fórmules utilitzades
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Taula 1: Llegenda de taules 
Codi JAVA compilat X10
Codi JAVA compilat JAVA
Codi X10 compilat X10
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Taula 3: Resultats d'eficiència algoritmes ordenació entrada talla 100 
000 elements
100 000 Elements
TEMPS MIG (segons) DESVIACIÓ (segons)
36,24 0,06
36,43 0,03
16,91 0,08
15,54 0,04
15,46 0,12
5,2 0,17
56,27 1
55,38 0,08
55,43 0,07
SelectionSort 
SelectionSort 
SelectionSort
InsertionSort 
InsertionSort 
InsertionSort 
BubbleSort 
BubbleSort 
BubbleSort
Taula 4: Resultats d'eficiència algoritmes ordenació entrada talla 200 
000 elements
200 000 Elements
TEMPS MIG (segons) DESVIACIÓ (segons)
146,53 0,84
148,15 0,56
59 0,19
61,85 0,09
61,54 0,08
12,42 0,98
223,3 0,49
223,86 1,58
223,54 0,26
SelectionSort 
SelectionSort 
SelectionSort
InsertionSort
InsertionSort 
InsertionSort 
BubbleSort
BubbleSort
BubbleSort
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Taula 5: Resultats d'eficiència algoritmes ordenació entrada talla 300 
000 elements
300 000 Elements
TEMPS MIG (segons) DESVIACIÓ (segons)
334,96 0,24
336,27 12,36
181,73 4,7
138,98 1,49
139,39 4,08
18,49 6,19
509,67 8,41
508,78 16,83
506,2 1,85
SelectionSort
SelectionSort
SelectionSort
InsertionSort
InsertionSort
InsertionSort
BubbleSort
BubbleSort
BubbleSort
Taula 6: Resultats d'eficiència algoritmes ordenació entrada talla 350 
000 elements 
350 000 Elements
TEMPS MIG (segons) DESVIACIÓ (segons)
455,6 0,69
449,76 1,33
291,86 76,5
196,56 0,3
189,31 5,48
21,36 7,17
706,23 49,63
720,75 17,08
699,12 2,17
SelectionSort
SelectionSort
SelectionSort
InsertionSort
InsertionSort
InsertionSort
BubbleSort
BubbleSort
BubbleSort
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Taula 7: Resultats d'eficiència algoritmes ordenació entrada talla 370 
000 elements 
370 000 Elements
TEMPS MIG (segons) DESVIACIÓ (segons)
490,72 0,54
510,19 7,32
220,32 0,31
219,74 0,08
22,68 0,59
779,67 8,26
788,85 0,78
776,08 49,67
SelectionSort
SelectionSort
SelectionSort
InsertionSort
InsertionSort
InsertionSort
BubbleSort
BubbleSort
BubbleSort
Taula 8: Resultats d'eficiència algoritmes ordenació entrada talla 400 
000 elements 
400 000 Elements
TEMPS MIG (segons) DESVIACIÓ (segons)
591,63 1,19
584,69 5,8
256,23 0,71
257,02 0,07
30,02 10,64
929,77 13,99
925,44 21,32
909,54 27,32
SelectionSort
SelectionSort
SelectionSort
InsertionSort
InsertionSort
InsertionSort
BubbleSort
BubbleSort
BubbleSort
5.1.2.- Representació gràfica dels resultats
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Gràfic 1: BubbleSort 
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Gràfic 2: InsertionSort 
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5.1.3.- Anàlisi dels resultats
Com a comentaris generals dels resultats derivats de les 5 execucions de cada algorisme, podem esmentar diverses coses.Primerament,  remarcar el  fet  curiós,  que al  compilar un mateix codi  amb compilador X10 i compilador de JAVA, el resultat és ben diferenciat, com és pot observar en totes les execucions de l'algorisme SelectionSort, augmentant les diferències de temps a mida que augmenta la talla d'entrada. En la resta d'algorismes, aquesta diferència és gairebé inexistent, encara que hi ha alguna excepció, veure Taula 6.Per continuar,  comentar que en gairebé totes les proves que hem realitzat, és pot comprovar que sempre el mateix codi  programat i compilat en X10, els temps d'execució són en general bastant menors, que els codis en JAVA, tant si son compilats amb JAVA o amb X10.Per tant, podem concloure per aquesta banda dels algorismes Sorting, que el llenguatge X10 és més eficient que el llenguatge JAVA.
5.2.- Searching
En  aquests  apartat  analitzarem  de  la  mateixa  manera  que  l'apartat  anterior,  l'algorisme 
BynarySearch(cerca dicotòmica). Veiem aquest algorisme.
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Gràfic 3: SelectionSort 
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Com podem veure, en aquest cas, no hem programat un mètode d'ordenació diferent per X10 i per JAVA. La diferència que s'ha realitzat en aquest cas, ha estat al main, utilitzant les eines de X10, per tal de crear el paral·lelisme en aquest mètode. Veiem a continuació, els dos mètodes 
main esmentats per tal de veure les diferències:
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Figura 32: Algorisme BynarySearch
Figura 33: Mètode principal JAVA
Com podem  observar  en les  Figura  32 i  Figura  34,  la  diferència  principal  i  on s'observa al creació de paral·lelisme és en la creació de dos processos fills diferenciats. El primer procés creat, cerca l'element a buscar en la primera meitat de la taula. Al mateix temps, el segon procés creat,  cercarà  l'element  a  la  segona  meitat  de  la  taula.  D'aquesta  manera  s'utilitza  el paral·lelisme i podrem trobar diferències entre els dos llenguatges.
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Figura 34: Mètode principal X10
5.2.1.- Resultats experimentals sobre l'eficiència
Amb aquests dos algorismes vists anteriorment, s'han realitzat unes proves experimentals per tal de comprovar quins dels dos algorismes es comporta més eficientment amb una mateixa entrada (5 000 000 elements), que és el màxim nombre d'elements que és  pot tractar sense que doni  errors d'execució per falta  d'espai,  a  la  plataforma que s'han realitzat  totes  les  proves d'aquest manual. Com a resultat tenim la següent taula:
5.2.2.- Anàlisi dels resultats
Observant la Taula 9, podem observar un fet curiós. La nostra primera hipòtesis era, que si en la cerca d'un element en una taula, utilitzem l'algorisme de la Figura 34 seria més eficient que si utilitzem  l'algorisme  de  la  Figura  33,  ja  que  es  creen  dos  processos  els  quals  busquen simultàniament a les dues meitats  de la taula.  Aquesta primera hipòtesis  que teníem, no és correcte en aquests cas. Veiem el perquè.Partim de la base que el cost de l'algorisme BynarySearch és logarítmic (Ο(log n) essent n el nombre d'elements de la taula). Objectivament aquests cost és molt baix i per tant molt difícil de millorar.En les nostres proves, es pot observar que la mitjana dels temps d'execució de JAVA és més baixa que en X10. Això és degut a que,  el  cost del BynarySearch és tant baix,  que amb la talla de l'entrada que s'han fet les proves, no és poden observar diferències. A més, cal esmentar, que la diferència de temps, que s'observa entre X10 i JAVA és degut a que en X10, totes les sentències utilitzades per tal de crear el paral·lelisme, tenen un cost més elevat que el cost de la cerca i això fa que en general trigui més l'execució en X10 que en JAVA.
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Taula 9: Temps execució(en segons) BynarySearch en X10 i JAVA
# PROVA 1 2 3 4 5 TEMPS MIG DESVIACIÓ
JAVA 0,000 0,000 0,000 0,000 0,000 0,000 0,000
X10 0,016 0,015 0,016 0,015 0,016 0,016 0,000
6.- Aspectes semàntics de X10 com a llenguatge de 
programació en paral·lel
A primera vista, el llenguatge X10 podria semblar un llenguatge JAVA genèric. Però no es així, encara que X10 aprofita moltes de les eines de JAVA, en el seu propi llenguatge. X10 ha afegit algunes eines de treball, que les anirem veien al llarg d'aquest capítol. Començarem fent una comparativa entre el llenguatge JAVA i X10, així veurem que afegeix i quina base conserva de JAVA aquest nou llenguatge.En quant a la base de X10, cal dir que està formada per gairebé tots els elements de la versió 1.4 de  JAVA.  De  tots  els  recursos  que  disposa  aquesta  versió,  s'han  suprimit  algunes característiques, d'altes s'han modificat i també s'han afegit de noves.Les característiques que s'han suprimit  han estat  totes les que estaven relacionades amb la concurrència en JAVA, threads i comunicació de processos, bàsicament.Com a modificació només tenim la substitució de taules tipus X10 que substitueixen a les taules JAVA, tant en la vessant sintàctica com en la vessant semàntica.En quant a les característiques que s'han afegit, són les següents:1.- Degut a que s'ha suprimit tot el tema de concurrència de JAVA, s'ha afegit nous elements per tal  de  crear,  gestionar  i  sincronitzar  processos.  Aquests  elements  són  les  sentències 
async,finish,atomic, future,force,foreach,ateach,clocks. 2.- Creació nova distribució: place i dist(distribució). 3.- Constructors en sèrie: nullable, const, extern, value types4.- Taules tipus X10: són taules multidimensionals i totes les operacions que giren vers aquest tipus.Totes les característiques esmentades anteriorment, s'expliquen en diferents capítols al llarg d'aquests document.A continuació, aprofundirem una mica més en els conceptes que son propis  i característics de X10. Per veure això, farem dos perspectives, una que serà la visió que anomenarem bàsica de X10, i una altre visió que serà la complexa.
6.1.- Visió bàsica
En aquest apartat, veurem la visió més bàsica de X10, és a dir, la que utilitza com a base un únic processador  o  place a  l'hora  d'executar  un  programa.  Diem  processador  ja  que conceptualment, un place és el mateix que dir processador, però es una novetat introduïda en X10, per fer entendre i  possibilitar executar codi en plataformes multi-core. 
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D'aquest  place cal  dir que té unes característiques a conèixer.  Primerament,  esmentar que funcional com si fos un processador real, comparteix memòria virtual amb un número finit de processos executant-se a la vegada. Aquesta informació inicialment és accessible per tots els processos del mateix processador, és a dir del mateix place. En quant el número de processos, actualment  és  finit,  com s'ha  esmentat  anteriorment,  però segons l'evolució  i  l'impacte  que tingui el llenguatge entre la comunitat científica i educativa, variarà en el temps.En la següent figura és mostra l'esquema del funcionament bàsic d'un place:
En el tipus bàsic, en qualsevol codi, el programa principal (main) comença en forma de procés en place 0, anomenat així l'únic processador que figura que tenim en aquest tipus. Arran de la  possibilitat  a  compartir  informació  entre  processos,  s'han  establert  una  sèrie  d'accessos permesos i d'altres no permesos. A continuació es presenta la llista d'accessos per referència (punters) permesos i no permesos a objectes de la classe.Accessos permesos:1.- Entre informació compartida i les dades invariables, en ambdós sentits.2.- Entre informació compartida d'un procés 1 i informació compartida un procés 2.3.- Entre dades invariables de dos processos diferents.4.- Entre la pila(stack) d'un procés i la seva informació compartida.5.- Entre la pila d'un procés i les seves dades invariables.Accessos no permesos:1.- Entre informació compartida d'un procés i la seva pila.
56
Figura 35: Esquema funcionament d'un place
2.- Entre dades invariables d'un procés i la seva pila.3.- Entre piles de diferents processos. En aquest cas, també es fa extensiu aquesta norma, entre piles d'un procés “pare” i un procés “fill”.Una vegada hem vist,  els diferents tipus d'informació que tenim al tipus bàsic i els accessos possibles, veiem ara el model de memòria d'aquest tipus bàsic. Aquest model de memòria té alguna peculiaritat entre les que destaquen les següents:
– No existeix la necessitat de mantenir la coherència entre les dades emmagatzemades a la pila d'un procés i les seves dades invariables.
– Garantitza la coherència de la informació compartida, és a dir,  totes les escriptures en el mateix espai d'informació compartida son vistes en el mateix ordre per tots els processos que comparteixen aquesta informació.
– Desplegament  més  gran  de  la  granularitat  en  un  únic  processador,  és  un  simple SMP(Symmetric multiprocessing), és a dir una arquitectura de multiprocessador en el qual dos o més processos idèntics estan connectats a una única memòria principal compartida . Per finalitzar aquest capítol, veurem les construccions o sentències utilitzades per intercanviar informació compartida en X10. Aquestes sentències s'expliquen més a fonts en un altre capítol d'aquest manual, veure índex.
– Async: constructor utilitzat per crear un procés paral·lel a un procés ja en execució, és a dir, un procés fill.
– Finish: constructor utilitzar per controlar la finalització de sentències creades i de tots els processos que han estat creats
– Atomic:  constructor  utilitzat  per  controlar  i  gestionar  els  accessos  a  la  memòria compartida per diversos processos.
– Future: constructor utilitzat per avaluar una expressió en paral·lel com un nou procés.
– Force: constructor utilitzar per controlar la finalització de les sentències future.
6.2.- Problemes d'utilització programació en paral·lel
En aquest capítol, farem esment d'un dels problemes que es pot crear al mateix temps que es creen processos que s'executin en paral·lel: deadlock o “abraçada mortal” i l'exclusió mútua.
6.2.1.- Deadlock o “abraçada mortal”
Aquest  fenomen  apareix  quan  es  crea  un  cicle  de  dependència  entre  dos  o  més  processos executant-se  en  paral·lel  de  tal  manera  que  en  algun  d'aquests  processos  és  produeix  un bloqueig i crea un cicle de dependència. Bé, doncs, en X10, és pot assegura que mai es produirà una “abraçada mortal” si s'utilitzen les sentències  async, finish, atomic, foreach, 
ateach i els constructors clocks.En el cas d'utilitzar les sentències future i force,  és pot donar el cas d'arribar a produir 
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una “abraçada mortal”, com per exemple:
 
En aquest exemple, el procés f1, està esperant a que finalitzi el procés f2, el qual de moment no està creat, ja que la constructora future, atura l'execució del codi a la seva línia de codi fins que finalitzi a1. Per tant, és podria donar una possible “abraçada mortal”.Per tant, si s'utilitza correctament els constructors future i force, s'assegurarà l'absència d'aquests fenomen.
6.2.2.- Exclusió mútua
Aquest fenomen apareix quan dos o més processos volen accedir de forma paral·lela a algun tipus d'informació compartida, alhora que un d'aquest processos fa una operació d'escriptura o modificació d'aquesta dada, de manera que les successives lectures per part d'altres processos seran errònies. Veiem el següent exemple:
En l'anterior figura, podem veure com depenent de l'ordre d'execució dels processos, a1 o a2, pot  ser  que  l'invariant  (a+b ha  de  ser  exactament  igual  tant  si  s'executa a1 o  a2)  pot  no complir-se. Per tant, l'utilització correcta de l'exclusió mútua pot evitar increments indesitjats.En X10, per tal d'evitar aquest fenomen caldria utilitzar, per una part la sentència block, i per una altre banda declarar les variables que només calgui utilitzar-les en lectures, com a tal.
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Figura 36: Exemple deadlock
Figura 37: Exemple exclusió 
mútua
6.3.- Visió múltiple
De la mateixa manera que a la visió bàsica explicada anteriorment, ara veurem la necessitat de generar una altre visió del llenguatge, degut a requeriments dels desenvolupadors de software. És  a  dir,  amb  un  model  simple,  amb  un  únic  place  per  processar  dades,  és  innecessari  a l'actualitat davant l'increment no només per realitzar càlculs més eficientment, sinó degut a la complexitat dels problemes que es tracten actualment. Com a resultat, X10, ha generat un visió múltiple,  on  és  troben  diverses  place computacionals  i  per  tant,  tenim  un  model  de programació amb diversos nuclis computacionals. En la següent figura veiem es mostra el funcionament bàsic del model de programació amb el model múltiple:
Igual que en el cas de la visió simple, s'han d'establir una sèrie de restriccions i condicions per tal de garantir el bon funcionament d'aquest model. Aquestes condicions són les següents:
– Qualsevol  accés a  dades del  camp LH(informació  local)  han de ser realitzades des de la mateixa place on es troba la dada.
– Els accessos per referència(punters) no permesos a objectes de la classe son:
– Entre informació local a un procés o informació local d'un altre procés(és a dir remota), a la pila.
– Entre les dades invariables a la pila.
– Entre piles de diferents processos.
– Els accessos entre informació local i informació remota estan permesos.  En canvi, l'accés directe per referència a informació remota, no està permet.
– Els accessos de dades entre place, només es poden realitzar creant processos o activity 
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Figura 38:  Exemple funcionament processadors amb diverses places
entre les dues place.Aquestes condicions, no es comproven actualment per defecte. Si el programador, vol que és compleixin aquestes condicions per tal del correcte funcionament del model, haurà de crear una 
place explícitament  que  faci  la  verificació  de  la  resta  de  place's (cast).  Es  tractaria  de comprovar totes aquestes condicions per totes les place's que s'utilitzin i en cas que no fos correcte, enviar un missatge d'error.A continuació,  mostrem una figura en la qual es reflexa l'activitat d'un place en un moment donat. En el cas d'aquests model això passaria a tots els place's que disposem en el moment.
Com que en aquest tipus de model de programació podem tenir diferents  place's, implica que  hem de tenir  la  possibilitat  de  triar  el  nombre de  place's que volem tenir  en cada programa. Per realitzar totes les gestions necessàries amb place's existeix la classe place, la qual ens permet triar el nombre d'unitats computacionals a tenir en cada moment i realitzar diverses operacions sobre un place.
6.4.- Ampliació concepte async i future
Degut a l'aparició  del  model  de programació de visió múltiple,  existeixen dos conceptes els quals es veuen afectats per la ampliació del model. Aquests conceptes són els següents:
– async: aquesta sentència (explicada al capítol “Com programar en X10” d'aquest manual), 
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Figura 39: Exemple execució d'un place
és veu ampliada, no en semàntica sinó en sintaxis. És a dir, amb el nou model, accepta la possibilitat d'executar una sentència en una place determinada. Per exemple:
En aquestes  tres  figures  es  pot  veure  les  diferents  possibilitats  d'utilització  de  la  sentència 
async, amb les seves diferents versions. A la Figura 35, la versió bàsica vista en un altre capítol d'aquest  manual,  a  la  Figura  37,  la  versió  bàsica  més  detallada  i  a  la  Figura  36,  la  versió detallada, dient en que place s'ha d'executar la sentència.
– future: aquesta sentència(també explicada en el capítol “Com programar en X10”), es veu ampliada  de  la  mateixa  manera  i  per  les  mateixes  raons  que  l'async.  Per  tant,  podem avaluar una expressió tant en el mateix place on s'està executant el codi, com en un altre 
place a determinar pel programador. Veiem els tres exemples:
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Figura 40: Exemple async
Figura 41: Exemple async 
Figura 42: Exemple async
Figura 43: Exemple future
Destacar,  només,  que  en  ambdós  casos,  quan  s'utilitza  la  paraula  clau here,  si  el  fluxe d'execució es troba en un procés fill, computacionalment per async i future, la paraula clau 
here és refereix a la place on el procés fill s'està executant, no on el procés para s'executa.
6.5.- Clocks
En aquest apartat veurem la necessitat de tenir un altre element, per tal de controlar la sincronització 
entre processos.
En X10, principal llenguatge de programació orientat a esprémer les avantatges de la programació en 
paral·lel,  és  necessari  el  tenir  sistemes  de  control  de  la  sincronització  entres  els  processos  que 
s'executen de forma paral·lela.En el capítol “Com programar en X10”, s'explica una de les formes que ofereix el llenguatge per gestionar  els  processos,  mitjançant  les  sentències  finish and force.  La  manera  que  el sistema controla  els  processos  mitjançant  aquestes  dos  sentències,  és  controlant  a  base  de consultes sobre la instrucció si el procés a finalitzat. No obstant això, existeixen molts casos en que  la  coordinació  entre  procés  “productor”  i  procés  “consumidor”  és  necessària  i  no simplement s'ha de controlar si els processos han finalitzat, és a dir, el camp de control i gestió dels processos ha de donar més possibilitats de control i gestió. A més a més, s'ha de tenir en compte que els processos que estiguin vinculats en l'execució d'un programa, poden estar fins i tot, en diferents unitats computacionals(place), per tant, és necessari més opcions de control de processos.Per tots els motius explicats anteriorment, aquests llenguatge de programació, ofereix la classe 
clock,  en la qual  ens dona la possibilitat  de gestionar la sincronització entre processos,  ja estiguin executant-se en la mateixa unitat computacional o no, amb més opcions.A  continuació,  farem  una  passada  per  la  sintaxis  d'aquesta  classe  i  les  seves  operacions bàsiques. Per tenir més informació sobre aquesta classe, cal mirar la API de X10.4
4 Consultar documentació en http://x10.sourceforge.net/x10home.shtml
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Figura 44:  Exemple future
Figura 45:  Exemple future
Amb la sentència resume, aconseguim tenir informació si ha finalitzat el procés relacionat amb el clock c.
Amb la sentència next,  s'aconsegueix que un cop l'execució ha arribat aquest punt del codi, l'execució s'aturi fins que tots els càlculs d'aquesta fase del rellotge finalitzin.
Amb la sentència drop,  s'aconsegueix eliminar la relació entre el clock c i  el  procés en execució.
Amb la sentència registered, s'aconsegueix relacionar el procés en execució amb el clock 
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Figura 46: Creació d'un clock, relacionat al  
procés on s'executi aquest codi
Figura 47: Creació processos asíncrons 
registrats amb clocks c1 i c2
Figura 48: Sentència resume
Figura 
49:  
Sentència  
next
Figura 50: Sentència drop
Figura 51: Sentència registered
c, a partir del moment d'executar aquesta sentència.Aquestes dos últimes sentències també és poden utilitzar com a eines consultives, és a dir, la sentència drop retornarà cert si el clock c no es troba relacionat amb el procés en execució. De la mateixa manera, la sentència registered retornarà cert si el clock c està relacionat amb el procés en execució.Per finalitzar veiem un exemple complert d'utilització de la classe clock.
En aquest exemple, podem observar com es crea un clock, i la posterior assignació del clock a la sentència foreach. D'aquí es pot veure, com el clock es traspassat de para a fill, és a dir, tots els processos que es creen a partir del foreach, estaran relacionats amb el clock. El pare els deixa en herència.  A més, amb la finalització del bucle while, el  clock relacionat amb la iteració i-èssima, queda deslligat del clock c.
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Figura 52: Codi exemple clocks
7.- Estudi comparatiu entre X10 i JAVA: estructura i eficiència
En aquest  capítol,  veurem un estudi  comparatiu entre els llenguatges  de programació X10 i JAVA,  en  quant  a  estructures  i  eficiència  d'aquestes.  D'aquests  estudi  tindrem  com  a  tema estrella el concepte d'eficiència amb diferents estructures. Respecte a les estructures, veurem les taules, arbres i grafs, sempre relacionades amb l'eficiència d'aquestes mitjançant exemples.
7.1.- Taules
En quant a les taules, parlarem tant de la seva sintaxis com de la seva eficiència. Per començar, observem que la sintaxis és pràcticament la mateixa. Veure la Figura 53
Conceptualment, les taules a JAVA son locals i d'una única dimensió. Per tant per representar una  matriu,  s'ha  de  crear  una  “taula  de  taules”.  En  el  cas  de  X10,  les  taules  son multidimensionals i distribuïdes, característica amb la qual és pot accedir a diferents parts de la taula des de diferents places o unitats computacionals. Per tant es podria definir una taula de dos dimensions (matriu) o fins i tot amb més dimensions. Veure la Figura 54.
En quant a la sintaxis, és pot observar que els tipus array, tant en X10 com en JAVA, és  molt 
similar, exceptuant els conceptes semàntics diferents.En quant a la eficiència de l'estructura, en JAVA, per exemple, cap de les operacions del tipus 
array, esta implementada de tal manera que es faci algun tipus de consulta en paral·lel. Per exemple, en el cas de la cerca d'un element en una taula ordenada, utilitzar l'algorisme de la cerca dicotòmica, JAVA no implementa els seus mètodes o operacions de manera paral·lela, per tant l'eficiència no és màxima. En canvi, en X10, aprofitant que el llenguatge està orientat a la programació en paral·lel, els mètodes de la classe array, aprofitant aquesta característica del llenguatge, i fan que els seus mètodes siguin més òptims. En general, podem dir, que la llibreria de  la  classe  array a  X10,  està  programada  i  dissenyada  utilitzant  un  alt  contingut  en programació en paral·lel. Fins i tot, la inicialització d'una taula en X10 és fa en paral·lel, és a dir, quan és fa la inicialització de la taula de la següent manera(veure Figura 55), el propi mètode fa totes les inicialitzacions 
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Figura 53: Exemple sintaxis taules X10 i JAVA
Figura 54: Exemple sintaxis matriu X10 i JAVA
de cada element de la taula de manera paral·lela.
7.2.- Arbres
De la mateixa manera que amb les taules, en aquest capítol, veurem una possible implementació dels arbres en X10 i tractarem la seva eficiència, comparant sempre amb el llenguatge JAVA.Per començar,  esmentar que en X10, de moment no existeix la classe List, per tant, farem una possible implementació d'un arbre, utilitzant la classes de JAVA, per tal de crear una estructura tipus arbre. La diferència que veurem, serà a l'hora de d'executar mètodes amb els arbres, que per una banda, executarem mètodes JAVA i per una altra banda executarem mètodes X10 i serà aquí on trobarem les diferències.L'estructura d'arbre binari JAVA que utilitzarem en aquest capítol és la següent:
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Figura 55: Exemple creació i inicialització taula
Figura 56: Classe arbre binari JAVA
D'una altra banda, l'estructura d'arbre binari en X10 no es pot realitzar de manera similar a la Figura 56, degut a que en X10 no es pot declarar un objecte d'una classe dintre de la mateixa classe,  és  a  dir,  no  és  pot  definir  una  classe  de  manera  recursiva.  Per  tant,  s'ha  tingut  de modificar  l'estructura  d'arbre  binari  en  cas  de  X10.  L'estructura  ha  quedat  de  la  següent manera:
Donades aquestes dos estructures, ressaltar que de la mateixa manera que passarà en el capítol següent que parla sobre grafs,  l'estudi comparatiu d'eficiència entre aquestes estructures en JAVA i X10, no es pot portar a terme degut a que si comparem l'eficiència d'execucions de dos classes  implementades  de  manera  diferent,  el  resultat  sortirà  diferent  lògicament.  A  més, aquesta comparació no seria objectiva, no seria una comparativa correcte per la qual cosa no ens serviria per prendre decisions sobre els llenguatges.
7.3.- Grafs
Per finalitzar  aquest  capítol,  veurem el  mateix  que en els  dos  apartats  anteriors,  però amb l'estructura  de  grafs.  Per  part  de  JAVA,  es  pot  utilitza  la  classe  Graph5,  la  qual  ja  es  troba implementada en la API  de JAVA, per tal de fer les proves i els codis que calguin. D'altra banda, en X10, utilitzarem la implementació de graf que es mostra a continuació: 
5 Veure API de java. Mirar bibliografia
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Figura 58: Estructura Graf en X10
Figura 57: Possible estructura arbre binari X10
A la  implementació  del  tipus graf  en X10 representat  a  la  Figura  58,  es  la  utilitzada en els exemples que dona la pagina oficial de X10, veure Bibliografia. La raó d'utilitzar aquesta implementació, és que degut a la complexitat i a la impossibilitat de tractar  els  grafs  de  manera  recursiva,  d'igual  manera  que  els  arbres,  s'ha  decidit  utilitzar aquesta  estructura  que  ja  ha  estat  comprovada  i  contrastat  el  seu  funcionament  per  altres autors.De la mateixa manera que hem explicat al capítol anterior, les proves comparatives que anaven a realitzar no és poden fer per la mateixa raó que hem explicat anteriorment, la diferència de implementacions  donarà  lloc  a  una  comparativa  que  no  serà  objectiva  i  no  servirà  per  fer comparatives reals i vàlides entre els dos llenguatges, X10 i JAVA.Per veure una possible aplicació de la implementació de grafs en X10, aquí mostrem un exemple d'utilització de les classes que implementen un graf, la qual busca quin és el Spanning tree del graf, és a dir, un subgraf tal que tots els vèrtex formen un arbre i a més conté tots els vèrtexs del graf original.
A la figura anterior(Figura 59) es pot observar la manera d'implementar un graf, utilitzant una classe per representar les arestes i una altre classe per representar els vèrtexs.
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Figura 59: Exemple utilització implementació d'un graf en X10
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Figura 60: Continuació codi Figura 59
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Figura 61: Continuació codi Figura 60
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Figura 62: Continuació codi Figura 61
En les anteriors figures(des de la Figura 60 a la Figura 63) es pot veure la creació de l'arbre on podem trobar tots els vèrtexs connectats entre si i sense formar cicle, és a dir, serà el resultat que buscarem. A més, és realitzen totes les inicialitzacions necessàries del tipus Span.
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Figura 63: Continuació codi Figura 62
En l'anterior figura(Figura 64), programa principal, s'encarrega d'engegar la cerca del Spanning 
Tree de tal manera que dona la possibilitat a l'usuari de l'aplicació de triar la quantitat de 
numWorkers o nuclis de treball(en el nostre cas serien Core's) per realitzar la cerca de l'arbre.La rutina run, s'encarrega d'inicialitzar la cerca amb els paràmetres necessaris i les crides a les operacions necessàries per tal de trobar l'arbre.
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Figura 64: Continuació codi Figura 63
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Figura 65: Continuació codi Figura 64
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Figura 66: Continuació codi Figura 65
Figura 67: Continuació codi Figura 66
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Figura 68: Continuació codi Figura 67
En les anteriors figures(Figura 67, Figura 68 i Figura 69), la rutina SV_twophase_partition, s'encarrega de dividir tota la feina que utilitzarà el programa, és a dir, vèrtexs i arestes, en el nombre de numWorkers que hagi introduït l'usuari de l'aplicació. A més, a la (figura 69) es troba la rutina  verify_SV, que s'encarrega de verificar que la partició anterior s'hagi realitzat correctament, assignant totes les arestes i tots els vèrtexs a algun dels nuclis de treball o 
numWorkers.
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Figura 69: Continuació codi Figura 68
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Figura 70: Continuació codi Figura 69
Figura 71: Continuació codi Figura 70
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Figura 73: Continuació codi Figura 73
Figura 72: Continuació codi Figura 71
La rutina BFS(Figura 71, Figura 72 i Figura 73), s'encarrega de fer un recorregut en profunditat pel graf i marca totes les connexions entre els vèrtexs del graf, per tal de comprovar a posteriori, a la rutina verify_BFS, que l'arbre trobat compleix tots els requisits per dir que es un Spanning 
Tree del graf inicial.
La rutina verify_BFS(Figura 74), s'encarrega de comprovar que el recorregut que ha fet la rutina BFS ha estat correcte, de tal manera que es compleixi els requisits per tal que l'arbre resultant sigui Spanning Tree. 
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Figura 74: Continuació codi Figura 72
8.- X10 vs threads de JAVA
En aquest capítol, intentarem fer una comparativa de, per una banda la programació en paral·lel utilitzant X10 i  per una altre banda utilitzant el sistema de threads de JAVA. D'aquesta manera es veurà clarament totes les avantatges que té X10 respecte JAVA, i en general respecte la resta de llenguatges de programació, en quan a la programació en paral·lel.
8.1.- Threads de JAVA
Primerament definirem el que és pròpiament un thread. Un thread (o fil  d'execució) és una característica  que permet  tant  a  sistemes operatius  com a   programes en general,  realitzar diferents tasques de manera simultània o concurrent. Aquesta característica, permet simplificar el  disseny de programes que realitzen diferents funcions simultàniament.  Una característica força important en un thread és que tots els threads d'un programa comparteixen una sèrie de recursos  propis  del  sistema on s'executa,  tals  com espai  de  memòria,  sistema d'arxius  o el sistema d'autentificat, per exemple.Per continuar, ara ens ocuparem, de limitar totes les característiques dels threads al cas de JAVA.En el cas de JAVA, el concepte de threads el gestiona des de el mateix llenguatge(aquesta és una diferència principal amb d'altres llenguatges com C o C++ que gestionen els threads mitjançant una llibreria), amb classes e interface definides en el package java.lang  amb mètodes i  funcions específics per la manipulació de threads.  D'aquestes classes que implementen els threads i li donen utilitat farem cinc cèntims d'explicació ja que no és objectiu d'aquest projecte l'explicació del cas de JAVA, només és per poder comparar i ajudar a la distinció de les maneres de fer dels dos llenguatges.La classe principal i bàsica per crear una programa amb threads és la classe thread , la qual s'ha d'estendre i redefinir un mètode d'aquesta classe per fer-ho servir de la manera que el programador vulgui. A continuació mostrem un llistat amb les operacions més utilitzades de la classe thread: 
Mètode Definició
Thread() Constructor  per  defecte  objecte  classe.  A més  la  classe  d'altres 
constructors.
getId() Retorna identificador d'un thread
getName() Retorna el nom d'un thread
getState() Retorna l'estat del thread
interrupt() Atura l'execució d'un thread
run() Mètode on s'indica que ha de fer el thread.
isAlive() Consulta si un thread es troba “viu”
SetPriority ( ) Modifica la prioritat d'un thread
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Sleep ( ) Atura l'execució d'un thread durant el temps especificat
start() Engega l'execució d'un thread. La JVM crida el mètode run( )
stop() Atura l'execució d'un thread.Per més informació sobre els mètodes que ofereix la API de JAVA sobre threads, mirar la pàgina web que apareix a la bibliografia d'aquests manual.A  més  de  les  operacions  i  mètodes  que  ofereix  el  llenguatge,  s'ha  de  dir  que  el  propi programador és el que a de controlar la sincronització entre threads, mitjançant el codi. Això és una de les feines més complicades de cara al programador. En JAVA, s'utilitza la paraula clau 
synchronized, de dos formes diferents. La primera manera d'utilitzar-la, és aplicant aquesta paraula  clau  davant  d'un  bloc  d'execució,  per  exemple  davant  un  bucle  o  d'una  operació condicional, la qual cosa faria que l'execució d'aquesta part del codi es faria de manera exclusiva per un únic thread a la vegada.L'altre forma d'utilitzar el synchronized és fent una generalització del primer cas, ampliant-lo a un mètode o una operació de la classe que s'està implementant, fent així que aquesta classe no s'executi en paral·lel en diversos threads.Veiem a continuació un exemple senzill d'utilització de la classe thread:
Com a observació a l'utilització de la classe thread en JAVA, podem dir, que la manera en que es creen els threads, a la vegada que augmenta el número de threads a gestionar, el programa no aguanta,  degut  normalment  a  la  gran  quantitat  de  recursos  que  necessita  per  executar  un nombre elevat de processos i aquesta gestió l'ha de fer el propi programador amb l'augment de complexitat que això implica, o bé, per les limitacions pròpies del sistema operatiu sobre el qual s'executa el programa.  
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Figura 75: Exemple classe thread
8.2.- Com reemplaça X10 els threads de JAVA
Veiem el següent problema. S'ha resolt el mateix problema(fer un sumatori de 100 nombres) utilitzant  el  llenguatge  X10  i  utilitzant  threads.  Els  programes  són  els  que  es  veuen  a continuació:
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Figura 77: Exemple sumatori threads
Figura 76: Exemple sumatori X10
Com a resultat d'aquests dos programes, hem intentat  extreure les diferències més importants entre els dos codis. Per tractar les diferències hem intentar englobar en diversos aspectes.Per  una  banda,  en  quant  a  línies  de  codi,  podem  veure  que  en  el  cas  de  X10,  les  línies necessàries per tal de resoldre el mateix problema que en JAVA, són menys.Relacionat el nombre de línies de codi, sorgeix el concepte de ”codi entenedor”. A simple vista, X10, amb les seves sentències orientades a la programació en paral·lel i amb poques línies de codi facilita molt la comprensió del programa i genera una facilitat per seguir el fluxe d'execució. En canvi, en el cas de JAVA, per tal de entendre el codi, ens és una mica més complicat a l'hora de seguir el fluxe d'execució, encara que aquesta diferència no és bàsica, és a dir, no és fonamental per triar un llenguatge de programació o un altre.D'altre banda, en quant a la complexitat de disseny i programació si que existeix una diferència molt important i  decisiva, és a dir,  que ens pot fer canviar el llenguatge de programació per realitzar programes d'execució de forma paral·lela o distribuïda. D'aquest concepte, X10 facilita molt el disseny, ja que el propi llenguatge és fa càrrec de la sincronització entre processos i de la 
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Figura 78: continuació exemple Figura 77
gestió de la memòria compartida entre aquests. En canvi, en cas de JAVA, amb el sistema de threads, és el propi programador qui ha de controlar la sincronització dels processos que generi el seu codi, tenin en compte que a més, ha de controlar les variables que pugin ser modificades per més d'un procés al mateix temps i que això ens porti a uns resultats no desitjats o erronis.Per últim, en quant a l'eficiència dels llenguatges, X10 i el sistema threads, estan orientats per la programació  en paral·lel.  A  simple  vista,  semblaria  que  no hi  hauria  d'haver  diferències  en quant a temps d'execució d'un mateix programa, però la realitat no és aquesta. Cal esmentar que X10, encara està evolucionant i es manté en un període de proves, però el sistema intern del llenguatge, s'encarrega de balancejar la càrrega dels nuclis d'execució de la màquina sobre la qual s'executa el programa. Podem dir, que té intel·ligència i que reparteix equitativament la feina entre tots els nuclis d'execució que té el seu sistema. Per tant, X10, és un llenguatge més eficient que el sistema de threads de JAVA, que no té aquesta intel·ligència per tal de balancejar les càrregues.Com a experiment pràctic, sobre l'eficiència dels dos llenguatges, veurem una prova d'execució dels dos codis vists anteriorment (Figura 76,Figura 77 i Figura 78). 
A la  Taula 106, es reflecteix el resultat d'executar 5 cops els dos programes, i cada cop amb el temps que va  trigar.  Cal  esmentar,  que  aquest  experiment  s'ha  fet  en comptes  de  amb 100 elements a sumar,  amb 1000, per veure més clarament la diferència de temps entre els dos llenguatges.Una vegada vist, la taula de resultats de l'experiment, podem concloure, que veiem una petita diferència  de temps entre els  sistemes de X10 i  els  de threads de JAVA.  Aquesta diferència, encara no és gaire identificativa, però s'ha de tenir en compte que el llenguatge X10 encara està en fase de desenvolupament i proves i per tant, cal esperar que una vegada finalitzi aquesta fase, la intel·ligència de X10 que s'havia comentat anteriorment, serà complerta i les diferències de temps entre els dos llenguatges seran majors que a l'actualitat.
8.3.- Comparació amb d'altres llenguatges, JAVA i C
A més de totes les comparacions que s'han fet anteriorment, hi ha un altre tema important a l'hora de distingir aquests llenguatges. Per  part  de JAVA,  ja  hem comentat  anteriorment,  que per  tenir  la  possibilitat  d'utilitzar  els sistema  de  threads,  s'ha  d'utilitzar  la  classe  thread,  la  qual  està  integrada  d'una  manera indirecta al llenguatge, mitjançant la seva API7.
6 Cal esmentar que tots els temps resultants com a 0, es consideren inapreciables
7 Veure Annex 3
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Taula 10: Temps execució(segons) codi sumatori en x10 i amb threads JAVA 
# PROVA 1 2 3 4 5 TEMPS MIG DESVIACIÓ
0,016 0,016 0,016 0,000 0,015 0,016 0,000
X10 0,000 0,000 0,000 0,000 0,015 0,000 0,000
Threads JAVA
Per part de C, la part que s'utilitza és la llibreria pthread, la qual es externa al propi llenguatge de programació. Aquests fet és un fet a ressaltar, ja que fa que cada vegada que el llenguatge pateix alguna modificació per actualitzar-se, totes les llibreries s'han de revisar i actualitzar tots els paràmetres que siguin necessaris per tal d'adaptar-se a les modificacions que hagi patit el llenguatge.Per part de X10, cal remarcar que al ser un llenguatge orientat a la programació en paral·lel, el sistema utilitzat pel  llenguatge respecte a la creació i  gestió de threads,  és propi,  inherent i natural al propi llenguatge, amb totes les avantatges que això comporta, ens evita de tenir que actualitzar periòdicament cap tipus de llibreria ni de sistema.
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9.- Planificació i pressupost econòmic del projecte
És difícil realitzar un estudi econòmic exacte ja que hi han hagut molts dies de treball, en dies diferents i en diferents franges horàries, degut a diferents raons, però principalment a la meva vida  laboral  i  familiar.  Per  aquesta  raó,  el  pressupost  que  es  detallarà  a  continuació  és aproximat.El temps total de dedicació a la realització del projecte ha estat d'uns 190 dies de dedicació quasi bé diària, compresos entre els mesos d'agost del 2007 i gener del 2008.Per realitzar l'anàlisi realitzarem la distinció de les feines de la següent manera:PRIMER.- Recerca d'informació: realitzada bàsicament des de finals del mes d'agost de 2007 fins a mitjans de setembre de 2007, uns 15-20 dies aproximadament. En aquesta fase del PFC, es  va  treballar  molt  la  recerca  d'informació  per  tenir  tot  el  coneixement  possible  sobre  la matèria. Cal esmentar que la recerca d'informació va ser complicada, degut a que el tema és molt  nou i  la  informació no és  molt  abundant.  A més dels dies  esmentats  anteriorment,  la recerca d'informació ha estat continuada sobre diversos temes durant la realització total del projecte.SEGON.- Tria i comprensió de la informació: realitzada des de mitjans de setembre de 2007 fins a mitjans d'octubre del mateix any. En aquesta tarea he emprat uns 25-30 dies.TERCER.- Confecció del material teòric del PFC: En aquesta tarea he emprat uns 70 dies.QUART.- Confecció del material pràctic del PFC: En aquesta tarea he emprat uns 70 dies.
Cal  fer  esment,  que  la  planificació  anterior,  es  la  planificació  inicial  que  es  va  fer  per  la realització  del  treball.  No  ha  sofert  moltes  modificacions  degut  a  que  havíem previst  tenir alguns dies(un parell de dies generalment) per cada fase del treball, els quals els dedicaríem per si tinguéssim algun problema. D'aquesta manera hem aconseguit ajustar la planificació inicial a la real, de manera que si aquest treball fos realitzat en el món empresarial, haguéssim complert les dates d'entrega.Durant totes les fases del projecte, la dedicació en hores ha estat diversa, degut a la meva feina i els  meus compromisos familiar.  En general,  podem dir  que la realització  del  projecte,  s'han dedicat unes 4,5 hores diàries de mitja aproximadament. 
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Taula 11: Resum planificació treball 
TASCA DURACIÓ(DIES)
Recerca d'informació 20
Tria i comprensió de la informació 30
Confecció del material teòric 70
Confecció del material pràctic 70
En total tenim, unes 190 dies dedicats a 4,5 hores diàries, un total de 855 hores dedicades a la realització  total  del  projecte.  Aquest  nombre  d'hores,  seria  equivalent,  contant  un  nombre d'hores  de  feina  de  8  hores  per  dia  laborable,  a  106  dies  treballats,  uns  3  mesos  i  mig aproximadament.Agafant com a referència el sou d'un becari de dedicació complerta amb jornades de feina de 8 hores, 850 euros, el cost personal del projecte ha estat d'uns 2975 euros.A  més  a  més,  s'hauria  d'afegir  al  cost  del  projecte,  es  cost  de  les  màquines  (hardware) necessàries per la realització del mateix.  En aquest cas, l'únic requeriment bàsic, és tenir un ordinador amb un processador  tipus multi-core.  Aquests  tipus de màquines,  en l'època que estem, és normal que tothom en tingui una. En el meu cas en concret, vaig tenir que comprar-me un ordinador, degut a que jo no disposava d'una màquina amb aquests tipus de processador. L'ordinador que vaig comprar va tenir un cost de 1199 euros.Per finalitzar el pressupost total del projecte, s'hauria d'afegir el cost del software necessari per la realització del projecte. En el meu cas, s'ha utilitzat eines de tipus open source (cost gratuït), com han estat Eclipse, OpenOffice i Acrobat Reader. Per tant, en quant a l'apartat del software el cost ha estat nul.
Per tant, en total, el cost del projecte, una vegada s'ha calculat el cost de la meva feina i el cost en quant als recursos utilitzats, ha estat de 4174 euros.
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Taula 12: Resum pressupost treball
TASCA HORES EMPRADES PRESSUPOST(EUROS)
Recerca d'informació 90 313,16
Tria i comprensió de la informació 135 469,74
Confecció del material teòric 315 1096,05
Confecció del material pràctic 315 1096,05
Hardware 1199
Software 0
TOTAL 855 4174
10.- Conclusions i auto-avaluació
10.1.- Conclusions generals
En aquest  apartat  comentarem les  conclusions  generals  estretes  de  la  realització  d'aquests treball. Primerament esmentar que el treball ha estat realitzat en base a un llenguatge el qual es troba encara en fase experimental.   A més,  una vegada s'ha treballat aquesta temàtica durant uns quatre  mesos,  ens  hem  adonat  que  aquest  llenguatge  encara  no  se  l'ha  donat  difusió  pels mitjans oportuns i per tant hi ha un desconeixement general del llenguatge.
Per  continuar,  esmentar  que  les  expectatives  que  es  tenien  de  bon  començament  sobre  el llenguatge,  és  a  dir,  sobre  una  base  teòrica,  s'han  vist  reflectides  de  certa  manera  en  els experiments pràctics que s'han realitzat durant tot el treball.Per una banda, destacar que en moltes ocasions, hem pogut observar, com el llenguatge que hem estudiat, era més eficient que JAVA. En d'altres ocasions, s'ha observat que JAVA era igual d'eficient o més que X10, essent aquestes poques vegades. Per tant, en general, podem dir que hem comprovat d'una manera experimental, que la base teòrica de X10, on s'entén que pel seu disseny serà més eficient que d'altres llenguatges, es compleix en comparació a JAVA.D'una altre banda, destacar que en quant a estructures i interface de classes,  encara no està complert, suposem que degut a que es troba encara en una fase experimental. Degut aquesta raó,  el  fer  proves  experimentals  utilitzant  estructures  no  simples,  per  tal  de  comprovar  la millora o no de les estructures de X10 respecte estructures d'altres llenguatges, és de moment molt complicat, degut a que no hi han unes estructures definides genèriques per poder realitzar aquestes proves. Una possible solució, seria el implementar totes les estructures que es vulguin avaluar,  però d'aquesta manera, les proves no seria gaire fiables,  perquè dependerian de les habilitats de cada programador per implementar les estructures.  Per tant, per poder veure les comparacions  entre  estructures  de  diversos  llenguatges,  s'haurà  d'esperar  fins  que  IBM, implementi  les  classes genèriques i  així  podrem fer les comparatives d'aquestes estructures amb d'altres  estructures  d'altres  llenguatges  i  podrem observar  si  té  alguna avantatge  X10 sobre la resta de llenguatges en quant a estructures, utilitzant-les en programació paral·lela o concurrent. Deixant la vessant més d'investigació d'una banda, podem veure que s'ha pogut fer de la vessant més acadèmica.Per aquesta vessant, s'han pogut extreure diverses conclusions i  s'han pogut veure diferents coses. Per començar, hem pogut comprovar que la base del llenguatge X10 és clarament JAVA, ja que tota la sintaxis és bàsicament JAVA, podem dir que si coneixes la sintaxis de JAVA, no serà difícil  aprendre la  sintaxis  de  X10.  Té  molts  pocs  canvis  en  quant  a  sintaxis.  D'altre  banda, ressaltar  que  s'han  introduït  diversos  conceptes  nous,  per  tant,  aquests  si  que  serien interessants d'estudi si es vol començar a programar en X10, ja que són conceptes introduïts per la banda de la programació en paral·lel que introdueix el llenguatge. Aquests conceptes, no 
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són difícils d'entendre però com tot nou concepte ens hem de familiaritzar amb ell.A  més,  ressaltar  que  tot  el  coneixement  semàntic  del  llenguatge,  es  basa  en  la  teoria  de programació en paral·lel i concurrent. 
Amb totes aquestes conclusions,  podem generalitzar que el  llenguatge s'ajusta bastant a les expectatives creades a l'inici per la part de l'eficiència. Per la part d'estructures del llenguatge, els resultats no son tant concloents, ja que no s'ha pogut contrastar amb d'altres llenguatges. I finalment, en quant al tema més acadèmic, s'ha ajustat a la teoria bàsica de la programació en paral·lel o concurrent. 
10.2.- Auto-avaluació
En aquest apartat farem una petita descripció de tots els coneixements que aquests treball m'ha aportat a nivell personal.D'una banda, destacaria els nous coneixements que m'ha aportat el treball, tant en la vessant de la programació en paral·lel i concurrent en X10 i JAVA, com en la vessant de conèixer un nou llenguatge de programació que no havia treballat mai.Primerament, comentar que el fet de treballar amb programació paral·lela i concurrent, m'ha fet aprendre nous coneixements i recordar d'altres coneixements que ja havia vist durant els meus estudis a la facultat. D'aquests punt, m'agradaria destacar, el fet de poder veure la programació paral·lela en dos llenguatges diferents, m'ha donat peu a poder tenir coneixement i així poder triar entre aquests dos llenguatges, en cas que un futur necessiti programar alguna aplicació amb programació paral·lela o concurrent .Per  continuar,  el  fet  de  conèixer  un  nou  llenguatge  de  programació  des  de  zero,  m'ha  fet recordar i repassar molts dels conceptes bàsics que he après durant els meus estudis. Aquests fet  és bastant gratificant, ja que me he adonat que hi han molts conceptes que he vist durant els meus estudis, i que pensava que mai més tornaria a utilitzar, en aquests treball els he tornat a treballar.Per finalitzar, destacar el fet que amb la realització d'aquests treball m'he adonat que el treball en grup, entre el meu tutor i jo, és difícil si tots dos treballen a més a més de realitzar el projecte, Això és un tema afegit, ja que en el nostre cas, tots dos hem treballat en d'altres àmbits afegits al projecte, i això ha fet que les reunions que hem tingut que fer, han estat dificultoses per trobar un dia per trobar-nos. Finalment, aquestes reunions han tirat endavant gràcies a que les dos parts hem posat de la nostra part per tal que el projecte tirés endavant.
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10.3.- Propostes de treball pel futur
Com a proposta de treball pel futur, des d'aquests treball, volem fer i deixar alguna proposta, per si en algun cas hi pogués existir algun treball que continuï aquest. Per tant, farem dos propostes.D'una banda farem una proposta que seria  més d'utilització  del  llenguatge.  Seria  la  creació d'algun tipus de software o aplicació la qual utilitzi el llenguatge X10. Aquests software podria ser  algun  tipus d'aplicació  en  el  camp  de  les  aplicacions  àudio/vídeo,  càlcul  científic, bioinformàtica,  tractament  d'imatges  en  3D  i  jocs.  En  referència  a  aquestes  propostes,  cal esmentar que l'utilització d'un llenguatge de programació orientat programació en paral·lel, és un  punt  a  destacar  en  aquests  tipus  de  camps  d'aplicació  ja  que  aquest  tipus  de  software utilitzen  un  nombre  enorme  de  processos  i  X10  podria  ser  una  bona  eina  de  treball  per gestionar eficientment aquests nombre de processos.
D'altre banda farem una proposta d'ampliació d'aquests treball. Aquesta ampliació consistiria en  la  construcció  d'una  aplicació  la  qual  sigui  una  eina  que  ens  permeti  visualitzar  d'una manera gràfica la carrega de treball dels nuclis de treball o core . D'aquesta manera, es podria visualitzar a temps real, la càrrega real dels nuclis de treball i ens permetria el balancejar las càrregues  dels  nuclis  d'una  manera  equilibrada  i  així  podrem  tenir  unes  execucions  més eficients encara. La idea principal per realitzar aquest software seria construir una aplicació que controles processos. Aquests processos estarien a cada nucli de treball i seria l'encarregat de llegir l'estat de cada core. D'aquesta manera, l'aplicació seria l'encarregada de controlar i llegir l'estat  de tots els  core de manera instantània.  A més,  aquesta aplicació es situaria entre els programes realitzats en llenguatge X10 i el propi sistema operatiu, per tal de realitzar un primer balanceig de càrregues als nuclis de treball, independentment del balanceig que realitza cada sistema operatiu.
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12.- Glossari de termes
Thread: unitat bàsica d'execució. Qualsevol programa que s'executi consta com a mínim d''un thread. Un thread en general consta d'un tros de codi del programa que s'està executant i de diversos registres i pila del processador.
Tecnologia  CORE DUO:  microprocessador  de  la  casa  Intel,  el  qual  treballa  amb  dos  nuclis d'execució i permet optimitzar les aplicacions de subprocessos múltiples i la programació en paral·lel.
Nanotecnologia: el camp de les ciències aplicades dedicat al control i manipulació de la matèria a una escala menor que un micròmetre, és a dir, a nivell d'àtoms i molècules.
Mare Nostrum: el  nom del superordinador més potent de Europa i el novè a nivell mundial segons la llista TOP500 a data del juny 2007. 
Multi-core: Sinònim de multi-nucli.  Processador que combina dos o més processadors en un únic paquet, sovint en un únic circuit integrat.
X10:  nou llenguatge de programació experimental  actualment en desenvolupament per part IBM, en col·laboració amb diversos socis de la vessant universitària. Aquest nou llenguatge està basat amb tècniques de programació en paral·lel. 
PERCS: Productive Easy to use Reliable Computer Systems. 
DARPA: Defense Advance Research Projects Agency
HPCS: High Productivity Computing Systems.
X10DT: X10 Development Toolkit.  Conjunt programes necessaris per realitzar programes en X10.
Màquina virtual: un software o programari que crea un entorn virtual enter la  plataforma de la computadora i l'usuari final, fent que es pugui executar un programa determinat.
IDE: Integrated Development Environment
Eclipse: es un software gratuït (software  open source) escrit principalment en el marc de JAVA. A més, aquests software s'ha aprofitat per treballar a més a més de JAVA, treballar amb X10.
Sorting: conjunt algorismes que el seu objectiu és ordenar els elements d'una estructura, sigui quina sigui aquesta. Típicament, s'utilitza una taula, per facilitar la seva comprensió.
Searching:  conjunt  algorismes  que  el  seu  objectiu  és  cercar  els  elements  dintre  d'una estructura,  sigui quina sigui.  Per facilitar  la comprensió del algorisme,  normalment s'utilitza 
93
com a exemple una taula unidimensional.
OpenMP:  és una interface de programació d'aplicacions (API) que suporta plataformes amb multiprocessadors de memòria compartida programats en C o C++. 
MPI:  Message Passing Interface,  software que permet la comunicació de molts ordinadors o computadors amb molts altres.
PVM: Parallel Virtual Machine, paquet de software que permet una col·lecció heterogènia de Unix i/o Windows màquines unides entre si, que s'utilitzarà com a una única computadora que treballarà en paral·lel.
API: Aplicattion Programming Interface, recull d'operacions d'una classe determinada.
Interface: conjunt de mètodes que faciliten la interacció de l'usuari amb el sistema, ja sigui un sistema gràfic o un altre tipus de sistema.
Pthread: defineix un conjunt de crides a mètodes i tipus de variables orientades a la creació i gestió de threads en C.
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13.- Annexos
ANNEX 1Paraules reservades de X10:
Abstract Break Case Catch Class Const
Continue Default Do Else Extends Final
Finally For Goto If Implements Import
Instanceof Interface Native New Package Private
Protected Public Return Static Super Switch
This Throw Throws Try Void While
Activitylo
cal
Async Ateach Atomic Await Clocked
Current Foreach Finish Future Here Next
Nullable Or Placelocal Reference Value when
ANNEX 26/2003 PERCS programming model concept (end of PERCS Phase 1)7/2004 Start of PERCS Phase 22/2004 Kickoff of X10 as concrete embodiment of PERCS programming model as a new language7/2004 First draft of X10 language specification2/2005 First X10 implementation -- unoptimized single-VM prototypeEmulates distributed parallelism in a single processThis is what you will use to run X10 programs this week
5/2005 X10 productivity study at Pittsburgh Supercomputing Center7/2005 Results from X10 application & productivity studies2H2005 Revise language based on application & productivity feedback2H2005 Start participation in High Productivity Language “consortium”?1/2006 Second X10 implementation – optimized multi-VM prototype6/2006 Open source release of X10 reference implementation
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6/2006 Design completed for production X10 implementation inPhase 3 (end of Phase 2)
ANNEX 3
static int activeCount()  Returns the number of active threads in the current thread's thread groupvoid checkAccess()           Determines if the currently running thread has permission to modify this thread.int countStackFrames()           Deprecated. The definition of this call depends on suspend(), which is deprecated.  
Further, the results of this call were never well-defined.static Thread currentThread()           Returns a reference to the currently executing thread object.void destroy()           Deprecated. This method was originally designed to destroy this thread without any 
cleanup. Any monitors it held would have remained locked. However, the method was never  
implemented. If if were to be implemented, it would be deadlock-prone in much the manner  
of suspend(). If the target thread held a lock protecting a critical system resource when it  
was destroyed, no thread could ever access this resource again. If another thread ever 
attempted to lock this resource, deadlock would result. Such deadlocks typically manifest  
themselves as "frozen" processes. For more information, see Why are Thread.stop, Thread.suspend and Thread.resume Deprecated?.static void dumpStack()           Prints a stack trace of the current threadstatic int enumerate(Thread[] tarray)           Copies into the specified array every active thread in the current thread's thread group and its subgroups. static Map<Thread,StackTraceElement[]> getAllStackTraces()           Returns a map of stack traces for all live threads.ClassLoader getContextClassLoader()           Returns the context ClassLoader for this Thread.static Thread.UncaughtExceptionHandler 
getDefaultUncaughtExceptionHandler()           Returns the default handler invoked when a thread abruptly terminates due to an uncaught exception.
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long getId()           Returns the identifier of this Thread.String getName()           Returns this thread's name.int getPriority()           Returns this thread's priority
StackTraceElement[] getStackTrace()           Returns an array of stack trace elements representing the stack dump of this thread.Thread.State getState()           Returns the state of this thread.ThreadGroup getThreadGroup()           Returns the thread group to which this thread belongs.Thread.UncaughtExceptionHandler getUncaughtExceptionHandler()           Returns the handler invoked when this thread abruptly terminates due to an uncaught exception.static boolean holdsLock(Object obj)           Returns true if and only if the current thread holds the monitor lock on the specified object.void interrupt()           Interrupts this thread.static boolean interrupted()           Tests whether the current thread has been interruptedboolean isAlive()           Tests if this thread is alive.boolean isDaemon()           Tests if this thread is a daemon threadboolean isInterrupted()           Tests whether this thread has been interrupted.void join()           Waits for this thread to die.void join(long millis) 
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          Waits at most millis milliseconds for this thread to dievoid join(long millis, int nanos)           Waits at most millis milliseconds plus nanos nanoseconds for this thread to dievoid resume()           Deprecated. This method exists solely for use with suspend(), which has been 
deprecated because it is deadlock-prone. For more information, see Why are Thread.stop, Thread.suspend and Thread.resume Deprecated?.void run()           If this thread was constructed using a separate Runnable run object, then that Runnable object's run method is called; otherwise, this method does nothing and returns.void setContextClassLoader(ClassLoader cl)           Sets the context ClassLoader for this Threadvoid setDaemon(boolean on)           Marks this thread as either a daemon thread or a user threadstatic void 
setDefaultUncaughtExceptionHandler(Thread.UncaughtExceptionHand
ler eh)           Set the default handler invoked when a thread abruptly terminates due to an uncaught exception, and no other handler has been defined for that threadvoid setName(String name)           Changes the name of this thread to be equal to the argument namevoid setPriority(int newPriority)           Changes the priority of this threadvoid setUncaughtExceptionHandler(Thread.UncaughtExceptionHandler eh)           Set the handler invoked when this thread abruptly terminates due to an uncaught exceptionstatic void sleep(long millis)           Causes the currently executing thread to sleep (temporarily cease execution) for the specified number of millisecondsstatic void sleep(long millis, int nanos)           Causes the currently executing thread to sleep (cease execution) for the specified number of milliseconds plus the specified number of nanosecondsvoid start()           Causes this thread to begin execution; the Java Virtual Machine calls the run method 
98
of this thread.void stop()           Deprecated. This method is inherently unsafe. Stopping a thread with Thread.stop 
causes it to unlock all of the monitors that it has locked (as a natural consequence of the 
unchecked ThreadDeath exception propagating up the stack). If any of the objects  
previously protected by these monitors were in an inconsistent state, the damaged objects  
become visible to other threads, potentially resulting in arbitrary behavior. Many uses of  
stop should be replaced by code that simply modifies some variable to indicate that the 
target thread should stop running. The target thread should check this variable regularly,  
and return from its run method in an orderly fashion if the variable indicates that it is to  
stop running. If the target thread waits for long periods (on a condition variable, for  
example), the interrupt method should be used to interrupt the wait. For more information,  
see Why are Thread.stop, Thread.suspend and Thread.resume Deprecated?.void stop(Throwable obj)           Deprecated. This method is inherently unsafe. See stop() for details. An additional  
danger of this method is that it may be used to generate exceptions that the target thread is  
unprepared to handle (including checked exceptions that the thread could not possibly  
throw, were it not for this method). For more information, see Why are Thread.stop, Thread.suspend and Thread.resume Deprecated?. void suspend()           Deprecated. This method has been deprecated, as it is inherently deadlock-prone. If  
the target thread holds a lock on the monitor protecting a critical system resource when it is  
suspended, no thread can access this resource until the target thread is resumed. If the  
thread that would resume the target thread attempts to lock this monitor prior to calling  
resume, deadlock results. Such deadlocks typically manifest themselves as "frozen" 
processes. For more information, see Why are Thread.stop, Thread.suspend and Thread.resume Deprecated?String toString()           Returns a string representation of this thread, including the thread's name, priority, and thread groupstatic void yield()           Causes the currently executing thread object to temporarily pause and allow other threads to execute. 
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