A novel relation between number theory and recently found Berger graphs is studied. The Berger graphs under investigation are constructed mainly for the CY 3 space. The method of analysis is based on the slice classification of CY l polyhedra in the so-called Universal Calabi-Yau algebra. The concept of reflexivity in these polyhedra is reviewed and translated into the theory of reflexive numbers. A new approach based on recurrence relations and Quantum Field Theory methods is applied to the simply-laced and quasi-simply-laced subsets of the reflexive numbers. In the correspondence between the reflexive vectors and Berger graphs the rôle played by the generalized Coxeter labels is shown to be important. We investigate the positive roots of some of the Berger graphs to guess the algebraic structure hidden behind them. * Alexander von Humboldt Research Fellow
Introduction
In this work we explore a possibility to find new symmetries similar to the Lie and Kac-Moody groups. This is done by analyzing the structure of Calabi-Yau (CY) spaces [1] [2] [3] . These spaces are interesting because they are connected to many branches of mathematics and are extensively used as candidates for compactification of extra dimensions in physical models. For example, the proof of the duality between the type IIA and IIB, and between type IIA and heterotic E 8 × E 8 string theories is based on their different compactifications on CY manifolds.
A CY space can be realized as an algebraic variety M in a weighted projective space CP n−1 ( − → k ) [4, 5] where the weight vector reads − → k = (k 1 , . . . , k n ). This variety is defined by M ≡ ({x 1 , . . . , x n } ∈ CP n−1 ( − → k ) : P(x 1 , . . . , x n ) ≡ − → m c− → m x − → m = 0), (1) i.e., the zero locus of a quasi-homogeneous polynomial of degree d k = n i=1 k i , with the monomials being x − → m ≡ x m 1 1 · · · x mn n . The points in CP n−1 satisfy the property of projective invariance {x 1 , . . . , x n } ≈ λ k 1 x 1 , . . . , λ kn x n leading to the constraint − → m · − → k = d k . Another constraint for a CY candidate is the condition of reflexivity of the vector − → k , which can be defined in terms of the Batyrev reflexive polyhedra [6] .
Let us consider this condition in more detail. We can construct the vector − → m ′ = − → m − − → 1 where − → m ′ · − → k = 0. Then it is convenient to define the lattice
with basis {e i }. The dual of this lattice, Λ * , has the basis {e * i } with the orthonormality condition e i · e * j = δ ij . We define a polyhedron ∆ as the convex hull of the lattice Λ and the polyhedron ∆ * as the convex hull of the dual lattice Λ * . The reflexivity condition means that the polyhedron ∆ is integer, its origin − → 0 is the only interior point, and its dual ∆ * is also integer and contains only one interior point. In this case the vector − → k is considered to be reflexive. Using this criteria of reflexive vectors Batyrev proved the Mirror duality of CY 3, 4 spaces. Namely, for each CY, M, there exists a Mirror CY partner, M * . This symmetry helped to derive the duality between type IIA and IIB string theories.
The correspondence between CY spaces and reflexive polyhedra led the way for their classification. In particular, for the case CY 2 = K 3 the 4319 three-dimensional polyhedra were found in Ref. [7, 8] . Among them, 95 can be described with a single reflexive vector. The algorithm, constructed in Ref. [7, 8] , gave 473 800 776 reflexive four dimensional polyhedra in the case of CY 3 spaces. A subclass of this large number can be described by one reflexive vector. Namely, 184 026 polyhedra belong to this subclass [7, 8] (see also [9] [10] [11] [12] ).
Recently, an alternative to this classification was developed using some properties of the theory of reflexive vectors. This new approach was named "Universal Calabi-Yau Algebra" (UCYA) [9] . One of its main results is that all reflexive vectors of dimension n can be obtained from the reflexive vectors with lower dimension 1, . . . , n − 1. A remarkable feature of this approach is that every reflexive vector of dimension n can be constructed from the simplest reflexive vector − → k = (1). The key observation to realize this program was to use the concept of the r-arity composition law (with r = 2, . . . , n) for the subclass which can be described by a unique reflexive vector (in general CY spaces this subclass corresponds to the so-called level one). Using this composition law, it was shown how the level one CY n space can be obtained from its slices of lower dimension r = 1, . . . n − 1, generating in this way the so-called r-arity slice classification. For example, the 2-arity composition law in K 3 space gives us 90 out of the 95 reflexive vectors described above. These 90 vectors were classified in 22 chains where each of them has the same CY 1 slice in K 3 (four of the remaining reflexive weight vectors can be obtained with the 3-arity and the last one with the 4-arity). In CY 3 a similar 2-arity classification produces 4242 chains having the same K 3 slice of CY 3 [9, 10] .
To be more specific, the 22 chains in K 3 are generated by taking the reflexive vectors (1), (1, 1) , (1, 1, 1) , (1, 1, 2) and (1, 2, 3) and extending them to dimension 4 by including additional zero components, i.e., (0,0,0,1), (0,0,1,1), (0,1,1,1), (0,1,1,2), (0,1,2,3) and permutations of vector components. In the 2-arity construction one should take all the possible pairs of two extended vectors and, out of them, select those "good pairs" which have a reflexive polyhedron in the intersection of the corresponding slices. Then we add these two vectors with integer coefficients. For example, from the 50 possible extended vectors we can take the pair − → k ext a = (0, 1, 1, 1) and − → k ext b = (1, 0, 0, 0). Their intersection is defined as the solution of the two constraints − → m · − → k ext a = d ka = 3 and − → m · − → k ext b = d k b = 1. These equations can be also written as
where − → m ′ = − → m − − → 1 . The lattice of solutions for − → m ′ corresponds to a two dimensional reflexive polyhedron or CY 1 , and, therefore, according to UCYA, the linear combination
with m a ≤ d k b and m b ≤ d ka of these two vectors forms the chain with the eldest vector having unit coefficients m a = m b = 1. A simple example is the combination of two vectors, − → k m with dimension m and − → k n with dimension n, in the form ( − → k m , − → 0 n ) + ( − → 0 m , − → k n ) which is always an eldest reflexive vector of dimension m + n. The three vectors (1,1,1,1), (2,1,1,1) and (3,1,1,1) produce the same two dimensional reflexive slice. This slice divides the three dimensional K 3 polyhedron in two parts. On the left and right sides of the slice the set of the points at the edges forms affine Dynkin diagrams. For example, in the reflexive polyhedra corresponding to the vector (1,1,1,1) from the (1,0,0,0) side we obtain the A (1) 11 -diagram and from the (0,1,1,1) side we have the graph of E (1) 6 . The (2,1,1,1) and (3,1,1,1) members of this chain generate the same slice but they contain different Dynkin graphs. This property is universal and is valid for all 22 chains. It is a generalization of the results of Candelas and Font [15] [16] [17] 19] who found a dictionary for the Dynkin graphs of the Cartan-Lie algebra in the case of the Weierstrass slice using the type IIA and heterotic E 8 × E 8 string duality. In the K 3 case a correspondence between extended reflexive vectors and Dynkin graphs was found [9, 10, 12] , for example, (0, 0, 0, 1) → A (1) r (0, 0, 1, 1) → D (1) r (0, 1, 1, 1) → E Note that the maximal Coxeter label of the graphs at the right hand side of this correspondence coincides with the degree of the reflexive vectors at the left hand side. We shall discuss this point later. Our scheme offers the possibility of constructing new graphs for CY spaces in any dimension. For example, in K 3 all 4242 graphs for the reflexive numbers of level one type can be obtained following the above-mentioned approach [9] . Our analysis will help classify the structure of these large CY spaces in terms of number theory and construct new so-called Berger graphs. These Berger graphs might correspond to unknown symmetries lying beyond Cartan-Lie algebras [20] .
The number of algebraic CY n varieties is very large and grows very rapidly with the dimension n of the space. The same situation occurs with the number of reflexive weight vectors. For example, the number of eldest reflexive vectors of 2-arity is 1, 2, 22 and 4242 [9] for dimensions n = 2, 3, 4 and 5, respectively. To obtain the last number 4242 for n=5 using the arity construction we need 100 extended reflexive vectors (and all permutations of their components) (see Table 1 ). From UCYA one can find the approximate upper-bounds of this number for larger n: ∼ 3 10 13 , ∼ 5 10 28 , ∼ 10 58 , ∼ 10 119 , ∼ 10 241 , . . . An important point is that all reflexive weight vectors can be considered as a new type of numbers because in the framework of UCYA the arithmetic of adding and subtracting is well defined. This opens a possibility to understand the structure of CY spaces using number theory. In the "tree" classification of CY spaces the trunk line of the reflexive weight numbers corresponds to those with unit components, i.e., (1) , (1, 1) , (1, 1, 1) , . . . An interesting wider subclass of the full tree of them is the so-called "simply-laced" numbers. A simply-laced number − → k = (k 1 , · · · , k n ) with degree d = n i=1 k i is defined such that d k i ∈ Z + and d > k i .
For these numbers there is a simple way of constructing the corresponding affine Dynkin and Berger graphs together with their Coxeter labels. The Cartan and Berger matrices of these graphs are symmetric. In the well known Cartan case they correspond to the ADE series of simply-laced algebras. In dimensions n = 1, 2, 3 the numbers (1), (1, 1), (1, 1, 1), (1, 1, 2) , (1, 2, 3) are simply-laced. For n = 4 among all 95 numbers 14 are simply-laced, as is shown in Table 1 [20] [21] [22] . The remaining 81 correspond to the non-simply-laced case . Before constructing these graphs in the next section we proceed to review the concept of reflexivity and relate it to techniques used in the functional integral approach. This section will help us understand the difference between simply and non-simply-laced numbers at a more fundamental level.
From Reflexive Numbers to Quantum Field Theory Methods
In this section we reconsider the condition of reflexivity first proposed by Batyrev [6] . We will do so in a new approach where the reflexive numbers are studied starting from the simply-laced case to then continue to some non-simply-laced cases. The properties of these reflexive numbers turn out to be very interesting. This is explained in the following discussion.
Geometrical Construction for Reflexivity
Let us start by recalling the definition of the degree of a weight vector − → k
It is convenient to normalize this vector as follows 
The numbers l i are positive regular ratios. An additional constraint stems from the condition − → m · − → k = d k which now reads
This last equation has different solutions for the monoms { − → m i } and a minimal set of them with i = 1, 2, ..., n can be written as a matrix M . At this point let us note that − → m = − → 1 (1 i = 1 for i = 1, 2, ..., n) also satisfies Eq. (10) due to Eq. (9). The above constraint for l i can be rewritten as the set of equations
where M is a n × n matrix constructed from the non-negative integer numbers m ij
The vectors − → m i for i = 1, 2, ..., n correspond to n points in the n-dimensional space with nonnegative integer components m ij . We consider them as linearly independent. All possible integer vectors − → m produce an integer valued lattice. The set of { − → m i } (slice) has the property of reflexivity. Namely, in the corresponding polyhedron only one point − → m = − → 1 is inner. Let us present M as a product of 2 matrices
where λ is a diagonal matrix λ ij = δ ij λ i (14) and the matrix G has its matrix elements satisfying the requirement n j=1
The above decomposition is unique for any non-degenerate matrix M . Indeed, we have the relation
where 1/λ i can be found from the system of n linear equations
The hyperplane corresponding to the slice − → m i crosses the coordinate axes at the rational points λ i . By comparing with the constraint in Eq. (11) we see that the vector components l i correspond to the inverse of the diagonal elements of the matrix λ
Note that the relation
considered as an equation for M , has an ambiguity:
where G ′ is a matrix similar to G satisfying the condition n j=1
This matrix G is chosen in such way that M remains an integer valued matrix. Therefore we have the following geometrical construction for the search of the vector − → l :
1. Take a rational vector − → r satisfying the condition
Geometrically, the end of the vector − → r lies on the hyperplane which contains the points (1, 0, 0, ...), (0, 1, 0, ...), (0, 0, 1, ...), . . . , (0, 0, 0, ..., 1).
Calculate its norm
3. Construct the vector − → r ′ different from − → r only by its normalization
4. Draw the hyperplane orthogonal to the vector − → r and going through the end of the vector − → r ′ .
5.
Provided that the hyperplane contains at least n non-degenerate points of the lattice − → m (in one-to-one correspondence with the matrix M ) and has the property of reflexivity, the vector r i satisfies all the required constraints and coincides with l i .
One can obtain an equivalent description of the slice by applying to M one of the above matrices G ′ , provided that their product is again an integer matrix M ′ . Therefore we have a group of transformations corresponding to permutations of the points on the hyperplane. Among the different sets of vectors − → m on the slice it is convenient to choose such a linear independent set − → m k (k = 1, 2, ..., n) that the linear decomposition of all other vectors − → m ′ belonging to the slice
contains non-negative coefficients c ′ k ≥ 0. Then our last condition for these chosen vectors − → m k (and in fact for the slice) is that in the expansion
the coefficients a k are positive a k > 0 and satisfy the conditions n k=1 a k = 1 .
These conditions are a consequence of the reflexivity of the lattice slice. Namely, only the point (1, 1, 1, . . .) should be inside the polyhedron produced by the vectors − → m i and all other points − → m ′ should be on its boundary. The ends of the vectors − → r ′ = − → r /| − → r | 2 lie on the hypersphere with center at r ′ i = 1/2 and √ n/2 radius. Indeed, our basic equation (22) can be written as follows
and therefore the vector − → r ′ satisfies the relation
which is the sphere equation
The ends of the vectors r ′ i = 1 i and r ′ i = 0 lie at the opposite poles of this sphere in agreement with the fact, that, by construction, the slice is orthogonal to the vector − → r ′ .
The intersection of the hyperplane produced by − → m i and the above hypersphere of dimension n − 1 is also a hypersphere of dimension n − 2. The vector − → r ′ with its end situated on the last hypersphere at the point opposite to the point (1, 1, ..., 1) automatically satisfies all conditions. As a result,
are all solutions of the equation
Simultaneously l i = 1/λ i , where λ i are the rational numbers being the eigenvalues of the matrix M in (13) obtained from the vectors − → m k . Consequently our classification of all possible l i is reduced to the classification of all possible lattice slices given by n points − → m k together with the point − → 1 on the lattice such that all other points − → m ′ of the slice are on its boundary and the point − → 1 is inner. In some sense the points − → m k should be close to the coordinate axes as much as possible. The examples of such configurations appear in the cases of simply-laced and quasi-simply-laced polyhedrons considered below. It is possible to use recurrent relations for the construction of polyhedrons with increasing dimension n, based on an algebraic construction. In the next subsection we combine this construction with some geometrical ideas.
Geometric Relations for Polyhedrons and UCYA
Let us assume that we found all possible weight vectors − → k for the reflexive slices − → m generated by the vectors − → m r for all dimensions less than a given number. Then the Universal Calabi-Yau Algebra (UCYA) [9] [10] [11] provides the possibility to calculate similar weight vectors in higher dimensions. We shall illustrate here this method using the simple example of the construction of the (n+1)-dimensional reflexive polyhedrons containing inside them an n-dimensional reflexive polyhedron.
We introduce the n-dimensional weight vector − → k with dimension
and the corresponding polyhedron parameterized by n integer valued vectors − → m r which satisfy the relations
Following the reflexivity property the vector − → m = − → 1 is assumed to be inner
To generalize this polyhedron to the (n + 1)-dimensional space we add to the components of the vector − → m r the (n + 1)-th component t equal to unity − → M r = (m r1 , m r2 , ..., m rn , 1) .
In this case the constructed polyhedron will automatically include inside itself the point − → M = − → 1 and reflexivity will follow if in the built slice there are points − → M with t = 0 and t > 1. The weight vector − → K for the polyhedron in the (n + 1)-th dimensional space should satisfy the equation
for r = 1, 2, ..., n + 1, where − → M n+1 is a new basis vector. It is natural to choose this vector in such a way that all its components except t are equal to zero − → M n+1 = (0, 0, 0, ..., 0, λ n+1 ) ,
where λ n+1 is an integer number. Because the vectors − → M i (i = 1, 2, ..., n) are known, the first n components of the vectors − → k and − → K should coincide (up to a common factor which can be put equal to unity without any loss of generality)
Hence, from the condition that the vector − → 1 belongs to the constructed slice, we obtain
where K n+1 = 1, 2, ... is an integer number. This integer number is restricted from above
Indeed, from Eq. (36) we have that
and therefore to obtain the reflexivity for the polyhedron in the (n + 1)-dimensional space one should impose the constraint
because λ n+1 ≥ 2. The above construction is a particular case of UCYA for arity 2. Indeed, in the framework of this method we can take two low-dimensional weight vectors and extend them to the (n + 1)
As in this example it is possible to verify that the intersection of the corresponding slices − → m a and − → m b has the property of reflexivity, the reflexive weight vector in the (n + 1)-dimensional space can be constructed by taking the following linear combination of − → k a and − → k b :
where s = 1, 2, ... is an integer number, restricted from above:
Using the UCYA approach, we obtain two weight vectors for n = 3, a)(1, 1, 1) = (1, 1, 0) + (0, 0, 1), b)(1, 1, 2) = (1, 1, 0) + 2(0, 0, 1) .
The third vector can be obtained by adding two other weight vectors, c)(1, 2, 3) = (1, 0, 1) + 2(0, 1, 1) .
In the n = 4 case starting from the above three n = 3 vectors we obtain the weight vectors 
with I = (0, 0, 0, 1), a = (1, 1, 1, 0), b = (1, 1, 2, 0), c = (1, 2, 3, 0).
Some of these vectors coincide with each other after transmutation of components. It is well-known that using the general UCYA construction for arity 2 we can obtain 90 out of 95 weight vectors for dimension n = 4. Other weight vectors can be found using arity 3 and 4.
So far we have reviewed the concept of reflexivity in the language of algebra and geometry. In the next sub-section we concentrate on arithmetic properties of these numbers making use of some methods common in the study of Feynman diagrams in Quantum Field Theory.
Simply-Laced Numbers
Let us consider the simplest case with the monomial points { − → m i } satisfying the equation
where s r are integer numbers, and n r=1 1 s r = 1 (51) due to the reflexivity requirement. Geometrically s r is the value at which the hyperplane crosses the axis r. The vectors (1/s 1 , 1/s 2 , ..., 1/s n ) satisfying the above constraint are known as the "Egyptian numbers" [23] . It is helpful to generalize the last decomposition of 1 for a general rational number x ≤ 1 n r=1
We denote the number of such decompositions by N n (x). It is convenient also to arrange the ratios 1/s r as follows
corresponding to s r+1 ≥ s r . In this case we can introduce the symbol N n (x, 1/s) for the number of decompositions of x in the sum of n unit ratios 1/s r satisfying the relations
It is possible to derive the following recurrent relation for N n (x, 1/s):
with the initial condition N 0 (x, 1/s) = δ x,0 , N n (x, 1/s)
For example,
and N 1 (x, 1/s) = 0 for other x.
It is now convenient to introduce the generating function for N n (x, 1/s):
The above recurrence relation corresponds to the following equation for this function
Note that F λ (y, 1/s) contains a divergent product in t, but it does not lead to any divergence for N n (x, 1/s). There are solutions of the above equations with all s r different. They correspond to the polyhedron { − → m k } without any symmetry under the transmutation of m k . An interesting example is the following decomposition of unity
.
Provided that 
Above we constructed 6 reflexive polyhedrons of the type
with κ = 1, 6/5 , 3/2 , 2 , 3 , 6 starting from the 3-dimensional polyhedron corresponding to the perfect number d = 6. In a similar way one can construct d different (n + 1)-dimensional polyhedrons for decompositions of other perfect numbers d = 28, 496, ... in the sum of their n divisors. If M r is not a prime number not all of its divisors enter in the decomposition of d. Note that there are not known odd perfect numbers.
In the next section we estimate the number of simply-laced solutions at large n.
Number of Simply-Laced Decompositions for n → ∞
Let us consider the generating function
for the number N n (x) of decompositions of the rational number x > 0 to the sum of n unit ratios 1/s r (s r is an integer number):
The large integer number Λ is introduced to regularize the product at large values of t. In this case the equation z = F (Λ) λ (y) defines a Riemann surface with a finite genus. The quantity N n (x) does not depend on Λ when its value is sufficiently large (depending on x and n).
We have the inverse relation
where the integral is taken in an anti-clock-wise direction along a small closed contour L drawn around the point λ = 0. To express N n (x) in terms of F λ (y) we should perform the additional integration
Here the closed contour of integration l m goes m-times around the point y = 0 moving through other sheets of the Riemann surface z = y −x Φ n (y). The integer number m is chosen from the condition that the point y = 0 on the surface becomes regular in the new coordinate u = y 1/m . It is possible to calculate the number of decompositions of unity N n (1) for several values of n (see [23] )
Let us calculate the asymptotic behavior of Φ n (y) using the saddle point method. For this purpose we present the generating function in the form
and ∆ ln F
Here
In the last expression for f λ (y) we pushed Λ to infinity, because the sum over t is convergent. Now we apply the saddle point method to the calculation of the integral over λ, considering the extremum of the function
From the stationarity condition δJ and therefore with a quadratic accuracy in δλ = λ −λ we obtain for this function
It is obvious that the contour of integration over δλ goes through the saddle point in a correct direction parallel to the imaginary axis. Thus, we obtain for Φ n (y) the following expression at large n after calculating the Gaussian integral over δλ
We substituted λ by its saddle point valueλ in the slowly changing function ∆ ln F (Λ) λ (y). Let us consider now the most interesting case, whenλ is a small number λ << 1 .
(78)
In this limit fλ(y) = 0 and the result is significantly simplified
where
where γ = −Ψ(1) is the Euler constant, we obtain that N n (x) has a maximum
For larger x the above saddle point method should be modified. It turns out that when going beyond the dimension n = 3 not all of the reflexive weight numbers are simply-laced. A large number of them has a different structure in the sense that some of their components k r are not divisors of the degree d. These are what we called non-simply-laced numbers. The simplest case is when each component k r can be converted in a divisor of the difference of the degree d and another component k r ′ . The next subsection is devoted to the study of this class of numbers called "quasi-simply-laced".
Classification of Quasi-Simply-Laced Numbers
Quasi-simply-laced numbers are important generalizations of the simply-laced ones. For example, in dimension n = 4 all 95 polyhedra with a single reflexive vector belong to this class (among them 14 are obtained from the simply-laced numbers). A simple example is the vector − → k = (1, 2, 3, 5) [11] , corresponding to the following decomposition of unity in the sum of ratios l i
For this vector d k = 11 and
Hence we can generalize the above ansatz for the diagonal matrix M ij , assuming that the vector − → l satisfies the set of equations
for i = 1, 2, ..., n and i ′ = i ′ (i) is also one of these numbers. Here s i are positive integer parameters which will be later chosen from the condition that the vector − → 1 belongs to the slice of − → m:
and this point in the slice is inner following the property of reflexivity. In this section we will classify all sets of equations for quasi-simply-laced numbers in such a way that the sets obtained by a transmutation of s i are considered as belonging to the same class. For this purpose we introduce a diagrammatic representation where the indices i and i ′ in Eq. (83) are connected by a line with an arrow directed from i to i ′ . For each different class of sets of equations there is only one "Feynman diagram" related to the function i ′ (i) in Eq. (84). These Feynman diagrams can be obtained from the "functional" integral Z(λ) with the "action" L
by expanding it in the "coupling constant" λ: Here r enumerates different Feynman diagrams (corresponding to different classes of sets of the equations shown above) and G r are the numbers of elements in the symmetry group of transmutations of indices i for the corresponding diagram. In agreement with Eq. (83) these diagrams contain all possible vertices V r (r = 0, 1, 2, ...) in which r particles are absorbed (corresponding to the field z) and only one particle is emitted (corresponding to the field z * ).
Using the above expression for Z(λ) we obtain
Therefore for the number of diagrams of order n weighted with the symmetry factors 1/G r we obtain
It is natural to expect that at large n the saddle point configuration for the Feynman diagrams corresponds to an almost constant averaged symmetry factor 1 G(n) for a subgroup of the permutation group 1
In this case the number of different classes of solutions grows not very rapidly at large n
in comparison with the total number of Calabi-Yau spaces. Let us consider the Feynman diagrams for n = 2, 3, 4, 5, ... . For n = 2 there is one disconnected and two connected diagrams (see Fig. 1 , where the symmetry weights G r are also indicated). The corresponding sets of equations are
One can verify in this case the fulfillment of the relation
For n = 3 we have 7 different Feynman diagrams and 7 different sets of equations, respectively
The number of diagrams with their symmetry factors is
which agrees with the above relations. For n = 4 there are 19 different Feynman diagrams and
For n = 5, 6 and 7 there are respectively 47, 130 and 342 different Feynman diagrams with the corresponding values of Z n
It is possible to calculate the number of the corresponding diagrams for larger values of n (see [24] ). It turns out that the averaged symmetryḠ of the Feynman diagrams grows approximately linearly fromḠ = 1 for n = 1 up toḠ(n) ≈ 10 for n = 27. Looking at these Feynman diagrams we can see how their connected parts contain only one loop. In this way the quasi-classical approximation for the "functional" integral should be exact:
where z(λ) is the solution of the classical equation δL = 0:
Solving this equation making use of perturbation theory we obtain
corresponding to
One can obtain a more detailed description of the Feynman diagrams in terms of the number of vertices V r with a different number r + 1 of lines. For this case we should consider the more general action
where g r are the corresponding coupling constants. Here we have
where a is the solution of the classical equation
and the perturbative expansion for Z reads
The coefficient in front of the product of g r k k coincides with the number of Feynman diagrams (with symmetry factors) having r k vertices with k + 1 lines for each k = 0, 1, 2, .... At large orders n = ∞ k=0 r k ≫ 1 of perturbation theory there exists a saddle point
in the sums over r k . The next section is devoted to the construction of simply-laced and quasi-simply-laced vectors in dimension n = 4.
Quasi-Simply-Laced Reflexive Weight Vectors for n = 4
To find all possible weight vectors in the n = 4 case we firstly construct all expansions of the form
which fulfill the simply-laced condition
with n 1 , n 2 , n 3 , n 4 > 1 being integer numbers. For this purpose we use a program based on the recurrent relation (55) for the number N n (x, 1/s) of decomposition of the rational number x > 0 in the ratios 1/n k .
To search for all possible quasi-simply-laced numbers it is helpful to apply the above classification of the classes of sets of equations. Let us consider in the following the different cases where one, two, three or four numerators of the above ratios are modified.
For one modified numerator there is only one possibility (from now s i ∈ Z + and s i > 1)
For two modified numerators there are four classes
In the case of three modified numerators seven classes exist
And, finally, for four numerators six classes should be considered 
The total number of quasi-simply-laced numbers is therefore 95, which is in agreement with the known number of Calabi-Yau spaces with one reflexive vector. The simplest way to find the above-mentioned decompositions is to solve the following system of linear equations
for all integer s r . This gives n n sets of linear equations, which have non-trivial solutions only if the determinant of the extended (n + 1) × (n + 1) matrix equals zero
Here in every row i the zero in the place i ′ is substituted by unity. Some of the n n sets of linear equations are equivalent and are obtained by transmutations of indices i. For example, in the n = 4 case there are only 19 non-equivalent sets of equations according to the above classification of the quasi-simply-laced numbers. The corresponding matrices and numbers of solutions for each matrix are listed in Table 2 , wheres i = s i + 1 and one should add to each matrix the row with all "1" and the column with all "-1". Let us note that for the ansatz in Eq. (117) the above determinant is factorized, which means that this matrix corresponds to an infinite number of solutions. The vanishing condition for this determinant can be written as
and in fact, apart from many (non-reflexive) solutions with s 1 = 0, we obtain those solutions corresponding to the decompositions of unity for n = 3. The same is true for Eq. (124). We should neglect these two classes of sets of equations due to their degeneracy.
Five-Dimensional Simply-Laced Numbers
As it was discussed above, the arity construction offers the possibility to construct all reflexive vectors for an arbitrary dimension n, but the difficulty for its application is that at each step of the calculations we should verify the reflexivity of the polyhedron obtained as an intersection of the slices corresponding to the extended reflexive vectors in lower dimensions. The simply-laced numbers are a particular case of the reflexive numbers and they can be found by the same method. In Table ( 3) we list all the 147 simply-laced numbers for n = 5 with their corresponding dimensions d. Examples of their expansion in linear combinations of the extended vectors (see Table ( 1)) are given in Table ( 4) . All simply-laced numbers have the 2-arity expansion. To find these 147 simply-laced numbers we can also use the recurrent relations in (55). Moreover, using these relations, also 3462 simply-laced numbers for n = 6 were calculated. But here we want to discuss a different method to generate these numbers in a recurrent way. We begin with the expansion of unity in the sum of two unit fractions:
Matrix Equation
Matrix
Equatioñ Table 3 : 147 reflexive simply-laced numbers for n = 5 1 (1, 1, 1, 1, 1) = 1(1, 1, 1, 0, 0) + 1(0, 0, 0, 1, 1) 2 (1, 1, 1, 1, 2) = 1(1, 1, 0, 0, 1) + 1(0, 0, 1, 1, 1) 3
(1, 1, 1, 1, 4) = 1(1, 1, 0, 0, 2) + 1(0, 0, 1, 1, 2) 4 (1, 1, 1, 2, 5) = 1(1, 1, 0, 0, 2) + 1(0, 0, 1, 2, 3) 5
(1, 1, 1, 3, 3) = 1(1, 1, 0, 1, 0) + 1(0, 0, 1, 2, 3) 6 (1, 1, 1, 3, 6) = 1(1, 0, 0, 1, 2) + 1(0, 1, 1, 2, 4) 7
(1, 1, 1, 6, 9) = 1(1, 0, 1, 4, 6) + 1(0, 1, 0, 2, 3) 8 (1, 1, 2, 2, 2) = 1(1, 0, 1, 0, 0) + 1(0, 1, 1, 2, 2) 9
(1, 1, 2, 2, 6) = 1(1, 0, 0, 1, 2) + 1(0, Table 4 : Expansion of the n = 5 reflexive simply-laced numbers on the n = 4 reflexive simply-laced numbers.
The idea of this recurrent procedure is to present unit fractions in each step of the iteration as a sum of two (or several) unit fractions. If in the fraction 1/p the number p is a prime number, we only have two of such expansions 1 p = 1 2p
If the number in its denominator is a product of two (or several) prime numbers p 1 p 2 ..., the fraction has more unit expansions. For example,
Using the above relations we obtain for n = 3 from the unit expansion for n = 2:
The following expansion is obvious and easily generalized for an arbitrary n:
In the n = 4 case the corresponding unity expansions obtained from the above 3 decompositions for n = 3 are given below Only the last unity decomposition cannot be obtained by the use of the above relations. It is necessary to generalize this procedure by using the expansion of a unit fraction in the sum of three unit fractions. Namely, we should apply the relation:
. Table 5 : The 147 simply-laced number for n = 5 written in the form of unit fractions.
The generalization to a higher number of terms in the sum is trivial and one can verify that indeed the simply-laced numbers for n = 5 written in Table (5) in the form of the unit fractions can be obtained by this method from the corresponding expansions for n = 2, 3, 4.
It is important to note that among all unit decompositions for each n there is a decomposition with the maximal denominator corresponding to the maximal dimension d(n) = max d k . This number satisfies the simple recurrence relation 
Simply-Laced Numbers as Generators of Berger Graphs
In this Section we consider the case of simply-laced Berger graphs [20] [21] [22] , which can be obtained from CY d spaces on the first level. These spaces can be described by a single reflexive weight vector. We shall firstly focus on those reflexive numbers on the level one which are simply-laced. We already stated above that these numbers generate an important subset of all the class of reflexive numbers. They lead to symmetric Berger matrices corresponding to A r , D r , E 6 , E 7 and E 8 algebras in the Cartan-Lie case. These simply-laced Cartan-Lie algebras have the root system in Dynkin diagrams containing only simple segments connecting its nodes. Therefore their Cartan matrices are symmetric.
In our study we also first consider the case of symmetric Berger matrices.
In previous works [20] [21] [22] we established a remarkable link between the simply-laced reflexive numbers and the corresponding Berger graphs. As it was discussed above, these numbers have a simple arithmetic structure. Namely, each component k i is a divisor of its degree d k . We recall that in dimensions n = 1, 2, 3 all five reflexive numbers ((1) [1] , (1,1) [2] , (1,1,1) [3] , (1,1,2) [4] , (1,2,3) [6] ) are simply-laced. The situation is different when one goes to the n = 4 case, where for the total number 95 of all reflexive polyhedrons there are only 14 simply-laced ones. To begin with, we would like to establish relations between these 5 + 14 simply-laced reflexive numbers and some Berger graphs.
Using the analogy with the Cartan-Lie case one can construct the corresponding "primary" Berger graph for a simply-laced reflexive number [20] . Namely, its degree d k is assigned as a Coxeter label to the central node of the elementary graph and coincides with the maximal Coxeter label in this graph. The number of the legs going from this central node is equal to the dimension n of the vector − → k . In each of the legs the number of nodes is d k /k i − 1, where k i is the corresponding component of the simplylaced vector − → k . The Coxeter labels of these nodes are the integer numbers d k − k i , d k − 2k i , ..., k i and decrease along the leg from the central node to its end. For example, for the vector (1, 1, 2) [4] the primary graph contains three legs because its dimension is 3. The central node has the Coxeter label 4 and in the first and second legs we have additional nodes with the Coxeter labels 3, 2, 1, i.e. these two legs contain 4/1=4 equidistant nodes (including the central node). In the remaining third leg we have 4/2=2 equidistant nodes and the Coxeter label of the additional node is 2.
For the primary Berger graph constructed in the above-mentioned way from a simply-laced number one can find the corresponding Berger matrix B ij built out of scalar products (α i , α j ) of the root vectors − → α l assigned to each node. The scalar product of two vectors for the nodes connected by a line is −1. Two vectors are orthogonal when the corresponding nodes are not connected. The square of the vector assigned to an usual node is 2, but the square of the vector corresponding to the central node is n − 1, where n is the leg number coinciding with the dimension of the reflexive vector − → k . The squares α 2 i are situated on the diagonal B ii of the Berger matrix and the scalar products (α i , α j ) of the root vectors are placed off the diagonal. The determinant of this matrix is zero, which is a generalization of the similar result for the affine simply-laced Cartan-Lie algebras having α 2 i = 2 for the root corresponding to the central node (because n = 3). The Coxeter labels assigned to the nodes in a Berger graph coincide with the components c l of the eigenvector l c l α l of the Berger matrix corresponding to its vanishing eigenvalue. Note that for the vector − → k = (1, 1) [2] the primary graph contains the central node with Coxeter label 2 and B ii = 1, moreover, each of its two legs has one node with Coxeter label 1 and B ii = 2.
The maximal Coxeter labels for the reflexive simply-laced numbers (1), (1, 1), (1, 1, 1), (1, 1, 2) , (1, 2, 3) are 1, 2, 3, 4, 6, respectively, which coincide with the maximal Coxeter labels for the corresponding simply-laced algebras, A r , D r , E 6 , E 7 and E 8 . In more detail, for these cases we have, respectively: One node of A-type with Coxeter label (1), three nodes of D-type with Coxeter labels (1, 2, 1) (one chain), seven nodes of E 6 -type with Coxeter labels (1, 2; 1, 2; 1, 2; 3) (three chains), eight nodes of E 7 type with Coxeter labels (1, 2, 3; 1, 2, 3; 2; 4) (three chains) and nine nodes of E 8 -type with Coxeter labels (1, 2, 3, 4, 5; 2, 4; 3; 6) (three chains).
It is important to note that the primary graphs for these numbers are generators of generalized Berger graphs in CY d polyhedra. Namely, such Berger graphs can be built from one or several blocks of the primary graphs. These blocks are connected by lines corresponding to the Cartan matrices for the A i -series: On each line there are several nodes with the same Coxeter label equal to the Coxeter label of the two nodes to which these lines are attached. Moreover, the Coxeter labels for all nodes and matrix elements of the Berger matrix B ij inside each block are universal and coincide with those for the corresponding elementary Cartan graph. Only the square of the root corresponding to the node with the attached lines is changed by adding to it the number l of these lines l, i.e., B ii = 2 → B ii = 2 + l [20] .
Each of the reflective vectors k with n components can be extended to extra dimensions n → p + n by adding to it several vanishing components: k ext p+n = (0, 0, ..., 0; k 1 , ..., k n ). These extended vectors participate in the UCYA r-arity construction leading to the new reflexive vectors in higher dimensions. The topology of the Berger graphs for the polyhedrons constructed in this way depends on the number p of the zero components of the corresponding extended vectors.
In general we can use the UCYA r-arity construction to build new Calabi-Yau polyhedra (at the level one). In particular, to go from the vectors (1), (1, 1), (1, 1, 1), (1, 1, 2), (1, 2, 3) to n = 4 dimensions one should take the following extended vectors (0,0,0,1), (0,0,1,1), (0,1,1,1), (0,1,1,2), (0,1,2,3) and their permutations. Then in the framework of the 2-arity approach we can construct the linear combinations of two of these numbers with integer coefficients. For each pair one should verify that the intersection of two polyhedra corresponding to two extended vectors has the reflexivity property. This condition is fulfilled in the case of the polyhedron corresponding to the eldest vector k 1 + k 2 in the 2-arity construction. In the K 3 reflexive polyhedron for each eldest vectors one can find the primary graphs of the A
7 and E (1) 8 types. They are situated at the two opposite sides of the polyhedra divided by the above intersection. A similar situation takes place with the reflexive K 3 polyhedron corresponding to the sum of the vectors k 1 and k 2 with integer coefficients. In each case in the constructed polyhedron one can find the generalized graphs corresponding to the initial primary graphs.
When one goes with the 2-arity construction to the n = 5 dimensional case (CY 3 ) then the structure of the corresponding graphs becomes more complicated although they are also built from the previous order graphs. The difference is that some of the Berger matrices corresponding to the generalized Dynkin graphs can have a 3 instead of a 2 along their diagonal. This is seen in Fig. 2 where the links between the known Berger subgraphs belong to the A l type with modified Coxeter labels (1,2,3 Remarkably, these five n = 5 Berger graphs shown on Fig. 2 generate five infinite series because their structure holds for any l in A l . This construction can be generalized by linking with A l -lines (B ii = 2) not only a pair of triple nodes from corresponding primary graphs but also other nodes sharing the same Coxeter label. When this happens the diagonal element A ii = 2 in the Cartan matrices is substituted by the matrix element B ii = 3. The determinants of the non-affine Berger matrices (0,0,1,1,1) [3] , (0,0,1,1,2) [4] and (0,0,1,2,3) [6] are equal to 3 4 , 4 3 and 6 2 independently from the number of nodes along the internal line connecting two primary graphs (see Fig. 2 and table 6 ). Note that the labels of all the nodes along this line coincide with those of the central nodes of two connected primary graphs, i.e., they are equal to 3, 4 and 6 respectively. Thus, these graphs produce three infinite series analogous to the graphs of the D r -series generated by the extended reflexive number (0, 0, 1, 1) in the K3 polyhedrons. In addition to the infinite series of the Dynkin graphs of A r and D r with maximal Coxeter numbers 1 and 2 there appear 3 new series with maximal Coxeter numbers 3, 4 and 6. This construction of the infinite series of the Berger graphs for exceptional algebras could lead us to a possible generalization of the notion of the direct product for several Lie algebras, e.g., E 8 × E 8 in the heterotic string.
The reflexive numbers can be generators of different Berger graphs obtained by the UCYA construction and probably should be placed in the same class. All new graphs contain inside them one or several initial graphs which are combined by various numbers of the A i -lines. The result depends on the arity 2, 3... in UCYA and on the dimension of the constructed polyhedron. The reflexive polyhedra allow us to build huge classes of graphs, among which the set of usual Dynkin diagrams, related to the binary operations, is a small one, because the Dynkin diagrams and their affine generalizations are in one-to-one correspondence with finite Cartan-Lie algebras and infinite-dimensional Kac-Moody algebras, correspondingly. It was suggested in Ref. [20] that these new Berger graphs could lead to the algebras beyond the Cartan-Lie/Kac-Moody construction and, in particular, they could be related to ternary, quaternary, ... generalizations of binary algebras.
To extend the class of Dynkin diagrams it is natural to begin with a generalization of the rules for affine Cartan matrices. It was suggested in [20] that the corresponding Berger matrices should satisfy the following rules:
B ii = 2, or 3, or 4, ...,
The constraint of a vanishing determinant for B is a generalization of the "affine condition" for Kac-Moody algebras. In these new rules in comparison with the usual affine Cartan case we relax the restriction on the diagonal element B ii = 2, i.e., to satisfy the affine condition we also allow for B ii to be larger
These new values B ii = 3, 4, .... can appear in the lattice of reflexive polyhedra starting from CY 3 , CY 4 , ..., respectively. Below we shall check the coincidence of the graph's labels indicated on all figures with the Coxeter labels obtained from the eigenvalues of the Berger matrices. The proposed prescriptions for the Coxeter labels are universal for all Berger graphs independently from their dimension and arity construction. These prescriptions generalize the Cartan or Kac-Moody rules in a natural way. Note that the value of the diagonal term A ii of the Cartan matrix can be related to one of the Casimir invariants of the simple Lie algebras. The number of these invariants is equal to the algebra rank. All Cartan-Lie algebras contain the Casimir operator of degree 2, but there are other invariant operators. For example, the exceptional E 6 , E 7 , E 8 algebras have the following degrees of Casimir invariants: 
By subtracting 1 from the Casimir operator degree we obtain the so-called "Coxeter exponents" of the corresponding Lie algebra. One can see that the largest degrees of the Casimir invariants in this list, 12, 18 and 30, are equal to the Coxeter numbers of the E 6 , E 7 and E 8 algebras, respectively. We should remark that the diagonal element of the Cartan matrices corresponding to each node on the (extended) Dynkin diagram is always equal to 2 and can be calculated through the Coxeter labels surrounding this node. Let us consider for example the A r series. For each internal node N i of the corresponding Dynkin diagram the value of the diagonal Cartan element A ii satisfies the relation: 
r algebra. In this case all nodes are linked by lines with two neighbors. In the Dynkin graphs of the D (1) r series apart from several nodes with two lines there are two nodes with three lines. The above relation between the Coxeter labels and the diagonal Cartan element can be easily checked for nodes with two and three lines. In particular, for a triple node N i one obtains A ii = (C i+ + C i−1 + C i− )C i = (1 + 2 + 1)/2 = 2. For this rule to be also valid for a boundary node one can formally add an additional node with a vanishing Coxeter label. The above two examples show that the Coxeter labels 1 or 2 allow one to produce an infinite series of Dynkin diagrams. The larger values A ii ≥ 3 for triple nodes are be allowed only for some special values of the algebra rank, as we can see in the cases of E 6 , E 7 , E 8 algebras.
The extended reflexive number (0, 0, 0, 0, 1) is the origin of the infinite series of Berger graphs with a multi-cycle topology. One can compare them with the Kac-Moody case of the A (1) r infinite series where the graphs have only one cycle. The simplest example of multi-cycle topology corresponds to the tetrahedron Berger graph having 4 closed cycles with the corresponding 4 × 4 matrix:
This matrix has the eigenvalues {0, 4, 4, 4} for the corresponding eigenvectors (1, 1, 1, 1) , (−1, 0, 0, 1), (−1, 0, 1, 0), (−1, 1, 0, 0).
The Coxeter labels are given by the zero eigenvector { 1, 1, 1, 1, }, which provides the well-known relation for the highest root (affine condition):
where α i , i = 1, 2, 3 are the simple roots and −α 0 is equal to the highest root α h . For the non-affine case one should remove one node from the Berger graph. Thus the relation between the affine and non-affine Berger graphs is similar to the relation between the Cartan-Lie and Kac-Moody graphs. In the last case the Cartan-Lie algebra produces the so-called horizontal algebra of Kac-Moody algebra where the highest root participates in the construction of the additional simple root, more exactly, −α h . Such non-affine Berger matrix is positive-defined and Det B
3 (0, 0, 0, 0, 1) = 16. The affine condition and the positive definiteness of the non-affine Berger matrix do not depend on the number of internal nodes with B ii = 2.
As an example, the non-affine Berger matrix after its inversion offers the possibility to construct three Z 3 -symmetric fundamental weights:
Note that in the Cartan-Lie A r algebras there are two elementary fundamental representations, but in the Berger case we already have three elementary fundamental "representations". In our example one obtains the Z 3 symmetry acting on the space of the fundamental representations. This new invariance could have interesting applications for the solution of the family generation problem.
A second example is related to the generalization of the D r -infinite series of the Cartan-Lie Dynkin graphs. From our point of view the B(011) graph is exceptional. The graphs B(0011) in the K3 2arity polyhedra produce an infinite series of D r -Cartan-Lie Dynkin graphs. They are built from two (1, 1) [2] blocks connected by a segment with l-internal nodes having B ii = 2 and Coxeter label 2. The Berger graphs B(00011) could have three blocks (11) [2] . Each two of them are connected by a line with the nodes having B ii = 2 and the Coxeter labels equal to 2. We illustrate this by the following Berger matrix:
For simplicity we did not include any of the internal nodes. The eigenvalues of this matrix are {0, 2, 2, 2, 3, 3 − √ 3, 3 − √ 3, 3 + √ 3, 3 + √ 3} and the eigenvector with the vanishing eigenvalue is {1, 1, 2, 1, 1, 2, 1, 1, 2}.
To study the infinite B(00011) series let us recall the usual D (1) r Dynkin graphs which are described by the B(0011) graphs in the K3 polyhedra. As an example we consider the diagram D (1) 8 (0011) with three internal nodes:
The determinant of this matrix is equal to zero. The affine condition can be written in this form:
where −α 0 is equal to the highest root of the D 8 Cartan-Lie algebra. This condition relates the D
8 Kac-Moody algebra to the non-affine case of the Cartan-Lie D 8 algebra. One can construct the Cartan matrix corresponding to this algebra
The determinant of this matrix is equal to 4 independently of the internal nodes. The determinant of the non-affine Berger matrix Det B(00011) in the above example is equal to 48 and depends on the internal nodes. In this case one can also see the fundamental nodes: 
6 graph. In the higher dimension n = 5 we obtain the graph from an infinite series, constructed from two E (1) 6 blocks in which we should change two nodes A ii = 2 → B ii = 3.
Here we show an example of the B(00111) Berger graph with one internal node b having the Coxeter label 3 placed between two generalized forms of E 
The corresponding determinant of such a graph takes the following form:
For the choice of parameters a = 3 and b = 2, the eigenvalues of this Berger matrix read The eigenvector for the zero eigenvalue corresponds to the Coxeter labels:
C i = {1, 2, 1, 2, 1, 2, 3, : 3, : 3, 2, 1, 2, 1, 2, 1 },
which are similar to the ones for the E
6 -diagrams. The link between two parts of the graph can be extended by an arbitrary number of internal nodes with Coxeter labels 3. This choice of the labels is supported by the construction of the corresponding reflexive polyhedron in CY 3 .
A different selection of parameters: a = 2, b = 2, generates unusual Coxeter labels:
with the Coxeter number equal to 0. We would like to stress the fact that the solution a = 3 and b l = 2 exists for any l = 0, 1, 2, 3, ...., and gives an infinite series of corresponding Berger graphs, B
l (00111) [3] .
To obtain the non-affine Berger graph, i.e. the analog of the Cartan-Lie case, one should remove one root with the Coxeter label equal to one. This means that the simple roots α i on the Berger graph define the highest root α h = −α 0 (the affine condition), i.e.,
where C i are the Coxeter labels.
In the non-affine case one can check that the determinant of the Berger matrix is equal to 81, a value which does not depend on the number l of the internal nodes. Also, all principal minors are positive-defined in a similar way to the Cartan-Lie case. In a complete analogy with the Cartan case the Berger non-affine graph also defines the fundamental weights.
For the Berger graphs one can find the fundamental weights:
the infinite series of graphs both for the Cartan nodes A ii = 2 and for the Berger nodes with B ii = 3. Note that all Coxeter labels for the Berger graphs B(0, ..., 01) are equal to 1. A similar extension of the D (1) r series is B(00011), where apart from the Cartan nodes A ii = 2 there appear two nodes B ii = 3 with 4 edges. Here one has B ii = (C i−1 + C i+1 + C i+ + C i− )/C i = (2+2+1+1)/2 = 3. Note that for the Berger graphs the maximal Coxeter label is equal to 2. Therefore for all Berger graphs we have only two possibilities for Coxeter labels, 1 or 2. In the Cartan-Lie case one obtains just two infinite series of simply-laced Dynkin diagrams, with the maximal Coxeter labels equal to 1 and 2. For other examples of simply-laced Cartan-Lie algebras their maximal values are 3, 4 and 6. This is related to the fact that the corresponding algebras are exceptional.
Apart from the five types of infinite series, which can be interpreted as generalizations of the corresponding Cartan-Lie simply-laced graphs, we also found 14 exceptional completely new graphs (see Fig. 3 ) which correspond to 14 simply-laced numbers inside the 95 K 3 reflexive numbers as shown in Table 6 . As it was mentioned above, the affine graphs have symmetric Berger matrices with their determinant equal to zero, which correspond to the Kac-Moody type of infinite-dimensional algebras. Removing one node with a minimal Coxeter label we can obtain the non-affine graph generalizing the Cartan-Lie case. For the corresponding Berger matrix the determinant is positive-defined and all principal minors are also positive, see Table 6 .
We see that for the Berger graphs one can build the infinite series with the maximal Coxeter labels 3, 4, 6 due to the presence of new nodes with B ii = 3. These new nodes lead to the appearance of 14 exceptional simply-laced Berger graphs with their maximal Coxeter labels: 4, 6, ..., 42. When we introduce the new nodes B ii = 4 these 14 exceptional cases produce new 14 infinite series of Berger graphs. This could be a key point to understand the nature of exceptional algebras in Cartan-Lie and Berger algebras.
The Cartan graphs of dimension 1, 2, 3 are well known and correspond to the classical Cartan-Lie algebras. The main purpose of this paper was to enlarge their list with graphs generated by the reflexive weight vectors of dimension four (corresponding to CY 3 ). In this dimension, corresponding to K3sliced CY 3 spaces, we have singled out the following 14 reflexive weight vectors from the total of 95 K3-vectors (1,1,1,1 (1, 4, 5, 10) [20] , (1, 1, 4, 6) [12] , (1, 2, 6, 9) [18] , (1, 3, 8, 12) [24] , (2, 3, 10, 15) [30] , (1, 6, 14, 21) [42]. The Coxeter labels for the nodes in the Berger graphs were assigned consistently from the geometrical and algebraic points of view. These Berger matrices have simple properties: they are symmetric and affine. In addition, each of these graphs and matrices is not "extendible", i.e. other graphs and Berger matrices cannot be obtained from them by adding more nodes to any of the legs. In this sense these graphs are "exceptional". Similarly to classical non-exceptional graphs, one can construct infinite series containing them. Apparently these fourteen vectors are the only set of vectors with symmetric Berger matrices among the total 95 reflexive vectors.
The B(01111) Berger Graph
Let us consider the affine Berger graph B(01111) as the typical example among the 14 exceptional simply-laced graphs. One can see that this graph can be found in the four dimensional polyhedron determined by the reflexive number k 5 = (1, 1, 1, 1, 1) [5] , constructed by 2-arity from the two simplylaced numbers k 4 = (1, 1, 1, 1) [4] and k 1 = (1) [1] . In this case the Berger graph B(01111) coincides with the primary B(1111) graph (see Fig. 4 ). This graph looks like a natural generalization of the extended Dynkin graph for E 6 . It is then possible to propose the next generalizations of such graphs in dimensions n = 6, 7, ... This proposal can be confirmed directly by looking for these graphs in the polyhedra determined by the 2-arity expansion [20] : k n+1 = (1, ..., 1)[n + 1] = (1, ..., 1, 0) n+1 + (0, ..., 0, 1) n+1 . Thus the reflexive simply-laced numbers (1, 1, ..., 1)[n] determine the set of primary graphs, which have the form of stars with n-legs each of them having (n − 1) nodes, with Coxeter labels 1, 2, ..., (n − 1). The center of the star has the maximal Coxeter label equals to n.
On such example one can demonstrate how to get the full information from this affine graph, i.e.: The Berger matrices for affine and non-affine cases, the Coxeter labels, the simple roots, the fundamental weights, etc. The corresponding affine Berger matrix can be constructed by the canonical way:
The generalization of this graph B(01111) to B((01...1) n ) is obvious. Instead of the maximal diagonal element being B ii = 3 one can change to B ii = n. For all these cases the determinants of such matrices are equal to zero.
For the B(01111) graph we write down below the expressions for the "simple roots" in the orthonormal basis {e i }, i = 1, . . . , 12 (see Fig 4) : α a3 = e 7 − e 8 α a2 = −1/2(−e 1 + e 2 + e 3 + e 4 + e 5 + e 6 + e 7 − e 8 ) α a1 = e 2 − e 1 α b3 = e 11 − e 12 α b2 = e 10 − e 11 α b1 = e 9 − e 10 α c3 = e 7 + e 8 α c2 = −1/2(e 1 + e 2 − e 9 − e 10 − e 11 − e 12 + e 7 + e 8 ) 
It is simple to check that the "simple roots" obey all our restrictions::
The following linear combination of the "roots" satisfies the affine condition:
The last affine link gives a possibility to find a non-affine graph from an affine Berger graph. Figure 5 : Relation between symmetric simply-laced B(01111) and non-simply-laced graphs.
From the resulting new non-simply-laced graph one can construct the corresponding Berger matrix with the determinant equal to zero:
From the Berger matrix for the new graph we obtain the following set of eigenvalues: 
The corresponding non-affine Berger matrix has the determinant equal to 1 similar to the G 2 graph in the Cartan case (D 4 → G 2 ). This value for the determinant agrees with our previous arguments, when we discussed the determinants for non-affine B(01111) matrices and also for the Cartan simply-laced cases.
In this way, using the symmetry of the B(0, ...0, 1), B(0, ..0, 1, 1), B(0, .., 0, 1, 1, 1), B(0, .., 0, 1, 1, 2), B(0, .., 0, 1, 2, 3), B(0, 1, 1, 2, 2), B(0, 1, 1, 1, 3) , B(0, 1, 2, 2, 5), B(0, 2, 3, 3, 4) and B(0, 1, 3, 3, 4) Berger graphs one can get new infinite series and some exceptional non-simply-laced graphs. Of course, this method just allows us to get some non-simply-laced examples which can be very important to check the way of getting such graphs directly from non-simply-laced numbers, and, firstly, from quasi-simply reflexive numbers.
From this construction one can see that the generation of non-simply-laced Berger graphs takes place as in the K3 case. For example, in the K3 case we had just A-D-E types of singularities but in K3 polyhedra one can also obtain non-simply-laced Dynkin graphs [9, 15, 16] . Moreover, in the aritydimension approach in the K3 case we used only simply-laced numbers (1) [1] , (1, 1)[2], (1, 1, 1) [3] , (1, 1, 2) [4] , (1, 2, 3) [6] but we also have got non-simply-laced Dynkin diagrams [9] . In this approach the non-simply-laced graphs appear as subgraphs of simply-laced ones. To understand this more deeply it is needed to use additional dynamics [17] . However in CY d cases with d > 2 we have a new principle: we should take into consideration non only simply-laced numbers but also the set of non-simply-laced ones.
Conclusions
In this paper we continued the study of the graphs firstly obtained from CY 3,4,... reflexive polyhedra. The important correspondence between CY 3,4 spaces and reflexive polyhedra was discovered several years ago by Batyrev [6] . In previous works [9, [20] [21] [22] we found a very intriguing relation between reflexive vectors and Dynkin and Berger graphs with dimensions n = 4 and n = 5, 6, ..., respectively. It was shown, with the use of the Universal Calabi-Yau Algebra (UCYA) and the arity construction, that the structure of the reflexive polyhedra can be completely understood in terms of the Berger graphs [20] [21] [22] . For the Calabi-Yau spaces of the level one in any dimension, CY 2,3,4,.. , the Dynkin diagrams belong to a small subclass of a huge amount of Berger graphs. To understand and develop this interesting result we concentrated here on the study of the structure of the reflexive vectors. In particular, we studied the properties of the reflexive numbers and their relation to number theory. A very interesting subclass of them corresponds to the simply-laced reflexive numbers which are related to the so-called "Egyptian fractions" [23] . We investigated the recurrent relations for these numbers and constructed many examples of them. As a first step of generalization we considered the quasisimply-laced vectors. They satisfy the reflexivity constraint. The classes of the simply-laced numbers were shown to be in correspondence with certain Feynman diagrams. We studied the structure of the simply-laced and quasi-simply-laced reflexive vectors, their relation to the structure of the Berger graphs, the asymptotics of their number at large dimensions n, and the link with UCYA. It was demonstrated that the simply-laced reflexive numbers are generators of the n-dimensional Berger graphs.
The well-known Dynkin diagrams for the Cartan-Lie algebras produce a subclass of the set of all Berger graphs. This helped us assign the Coxeter labels and weights B ii for the nodes in these graphs. We suggested certain prescriptions for the construction of the corresponding Berger matrices for all dimensions n in agreement with the known rules in the case of the Cartan matrices A ij and the Dynkin graphs.
Let us summarize that for the Cartan matrices the corresponding prescriptions are [25] [26] [27] [28] 30] :
Thus the rank of A is equal to r. For the Kac-Moody case one should modify only the last condition on the determinant A. By neglecting the positivity requirement for Det A one obtains a general class of the Kac-Moody algebras. Interesting subclasses of Kac-Moody algebras can be constructed if this restriction on the determinant is replaced as follows Det A i > 0, i = 0, 1, 2, ..., r,
where A i are the matrices in which the i row and the i column are removed. The determinants of A i are called the principal minors. In a general case the rank of A can be arbitrary, but provided that the above restrictions are fulfilled its rank is r or r + 1. For the Cartan-Lie algebras the rank is equal to r + 1. For the affine Lie case the Cartan matrices have rank r but all the principal minors are positive.
In the Berger case we impose the same restrictions on the determinant and principal minors. Then the Berger matrix turns out to be a degenerated semi-definite matrix which sometimes is called the affine matrix. We modify the first condition for A ij and allow the diagonal element B ii to be equal to all positive integers, i.e., 2, 3, 4, ... . Note that the l × l Berger matrix B ij apart from the usual dimension l depends also on the number of zeroes in the extended reflexive vector (0, ..., 0, k 1 , ...k n ). And only in one case it coincides with the Cartan matrix. Summing up the above discussion, we conclude that one can construct not only diagrams for the Cartan (Det B > 0) and affine (Det B = 0, Det B i > 0) algebras, but also from the generalized Berger graphs it is possible to obtain some information about the roots and weights for extended algebraic structures. In particular these graphs allow one to generalize the known simply-laced series A r and D r and exceptional simply-laced algebras E 6,7,8 and E The interest in the construction of new algebraic structures beyond the Lie algebras started from the investigation of SU (2)-conformal field theories [31] [32] [33] 39 ] (see also [34] ). One can expect that geometrical concepts, in particular, algebraic geometry, are a natural and promising way to discover new algebras. Historically the marriage of algebra and geometry was useful for these both fields of mathematics. In particular, to prove mirror symmetry of Calabi-Yau spaces the powerful techniques of the Newton reflexive polyhedra was used. Further, the ADE-type singularities [29, [35] [36] [37] in K3 = CY 2 spaces [15, 18, 19] and their resolution were related to the Dynkin diagrams for the Cartan-Lie algebra. We formulate these relations in the following way (see Table 7 ):
SEARCH FOR NEW SYMMETRIES

Known Results
New Results and Project Another interesting possibility to understand the structure of the Berger graphs is connected with the resolution of the quotient singularities. Calabi-Yau spaces are defined by their holonomy groups [1, 13, 14] . Typical quotient singularities C n /G are characterized by the list of finite subgroups G ⊂ H of the holonomy groups, H = SU (2), SU (3), .... For the case of the SU (2) holonomy group there are five well-known Klein-Du-Val singularities of A-D-E type [29, [35] [36] [37] . And the crepent resolution of A-D-E-types singularities in K3 gives us the corresponding Dynkin diagrams in the K3 polyhedra. So it is naturally to find the Berger graphs in CY 3 polyhedra through the resolution of the C 3 /G quotient singularities, where G are finite subgroups of SU (3) [40] . Although this problem is under study we can briefly mention that the number of finite subgroups of SU (3) is 5 + 12 (see [40] ). For example, the first five finite subgroups are isomorphic to the five subgroups of SU (2) and one can assume that they could be the origin of our five Berger graphs B(00001), B(00011), B(00111), B(00112), B(00123) discussed above. To clarify this discussion one can look at the Table 7 .
As a final remark, it is possible to imagine that the Berger graphs could be linked to the existence of new algebras which could be realized in quadratic matrices or/and in cubic matrices [38] . The main question at this point is how to unify in one single approach Cartan-Lie algebras and new hypothetical algebras.
