Компьютерный нейроимитатор внутренних незаразных болезней животных by Борисевич, М. Н.
125
ВЕСТНИК ВИТЕБСКОГО ГОСУДАРСТВЕННОГО МЕДИЦИНСКОГО УНИВЕРСИТЕТА, 2017, ТОМ 16, №6DOI: https://doi.org/10.22263/2312-4156.2017.6.125КОМПЬЮТЕРНЫЙ  НЕЙРОИМИТАТОР  ВНУТРЕННИХ  НЕЗАРАЗНЫХ  БОЛЕЗНЕЙ  ЖИВОТНЫХБОРИСЕВИЧ М.Н.Витебская ордена «Знак почета» государственная академия ветеринарной медицины, г. Витебск, Республика БеларусьВестник ВГМУ. – 2017. – Том 16, №6. – С. 125-130.COMPUTER NEUROIMITATOR OF INTERNAL NONCONTAGIOUS DISEASES OF ANIMALSBORISEVICH M.N.Vitebsk State Awarded the «Badge of Honour» Order Veterinary Medicine Academy, Vitebsk, Republic of BelarusVestnik VGMU. 2017;16(6):125-130.Резюме.Цель статьи – краткое описание нейроимитатора внутренних незаразных болезней животных, являющегося ча-стью компьютерного программно-аналитического дистанционного комплекса нейросетевой диагностики, соз-данного в Витебской академии ветеринарной медицины и функционирующего на базе современных телекомму-никационных и нейросетевых технологий. Метод исследования – объектно-ориентированное программирование многомодульных нейронных сетей пере-менной структуры с последовательными связями.Результаты исследования – действующий программный модуль нейроимитатора внутренних незаразных болез-ней животных.Выполненные исследования показали возможность использования нейросетевых технологий для решения за-дач диагностики в животноводстве (на примере диагностики воспаления перикарда у мелких животных). Сеть продемонстрировала высокую точность при обнаружении воспаления перикарда и дала только 2 случая ложной тревоги. В связи с этим можно заключить, что использование нейросетевых подходов позволяет значительно усовершенствовать процесс диагностики в животноводстве, заметно повысив чувствительность существующих методов и алгоритмов. Ключевые слова: нейронные сети, нейроимитатор, компьютер, нейросетевые и компьютерные технологии. Abstract.The purpose of this article is a brief description of neuroimitator of internal noncontagious diseases of animals that is a part of computer software and analytical complex for remote diagnosis of neural network created in the Vitebsk Academy of Veterinary Medicine and operating on the basis of modern telecommunication and neural network technologies.Research method is object-oriented programming of multi-module neural networks of variable structure with serial communications.The results of the study are the current software module of neuroimitator of internal noncontagious diseases of animals.The studies performed have shown the possibility of using neural network technology for solving diagnostic problems in live-stock breeding (for example, the diagnosis of the pericardium inflammation in small animals). The network has demonstrated high accuracy in detection of the pericardium inflammation, and has given only 2 cases of false alarm. In this connection, we can conclude that the use of neural network approaches allows to significantly improve the diagnostic process in live-stock farming, markedly increasing the sensitivity of existing methods and algorithms.Key words: neural networks, neuroimitator, computer, neural network and computer technologies.
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VESTNIK VITEBSKOGO GOSUDARSTVENNOGO MEDITSINSKOGO UNIVERSITETA, 2017, VOL. 16, N6В последние годы неявные задачи диагно-стики явились идеальным полем для применения нейросетевых технологий (особенно в медици-не), и именно в этой области сегодня наблюда-ется наиболее яркий практический успех новых нейроинформационных подходов [1-3]. Принцип работы нейронных сетей напо-минает (хотя и в очень примитивном виде) взаи-модействие клеток нервной системы (нейронов), осуществляющих взаимодействие через специ-альные синаптические связи.Будучи совокупностью нейронов, нейро-сети являются основой работы всех нейроком-пьютерных программ. При этом получая на входе некоторый сигнал, они способны после прохода его по нейронам выдавать на выходе определен-ный ответ, зависящий от весовых коэффициентов нейронов.Использование нейросетевых технологий в диагностике заболеваний животных является сложной задачей, требующей строгого анализа больших объемов информации. В этой связи раз-работка и создание универсальных нейроимита-торов удобна лишь при начальном анализе, когда выявляются основные взаимосвязи между ис-следуемыми величинами и определяется необхо-димая структура нейронных сетей, проводящих диагностику.Цель статьи – краткое описание компью-терного нейроимитатора внутренних незаразных болезней животных, являющегося частью ком-пьютерного программно-аналитического дистан-ционного комплекса нейросетевой диагностики заболевания животных, созданного в Витебской академии ветеринарной медицины и функциони-рующего на базе современных Интернет-техно-логий и нейросетевых подходов [4-7]. Компьютерный нейроимитатор внутренних незаразных болезней животных предназначен для имитации заболеваний с помощью техноло-гий многомодульных искусственных нейронных сетей [8-13].Материал и методыС их участием разработан программный продукт, обладающий специализированным инструментарием, используемым для полно-масштабного изучения задач диагностики. Ней-роимитатор обладает всеми необходимыми свой-ствами построения специфичных нейронных сетей.
Одним из его важнейших свойств является наличие конфигурационного класса, позволяю-щего изменять структуру каждого нейрона в лю-бом месте нейронной сети (конфигурационный класс содержит информацию о виде активацион-ной функции и о численном значении ее коэффи-циентов). Использование такого класса дает воз-можность создавать активные нейронные сети с различной структурой нейронов.Структура выбранной нейронной сети определяется нейропарадигмой «Обратное рас-пространение ошибки».РезультатыДля проектирования нейроимитатора вы-браны многомодульные нейронные сети пере-менной структуры с последовательными связями. Количество нейронов входного слоя соответству-ет количеству симптомов заболевания (признаки кодируются булевыми значениями, вектор при-знаков подается на вход нейронной сети). Выходной слой состоит из нескольких ней-ронов, определяющих диагностируемый класс заболеваний. Количество скрытых слоев и ко-личество нейронов в этих слоях настраивается в процессе отладки всей системы. Число нейрон-ных сетей в конфигурации соответствует числу классов заболеваний.Структура сети реализована в отдельном программном модуле, вследствие чего обраще-ние к ней осуществляется с помощью функций интерфейсного класса. Благодаря модульности реализуется также возможность подключения к нему других диагностируемых классов заболева-ний, в основе которых лежат более сложные ней-ропарадигмы. В общей сложности все это обе-спечивает возможность построения различных структур нейронных сетей в модуле, для хране-ния которых предусмотрен  банк нейроимитатор-ных данных.Кроме того, в нейроимитаторе заложена возможность подключения блоков предваритель-ной статистической обработки информации. Она включает в себя дискриминантный, факторный, регрессионный, дисперсионный и другие методы статистического анализа (блок предварительной обработки необходим для выделения значимых симптомов, а также группировки симптоматики больного животного относительно выставленно-го диагноза).Для обучения нейронной сети использова-
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ВЕСТНИК ВИТЕБСКОГО ГОСУДАРСТВЕННОГО МЕДИЦИНСКОГО УНИВЕРСИТЕТА, 2017, ТОМ 16, №6лась обучающая выборка (задачник), состоящая из примеров (в качестве входных параметров в одном примере использовались данные обследо-вания одного животного, диагноз являлся заранее известным ответом в примере). Задачник распо-лагается в банке нейросетевых данных, каждая запись которого является примером. Для обучения сети применялся метод об-ратного распространения ошибки. Однако из-за неравномерности выборки (повышенной частоты встречаемости одного из диагностируемых клас-сов) могло произойти смещение оптимизации в сторону неэффективного локального минимума. Это привело бы к значительному замедлению и даже параличу сети. Для избежания данной про-блемы оказалось целесообразным уровнять веро-ятности подачи образов всех диагностируемых классов обучающей выборки. Достигалось это путем произвольной выборки класса, а затем и произвольной выборки обучающей пары. Вслед-ствие этого нейронная сеть смогла обучаться рав-номерно по всем классам заболеваний. Введенная модификация обеспечила значительное повыше-ние скорости (почти в 2 раза) и значительное по-вышение процента обученности нейронной сети для случая неравномерной выборки.
ОбсуждениеОпыт применения нейронной сети для раз-личных классов заболеваний показывает, что в подавляющем большинстве случаев 25% ее об-учающих параметров может быть исключено из общего списка без уменьшения ее надежности (последнее обстоятельство подтверждает гипоте-зу об априорной избыточности данных в задачах ветеринарной диагностики и прогнозирования, с которыми приходится сталкиваться врачу ветери-нарной медицины). В связи с этим для минимиза-ции набора входных обучающих параметров сети разработан специальный метод, позволяющий выявить относительную значимость входных па-раметров (он может представлять собой как само-стоятельный интерес, так и служить для последу-ющих минимизаций при разработке и создании новых структур нейронных сетей). Суть метода заключается в следующем. Включается несколь-ко циклов обучения нейронной сети с заранее завышенным уровнем надежности и внесением в матрицу синапсов случайного вклада после прохождения каждого цикла. При прохождении циклов подсчитываются градиенты по входным 
сигналам, подаваемым на нейронную сеть, затем они сравниваются (двумя различными способами по выбору пользователя программы).  Первый способ рассчитывает значимость каждого параметра как максимальное значение модуля градиента по всем примерам. Этот режим полезно применять в тех случаях, когда в обуча-ющей выборке имеются примеры, «выбивающи-еся» из общей массы, и могущие существенно повлиять на принятие решения об ответе. Второй способ рассчитывает значимость каждого параметра как среднюю величину моду-ля градиента по всем примерам обучающей вы-борки. Результат применения этого метода пока-зывает среднюю значимость параметров по всей обучающей выборке. Если в обучающей выборке имеются примеры, «выбивающиеся» из общей массы и могущие существенно влиять на при-нятие решения об ответе, то влияние таких при-меров на значимость параметров будет нивелиро-ваться. Способ полезно применять в тех случаях, когда обучающая выборка достаточно однородна и необходимо, чтобы возможные «выбивающие-ся» примеры существенно не влияли на оценку значимости параметров. Результатом примене-ния метода является набор значений, каждое из которых соответствует определенному входному параметру и сравнивается с остальными. Применение описанного метода имеет осо-бую ценность для практического применения нейросети в проектируемой экспертной системе (метод позволяет уменьшать набор входных па-раметров, подаваемых нейросети для получения ответа; в связи с этим следует особо подчеркнуть, что часто в животноводстве для диагностики на-значаются сложные и дорогостоящие приемы ис-следования, порой небезвредные для здоровья животного, однако, как показывает описанный подход, во многих из них представляется возмож-ным получить ответ и без них). Сеть была обучена на 170 примерах, при которых в качестве входных параметров в каж-дом примере использовался комплекс из 30 при-знаков для каждого наблюдения, а заранее извест-ным ответом был уже установленный диагноз. В процессе обучения выполнялась корректировка весовых коэффициентов для того, чтобы общая ошибка между выходом сети и требуемым отве-том была минимальной. Качество обучения сети показано на рису-нок 1, где n – количество циклов обучения, e – по-грешность определения анализов.
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VESTNIK VITEBSKOGO GOSUDARSTVENNOGO MEDITSINSKOGO UNIVERSITETA, 2017, VOL. 16, N6Для того чтобы оценить способность ней-росети обобщать полученные данные и делать правильные выводы, после завершения процесса обучения было проведено тестирование системы. Использовалось 27 примеров воспаления пери-карда у мелких животных (щенков небольших пород), которые не предъявлялись сети во время обучения.В программу были введены все параметры каждого случая по описанным тридцати призна-кам. Из предъявленных для тестирования приме-ров 25 были распознаны правильно, что состави-ло 93%. Два случая воспаления перикарда были расценены сетью как другие заболевания. После добавления этих примеров в качестве обучающих совпадение диагнозов составило 100%.Программа включает в себя четыре ком-понента, взаимодополняющие друг друга: ком-понент для визуального проектирования струк-турных моделей и топологии нейронных сетей; компонент для обучения и проверки адекватно-сти нейронных модулей к набору реальных дан-ных; компонент анализа и компонент для встраи-вания программы в другие программные проекты и офисные приложения.Все компоненты используют один и тот же формат данных для представления нейронных се-тей, совместимый с CSV форматом электронных таблиц EXCEL. Программный пакет реализован на языке Visual C++ и предназначен для исполь-зования в операционной системе WINDOWS. Все компоненты пакета используют общую дина-мически подключаемую библиотеку (DLL), а так-же системную библиотеку MFС42. Пакет может 
быть установлен на платформах не ниже Intel486, Pentium с объемом оперативной памяти 256 Мб.Нейронная сеть реализуется как ансамбль связанных нейронных модулей. Все компонен-ты пакета поддерживают механизм виртуаль-ной памяти, что позволяет довести общее число синаптических весов до внушительной цифры 250 млн. (теоретическая оценка). Функции раз-работанной DLL-библиотеки обеспечивают для всех компонент операции чтения, сохранения и графического отображения нейронных структур, а также другие общие ресурсы. DLL-библиотека оформлена в виде отдельного модуля, который подключается к любой из компонент только на этапе выполнения, это позволяет существенно уменьшить дисковое пространство, занимаемое программой. Компоненты имеют встроенное ру-ководство пользователя, оформленное в виде на-бора гипертекстовых ссылок.Для нейросетевого анализа использовались данные за 3 года (1999-2001 гг.). Центральная база диагностических данных была представлена 2264 записями о больных животных, 198 из них – с диагнозом воспаления перикарда (для щенков небольших пород).Исходная матрица наблюдений содержала входную информацию о симптомах заболевания. Поскольку содержащаяся в центральной базе данных информация сильно различалась по диа-пазону значений, то для улучшения работоспо-собности нейронной сети все записи были отнор-мированы в одном интервале от нуля до единицы.Диагноз ставился нейронной сетью в среде описанной выше программы. На вход сети пода-ется ряд признаков: наличие симптомов заболе-ваний и  показатели анализа крови (при необхо-димости). На выходе получаем диагноз.По результатам диагноза и индивидуаль-ным особенностям больного животного подби-рается схема лечения и рассчитываются дозы препаратов (расчет дозы выполняется для опре-деленного веса животного с ориентацией на по-казатели крови). Все данные хранятся в банке нейросетевых данных (рис. 2), реализованном в среде Visual C++.
ЗаключениеПроведенные исследования показали воз-можность использования нейросетевых техно-логий для решения задач диагностики в живот-новодстве (на примере диагностики воспаления 
Рисунок 1 – Зависимость величины ошибки используемой многослойной нейронной сети от количества циклов обучения.
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ВЕСТНИК ВИТЕБСКОГО ГОСУДАРСТВЕННОГО МЕДИЦИНСКОГО УНИВЕРСИТЕТА, 2017, ТОМ 16, №6перикарда у мелких животных). Сеть продемон-стрировала высокую точность при обнаружении воспаления перикарда и дала только 2 случая ложной тревоги. Использование нейросетевой технологии может значительно усовершенство-вать процесс диагностики в животноводстве, повысив при этом чувствительность существую-щих подходов и методов. 
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