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Abstract The purpose of this paper is to establish an inequality connecting the lat-
tice point enumerator of a 0-symmetric convex body with its successive minima. To
this end, we introduce an optimization problem whose solution refines former meth-
ods, thus producing a better upper bound. In particular, we show that an analogue
of Minkowski’s second theorem on successive minima with the volume replaced by
lattice point enumerator is true up to an exponential factor, whose base is approxi-
mately 1.64.
Keywords Successive minima · Lattice points
1 Introduction
Let Kd0 denote the set of all compact, d-dimensional, 0-symmetric convex bodies for
which 0 ∈ int(K), and let K ∈ Kd0 be arbitrary. We denote by G(K,Λ) the lattice
point enumerator in K with respect to the lattice Λ, i.e., #(K ∩ Λ), and let vol(K)
denote the usual d-dimensional Lebesgue measure of K . The ith successive mini-
mum of K with respect to the lattice Λ, denoted by λi = λi(K,Λ) (1 ≤ i ≤ d), is
defined as follows:
λi = inf{λ > 0 | λK ∩ Λ contains at least i linearly independent points}.
Obviously,
0 < λ1 ≤ λ2 ≤ · · · ≤ λd < +∞.
Finally, det(Λ) will denote the determinant of a lattice, i.e., the volume of a funda-
mental parallelotope of Λ.
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In 1896 (see [2]), Minkowski stated and proved his famous two theorems relating
the volume of K ∈ Kd0 with its successive minima. The first theorem is:







Minkowski himself used the above to prove a lower bound on the discriminant of a
number field. In particular, he deduced that there is no nontrivial algebraic extension
of Q that is unramified at all primes. This is a key ingredient in many deep theorems
in number theory. It should be noted that Theorem 1.1 is more widely known in the
following equivalent form: If K ∈ Kd0 satisfies vol(K) ≥ 2d det(Λ), then it contains a
nontrivial lattice point.
Minkowski’s second theorem on successive minima is a stronger result:







Besides algebraic number theory, Theorem 1.2 has a wide number of applications
in various areas of mathematics, as in Diophantine approximation or adelic geometry
of numbers, to name a few, and is considered a very deep result in the geometry of
numbers [2].
In 1993, Betke, Henk, and Wills [1] stated analogues of Minkowski’s theorems
for the lattice point enumerator, instead of the volume. Their first theorem is the
following:








Here, as usual, [x] denotes the integer part of x. An analogue to the second theo-
rem was proven only for the planar case, d = 2, being trivial for d = 1:










It should be noted that the conjecture above, if true, would imply Minkowski’s
second theorem on successive minima, using a simple argument involving the defin-
ition of the Riemann integral [1]. Betke, Henk, and Wills proved that Conjecture 1.1
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Examining Henk’s proof leads us to an optimization problem, in particular, finding a
better upper bound for the constant Cd defined below:
Definition 1.1 Let Cd denote the least positive constant such that, for any sequence
of d integers x1 ≤ x2 ≤ · · · ≤ xd , there exists a sequence of integers y1, y2, . . . , yd
satisfying:
(a) xi ≤ yi for all i, 1 ≤ i ≤ d .
(b) yi divides yi+1 for all i, 1 ≤ i ≤ d − 1.
(c) y1y2···yd
x1x2···xd ≤ Cd .
In the course of proving Theorem 1.4, Henk essentially proved that Cd ≤ 2d−1.
Here, we shall prove a better upper bound, as well as a lower bound:
Proposition 1.1 2(d−1)/2 ≤ Cd ≤ (4/e) · 3(d−1)/2, and the lower bound is tight.
Using the method given in the proof of Proposition 1.1, we were able to improve
Theorem 1.4:
















We should note that 4/e ≈ 1.47152 and 3√40/9 ≈ 1.64414. In Sect. 4, we will
prove better inequalities than those described by Theorem 1.4 for the cases d = 3 and
d = 4:
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Let us review first the proof of inequality (1); we will simply expand the technique
used in the proof in order to obtain a better inequality. The following lemma is
needed:
Lemma 2.1 Let K ∈ Kd0 , and let Λ˜ ⊂ Λ be two lattices in Rd . Then







For a proof, see [3].
Proposition 2.1 Let 0 < x1 ≤ x2 ≤ · · · ≤ xd be d integer numbers. Then there are
integers y1, y2, . . . , yd satisfying xi ≤ yi , yi |yi+1 for all i and
y1y2 · · ·yd
x1x2 · · ·xd < 2
d−1.
Proof It suffices to put y1 = x1 and inductively construct xi ≤ yi < 2xi such
that yi |yi+1. Such a construction is possible; assuming that we have constructed
y1, . . . , yk satisfying the above requirements, we will construct yk+1. If xk+1 ≤ yk , we
simply set yk+1 = yk . Obviously, xk+1 ≤ yk+1 < 2xk ≤ 2xk+1. Otherwise, we con-
sider the euclidean division of xk+1 by yk , say xk+1 = m · yk + r , where 0 ≤ r < yk .
Then, we set yk+1 = (m + 1)yk , which again satisfies the desired requirements. 
Proof of inequality (1) We need the following simple fact; if a1, . . . , ad are d linearly
independent lattice vectors of Λ, then there is a basis of Λ, say e1, . . . , ed such that
for all i with 1 ≤ i ≤ d , we have
lin
(
a1, . . . , ai
) ⊂ lin(e1, . . . , ei),
where “lin” denotes the linear hull of the mentioned vectors, i.e., the set of all linear
combinations with integer coefficients. Furthermore, if the ai ’s are such that ai ∈
λiK , then
int(λiK) ∩ Λ ⊂ lin
(
0, e1, . . . , ei−1
) ∩ Λ,
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which follows from the definition of the successive minima.
We set qi = [2λ−1i + 1]. We want to find d integer numbers ni , 1 ≤ i ≤ d , such
that qi ≤ ni and ni+1|ni for 1 ≤ i ≤ d − 1 and
n1n2 · · ·nd
q1q2 · · ·qd < 2
d−1.
This is possible by Proposition 2.1. Next, we consider the lattice Λ˜ ⊂ Λ which is
generated by the vectors n1e1, . . . , nded . By the above lemma we have













Thus, it suffices to prove that G(2K,Λ˜) = 1. Assuming otherwise, let g be a nonzero
vector that is an element of 2K ∩ Λ˜, and let k be the largest index of a nonzero




1) + · · · + zk(nkek) ∈ 2K.









∩ Λ ⊂ int(λkK) ∩ Λ ⊂ lin
(
0, e1, . . . , ek−1
) ∩ Λ,
which is a contradiction. Hence, 2K ∩ Λ˜ = {0} and G(2K,Λ˜) = 1, as desired. 
3 An Optimization Problem
We observe that there is an undesired factor of magnitude 2d−1, which is obtained
from Proposition 2.1. Can we improve this factor? We are naturally led to Defini-
tion 1.1, and we will attempt to give a better upper bound.
In order to obtain an estimate on Cd , we drop the hypothesis on integrality of the
xi ’s and yi ’s; in this setting, yi |yi+1 means that yi+1/yi ∈ Z. We call the correspond-
ing constant by cd :
Definition 3.1 Let cd denote the least positive constant such that, for any sequence of
d positive real numbers x1 ≤ x2 ≤ · · · ≤ xd , there exists a sequence of real numbers
y1, y2, . . . , yd satisfying:
(a) xi ≤ yi for all i, 1 ≤ i ≤ d .
(b) yi+1/yi ∈ Z for all i, 1 ≤ i ≤ d − 1.
(c) y1y2···yd
x1x2···xd ≤ cd .
We will prove later that cd ≤ Cd . The following nice lemma was proven by
Rogers [4]. We provide a proof here for convenience (see also [2], p. 190):
Lemma 3.1 cd = 2(d−1)/2.
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Proof For each i, 1 ≤ i ≤ d , we construct the sequence yi1, . . . , yid that satisfies
yii = xi, yij = 2aij xi for j 







In other words, aij is the unique integer satisfying





= {log2 xi − log2 xj }
for all j , so
log2
yi1 · · ·yid
x1 · · ·xd =
d∑
j=1
{log2 xi − log2 xj }.




yi1 · · ·yid
x1 · · ·xd =
d∑
i,j=1
{log2 xi − log2 xj }.
For any pair (i, j) with i 
= j , {log2 xi − log2 xj }+ {log2 xj − log2 xi} ≤ 1 (for i = j,




yi1 · · ·yid




Hence, there is an index i such that
log2
yi1 · · ·yid





yi1 · · ·yid
x1 · · ·xd ≤ 2
d−1
2 .
Since the increasing sequence x1, . . . , xd is arbitrary, we have cd ≤ 2(d−1)/2. We will
show, by an example, that cd = 2(d−1)/2; let xi = 2(i−1)/d . Let y1, . . . , yd be an in-
creasing sequence satisfying xi ≤ yi and yi |yi+1 for all i. Dividing all yi ’s by an
appropriate number, we may assume that xi = yi for some i. Since xd < 2, we must
have yj = xi for all j ≤ i and of course yj ≥ 2xi for all j > i. Thus,
y1 · · ·yd
x1 · · ·xd ≥ 2
i−1
d · 2 i−2d · · ·1 · 2 d−1d · 2 d−2d · · ·2 id = 2 d−12 .
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Since y1, . . . , yd is an arbitrary sequence with the above properties, we finally show
that cd = 2(d−1)/2. 
It is a more difficult task to compute Cd exactly; we will provide an upper bound,
however.
Proof of Proposition 1.1 The averaging process is slightly different than before; for
each integer a with x1 ≤ a < 2x1, we construct a sequence ya1 , . . . , yad satisfying
ya1 = a and
yai = 2bai a, where bai = −[log2 a − log2 xi].
As before,
log2
ya1 · · ·yad
x1 · · ·xd =
d∑
i=1
{log2 a − log2 xi}.




ya1 · · ·yad





{log2 a − log2 xi}.












Now let i > 1. The following equality holds:

















{log2 ax1 }. If {log2
xi
x1
} = 0, then we get the same result as in the case i = 1. Oth-
erwise, let l be the unique integer satisfying
log2








































x1 + l − 1
x1
+ l























































is decreasing in x1 and converging, of course, to
∫ 2
1 log2 x dx. Without loss of gen-
erality, we may assume that x1 ≥ 2; otherwise, we disregard all terms equal to 1,
because we can set yi = xi = 1, and we consider the first term of the sequence






























{log2 a − log2 xi} < x1
(∫ 2
1





therefore, there is a number a for which the following inequality holds:
d∑
i=1
{log2 a − log2 xi} < 2 −
1
ln 2
+ (d − 1) log2
√
3,
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so finally
ya1 · · ·yad





As for the other inequality, we will base our arguments on the example at the end
of Lemma 3.1, which shows cd ≥ 2(d−1)/2. We will actually prove that for all δ > 0,
the following inequality holds:
Cd > (1 − δ) d(d−1)2 · 2 d−12 .








We define then x1 = M , xi+1 = [xi d
√
2] for 1 ≤ i ≤ d − 1. Let y1, . . . , yd be a se-
quence of positive integers satisfying xi ≤ yi and yi |yi+1 for all i and such that the
product y1y2 · · ·yd is minimal. Since xd < 2x1, we deduce that yd = y1 or 2y1. If
y1 = yd , then by the minimality assumption, yi = xd for all i. Otherwise, let i be the
maximal index such that yi = xi (i.e., y1 = y2 = · · · = yi , 2yi = yi+1 = · · · = yd ).
Then again, by minimality we have that yi = xi . So, the sequence y1, . . . , yd has the
form
xi, . . . , xi︸ ︷︷ ︸
i terms
,2xi, . . . ,2xi︸ ︷︷ ︸
d−i terms
for some index i. We will prove that we actually have i = d . Indeed, from the defini-
























and since M > 1/(δ d
√
2), we get






thus, for j > i,
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or
xdd < 2
d−ixdi = xi · · ·xi︸ ︷︷ ︸
i terms
·2xi · · ·2xi︸ ︷︷ ︸
d−i terms
.
So, we proved that yi = xd for all i. Using the left-hand side inequalities of (3), for





> (1 − δ) d(d−1)2 · 2 d−12 ;
hence,
Cd > (1 − δ) d(d−1)2 · 2 d−12
for all δ > 0, and thus
Cd ≥ 2 d−12 ,
completing the proof. 
Proof of Theorem 1.4 We can make a further improvement; let k be the smallest
index such that λk > 1. If k = 1, then G(K) = 1, and the conjecture is verified. If
k > 1, then we have a reduction to fewer dimensions, namely k − 1, because K ∩ Λ
has at most k − 1 linearly independent vectors, by the definition of the successive
minima. So, if we intersect K and Λ with the linear hull of these vectors, we get a
(k − 1)-dimensional convex body K ′ and a (k − 1)-dimensional lattice Λ′ such that
λi(K
′,Λ′) ≤ 1 for all i. Furthermore, G(K,Λ) = G(K ′,Λ′). This shows that we can
reduce to the case where all successive minima are less than or equal to 1. In this case,
all qi are at least equal to 3.
Combining this observation with the proof of Proposition 1.1, we can see that we
can take x1 ≥ 3 for the purposes of our geometric problem. Therefore, the maximal



































3 ≈ 1.47152 · 1.64414d−1,
concluding the proof. 
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We continue with proving the following property of an optimal solution:
Lemma 3.2 Let x1 ≤ x2 ≤ · · · ≤ xd be a finite sequence of d positive integers. Let
y1, . . . , yd be the “optimal” sequence of integers with respect to x1, . . . , xd , i.e., sat-
isfying xi ≤ yi , yi |yi+1 for all i, such that the product of all yi is minimal. Then
yd < 2xd .
Proof Assume otherwise, and let i be the smallest index such that yi ≥ 2xi . If i = 1,
then
y1 · · ·yd
x1 · · ·xd ≥ 2
d,
which contradicts the minimality of the product, as it can be seen from Henk’s proof.
So i > 1, and yi−1 < 2xi−1. Define y′i to be the least multiple of yi−1 exceeding xi ,
and inductively for i < j ≤ d , define y′j to be the least multiple of y′j−1 exceeding xj .
Since yi−1 < 2xi−1, it is not hard to see that y′i < 2xi ≤ yi and inductively that y′j <
2xj ≤ yj ; thus,
y1 · · ·yi−1 · y′i · · ·y′d < y1 · · ·yd,
contradicting the minimality of the product y1 · · ·yd . Thus yd < 2xd , as desired. 
At this point, we should mention some values of Cd , for small d :




The proof for C2 =
√
2 is easy; C3 and C4 need case-by-case examination, which
can finally be reduced to finitely many d-tuples x1, . . . , xd for d = 3 or 4. Those
were checked by a simple computer program, written in GWBASIC 3.23, verifying
the values above. The optimal solutions were obtained from x1 = 4, x2 = 9, x3 = 13
and y1 = 5, y2 = 10, y3 = 20 for d = 3, and from x1 = 3, x2 = 7, x3 = 13, x4 = 19
and y1 = 4, y2 = 8, y3 = 16, y4 = 32 for d = 4.
4 A Minor Improvement
By reexamining Henk’s proof, we can see that we need not require n2|n1; indeed, if
this index k is either equal to 1 or ≥ 3, then the proof is the same. We need, however,
that n3|n1. If k = 2, we will use the same convexity argument that was used to verify
the conjecture for d = 2; that is, we may take e1 ∈ λ1K and e2 ∈ λ2K\ int(λ2K).






conv{0, e1, e2, λ2g}
)






conv{0, e1, e2, λ2g}
)
otherwise, contradicting the definition of λ2. For a proof of these statements, see
Theorem 2.2 in [3].
Hence, we may drop the requirement that yd−1 divides yd in the arithmetic prob-
lem (replacing it by yd−2|yd ):
Definition 4.1 Let C′d denote the least positive constant such that for any non-
decreasing sequence of integers x1, x2, . . . , xd , there exists a sequence of integers
y1, y2, . . . , yd satisfying:
(a) xi ≤ yi for all i, 1 ≤ i ≤ d .
(b) yi divides yi+1 for all i, 1 ≤ i ≤ d − 2, and yd−2 divides yd .
(c) y1y2···yd
x1x2···xd ≤ C′d .
This constant obviously satisfies cd ≤ C′d ≤ Cd for d ≥ 3. The technique in the
proof of Proposition 1.1 does not provide a better bound in the general case; however,
C′d is more easily computable for small values of d .
We will also need the following lemma:
Lemma 4.1 Let x1 ≤ x2 ≤ · · · ≤ xd ≤ 2x1 be a finite sequence of d positive integers.
There is always an increasing sequence of d positive integers y1, . . . , yd satisfying
yi |yi+1, xi ≤ yi for all i and
y1 · · ·yd
x1 · · ·xd ≤ 2
d−1
2 .
Proof For each i, we construct the sequence yi1, . . . , yid satisfying
yi1 = · · · = yii = xi, yii+1 = · · · = yid = 2xi.
Obviously, each of these d sequences satisfies yij |yij+1 and xj ≤ yij . Furthermore,
d∏
i=1
yi1 · · ·yid
x1 · · ·xd = 2
d(d−1)
2 ,
and thus there is at least one i such that
yi1 · · ·yid
x1 · · ·xd ≤ 2
d−1
2 . 
4.1 The Case d = 3
Theorem 4.1 C′3 = 2.
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Proof In each of the following cases for x1, x2, x3, we will construct three integers




Case 1 x2 ≥ 3√2 · x1: We put y1 = x1, and let y2, y3 be the least multiples of x1
exceeding x2, x3, respectively. By hypothesis, we will have yi/xi ≤
√





Case 2 2x1 < x2 < 3√2 · x1: The existence of an integer strictly between 2x1 and
3√
2
· x1 implies x1 ≥ 9. If x3 ≥ 94 · x1, then we put y1 = x1, and let y2, y3 be the
least multiples of x1 exceeding x2, x3, respectively. By hypothesis, y2/x2 < 3/2 and























4 · x1 + 1
2x1
)2

































2 ·x1 ≤ x2 ≤ 2x1: If either x3 ≤ 2x1 or x3 ≥ 3√2 ·x1, then we put y1 = x1,
and let y2, y3 be the least multiples of x1 exceeding x2, x3, respectively. By hypoth-
esis, we will have yi/xi ≤
√




Suppose now that 2x1 < x3 < 3√2 · x1. Then, x1 ≥ 9, and we put y3 = x3 if x3 is even
and y3 = x3 + 1 otherwise. Then, we put y1 = y3/2 and y2 = y3. It is not hard to



























· 1.18 < 2.
Case 4 x2 <
√
2 · x1: If x3 <
√
2 · x2, then x3 < 2x1, and we apply Lemma 4.1.
If either
√
2 · x2 ≤ x3 ≤ 2x2 or x3 ≥ 3√2 · x2, we put y1 = y2 = x2, and let y3 be the
least multiple of x2 exceeding x3. Then, y1/x1 <
√






It only remains to check the case 2x2 < x3 < 3√2 ·x2. We will have x2 ≥ 9 and x1 ≥ 7.




In particular, y2/x2 < 1.18. Now, we put y1 = y2. We will have y1/x1 = (y2/x2) ·







2 · 1.182 < 2,
completing the proof. 
Theorem 4.1 clearly implies the first part of Proposition 1.2 (d = 3).
4.2 The Case d = 4
Even though C′4 is more easily computable than C4, computer tests could not be
avoided. The optimal quadruplets were x1 = 6, x2 = 15, x3 = 19, x4 = 25 and y1 = 7,





≈ 3.032842105263157894736842105263157894736 . . . .
This proves the second part of Proposition 1.2 (d = 4).
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