For discrete-time linear systems over a principal ideal domain three types of (C; A)-invariance can be distinguished. Connections between these notions are investigated. For pure submodules necessary and su cient conditions for dynamic (C; A)-injection invariance are given. Su cient conditions are obtained in the general case.
Introduction
Consider a real n-dimensional linear system x(t + 1) = Ax(t) + Bu(t); y(t) = Cx(t); with a dynamical observer of the form z(t + 1) = Az(t) + Bu(t) ? K y(t) ? Cz(t)]:
The error e(t) = x(t) ? z(t) satis es e(t + 1) = (A + KC)e(t). Hence, if is a subspace of R n which is invariant under A + KC then the error e(t) will remain in provided that the initial error e(0) is in . Such (C; A)-invariant subspaces have been studied in 3], 23], 21], 8], 11]. The di erentiable structure of sets of (C; A)-invariant subspaces was investigated in 10]. Classi cation and parametrization results were obtained in 15] . Applications to disturbance decoupling by observation feedback and disturbance decoupled estimation can be found in 21] .
It is well known that for a given there exists a K such that (A+KC) if and only if A( \ Ker C) : ( 
1.1)
For systems over rings Example 1.2 shows that the equivalence between (A+ KC)-invariance and the geometric property (1.1) is not valid in general, which gives rise to two distinct notions of invariance. In this paper the underlying ring R will be a principal ideal domain. We refer to 7] for systems over PIDs and also to 9], 16], 2] for examples of applications.
Let (C; A) and (A; B) be pairs of matrices with A 2 R n n ; C 2 R l n ; B 2 R n m . In the following will always be a submodule of R n with rank = r and rank( \ KerC) = k.
De nition 1.1. (i) A submodule is called (C; A)-invariant if
A( \ Ker C) :
(ii) We say is (C; A)-injection-invariant if there exists a matrix K 2 R n l such that (A + KC) : (1.2) It is well known that (1.2) implies (1.1). If R is not a eld then the converse need not be true. The following example can be found in 8]. Clearly is (C; A)-invariant because of \ Ker C = 0. If K = ( ) T is a matrix such that (1.2) holds, then 1+ = 0, which is possible for 2 R 1= ] but not for 2 R. We point out that the submodule C = R does not satisfy ( ? ) ? = such that the example later will con rm Corollary 5.2. The next example shows that injection-invariance can be achieved by extending the data A; C; in a way which corresponds to dynamic feedback. i.e. (A e +K e C e ) e e , and e extends in the sense of e \(R 2 0) = 0. With regard to the preceding example and in particular motivated by a dual concept in the theory of (A; B)-invariant submodules (to be discussed in Section 2) we introduce another invariance notion. Let q be a nonnegative integer and let 0 q be the zero submodule of R q . We consider extensions of order q of A and C of the form A e q = A 0 0 0; C e q = C 0 0 I q :
To a submodule we associate the sets E( ; q) = f j submodule of R n+q ; \ (R n 0 q ) = 0 q g; and E( ) = fE( ; q); q 0g: For a pair (C; A) and a submodule we now have three notions of invariance. It is the purpose of this paper to study the relations between those three concepts. In Section 5 we shall prove the following result. Proposition 1.5. If is dynamically (C; A)-injection-invariant then is
The theory of (A; B)-invariant submodules in Section 2 might suggest that a converse of Proposition 1.5 should be true, at least for those submodules which are pure, i.e. which are direct summands of R n , or equivalently, which satisfy ( ? ) ? = . As usual we de ne ? = fx 2 R n j x T y = 0 for all y 2 R n g; and we call S = ( ? ) ? the closure of . Basic properties of the closure operator S and of pure submodules will be reviewed in the Appendix. For our purposes it is important to know that (dynamic) (C; A)-injection-invariance of is inherited by S : Our main result for pure submodules is the following. We continue our paper as follows. In Section 2 we review types of (A; B)-invariance which correspond to the notions in De nition 1.1 and 1.4. It will become evident that our results with respect to (C; A) are not dual ones of (A; B)-invariance results. In Section 3 we give the proof of Theorem 1.6 and obtain further criteria for pure submodules. In Section 4 we work with bases of submodules and develop matrix representations which then will be exploited in Section 5 to derive su cient conditions for (dynamic) (C; A)-injection-invariance in the general non-pure case. Hence the submodule P( e? ) is (A T ; C T )-invariant and because of (3.1) it is of rank n ? r.
To prove the converse we have a submodule^ of ? at our disposal which is (A T ; C T )-invariant and has rank n?r. Proof. Let 2 R; 6 = 0, be such that S(Im C T ) Im C T . Then rank ? = n ? r and (3.3) implies that ? is (A T ; C T )-invariant. Note that (Ker C) ? = S(Im C T ). Hence (3.4) yields A T ? S(Im C T ) , which is a special case of (3.3). 2
The following example shows that condition (3.3) is su cient but not necessary for dynamic (C; A)-injection-invariance. 
Bases and matrices
A nonsingular matrix U 2 R n n is called unimodular if U ?1 2 R n n . Let us say that there exists a basis of R n n such that = Im M if there exists a unimodular U such that U Im M = . We rst describe transformations of A; C; which preserve the three types of (C; A)-invariance. Recall that in the given setting (C; A)-invariance of is equivalent to (4.8) and (4.9). Because of (5. \)" Since S together with is dynamically (C; A)-injection-invariant we can use Theorem 1.6 again and complete the proof. 2 6 Appendix on pure submodules and closure According to Kaplanski 18 ] the concept of pure submodules can be attributed to Pr ufer. It has been introduced in systems theory by Conte and Perdon 7] . In this section we collect some basic facts on pure submodules and a related closure operator, for which we refer to 4 (i) is a pure submodule.
(ii) is a direct summand of V .
(iii) For all 2 R we have \ V = .
(iv) All invariant factors of are 1.
