Abstract A supporting-point placement scheme is presented that is used for calculating function derivatives by the method of differences as well as a quadratic responsesurface approximation. The placement scheme unifies the Newton (NM) and response-surface (RSM) methods in the limiting case when the point-set distance parameter for the RSM is chosen as small as that for obtaining the derivatives needed by the NM. Two new RSM minimization strategies with and without line searches are presented. The numerical performance of the algorithms is studied by using well-known test functions and the paths through the two-dimensional variables space are plotted for easier interpretation of the performance results. The results are compared with results of numerical experiments found in the literature.
Introduction
The computational effort for solving structural optimization procedures depends on the computing time for evaluating the structural model, the number of function evaluations, and the calculations performed by the minimization algorithm. For large structural models the numerical effort is dominated by the product of the structuralmodel solution time and the number of function evaluations. Thus, for a problem with given structural model, it is desirable to have a minimization algorithm that solves the problem with as small a number of function evaluations as possible.
The hope to realize computational savings in solving large numerical optimization problems is at the heart of recent work, for instance by Canfield (2002) who uses a multi-point cubic approximation based on accumulating function and gradient information from multiple points during the iteration history of a sequential approximate optimization. Such methods can achieve a number of sampling points needed in each iteration less than that required by the Newton method or conventional RSM.
The focus of this research is a comparison of the Newton method and a basic RSM method using a new point placement scheme which achieves a smooth method transition just by changing the spacing of the point placement scheme. In addition, the placement scheme allows an RSM optimization strategy where function values of previous sampling points are inherited and the optimization process can be continued even when the minimum point of the approximation function corresponds to a higher value of the original function than the sampling points on which the approximation is based.
Characterization of the Newton and RSM methods
Mathematical programming provides efficient algorithms for convex and continuous objective functions with continuous derivatives. Both the NM and the RSM are derived by using properties of a quadratic polynomial. The NM is a second-order method because it requires both first and second function derivatives:
The first derivative is the gradient vector ∇f and the second derivative is the Hessian matrix H. On the other hand, the RSM does not require any derivatives. Both methods minimize a quadratic functional in one step. Assuming that derivatives are obtained by the differences method, the NM method and the RSM method considered here require the same number of function evaluations n fe . Thus, the two methods are numer-ically equivalent on quadratic functionals and the unification of the two methods through the supporting-points scheme presented here is discussed in this paper.
Practical optimization problems generally yield nonquadratic objective functions and both methods must seek the minimum points through iterations. Here, the two methods will generally perform differently because the NM bases its minimum-point estimates on information obtained in the small neighborhood of a reference point while the RSM method uses supporting points, the distance between which can span a wider region of the search space. However, if the distances between the supporting points for constructing the response-surface approximations are chosen as small as those for calculating derivatives, the RSM performs similarly to the NM.
Both methods have in common that, depending on the function landscape topology, the minimum-point estimates can be so poor that it is useful to enhance both basic algorithms by additional elements of a minimization strategy. The so-called modified Newton method combines the basic algorithm with a line search. Some minimization strategies elements for the RSM method, including the line search, are suggested in this paper.
Contents of this study
The methods are shortly recalled in Sect. 2. A scheme, placing supporting points in variables spaces of any dimension, is presented in Sect. 3. The points placed by the scheme determine the parameters of the quadratic response-surface approximation. If the distance between the points is chosen appropriately small, the point set is also well suited for obtaining the function derivatives needed for the NM. The evaluation scheme for obtaining the exact first and second derivatives of a quadratic polynomial is also explained. Common features and differences between the new point-placement scheme and the existing Latin hypercube design (LHD), which was first introduced by McKay et al. (1979) , are outlined in Sect. 6.2.
A minimization strategy for the RSM is developed in Sect. 4. It allows the optimization process to continue even when the minimum-point estimates based on the response-surface approximation are occasionally divergent. Section 4.2 presents a modified RSM algorithm with line search.
The performance of the methods is studied on test functions that are well known from the literature. The minimization paths through the two-dimensional variables spaces are plotted, which helps to interpret the observed performance results.
In the literature, the conjugated gradient method by Fletcher and Reeves (2002) (FRM) is applied to the same test functions used in this study. The performance results reported by Reklaitis et al. (1983) are compared with those of NM and RSM obtained in this study.
Both methods offer the opportunity of taking advantage of parallel computing because the supporting points can be evaluated in parallel. 
with the scalar p, the vector p, and the matrix P. As a necessary condition, the gradient must vanish at an extremum,
yielding the extreme point
The extreme point is a minimum when, for any vector v with non-zero length, it holds:
Newton method
Consider a twice differentiable function f and its Taylorseries approximationf up to the quadratic term:
The first and second derivatives of the approximationf are:
The extreme point condition is that the gradient vector vanishes, yielding:
Understanding x as the difference vector between the extreme point estimate x k+1 and the reference point x k ,
