Based on the local refinement algorithm addressed in [18] , we analyze the linear independence of the bi-cubic T-spline blending functions corresponding to particular T-meshes.
Introduction
Recently, the so-called Isogeometric Analysis was introduced in Hughes, Cottrell and Bazilevs [16] , which is based on developments in the modeling of complex geometries. The new methodology based on nonuniform rational B-splines (NURBS) has been extensively studied in e.g., [2, 10, 12, 14, 8] and applied in fields as diverse as fluid dynamics in [5, 6, 4, 7, 15] , structural mechanics in [1, 11, 13, 20, 21] and electromagnetics in the a pioneering paper [9] .
Important among advantages that NURBS-based isogeometric analysis possesses are to fix exact geometries at the coarsest level of discretization and eliminate geometrical errors. Variational formulations of the partial differential equations (PDEs) are also derived from NURBS-based isogeometric analysis. Its solution space is represented in terms of the same basis functions as the geometry, which have nice properties such as partition of unity, pointwise nonnegativity, linear independence, compact support and control of continuity. A significant disadvantage of NURBS is that they are based on a tensor product structure and, as a consequence, knot insertion is a global operation. This means that NURBS models may have a large number of superfluous control points (knots) at each step of refinement.
A potential extension of isogeometric concept is T-splines that were introduced in Sederberg and his collaborators [18, 19] . T-splines not only retain precise geometric representation of NURBS, but also allow for the local refinement. Isogeometric analysis using T-splines has been further explored in [3, 12] .
In the framework of isogeometric analysis using T-splines, several theoretical questions about T-splines have been still open for the last five years. Most fundamental among the open problems is the linear independence of the associated T-spline blending functions with T-meshes. Linear independence is not guaranteed on a generic T-mesh: we show in this paper examples of T-meshes with repeated knots that induce linear dependent blending functions. However, we also prove the linear independence of the set of blending functions associated with some particular T-meshes of practical interest, such as nonmatching ones, and the ones associated with geometric refinement towards edges, layers or corners. This is a first step in the study of T-meshes, the full characterization of linear independence being still open.
The paper is organized as follows. In Section 2, we introduce T-meshes and discuss their corresponding bi-cubic T-spline blending functions. In Section 3, we show counterexamples to linear independence, and study the linear independence of T-splines over particular Tmeshes. In Section 4, we apply the results described in Section 3 to present several examples of linearly independent T-splines. Finally, we end with the concluding remarks in Section 5.
Preliminary

Univariate splines
We briefly introduce univariate B-splines with the aim of fixing our notation, and recalling a few results that we will need in the next sections. We only restrict to the case of cubic splines.
Given the integer k > 0, let a knot vector Ξ = {ξ −1 , ξ 0 , ξ 1 , . . . ξ k , ξ k+1 , ξ k+2 } be given, with ordered knots ξ i ≤ ξ i+1 . The knot vector Ξ is said to be open if the first 4 and last 4 knots are repeated, that is ξ −1 = ξ 0 = ξ 1 = ξ 2 and ξ k−1 = ξ k = ξ k+1 = ξ k+2 . All the other knots have multiplicity less than or equal to 4. For 1 ≤ i ≤ k, we denote by
the cubic (univariate) B-spline function associated with knots {ξ i−2 , ξ i−1 , ξ i , ξ i+1 , ξ i+2 }. When a knot has multiplicity r, r = 2, 3, 4, the B-splines are at most C 3−r at that knot, in general. Following [17, Theorem 4 .41], we define suitable functionals which are dual to the B-splines basis. Let
where g is the transition function defined in [17, Theorem 4 .37] and
We define the Schumaker's functional λ j associated with Ξ as follows: for j = 1, . . . , n,
where ψ j (x) = G j (x)φ j (x). Note that λ j is associated with knots {ξ j−2 , ξ j−1 , ξ j , ξ j+1 , ξ j+2 } and depends then on the chosen knot vector Ξ. The functional λ j are constructed to verify the following property:
where δ ij is the Kronecker delta.
T-mesh and definition of T-splines
We start this section with an abstract definition of (two-dimensional) T-mesh. Let I i = {1, 2, . . . , n} and I j = {1, 2, . . . , m} be two sets of indexes, let A ⊆ I i × I j , denoting a set of anchors, and let E be a set of horizontal or vertical closed edges between anchors, that is
, with all internal knots having multiplicity less or equal than 3. A T-mesh M = M(I i , I j , A, E, Ξ s , Ξ t ) is defined by the previous objects, when the following condition are fulfilled:
1. ∀e 1 , e 2 ∈ E, e 1 ∩ e 2 ∈ A, that is, there is an anchor on each edge intersection, and edges do not overlap, 2. ∀a ∈ A, ∃e ∈ E | a ∈ e, that is, there are no isolated anchors.
The condition 1 above slightly extends the previous definition of T-meshes in [3, 18, 19] , where only T-junctions, L-junctions or four-edges junctions are allowed.
A graphical representation of the T-mesh M is obtained drawing anchors and edges in the so called index space, or in the index/parametric space or in the parametric space, as is shown in Figure 1 . In the index space, i represents the horizontal index and j the vertical one. In the parametric space, the horizontal and vertical variables are s and t respectively. Once a T-mesh M is given in the index space, the corresponding T-mesh on the parametric space is obtained by mapping indexes on the corresponding knot vectors, namely, i → s i , j → t j . For a fixed ∈ I j , we define I¯ i := {i : (i,) ∈ A or there exists a vertical edge e ∈ E such that (i,) ∈ e}, and Ξ¯ s as the vector of the corresponding s-knots to the indexes in I¯ i . Similarly, for fixed ı ∈ I i , we define I¯ı j := {j : (ī, j) ∈ A or there exists a horizontal edge e ∈ E such that (ī, j) ∈ e}, and Ξ¯ı t as the vector of the corresponding t-knots to the indexes in I¯ı j . For example, let us consider the T-mesh in Figure 1 . Here n = 6, m = 7, Ξ s = {s −1 , s 0 , s 1 , s 2 , s 3 , s 4 , s 5 , s 6 , s 7 , s 8 } and Ξ t = {t −1 , t 0 , t 1 , t 2 , t 3 , t 4 , t 5 , t 6 , t 7 , t 8 , t 9 } are the global knot vectors of T-mesh M in Figure 1 . Then, we have the following index/knot association:
Therefore, for this example, we get Also, we have an anchor as each vertex of the T-mesh in the index space. Each anchor is designated by a circle in Figure 1 (a). Though it is not mandatory, we always place two lines of anchors at the boundary of the index space, which correspond to knots with multiplicity 4. On the one hand, the mesh on the parametric space is the one we map exactly onto the computational domain, on the other hand it does not bring all the information as the corresponding T-mesh on the index space in case of knot repetition. In Figure 1 (b), we show the index/parametric representation of the T-mesh, in which we encode all the information. The vertical and horizontal lines that are drawn closer and marked by parallel brackets correspond to knot repetition.
Let M be a T-mesh. M is used to define a set of B-spline functions, called T-spline blending function, on the parametric domain [0, 1]
2 . We attach a T-spline blending function to each anchor of M. Given (ī,) ∈ A, the corresponding blending function is constructed as the product of a spline in the s direction, s → N (ī,) s (s) and one in the t direction, t → N
has sī as a center knot and is constructed on the knot vector Ξ¯ s , while N (ī,) t has t as a center knot and is constructed on the knot vector Ξ¯ı t . Finally, the B-spline attached to
As an example, we construct the blending function associated with the anchor (3,4) of the T-mesh in Figure 1 (a). From the knot vectors:
, and we extract the local knot vectors {s 1 , s 2 , s 3 , s 5 , s 6 } = {0, 0, 1/3, 1, 1} and {t 1 , t 2 , t 4 , t 5 , t 6 } = {0, 0, 1/2, 3/4, 1}, and construct the T-spline
Accordingly, each anchor and its corresponding bi-cubic T-spline blending function are in one-to-one correspondence. With the given T-mesh M, the associated bi-cubic T-spline blending functions span a function space, denoted by
where A is the set of anchors on the T-mesh M. With an abuse of notation, we say that M is a linearly independent T-mesh ⇔ B (i,j) , (i, j) ∈ A are linearly independent (4) In this case, the dimension of S is #A, where # denotes the cardinality. We also refer to [3, 12, 18, 19] for T-meshes and their corresponding T-spline blending functions.
Remark 2.1. According with [18] , one can classify T-splines spaces in:
-standard when
-semi-standard when 1 ∈ S without (5),
-non-standard when 1 / ∈ S.
In the last case, one can consider the space of rational T-splines as
where w (k, ) are chosen strictly positive weights. Notice that
, (i, j) ∈ A are linearly independent.
For this reason, we will consider only the space S in (3) in this paper.
Linear Independence of T-splines
First of all, a question arises if any T-mesh is always linearly independent according to (4) . The answer is negative, as it is shown in the example represented in Figure 2 . The associated T-splines with anchors (3, 4), (4, 5) and (5, 5) shown in the index space ( Figure 2(a) ), which correspond to (repeated) image (s 3 , t 4 ) = (s 4 , t 5 ) = (s 5 , t 5 ) = (1/2, 1/2) in the index/parametric space (Figure 2(b) ), are obtained as follows:
and
respectively. By the rules of knot insertion,
Θ 3 , and the bi-cubic T-spline blending functions associated with the T-mesh illustrated in Figure 2 (a) are linearly dependent. This means that T-splines do not always form a set of linearly independent functions, or, equivalently, that not all T-meshes are linearly independent in the sense of (4).
In the remaining of this section, we analyze the linear independence of the bi-cubic Tspline blending functions associated with T-meshes of practical interest and that are obtained by one (or several) application(s) of the local refinement algorithm defined in [18] .
We introduce some notation that will be used in what follows. Let a starting T-mesh M 0 be given. After we add a (or several) anchor(s) to T-mesh M 0 , we obtain a new T-mesh M 1 . This process may be repeated several times if necessary: M 0 ,M 1 ,. . . , and M . Without loss of generality and in order to have an adequate notation, we suppose that all the T-meshes have in common the index sets I i and I j and the knot vectors Ξ s and Ξ t . Each T-mesh M k is characterized by its set of anchors A k and the set of edges E k . All the quantities in the previous section will be indexed by the T-mesh index k to stress that they are referred to the T-mesh M k . For instance, fix a ∈ I j , we define I¯ i,k and Ξ¯ s,k as in the previous section. Also, the sequence of the spaces spanned by the bicubic T-splines inferred from T-meshes M 0 ,M 1 ,. . . , and M is
respectively. Within this framework, we also assume that the T-mesh M k+1 is obtained from M k by inserting new anchors, that is,
Observe that (7) does not imply that S 0 ⊂ S 1 ⊂ · · · ⊂ S . We say that
this is guaranteed by the local refinement algorithm described in [18] . The following holds:
Proposition 3.1. Let M 0 be a linearly independent T-mesh, and
(s, t) : (i, j) ∈ A 1 \A 0 } is a linearly independent set and the sum of S 0 with
is linearly independent and in particular it holds: S 0 ⊕ span{B
Proof. It follows from the local refinement algorithm that both the sets {B
, (i, j) ∈ A 1 \A 0 } are contained in S 1 . Then, they span a subset of S 1 . However,
(s, t) : (i, j) ∈ A 1 \A 0 } and S 1 coincide and the proof is complete.
The statement in Proposition 3.1 is easy, but provide us with a strategy to prove linear independence for T-splines blending functions. That is, given a linearly independent T-mesh M 0 and its refinement M 1 , we have to show the following: i) the functions we add, namely {B
ii) the sum in the left side of (9) is direct.
The following lemmas are based on this simple idea and play a crucial role in the proof of linear independence of the resulting T-splines. Lemma 3.2. Consider a linearly independent T-mesh M 0 , and a T-mesh M 1 obtained by adding anchors (to M 0 ) with the property that there exists a unique ∈ I j such that
and such that ∀(i, j) ∈ A 0 , t j = t.
Then the functions {B
, (i,) ∈ A 1 \A 0 } are linearly independent, and the following sum is direct S 0 ⊕ span{B
The condition (10) is saying that we add anchors living on a new horizontal line in the index space, and the condition (11) says that this line is mapped onto a new line in the parametric space. Before proving this Lemma, we notice that M 1 may not be a refinement of M 0 . Examples of those M 1 are presented in Figure 3 . Indeed, the local refinement algorithm [18] would ask for additional insertion. Moreover, it should be remarked that there are no restrictions in the position of new anchors in the horizontal direction.
We are now in position to prove Lemma 3.2. with constants 
Proof of Lemma 3.2. Suppose that
where id denotes the identity homomorphism. Taking Φ (i,) s on both sides of (13) leads to
Observe that Φ
} (i,j)∈A 0 are linearly independent by assumption. Consequently, the sum in (12) is direct. Remark 3.3. By exchanging vertical with horizontal lines in the statement of Lemma 3.2, an equivalent result holds true when adding new anchors with the property that there exists a uniqueī ∈ I i such that
and such that
The condition (16) says that we add anchors living on a new vertical line in the index space, and, for condition (17) , that line is mapped onto a new line in the parametric space.
We now extend Lemma 3.2 to the case when new anchors are inserted on a vertical line whose image is already present in the parametric space, that is, we treat the case of knot repetition in the vertical direction. In view of the counter-example shown in Figure 2 , this operation may not be always possible. Indeed, the same argument as the one used in proof of Lemma 3.2 can be applied, but under restrictive assumptions on the position of new anchors. Lemma 3.4. Consider a linearly independent T-mesh M 0 , and a T-mesh M 1 obtained by adding anchors (to M 0 ) with the property that there exists a unique ∈ I j such that
If it holds:
then the functions {B
Remark 3.5. Note that r ,0 is the maximum number of repetitions in the vertical direction that may occur at t = t. The assumption (19) says that we can add anchors only at locations where the maximum number of vertical knot repetition occurs. See Figure 4 for clarifying drawings. Observe that Lemma 3.2 is in fact a special case of Lemma 3.4, with r ,0 = 0. Proof of Lemma 3.4. The proof is similar to that of Lemma 3.2. Particularly, if we look at equation (15), the left hand side Φ
t,1 (t), appearing at the right hand side of the equation is not C 3−r ,0 , but only C 2−r ,0 , at the point. (s, t)} (i,j)∈A 1 \A 0 are linearly independent. By Proposition 3.1, the T-mesh M 1 is linearly independent. Repeating this process as k < , we obtain that {B
k+1 (s, t)} (i,j)∈A k+1 \A k are linearly independent, therefore M k+1 is linearly independent.
Examples of linearly independent T-splines
In this section, we use Theorem 3.7 to prove the linear independence after possibly several refinement steps. For clarity, we will adopt a different style in graphically representing these refinements. More precisely, we draw the underlying T-mesh M 0 in the parametric space (and we choose it to be tensor product, for simplicity) and we emphasize the insertion of (images of) new anchors, possibly repeated. Repetition is represented by close anchors with various shapes in the drawing (see Figure 5 ). Moreover, we will also simplify our graphical notation according to Figure 6 : i) the knot repetition on newly added lines is often incorporated in a single step, e.g., we draw Figure  6 (b) instead of Figure 6(a) ; ii) when no confusion occurs or when inserted knots can be either repeated or not without affecting the linear independence, we will also accept the reduced representation of Figure 6 (c). We present examples of linearly independent T-meshes of practical interest. In each of these examples, a detailed explanation is provided.
Simple T-meshes
The first two examples are illustrated in Figure 7 . We start with a uniform T-mesh M 0 presented in the leftmost column of Figure 7 . At the first step of the refinements, we add rectangular anchors to the T-mesh M 0 . Those additions result in a T-mesh M 1 . Then Lemma 3.4 ensures that T-mesh M 1 is linearly independent. In next refinement, we insert circular anchors to the T-mesh M 1 , which gives a new T-mesh M 2 shown in the rightmost column of Figure 7 . Then, by Theorem 3.7, the T-mesh M 2 is linearly independent.
In next examples, the starting T-meshes M 0 displayed in the leftmost column of Figure 8 are different from uniform T-meshes. Thanks to the example illustrated in Figure 7 (a), those T-meshes M 0 are linearly independent. We add circular anchors by the local refinement algorithm, which yields a new T-mesh M 1 . Observe that also vertical edges are added, which is allowed by Theorem 3.7. Our result says that the T-mesh M 1 is linearly independent.
Hierarchical T-meshes
We are interested in the linear independence of hierarchical T-meshes. We also begin with uniform T-meshes M 0 . With a coarser T-mesh, the local refinement at each step generates a finer hierarchical T-meshes, as illustrated in Figure 9 . It is easy to see that newly added lines, designated by dotted/dashed lines in Figure 9 , fit into the framework of Theorem 3.7. Then Theorem 3.7 implies that the corresponding hierarchical T-meshes M k are linearly independent. Note that repetitions are allowed on the newly inserted lines under the assumptions of Lemma 3.4. 
Nonmatching T-mesh and geometrically refined T-meshes on a boundary layer
Attention is paid to a nonmatching T-mesh and the ones associated with geometric refinement toward a boundary layer as shown in Figure 10 . We here discuss the linear independence of those special T-meshes. The first example involves a nonmatching T-mesh presented in the rightmost of Figure 10 Those additions give a new T-mesh M 7 . In the end, the nonmatching T-mesh M 7 is linearly independent.
In the second example, a uniform T-mesh M 0 continues to be refined on a boundary layer as shown in Figure 10(b) . At each step, legal dotted/dashed lines are added by the local refinement algorithm. It follows from Theorem 3.7 that the resulting geometrically refined T-meshes on the boundary layer are linearly independent.
More particular T-meshes
T-meshes that are referred as a worst case scenario in [12] , are presented in Figure 11 (a). T-mesh M 0 , similar as in [12] , is obtained by a tensor product of two global knot vectors Ξ s = {0, 0, 0, 0, 1/2, 1/2, 1/2, 1, 1, 1, 1} and Ξ t = {0, 0, 0, 0, 1/2, 1/2, 1/2, 1, 1, 1, 1}, as shown in the left-upmost of Figure 11 (a). T-meshes are refined by subdividing patches containing the diagonal from (0,0) to (1,1) into four parts and adding additional anchors (knots) according to the local refinement algorithm (see Figure 11(a) ). Figure 11 (b-c) shows that T-mesh at each level can be constructed from the coarser T-mesh by several additions of new legal dotted/dashed lines that fall into the framework of Theorem 3.7. Therefore, at each level, the resulting T-meshes are linearly independent.
Concluding remarks
In this paper, we have proved the linear independence of bi-cubic T-splines on practically interesting T-meshes. Our analysis can be extended to the linear independence of the resulting T-spline blending functions of any odd degree p on all the T-meshes that we have considered in this paper. Our argument covers T-meshes that can be obtained from a coarse T-mesh, which is known to be linearly independent (e.g., a tensor product T-mesh), by a sequence of refinements such that, at each step, only aligned anchors are inserted. It is clear that this is a very particular kind of refinement. Nevertheless we have shown that we can analyze this way the practically interesting T-meshes that have been considered in literature of T-spline based isogeometric analysis. The result we have proposed is only a first step toward the study of general T-meshes, and gives some theoretical grounding to this topic. The complete characterization of linear independence of T-meshes is still open, as other fundamental issues like approximation properties of T-spline spaces.
