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Abstract 
Starting from the idea introduced by Hestenes (1969) and Pardalos et al. (1993) in this paper we describe an 
asynchronous parallel algorithm for solving constrained optimization problems by means of augmented Lagrange 
multiplier methods. Under suitable assumptions, we discuss convergence of this algorithm. Finally we show the 
numerical results of this algorithm. 
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1. Introduction 
In this paper, the following equality constrained minimization problem is considered 
minimize f(x) 
subject to h(x) = 0, 
(1. 1) 
where f: R” + R, h : R” --) R” are given functions, the components of h are denoted by hl , . . . , h,. 
Since their introduction in 1969, independently in [S, S], multiplier methods have become a very 
popular tool for constrained optimization problems. Associated with (l.l), consider the augmented 
Lagrange function 
UK 4 =f(x) + AT&) + tc II h(x) II 2, (1.2) 
where d is Lagrange multiplier vector, c is a scalar. 
We will denote the Euclidean vector norm in R’” by II - (I, and also the corresponding operator 
norm of matrices in UP”“. 
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A formal description of the typical step of the original version of the method of multipliers [S, S] 
is as follows: 
Given a multiplier vector & and a penalty parameter c k, minimize L,*( -, A,) over Iw” thereby 
obtaining a vector xk. We then set 
il k+ 1 = lk + Ckhbk), (1.3) 
thereafter choose a penalty parameter ck+ 1 2 ck and repeat the process. 
According to the idea of Hestenes and many approaches (and references) for solving optimiza- 
tion problems in parallel (as in [6]), in this paper, we present a parallel Lagrange multiplier method 
for equality constrained problems, which are characterized by the following features: (1) the parallel 
Lagrange multiplier method is asynchronous, (2) the pairs (xk, Ai) (consisting of approximate 
solution xk and approximate multiplier Ai) constructed by our algorithm converge to a 
Kuhn-Tucker pair, (3) under suitable assumptions, the algorithm is convergent and (4) the 
algorithm is also suitable for inequality constrained optimization problems. 
This paper is organized as follows. The algorithm is presented in Section 2. Convergence of the 
algorithm is analyzed in Section 3. In Section 4 we show the numerical results of this algorithm. 
2. Parallel optimization algorithm 
According to the augmented Lagrange multiplier method introduced in [S] now we present 
a parallel Lagrange multiplier algorithm. We assume that we have a global shared memory and 
p + q processors, each processor has its own local memory; the p + q processors are divided into 
two groups, the first group has p processors, the second group has q processors; the global shared 
memory is only used to load a program and the data to the processors, and the memory can be 
accessed by all p + q processors. The two groups exchange information by the global shared 
memory, among the p (or q) processors information can be exchanged (with each other). The two 
groups execute in an asynchronous parallel fashion. 
Algorithm I: Let us be given x ,,, 1r, and select scalars cl > 0, cc) > 1 and E > 0; set c” = cl, I= &, 
2 = x0, k = 1, i = 1, send &x,x,, k to the first group of processors, send X”,A1,cl,co,~,i to the 
second group of processors. 
The first group of processors starts to implement 
Step I: Receive F, 1 from the global shared memory, and minimize LE( *, 1) over S(x *; E) thereby 
getting a vector denoted by xk; 
Step II: Set Z = xk, and send x” to the global shared memory, set k = k + 1, return to Step I. 
The second group of processors starts to implement 
Step 1: Receive J from the global shared memory, and evaluate 11 h(Z) 11. If )I h(Z) (I < E, then stop; 
otherwise, let ci+ 1 = tici, go to Step 2; 
Step 2: Compute Ai+ 1 by the formula lli+ 1 = izi + cih(J); 
Step 3: Set c”=Ci+l, X=jli+l, send ;,I to the global shared memory, let i = i + 1, return to 
Step 1. 
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Remark. (1) We note that minimize&( * ,A) is an unconstrained optimization problem, therefore, 
we may solve this problem by means of parallel algorithms for solving unconstrained optimization 
problems, such as parallel variable metric algorithms [2] and parallel Jacobson-Oksman algo- 
rithm [lo] of unconstrained optimization. 
(2) By Algorithm I, we can see that xk will not be changed if 1, c” do not change. Thus, we should 
properly distribute the processors such that 1, c” must be updated at least once before the first group 
of processors do next iteration. 
3. Convergence analysis 
Throughout this section, we shall assume that x* is a local minimum of (1.1) satisfying the 
following second-order sufficiency condition. 
Assumption 3.1. The vector x * is a strict local minimum and a regular point of (l.l), andJ; h E C2 
on some open sphere centered at x *. Furthermore x* together with its associated Lagrange 
multiplier vector A* satisfies 
ZT 9;2,Lo(x*,~*)z > 0, 
for all z # 0 with Vh(x*)Tz = 0. 
Lemma 3.2. Let P be a symmetric n x n matrix and Q a positive semidejnite symmetric n x n matrix. 
Assume that xTPx > 0 for all x # 0 satisfying xTQx = 0. Then there exists a scalar c such that 
P + cQ > 0. 
Proof. See [l, .Lemma 1.251. 0 
If x * and its corresponding Lagrange multiplier vector 1* satisfy Assumption 3.1, for any scalar 
c, we have 
VXL,(x*,l*) = Vf (x*) + Vh(x*)(l* + ch(x*)) = VXLO(x*J*) = 0 (3.1) 
and 
V”;L,(x*,jz*) = VX:L,,(x*,l*) + cVh(x*) Vh(x*)T. 
By Lemma 3.2 and Assumption 3.1, the above expressions imply that there exists a scalar C such 
that for any c > C 
v,2,L,(x*J*) > 0. (3.2) 
From (3.1) and (3.2), we have that x* is a strict local minimum of L,( . , A*) for all c > C. 
For proving the convergence of Algorithm I, we give another assumption: 
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Assumption 3.3. There exists a positive integer N, such that x” must be updated at least once after 
N iterations of the second group .of processors. 
For explicit expression, we assume that the index of the second group of processors is i when the 
index of the first group of processors is k. Let {Q) and {ni} be generated by the Algorithm I, and we 
assume that, at the kth iteration, Xk(Aj,cj) is the unique solution of the problem 
minimize LC,(x, lj) 
subject to x E S(x *; a). 
We denote Xk,(nj, Cj) by xkj, associated with Assumption 3.3; we have i/k < N, k 6 j and 
i-N<j<i. 
For the Lagrange multiplier method of [S], Bertsekas [l] proved the following proposition. 
Proposition 3.4. Zf Assumption 3.1 holds and C is a positive scalar such that 
V&Lc(x*,A*) > 0, 
then there exist positive scalars 0, E and M such that 
(a) For all @,c) in the set D c W”+’ dejined by 
D = {(n,c)l II1 - l*II < g,,c 3 E}, (3.3) 
the problem 
minimize LC (x9 2) 
subject to x E S(x*; E), 
has a unique solution denoted x(1, c). Thenfunction x( * ; ) is continuously difirentiable in the interior 
of D, and for all (2,~) E D, we have 
II x(4 c) - x* II < M II 1 - A* II /c. (3.4) 
(b) For all (A, c) E D, the matrix VXtL,(x(l, c), A) is positive-definite and the matrix Vh(x(1, c)) has 
rank m. 
Let {xk,} be generated by Algorithm I; then from Assumption 3.3 and Proposition 3.4 we get 
IIXk(Ajzj,cj)-X*II GMII~j-I*II/cj, (3.5) 
and the matrix V$L,,(Xk(3ij,Cj),Aj) is positive-definite and the matrix vh(Xk,) has rank m. 
From (3.5) we can get xk + x* , even if I is far from iz* provided cj is sufficiently large. 
NOW we denote the subsequence of {Ajp cj} by {nj, cj}J corresponding to the subsequence { xk}K 
Of {Xk). 
Proposition 3.5. Let Assumptions 3.1 and 3.2 hold, andf, h E C2. For k = 1,2, . . . , i = 1,2, . . . , assume 
(xk} and (ni} generated by the Algorithm Z satisfy 
II KL,(Xk, Aj) II d &k, 
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and { Ajj) is bounded, for all k, &k 2 0, and {xk}K converges to a vector x$ such that Vh(xt ) has rank m. 
Then for some vector A*, we have 
{lj + cjh(xk)}J + A*, 
Vf(x;) + Vh(x,*)L* = 0. 
Proof. Define for all k, j 
& = Aj + Cjh(Xk). 
We have 
KLcj(xk, Aj) = vf(xk) + Vh(xk)(Aj + Cjh(xk)) 
= vf(xk) + Vh(xk);Sj = VxL,(xk,xj). 
For all k and j such that Vh(xk) has rank m, it follows that 
11 = ( Vh(XkJT Vh(&))-l Vh(XkJT( KL,(Xk, S> - Vf(x/c))* 
Since 11 vxLc,(xk, Aj) (1 < &k, by Assumption 3.3, it is easy to see that j + co as k + co, thus we get 
VXLc,(xk, Aj) + 0; it follows that 
{n”,>, + A* E -( Vh(xz)T Vh(x,*))-’ Vh(xz)T Vf(xz), 
and 
E&(x&J*) = 0. 
Since {nj} is bounded and {Aj + Cjh(Xk)}J + A*, it follows that {Cjh(Xk)}J is bounded. Since Cj + a, 
we must have h(x,*) = 0. 0 
From Proposition 3.5, we know that the point xz together with A* satisfies the first-order 
conditions for optimality. By the convergent theorem of [4], we can say that xz is a local optimal 
solution of (1.1). 
4. Numerical results 
In this section we present the results of one of our numerical experiments to compare the 
sequential algorithm of [S] and the parallel algorithm. 
The following constrained minimization problem is considered 
minimize f(x) = 3x: + ix; 
subject to x: + xf - 1 = 0. 
We can see that the optimal point of the above problem is x* = (0.25,0.75), and the optimal 
Lagrange vector L* = -0.25, the minimum value is 0.125. 
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Table 1 
k S-G sx2 Sf J% px2 Pf 
1 0.0714268 0.2142857 0.03571429 0.0714268 0.2142857 0.03571429 
2 0.1936089 0.5808269 0.11291620 0.2312031 0.6936089 0.12365740 
3 0.2260037 0.6780115 0.12229370 0.2521750 0.7565255 0.12497140 
4 0.2420674 0.7262021 0.12461930 0.249202 1 0.7476074 0.12499290 
5 0.2480350 0.7441062 0.12496880 0.2504140 0.7512403 0.12499610 
6 0.2496456 0.7489402 0.12499860 0.2497526 0.7492591 0.12499710 
7 0.2498596 0.7499809 0.12500000 0.2500623 0.7502198 0.12499880 
We choose the same starting point (1,l) for both the sequential algorithm and the parallel 
algorithm, and A1 = 0, cl = 0.1, CL) = 1.5 and E = 1 x lo-‘. We simulate Algorithm I using 
DONGHAI-0530N computer, where p = 4 = 1. The numerical results of the sequential algorithm 
and the parallel algorithm are given in Table 1. For comparison, we give iterative sequences {xk} 
and {f(x~J) g enerated by the sequential algorithm and the parallel algorithm, and use {Sxi >, 
(Sxz} and {Sf} to represent iterative sequences generated by the sequential algorithm; and use 
{Pxi}, {Px2} and {Pf} to represent iterative sequences generated by the parallel algorithm. 
From Table 1, it is easy to see that if we properly distribute the processors, Algorithm I can 
greatly save computing time. Therefore, we can say Algorithm I is extremely efficient for solving 
constrained optimization problems. 
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