An example of a nitely presented monoid is given that does not satisfy the homotopical niteness condition FHT, although it satis es both the homological niteness conditions left FP 1 and right FP 1 .
Introduction
Presentations of the form ( ; R), where is an alphabet and R is a string-rewriting system on , provide a means to de ne and describe monoids (see, for example, Lal79]).
However, even if a monoid M is given through a nite presentation, the word problem for M may be undecidable. Therefore, one is interested in classes of nite presentations which guarantee that the word problem is decidable.
A class of this form that has received a lot of attention in recent years is the class of presentations that contain a nite string-rewriting system that is convergent, as such a system yields a complete set of unique representatives for the monoid presented, and given a string from , the corresponding normal form can simply be computed by reduction (see, for example, BO93]). Hence, the question arises for an algebraic or a combinatorial characterization of the class of nitely presented monoids that admit a presentation through a nite convergent string-rewriting system. This work was carried out while the rst author was visiting at the Fachbereich Mathematik/Informatik, Universit at Kassel, supported by the Deutsche Forschungsgemeinschaft (DFG). He gratefully acknowledges this support and the hospitality of the university.
Meanwhile quite a few conditions have been identi ed that a nitely presented monoid must necessarily satisfy, if it is to admit such a presentation. At rst Squier proved that a monoid having a nite convergent presentation satis es the homological niteness conditions left FP 3 and right FP 3 Squ87]. Next Kobayashi improved upon this result by showing that these monoids even satisfy the conditions left and right FP 1 Kob90] . In fact, Anick had established the same result independently in a more general setting Ani87] .
Next Squier introduced the homotopical niteness condition FDT, which is a combinatorial condition on the derivation graph associated with a given monoid presentation SOK94]. This condition implies the conditions left and right FP 3 CO94, Laf95, Pri95b], but it does not imply left or right FP 1 , as for groups it is equivalent to the condition FP 3 CO96] .
Finally Wang and Pride WP] introduced the niteness condition FHT, which states that the homotopy bimodule of the given presentation is nitely generated. As the property FDT this property is an invariant of nitely presented monoids, and it is implied by FDT, while it implies both left and right FP 3 .
Until now it was open whether or not the converse of these implications hold. In particular, the authors claimed in OK97] that left and right FP 1 together do not imply the property FDT, but as pointed out by Pride and Wang PW99] the arguments given in OK97] for supporting this claim are incorrect.
Here we provide a proof of this claim. In fact we construct a nitely presented monoid in Section 4 that does not have the property FHT, although it is both left and right FP 1 . This means in particular that left and right FP 1 together do not su ce to guarantee the existence of a nite convergent presentation.
The paper is structured as follows. In Section 2 we restate the de nition of the homotopical niteness condition FDT, and we establish some auxiliary technical results for later reference. In Section 3 the homotopy modules and the niteness condition FHT are introduced, and the stage is set for the computations in Section 4. The paper closes with a short summary and discussion of open problems.
2 Homotopy relations, homotopy bases and FDT Let be a nite alphabet, and let R be a (possibly in nite) rewriting system over , that is, R is a subset of the direct product , where is the free monoid generated by . Without loss of generality we can assume that R is anti-symmetric, that is, if (u; v) 2 R, then (v; u) 6 2 R. Further, by E we denote the set E = R R ?1 , where R ?1 = f(v; u) j (u; v) 2 Rg.
The derivation graph ? = ?( ; R) of the presentation ( ; R) consists of the set of vertices and the set f(x; u; v; y) j x; y 2 ; (u; v) 2 Eg of edges. Here, e = (x; u; v; y) is an edge from the source (e) = xuy to the target (e) = xvy. For simplicity we will denote an edge of the form (1; u; v; 1), where 1 is the empty string and (u; v) 2 E, simply by (u; v).
For an edge e = (x; u; v; y), e ?1 = (x; v; u; y) is the inverse edge of e. We say that e is positive if (u; v) 2 R, otherwise e is a negative edge. For x; y 2 , P(x; y) denotes the set of paths p in ? from the source x = (p) to the target y = (p), and P(?) = P( ; R)
denotes the set of all paths in ?. A path is positive, if it consists of positive edges. A closed path p satisfying x = (p) = (p) is called a circuit at x, and by P(x) we denote the set of all circuits at x. By convention P(x) always contains the trivial circuit i x at x. Two paths p and q are called parallel, which is denoted as p k q, if (p) = (q) and (p) = (q). p ?1 n y n q n z n p n ; where x = (p), x i = (q i ), (p i ) = y i x i z i , and (p i ) = x for all i = 1; : : : ; n.
Let ( ; R) and ( ; S) be two presentations. A morphism f : ( ; R) ! ( ; S) of presentations is a pair (f 1 ; f 2 ) of mappings, where f 1 is a morphism from to , and f 2 is a mapping from R to P( ; S) such that (f 2 (e)) = f 1 ( (e)) and (f 2 (e)) = f 1 ( (e))
for each e 2 R. The mapping f 2 can be extended to a mapping f 2 : P( ; R) ! P( ; S) in a natural way. To simplify the notation we use the same symbol f for both f 1 and the extended version of f 2 . The following result given in SOK94] will be useful for our considerations.
Lemma 2.2. Let f : ( ; R) ! ( ; S) be a morphism of presentations, and let B be a set of circuits from P( ; R). For p; q 2 P( ; R), if p B q in ?( ; R), then f(p) f(B) f(q) in ?( ; S).
Let x 1 e 1 y 1 and x 2 e 2 y 2 be two positive edges of ? such that x = x 1 u 1 y 1 = x 2 u 2 y 2 , where e 1 = (u 1 ; v 1 ) and e 2 = (u 2 ; v 2 ). In this situation the path p = x 1 e ?1 1 y 1 x 2 e 2 y 2 is called a peak. If u 1 and u 2 do not overlap in x, that is, jx 1 u 1 j jx 2 j or jx 1 j jx 2 u 2 j, then p is called a disjoint peak. If p is disjoint and jx 1 u 1 j jx 2 j, then x = x 1 u 1 zu 2 y 2 for some z 2 , and we have x 1 he 1 ; z; e 2 i y 2 0 i x 1 v 1 zv 2 y 2 ; where he 1 ; z; e 2 i denotes the path he 1 ; z; e 2 i = e ?1 1 zv 2 u 1 ze ?1 2 e 1 zu 2 v 1 ze 2 :
The path he 1 ; z; e 2 i is called a disjoint circuit.
Suppose that the peak p = x 1 e ?1 1 y 1 x 2 e 2 y 2 is not disjoint. By symmetry this situation breaks down into the following two cases:
(i) u 1 is a factor of u 2 , that is, u 2 can be written as u 2 = z 1 u 1 z 2 for some z 1 ; z 2 2 , or (ii) u 1 overlaps with u 2 on the left, that is, u 1 z 1 = z 2 u 2 for some z 1 ; z 2 2 + satisfying jz 2 j < ju 1 j.
In case (i), p = x 2 (z 1 e ?1 1 z 2 e 2 )y 2 , and in case (ii), p = x 1 (e ?1 1 z 1 z 2 e 2 )y 2 . A rewriting system R is convergent, if it is noetherian and con uent, that is, R does not admit any in nite reduction sequences, and whenever w reduces to two strings u and v, then u and v have a common descendant mod R. It is well-known that a noetherian system is con uent, if and only if every critical peak is resolvable (see BO93]). The following technical result is the essential part of Squier's theorem SOK94] stating that a monoid presented by a nite convergent rewriting system has FDT. Lemma 2.3. If R is a convergent rewriting system, then the set of critical circuits forms a homotopy base for ?( ; R).
For each rewriting system R, there exists a convergent system R that contains R as a subsystem and that is equivalent to R, which means that R generates the same Thue congruence as R (see BO93]). Note that R will in general be an in nite system, even if R is nite. Let ? denote the graph ? = ?( ; R). Since R is a subsystem of R, ? = ?( ; R)
can be considered as a subgraph of ?.
For each edge e of ?, we choose a path p e in ? as follows. If e 2 R, we take p e = e, and otherwise we pick some path in ? that leads from (e) to (e). Such a path always exists, as R and R are equivalent. Further, we de ne a morphism of presentations ' = (' 1 ; ' 2 ) : ( ; R) ! ( ; R)
by ' 1 = id and ' 2 (e) = p e .
Lemma 2.4. If B is the set of critical circuits in ?, then '(B) is a homotopy base for ?.
Proof. As ? is a subgraph of ?, any path in ? is a path in ? as well. Since B forms a homotopy base by Lemma 2.3, we see that p B q for all parallel paths p; q 2 P(? Here, for x = a 1 : : : a n 2 , x] 2 A is de ned as usual by x] = a 1 ] + a 1 a 2 ] + + a 1 : : : a n?1 a n ]:
We say that a monoid M satis es the property left FP n (n 0) if there is a free resolution of the left A-module Z of the form As proved by Squier Squ87] and Kobayashi Kob90], a monoid admitting a nite convergent rewriting system satis es left and right FP 1 . Thus, with respect to the homological and homotopical niteness conditions considered here, we have the following implications, where FCP denotes the property of a monoid of admitting a presentation ( ; R) that involves a nite convergent string-rewriting system R:
It is known that the property FDT does not imply FCP CO96] , and that left FP 3 and right FP 3 together do not imply left FP 1 and right FP 1 , but for the remaining implications it is open whether or not the converse holds.
In the next section we will answer some of these questions in the negative by giving an example of a nitely presented monoid that satis es both left and right FP 1 , but that does not have FHT. Therefore, both left and right FP 3 are not su cient for FHT, thus answering a question of Pride and Wang PW99] Internally we refer to this example as the airport system, as we started discussing it while waiting at the airport of Lincoln, Nebraska, for our plane to Chicago right after the International Conference on Algorithmic Problems in Groups and Semigroups, May 1998. Claim 4.1. ( ; R) satis es both left and right FP 3 . Proof. Since p n 1 = 0 in (`) = A Z and 1 p n = 0 in (r) = Z A for all n 1, we see that (`) is generated by q 1 and q 0 1, while (r) is generated by 1 q and 1 q 0 . Therefore, ( ; R) satis Clearly, x = ay is the solution of (4.14), as gda = ab holds in A. Thus 
Concluding remarks
The example monoid of the previous section shows that even for nitely presented monoids the properties of left and right FP 1 together do not su ce to imply the property FHT. Accordingly, they do not su ce to yield the property FDT or to guarantee the existence of a nite convergent presentation. In particular, this shows that the homotopical niteness conditions FDT and FHT are independent of the homological niteness conditions left FP 1 and right FP 1 . Hence, the relationship between the various niteness conditions is completely solved with only one exception:
Question: For a nitely presented monoid, does the property FHT imply FDT?
Based on the past experience we would expect that the answer is`no', but currently we do not even have a candidate for a corresponding example monoid.
