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Let us fix the number of states, input and output symbols of stochastic 
sequential machines (SSM) given over reals. Let us represent SSM naturally 
as points in the Euclidean space and consider 3well-known reduction problems. 
Then, the set of all reducible SSM is of the Lebesgue measure zero (but not the 
set of all SSM) which also implies that this set is negligible for a large class of 
probability measures. 
INTRODUCTION 
Let us fix the number of states, input and output symbols of stochastic 
sequential machines (SSM) given over the field of real numbers and consider 
three well-known reduction problems (listed below). It may be shown that 
the set of all SSM is set-theoretically equivalent to its subset of all reducible 
SSM and both the sets have the cardinal of continuum. 
I f  probabil ity measures are to be considered on the set of all SSM, then we 
need an appropriate a-algebra. We could introduce it by representing SSM 
quite naturally as points in the Euclidean space and using then the a-algebra 
of Lebesgue measurable sets. We prove, in contradistinction to the set- 
theoretical approach, that the set of all reducible SSM is of the Lebesgue 
measure zero (but not the set of all SSM) which also implies that this set is 
negligible for a large class of probabil ity measures. This is in some way an 
analogy to Kor~unov (1966, 1967) who considered the case of deterministic 
machines. 
The following notation is used in the sequel: [a~], a matrix whose elements 
are a~. ; ~ ,  a row vector with 1 on the place i and 0 elsewhere; 7, a column 
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vector all the entries of which are equal to 1 ; [ E I, the cardinal number of the 
set E; R ~, the Euclidean n-dimensional space (for R 1 also R); R*, 
the compactification of R by points + oo, - -  oo; R+* : = {x ~ R*, x >/0}, 
~n, the a-field of Borel sets in Rn; A n, the Lebesgue-Borel measure (or only 
Lebesgue measure), i.e., the restriction of the Lebesgue measure to ~n. 
1. BASIC CONCEPTS OF THE THEORY OF 
STOCHASTIC SEQUENTIAL MACHINES 
Since all the results in this section are well known, the exposition will be 
concise. The reader who is not familiar with these terms is referred to Paz 
(1971) and Carlyle (1963). 
Notation. The symbols X, ~b and ~o denote the number of inputs, outputs 
and states of a machine, respectively, parameters which play an important 
part in our considerations. Input, output, state alphabets are denoted by 
X, Y, S respectively, have the form X ~ {x 1 ,..., xx} , Y = { yl .... , y~} S = 
{Sl ,..., s~}, and )6 ~b, oJ are supposed to be finite and fixed, x, y, s designate 
an unspecified element of the sets X, Y, S, respectively. M usually denotes a
machine. Superscripts are used to distinguish parameters of different machines 
(e.g., X u and X N denote the input alphabets of machines M and N, respec- 
tively) and are omitted if no confusion can arise. 
A stochastic sequential machine (SSM) M is a quadruple 
M -~ (X, Y, S, (M(y  I x)}) 
where {M(y  i x)} is a finite set containing X " ¢ square matrices of order ~o 
such that 
M(W I x) = [mij(y l x)], mij(y i x) ~ O, ~ ~ mij(y i x) :- 1. (1.1) 
v~Y j~ l  
mi~(y I x) is the probability of the SSM going to state s~ and printing the 
symbol y, given it had been in the state s i and fed with the symbol x. 
Words over X, Y are denoted by u, v, respectively. The symbol )t denotes 
(in this context) the empty word. (% u) denotes a pair of words of the same 
length l(v, u). 
Let us have a SSM M. All subsequent concepts in this section are defined 
for the machine M and superscripts are omitted if there is no need to consider 
also another machine. 
The probabilistic description of the machine M will be extended for 
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u =x ix i2""x i  , v =y~y~2'"y j~,  l(v,u) > 1, and for "l(v,u)=O by 
M(v ] u) = M(y  h I Xil) M(Yh  I xi2) "" M(yj~ ] x~), M(A [ A) = I. (1.2) 
An initial distribution is a row vector ~r = (Tr 1 ,..., %) such that ~r i /> 0, 
Z~r i = 1 (an initial state is a degenerate initial distribution ~). P(v 1 u, rr) 
denotes the probability of the machine printing the word v when started with 
the initial distribution ~r and fed with the word u. 
Column vectors h(v I u) are defined as 
h(v [u) = M(v  l u)v, h(A I ~) = IV = v, (1.3) 
(I, the unity matrix). It follows from (1.2) and (1.3) that 
h(yv I xu) = M(y lx  ) h(v I u), P(v l u, rr) = 7rh(v ] u). (1.4) 
Define Kj = {h(v [u): l(v, u) = j} fo r j  ~ O, K = {h(v I u)} for all (v, u). 
The linear vector space which is generated by a set of vectors A is called the 
linear hull of A (denoted by lin A). Define Lk = 1in K~, k >/0  and L = 
lin K. It holdsL~ CL~+ 1 for k /> 0. Let h 1 ,..., h n be a set of vectors from K~, 
K containing ~/ and being a basis in L j ,  L, respectively; define matrices 
Hj = [h~ ,..., hn] and H = [hi ,..., hn], respectively. 
Two initial distributions 7r and O are called equivalent (rr,-~ p) i fP(v [ u, rr) = 
P(v [ u, p) for all (% u). 
Let ~ denote the parametric set of functions (with parameter ~r) 
P(v I u, ,~): {(v, u)} --* [0, 1], and let F denote the set of co functions (with 
parameter i = 1, ~o) P(v [ u, ~:i): {(v, u)}-+ [0, 1]. Two machines M and N 
are state-equivalent (M ~-~ N)  if F M = F ~. Two machines M and N are 
equivalent (M = N)  if ~ i  = ~-N. The machine N covers the machine 
M(N >/M)  if o ~N D y i .  
Three reduction problems are considered. 
Reduction problem 1. Given a machine M, find a machine N such that 
N ~-~ M and co N < CO M. 
Reduction problem 2. Given a machine M, find a machine N such that 
N --  M and c.o N ~ ¢..o M. 
Reduction problem 3 (or Ott's problem): Given a machine M, find a machine 
N such that N ~ M and ~o ~v ~ o~ M. 
For the first two problems, decision procedures for the existence of the 
solution and if such a solution exists, thcn constructive methods for its finding 
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are at out disposal. The last problem, stated by Ott (1966), is until now open. 
We shall often make use of the following condition: 
For each of the above problems, a necessary condition for the existence of 
the solution is dim L u < oJ M. 
2. REPRESENTATION OF MACHINES IN THE EUCLIDEAN SPACE R n 
Notation. Let ~R denote a class of all the SSM with X inputs, ¢ outputs 
and o) states where X, ¢, ~o are fixed. 
We assume that SSM are given over the field R of real numbers and that 
>~ 2, ¢ >~ 2 (for co = 1 or ¢ = 1 the reduction problems are trivial). 
Every machine M ~ 9)l is given by the matrices M(y~ 1 x~) with elements 
mij(y~ [ xk). For the class 99l, choose a linear ordering on the set of all pairs 
(l,j). Hence every M e 9)l can be given equivalently by ordered sets 
M(k , i ) , k~ 1, X, i ~ 1, ~o 
where 
M(k, i): = {mi~(y~ I xk):j ~ 1, w}, l e 1, ¢ and (i,j) > (l,j) 
implies mi~ ( Yt [ x~) > mij( yz I xk). 
Elements of M(k, i) are not independent since their sum must be 1. Hence, 
one element can be eliminated. Determine that it will always be the last 
element of M(k, i). Eliminating the last element, we get the (ordered) set 
M(k, i). 
Denote 9~(k, i) = {M(k, i): M E 9~}. Now we can define in the natural way 
functions f~.i : 9)~(k, i) --~ R~'¢-1; the function f~,i maps M(k, i) ~ ~(k ,  i) 
into R~°'*-I; by setting the mth coordinate of R ~°'¢-1 equal to the ruth element 
of M(L i). 
Notation. Let us denote 29V(k, i): = f~,i(9~(k, i)), ~gV(k, i) C R ~'~-1. 
The functionf~,i is clearly a bijection between 9X(k, i) and 5a(k, i). Further, 
every ~(k,  i) is the convex hull of the set of following vectors 
(1 ,0 ,0  ..... 0) ,(0,1,0, . . . ,0) , . . . , (0 ..... 0,0,1),  and (0,0,0,. . . ,0),  (2.1) 
'@--1 o.~ "@--I o9.¢--I (o.@--I 
since all the elements in M(k, i) are nonnegative and their sum is less than 
or equal to 1. Vectors (2.1) are affinely independent. Hence, ~9°(k, i) is a 
(~ • ¢ - -  1)-dimensional simplex in R °~'¢-1. Every simplex is a convex poly- 
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tope and thus a bounded intersection of a finite family of closed halfspaces. 
Therefore ~9~(k, i) ~ ~ '~-~ and 0 < A~'¢-~(5~(k, i)) < +oo.  For some 
details about convex polytopes ee Griinbaum (1967). In fact, it is the desired 
positivity of the Lebesgue measure of 5~(k, i) why it was necessary to eli- 
minate some coordinates. 
The introduced concepts will be illustrated by the following 
EXAMPLE 2.1. 
Every machine M e 9Jl can be given by matrices 
Let 9X be the class of SSM with X = 1, ¢ - 2, ~o = 2. 
x,), m~2( y~ 
xi), m~( y 1 
xi), m~(y~ x~)~ 
x~), m~(y~ xl)]" 
(ml~(YI 
M(y2 [ x~) = (m~(y2 
\m~l(y~ 
x~)~ 
x~)]' 
Define a linear ordering on {(1,j)}: (1, 1) < (1, 2) < (2, 1) < (2, 2). Then 
every machine M e 9Jl can be given equivalently by ordered sets M(I,  1) = 
{mll(Yl I xl), m~2(y~ ] x~), mn(y 2 I xl), m12(Y2 I xl)} and M(1, 2) = {m21(y ~I Xl), 
m22(Yl Ix1), m21(y2 Ix1), m22(y2 I xl)}. The elements m12(y 2 I xi), m22(Y2 I xl) 
are eliminated.f, a : ~R(1, 1) --~ Ra,f~.2 : 9X(1,2) --~ R 8. ~(1,  1) = ~'~(1, 2) = 
cony ((1, 0, o), (o, 1, o), (o, o, 1), (o, o, o)). 
DEFINITION 2.1. Designate throughout the remainder of this work 
n: = X " ¢ " oJ • ~o -- X " co. For 9X, choose a linear ordering 0 on the set of all 
pairs (k, i). Define a function a :9 ) l -+  R ~ so that for M~ 9X, a(M) = 
l-[fk.i M(k, i) over all pairs (k, i) under the ordering 0. ( I I  denotes the 
Cartesian product.) Define ~:  ~ a(gX), ~ C R% 
Clearly the function a is a bijection between 9J~ and ~,o~. Further ~ = 
17I ~(k,  i) over all pairs (k, i) under the ordering (9. Because of the bijection a, 
we do not usually distinguish between ~R and .50, for example, we speak about 
the set ~ of SSM. 
is the Cartesian product of the simplices :~(k, i). Hence ~ is closed, 
~ ~n, and 0 < A~(Y) < ~.  
3. THE POLYNOMIAL D 
THEOREM 3.1. Given the class 9J~, then there exist ~o pairs (vi , ui) and a 
machine Me ~ for which the vectors hM(v~l ui) are independent, i.e., for 
which dim L M = w. 
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Proof. For the pairs (v i ,  ui) choose 
(h, ~), (Yi, Xl), (Y iY i  , x~xi) .... , (Yi  "" Yl  , xi "" xi). 
at-1 o.~-.-1 
For the machine M choose any M e ~ such that 
M(y~ Ix1) = diag(m~, m~ ,..., too,) and 
Then 
i @ j ~ m i =/= mj .  
hM(YI "" Y~ I x,  "" x~) ~ (M(y~ I Xl))k'q = " • (3.1) 
The vectors (3.1) form for k = 0, co - -  1 Vandermonde determinant with 
the value 
1-[ - # 0. 
~ ~>i>/c >_--i 
Therefore vectors (3.1) for k = 0, 1,..., ~o - -  1 cannot be dependent. | 
h~( v l u), M E ~J~ is a vector function defined on ~Jl, h i (v  [ u): 9X -+ R% 
Given the class 5 P, for x ~ 5 p define h~(v ] u): = hU(v ] u) where M ~ a-l(x). 
h~( v f u) is a vector function defined on ~9 v, hz(v I u): S ~ ~ R% Each coor- 
dinate of h~(v [u) is a polynomial defined on 5 p and its domain can be 
naturally extended to the whole R% Hence, also the vector function h~(v f u) 
can be extended to the whole R ~ and is then denoted as/~(v 1 u). 
DEFINITION 3.1. The function D: R n --~ R is defined by 
D == I [/~(~ [ ;~),/;~(Yl [ xl),..., [z~(y~...y~ I x~ ... x~)] I (3.2) 
~-1 w- -1  
where (3.2) denotes the determinant with columns/~(" I ")- 
The vectors 
/;~(h 1 ;~),/~(Yl I xl) .... , f~(Y~'"Y~ I x~.. .  x~) 
~o--1  o>-1  
are dependent if and only if D(x) = 0. It  is clear that D is again a polynomial 
on R ~. This polynomial plays an essential role in this work as we shall see. 
COROLLARY 3.1. The polynomial D is not identically zero on R% 
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Proof. Choose the machine M of the proof of Theorem 3.1. Then 
D(a(M)) # O. 
Notation. Designate ~9°(dim < w), .Y(dim = co) the set of all the x ~ 5: 
for which dimL ~ < ¢o, d imL ~ = w, respectively. Further denote 5:(~1), 
5:(~2), 5:(~3) the set of all the x e 50 for which there exists a solution of 
the Reduction problem 1, Reduction problem 2, Ott's problem, respectively. 
One can prove that ~P(~I) C ~(~2)  C ~(~3) .  
Remark 3.1. In order that x e 5:(dim < ¢o), it is necessary that D(x) = O. 
Hence 5:(dim < co) C {D = 0} n 50 where {D = 0}: = {x a R~: D(x) = 0}. 
Given x e 5:, as shown in Section I, dim L • < co is a necessary condition for 
the existence of the solution of the Reduction problems 1 and 2 and for Ott's 
problem. Therefore 
5:(~1) C o~(~2) C 5"~(-~'3) C g,~(dim < co) C {D = 0} n ~.  
DEFINITION 3.2. In a topological space X, a subset E C X is said to be 
nowhere dense if the closure E of E contains no nonvoid open set. 
The following proposition holds: E is nowhere dense in X if and only if 
every nonvoid open set in X contains a nonvoid open set disjoint from E. 
Properties of the set {D = 0} play an important role also in our other 
considerations. 
THEOREM 3.2. The set {D = 0} is (i) closed, (ii) Borel set, (iii) nowhere 
dense in R ~. 
Proof. (i) D(xl ,..., x~) is a polynomial, i.e., a function continuous in 
every x e R ~. Therefore the set {D = 0} contains all its limit points and is 
closed. 
(ii) D(x 1 ,..., x~) is a continuous function, hence Borel measurable, 
so that {D(x  I , . . . ,  Xn) = 0} = {D(x 1 ..... x,) ~ 0} n {D(x 1 ..... x,) ~ 0} is 
in ~.  
(iii) D(x 1 ,..., x~) is a polynomial, hence it can be expanded in every 
point x e R ~ in a Taylor series which converges in the whole R ". Assume 
that (iii) does not hold. Then the set {D = 0}, which is by (i) closed and 
therefore identical with its closure, contains a nonvoid open set G. But this 
implies that for an arbitrary x ~ G, all partial derivatives of the polynomial 
D(xl ,..., x~) are equal to zero in the point x and thus the Taylor series of the 
polynomial D(xl ,..., x~) with the center x is identically equal to zero hence, a 
contradiction. | 
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Our objective is to show that A'({D : 0}) = 0. 
DEFINITION 3.3. Given any set E C X × Y and any point x s X, the 
subset E~ : = {y: (x, y) e E} of Y is called the section of E at x. 
We also need the classical product measure theorem: 
THEORrM. Given (X, ~', tz), (Y, if, v) two a-finite measure spaces, let 
K be the product measure defined on the product a-field o~.  ft. Then for all 
A ~ .~ • if, v(A~) is ~--measurable and tz(A~) is ~-measurable; and 
[For further details see Kingman and Taylor (1966).] 
THEOREM 3.3. Let P(x 1 ,..., x~) be a nonzero polynomial in R m. Then 
~m({p = 0)) = 0. 
Proof. We use the induction by m. The first step, AI({P = 0}) = 0, is 
obvious since the polynomial P(xa) has only finitely many roots. Assuming 
that the theorem holds for m --  1, we prove that it holds for m. 
Denote N: = {x~ :P (x  I ,..., Xu~) ~- 0}. N is the set of those x~ for which 
P(x 1 ,..., x~) is identically zero. Let {Ai} be a monotonically increasing 
sequence of closed intervals Ai in Rl(x~) so that Ai j' Rl(x~). Designate 
N(Ai): = Nn Ai .  
N(Ai) contains only finitely many points x~ for each i. Indeed, assume the 
contrary, i.e., infinitely many points. A~ is a compact set in the metric space 
Rl(x~) hence, A i has the Weierstrass property, i.e., every infinite subset of 
A i has at least one limit point. Therefore, there exists a limit point ~ of the 
set N in A i .  Further £,~ e N by the same argument as in Theorem 3.2. (i). 
But then all partial derivatives of the polynomial P(x 1 ,..., x~) are equal to 
zero on the hyperplane xm = ~.  Thus, the Taylor series equals zero in 
each point of this hyperplane, hence P(x 1 ,..., x~) ~ O, which is a contra- 
diction. 
Therefore ;~I(N(Ai)) = 0 for each i and since N(Ai) ~ N, we have )~I(N) = 0 
by continuity of the measure. 
= fu A~-a({P = 0}~,,) d)O(xm) 
+ f~l(~)_~ h -l({P = 0}~,~)dh;(x~). (3.3) 
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The first summand in (3.3) equals zero since AI(N) ~ 0, the second one 
equals zero by our assumption. Hence A~({P = 0}) --~ 0. | 
THEOREM 3.4. The sets ~9°(dim < oJ), S~(dim = co) are Borel sets in R ~. 
Further A~(~(dim < ~o)) = 0, ;~n(b°(dim - ~o)) > 0. 
Pro@ For given 5#, denote the set of all pairs (v, u) as (Y x X)*. The 
set of all ~o-tuples from (Y × X)*  denote as ((Y × X)*)% To each element 
z a ((Y X X)*) ~ we can construct a determinant D~ analogically to the 
determinant D in Definition 3.1. D z is again a polynomial on R% Then 
~9~(dim < co) = (0~{D~ = 0}) n ~9 ° for all z ~ ((Y × X)*)% {D~ - 0} E ~ 
as in Theorem 3.2. (ii), ~9 ° ~ ~ hence 1 5P(dim < co)~ ~.  
~9°(dim = co) = ~9 ° - -  ~9°(dim < w) 
therefore, ~9°(dim = oJ) ~ ~n. 
~9°(dim < ~o) C {D = 0} c3 ~9 ° and A~({D = 0}) = 0 
thus, by additivity of measure, A~(~9°(dim < oJ)) - -  0 and, because ;t~(S p) > 0, 
also A~(~(dim = co)) > 0. | 
4. SOME NULL SETS 
DEFINITION 4.1. Let d(C be a class of probability measures /z on (D, ~)  
where ~-  is a a-field of subsets of a space £2. Further let E be a member of o ~.  
E is said to be a null set relative to (£2, o ~,  ~)  if/~(E) = 0 for all/z ~ ~f'. 
I f  E is a null set relative to (£2, o~, ~g() and the choice of elements from £2 is 
governed by the probability/z, where/z is any element of JY', then there is no 
chance of getting an element from E. 
DEFINITION 4.2. Let (£2, ~ , /~)  be a measure space and f :X2--~ R+* a 
nonnegative,/~-integrable function. Then v(E): = fe f  dt*, (E ~ ~)  defines a 
measure v on (£2, Y )  and the function f is referred to as a density of v with 
respect to/z, written also v = f/x. 
DEFINITION 4.3. Let (£2, Y , / z )  be a measure space. A measure v on 
(£2, ~-) is said to be absolutely continuous with respect o/z, (v ~ 1 z) if v(E) = 0 
for every E in ~" with/z(E) = 0. 
PROPOSITION 4.1. Let (£2, ~' , /z)  be a measure space and i ~ is a-finite. 
1 ((y X X)*)°J is countably infinite. 
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Then the following statements are equivalent: 
(i) v~,  
(ii) v has a density f with respect o tz, f is uniquely ix-almost everywhere 
defined. 
For further details see Kingman and Taylor (1966). Using these concepts 
we can formulate the following 
THEOREM 4.1. Let ~ be a probability measure on ( c,~, ~ c~ ~9 ~) which is 
absolutely continuous with respect to ~t ~ where ~t n is the restriction of A s to 
(~n n 5P). Then v(St(dim < ~o)) = 0, i.e., ~°~(dim < ~o) is a null set relative 
to ( 2P, ~ c~ ~,  ~)  where d is the class of all the probability measures which 
are absolutely continuous with respect to ~t '~. 
Remark that by Proposition 4.1, the class ~ is a very large one. 
The proof is obvious using Theorem 3.4 and Definition 4.3. 
The foregoing theorem uses the property of the set ~9°(dim < co) being 
a member of ~ ,  so that A n can be incomplete. However, an investigation 
of more complicated sets, as for example ~9°(~1), ~9°(~2) and ~(~3) ,  
requires a complete measure. 
T~IEOREM 4.2. Let ~ denote the class of Lebesgue measurable sets in R n and 
)t n denote now the (complete) Lebesgue measure on (R n, ~n) .  Let v be a proba- 
bility measure on ( c¢, c~ c3 ~)  which is absolutely continuous with respect to 
~t ~ where ~t ~ is the restriction of A ~ to ( ~,~ r3 ~'~). Then v(~9~(~l)) = v(~9°(~2)) = 
v(~9°(~3)) = 0, i.e., the sets ~,cp(~l), ~(~2) ,  ~(~3)  are null sets relative to 
(~9 o, ~n c~ ~9 °, ~(') where ~ is the class of all the probability measures which 
are absolutely continuous with respect o ~t '~. 
Again, by Proposition 4.1, the class S is very large and important. 
Proof. ~n is a complete measure too. Thus ~(~9°(dim < m)) ~ 0 and 
~(N~) C SO(dim < ~o) implies ~(~(~) )  ~- 0 where i = 1, 2, 3. The 
results now follow from the Definition 4.3. | 
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