We present the implementation of a variational finite element solver in the HelFEM program for benchmark calculations on diatomic systems. A basis set of the form
Introduction
In the first part of this series, 1 we presented fully numerical Hartree-Fock (HF) and density functional calculations on atoms. The present manuscript focuses on diatomic molecules, which may serve as even more stringent tests of ab initio as well as density functional methods than atoms, as the methods' accuracy can be probed for multiple kinds of covalent bonds, as well as for ionic bonds and dispersion effects. As reviewed at length in ref. 2 , the history of fully numerical calculations on diatomic molecules is almost as long as that on atoms, starting with the partial wave approach of McCullough. 3, 4 The partial wave approach appears to have since fallen out of use, with the well-known programs by Heinemann, Laaksonen, Sundholm, Kobus and coworkers 5-8 relying on grid-based approaches for the angular expansion. However, it is not clear whether the partial wave approach should be fully forgotten: on the contrary, there is a strong argument for resuscitating its use. Unlike in the fully grid-based approaches (see references in ref. 2) , in the partial wave approach angular integrals can be evaluated analytically in closed form, requiring no approximations or truncations to be made in the numerical implementation beyond the choice of the singleparticle basis set. This is especially true for the two-electron integrals: as with the Legendre expansion in the atomic case, 1 the angular integrals arising for diatomic molecules from the Neumann expansion 9 can be performed analytically within the partial wave expansion, 4 indicating that such a basis is extremely convenient for calculations.
While a suitable variational re-implementation of McCullough's partial-wave approach has been reported in ref. 10 employing a basis spline approach, the calculations therein were limited to first and second period atoms and diatomic molecules, leaving it unclear whether the approach is tractable for heavier systems. As we were furthermore unable to obtain a copy of the program of ref. 10 , we decided to write a new finite element program from scratch, employing modern programming paradigms and libraries. Some omissions in the equations of ref. 10 were thereby found, as shall be described below. We have also developed faster algorithms for the formation of the Coulomb and exchange matrices, which do not appear to have been used in ref. 10 . Finally, unlike the program of ref. 10 , the present implementation is parallellized, and also supports calculations within density functional theory 11, 12 (DFT) in addition to the HF calculations of ref. 10 .
In the present work, we will thus describe the implementation of a finite element solver for HF and DFT on diatomic molecules, employing the partial wave approach originally proposed by McCullough. 3, 4 The program is called HelFEM 13 for the city and university of Helsinki where the present author is situated, and for the electronic Hamiltonian
and for the finite element method (FEM) . HelFEM is open source (GNU General Public License) and it has been written in object-oriented C++.
Several recently published open source algorithms and libraries are used in HelFEM. HelFEM is especially linked to the Libxc library, 14 which provides hundreds of local spin density approximation 12 (LDA), generalized-gradient approximation 15 (GGA) as well as meta-GGA 16 exchange-correlation functionals. In contrast, the programs by Heinemann, Laaksonen, Sundholm, Kobus and coworkers [5] [6] [7] [8] are limited to few LDA and GGA functionals; to our knowledge, meta-GGAs have not been previously available in all-electron diatomic programs.
Both pure and global hybrid density functionals are supported in HelFEM; alike the atomic calculations discussed in ref. 1, range-separated functionals are not yet supported for obvious reasons that are discussed below. Both spin-restricted, spin-restricted open-shell, as well as spin-unrestricted calculations are supported in HelFEM. As far as we know, spin-unrestricted all-electron real-space calculations on diatomics have only been reported so far by Heinemann and coworkers. 17, 18 As was discussed in part I for the atomic calculations, 1 the data layout in HelFEM is deliberately similar to what is used in typical Gaussian-basis quantum chemistry programs; this also holds in the case of diatomic calculations. Thanks to this, many functionalities, such as the DIIS 19, 20 and ADIIS 21 self-consistent field (SCF) procedure convergence accelerators have been adopted directly from the Erkale program. 22, 23 In addition, interfaces to multiconfigurational methods, 24 configuration interaction, and coupled-cluster theories 25 available in e.g. Psi4 26 or PySCF 27 could be implemented in the future. Unlike the commonly used programs for fully numerical calculations on diatomic molecules by Heinemann, Laaksonen, Sundholm, Kobus and coworkers, [5] [6] [7] [8] HelFEM calculates the Coulomb and exchange matrices in the "traditional" manner with two-electron integrals. This means that the value for the practical infinity r ∞ can be determined by the behavior of the electron density alone. Furthermore, the approach in HelFEM is strictly variational: the energies given by the program are true upper bounds to the energy computed in a complete basis set (CBS). This can be contrasted to the energies produced e.g. by the x2dhf program, 7, 8 which are typically antivariational, i.e. the energy approaches the converged value from below due to inaccuracies in the potential. Because, for instance, the HF energy is an upper bound to the energy of the many-electron wave function, it is clearly beneficial if the HF energy itself is also estimated variationally by the numerical approach. Although both numerical approaches give the same solution at convergence, 28 variationality makes it easier to establish convergence to the basis set limit.
Furthermore, the approach in HelFEM guarantees smooth and rapid convergence of the SCF procedure without the need to adjust relaxation parameters as in x2dhf. An initial guess wave function or orbital symmetries are also unnecessary in HelFEM, unlike for x2dhf or the program by Heinemann and coworkers; this again greatly simplifies running calculations. Finally, unlike the finite difference approach used in x2dhf where smaller grid spacings radically increase the number of steps to solution, the speed of SCF convergence in HelFEM is not affected by the size of the basis set. Although the diagonalization cost is affected by the use of a larger basis set, it is not rate determining in our calculations.
The layout of the article is the following. Next, in the Theory section, we will present all the equations that are necessary for a finite element implementation of the partial-wave approach for diatomic molecules, as well as present a novel adaptive approach for choosing the basis set cost-efficiently for diatomic calculations. The Theory section is followed by a Computational Details section, which describes the present implementation and details various convergence parameters that were used for the calculations. The Results section shows three applications of the novel program: the calculation of restricted open-shell HF (ROHF) limit ground state energies of 70 diatomic molecules from refs. 29 and 30 that range from the 1 st to the 4 th period, the finite field electric properties of the BH and N 2 molecules at the HF limit, and the atomization energy of N 2 with HF, as well as LDA, GGA, and meta-GGA functionals. The article ends with brief Summary and Conclusions sections.
As the article relies on knowledge on the finite element approach that was presented in the first part of this series, 1 it should be read first. Atomic units are used unless specified otherwise. The Einstein summation convention is used, meaning summations are implied over repeated indices.
Theory

Coordinate system
Modified prolate spheroidal coordinates (µ, ν, φ) due to Becke 31 (see illustrations in ref.
2) are used:
where, for convenience, we have defined the half-bond distance
to avoid carrying various fractions in the equations. In equation (5), R is the internuclear distance, the two nuclei Z A and Z B being thus placed at (0, 0, −R h ) and (0, 0, R h ), respectively. The distances of a point from the two nuclei and from the origin can thereby be written as
respectively, while the spherical polar angle cos θ = z/r can be written as
As was discussed in ref. 2 , isosurfaces of µ approach spheres for large values of the coordinate. This can also be seen from equation (8): for large values of µ, the distance from the origin approaches
the same limit is also achieved when R → 0, in which case the usual spherical polar coordinate system is obtained. 9 Thus, by convention, the value of the practical infinity r ∞ is typically chosen in fully numerical diatomic calculations in the same way as in atomic calculations, that is, by specifying the radius of a large sphere centered at the origin, which encloses the system. The corresponding µ value can then be obtained as
which yields a simpler approximate form
Calculations in the curvilinear coordinate system defined by equations (2), (3) and (4) will require knowledge of the scale factors
These are straightforwardly obtained as
The volume element is then obtained as
Identifying the angular element of the spherical polar coordinate system dΩ = sin νdνdφ,
over which the spherical harmonics are orthonormal, the volume element is obtained in the final form
Comparing equations (6), (7) and (22), it is seen that the volume element contains the factor r A r B , which is the reason for the good performance of the prolate spheroidal coordinate system. Nuclear attraction integrals are smooth and have no singularities, as the r
−1
A and r
B terms arising from the attraction of the two nuclei are canceled by a factor in the volume element. In addition, as discussed in ref. 2, the presently used coordinate system is especially nice for fully numerical approaches, as exponential functions exp(−ζr A ) or exp(−ζr B ) turn to Gaussians in the (µ, ν, φ) coordinates near the nuclei, thereby lacking cups that would be difficult to represent numerically.
Basis set
As in atoms, in diatomic molecules orbitals block by the m quantum number:
Thus, a basis set is adopted in the form
where Y m l are complex spherical harmonics, and B n (µ) are one-dimensional finite element basis functions, which are commonly known also as shape functions. The functions B n (µ) are piece-wise polynomials that are non-zero only within a single element µ ∈ [µ start , µ end ]; see ref. 1 for more information on the approach. In analogy to the atomic case discussed in part I, 1 despite complex basis functions, all the matrices in HF and DFT calculations end up being real -even in the presence of a parallel magnetic field 32 -unless special approaches are used.
33-38
The angular parts of matrix elements in the basis defined by equation (24) can be evaluated in closed form, 4, 39 and most matrix elements will vanish by symmetry, as will be seen later on in the manuscript. As in the atomic case, the same radial grid is used for all angular momentum channels, as it greatly simplifies the implementation; the total number of basis functions again being given by the number of radial functions times that of angular functions.
One-electron integrals
As the volume element includes a cos 2 ν factor, the angular basis set will not be orthonormal in contrast to the atomic case: in addition to the diagonal coupling from (l, m) to (l, m), the overlap matrix also includes couplings to (l − 2, m) and to (l + 2, m). As angular integrals over cosines will appear here and there, we define a cosine coupling coefficient as
where the case n = 0 yields the Kronecker delta symbol δ l1l2 . The cosine factors encountered in the present work can be expanded in spherical harmonics as 
and thus the values of δ n l1l2 can be evaluated easily from Gaunt coefficients
as discussed in ref. 40 . Note that we use an asymmetric definition for the Gaunt coefficient in equation (31) , as discussed in part I of the present series.
1
All the necessary Gaunt coefficients are precomputed and stored in memory at the start of the calculation. Note that unlike the atomic case, in which the angular expansion is always limited, the angular momentum l may attain large values in the partial wave expansion for diatomic molecules: for instance, the calculations on Cu 2 and CuLi in the present work used expansions up to l = 46. Although elegant schemes for the sparse storage of Gaunt coefficient tables have been discussed in the literature, 41, 42 in the present case only a small subset of m values is needed -from m = 0 for σ orbitals to m = ±3 for ϕ orbitals -and so a simple dense cubic array storage scheme [(l 1 , m 1 ), (l 2 , m 2 ); (L, M )] is sufficient for our work.
Overlap
Defining the radial integrals
the overlap integral can be written as
li,lj δ mi,mj .
The radial integrals are computed using Gauss-Chebyshev quadrature as detailed in part I, 1 and integration over µ = [0, ∞) is again implied for brevity in the equations.
Kinetic energy
Also the kinetic energy is simple. The Laplacian is given by
in full agreement with Artemyev et al. 10 Knowing that the spherical harmonics satisfy
the Laplacian (equation (37)) of a basis function yields
in agreement with McCullough. 39 Thus, the kinetic energy matrix element becomes
Finally, the first term can be symmetrized by invoking integration by parts, as in the atomic case discussed in part I, 1 yielding the kinetic energy matrix elements in the final form
where we have defined the radial integral
The examination of equation (42) shows that the kinetic energy density diverges for µ → 0 for m = 0. This means that non-σ states must vanish at µ = 0
Unlike the atomic case discussed in part I, 1 the used radial basis set must then depend on the value m. However, equation (45) can be satisfied in the finite element implementation as described in ref. 1 by removing the first shape function of the first radial element for basis functions with m = 0, which is easily done in the C++ program.
Nuclear attraction
As was stated above in section 2.1, the nuclear attraction integrals become easy for quadrature in the prolate spheroidal coordinate system, as the singularities at the nuclei are canceled out by factors in the volume element. The nuclear attraction integral is
from which the integral is obtained in final form as
Radial moments
Radial moments of the density about the nuclei can be calculated using
and
from which
In equations (49) to (55) , the upper sign corresponds to placing the origin at the left-hand atom A at z = −R h , while the lower sign corresponds to placing the origin at the right-hand atom B at z = R h . The radial expectation value with respect to the origin at the geometrical center of the molecule is
Electric field
The orbitals block by m even in the presence of an electric field parallel to the molecular bond, i.e. in the z direction; the analogous case for magnetic fields is discussed in ref. 32 . The z component of the dipole operator is given by
The zz component of the quadrupole operator is
which has the matrix element
The nuclear contributions to the electric dipole and quadrupole moments are
Equations (57) and (64) are with respect to the origin; moments with respect to other origins such as the center of mass or center of charge are deferred to future work.
Two-electron integrals
The two-electron integrals
can be readily evaluated with the help of the Neumann expansion, as was originally pointed out by McCullough; 4,39 the same approach has also been used in refs. 10 and 43, for example. As has been discussed by Ruedenberg (equation 4.13 in reference 9), the Neumann expansion of r −1 12 is given by
where
are associated Legendre functions of the first and second kind, respectively. Note that equation (66) contains Legendre functions in two places: first, explicitly shown with the argument cosh µ ≥ 1, and second, inside the spherical harmonics with the more familiar branch |cos ν| ≤ 1. The evaluation of the functions for the former case is not as well known, but can be readily accomplished with software libraries described in the literature. [44] [45] [46] In the present work, the library by Schneider and coworkers is used for the evaluation of the Legendre functions in cosh µ.
45,46
The Neumann expansion is analogous to the Laplace expansion that was used for atomic calculations in part I, L (cosh µ) diverge at µ = 0 but go to zero for µ → ∞. Note, however, that in contrast to the atomic case where the integrand only depends on L, the diatomic integrals also depend on M , indicating a more costly approach: even though the usual spherical polar coordinate system is obtained by letting R → 0 in a diatomic calculation, 9 the diatomic two-electron interactions still require more work than the atomic calculations presented in part I.
1
Substituting the Neumann expansion (equation (66)) into equation (65) yields
From here, we see that we must have
in order for the integral to be non-zero; the very same condition was obtained also in the atomic case in ref.
1. Furthermore, the angular momentum algebra places limits on L as in the atomic case as
However, the cosine factors in equation (67) extend the range of the coupled angular momentum by two in each direction compared to the atomic case, yielding
again signifiying more work than in an atomic calculation. The final condition for the integral to be nonzero
Equations (68) to (72) truncate the infinite sum in equation (67) to a finite number of terms:
are primitive integrals, and we have defined a modified Gaunt coefficient as
to account for the cos 2 ν terms. By employing equations (27) and (31), the modified Gaunt coefficient in equation (74) can be written in terms of the usual Gaunt coefficients as
Primitive integrals
The primitive integrals used in equation (73) are defined as
which alike the atomic case can be specialized into two cases: one where all four functions are within the same element, and another where i and j are in one element and k and l are in another. Note that the expression corresponding to equation (76) (73), four sets of primitive integrals corresponding to (αβ) = (00), (02), (20) , (22) are needed, again increasing the amount of work compared to an atomic calculation, with the possible values for L and M ranging from L = 0, . . . , 2 (l max + 1) and |M | = 0, . . . , 2m max , where l max and m max are the largest values of l and m in the basis set.
Like in the atomic case, most of the two-electron integrals in big calculations arise from interelement integrals, which are written in the factorizable form
where we have assumed that the element containing ij is farther from the origin than the one containing kl.
As in the atomic case, the factorization in equation (77) can be used in the Coulomb and exchange matrix algorithms. Also alike the atomic case, the intraelement integrals are evaluated in three steps:
where equation (78) is computed in slices in analogy to the atomic treatment. Note that in the last step, i.e. in equation (80), both ij ↔ kl and α ↔ β are interchanged.
Coulomb matrix
The evaluation of Coulomb and exchange matrices can be sped up significantly by employing the same techniques as in the atomic case of part I. 1 This has also been recognized early on by McCullough. 39 The Coulomb matrix is given by
Substituting the expression for the two-electron integrals (equation (73)) into equation (81) one obtains
where M is defined by the constraint in equation (68), and L min and L max are defined by equations (70) to (72) . Because the primitive integrals I αβ,L|M | ij,kl only depend on the radial part and the compound index L|M |, one can form the Coulomb matrix efficiently in three steps, analogously to the atomic calculations discussed in part I. 1 The key here is to form radial helper matrices by summing over the angular contributions as
contract them with the primitive integrals to yield radial-only Coulomb matrices
and last, unroll the radial-only Coulomb matrices into the full Coulomb matrix as
The factorization of the interelement integrals can be used in equations (85) and (86) to yield further speed improvements, whereas the contraction of intraelement integrals can be done by matrix-vector multiplication.
Exchange matrix
For the exchange we have
which can also be made more efficient by summing over the angular parts of il. However, while a single expansion over L and |M | sufficed for the Coulomb matrix, in the case of the exchange matrix, the expansion has to be performed for all jk, making the calculation significantly more expensive. As in the atomic case, the factorization of the interelement integrals can be used to make the algorithm scale better, while the intraelement contractions can be made faster by storing a permuted set of the integrals in memory, allowing the use of matrix-vector products.
DFT
The implementation of DFT is exactly the same as in the atomic case discussed in part I; 1 only the scale factors given in equations (15) to (17) are different. As in the atomic case, Gauss-Chebyshev quadrature is used in the ν direction, whereas an equidistant grid is used for φ. We have chosen n ν = 4l max + 12 and n φ = 4m max + 5 as the default values for diatomic calculations, where the two extra points in the ν quadrature compared to the atomic calculations have been added due to the cos 2 ν factor in the volume element.
As was discussed for the atomic case in part I, 1 popular functionals such as CAM-B3LYP; 47 
in the exchange contribution, where the weight function is chosen as
Implementing the aforementioned functionals in the present approach would require a Neumann expansion for equations (89) and (90) alike equation (66) . As was mentioned in part I, 1 we are not aware of suitable expansions even for the simpler atomic case, but such expansions could be pursued in future work.
Integral couplings
Having formulated expressions for all the integrals, it is useful to study the couplings between the different angular blocks that have been summarized in table 1. In contrast to the atomic case, where all one-electron operators were diagonal in l in the absence of electric fields, now only the kinetic energy is diagonal, while everything else contains couplings between different l blocks in the basis set.
Matrix type
Value of l coupling to l Radial elements dependent on l Table 1 : One-electron integral couplings.
The wave function for one-electron systems in the absence of electromagnetic fields is determined by the overlap, kinetic and nuclear attraction matrices. Although the overlap and nuclear attraction matrices contain couplings between the various l channels in the basis set, their matrix elements are independent of l: the (l = 0, m; l = 0, m) block has the same elements as the (l = 2, m; l = 2, m) block. Also the dipole and quadrupole matrix elements are independent of l.
In contrast, while the kinetic energy operator does not couple different values of l, its matrix elements are l-dependent, higher l blocks carrying higher kinetic energy, as seen from equation (43) . This can be understood by the form of the basis set: higher values of l correspond to variation at finer scales, which carry higher kinetic energy. Although the two-electron integrals also carry dependence on the angular momentum, this analysis shows that the convergence of a calculation is mainly determined by the kinetic energy.
Choice of basis set
The CBS limit can be achieved in principle by systematically expanding the basis set towards larger and larger values of l for all the values of m included in the basis set. In addition to the angular basis set, one must also converge the radial basis set, which implies another truncation parameter. Although it is very well possible to converge a calculation to the basis set limit by running a large number of SCF calculations at increasing numbers of partial waves and radial elements, this approach quickly becomes laborious, not to mention overtly costly for heavier systems. Furthermore, as the coordinate system depends on the bond length, in principle the basis set should be converged separately at each geometry for every system.
The geometry dependence of the basis set requirements is easy to understand by the following argument. Take a diatomic molecule with nuclei Z A and Z B separated by R. As has been discussed above and in ref. 9 , letting R → 0, the prolate spheroidal coordinate system approaches the spherical polar coordinate system. This means that the diatomic calculation will approach an atomic one for the compound nucleus Z = Z A + Z B . The angular expansion in atomic calculations is extremely compact, as discussed in the first part of this series:
1 for instance, the exact HF ground state of all atoms from hydrogen to calcium is achievable with just four angular functions -Y -barring symmetry breaking effects. However, while the angular expansion becomes more compact when R → 0, a heavier atom is also obtained at this limit, meaning that a larger radial grid must be employed. Thus, in order to reproduce potential energy surfaces, the radial grid should be converged at the smallest internuclear distance, whereas the angular grid should be converged at the largest internuclear distance.
Still, perhaps the worst feature of the naïve approach of running SCF calculations with larger and larger basis sets is the lack of estimates for the accuracy of any single calculation. The utility of the present approach would be greatly increased were there a way to easily choose a basis set for a given nuclear geometry with some degree of control over the resulting accuracy. The radial and the angular grids should be chosen in as balanced a way as possible to yield the best possible accuracy with the least number of basis functions, while minimizing the number of costly SCF calculations.
It is easy to see that the partial wave expansion should not be the same for all values of m: the deepest and most compact orbitals are the 1s core orbitals, which yield σ orbitals in the diatomic case. Atomic p orbitals yield two π orbitals (m = ±1) and one σ orbital; atomic d orbitals yield two δ (m = ±2) and π (m = ±1) orbitals and one σ orbital; and atomic f orbitals yield two ϕ (m = ±3), δ (m = ±2), and π (m = ±1) orbitals and one σ orbital, all of which are less compact the 1s σ orbital. Because higher values of l correspond to finer spatial resolution, it is obvious that the number of partial waves should be highest for the σ orbitals, and decrease in increasing |m|; this is also evident from the divergent m 2 / sinh µ term in the kinetic energy, see equations (42) and (43) . Thus, significant savings in the necessary number of basis functions can be expected by the use of a non-uniform angular grid, at no cost to the accuracy of the calculation. Unfortunately, decoupling the number of partial waves in every |m| channel introduces further parameters that need to be optimized, as instead of a global cutoff value l max one now has to optimize the partial wave cutoffs l |m| for |m| = σ, π, δ, ϕ in unison. It is imaginable that an adaptive approach could be formulated for the choice of the basis set. The determination of the radial grid would be analogous to the atomic case, for which for both h-adaptive 54 and p-adaptive 55, 56 approaches have been presented in the literature, while the sufficiency of the angular grid could be determined by determining the orbital gradient for rotations into angular functions not included in the current basis set. However, unless the occupations in each |m| channel are predetermined, the use of the Aufbau principle in the SCF calculation may result in incorrect occupations if the angular basis set l |m| is unbalanced. For instance, the use of an insufficiently large l π value may result in π orbital energies that are much too high, leading to σ orbitals being occupied by the Aufbau principle, instead. It is thus apparent that the adaptive basis set should be determined for a preset number of orbitals in each |m| channel, but this would then require additional user interaction.
Instead of using an adaptive approach relying on SCF calculations as described above, we have found a simple and elegant solution to the problem of basis set selection via a single-particle proxy approach. Because higher l values express smaller and smaller details in the wave function -especially close to the nuclei -it makes sense to simply study the convergence of the wave function close to the nucleus, which can be approximated by the one-electron part of the Hamiltonian operator, i.e. the core Hamiltonian. In analogy to completeness-optimization, 57,58 both the radial and the angular basis set can be determined for any system at any geometry by studying the convergence of a proxy for the molecular energy
upon the addition of more radial elements or partial waves, where
are the eigenvalues of the core Hamiltonian H 0 = T + V . In order to maintain a balanced description, the addition trials increase the number of radial elements or partial waves by two, as in homonuclear systems the orbitals block by gerade/ungerade parity, which correspond to even/odd-numbered partial waves. As orbitals for m = ±|m| are fully degenerate for the core Hamiltonian, it suffices to only consider the states with m ≥ 0 in the optimization.
The proxy corresponds to the one-electron part of the HF or DFT energy, and differs from the full energy by the interactions of the electrons. These omitted interactions extend the orbitals near the core, implying that the proxy may overestimate the necessary number of partial waves for the description of the wave function at an estimated accuracy ∆. Note that although hydrogenic orbitals (eigenfunctions of H 0 ) are notoriously bad for chemistry, as they are typically both too compact due to the neglect of electronic repulsion effects, as well as quickly become too diffuse to yield needed flexibility in the molecular core and valence regions, 59 this is not a problem in the present approach as a predetermined r ∞ poses limits on the diffuseness of the orbitals, and as the dimension of the basis is not affected by the diagonalization of the core Hamiltonian. For more discussion on the core guess and for an alternative one-electron guess that could also be used as a proxy for basis set completeness, see ref. 60 .
Importantly, unlike an SCF based procedure for the adaptive formation of the fully numerical basis set, the optimization of equation (91) requires no solution of the SCF equations, and is thereby fast to calculate; moreover, the m channels are fully decoupled so the l |m| values can be optimized separately. Furthermore, the number of occupied orbitals in each m channel can be chosen for any system simply by considering the blocks of the periodic table in which the nuclei in the calculation reside. Omitting the spin factor, in analogy to our earlier work with completeness-optimized basis sets 61, 62 we choose the number of occupied proxy orbitals to cover the whole block in the periodic table. That is, the number of occupied orbitals in each m channel is determined by counting the number of occupied shells in the individual atom, and adding 1σ for s shells, 1σ1π for p shells, 1σ1π1δ for d shells and 1σ1π1δ1ϕ for f shells. For clarity, the whole completeness-optimization procedure is shown step by step in Algorithm 1.
Despite the differences between the proxy and the true HF / DFT energy, we will demonstrate later in the manuscript that the error in the SCF energy is similar to the estimate given by the proxy energy. To our knowledge, this is the first time a non-uniform, truncated angular basis set has been used in the literature. Note especially that McCullough's approach 39 used an l max value increasing in m as l m = l max + |m| to Algorithm 1 Formation of the diatomic basis set by the use of completeness-optimization for the proxy energy. 0. Specify the molecule (Z A , Z B , R) as well as the wanted accuracy .
1. Calculate the number of orbitals in each m channel, based on the blocks of the periodic table the atoms Z A and Z B belong to, as described in the main text. For instance, Sc has 4 s shells, 2 p shells, and 1 d shell; this means adding 4 + 2 + 1 = 7 σ orbitals, 3 π +1 and π −1 orbitals, and 1 δ +2 and δ −2 orbitals for a single Sc atom.
2. Initialize the radial and angular basis sets: set the number of radial elements to N elem = 1, and the partial wave cutoff in each channel to l m = |m|.
3. Converge radial and angular basis sets for each channel m ≥ 0, by looping down from the largest |m| to 0.
(a) Calculate the current value E cur for the proxy energy, equation (91), by solving the hydrogenic orbitals and energies for the molecule (Z A , Z B , R) in the current fully numerical basis set.
(b) Add more elements to the radial basis, N elem → N elem + 2, and use equation (91) to calculate the resulting radial trial proxy energy E rad .
(c) Add more partial waves to the m channel, l m → l m + 2, and use equation (91) to calculate the resulting angular trial proxy energy E ang .
(d) Calculate the angular and radial energy lowerings ∆E ang = E cur − E ang ≥ 0 and ∆E rad = E rad − E ang ≥ 0.
(e) If ∆E rad ≥ ∆E ang and ∆E rad ≥ , set N elem → N elem + 2 and go back to step 3a.
(f) If ∆E ang > ∆E rad and ∆E ang ≥ , set l m → l m + 2 and go back to step 3a.
(g) Otherwise, the wanted accuracy has been reached for the m channel; continue with the next m value.
4. Set the angular basis for m = −|m| to that for m = +|m|: l −|m| = l |m| for m > 0.
maintain the same number of partial waves in every m channel, whereas our results show that a rapidly decreasing l m is sufficient to yield fast convergence to the CBS limit, bestowing significant speedups for the algorithm.
Computational details
The equations presented of section §2 have been implemented in the C++ language. The Armadillo library has been used for all matrix algebra, 63,64 using efficient basic linear algebra subroutine (BLAS) libraries for the matrix operations. The program is parallellized with OpenMP pragmas.
The one-electron and primitive two-electron integrals are precomputed and stored in memory at the beginning of the calculation. 5N p points are used for radial integrals; this should suffice even for the highly non-linear integrals in DFT. The storage requirements for the integrals are small, because only the auxiliary integrals are stored instead of as instead of the full two-electron integral tensor. Also, only the intraelement auxiliary integrals are stored as full rank-4 tensors, while the interelement integrals are used in factorized form that allows for faster formation of the Coulomb and exchange matrices.
Exchange-correlation functionals are evaluated with the Libxc library. 14 Unless specified otherwise, SCF calculations are initialized with the core guess, i.e. eigenvectors of H 0 = T + V , and the Aufbau principle is employed. A combination of the DIIS and ADIIS accelerators is used in the SCF procedure. [19] [20] [21] Calculations are converged to an orbital gradient i.e. DIIS error of 10 −7 , unless otherwise stated. Calculations within the fully spin-restricted, fully spin-unrestricted, as well as spin-restricted open-shell via the constrained unrestricted HF 65, 66 formalisms are supported. The orbitals obtained by full diagonal-ization of the Fock matrix by m block. As described in ref. 1, because the finite element basis set is never ill-conditioned, symmetric orthonormalization is used to construct the molecular orbital basis set, but the basis functions are normalized before the orthonormalization procedure. Although the present implementation supports the same four grid types discussed in part I for the atomic calculations, 1 a linear grid in µ ∈ [0, µ ∞ ] is used for all calculations in the present work, as the (µ, ν, φ) coordinate system already yields wave functions that are smooth enough for efficient numerical representation as was discussed in the Introduction. Following the atomic calculations of ref. 1, the calculations in the present work employ 15 th order Lobatto elements in the radial expansion, which allow for extremely fast convergence to the radial basis set limit.
Results
HF limit energies
43 first-and second-row molecules from ref. 29 , and 27 transition metal molecules from ref. 30 are studied; the molecules and their ROHF limit energies are listed in tables 2 and 3, respectively. All molecules have a wave function with Σ symmetry; that is, the net value for m for the occupied orbitals is zero in each spin channel.
The initial HelFEM calculations on NH, ScF, ScCl, ScS, TiN, CrC, MnC -, FeC, CrMn + , and VO -were found to converge to a higher-lying solution. In most cases, it was enough to rectify the occupations of the initial guess, but for ScS the occupations had to be frozen for an additional three iterations for the correct occupations to become stable in the Aufbau solution. After a manual correction to the initial guess symmetry, we were still unable to reproduce the energies reported in ref. 30 for CrC, MnC -, FeC, and CrMn + , requiring an in-depth study of these systems. We were unable to identify the proper ground state symmetry of these four molecules with commonlyused Gaussian-basis programs, which lack the possibility to enforce the full linear symmetry of the occupied orbitals. The difficult convergence, especially in the case of MnC -, is likely caused by a large number of low-lying configurations. Although the symmetries can readily be restricted in HelFEM, the reliable determination of the energy ranking of the various configurations was found to require the use of large numerical basis sets: if an insufficiently large numerical basis set was used, configurations that are wellseparated in energy in a fully converged calculation erroneously turned out degenerate.
In order to allow quick exploratory calculations, linear symmetry restrictions were implemented in the Gaussian-basis Erkale program. 22, 23 Then, by enumerating all the possible orbital occupations yielding Σ symmetry, while restricting the number of α orbitals in every m channel be at least that of β orbitals, a brute-force search for the true ground state configuration of CrC, MnC -, FeC, and CrMn + was conducted in Erkale with the fully uncontracted aug-pc-n basis sets, [67] [68] [69] [70] yielding the results in table 4. In contrast to the fully numerical calculations, configuration energy orderings are reproduced correctly by even small Gaussian basis sets, as shown by the data in table 4.
According to the data in table 4, the reference energy given for CrMn + in ref. 30 is incorrect, as the absolute energy deviates by 2.6 eV from the reference value of ref. 30 even in the fully decontracted quintuple-ζ calculation; a similar deviation was also reproduced with the quintuple-ζ aug-cc-pV5Z correlation consistent basis set. [71] [72] [73] For this reason, CrMn + was excluded from the present study. The Gaussian basis set data also show that the ROHF limit energy given in ref. 30 for MnC -is not fully converged, as the variational calculation in the Gaussian basis reproduced a lower energy than that of the fully numerical x2dhf calculation of ref. 30 .
Next, fixing the orbital occupations of CrC, MnC -, and FeC to the ground state configuration found with Erkale, it was found that the HelFEM calculations for CrC and MnC -failed to converge within 50 SCF iterations with the core guess. Further calculations in Erkale showed that the problem was caused by the bad guess, which is especially poor for heavy atoms:
60 the Gaussian basis calculations also failed to converge with the core guess. However, we have recently proposed a simple solution to this problem in ref. 60 : a good starting guess is obtained simply by using radially screened nuclear charges, which can be obtained from fully numerical calculations on atoms similar to the ones discussed in part I. 1 The superposition of atomic potentials (SAP) guess described in ref. 60 Table 4 : Energy difference ∆ between the lowest configuration and second lowest configuration for CrC, MnC -, FeC, and CrMn + found in the brute-force search with the fully uncontracted aug-pc-n basis sets (un-aug-pc-n), as well as the difference of the ground-state energy from the Gaussian calculation to the numerical reference value from ref. 30 the fully numerical calculations on these molecules converged without problems. For MnC -and CrMn + at the studied geometries, we find the fully numerical energies -1187.3240938 and -2192.3703627, respectively. These are in good agreement with the values computed with Erkale in the fully decontracted aug-pc-4 basis set: -1187.3239603 and -2192.3700339, respectively. Our fully numerical reference value for MnC -is 586 µE h lower than the one given in ref. 30 , whereas the 2.64 eV discrepancy for CrMn + suggests that the ROHF limit value of ref. 30 does not correspond to the reported charge, spin state, and/or geometry.
Excluding CrMn + and MnC -for which the literature values are incorrect, we obtain the convergence behavior shown in figures 1 and 2 for the 43 main group and 25 transition metal molecules, respectively. Both figures present results for r ∞ = 20a 0 , r ∞ = 40a 0 , and r ∞ = 60a 0 . It is clear from these results that the chosen proxy is remarkably successful in capturing the essential degrees of freedom in the basis set, as the error in the self-consistent energy is seen to follow that in the proxy within an order of magnitude until = 10 −5 , when the error starts to saturate. The error levels off because of the finite accuracy of the reference data: the HF limit energies for the main group and transition metal molecules have been given with 7 and 6 decimals in refs. 29 and 30, respectively, which were also repeated in tables 2 and 3.
As was discussed in the first part of this series dealing with atomic calculations, 1 the value for the practical infinity r ∞ = 20a 0 is too small, yielding significant errors especially in anionic systems, as can be seen from the outliers in figures 1 and 2 that do not exist in the r ∞ = 40a 0 and r ∞ = 60a 0 plots. Based on these results and those obtained for atoms in part I, 1 we tentatively conclude that r ∞ = 40a 0 should be sufficient for applications of the present method. However, the convergence with respect to r ∞ should be always checked, as loosely bound anions be extremely diffuse -especially in DFT calculations -as was discussed in the first part of the series.
1
Despite the spread in the results and the finite accuracy of the reference data, it is clear that choosing a basis with an estimated accuracy of = 10 −10 should yield energies that are converged beyond microhartree accuracy. Indeed, in some cases HelFEM reproduces variational energies that are considerably lower than the previous reference values. For instance, the best energy reported for Cl This is all the more striking, as the basis set used for the HelFEM calculation is considerably smaller than the one that was used to reproduce the value in ref. 29 . The more accurate HelFEM value was obtained with r ∞ = 40a 0 , yielding 98 basis functions in µ. In contrast, the x2dhf calculation of ref. 29 needed r ∞ = 400a 0 and 535 points in the radial µ grid to converge the energy. As has been discussed above, x2dhf uses an asymptotic expansion to calculate the Coulomb and exchange potentials, requiring r ∞ to be much larger than what it would be based on the density alone, as in HelFEM. However, since the size of the µ grid scales logarithmically in r ∞ (equation (13)), this is not a huge problem: µ ∞ ≈ 5.78 in the x2dhf calculation, compared to µ ∞ ≈ 3.46 in the HelFEM calculation, meaning that a 67% larger µ grid would naïvely suffice in the x2dhf calculation.
Instead, the main reason HelFEM yields better accuracy despite needing over five times fewer radial functions is that it uses high-order elements that afford extremely fast convergence to the radial basis set limit, as was found in ref. 1 . In addition to a more compact radial expansion by over a factor of five, also the angular expansion is much more compact in HelFEM: compared to the 295 points in ν used for Cl Tables 5 and 6 show comparisons of the basis sets to obtain results with a microhartree-level accuracy employed in refs. 29 and 30, respectively, to the r ∞ = 40a 0 , = 10 −10 basis sets used in the present work. These results are fully in line with the discussion above for the case of Cl -2 , showing that the combination of high-order finite elements and the partial wave expansion in HelFEM allow for basis sets that are more compact by orders of magnitude compared to the approach used in the x2dhf program.
Having shown that the proxy basis sets are capable of reproducing energies at the ROHF limit, for reference, updated ROHF reference values, computed in the r ∞ = 60a 0 , = 10 −10 basis set for the 70 diatomic molecules of refs. 29 and 30 are shown in table 7. In most cases, the change is but a different round-off of the last decimal; however, the changes to the ROHF limit energy of 3 SiH -and 2 Cl -2 as well as the aforementioned 1 CrMn + and 3 MnC -are more noticeable. In addition, we have repeated the calculations with unrestricted HF for the molecules for which non-singlet states were specified; these results are shown in table 8. The energy lowerings from ROHF range from 0.44 mE h for ScO to 241.6 mE h for FeC; these results were likewise obtained with the r ∞ = 60a 0 , = 10 −10 basis set.
Electric properties of BH and N 2
Next, to demonstrate further capabilities of the program, we run finite field HF calculations on the BH (R = 2.3289a 0 ) and N 2 (R = 2.068a 0 ) molecules and compare the results with literature values computed at the basis set limit from ref. 74 , complemented with unpublished data from the same work. 75 Five radial elements are used with r ∞ = 40a 0 with the angular basis l σ = 20, l π = 15 for both molecules; this yields the values in table 9. For comparison, the basis with = 10 −10 would have three radial elements and l σ = 17, l π = 11 for N 2 and l σ = 15, l π = 11 for BH at the used geometries.
For BH, the energies in table 9 match to nanohartree-level accuracy. The dipole and quadrupole moments only disagree in the fifth and sixth decimals, respectively, again indicating an excellent level of agreement. What makes this remarkable is that ref. 74 employed 349 points in ν and 643 points in µ with r ∞ = 200a 0 , whereas the calculations in the present work employ but 21 σ waves and 15 π waves, and 70 shape functions in µ with r ∞ = 40a 0 . That is, we obtain excellent accuracy despite having used over two orders of magnitude fewer parameters (a factor of over 150) for the wave function, in line with the results that were obtained above in section 4.1 for the field-free case.
For N 2 , the energies again agree to nanohartree-level accuracy, whereas differences in the dipole and quadrupole moments are now seen already at the fourth and fifth decimals, respectively. Ref. 74 employed an even larger grid for N 2 than for BH: 841 points in µ and 445 points in ν, whereas the present calculations only use the same small number of parameters as for BH. Again, a reduction of over two orders of magnitude is achieved, underlining the power of the present approach.
Employing the data in table 9, we obtain the polarizabilities 22.561246 and 22.560787 for BH and 14.950727 and 14.949617 for N 2 , employing the two-point
and four-point
stencils, respectively. These results compare favorably with the literature values 74 22.560640 for BH and 14.9512154 for N 2 : the discrepancy for the four-point value for BH is at the sixth significant number -well within the estimated numerical error bounds -whereas for N 2 the discrepancy is already seen at the fifth significant number, still yielding good agreement.
Atomization energy of N 2
As a final demonstration, we study the convergence of the atomization energy Table 8 : Unrestricted HF energies for the main group and transition metal systems obtained with the corresponding r ∞ = 60a 0 , = 10 −10 basis set, using the geometries and spin states given in tables 2 and 3.
BH, R = 2.3289a 92 Such a procedure results in significant error cancellation: the largest error in the total energy for both the individual atoms and the molecule arises from an incomplete description in ν of the core region, which requires many partial waves to converge fully. By computing the atomic energies in the same basis set, the errors arising from the core region cancel out almost perfectly.
The results with this method are shown in table 10, highlighting excellent, monotonic convergence for all methods. Note that unlike figures 1 and 2, table 10 does not contain values for arbitrary values of , as the estimated error in the proxy energy may decrease by several orders of magnitude per step: for example, the = 10 −3 basis is the same as the = 10 −4 basis. The atomization energy evaluated with the fully numerical approach appears to be converged to 0.1 meV accuracy with all methods except MS2 and MS2h, for which convergence is slightly poorer; this can likely be attributed to the MS2 exchange functional being numerically less well-conditioned than the other functionals in the present study.
For comparison, 
Summary
We have presented a new finite element implementation of the partial wave approach for diatomic molecules in the HelFEM program 13 for electronic structure calculations with Hartree-Fock (HF) or density functional theory (DFT). HelFEM supports hundreds of functionals within the local spin density approximation (LDA), generalized gradient approximation (GGA), as well as meta-GGA approximation -including hybrid functionals -via an interface to the Libxc library.
14 The orbitals can be fully spin-restricted, spin-restricted open-shell, or fully spin-unrestricted in calculations.
We have proposed a novel way to cost-efficiently choose the fully numerical basis set for calculations on diatomic molecules by optimizing the completeness of the basis set to reproduce the lowest eigenstates of the core Hamiltonian. By applying the procedure to calculations on 70 diatomic molecules with published restricted open-shell HF limit energies from the literature, we showed that the approach is able to easily and controllably reproduce energies at a sub-microhartree level accuracy, requiring a significantly smaller number of parameters for the wave function than what was originally needed to generate the literature values. Further applications of the program to the electric properties of BH and N 2 under finite field also showed excellent agreement with previously published values, even though over two orders of magnitude fewer parameters were used for the wave function in the present work. The application of the program to the atomization energy of N 2 with HF and local spin density (LDA), generalized gradient approximation (GGA), and meta-GGA functionals and comparison to Gaussian basis set calculations further underlined the robustness of the present approach. The extension of the present work to finite magnetic fields has been discussed in ref. Table 11 : Atomization energy of N 2 in eV with HF and the LDA, PBE, PBE0, BP86, BLYP, B3LYP, revTPSS, revTPSSh, MS2, and MS2h, employing (aug-)pcseg-n basis sets.
paper from over 30 years ago that reported a spin-restricted single-reference calculation on the 2 Π state of KO at 4.40a 0 bond length with l max = 29, with the converged final energy -674.014150 E h ; 39 we have repeated the calculation with the adaptive basis at an estimated 10 −10 accuracy, yielding l σ = 37 and l π = 27 with seven 15-node Lobatto elements, yielding the final energy -674.014903429 E h . As such large calculations were possible already in the mid-1980s, the feasible system size limit with present-day computers and algorithms should be much larger. The venerable x2dhf program might also yield insights into possible further optimizations.
At present, alike the atomic program presented in part I of the series, 1 all matrices in the diatomic program are stored naïvely as dense matrices with the rank N ang × N rad , where N ang and N rad are the number of angular and radial basis functions, as this is easier to implement and develop upon than a more specialized storage scheme. However, as was stated by equation (23) , the orbitals block by the m quantum number, and so the orbital gradient is also diagonal in m, unless symmetries are broken. This means that the self-consistent field (SCF) problem could in principle be solved using e.g. DIIS by only building the (m, m) blocks of the (Kohn-Sham-)Fock matrix, which would mean a savings of a factor of roughly 2m max + 1 in the size of the matrix.
However, evaluations of the total energy require also the off-diagonal (m, m ) blocks. As the DIIS method only works when the orbitals are sufficiently close to convergence, more robust methods are required for the initial steps of the SCF procedure, before switching over to the DIIS algorithm. But, as the more robust algorithms such as the presently used ADIIS 21 algorithm typically require evaluations of the total energy, the potential savings of not computing the (m, m ) blocks for DIIS would be small: the bulk of SCF iterations are typically spent on getting the orbitals close to convergence, after which DIIS converges within a few iterations. The m factor is also quite small even for ϕ orbitals, for which the saving would be only a factor of 7.
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