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1Abstract
Program specialization can be used to reduce the execution time of programs of
multiple parameters by fixing certain parameters to static values.
We have compared the execution time of an interpreter of trained neural networks
with the execution time for versions of this interpreter specialized with respect to
trained neural networks. Such a neural network is a weighted graph; some of the most
frequently applied operations of the interpreter are multiplications of weights. Because
of this we have examined to which degree these weights can be approximated to the
values 0 or 1 (by which a multiplication can be omitted in the specialized interpreter),
and to which degree these changes decrease the precision of the neural network.
The most significant method we have used is offline partial evaluation, including a
binding-time analysis of the original interpreter. The implementation of the interpreter
of the neural network is developed in Java. The interpreter takes a feed-forward
network with one hidden layer, and one output.
The results show a small speed-improvement in networks between 3 and 61 neurons
(nodes) in the input layer. The validity of the test results are limited to the used network
configurations and programming languages. The conclusion is that the specialization
is beneficial within a limited area. The adjustment of weight-precision indicates that
calculations can be omitted, and thereby in principle be used for a speed-optimization.
Resumé
Programspecialisering kan bruges til at reducere udførselstiden af programmer med
flere parametre ved at holde visse parametre fast.
Vi har sammenlignet udførselstiden for en fortolker af trænede neurale netværk med
udførselstiden for versioner af denne fortolker specialiseret med hensyn til trænede
neurale netværk. Et sådan neuralt netværk er en vægtet graf; nogle af de hyppigst
foretagede operationer i fortolkeren er multiplikationer med vægte. Vi har derfor
desuden undersøgt i hvor høj grad disse vægte kan approksimeres med værdierne 0
eller 1 (hvorved en muliplikation kan spares væk i den specialiserede fortolker), og i
hvor høj grad sådanne ændringer forringer præcisionen af det neurale netværk.
Den væsentligste metode vi har gjort brug af er manuel offline partiel evaluering, herun-
der blandt andet en bindingstidsanalyse af den originale fortolker. Implementeringen
af fortolkeren til det neurale netværk er udviklet i Java. Fortolkeren tager et feed
forward netværk med ét skjult lag, og et input.
Resultaterne viser en mindre hastighedsforøgelse for netværks på mellem 3 og 61
neuroner (knuder) i inputlaget. Gyldigheden af forsøgsresultaterne er begrænset til
de benyttede neurale netværkstyper og programmeringssprog. Konklusionen er at
specialisering af fortolkere af neurale netværk kan betale sig indenfor et begrænset
område. Justeringen af vægtenes præcision indikerer at der kan spares beregninger,
hvilket principielt set kan omsættes til en hastighedsforøgelse.
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1 Indledning
Kunstige neurale netværk (KNN) er en beregnings model (ligesom Turingmaskiner,
transitionssystemer, programmeringssprog, etc.). De er ordnede grafer hvis knuder
kaldes neuroner og hvis kanter er vægtede og kaldes axoner. Det er blandt andet
vægtene på kanterne der bestemmer hvilken beregning et KNN foretager. Et KNN
kan således konfigureres (eller programmeres) direkte ved at sætte disse vægte. Et
KNN adskiller sig fra andre beregningsmodeller ved at de kan trænes op til en specifik
opgave. KNN kan programmeres ved at netværket får et input som det trænes op til
at genkende ud fra fra et allerede kendt resultat. Et trænet KNN kan udføres med et
givet input. Fortolkeren tager sig af denne udførsel. Fortolkeren af et KNN tager to
input, grafen som er det neurale netværk og inddata.
Programspecialisering er en teknik til optimering af programmer. Hvis een parameter
er uændret gennem et antal kørsler kan man istedet anvende en specialiseret version
hvor denne parameter holdes fast. Dette resulterer ofte i et program der er hurtigere
og bruger mindre plads end det originale (men som selvfølgelig ikke er så generelt).
Der findes forskellige måder at foretage en sådan programspecialisering på. Et bestemt
program kan specialiseres ved hjælp af en PE der er en (af flere) teknik der foretager
programspecialisering.
Formålet med projektet har været at undersøge i hvor høj grad programspecialisering
kan øge hastigheden af en KNN fortolker. Vi har undersøgt hvorvidt ændringer i
det netværk der specialiseres (f.eks. afrunding til et antal decimaler) vil åbne op for
yderligere optimeringer af fortolkeren, samt hvor megen præcision der derved tabes.
1.1 Kunstige neurale netværk
KNN programmeres ikke "i hånden"(ved manuelt at sætte vægte) men igennem en
række træningsrunder hvor netværket præsenteres for eksempler på input og det
tilsvarende output. For at forstå KNN er det nødvendigt at forstå en kunstig neuron
(KN). En KN er en stærkt simplificeret model af en nervecelle i hjernen, og axonerne
der forbinder neuronerne svarer til kanterne i en graf. Ved at sammenligne de elektriske
input fra andre nerveceller, afgøres det om nervecellen sender signalet videre til andre
nerveceller. Et KNN er et netværk af forbundene KN’er, normalt sat op sådan at man
sender input ind i den ene ende og får output ud af den anden, et såkaldt ”feedforward”
netværk.
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Når et KNN skal lære at genkende et mønster, trænes programmet i første omgang
ved at sende input igennem netværket og sammenligne med det ønskede output, dette
kaldes også for ”supervised learning”. Herefter kører træningsalgoritmen baglæns
igennem netværket for at tilrette signalniveauet for hver KN. Ovenstående proces køres
igennem indtil outputtet er tæt nok på det ønskede resultat.
1.2 Programspecialisering
En specialisering af et program betyder, at et program, som kan løse et generelt
problem laves om, så det kun løser en nøje afgrænset delmængde af den oprindelige
problemstilling. Det primære formål er at opnå en hastighedsforøgelse.
Programspecialisering kan blandt andet ske via partiel evaluering(PE) som kan foretages
af dedikerede programmer. En af PE’ens opgaver er at inddele programmer i statiske-
og dynamiske dele. Der findes både online- og offline PE-programmer, hvor forskellen
ligger i måden de specialiserede programmer bliver analyseret på.
For at en offline PE skal kunne finde de statiske og dynamiske input til et program
benytter det sig af Bindings Tids Analyse (BTA).
Som det fremgår af tabellen finder en BTA de statiske variabler i inputprogrammet (se
tabel 1.1). Til at begynde med sættes flagene til at være statiske. Derefter kører den
programmet igennem og hver gang en variabel ændrer sig, bliver det tilsvarende flag
sat til at være dynamisk (se tabel 1.1kolonne 3). En PE specialiserer efterfølgende med
udgangspunkt i BTA’en af et program.
variabler flag(før) flag(efter)
var1 statisk dynamisk
var2 statisk statisk
var3 statisk statisk
var4 statisk dynamisk
Tabel 1.1 BTA
Der er to typer PE: Offline og online. En offline PE fungerer som beskrevet ovenfor.
En online PE kaldes sådan, fordi den løbende kan ændre klassificering af variabler i
programmet, hvorved programmet specialiseres henad vejen. En online PE benytter
sig således ikke af BTA. Den partielle evalueringsproces kan sagtens foretages manuelt,
hvilket vi har benyttet os af.
En GE er en PE der er specialiseret med hensyn til et bestemt program. Det vil sige at
den kun kender et program. En GE benytter sig af en BTA der kan foretages manuelt
eller automatisk. GE’en skriver herefter en specialiseret version af det oprindelige
program.
1.3 Specialisering af en fortolker af neurale netværk 11
Et eksempel på specialisering kunne være et potensprogram, som tager to input x
og n, og beregner det første input opløftet i det andet(xn). En specialiseret version af
potensfunktionen med hensyn til n = 3 d.v.s. x3 blive omformet til det faste udtryk
x ∗ x ∗ x.
1.3 Specialisering af en fortolker af neurale netværk
1.3.1 Vores mål
Vi vil lave en GE, med det formål at lave et specialiseret program, der kan det samme
som en fortolker af et optrænet KNN for at se på køretiden. Til at begynde med vil
vi foretage en simpel specialisering af fortolkeren. Derudover vil vi forsøge at justere
data i det KNN på en sådan måde at der fås et acceptabelt resultat dog uden at der
mistes for meget præcision.
1.3.2 Forløb og udvikling
Vi har udviklet en GE, der tager en fortolker af et KNN og vi laver en specialiseret
udgave af denne fortolker. Fortolkeren er en feedforward algoritme der arbejder på et
trænet KNN. I vores tilfælde er det KNN statisk og input til KNN’et er dynamisk. For
hvert nyt statisk KNN produceres der et nyt specialiseret program.
1.4 Rapportoversigt
I de følgende kapitler vil vi komme dybere ind i emnerne: KNN og specialisering, med
vægt på vores GE og målinger på den originale og den specialiserede fortolker. Vores
indledende hypotese er, at der kan opnås en hastighedsforøgelse ved specialisering af
en fortolker af et KNN.
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I 1800 tallet overgik samfundet for alvor til at blive sekulært, da der skete kæmpe
fremskridt inden for især naturvidenskaben. Meget at det arbejde, der blev grundlagt
dengang, bruges stadigvæk eller har i høj grad været kimen til ideer og projekter i
dag. Det der er meget typisk for perioden og som man også ser i dag, at man har
en tendens til at lade forskellige naturfaglige områder overlappe hinanden. Kunstig
intelligens er helt klart et af de felter, hvis aner kan spores tilbage til dengang og
bruges i dag til at studere eller til at opnå løsninger på helt specifikke problemer. Der
er efterhånden opstået flere forskellige grene inden for feltet, KNN er et af de koncepter,
der er opstået. KNN er helt specielle, fordi de kan ”trænes” op til en opgave og er
især gode til mønstergenkendelse. Et menneske har rimeligt nemt ved at genkende et
ansigt, men vi har meget svært ved at forklare hvordan. Eftersom det ikke er muligt
at definere reglerne, betyder det, at man ikke kan bygge et program op på traditionel
vis, hvorimod et KNN har evnen til ”lære” definitionen på dem. I dette kapitel vil
det blive belyst hvordan et KNN opnår disse evner og om hvordan KNN bygger på
viden omkring den menneskelige hjerne. Det vil ligeledes blive belyst, hvordan de
forskellige fagudtryk for henholdsvis hjernes dele og den matematiske model hænger
sammen. KNN vil blive belyst ud fra både det historiske perspektiv og det biologiske.
Kapitlet vil ligeledes indeholde en mere dybdegående forklaring på hvordan KNN
virker i praksis, hvordan man træner et KNN, hvordan det lærer og en fortolkning af
hvordan det virker.
2.1 Historisk perspektiv
Forskningen1 og ideerne bag neurale net opstod i 40’erne og den første matematiske
model af en biologisk neuron blev offentliggjort af McCulloch og Pitts. I 50’erne
fik den amerikanske datalog Frank Rosenblatt2 ideen til perceptronen. Perceptronen
kan opfattes som den mest simple form for matematisk repræsentation af et neuralt
netværk. Rosenblatt var ligeledes den første, der fik princippet til at virke på en
computer, kaldet MARK 1 [11]. MARK 1 var opstillet på Cornell University og var
den første model for simple neurale processer, der kunne lære nye opgaver ud fra
sine fejl. En anden amerikaner, den kognitive forsker Marvin Minsky3, var imidlertid
Rosenblatts største rival. Han udgav i 1969 en bog, der kritiserede Rosenblatt teorier
og beviste samtidig, at perceptroner ikke kunne lære den logiske XOR operation. XOR
1 http://www.tek271.com/articles/neuralNet/IntoToNeuralNets.html
2 http://en.wikipedia.org/wiki/Frank_Rosenblatt
3 http://en.wikipedia.org/wiki/Marvin_Minsky
13
14 Kunstige Neurale Netværk
betyder ”eksklusiv eller funktion” og vil blive gennemgået mere indgående i dette
kapitel, netop pga. af problemstillingen og at det ud fra et historisk perspektiv er
ret interessant. Rosenblatt døde samme år i en bådulykke og nåede derfor aldrig at
forsvare sig. Neurale netværk blev imidlertid lagt på is, indtil man i 80erne begyndte
at vise interesse for emnet igen, hvor Minsky paradoksalt nok var en af fortalerne.
Gennembruddet kom da netværkene blev opbygget af flere lag neuroner [9]. Dette
betød at der nu var flere forbindelser i systemet, der havde evnen til at lære og derved
kunne løse XOR problematikken. Samtidig kom der også nye metoder til, hvor især
Back Propagation metoden fik stor betydning for den videre forskning op gennem
90erne. Back Propagation vil ligeledes blive behandlet senere i kapitlet, eftersom det er
en metode vores neurale netværk benytter sig af.
2.2 Biologisk baggrund
Figur 2.1 Tegning af biolo-
gisk neuron
Kunstig intelligens er et meget bredt emne og har grene
ind i kognitiv fysiologi, filosofi, matematik og computer
verdenen, men i det store hele drejer kunstig intelligens
sig om forståelsen af den menneskelige hjerne eller om
hvordan den tænker. Der har og er stadigvæk mange
diskussioner omkring kunstig intelligens. Der har også
været mange diskussioner omkring KNN og om man i
det hele taget kan sammenligne KNN med den menneske-
lige indlæringsproces. Vi vil på ingen måder prøve på at
tage stilling til disse spørgsmål i vores rapport, men da
modellen oprindelig er bygget ud fra disse principper og
der bruges fagudtryk, der direkte henviser til hjernens
nervesystem, mener vi, at den biologiske baggrund er
vigtig. I den kunstige neurale netværksmodel består mod-
ellen at noder, kaldet neuroner og disse er forbundet i et
netværk – heraf neuralt netværk. Den originale inspira-
tion til KNN er baseret på en biologisk simulation af det
menneskelige nervesystem og ud fra studier af nervesys-
temets neuroner, axoner, dendritter og synapser. Når mennesket lærer, knyttes der
forbindelser mellem neuronerne og neuronerne former som sagt et netværk, der søger
for at transportere signaler rundt.
For at en neuron kan skabe en forbindelse til en anden neuron, skal axonen stimuleres
med et signal (se figur 2.1). Der findes en lille kløft til det næste neuron, der kaldes
en synapse og før der kan skabes en forbindelse mellem de to neuroner, skal der
dannes en signalvej over denne kløft. Hvis axonen bliver stimuleret af et signal der
er kraftigt nok, dannes der en forbindelse over synapsen vha. af cellemembran-poser.
Disse membran-poser sier samtidig ”støj” fra, dvs. at svage signaler ikke får lov til at
passere til neuronen. Neuronerne danner herved et netværk og efter sigende, danner et
menneske 86 milliarder synapser hver dag i de første to leveår. Mennesket skulle også
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have omkring 1011 neuroner at tage af, hvilket betyder at der gennem tiden bliver skabt
et enormt antal nervetråde. Samtidig har de 1011 neuroner forbindelse til 104 neuroner,
så vi snakker om et enormt netværk. Selv om KNN simulerer de biologiske neurale
netværk, kan det kun sammenlignes, når netværkets funktioner arbejder kollektivt og
i parallel. Det biologiske neurale netværk er meget mere komplekst i sin funktionalitet
og selv i dag har man ikke fuld forståelse for denne kompleksitet. Så selv om der
findes sammenligninger mellem et KNN og et biologisk neurale netværk og der bruges
de samme udtryk, så vil det være en misforståelse, at drage en direkte parallel mellem
dem. F.eks. er der meget stor forskel på en indlæringsproces i et stykke software og i
et biologisk nervesystem og når vi senere bruger disse udtryk i rapporten, skal man
derfor kun opfatte dem som den del af computersystemet eller den matematiske model
vi pt. arbejder med og ikke som noget super abstrakt inden for hjerneforskning.
2.3 Kunstige neurale netværk
I vores kontekst kan vi altså slå fast, at kunstige neuroner er en stærk simplificeret
model af neurale celler i dyr eller mennesker. Modellen har alligevel vist sig, at være
både brugbar og særdeles praktisk. Som nævnt i indledningen, er det kendetegnende
for et KNN, at det kan ”trænes” op til at løse komplekse problemer tilnærmelsesvis,
såsom genkendelse af billeder, mønstre, skrifttegn etc. Der findes flere forskellige
opbygninger af KNN. Der skelnes ligeledes mellem en kontrolleret oplæring og en ikke
kontrolleret oplæring. Ved en kontrolleret oplæring kender man på forhånd resultatet
og oplærer det KNN til denne specifikke løsning. Ved en ikke kontrolleret oplæring,
kender man ikke resultatet, men godkender det alligevel inde for en hvis margin
og dette benyttes i ekspertsystemer, hvor resultatet f.eks. kunne være en fremtids
prognose. Vi vil udelukkende benytte os af den kontrollerede metode. Hvis man tager
udgangspunkt i figur 2, ses det, at det KNN er opbygget af 10 neuroner der udgør et
input lag, et gemt lag og et output lag der her består af én neuron. Et gemt lag betyder,
at det ikke får et direkte input, men et input fra én eller flere andre neuroner og ikke
giver et direkte output, men er output til én eller flere neuroner. Der er med andre ord,
ikke en direkte kontakt med det ydre miljø til og fra det gemte lag, heraf navnet. Vi vil
i vores rapport kun beskæftige med den type KNN, der kaldes ”layered feed-forvard”
KNN. ”Layered” henviser til de forskellige lag af neuroner og ”feed-forvard” betyder,
at signalvejen kun går fremad som input → gemte lag → output. I vores netværk
bruges der desuden back propagation, en metode der vil blive forklaret lidt senere i
dette kapitel.
Hvert af de 3 forskellige slags lag i et KNN har sin egen opgave:
• Input lag: Er det lag, der modtager de input, som vi ønsker at få beregnet et
output på. Sådanne data kunne være booleske sandhedsværdier, som vil kunne
kombineres på alle mulige måder eller det kunne være data fra f.eks. et billede,
hvor hvert input ville være pixels fra billedet. En neurons opgave vil typisk være,
at sende sit input videre til alle neuroner der ligger i det gemte lag, lige efter
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Figur 2.2 Figuren herover illustrerer et typisk "layered feed-forward"netværk
input laget. Der kunne imidlertid godt være andre situationer, hvor det kunne
tænkes, at der ikke skulle skabes forbindelse til hver enkelt efterfølgende neuron,
men disse situationer vil være atypiske.
• Skjult lag: Der kan være flere skjulte lag i et KNN, men der findes ikke nogle
eksakte regler for, hvor mange lag der skal benyttes. Som det ses i vores udgave,
er der kun et skjult lag og det vil være typisk for mindre opgaver. Jo mere
komplekst en opgave bliver, des mere præcist skal de beregninger der fore-
tages være. Da beregningerne netop foregår i det skjulte lag og derfor også
kaldes beregningslaget, betyder det altså flere lag eller neuroner alt efter op-
gavens kompleksitet. Det KNN bliver tilsvarende langsommere, hvilket især går
udover indlæringsprocessen. Neuronerne modtager typisk et input fra hver af
det foregående lags neuroner. I det biologiske afsnit fik vi fortalt, at hvis en axon
blev stimuleret af et signal, vil der blive dannet en forbindelse over synapsen.
Hvis man forestiller sig, at inputtet er axonen, dannes der en forbindelse over
synapsen vha. en vægt, der er et reelt tal. Hvert inputsignal ganges med en vægt,
så jo større vægt, jo kraftigere signal. Dette får igen betydning for signalet til
de efterfølgende neuroner i systemet. Disse vægte har en tilfældig værdi, inden
det KNN har startet sin indlæringsproces. Måden hvorpå man træner et KNN,
er netop at vægtene til neuronerne bliver ændret i indlæringsfasen, indtil det
ønskede resultat opnås. Alle input til en neuron i det skjulte lag ganget med
en vægt, herefter bliver resultaterne summeret. Herudover er der til hver neu-
ron tilknyttet en aktiveringsfunktion, der beregner neuronens endelige output.
Aktiverings funktionen vil blive gennemgået mere i dybden senere i kapitlet.
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• Output lag: Der kan være flere neuroner i output laget, det kommer kun an
på hvilket resultat man ønsker sig. I vores model har dette lag kun en neuron.
Neuronen får et input fra hver eneste neuron fra det foregående lag. Den eneste
forskel på hvordan beregningerne foregår i forhold til neuronerne i det skjulte
lag er, at output neuronerne ikke har en aktiverings funktion. Outputtet er helt
lineært og sendes denne gang direkte ud til det omgivne miljø.
2.4 Vægte i et kunstigt neuralt netværk
Det centrale omdrejningspunkt i et KNN er vægtene, da det er vægtenes eksistens
der gør, at et KNN i det hele taget kan oplæres. Vægtene er de eneste data, der bliver
ændret under indlæring og bestemmer i sidste ende hvad outputtet bliver. En vægt er
et reelt tal og værdien for en vægt vil normalt være mellem -1 og 1. I et ikke oplært
KNN indtager vægtene en tilfældig værdi, mens de under indlæringsfasen ændrer
sig og derved bestemmer det samlede output. Der findes en vægt til hvert input en
neuron modtager og disse to værdier bliver ganget sammen. I det biologiske system
er det signalets styrke, der regulerer forbindelserne mellem neuronerne. Ligesom i
det biologiske system afgør neuronens inputværdier det samlede output og dermed
påvirkningen i resten af systemet.
Ved at kigge på følgende diagram, ser vi:
• Neuronen modtager 3 input [x1, x2, x3].
• Tre inputvægte [w1, w2, w3]. Vægtene er et reelt tal, som oftest er repræsenteret
som et decimaltal. Vægtene er typisk initialiseret til et tilfældigt tal mellem 0 og 1.
I programmets oplæringsfase, ændrer og justerer programmet disse vægte, indtil
man opnår et tilfredsstillende output. Backpropagation, som vil blive forklaret
senere, bliver netop brugt til justering af vægte.
• Et output z. Værdien ligger typisk mellem 0 og 1, men kan blive skaleret til en
hvilket som helst værdi.
Figur 2.3 Neuron
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Vores nets input (netj), til neuronen kan udregnes ved: netj = (x1w1) + (x2w2) +
(x2w2) og ender herved op med notationen:
netj =
n
∑
i=0
xiwij
hvor i er inputnummer og j er neuronnummer. Ovenstående eksempel kan underbygges
ved at sætte nogle værdier på.
Figur 2.4 netj = (0.7 · (−0.3)) + (0.1 · 3.1) + (0.3 · 0.5) = 0.25
2.5 Aktiverings funktioner
Input og output vil ofte bestå af binære tal (0 og 1), men kan sagtens være et vilkårligt
reelt tal, ligesom der skelnes mellem lineære og ikke lineære problemløsninger. For at
imødekomme de forskellige udgangspunkter til brug i problemløsningerne og for at
det KNN i det hele taget kan oplæres, bruges der forskellige aktiverings funktioner. I
det skjulte lag, også kaldet beregningslaget, bruges udtrykket ”at fyre” eller ”aktivere”
i forbindelse med en neurons output op mod en efterfølgende neuron. Dvs. at den
efterfølgende neurons input, er det samme som dens aktivering. Det er heraf udtrykket
”aktiverings funktion” kommer og til hver neuron i det skjulte lag, er der tilknyttet en
aktiverings funktion i forbindelse med outputtet. Vi vil i dette kapitel gennemgå de
forskellige aktiverings funktioner: Threshold, sigmoid og tangens.
2.5.1 Threshold
Threshold [3] betyder tærskel, tærskelværdi eller grænse og er en lineær funktion,
hvorved aktiveringen er f(net)=net. Hvor de fleste KNN er opbygget med ikke lineære
aktiveringsfunktioner, bruges en threshold funktion udelukkende i forbindelse med
input og output, hvor det binære talsystem(0 og 1) benyttes . Dette gør, at KNN
afhænger af et input, der er relativt til et threshold: Mange gange kan det vise sig, at
det er mere praktisk at påvirke neuronen, med det der kaldes en bias. Bias betyder
skævhed eller hældning og er modsat rettet threshold. Hvis f.eks. en termostat konstant
viser -3 grader forkert, er der en bias på -3 grader. I et KNN udligner en bias og en
threshold funktion hinanden:
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Vi får herved notation:
netj =
(
n
∑
i=0
xiwij + θ
)
hvor θ er neuronens bias eller udgangspunkt.
Hvis vi bruger eksemplet med en bias på -3 grader, vil man påvirke termostaten
med et threshold på +3 grader. I det KNN vi benytter, er der netop en neuron der
bliver biased med et fast input og vægt. Vægten har ligesom neuronens andre vægte
en tilfældig værdi før det KNN er oplært, men ændrer sig under oplæringen. Som det
ses af vores diagram (Figur:2.5.1 ), så opfører bias sig som et normalt input x vægt og
vi får derfor vores almindelige notation
netj =
n
∑
i=0
xiwij
2.5.2 Sigmoid
Den sigmoide funktion, er en af de mest anvendte aktiverings funktioner, der bruges i
et fler- lags KNN. En hård grænse, der er enten 0 eller 1, kan umuliggøre optræning
og kan ende med, at KNN hele tiden skifter en vægt fra 0 til 1 og omvendt, uden
at komme videre i træningen. Det er samtidig vigtigt, at alle vægte i et system kan
ændres, så der er brug for, at der kan indtages en tilstand mellem 0 og 1. Til dette
bruger man den sigmoide funktion
1
1+ e−netj
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Dvs. at vi som kalkuleret input får.
netj =
n
∑
i=0
xiwij
og output fra neuronen vil blive
1
1+ e−∑
n
i=0 xiwij
Aktiveringsfunktionen tilfører således en analog og dermed glidene overgang til
outputtet.
Dette giver de KNN evnen til ikke blot at svare falsk eller sand, men også "måske".
2.5.3 Hyperbolsk tangent
Tangensfunktionen opfører sig på samme måde og har samme grafiske struktur, som
den sigmoide funktion. Funktionen er
netj = tanh
n
∑
i=0
xiwij
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2.6 Træning af et kunstig neuralt netværk
Et KNN’s styrke er, at det kan oplæres til at løse en opgave. Hvis man skal programmere
sig ud af et problem, hvor der skal tages forbehold for hver eneste mulige input, vil der
opstå situationer, hvor det tidsmæssigt vil være urealistisk at løse opgaven. Det er derfor
mere praktisk, hvis en maskine selv kunne lære at løse opgaven ud fra eksempler og et
givent korrekt resultat. Dette kaldes også for ”supervised” eller kontrolleret oplæring.
Systemet lærer simpelthen at kunne genkende forskellige mønstre og at reagerer på
mønstrene ved at give det rigtige output. Helt ideelt vil maskinen kunne give et korrekt
svar på et mønster, som det ikke kender. Dette kaldes en generaliserings egenskab
og et KNN er i en hvis grad i stand til at kunne lave denne form for genkendelse.
Som nævnt tidligere, så er det manipulation af vægtene i systemet, der udgør, at en
optræning kan lade sig gøre. Dette er selvfølgelig ikke noget der sker efter et helt
tilfældigt mønster, men efter nogle matematiske regler. Vi vil i afsnittet se på disse
regler, samt back propagation, der er en speciel metode til indlæring.
2.7 Backpropagation
Backpropagation er en sammentrækning af ”Backwards propagation of errors”, og er
en måde at ændre vægtene i netværket, ved at kigge på hvad vægtene skal ændres
mod for at neuronerne sender de rigtige værdier videre. Det blev forslået af Rumelhart
og McClelland[8] (senere fandt man ud af at Parker havde vist noget lignende i 1982
og Werbos allerede i 1974) og de er kendt for at have genoplivet emnet neurale netværk
[1] Ved at tage fejlraten δn = Ønsketoutput−Output, for alle neuroner i det sidste lag,
og så tage næstesidste lag hvor ~δn−1 = ~W · ~δn hvor ~W er vægtene til det efterfølgende
lag og δn er vektoren for fejlraten for det efterfølgende lag. Den samme metode bliver
brugt tilbage til inputlaget hvorefter man ændrer alle vægtene efter deres tilhørende
fejlrate:
~Wν = Wn + ηδnOn
hvor η er læringsraten (i vores net sat til 1),δn er vektoren der beskriver fejlraten for
det aktuelle lag og On er vektoren der indeholder de aktuelle outputværdier fra det
aktuelle lag. Wν bliver efter operationen til det nye Wn. Rent matematisk vil det sige:
~∆Wn = ηδnOn
δn = tønsket − youtput → ~Wν = ~W + ~∆Wn
Ved at bruge ovenstående metode er det muligt for et neuralt net at træne til at lære et
mere eller mindre komplekst system.
2.8 Fortolkning af kunstigte neuralt netværk
En fortolkning tager et neuralt netværk og noget input og beregner derefter et output.
Et KNN kan principielt set emulere en hvilken som helst matematisk funktion. Det er
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derfor den kan bruges til at løse mange forskellige problemer. Det er jo netop denne
fortolker, som vi senere specialiserer.
2.9 XOR
XOR hører under logiske udtryk, der som udsagn enten kan være sand eller falsk og
forefindes inden for diskret matematik. Definitionen for XOR:
A Y B ≡ (A∨!B) ∧ (!A ∨ B) , hvilket kan ses ud fra sandhedstabellen:
A B A XOR B
1 1 0
1 0 1
0 1 1
0 0 0
2.10 Lineære og ikke lineære problemstillinger
For at forstå problematikken bag XOR, bliver man nødt til at forstå forskellen mellem
et lineært og et ikke lineært problem [2]. Hvis vi nu forstiller os, at et KNN skal skelne
mellem to grupper, hvor den ene gruppe er jord og beton arbejdere, den anden er nogle
søde små sylfider [1]. Grupperne er klassificeret efter højde og vægt, hvilket vores KNN
skal oplæres i at kende fra hinanden. Som det ses ud fra eks 1, kan disse to grupper
let skilles ad med en enkelt ret linie i et koordinatsystem. Problemer der kan løses på
denne måde, klassificeres som et lineært problem. Desværre tager en af de små søde
sylfider i vores eksempel kraftig på i vægt, så meget, at hun lander i en vægtklasse der
kan måle sig med en jord og betonarbejder. Som vist i eks 2, kræver problemet nu flere
linier i planet, for at separere sylfiderne fra jord og betonarbejderne. Dette problem
kaldes nu ikke lineært og desværre findes der ikke ret mange problemstillinger, der er
lige så enkle som i eks. 1. Et problem behøver derfor ikke være særligt kompleks, før
det ikke kan løses lineært og de fleste problemstillinger kan da også klassificeres som
ikke lineære.
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2.11 Rosenblatts XOR problem
Rosenblatts perceptron er en simpel beregningsmodel, der kun består ét lag. Beregnin-
gen er sumformlen
netj =
n
∑
i=0
xiwij
og på det punkt er beregningen den samme neuroner i KNN udfører. Men et KNN
har flere lag og er i stand til at løse ikke lineære problemer, hvor
Rosenblatts perceptron [11] kun er i stand til at løse lineære problemer. Vha. de
nedenstående skitser, kan vi se hvorfor Rosenblatts perceptron ikke var i stand til at
udfører en XOR. Minsky postulerede at 4 lags og mere komplekse flere lags KNN ikke
var i stand til at udføre en XOR funktion. Dette var naturligvis ikke korrekt, hvilket vi
også kan erfare ud fra nedenstående forklaring.
Hvis man kigger på første del af Rosenblatts
MARK 1, så har vi et sensor lag (S), der e-
gentligt bare består af et digitaliseret billede.
Association laget (A) omdanner inputtet til en
logisk repræsentation for response laget (R). I R
laget er der nogle vægte og udregningen forgår
på samme måde, som sum formlen for KNN.
Men som det ses, er der er ingen ekstra lag,
ligesom det skjulte lag i KNN. Der er kun ét
lag, der virker både som udregnings lag og out-
put. Laget kan derfor kun udføre udregningen
som én lineær funktion. Vi står nu med samme
problem, som vores sylfide, der har taget på i
vægt. For at løse dette problem, bliver vi altså
nødt til at indføre et ekstra lag, så vi kan løse
opgaven ikke lineært. Ved at indskyde et skjult
lag (neuron 1 og 2) kan vi nu løse problemet,
på nøjagtig samme måde, som forklaret i det
forrige afsnit.
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2.12 Gennemløb af et XOR eksempel
I det efterfølgende har vi trænet et KNN til at genkende XOR. KNN’et består af tre lag
og benytter en sigmoid aktiveringsfunktion i det skjulte lag. Det skal her noteres at
XOR KNN’et har to input-neuroner, to skjulte-neuroner og en output-neuron.
Figur 2.5 XOR gennemkørsel
Input1 W1 Input2 W2 Output
f (Input1 ∗W1) Input2 ∗W2[
0 0
] [2, 9 8, 4
2, 9 8, 4
] [
0, 5 0, 5
] [−19, 5
19, 5
]
[0, 0][
0 1
] [
0, 5 1, 0
]
[1, 0][
1 0
] [
1, 0 0, 5
]
[1, 0][
1 1
] [
1, 0 1, 0
]
[0, 0]
Hvor
f (x) =
1
1+ e−x
For overskuelighedens skyld vil vi vise hvad der sker ved input
[
0 0
]
i det KNN: Ved
at gange Input1 med vægtmatricen W1 får vi outputtet
[
0 0
]
og inputtet til næste lag
Input2 = f (
[
0 0
]
) =
[
0, 5 0, 5
]
Outputtet bliver så i sidste ende
Output =
[
0, 5 0, 5
] [−19, 5
19, 5
]
= [0, 0]
3 Programspecialisering
3.1 Hvad er programspecialisering
Givet et program P som tager to inputs, s (som kaldes statisk) og d (som kaldes
dynamisk), og et program P′ af et input d. Man siger at P′ er en specialiseret version af
P med hensyn til s = V hvis udførslen af P(V,W) giver samme resultat som udførslen
af P′(W) for alle værdier W.
∀dynamic : P′(dynamic) = P(static, dynamic) (3.1)
I nogle tilfælde kører P′ hurtigere end P.
Hvis et program tager mere end et input og et af inputtene varierer langsommere end
de andre, så vil specialiseringen af den mindst varierende parameter give et hurtigere
specialiseret program. Heraf følger at P kan løse et generelt problem mens P′ kan løse
en specifik delmængde af P. En udfoldning af en løkke,færre kald til andre metoder
eller færre udregninger er eksempler på, hvorfor P′ kører hurtigere end P.
3.2 Eksempel på programspecialisering
For at forstå hvad programspecialisering er kan vi se på et eksempel for en potens
funktion der har 2 parametre. Den ene parameter er den dynamiske og den anden
parameter er den statiske. I tilfældet af potens funktionen er det muligt at have et
grundtal der varierer og en fast potens. Dette betyder at grundtallet er dynamisk og
potensen er statisk, så der kan implementeres en metode der kun tager et grundtal som
parameter. Det er altid den statiske parameter hhv. de statiske dele af programmet, der
bliver specialiseret og inkorporeret i en statisk version af programmet.
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1 c l a s s PowerDynamic
2 {
3
4
5 public long notSpecialized ( long grundta l l e t , long potens )
6 {
7 long p = 1 ;
8
9 while (potens > 0 )
10 {
11 if (potens % 2 == 0 )
12 { g rund ta l l e t = grund ta l l e t * g rund ta l l e t ; potens = potens/2 ; }
13 else
14 { p = p * grundtallet ; potens =potens - 1; }
15 }
16 return potens ;
17
18 }
Udskrift 3.1 eksempel på på potens funktion der tager 2 parametre.Variabel er statisk og
Variabel er dynamisk
1 c l a s s PowerStat ic
2 {
3 public long spec i a l i z ed5 ( long grund ta l l e t )
4 {
5 long p ;
6 p = grund ta l l e t ;
7 grundta l l e t = grund ta l l e t * g rund ta l l e t ;
8 grundta l l e t = grund ta l l e t * g rund ta l l e t ;
9 p = p * grund ta l l e t ;
10
11 return p ;
12 }
13 }
Udskrift 3.2 Specialiseret potens funktion der tager 1 dynamisk parameter.
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Den oprindelige version af potensberegningsprogrammet PowerDynamic tager imod
dynamiske input paramtre(grundtallet og potens). Den partielle evaluator(PE) tager
det oprindelige program P som input, sammen med en fastfrossen og dermed statisk
potens. Derefter foretager PE’en en bindingstidsanalyse hvis resultat bruges til at om-
forme de statiske dele af programmet P til en ny og specialiseret version af programmet
P’(PowerStatic).
3.3 Hvorfor benyttes programspecialisering?
Der er to hovedgrunde til at foretage en specialisering af computer programmer:
• Hastigheden: En specialiseret version af et program kan udvise en hurtigere
køretid end den ikke specialiserede version af programmet.
• Hukommelses forbrug: Specialiseringen af et program kan gøre programmet
mindre i hukkommelsen
3.4 Partielle evaluatorer
Partiel evaluering er en teknik til specialisering af computerprogrammer. Et comput-
erprogram er som regel en omregning af inddata til uddata, hvilket kan illustreres
igennem den følgende type
prog : {inputstatic, inputdynamic} → output
Inputstatic er den del af de samlede inddata der allerede kendes på kompileringstid-
28 Programspecialisering
spunktet, mens Inputdynamic er den del af inddata, som først foreligger når programmet
eksekveres. Den partielle evaluator (PE) omdanner alle de statiske data{prog, Inputstatic}
til en modificeret version af det oprindelige program benævnt prog∗. En PE transfor-
mationsfunktion kan opsummeres matematisk på følgende måde:
prog : {inputstatic, inputdynamic} → Output
omskrives til
prog∗ : Inputdynamic → Output
Effekten af dette bliver et potentielt hurtigere program(prog*), der giver de samme
uddata som det ikke modificerede program(prog), dog med det fleksibilitets tab som
nemesis, det er kun at kunne behandle problemer der involverer de nu fastindkodede
statiske data. Partiel evaluering kan således betragtes som et specialtilfælde af program
transformation. [6]. Den partielle evalueringsproces kan grundlæggende inddeles i
enten at være offline- eller online:
3.4.1 Offline- og online partiel evaluering
• Offline partiel evaluering:
En offline partiel evaluator evaluerer det program der ønskes specialiseret "en
gang for alle"under den indledende proces fase. Dette medfører at inddelingen i
statiske udtryk og dynamiske udtryk, der ikke kan ændres på og derfor ikke kan
tilpasse sig eventuelle ændringer i mønsteret af statiske- og dynamiske data.
• Online Partiel evaluering:
En ”online partiel evaluator” kan tilpasse sig til ændringer i fordelingen af
statiske og dynamiske data, fordi genereringen af det specialiserede program
ikke har en egentlig indledende fase, men i stedet løbende tager stilling til hvad
der er statisk og dynamisk. Dette minder altså mere om en fortolkers eller Just in
time(JIT) kompilers fremgangsmåde.
3.4.2 Bindingstidsanalyse
Begrebet bindingstidsanalyse(BTA) dækker over en inddeling af programmet i to kon-
gruensklasser. En bindingstidsanalyse markerer de forskellige dele af et program som
værende enten statiske eller dynamiske.
En BTA er forudsætningen for at en offline partiel evaluator kan fungere. Overordnet
set fastlægger bindingstidsanalysen det tidspunkt hvor en værdi kan bindes til en
variabel. Det er brugeren der bestemmer hvilke parametre der skal opfattes som statisk
og hvilke der er dynamiske. [se 6, s.83]
Program variablene løbes igennem og de inddeles i enten statiske eller dynamiske
variable. Ved at se på højresiden af en tildeling:
Xj = exp
Hvis der indgår en dynamisk variabel i exp så vil Xj blive mærket som dynamisk.
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Udskrift 3.2 viser den specialiserede version af den metode der er vist i udskrift 3.1.
Understregede variabler er i bindingstidsanalysen sat til at være dynamiske, mens de
med streg over er statiske.
3.4.3 Generating extensions
En generating extension er en specialiseret partial evaluator, der som regel er hurtigere
og mere effektiv end en generel universel partial evaluator. Det er et program der kan
betragtes som en blanding mellem en fortolker og en kompiler. Matematisk kan en
generating extension beskrives således: En partiel evaluator α og et program benævnt
p resulterer i: α (α,p) altså en generating extension af p. [4] En generating extension
kan skabes ved at anvende en partiel evaluator på sig selv.
3.4.4 For-løkke optimering
For-løkker optimeres ved hjælp af forskellige teknikker [7]. Loop invariant code motion,
Loop peeling og loop unrolling.
Hver gang en løkke gennemløbes skal udtrykket for løkkens forudsætninger under-
søges. Dette udtryk tager tid at undersøge for hvert gennemløb af løkken. Ved hjælp
af de ovenstående teknikker er der mulighed for en hastighedsgevinst.
Et eksempel lånt fra [5] kan belyse hvad der menes med at operationer i en for-løkke
kunne undgås. Eksemplet vist i udskrift 3.3 viser at hvis man kender løkkens længde
og de udtryk den skal beregne kan man spare nogle gennemløb i løkken.
Den originale version:
for ( in t i =0 ; i <10 ; i ++){
a=a * 2 ;
}
Den transformerede version:
for ( in t i =0 ; i <10 ; i = i +2 ) {
a=a * 2 ;
a=a * 2 ;
}
Udskrift 3.3 "Unrolling applied to a simple loop"(se [5] sektion 2.2)
I eksemplet kan man altså spare 5 gennemløb for løkken.
Et eksempel på en anden teknik:
Den originale version:
for ( in t i =0 ; i <10 ; i ++){
a=b+1 ;
x =5 ;
}
Den transformerede version:
x=5 ;
for ( in t i =0 ; i <10 ; i = i +2 ) {
a=b+1 ;
}
Udskrift 3.4 Invarians i løkker
I det andet eksempel vist i udskrift 3.4 kan man se et meget trivielt eksempel på at
man kan flytte tildelingen ud af løkken.
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"Loop peeling"teknikken i et simpelt eksempel:
Den originale version:
for ( in t i =0 ; i <10 ; i ++){
a=b+1 ;
}
Den transformerede version:
a=b+1 ;
a=b+1 ;
for ( in t i =2 ; i <10 ; i ++){
a=b+1 ;
}
Udskrift 3.5 "Loop Unfolding"også kaldet "Loop peeling"
Det sidste eksempel ligner unroll metoden, men baserer sig på at man laver en forløber
for løkken så løkken ikke skal gennemløbes så mange gange.
3.4.5 Konstante udtryks evalueringer
Constant-expression evaulation eller constant folding er optimeringer som udføres på
kompileringstidspunktet. I alt sin enkelthed handler det om at udtryk som eksempelvis:
y=5 ;
x=y+y ;
Udskrift 3.6 constant folding
af en kompiler bliver genkendt til at indeholde konstante værdier på begge sider af +
operatoren. Derfor vil kompileren substiture operationen med den beregnede værdi
for x så der istedet vil stå:
y=5 ;
x =10 ;
Udskrift 3.7 constant folding
Kriteriet for at det fungerer er at operanderne genkendes som evaluerbare, så heltal
og boolske værdier der udføres operationer på vil altid kunne foldes. En af forudsæt-
ningerne er selvfølgelig at der ikke divideres med 0 i udtrykket der skal evalueres, i
dette tilfælde skal kompileren meddele om fejlen [10].
4 Metode
De første forsøgsresultater med specialiseringen af det simple trænede XOR netværk,
indikerer en fartforøgelse på op imod 75%, hvilket giver anledning til at arbejde videre
med mere omfattende forsøgsserier.
I disse kommende forsøgsserier påtænkes det at eksperimentere med følgende
parametre:
• Størrelsen af det specialiserede neurale net kan tænkes at have en væsentlig
indflydelse på størrelsen af den maksimalt opnåelige fartforøgelse. En brugbar
hypotese i denne forbindelse kunne være at der en positiv korrelation imellem
størrelsen af det neurale net, og fartforøgelsen.
• Netværkets strukturelle opbygning også kaldet for topologien er en anden faktor,
der giver anledning til en hypotese om, at specialiserede neurale netværk med
flere seriekoblede beregnings lag vil kunne få en ekstra fartforøgelse, set i forhold
til netværk med kun et enkelt beregnede mellemlag.
• Udover størrelsen af det neurale netværk målt i antallet af neuroner, så kan
kompleksiteten af den opgave, som netværket er trænet optil at udføre, være en
faktor med væsentlig indflydelse på udbyttet af specialiseringen. I forbindelse
med den af os valgte Optical Character Recognition(OCR) trænings case, så kunne
dette betyde at mere komplicerede mønstre eller skrifttyper vil udvise en større
relativ hastighedsforøgelse, som følge af specialiseringen end mere enkle fonte.
Forsøg med massering af netværket:
• Det er betydelig hurtigere at regne med heltalsaritmetik end det er at foretage
tilsvarende beregninger med decimaltal(typisk: float eller double).
4.1 Den videnskabsteoretiske baggrund for vores
analyse
Den underliggende videnskabsteoretiske metodik er en vigtigt forudsætning for at
sikre en velgennemtænkt, målrettet og systematisk fremgangsmåde igennem ethvert
naturvidenskabeligt forsøgsforløb.
Indenfor videnskaben arbejdes der principielt set med to forskellige hovedmetoder til
at drage slutninger på: Induktion og deduktion. Induktionen baserer på eksperimenter,
mens den efterfølgende deduktive forsøgsanalyse hviler på logikken som redskab. Vi
kombinerer disse to metoder til den mest udbredte metode indenfor den positivistiske
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doktrin, nemlig den hypotetiske - deduktive metode [12]. Der er i vores tilfælde tale
om en høj kontrollabel model, da den hviler på let reproducerbare datalogiske forsøg.
Figur 4.1 Model for metoden der ligger til grund for forsøg og målinger
5 En GE for en fortolker af det KNN
5.1 BNF grammatik for specialiseret funktion
S ::= ”class SpecializedNet{
public static double[] output(double[] inputs){
double[] outputs = new double[“ INT ”];” {E0} “}}”
E0 ::= ”output[” INT ”] = ” E1 ”;”
E1 ::= “1 / ( 1 + Math.exp( - “ ( E1 | E2 ) ( “” | “/ “ DOUBLE ) “ ) )” |
“( 2 / ( 1 + Math.exp( - “ ( E1 | E2 ) ( “” | “/ “ DOUBLE ) ) ) ) – 1)” |
E2
E2 ::= “inputs[” INT “] * “ DOUBLE [ “ + “ ] | DOUBLE | { E2 }
INT ::= 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | { INT }
DOUBLE ::= INT “.” INT
Begrænsningen ved repræsentationen af resultaterne af programspecialiseringen som
tekststrenge er at der ikke er nogen håndhævelse af grammatiske begrænsninger, så
en tekststreng kan være en vilkårlig ting der kan kompileres af Java og blive godtaget
men kan ikke køre fordi det ikke er en del af det ordforråd der ligger indenfor den
delmængde af Java der skal bruges til at løse problemet. Det ville derfor have været
bedre hvis syntaksen for programmet var repræsenteret som en egentlig datatype.
Grammatiken afgrænser specialiseringen til en meningsfyldt(tilstrækkelig) delmængde
af Java. Den største mangel ved en repræsentation af programmet som tekststrenge er
den manglende syntaktiske kontrol.
5.2 Generating Extension
Vi har lavet forskellige udgaver af vores GE som hver især uddybede vores forståelse
og lod os komme tættere ind på hvilke metoder vi skulle bruge til specialiseringen.
Den endelige løsning er som set ovenfor. En GE skal som sagt være en et program der
er tunet til ét problem. Vi har til at starte med lavet en simpel for-løkke udfoldning,
som ifølge vores test(se A) skulle vise sig at være hurtigere end originalen. For at gøre
det så simpelt så muligt brugte vi XOR netværket til at lave test på. Da det gav en
hastighedsforøgelse, at specialisere for-løkkerne ud, tænkte vi om vi ikke kunne lave
hele netværket som en statisk funktion. Vi lavede en specialiseret udgave af netværket
og det viste sig at køre 2-3 gange så hurtigt som originalen. Derefter specialiserede
vi det største KNN vi havde, men her opstod problemerne. Det specialiserede 72bit
KNN kørte langsommere i sin specialiserede udgave. For at finde ud af hvor problemet
opstod, lavede vi et forsøg der skulle vise hvor stort et netværk det kunne betale
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sig at specialisere. Vi lavede et program der dynamisk lavede netværk, kørte dem,
specialiserede dem, kompilerede dem og skrev tiden brugt for 1.000.000 kørsler i en
kommasepareret fil. Dette viste et tydeligt knæk i grafen, og da vi kunne se at Java i
forvejen havde problemer med for store netværk, så vores hypotese var derfor at Java
havde problemer ved noget der ligner et 62 neuroner i et specialiseret netværk.
5.3 Test af Generating Extension
5.3.1 Test1
Vi har gennem test fundet ud af Java har begrænsninger i forhold til specialisering.
Dette viste sig bl.a. i at der ikke måtte stå mere end 1000 linier kode i en Java-fil, da
Java kompileren så gav en fejlmeddelelse. Der var også en begrænsning i hvor mange
tokens (eks. token + token) en linie kode måtte indeholde. Vi har testet vores GE med
generede KNN i størrelserne 3 til 1031 (se 6.3), her kan det tydeligt ses at Java ar et
problem når programmet når op over en hvis størrelse. Begrænsningerne ville efter al
sandsynlighed ikke forefindes i andre programmeringssprog.
5.3.2 Test2
For at belyse dette har vi fundet en bytekode kompiler der kan lave en jar-fil om til en
standalone exe-fil og testet vores ciffergenkendelses KNN imod dens specialiserede
udgave. I dette tilfælde vendte billedet sig, i stedet for at tage dobbelt så lang tid, tog
det specialiserede program kun den halve tid i forhold til den JIT fortolkede version.
Da dette var det billede vi så i generel specialisering (se tabel 5.1), kan vi kun udrede
at Java er den begrænsende faktor.
5.3.3 Test3
For at finde ud af om der kunne være en hastighedsforøgelse i at bearbejde vægtene
inden de skrives til filen, lavede vi et program, som dynamisk lavede udgaver af vores
specialiserede 72bit netværk og gjorde dem mere og mere upræcise. Det viste sig
dog at Java automatisk laver alle i koden skrevne tal om til int’s og at vores program
derfor kun kunne måle udfaldet af fjernelsen op til de 8 cifre. På trods af dette kan vi,
XOR(Original) 840 ns
XOR(Specialiseret) 590 ns
72bit(Original) 23864 ns
72bit(Specialiseret) 57883 ns
72bit .exe(Original) 16203 ns
72bit .exe(Specialiseret) 10895 ns
Tabel 5.1 Tidsmålinger af XOR og 72bit netværk
1 Hvor det gemte lag altid har en nice f rac13 antal knuder i forhold til inputlaget
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Antal Betydende Ciffre Antal input *
0 fjernet
Antal input *
1 ændret
Antal input *2
registreret
Samlet
Præcision
(∑ output −
ønsketOutput)
tid i Nanosekunder
8 0 0 0 1,21E+09 32424
7 0 0 0 4,09E+09 32046
6 0 0 0 6,10E+08 33055
5 0 0 0 9,44E+10 35052
4 0 0 0 9,32E+11 25936
3 1 1 2 0,006450828 32181
2 9 8 9 0,06405291 37152
1 85 96 90 0,687955941 35654
Tabel 5.2 Den almindeligt specialiserede fortolker tager ca. 57000 ns/kørsel
sammen med tiden taget for det almindeligt specialiserede netværk(se tabel 5.1), se at
der ca. sker en 75% hastighedsforøgelse. Vi må dog fortælle at dette kun gælder for
vores KNN og at en uddybende undersøgelse kunne vise at systemet ikke var gavnligt
for KNN der skulle genkende flere mønstre. Herudover kan man se at der er mulighed
for yderligere hastighedsforøgelse ved at "rightshifte"i stedet for at gange med 2.
På baggrund af de ovenstående data, testede vi i hvor høj grad man kunne afrunde
vægtene til deres heltalsværdier(se D). Testen viste at det kan betale sig at afrunde op
til en afvigelse på ca. 0,06 og at man derved afrundede ca. 500 vægte, hvilket kunne
betyde en hurtigere udregning i en aktuel specialisering. Det kunne også tænkes at
man kunne sammenflette en afrunding af vægtene ind i træningen af det KNN og at
man derved kunne få en hastighedsforøgelse i fortolkeren til af KNN
5.4 Hjælpeprogrammer
Vi har skabt nogle programmer for at hjælpe os med at nå målet hurtigere. Det gik ret
hurtigt op for os at hvis vi ville lave flere store netværk, ville det tage lang tid at skrive
nnc-filen, som er vores netværksprograms konfigurations-fil. Derfor lavede vi det vi
kaldte en NNCgenerator (se A) til at generere disse filer ud fra simple principper. Det
var også ret åbenlyst at det ikke kunne betale sig at skrive alle træningfilerne i hånden
ved 72 input, derfor lavede vi et GIF2CSV program (se A), som tog en gif-fil og lavede
en csv-fil med data der passede til pixelmønstret. For at kunne kompilere Java-filer
dynamisk var det nødvendigt at lave en classe til at køre shellkommandoer, denne
classe kaldte vi RunCommand (se A) og gennem den lod sig gøre at kompilere og køre
det specialiserede netværk.
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6 Forsøg og Målinger
6.1 De indledende forsøg:
I den første fase af den eksperimentelle periode blev der arbejdet med optræningen af
det anvendte KNN. Indledningsvis optrænede vi netværket til at genkende cifrene fra
[0..9]. Cifrene blev digitaliseret i en 3 gange 5 matrix, hvorefter netværket blev trænet
i at genkende dem på baggrund af deres bitmønster. Dernæst blev det undersøgt
hvorvidt det kunstige neurale netværk var i stand til at kompensere for fejl i cifrenes
bitmønster. Det viste sig dog ret hurtigt, at en inputmatrix på 15 bit var for lille til
at kunne afspejle en realistisk variation i en skrifttypes bitmønster. Af denne grund
skalerede vi inputlaget i netværket op til en størrelse på 8 gange 9 bit (72 bit). (Henvis
til billedmateriale). For at kunne foretage en automatisk digitalisering blev der udviklet
et hjælpeprogram i Java, der var i stand til at konvertere GIF billeder af cifrene til deres
bitmønster.
6.2 De første specialiserings forsøg:
Ud fra de indledende forsøg blev der foretaget en specialisering af det trænede 72 bits
netværk. Dette forsøg viste imidlertid et betydeligt hastighedstab i den specialiserede
udgave af netværket. Grundet dette umiddelbart uforståelig forsøgsresultat beslut-
tede vi os for at foretage specialiseringsforsøg ved at udføre hastighedsmålinger på
skalerede udgaver af netværket(se figur 6.3).
6.3 To støtteforsøg
De to støtteforsøg er summation og multiplikation af to tilfældig generede tal med
udfoldninger og uden udfoldninger. Resultat: Verificeret. Nr. 2 støtte forsøg er en power
funktion der manuelt partiel evalueres ved bindingstidsanalyse, vi itererer over den
et vist antal gange for hver power funktion for at se forskellene i den akkumulerede
køretid dette forsøg er både lavet i c og Java. Vi kan verificere at der er en fordel i
specialisering af power funktionen hvilket vi tager som indikation for at specialisering
må kunne betale sig.Revideret Konklusions: Der er noget vi har overset i de tidligere
forsøg på specialisering af en fortolker af et KNN. Hypotese: Kun netværk af bestemte
størrelser kan med fordel specialiseres.
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Figur 6.1 Køretiderne for Specialiseret og ikke specialiseret Power funktioner i C
Figur 6.2 Køretiderne for Specialiseret og ikke specialiseret Power funktioner i Java
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6.4 Forsøg: Dynamisk generering
Forsøget viser en dynamisk generering af utrænede KNN der skaleres fra 3 neuroner
til 103 neuroner. I det skjulte lag skaleres med 1/3 af antallet af input neuroner mens
antallet af output neuroner altid er 1. Resultat: Resultatgrafen stiger kvadratisk fordi
det drejer sig om 2 indlejrede løkker, den specialiserede fortolker krydser den ikke
specialiserede fortolker i 62 neuroner. Indtil da er der en lille fartgevinst at se.
Figur 6.3 Køretiderne for Specialiseret og ikke specialiseret fortolker af KNN med stigende
antal neuroner
Figur 6.3 er en synliggørelse af, i hvor høj grad det kan betale sig, at specialisere
et neuralt net. Grafens krydsningspunkt viser hvor mange neuroner der højest må
være i et neuralt netværk, for at det kan betale sig at specialisere. Man kunne ud fra
grafen drage den konklusion at Java er den begrænsende faktor, da krydset sker ved et
pludseligt knæk.
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7 Diskussion
7.1 Definition af problemområdet
Vi har beskæftiget os med to delproblemer:
I løbet af rapport udarbejdelsesfasen er vi gradvis blevet bevidst om problemom-
rådets fulde kompleksitet. Det kan ligefrem siges at vores projekt består af to proble-
mområder, der allerede hver for sig er vanskelige:
1. De kunstige neurale netværk.
2. Partiel evaluering af en fortolker til neurale netværk.
Dette har medført en længere fordybelsesperiode inden vi var i stand til at forstå
problematikken i dybden, for derigennem at kunne opstille fornuftige hypoteser.
Beslutningen om at anvende Java som programmeringssprog blev taget fordi alle havde
kendskab til sproget i forvejen. Der opstod uventede problemer med inkonsistente
køretidsresultater. Vi havde en formodning om, at dette kunne skyldes Javas JIT
kompiler. For at afklare denne problemstilling, anvendte vi en russisk Java kompiler1.
Resultatet af denne fremgangsmåde blev mere end en halvering af køretiden for de
kompilerede Java programmers vedkommende. Dette vendte rundt på billedet af
køretiden af den specialiserede og den ikke-specialiserede fortolker af det KNN. For
at afklare hvor JIT kompilerens begrænsning lå foretog vi en skalering af netværket
og så fortolkerne(specialisere/ikke-specialiseret) i forhold til hinanden. På grund af
de krydsende grafer fik vi verificeret vores formodning om, at det hang sammen med
Javas JIT kompiler.
7.2 Metodik og strategi
For at sikre et velstruktureret projekt- og forsøgsforløb har det været nødvendig
at definere en underliggende videnskabelig metodik. Før metodikken kunne tages i
anvendelse var det nødvendigt, at have den grundlæggende forståelse for emneområdet
på plads. At metodikken var på plads førte til grundlæggende forsøg der samlet set
øgede forståelse for emneområdet. Dette førte til direkte sammenlignelige resultater.
De grundlæggende støtteforsøg(potens specialiseringen, for løkke udfoldningerne
m.m.) indikerer at der burde være en langt større fartgevinst ved specialiseringen, end
det viste sig at være tilfældet i vores forsøg med KNN fortolkeren. Vi har lavet tests
hvor vi justerede de vægte, der var tæt på et heltal til heltalsværdien. Formålet med
1 http://www.excelsior-usa.com/jet.html
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disse forsøg var at undersøge i hvor høj grad regneoperationer kunne simplificeres, for
derigennem at opnå en hastighedsforøgelse. Desværre var der ikke tid til at foretage
kørselstidsanalyser, men vores undersøgelser peger alligevel i retning af en kortere
kørselstid.
7.3 Resultaternes gyldighed
Vi har i de tidlige forsøg vist, at det ikke kan betale sig at specialisere i alle tilfælde,
fordi der sker en hastighedsnedsættelse. Forsøgene blev først tilrettelagt fuldstændig
efter vores egen metodik på et sent tidspunkt grundet uforudsete vanskeligheder (med
bl.a. Java kompileren). Herefter opnåede vi en målrettet forsøgsserie til efterprøvning
af vores hypotese.
Der er en usikkerhed i tidsmålingerne fordi de blev foretaget i et multitasking miljø.
Denne usikkerhed prøvede vi at minimere ved at foretage forsøgene på en dedikeret
Linux server. For at få en så lav afvigelse som mulig blev forsøgene kørt op til en
million gange, hvorefter gennemsnittet blev beregnet.
Vi kunne godt have dokumenteret flere af forsøgene, men siden de var en del af
læreprocessen vil nogle af dem være at finde i bilagene.
7.4 Yderligere overvejelser
Der kunne arbejdes med specialisering af såvel selve det kunstige neurale netværk,
og fortolkeren. For at få et yderligere overblik forekommer det hensigtsmæssigt at
forsøge sig med en implementation af forsøgene i andre programmeringssprog. En
sådan fremgangsmåde ville dog være meget tidskrævende, og dermed ligge udenfor
tidsrammen i projekt. Derudover kunne det være interessant at anvende specialiserings
teknikken på en bredere vifte af komplekse problemstillinger som f.eks. ray tracing.
8 Konklusion & perspektivering
8.1 Konklusion
Vi må konkludere at det kan betale sig at specialisere op til en vis størrelse KNN i Java.
Selvom Java ser ud til at være den begrænsende faktor er det ikke bevist at de samme
problemer ikke ville kunne opstå i et andet programmeringssprog. Dog kan vi se at
den størst mulige udnyttelse af specialiseringen vil rykke sig hvis vi laver programmet
i et andet programmeringssprog. Dette giver sig til kende ved at hastigheden for den
originale fortolker er langsommere end den specialiserede fortolker ved kompilering
til exe-filer, med grundlag i vores 72bit KNN.
8.2 Perspektivering
Fra den kulturelle side, kender de fleste Frankensteins uhyre eller Science fiction film
med f.eks. Jens Lyn, der farer ud i rummet med en rumraket der har fået fastmonteret
stjernekastere. Som der lægges lidt op til, så er begrebet kunstig intelligens blevet
misbrugt gennem tidens løb. Der skelnes også mellem ”stærk” kunstig intelligens og
”svag ” kunstig intelligens2, hvor man med stærk kunstig intelligens bestræber sig på
at skabe kunstig intelligens, der duplikere den menneskelige intelligens. Det vil svare
til computeren i HAL 9000, The Matrix eller humanoiderne C-3PO fra Star Wars, Data
fra Star Trek eller I, Robot. Denne teknologi ligger ikke lige om hjørnet og når der laves
henvisninger til kunstig intelligens, vil der almindeligvis også være tale om formen
”svag” kunstig intelligens. Ordet kunstig intelligens blev for første gang brugt i 1956
under en konference af John McCathy, hvor han redegjorde for bl.a. et skakprogram,
der var blevet udviklet i 1951 på Manchesters Universitet. Kunstig intelligens bliver
brugt til at studerer eller opnå en løsning på specifikke problemer eller selvstændig
slutningsproces. Et kendt eksempel skakcomputeren Deep Blue, der slog skakgeniet
Garry Kasparov i et historisk, mand mod maskine spil i 1997. Kunstig intelligens
bruges, foruden til strategi spil, til kontrol, planlægning og tidsskemaer, til besvarelser
af diagnostiske og konsum spørgsmål, håndskrivning, tale og ansigtsgenkendelse. En
anden velkendt anvendelse er ekspertsystemer, der behandler store mængde empirisk
data og herpå fortager en selvstændig konklusion. Der findes forskellige grene inden
for kunstig intelligens, hvoraf neurale netværk så er den gren vi har beskæftiget os
med i rapporten .
Neural netværk har en stor betydning for samfundet indenfor områder som f.eks.:
• Den kemiske industri ( til udvikling af nye medikamenter)
• Indenfor handel og økonomi anvendes de til:
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◦ At forudsige økonomiske nøgledata og transaktioner
◦ Risikovurdering
◦ Validering af data
◦ Kunde undersøgelser typisk i forbindelse med ”data mining” og målrettet
marketing
• Proceskontrol i industrien
• Indenfor medicinen:
◦ Til modellering af biologiske systemer
◦ Til elektroniske næser, der kan genkende lugten af forskellige molekyler
◦ Som en elektronisk doktor, på lignende måde som ekspert systemer.
Som det kan ses, er der et stort potentiale i, at kunne lave nye specialiserede program-
mer ud fra eksisterende neurale netværk. For mange af disse systemer vil det være
yderst attraktivt, fordi hastighedsforøgelser kan betyde store tidsgevinster. Man må
holde for øje, at komplekse systemer kan bruge timer, endog dage, på at tygge sig
igennem en problemstilling, før der kan gives et kvalificeret svar. Programmer kunne
også være nemmere at distribuere, ligesom det vil være lettere at sikre forretnings
hemmeligheder, eftersom man kan genererer fuldstændig lukkede programmer. Robot-
teknologien er ligeledes et teknologisk felt der eksploderede de seneste år og der er
helt sikkert et potentiale her. Om ikke andet, så måske som klonprogrammer med
andre former for kunstig intelligens.
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A Udfoldning
A.1 Udfoldning af en enkelt for-løkke
1 c l a s s SimpleForUnfolding
2 {
3 public s t a t i c void main ( S t r ing [ ] args )
4 {
5 RunCommand r t = new RunCommand ( ) ;
6 skr ivGraf . r e se tGra f ( ) ;
7
8 / / k ø r f o r l ø k k e (1 − 900 ) }
9
10 for ( in t c = 0 ; c < 900 ; c++)
11 {
12
13 System . out . p r in t l n ( c ) ;
14
15 / / s k r i v a n t a l o p e r a t i o n e r t i l g r a f
16 skr ivGraf . sk r ivT i lGra f ( " " + ( c ) ) ;
17
18 / / k ø r den o r i g i n a l e
19 r t . run ( " java RunSimpleForOriginal " + c ) ;
20
21 / / s p e c i a l i s e r
22 r t . run ( " java SimpleGE " + c ) ;
23
24 / / c omp i l e r den s p e c i a l i s e r e d e
25 r t . run ( " j avac Spec ia l i zed . java " ) ;
26
27 / / k ø r den s p e c i a l i s e r e d e
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28 r t . run ( " java Spec ia l i zed " ) ;
29 }
30 }
31 }
Udskrift A.1 SimpleForUnfolding.java
A.2 RunSimpleForOriginal.java
1 c l a s s RunSimpleForOriginal
2 {
3 public s t a t i c void main ( S t r ing [ ] args )
4 {
5 in t maxC = In teger . parse In t ( args [ 0 ] ) ;
6 long s t a r t t ime , f i na l t ime ;
7
8
9 in t t o t a l = 0 ;
10
11 s t a r t t ime = System . currentTimeMil l i s ( ) ;
12 for ( in t i = 0 ; i < 1E6 ; i ++)
13 for ( in t c = 0 ; c < maxC ; c++)
14 {
15 t o t a l += c ;
16 }
17 f i na l t ime = System . currentTimeMil l i s ( ) ;
18
19 skr ivGraf . sk r ivT i lGra f ( " " + ( f i na l t ime − s t a r t t ime ) ) ;
20 }
21 }
Udskrift A.2 RunSimpleForOriginal.java
A.3 SimpleGE.java
1 import j ava . io . * ;
2
3 c l a s s SimpleGE
4 {
5 public s t a t i c void main ( S t r ing [ ] args ) throws IOException
6 {
7 in t maxC = In teger . parse In t ( args [ 0 ] ) ;
8
9 in t t o t a l = 0 ;
10
11 F i l eWr i t e r out = new F i l eWr i t e r (new F i l e ( " Spec i a l i zed . java " ) , f a l s e ) ;
12 out . wri te ( " c l a s s Spec ia l i zed {\n" ) ;
13 out . wri te ( "\ tpub l i c s t a t i c void main ( S t r ing [ ] args ) {\n\t\t long t o t a l = 0 ;\n" ) ;
14 out . wri te ( "\ t\t long s ta r t t ime , f i na l t ime ;\n" ) ;
15 out . wri te ( "\ t\ t s t a r t t ime = System . currentTimeMil l i s ( ) ; \ n" ) ;
16 out . wri te ( "\ t\ t f o r ( i n t i = 0 ; i < 1E6 ; i ++){\n" ) ;
17 for ( in t c = 0 ; c < maxC ; c++)
18 {
19 out . wri te ( "\ t\ t\ t t o t a l += " + c + " ;\n" ) ;
20 }
21 out . wri te ( "\ t\ t }\n\t\ t f i n a l t ime = System . currentTimeMil l i s ( ) ; \ n" ) ;
22 out . wri te ( "\ t\ t skr ivGra f . sk r ivT i lGra f (\"\" + ( f i na l t ime − s t a r t t ime ) ) ; \ n" ) ;
23 out . wri te ( "\ t\ t skr ivGra f . newLine ( ) ; \ n\ t }\n\t } " ) ;
24 out . c l o se ( ) ;
25 }
26 }
Udskrift A.3 SimpleGE.java
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A.4 Udfolding af en nestet for-løkke
A.5 SimpleForUnfolding.java
1 c l a s s SimpleForUnfolding
2 {
3 public s t a t i c void main ( S t r ing [ ] args )
4 {
5 RunCommand r t = new RunCommand ( ) ;
6 skr ivGraf . r e se tGra f ( ) ;
7
8 / / k ø r f o r l ø k k e (1 − 30 ) { f o r l ø k k e (1−30)}
9 in t a = 0 ; in t b = 0 ;
10
11 for ( in t c = 0 ; c < 60 ; c++)
12 {
13 a += ( c%2 == 0 ) ? 1 : 0 ;
14 b += ( c%2 == 0 ) ? 0 : 1 ;
15
16 System . out . p r in t l n ( " a = " + a + " : b = " + b ) ;
17
18 / / s k r i v a n t a l o p e r a t i o n e r t i l g r a f
19 skr ivGraf . sk r ivT i lGra f ( " " + ( a * b ) ) ;
20
21 / / k ø r den o r i g i n a l e
22 r t . run ( " java RunSimpleForOriginal " + a + " " + b ) ;
23
24 / / s p e c i a l i s e r
25 r t . run ( " java SimpleGE " + a + " " + b ) ;
26
27 / / c omp i l e r den s p e c i a l i s e r e d e
28 r t . run ( " j avac Spec ia l i zed . java " ) ;
29
30 / / k ø r den s p e c i a l i s e r e d e
31 r t . run ( " java Spec i a l i zed " ) ;
32 }
33 }
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34 }
Udskrift A.4 SimpleForUnfolding1.java
A.6 RunSimpleForOriginal.java
1 c l a s s RunSimpleForOriginal
2 {
3 public s t a t i c void main ( S t r ing [ ] args )
4 {
5 in t maxA = In teger . parse In t ( args [ 0 ] ) ;
6 in t maxB = In teger . parse In t ( args [ 1 ] ) ;
7 long s t a r t t ime , f i na l t ime ;
8
9
10 in t t o t a l = 0 ;
11
12 s t a r t t ime = System . currentTimeMil l i s ( ) ;
13 for ( in t i = 0 ; i < 1E6 ; i ++)
14 for ( in t a = 0 ; a < maxA; a++)
15 {
16 for ( in t b = 0 ; b < maxB ; b++)
17 {
18 t o t a l += a * b ;
19 }
20 }
21 f i na l t ime = System . currentTimeMil l i s ( ) ;
22
23 skr ivGraf . sk r ivT i lGra f ( " " + ( f i na l t ime − s t a r t t ime ) ) ;
24 }
25 }
Udskrift A.5 RunSimpleForOriginal1.java
A.7 SimpleGE1.java
1 import j ava . io . * ;
2
3 c l a s s SimpleGE
4 {
5 public s t a t i c void main ( S t r ing [ ] args ) throws IOException
6 {
7 in t maxA = In teger . parse In t ( args [ 0 ] ) ;
8 in t maxB = In teger . parse In t ( args [ 1 ] ) ;
9
10 in t t o t a l = 0 ;
11
12 F i l eWr i t e r out = new F i l eWr i t e r (new F i l e ( " Spec i a l i zed . java " ) , f a l s e ) ;
13 out . wri te ( " c l a s s Spec ia l i zed {\n" ) ;
14 out . wri te ( "\ tpub l i c s t a t i c void main ( S t r ing [ ] args ) {\n\t\t long t o t a l = 0 ;\n" ) ;
15 out . wri te ( "\ t\t long s ta r t t ime , f i na l t ime ;\n" ) ;
16 out . wri te ( "\ t\ t s t a r t t ime = System . currentTimeMil l i s ( ) ; \ n" ) ;
17 out . wri te ( "\ t\ t f o r ( i n t i = 0 ; i < 1E6 ; i ++){\n" ) ;
18 for ( in t a = 0 ; a < maxA; a++)
19 {
20 for ( in t b = 0 ; b < maxB ; b++)
21 {
22 out . wri te ( "\ t\ t\ t t o t a l += " + ( a * b ) + " ;\n" ) ;
23 t o t a l += a * b ;
24 }
25 }
26 out . wri te ( "\ t\ t }\n\t\ t f i n a l t ime = System . currentTimeMil l i s ( ) ; \ n" ) ;
27 out . wri te ( "\ t\ t skr ivGra f . sk r ivT i lGra f (\"\" + ( f i na l t ime − s t a r t t ime ) ) ; \ n" ) ;
28 out . wri te ( "\ t\ t skr ivGra f . newLine ( ) ; \ n\ t }\n\t } " ) ;
29 out . c l o se ( ) ;
30 }
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31 }
Udskrift A.6 SimpleGE1.java
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A.8 fælles klasser
1 import j ava . io . * ;
2
3 c l a s s RunCommand
4 {
5 public RunCommand( )
6 {
7 r t = Runtime . getRuntime ( ) ;
8 }
9
10 public void run ( S t r ing command)
11 {
12 t ry {
13 Process proc = r t . exec (command ) ;
14 in t ex i tVa l = proc . waitFor ( ) ;
15 } catch ( InterruptedExcept ion e1 ) { System . out . p r in t l n ( " f e j l 3 " ) ; }
16 catch ( IOException e2 ) { System . out . p r in t l n ( " f e j l 4 " ) ; }
17 }
18
19 public Runtime r t ;
20 }
Udskrift A.7 RunCommand.java
1 import j ava . io . * ;
2
3 c l a s s skr ivGraf
4 {
5 public s t a t i c void re se tGra f ( )
6 {
7 t ry {
8 F i l eWr i t e r out = new F i l eWr i t e r (new F i l e ( " gra f . csv " ) , f a l s e ) ;
9 out . c l o se ( ) ;
10 } catch ( IOException e ) { System . out . p r in t l n ( " F e j l ved r e s e t a f f i l " ) ; }
11 }
12
13 public s t a t i c void sk r ivT i lGra f ( S t r ing toWrite )
14 {
15 t ry {
16 F i l eWr i t e r out = new F i l eWr i t e r (new F i l e ( " gra f . csv " ) , t rue ) ;
17 out . wri te ( toWrite +" ; " ) ;
18 out . c l o se ( ) ;
19 } catch ( IOException e ) { System . out . p r in t l n ( " F e j l ved skr ivning t i l gra f " ) ; }
20 }
21
22 public s t a t i c void newLine ( )
23 {
24 t ry {
25 F i l eWr i t e r out = new F i l eWr i t e r (new F i l e ( " gra f . csv " ) , t rue ) ;
26 out . wri te ( "\n" ) ;
27 out . c l o se ( ) ;
28 } catch ( IOException e ) { System . out . p r in t l n ( " F e j l ved skr ivning af ny l i n i e " ) ; }
29 }
30 }
Udskrift A.8 skrivGraf.java
B Specialiseret XOR
1 c l a s s Spec ia l izedNet {
2 public s t a t i c double [ ] output ( double [ ] inputs ) {
3 double [ ] outputs = new double [ 1 ] ;
4 outputs [ 0 ] = ( ( ( ( 1 / ( 1 + Math . exp ( − ( ( ( inputs [ 0 ] * 3 .450218313405076 )
5 + ( inputs [ 1 ] * −4 .017910807120667 ) ) + −2 .519897913163843) ) ) ) * 2 .5129914676909983 )
6 + ( ( 1 / ( 1 + Math . exp ( − ( ( ( inputs [ 0 ] * 2 .004814480920354 )
7 + ( inputs [ 1 ] * −2 .149738134765412 ) ) + 0 .8076451352191986 ) ) ) )
8 * −2 .443066007637484 ) ) + 1 .5024877074143583 ) ;
9 return outputs ;
10 }
11 }
Udskrift B.1 Specialiseret XOR
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C Power funktioner
C.1 Power ikke specialiseret
1 # include <s td io . h>
2 # include <time . h>
3 #define N 1000000
4 / / Non s p e c i a l i z e d :
5 void power ( in t n , in t x )
6 { in t p ;
7 p = 1 ;
8 while ( n > 0 ) {
9 i f ( n % 2 == 0 )
10 { x = x * x ; n = n/2 ; }
11 e lse { p = p * x ; n = n − 1 ; }
12 }
13 / / r e t u rn p ;
14 }
15
16
17 main ( ) {
18 c lo ck_ t s t a r t , end , s t a r t1 , end1 ;
19 f l o a t cpu_time_used , cpu_time_used1 ;
20 in t i , n=0 ;
21 FILE * fp ;
22 char * mode="w" ;
23 char f i lnavn [ ]= " udda ta_ ikke_spec i a l i s e r e t . t x t " ;
24 fp=fopen ( f i lnavn ,mode ) ;
25 s t a r t 1=clock ( ) ;
26 for ( i =0 ; i <100 ; i ++){
27
28
29 for ( n=0 ;n<N; n++){
30 power ( 5 , 6 4 ) ;
31 }
32 end1=clock ( ) ;
33 cpu_time_used1=(double ) ( end1−s t a r t 1 ) ;
34 p r i n t f ( "\n" ) ;
35 p r i n t f ( "%f " , cpu_time_used1 ) ;
36 f p r i n t f ( fp , "%f\n" , ( double ) ( end1−s t a r t 1 ) ) ;
37 }
38 f c l o s e ( fp ) ;
39 }
Udskrift C.1 Program til tidtagning af ikke specialiseret Power funktion(skrevet i C)
C.2 Power specialiseret
1 # include <s td io . h>
2 # include <time . h>
3 #define N 1000000
4
5
6 / / S p e c i a l i z e d :
7
8 void power5 ( in t x )
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9 { in t p ;
10 p = x ;
11 x = x * x ;
12 x = x * x ;
13 p = p * x ;
14
15 }
16
17 main ( ) {
18 FILE * fp ;
19 c lo ck_ t s t a r t , end , s t a r t1 , end1 ;
20 f l o a t cpu_time_used , cpu_time_used1 ;
21 in t i , n=0 ;
22 char * mode="w" ;
23 char f i lnavn [ ]= " udda ta_ spec i a l i s e r e t . t x t " ;
24
25 fp=fopen ( f i lnavn ,mode ) ;
26 s t a r t 1=clock ( ) ;
27 for ( i =0 ; i <100 ; i ++){
28
29
30 for ( n=0 ;n<N; n++){
31 power5 ( 6 4 ) ;
32 }
33 end1=clock ( ) ;
34 cpu_time_used1=(double ) ( end1−s t a r t 1 ) ;
35 p r i n t f ( "\n" ) ;
36 p r i n t f ( "%f " , cpu_time_used1 ) ;
37 f p r i n t f ( fp , "%f\n" , ( double ) ( end1−s t a r t 1 ) ) ;
38 }
39 f c l o s e ( fp ) ;
40 }
Udskrift C.2 Program til tidstagning af specialiseret Power funktion (skrevet i C)
C.3 Power funktionerne i Java
1 c l a s s Power
2 {
3
4
5 public long notSpec ia l i zed ( long n , long x )
6 { long p ;
7 p = 1 ;
8 while ( n > 0 )
9 {
10 i f ( n % 2 == 0 )
11 { x = x * x ; n = n/2 ; }
12 e lse
13 { p = p * x ; n = n − 1 ; }
14 }
15 return p ;
16
17 }
18
19
20
21 public long spec i a l i z ed5 ( long x )
22 {
23 long p ;
24 p = x ;
25 x = x * x ;
26 x = x * x ;
27 p = p * x ;
28
29 return p ;
30 }
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31 }
Udskrift C.3 Specialiseret Power funktion (skrevet i Java)
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D Justeringer af vægte
Figur D.1 Justering af vægte(Afvigelsen er et interval omkring heltal)
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Figur D.2 Justering af vægte(præcision i forholdet til afrundning af vægte i intervallet)
Figur D.3 Visualisering af afrunding med +−0, 25 for et givent heltal
