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Convergence Analysis of Sparsified
Asynchronous SGD
Rosa Candela, Giulio Franzese, Maurizio Filippone, and Pietro Michiardi
Abstract. Large scale machine learning is increasingly relying on dis-
tributed optimization, whereby several machines contribute to the train-
ing process of a statistical model. In this work we study the performance
of asynchronous, distributed settings, when applying sparsification, a
technique used to reduce communication overheads. In particular, for
the first time in an asynchronous, non-convex setting, we theoretically
prove that, in presence of staleness, sparsification does not harm SGD
performance: the ergodic convergence rate matches the known result of
standard SGD, that is O
(
1/
√
T
)
. We also carry out an empirical study
to complement our theory, and confirm that the effects of sparsification
on the convergence rate are negligible, when compared to “vanilla” SGD,
even in the challenging scenario of an asynchronous, distributed system.
Keywords: Stochastic Optimization · Asynchronous · Sparsification.
1 Introduction
The analysis of Stochastic Gradient Descent (SGD) [31] and its variants has
received a lot of attention recently, due to its popularity as an optimization
algorithm in machine learning; see [8] for an overview. SGD addresses the com-
putational bottleneck of gradient descent by relying on stochastic gradients,
which are cheaper to compute than full gradients. SGD trades a larger number
of iterations to converge for a cheaper cost per iteration. The mini-batch variant
of SGD allows one to control the number and the cost per iteration, making it
the preferred choice for optimization in deep learning [7,8].
We consider the problem of optimizing the d-dimensional parameter vec-
tor x ∈ Rd of a model and its associated finite-sum non-convex loss function
f (x) = 1
n
∑n
i=1 f (x, i), where f (x, i) , i = 1, . . . , n is the loss function for a
single training sample i. SGD iterations have the following form:
xt+1 = xt − ηtg (xt, i) ,
where xt,xt+1 ∈ Rd are the model iterates, ηt > 0 is the learning rate/step size
and g (xt, i) = ∇f (xt, i) is a stochastic gradient.
In this work, we are interested in the increasingly popular distributed set-
ting, whereby SGD runs across several machines, which contribute to the model
updates xt+1 by computing stochastic gradients of the loss using locally avail-
able training data [14,20,10,23,21]. The analysis of the convergence behavior of
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SGD, both in synchronous [9,43,8] and asynchronous [30,13,24,27,8] settings has
been widely studied in the literature. In this work, we focus on the asynchronous
setting, which is particularly challenging because distributed workers might pro-
duce gradient updates for a loss computed on stale versions of the current model
iterates [20,12,25,16,11].
In this context, communication overheads have been considered as a key issue
to address, and a large number of works have been proposed to mitigate such
overheads [37,42,39,3,40,2,1]. In particular, sparsification methods [35,4,39] have
achieved remarkable results, albeit for synchronous setups. The key idea is to
apply smaller and more efficient gradient updates, by applying a sparsification
operator to the stochastic gradient, which results in updates of size k ≪ d.
In this work, we fill the gap in the literature and study sparsification methods
in asynchronous settings. For the first time, we provide a concise and simple
convergence rate analysis when the joint effects of sparsification and asynchrony
are taken into account, and show that sparsified SGD converges at the same
rate of standard SGD. Our empirical analysis of sparsified SGD complements
our theory. We consider several delay distributions and show that, in practice,
applying sparsification does not harm SGD performance. These results carry
over when the system scales out, which is a truly desirable property.
1.1 Related work
The analysis of SGD [31] and its convergence properties has recently attracted a
lot of attention, especially in the field of machine learning [8,29], where SGD is
considered the workhorse optimization method. Large scale models and massive
datasets have motivated researchers to focus on distributed machine learning,
whereby multiple machines compute stochastic gradients using partitions of the
dataset and a parameter server maintains a globally shared model.
Asynchronous systems [30,14,23,10] provide fast model updates, but the use
of stale parameters might affect convergence speed. One way to reduce the stal-
eness effect is to give a smaller weight to stale updates. In [21,12] gradient con-
tributions are dampened through a dynamic learning rate. Stale-synchronous
parallel (SSP) models [20,12] limit instead the maximum staleness, discarding
updates that are too “old”. Interestingly, the work in [28], suggests to view stal-
eness as a form of implicit momentum, and study, under a simple model, how to
adjust explicit, algorithmic momentum to counterbalance the effects of staleness.
Synchronous systems [9] guarantee higher statistical efficiency, but the pres-
ence of stragglers slows down the learning algorithm. One solution is provided
by the so called local SGD models [25,37,42], which reduce the synchronization
frequency by allowing nodes to compute local model parameters, which are aver-
aged in a global model update. A second family of approaches seeks to improve
synchronous systems by reducing the cost of communicating gradients upon ev-
ery iteration. Quantization techniques reduce the number of bits to represent
the gradients before communication [33,3,40], sparsification methods select a
subset of the gradient components to communicate [2,1,38,35,4,26], and loss-
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less methods use large mini-batches to increase the computation-communication
ratio [19,41].
Our work, along the lines of [24,4], argues instead that staleness vanishes,
asymptotically. Similarly, recent work [36] uses an elegant analysis technique to
study the role of stale gradient updates and sparsification, albeit their effects are
considered in isolation. In this work, instead, we provide a concise and simple
convergence rate analysis for the joint effects of sparsification and staleness.
1.2 Contributions
We study finite-sum non-convex optimization of loss functions of the form f (x) :
R
d → R, and assume that f is continuously differentiable and bounded below,
that ∇f (x) is L-Lipschitz smooth, that the variance of stochastic gradients is
bounded, and that the staleness induced by asynchrony is also bounded. We
analyze a mini-batch asynchronous SGD algorithm and apply a sparsification
operator Φk [g (xτt , ξt)] with k ≪ d, which can be coupled with an error correc-
tion technique, often called memory [35].
We prove ergodic convergence of the gradient of f (x), for an appropriately
chosen learning rate. In particular, we focus on memory-less variants, which are
simpler to analyze, and show that asynchronous sparsified SGD converges at the
same rate as standard SGD.
In this paper, the main theoretical contribution is as follows. Let the sparsi-
fication coefficient be ρ = k/d. Then, it holds that:
min
0≤t≤T
E
[
‖∇f (xt)‖2
]
≤
(∑T−1
t=0
(
η2tL
2 σ
2
))
+ Λ+ C∑T−1
t=0
(
ηtρµ− η
2
tL
2
) ,
where Λ = f (x0) − inf
x
f (x) and C, µ are finite positive constants (whose role
will be clarified later). In particular for a suitable constant learning rate ηt =
η = ρµ
L
√
T
we can derive as a corollary that:
min
0≤t≤T
E
[
‖∇f (xt)‖2
]
≤
(
σ2
2
+
(Λ + C)L
(ρµ)2
)
1√
T
,
up to a negligible approximation for large T (details in the supplement).
We define sparsified SGD formally in Section 2, both in its memory and
memory-less variants, and outline our proof for the memory-less case in Sec-
tion 3.1. In Section 4 we provide an empirical study of the convergence behavior
of the two variants of sparsified SGD, using simple and deep convolutional net-
works for image classification tasks. Our experiments show that sparsification
does not harm SGD performace, even in the challenging scenario of an asyn-
chronous, distributed system. Although we do not provide convergence guaran-
tees for sparsified SGD with memory, our empirical results indicate that error
correction dramatically improves the convergence properties of the algorithm.
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2 Sparsified Asynchronous SGD
In this Section we define two variants of sparsified SGD algorithms, with and
without error correction, and emphasize the role of model staleness induced by
the asynchronous setup we consider.
The standard way to scale SGD to multiple computing nodes is via data-
parallelism: a set of worker machines have access to the n training samples
through a distributed filesystem. Workers process samples concurrently: each
node receives a copy of the parameter vector xt, and computes stochastic gradi-
ents locally. Then, they send their gradients to a parameter server (PS). Upon
receiving a gradient from a worker, the PS updates the model by producing a
new iterate xt+1.
Due to asynchrony, a computing node may use a stale version of the param-
eter vector: a worker may compute the gradient of f (xτt) , τt ≤ t. We call τt
the staleness of a gradient update. As stated more formally in Section 3, in this
work we assume bounded staleness, which is realistic in the setup we consider.
Other works, e.g. that consider Byzantine attackers [12], drop this assumption.
Gradient sparsification. A variety of compression [5,6], quantization [1,3] and
sparsification [4,35] operators have been considered in the literature. Here we use
sparsification, defined as follows:
Definition 1. Given a vector u ∈ Rd, a parameter 1 ≤ k ≤ d, the operator
Φk(u) : R
d → Rd is defined as:
(Φk(u))i =
{
(u)pi(i), if i ≤ k,
0, otherwise
where pi is a permutation of the indices {1, . . . , d} such that (|u|)pi(i) ≥ (|u|)pi(i+1), ∀i ∈
1, · · · , d.
Essentially, Φk(·) sorts vector elements by their magnitude, and keeps only
the top-k. A key property of the operator we consider is called the k-contraction
property [35], which we use in our convergence proofs.
Definition 2. For a parameter 1 ≤ k ≤ d, a k-contraction operator Φk(u) :
R
d → Rd satisfies the following contraction property:
E ‖u− Φk(u)‖2 ≤
(
1− k
d
)
‖u‖2.
Both the top-k operator we consider, and randomized variants, satisfy the k-
contraction property [4,35]. Next, we state a Lemma that we will use for our
convergence rate results.
Lemma 1. Given a vector u ∈ Rd, a parameter 1 ≤ k ≤ d, and the top-k
operator Φk(u) : R
d → Rd introduced in Definition 1, we have that:
‖Φk(u)‖2 ≥ k
d
‖u‖2.
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The proof of Lemma 1 uses the k-contraction property in Definition 2, as shown
in Appendix A.1.
Memory and memory-less sparsified asynchronous SGD. We define two
variants of sparsified SGD: the first uses sparsified stochastic gradient updates di-
rectly, whereas the second uses an error correction technique which accumulates
information suppressed by sparsification. Since we consider an asynchronous,
mini-batch version of SGD, additional specifications are in order.
Definition 3. Given n training samples, let ξt be a set of indices sampled uni-
formly at random from {1, · · · , n}, with cardinality |ξt|. Let τt be the bounded
staleness induced by the asynchronous setup, with respect to the current iterate
t. That is, t− S ≤ τt ≤ t. A stale, mini-batch stochastic gradient is defined as:
g (xτt , ξt) =
1
|ξt|
∑
i∈ξt
∇f (xτt , i) .
Memory-less sparsified SGD. Given the operator Φk(·), the memory-less, asyn-
chronous sparsified SGD algorithm amounts to the following:
xt+1 = xt − ηtΦk (g (xτt , ξt)) ,
where {ηt}t≥0 denotes a sequence of learning rates.
Sparsified SGD with memory. Given the operator Φk(·) , the asynchronous spar-
sified SGD with memory algorithm is defined as:
xt+1 = xt − ηtΦk (mt + g (xτt , ξt)) ,
mt+1 =mt + g (xτt , ξt)− Φk (mt + g (xτt , ξt)) ,
where {ηt}t≥0 denotes a sequence of learning rates, and mt represents the mem-
ory vector that accumulates the elements of the stochastic gradient that have
been suppressed by the operator Φk(·).
3 Ergodic convergence
In this work, we focus on the memory-less variant of SGD, and we study its
convergence properties. The convergence of sparsified SGD with memory has
been studied for both strongly convex [35,4] and non-convex objectives [4], but
only in the synchronous case. Nevertheless, in our empirical study, we compare
both variants, and verify that the one with memory considerably benefits from
error correction, as expected [35]. Before proceeding with the statement of the
main theorem, we formalize our assumptions.
Assumption 1 f (x) is continuously differentiable and bounded below:
inf
x
f (x) > −∞.
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Assumption 2 ∇f (x) is L-Lipschitz smooth:
∀x,y ∈ Rd, ‖∇f (x)−∇f (y)‖ ≤ L ‖x− y‖ .
Assumption 3 The variance of the (mini-batch) stochastic gradients is bounded:
E
[
‖g (xt, ξt)−∇f (xt)‖2
]
≤ σ2,
where σ2 > 0 is a constant.
Assumption 4 Distributed workers might use stale models to compute gradients
g (xτt , ξt). We assume bounded staleness, that is: t−S ≤ τt ≤ t. In other words,
the model staleness τt satisfies the inequality t − τt ≤ S. We call S ≥ 0 the
maximum delay.
Assumption 5 Let the expected cosine distance be:
E [〈Φk (g (xτt , ξt)) ,∇f (xt)〉]
E [‖Φk (g (xτt , ξt)) ‖ ‖∇f (xt) ‖]
= µt ≥ µ.
We assume, similarly to previous work [11], that the constant µ > 0 measures
the discrepancy between the sparsified stochastic gradient and the full gradient.
Theorem 1. Let Assumptions 1–5 hold. Consider the memory-less sparsified
SGD defined in Section 2, which uses the Φk(·) top-k operator for a given 1 ≤
k ≤ d. Then, for an appropriately defined learning rate ηt = ρµL√t+1 and for
Λ =
(
f (x0)− inf
x
f (x)
)
, it holds that:
min
0≤t≤T
E
[
‖∇f (xt)‖2
]
≤
(∑T−1
t=0
(
η2tL
2 σ
2
))
+ Λ+ C∑T−1
t=0
(
ηtρµ− η
2
tL
2
) .
Corollary 1. Let the conditions of Theorem 1 hold. Then for an appropriately
defined constant learning rate ηt = η =
ρµ
L
√
T
, we have that:
min
0≤t≤T
E
[
‖∇f (xt)‖2
]
≤
(
σ2
2
+
(Λ+ C)L
(ρµ)2
)
1√
T − 12
.
Asymptotically, the convergence rate of memory-less sparsified SGD behaves
as O( 1√
T
), which matches the best known results for non-convex SGD [18],
and for non-convex asynchronous SGD [24]. Note that considering a constant
learning rate intuitively makes sense. When gradients are not heavily sparsified,
i.e., ρ is large, we can afford a large learning rate. Similarly, when stale, sparse
stochastic, and full gradients are similar, i.e., when µ is large, we can again set
a large learning rate.
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It is more difficult to quantify the role of the constant terms in Corollary 1,
especially those involving sparsification. While it is evident that aggressive spar-
sification (extremely small ρ) could harm convergence, the exact role of the
second constant term heavily depends on the initialization and the geometry of
the loss function, which we do not address in this work. We thus resort to a
numerical study to clarify these questions, but introduce a proxy for measur-
ing convergence rate. Instead of imposing a target test accuracy, and use the
number of training iterations to measure convergence rate (which we found to
be extremely noisy), we fix an iteration budget, and measure the test accuracy
once training concludes.
Remarks. A careful assessment of Assumption 5 is in order. We assume that a
sparse version of a stochastic gradient computed with respect to a stale model,
does not diverge too much from the true, full gradient1. We measure this co-
herency trough a positive constant µ > 0. However, it is plausible to question
the validity of such assumption, especially in a situation where either the spar-
sification is too aggressive, or the maximum delay is too high.
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(a) Expected cosine similarity µt
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Fig. 1: Empirical results in support to Assumption 5. Experiments for φSGD with
LeNet on Mnist, using a range of possible sparsification coefficients ρ.
We study the limits of our assumption empirically, and report our findings
in Figure 1. The evolution of the expected cosine similarity µt defined in As-
sumption 5, reported here as a function of algorithmic progress, is in line with
our assumption. Clearly, aggressive sparsification negatively impacts gradient
coherency, as shown in Figure 1a. Moreover, as expected from Theorem 1, con-
vergence rate measured through the proxy of test accuracy, also increases with
(ρµ)2. When sparsification is too aggressive, (ρµ)2 is too small, which harms
convergence.
1 A similar remark, albeit without sparsification, has been made in [11].
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3.1 Proof Sketch
We now give an outline of the proof of Theorem 1, whereas the full proof is avail-
able in Appendix A. Following standard practice in non-convex asynchronous
settings [27,24], we settle for the weaker notion of ergodic convergence to a
local minimum of the function f . Our strategy is to bound the expected sum-of-
squares gradients of f . By the L-Lipshitz property of∇f (x) (see Assumption 2),
we have that:
f (xt+1) ≤ f (xt) + 〈xt+1 − xt,∇f (xt)〉+ L
2
‖xt+1 − xt‖2
= f (xt)− ηt 〈Φk [g (xτt , ξt)] ,∇f (xt)〉+
η2tL
2
‖Φk [g (xτt , ξt)]‖2 . (1)
The strategy to continue the proof is to find an upper bound for the term
E
[
‖Φk [g (xτt , ξt)]‖2
]
and a lower bound for the term E [〈Φk [g (xτt , ξt)] ,∇f (xt)〉].
Let’s focus on the term ηt 〈Φk [g (xτt , ξt)] ,∇f (xt)〉. Using Lemma 1, As-
sumption 5, and some algebraic manipulations, we can bound the expectation
of the above term as follows:
E [ηt 〈Φk [g (xτt , ξt)] ,∇f (xt)〉] ≥ ηtρµE
[
‖∇f (xt)‖2
]
,
where ρ = k/d, and µ is defined in Assumption 5.
Next, we can bound the expectation of the term
η2tL
2 ‖Φk [g (xτt , ξt)]‖2 by
remarking that:
E
[
‖Φk [g (xτt , ξt)]‖2
]
≤ E
[
‖∇f (xτt)‖2
]
+ σ2.
We then introduce a bound for the term:
T−1∑
t=0
η2tE
[
‖∇f (xτt)‖2
]
≤
T−1∑
t=0
η2tE
[
‖∇f (xt)‖2
]
+ C,
where C is a positive finite constant.
Finally, if we take the expectation of the whole inequality 1, sum over t from
0 to T − 1, use Assumption 1 and Assumption 5, the derivations above, and let
Λ =
(
f (x0)− inf
x
f (x)
)
, by rearranging we obtain:
T−1∑
t=0
(
ηtρµ− Lη
2
t
2
)
E
[
‖∇f (xt)‖2
]
≤ Λ+ C + σ
2L
2
T−1∑
t=0
η2t .
from which we derive the result of Theorem 1:
min
0≤t≤T
E
[
‖∇f (xt)‖2
]
≤
(∑T−1
t=0
(
η2tL
2 σ
2
))
+ Λ+ C∑T−1
t=0
(
ηtρµ− η
2
tL
2
) .
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Moreover, by choosing an appropriate constant learning rate (ηt =
ρµ
L
√
T
), we
can derive Corollary 1:
min
0≤t≤T
E
[
‖∇f (xt)‖2
]
≤
(
σ2
2
+
(Λ+ C)L
(ρµ)2
)
1√
T − 12
.
4 Experiments
While the benefits of sparsification have been extensively validated in the liter-
ature [2,1,33,38,3], such works focus on communication costs in a synchronous
setup, with the exception of the work in [35], which illustrates a simple exper-
iment in a multi-core asynchronous setup. Instead, our experiments focus on
verifying that: 1) the effects of staleness are negligible; 2) sparsification does not
harm convergence rates, using test accuracy as a proxy; 3) the benefits of the
memory mechanism applied to sparsified SGD. We consider several worker delay
distributions, and we compare the performance of the three SGD variants: stan-
dard SGD, and sparsified SGD with and without memory. We also investigate
the effects of scaling-out the system, by going up to 128 workers.
For our experimental campaign, we have built a custom simulator that plugs
into existing machine learning libraries to leverage automatic differentiation and
the vast availability of models, but abstracts away the complications of a real
distributed setting. With this setup, it is easy to compare a variety of stochastic
optimization algorithms on realistic and complex loss functions. More details
about our simulator are given in Appendix B.
4.1 Experimental setup
SGD variants. We compare sparsified SGD without (φSGD) and with memory
(φMemSGD) to “vanilla” asynchronous SGD (ASGD). For all algorithms, and
for all scenarios, we perform a grid search to find the best learning rate. When
relevant, Figures report standard deviation, obtained by repeating our experi-
ments 5 times. Note that for direct comparisons on individual experiments to be
fair, we make sure to use the same algorithmic initialization for SGD (e.g., we
use the same initial model parameters), and the same simulation seed.
Parameters. We configure the system architecture as follows: we consider a “pa-
rameter server” setup, whereby a given number of worker machines are connected
to a master by a simple network model, we do not simulate network congestion,
we impose fair bandwidth sharing, and we do not account for routing overheads.
In our simulations, both computation and communication costs can be mod-
eled according to a variety of distributions. In this work we use uniformly dis-
tributed computation times with a small support, that are indicative of an ho-
mogeneous system. Instead of directly controlling the staleness of gradient up-
dates, as done in other studies [12,11], we indirectly induce staleness by imposing
synthetic network delays, which we generate according to an exponential distri-
bution with rate λ (the inverse of the mean). In particular, each worker samples
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Fig. 2: Delay distributions of a simulation run with LeNet on Mnist, in a distributed
setting with 8 workers. For each worker we generate a network delay according to an
exponential distribution with rate λ. We sample λ from a log-normal distribution with
mean 0 and variance σ2. For each configuration, we also report the resulting average
staleness τ¯ .
a value for λ from a log-normal distribution with mean 0 and variance σ2. Fig-
ure 2 shows the resulting delay distribution for the entire training period in a
simulation with 8 workers, using different values of σ2. As we increase σ2, the
maximum delay experienced by the workers increases, up to very large values.
In addition, the mass of the distribution shifts towards lower delays; indeed,
for higher values of σ2, the majority of workers have small delays and only few
workers experience very large delays. This is confirmed by the average staleness
τ¯ , which decreases as σ2 increases. Notice that the interplay between commu-
nication delay and staleness is subtle: we provide a comprehensive description
of the staleness generation process in Appendix B, with illustrations that help
understanding the shape of the τt distribution.
Models and datasets. We consider a classification task, where we train two con-
volutional neural network (Cnn) variants of increasing model complexity, to
gain insight on the role of sparsification for large deep network models. First,
we study the behavior of LeNet, using the Mnist dataset, then we move on
to ResNet-56, using the Cifar10 dataset. The model parameter and gradients
dimensionality are approximately d ∈ {60K, 600K} for LeNet and ResNet-
56, respectively. We use a training mini-batch size of 64 for Mnist and 128 for
ResNet-56 and a testing mini-batch size of 128 samples. Additional details are
available in Appendix C.
4.2 Comparative analysis
We compare φSGD and φMemSGD with ASGD by measuring the test ac-
curacy reached after a fixed number of epochs, which we set to 5 for LeNet
on Mnist and 161 for ResNet-56 on Cifar10. We consider three scenarios,
with 8 workers: each has a different delay distribution, given by the parameter
σ2, as shown in Figure 2. For sparsified methods, we use the best sparsification
coefficient ρ. We discuss how ρ can be tuned in Section 4.3.
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Fig. 3: Comparison of test accuracy of LeNet on Mnist, for three different asyn-
chronous settings with 8 workers. In each setting we sample the exponential rates λ
from a log-normal distribution with mean 0 and variance σ2. For sparsified methods,
the best ρ has been taken.
φMemSGD φSGD ASGD
87.05 ± 0.53 86.21 ± 1.06 85.90 ± 1.01
Table 1: Comparison of test accuracy of ResNet-56 on Cifar10, with σ2 = 0.1.
Figure 3 illustrates results obtained using a LeNet architecture with the
Mnist dataset, while Table 1 reports the results obtained with ResNet-56 on
Cifar10, fixing σ2 = 0.1.
Clearly, for both simple and deep models, the effects of sparsification on test
accuracy are negligible. Given a reasonable choice of sparsification ρ, all vari-
ants achieve similar test accuracy using the same number of training iterations.
Moreover, sparsified methods consistently achieve comparable performance to
the non-sparse method irrespectively of the delay distribution. This confirms
the result in Corollary 1, which indicates asymptotically vanishing effects of
staleness on convergence (indeed, the term τ does not appear in the bound). We
also observe that, as expected, the memory-based variant of sparsified SGD has
an edge on the memory-less method, because it achieves better performance for
lower values of ρ. This results clarifies the impact of memory-based error correc-
tion as a method to recover lost information due to aggressive sparsification.
Finally, note that we explicitly do not compare the methods using wall-
clock times, as we are not interested in measuring the well-known benefits of
sparsification in terms of reduced communication costs.
4.3 Tuning gradient sparsification
Using theorem 1 alone, it can be difficult to understand how ρ can be tuned.
Next, we focus on the LeNet architecture using theMnist, trained for 5 epochs,
to understand how this affects the accuracy of sparsified SGD.
The results in Figure 4 show the impact of different values of the sparsification
coefficient ρ on test accuracy. We notice a stark difference between φMemSGD
and φSGD: the latter is much more sensitive to appropriate choices of ρ, and
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Fig. 4: Detailed study to understand how to tune the sparsification ρ , for LeNet on
Mnist. Test accuracy as a function of ρ, in a system with 8 workers and σ2 = 0.1
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Fig. 5: Comparison of test accuracy, as a function of the number of workers. Results
for LeNet on Mnist.
requires larger coefficients to achieve a reasonable test accuracy. For φMemSGD,
instead, aggressive sparsification doesn’t penalize performance noticeably, thanks
to the memory mechanism. Then, even aggressive sparsification can be viable,
as the cost per iteration (in terms of transmission times) decreases drastically,
compared to standard SGD. Also, note that the top-k operator can be executed
efficiently on GPUs [34], so that computational costs per iteration are equivalent
to standard SGD.
4.4 Scalability
We now investigate how the three SGD variants scale with an increasing num-
ber of workers. As shown in Figure 5, all variants of SGD incur a slight drop
in performance with more workers. Indeed, with more workers, the delay distri-
bution in the system changes according to Figure 2, due to an increase in the
probability of picking large delays. We note again that applying sparsification
does not harm the performance of SGD, in that both φMemSGD and φSGD
reach a comparable test accuracy with respect to ASGD. This is valid also for
a deep convolutional network: for example, we run ResNet-56 on Cifar10
with 32 workers and we obtained a test accuracy of 85.30± 1.24 for ASGD and
86.01± 0.49 for φMemSGD with a sparsification coefficient ρ = 1%.
Our results reinforce the message that sparsified SGD should be preferred
over vanilla SGD, and this carries over to large scale scenarios in which, other-
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wise, excessively large message sizes could entail network congestion and jeop-
ardize algorithmic efficiency.
5 Conclusion
In this work we focused on the role of sparsification methods applied to dis-
tributed stochastic optimization of non-convex loss functions, typically found in
many modern machine learning settings.
For the first time, we provided a simple and concise analysis of the joint effects
of asynchronicity and sparsification on mini-batch SGD, and showed that it
converges asymptotically as O
(
1/
√
T
)
. Intuitively, top-k sparsification restricts
the path taken by model iterates in the optimization landscape to follow the
principal components of a stochastic gradient update, as also noticed in [4].
We complemented our theoretical results with a thorough empirical cam-
paign. Our experiments covered both variants of sparsified SGD, with and with-
out memory, and compared them to standard SGD. We used a simple system
simulator, which allowed us to explore scenarios with different delay distribu-
tions, as wel as an increasing number of workers.
Our results substantiated the theoretical findings of this work: the effects of
staleness vanish asymptotically, and the impact of sparsification is negligible on
convergence rate and test accuracy. We also studied how to appropriately chose
the sparsification factor, and concluded that the memory mechanism applied to
sparsified SGD allows to substantially sparsify gradients, save on communication
costs, while obtaining comparable performance to standard SGD.
Our future plan is to establish a connection between gradient sparsification
and recent studies showing that the landscape of the loss surface of deep models is
typically sparse [32,15,22]. In light of such works, [17] suggests that sparsification
can be directly applied to model parameters, albeit training requires multiple
stages. Gradient sparsification could then be studied as a mechanism to favor
model compression at training time.
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A Proof of Theorem
In this section we build all the useful tools to formalize the proof of Theorem 1. In
Appendix A.1 we prove the k-contraction lemma, in Appendix A.2 we restate as-
sumptions for simplicity, we derive useful facts in Appendix A.3, derive a tighter
bounding term for the sum of magnitudes of stale gradients in Appendix A.4,
and finally derive the full proof of the convergence theorem in Appendix A.5.
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A.1 Proof of Lemma 1
Given a vector u ∈ Rd, a parameter 1 ≤ k ≤ d, and the top-k operator Φk(u) :
R
d → Rd defined in Definition 1, we have that:
‖Φk(u)‖2 ≥ k
d
‖u‖2
In fact we can write ‖u‖2 as follows:
‖Φk(u)‖2 = ‖u‖2 − ‖u− Φku‖2
≥ ‖u‖2 −
(
1− k
d
)
‖u‖2
≥ k
d
‖u‖2
(2)
Where the inequality is obtained by simply applying the k-contraction property.
A.2 Recap of Assumptions
We start by rewriting for simplicity Assumption 1 to Assumption 5:
1. f (x) is continuously differentiable and bounded below: inf
x
f (x) > −∞
2. ∇f (x) is L-Lipschitz smooth:
∀x,y ∈ Rd, ‖∇f (x)−∇f (y)‖ ≤ L ‖x− y‖
3. The variance of the (mini-batch) stochastic gradients is bounded:
E
[
‖g (xt, ξt)−∇f (xt)‖2
]
≤ σ2,
where σ2 > 0 is a constant.
4. The staleness is bounded, that is: t − S ≤ τt ≤ t, S ≥ 0. In other words,
the model staleness τt satisfies the inequality t − τt ≤ S. We call S ≥ 0 the
maximum delay.
5. The cosine distance between sparse, stale and stochastic gradient and the
full one is lower bounded
E [〈Φk (g (xτt , ξt)) ,∇f (xt)〉]
E [‖Φk (g (xτt , ξt)) ‖ ‖∇f (xt) ‖]
= µt ≥ µ
Notice moreover that ξt is statistically independent from {x0, · · · ,xt}.
A.3 Useful facts
Starting from Assumption 2 we can write that:
f(x) ≤ f(y) + 〈x− y,∇f (y)〉+ L
2
‖x− y‖2 ∀x,y
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Trivially we can rewrite this inequality by using as arguments the two vectors
xt,xt+1:
f (xt+1) ≤ f (xt) + 〈xt+1 − xt,∇f (xt)〉+
+
L
2
‖xt+1 − xt‖2
= f (xt)− ηt 〈Φk [g (xτt , ξt)] ,∇f (xt)〉
+
η2tL
2
‖Φk [g (xτt , ξt)]‖2 (3)
where the last equality is due to xt+1 = xt − ηtΦk (g (xτt , ξt)). Notice that even
if xt as well as ξt, τt and consequently f(xt) and g(xt) are random processes, due
to the geometric constraints imposed on the cost function, the above inequality
holds with probability 1.
The second useful quantity we derive is a bound for squared magnitude of
g (xt, ξt). We start with Assumption 3.
Before proceeding, we introduce the following notation: Ω is the set of ALL
random variables (i.e. Ω = {ξ0, · · · , ξt,x0, · · · ,xt, τ0, · · · , τt}), furthermore, we
indicate with ∼ ξt the set difference between Ω and ξt.
We write:
EΩ
[
‖g (xt, ξt)−∇f (xt)‖2
]
= EΩ
[
‖g (xt, ξt)− Eξt (g (xt, ξt))‖2
]
= E∼ξt
[
Eξt
[
‖g (xt, ξt)− Eξt (g (xt, ξt))‖2
]]
= E∼ξt
[
Eξt [‖g (xt, ξt) ‖]− ‖Eξt (g (xt, ξt))‖2
]
= EΩ [‖g (xt, ξt) ‖]− EΩ [‖∇f (xt) ‖] ≤ σ2
from which:
EΩ [‖g (xt, ξt) ‖] ≤ EΩ [‖∇f (xt) ‖] + σ2 (4)
A.4 Bounding magnitudes of delayed gradients
Differently from [11], we derive a tighter bound for the following term:
T−1∑
t=0
η2tE
[
‖∇f (xτt)‖2
]
(5)
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Indeed, thanks to the fact that ηt is a decreasing sequence, and using the law of
total expectation:
T−1∑
t=0
η2tE
[
‖∇f (xτt)‖2
]
=
T−1∑
t=0
η2t
t∑
l=t−S
Pr(τt = l)E
[
‖∇f (xl)‖2
]
≤
T−1∑
t=0
t∑
l=t−S
η2l Pr(τt = l)E
[
‖∇f (xl)‖2
]
Before proceeding, it is useful to introduce a new random quantity, the delay
D, distributed according to some probability density function Pr(D = i) = pii.
Notice that the true relationship between Pr(τt) and Pr(D) is:
Pr(τt = l) =
pit−l
min(t,S)∑
i=0
pii
.
Since t − S ≤ τt ≤ t, obviously the delay variable D has support boundend in
[0, S]. Moreover, to reduce clutter, we define: ψl = η
2
l E
[
‖∇f (xl)‖2
]
.
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Now, we can continue our derivation as:
T−1∑
t=0
t∑
l=t−S
pit−l
min(t,S)∑
i=0
pii
ψl =
piSψ−S+0 + piS−1ψ−S+1 + · · ·+ pi1ψ−1 + pi0ψ0
pi0
+
piSψ−S+1 + piS−1ψ−S+2 + · · ·+ pi1ψ0 + pi0ψ1
pi0 + pi1
+
piSψ−S+2 + piS−1ψ−S+3 + · · ·+ pi1ψ1 + pi0ψ2
pi0 + pi1 + pi2
+
piSψ−S+3 + piS−1ψ−S+4 + · · ·+ pi1ψ2 + pi0ψ3
pi0 + pi1 + pi2 + pi3
+
· · ·
piSψT−S + · · · · · · · · · + pi1ψT−1 + pi0ψT
1
≤
piSψ−S+0 + piS−1ψ−S+1 + · · ·+ pi1ψ−1 + pi0ψ0 + C0+
piSψ−S+1 + piS−1ψ−S+2 + · · ·+ pi1ψ0 + pi0ψ1 + C1+
piSψ−S+2 + piS−1ψ−S+3 + · · ·+ pi1ψ1 + pi0ψ2 + C2+
piSψ−S+3 + piS−1ψ−S+4 + · · ·+ pi1ψ2 + pi0ψ3 + C3+
· · ·
piSψT−S + · · · · · · · · · + pi1ψT−1 + pi0ψT + 0
≤
T−1∑
t=0
ψt + C
=
T−1∑
t=0
η2tE
[
‖∇f (xt)‖2
]
+ C
where C is a suitable, finite, constant. We thus proved a strict bound on the
sum of magnitudes of delayed gradients as
T−1∑
t=0
η2tE
[
‖∇f (xτt)‖2
]
≤
T−1∑
t=0
η2tE
[
‖∇f (xt)‖2
]
+ C.
A.5 Derivation of the theorem
We start the derivation from Equation (3). We rearrange the inequality to bound
the increment of cost function at time instant t as:
f (xt+1)− f (xt) ≤ −ηt 〈Φk [g (xτt , ξt)] ,∇f (xt)〉
+
η2tL
2
‖Φk [g (xτt , ξt)]‖2
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Written in this form, we are still dealing with random quantities. We are inter-
ested in taking the expectation of above inequality with respect to all random
processes. Then:
EΩ [f (xt+1)− f (xt)]
≤ EΩ
[
−ηt 〈Φk [g (xτt , ξt)] ,∇f (xt)〉+
η2tL
2
‖Φk [g (xτt , ξt)]‖2
]
The strategy to continue the proof is to find an upper bound for the expecta-
tion term EΩ
[
‖Φk [g (xτt , ξt)]‖2
]
and a lower bound for the expectation term
EΩ [〈Φk [g (xτt , ξt)] ,∇f (xt)〉]. We start with the upper bound as:
EΩ
[
‖Φk [g (xτt , ξt)]‖2
]
≤ EΩ
[
‖g (xτt , ξt)‖2
]
≤ E
[
‖∇f (xτt)‖2
]
+ σ2,
where the first inequality is a trivial consequence of sparsification and the second
is the application of Equation (4).
As anticipated, we aim at lower bounding the term: EΩ [〈Φk [g (xτt , ξt)] ,∇f (xt)〉].
We start with Assumption 5 and write:
EΩ [〈Φk (g (xτt , ξt)) ,∇f (xt)〉]
≥ µEΩ [‖Φk (g (xτt , ξt)) ‖ ‖∇f (xt) ‖]
= µE∼ξt [Eξt [‖Φk (g (xτt , ξt)) ‖ ‖∇f (xt) ‖]]
= µE∼ξt [Eξt [‖Φk (g (xτt , ξt)) ‖] ‖∇f (xt) ‖]
We focus on the term Eξt [‖Φk (g (xτt , ξt)) ‖] and, thanks to the k-contraction
property and the inequality of the norm of expected values, we can write:
EΩ [〈Φk (g (xτt , ξt)) ,∇f (xt)〉]
≥ µρE∼ξt [Eξt [‖g (xτt , ξt) ‖] ‖∇f (xt) ‖]
≥ µρE∼ξt [‖Eξt [g (xτt , ξt)] ‖ ‖∇f (xt) ‖]
= µρE∼ξt [‖∇f (xτt) ‖ ‖∇f (xt) ‖]
Before proceeding, we reasonably assume that:
E∼ξt [‖∇f (xτt) ‖ ‖∇f (xt) ‖] ≥ E∼ξt
[‖∇f (xt) ‖2] , (6)
since stale versions of the gradient should be larger, in magnitude, than recent
versions.
Combining everything together we rewrite our initial inequality as:
∆t = EΩ [f (xt+1)− f (xt)] ≤ −ηtρµE∼ξt
[‖∇f (xt) ‖2]
+
η2tL
2
(
E∼ξt
[
‖∇f (xτt)‖2
]
+ σ2
)
.
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To derive a convergence bound it is necessary to sum all the increments over
t from 0 to T :
T−1∑
t=0
∆t ≤
T−1∑
t=0
(−ηtρµE∼ξt [‖∇f (xt) ‖2]+
η2tL
2
(
E∼ξt
[
‖∇f (xτt)‖2
]
+ σ2
))
≤
(
T−1∑
t=0
−ηtρµE∼ξt
[‖∇f (xt) ‖2]+
η2tL
2
(
E∼ξt
[
‖∇f (xt)‖2
]
+ σ2
))
+ C =(
T−1∑
t=0
(
−ηtρµ+ η
2
tL
2
)
E∼ξt
[‖∇f (xt) ‖2]+ η2tL
2
σ2
)
+ C,
where for the second inequality we used the result of Appendix A.4.
We further manipulate the result by noticing that:
∑T−1
t=0 ∆t = EΩ [f(xt+1)− f(x0)].
Moreover since Λ = EΩ [f (x0)]−inf
x
f (x) , it is easy to show that Λ ≥ EΩ [f(x0)− f(xt+1)] =
−∑T−1t=0 ∆t. We combine the bounds together as:
− Λ ≤
T−1∑
t=0
∆t ≤
(
T−1∑
t=0
(
−ηtρµ+ η
2
tL
2
)
E∼ξt
[‖∇f (xt) ‖2]
+
η2tL
2
σ2
)
+ C.
Then:
− Λ− C ≤
(
T−1∑
t=0
(
−ηtρµ+ η
2
tL
2
)
E∼ξt
[‖∇f (xt) ‖2]
+
η2tL
2
σ2
)
,
and finally: (
T−1∑
t=0
(
ηtρµ− η
2
tL
2
)
E
[‖∇f (xt) ‖2]
)
≤
(
T−1∑
t=0
(
η2tL
2
σ2
))
+ Λ+ C.
We conclude that:
min
0≤t≤T
E
[
‖∇f (xt)‖2
]
≤
(∑T−1
t=0
(
η2tL
2 σ
2
))
+ Λ+ C∑T−1
t=0
(
ηtρµ− η
2
tL
2
) .
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We then proceed by prooving the simple corollary 1 of Theorem 1. By choosing
a suitable constant learning rate ηt = η =
ρµ
L
√
T
we can rewrite the inequality as
min
0≤t≤T
E
[
‖∇f (xt)‖2
]
≤
(
T
(
η2L
2 σ
2
))
+ Λ
′
T
(
ηρµ− η2L2
) .
where for simplicity we have defined Λ
′
= Λ + C.
We then notice that ηρµ = (ρµ)
2
L
√
T
and that η
2L
2 =
(ρµ)2
2LT , consequently we can
rewrite the upper bound as
(ρµ)2σ2
2L + Λ
′
(ρµ)2
√
T
L
− (ρµ)22L
=
(ρµ)2σ2
2L + Λ
′
(ρµ)2
L
(√
T − 12
) .
Since we are intersted inO convergence rate, we can safely assume that
(√
T − 12
)
≃√
T and that thus
min
0≤t≤T
E
[
‖∇f (xt)‖2
]
.
(ρµ)2σ2
2L + Λ
′
(ρµ)2
L
√
T
=
(
σ2
2
+
Λ
′
L
(ρµ)2
)
1√
T
B The simulator and a note on staleness
In this Section we provide additional details to clarify the simulator structure,
the definition of staleness and its generating process in our empirical validation.
Figure 6 is an abstract representation of the distributed architecture we consider
in this work. It consists of a time-line for each machine in the system: one for
the parameter server (PS), and one for each worker Wi (i = 3 in the Figure).
In our system model, the PS accepts contributions from workers and up-
dates the current model iterate according to the variant of the SGD algorithm
it implements. We use the notation xn = U(xn−1,∇(xk)) to indicate that the
nth model version at PS is obtained by updating the n − 1th version using a
gradient computed with the kth version, according to the rules of the generic
update algorithm U(·). In this case the staleness of the model update is equal
to n − 1 − k. It is assumed that as soon as the PS update the parameters the
worker immediately receives the updated model, indicated with Wi ← xn. Each
worker is going to transmit many different updates (Nupdates), each of which will
reach the PS after a random delay. We define the sequence of delays for the ith
worker as {t(i)comm,r}Nupdatesr=0 . The random generation process will be shortly after
explained.
We are then ready to explain the example depicted in Figure 6:
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t1 = d
(1)
0 t2 = d
(2)
0 t3 = d
(3)
0 t4 = t1 + d
(1)
1 t5 = t2 + d
(2)
1
t0 = 0
t
t
t
t
PS ← x0
W1 ← x0
W2 ← x0
W3 ← x0
x1 =
U(x0,∇(x0))
x2 =
U(x1,∇(x0))
x3 =
U(x2,∇(x0))
x4 =
U(x3,∇(x1))
x5 =
U(x4,∇(x2))
W1 ← x1
W2 ← x2
W1 ← x4
W2 ← x5
W3 ← x3
Fig. 6: Illustration of the distributed system operation. Example with one PS and 3
workers.
1. At time instant t0 = 0 all workers and PS are initialized with model x0.
2. At t1 = t
(1)
comm,0 the PS receives the first gradient computed by W1 using
model x0. The PS updates the model (x1 = U(x0,∇(x0))) and send the
update to W1. In this case the staleness of the update is 0
3. At t2 = t
(2)
comm,0 the PS receives the first gradient computed by W2 using
model x0. The PS updates the model (x2 = U(x1,∇(x0))) and send the
update to W2. In this case the staleness is 1− 0 = 1.
4. At t3 = t
(3)
comm,0 the PS receives the first gradient computed by W3 using
model x0. The PS updates the model (x3 = U(x2,∇(x0))) and send the
update to W3. In this case the staleness is 3− 1 = 2.
5. At t4 = t1 + t
(1)
comm,1 the PS receives the second gradient computed by W1
using model x1. The PS updates the model (x4 = U(x3,∇(x1))) and send
the update to W1. In this case the staleness is 2− 0 = 2.
6. At t5 = t2 + t
(2)
comm,1 the PS receives the second gradient computed by W2
using model x2. The PS updates the model (x5 = U(x4,∇(x2))) and send
the update to W2. In this case the staleness is 4− 2 = 2.
7. . . .
Each communication delay is generated according to an exponential proba-
bility distribution with rate λ. To simulate network hetereogenity each worker
has its own (fixed throughout the simulation) rate λi. These rates are extracted
independently for each worker according to a lognormal distribution, i.e. ln(λi) ∼
N (0, σ2) where σ2 is a user defined parameter that can be used to change sta-
tistical configurations of the system. We use Figure 7 to illustrate the delay
distribution for an entire simulation, that is, from the first model iterate, until
the end of the training phase. Every time the PS receives a contribution from a
worker, it increments the count in the bin corresponding to the staleness of the
stochastic gradient message. In the Figure we vary σ2 to obtain different delay
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Fig. 7: Delay distributions of a simulation run with LeNet on Mnist, in a distributed
setting with 8 workers. For each worker we generate a network delay according to an
exponential distribution with rate λ. We sample λ from a log-normal distribution with
mean 0 and variance σ2. For each configuration, we also report the resulting average
staleness τ¯ .
distributions. Using a larger variance induces very large delay values (long tail
in the distribution). However, if we observe the average staleness τ¯ , we notice it
decreases, because the mass of the distribution is concentrated on the left, which
in practice means the majority of workers experience small delays.
From an implementation point of view, our work is divided in two tasks:
the simulation of the delays and the simulation of the distributed architecture.
The delays simulation is simply a generation of a sequence of random variables
according to a given distribution, while to simulate the distributed system it is
sufficient allocate in memory Nworker+1 versions of the model (workers and PS)
and update them according to the order of arrival of messages. It is important
to notice that the simulator is transparent to the underling mechanisms for
computing gradients and updates. In this work, we use the PyTorch-1.4 library
to describe models, and how they are trained. The interface between the high
and low level layers allows exchanging model iterates, and gradients. Note that
we use automatic differentiation from PyTorch-1.4 to compute gradients.
Overall, the above software design allows to: 1) easily introduce new models to
study, as they can be readily imported from legacy PyTorch-1.4 code; 2) easily
implement variants of stochastic optimization algorithms; 3) experiment with a
variety of system configurations, including heterogeneity, various communication
patterns, and various staleness distributions.
C Detailed experimental settings
General parameters
– Number of simulation runs per experimental setting: 5, with best parameters
– Number of workers = {1, 2, 4, 8, 16, 32, 64, 128}
– tcomm ∼ Exp (λ)
– ln(λ) ∼ N (0, σ2), σ2 = {0.1, 1, 3}
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η φMemSGD φMemSGD ASGD
LeNet 0.01 0.01 0.01
ResNet-56 0.1 0.1 0.1
ResNet-56 - 32 workers 0.005 0.005 0.005
Table 2: Learning rate parameters.
momentum φMemSGD φMemSGD ASGD
LeNet 0.5 0.5 0.5
ResNet-56 0.9 0.9 0.9
Table 3: Momentum parameters.
Models. All model parameters we used, including learning rates and momentum,
are specified in Table 2 and Table 3. Additional details are as follows.
– Training epochs = 5 (LeNet), 161 (ResNet-56)
– Training mini-batch size = 64 (LeNet), 128 (ResNet-56)
– Testing mini-batch size = 64 (LeNet), 128 (ResNet-56)
The Cnn models are implemented in PyTorch-1.x.
– LeNet: architecture, d = 61706
– ResNet-56: architecture, d = 590426
