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Kinematics of Complex-Valued Time Series
Patrick Rubin-Delanchy and Andrew T. Walden
Abstract—The contribution to a stationary complex-valued time
series at a single frequency magnitude takes the form of a random
ellipse, and its properties such as aspect ratio (which includes rota-
tional direction) and orientation are of great interest in science. A
case when both the aspect ratio and orientation are fixed is found,
and their variability, in general, results from the additional influ-
ence of an orthogonal ellipse. It is shown how a magnitude squared
coherence coefficient controls both the relative influences of these
components and the variation of both the orientation and aspect
ratio of the resultant ellipse. Realizations of random ellipses are
recovered very accurately from simulated time series. The mean
orientation of the random ellipse is formally derived.
Index Terms—Aspect ratio, azimuth, coherence, complex-valued
processes, random ellipse, simulation.
I. INTRODUCTION
T HE scientific value of complex-valued time series analysisoccurs when the real and imaginary parts are geometri-
cally related through the physics governing the data, most no-
tably when the real and imaginary parts are orthogonal vector
components for motion taking place in a plane. For example,
in oceanography currents are typically resolved into eastward
(zonal) and northward (meridional) components [6] and in me-
teorology a similar decomposition may be made for wind vec-
tors [11].
In such cases, e.g., [15], it can be useful to construct a com-
plex-valued time series from the two real-valued series ,
. Denoting the discrete complex-valued random process by
and the real series by and we thus have
; without loss of generality we assume the pro-
cesses to have means of zero.
Define the autocovariance between and at lag in
the usual way as , (where de-
notes complex conjugate). is said to be covariance sta-
tionary if and only if (iff) is a function of only,
and we obtain the autocovariance sequence , with
. Let us also define the relation [22] (or
complementary covariance [26]) between and at lag
as ; iff this is a
function of only we obtain the relation sequence ,
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with . Combined with covariance station-
arity, this condition makes second-order stationary (SOS),
and such a process is assumed here.
Older seminal studies (e.g., [17, p. 42]) of complex-valued
series considered the relation sequence to be null, i.e., ,
, in which case the process is said to be proper. Recent
statistical studies of complex-valued time series have not as-
sumed the relation sequence to be null [22], [26]. Interestingly,
analysts investigating complex-valued time series formed from
vector components in oceanography and atmospheric science
(e.g., [6], [11], [19], and [28]) have for decades exploited this
more general approach, following the highly influential work
of Gonella and Mooers [8], [18], (together cited more than 300
times according to the ISI Web of Knowledge, February 2008).
A zero-mean covariance stationary complex-valued random
sequence is harmonizable, so
(1)
where is a random function of with uncorrelated incre-
ments, and zero mean [14, pp. 482–483], [25, pp. 18–19]. At
frequencies and the contribution to is
(2)
and is the parametric equation of a random ellipse, com-
prising the addition of two oppositely rotating circular motions
with random amplitudes and phases [6, pp. 428–429]. (Practi-
cally, a negative-frequency complex exponential can be seen as
a counter-clockwise rotation evolving in the opposite time di-
rection—or just a clockwise rotation.) In this paper, we study
the statistical properties of this random ellipse. It is the prop-
erties of elliptical motion at a particular frequency that are of
such widespread scientific interest where quantities such as the
aspect ratio (the ratio of the lengths of the axes, with sign indi-
cating counterclockwise/clockwise rotation), and ellipse orien-
tation, are important. For reasons of statistical precision we use
(2) as the fundamental quantity of interest, rather than the dis-
crete Fourier transform of finite portions of signal.
Let , then (with denoting
conjugate transpose) has Fourier transform , say,
(3)
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We show how the statistics of the random ellipse depend on the
rotationally invariant magnitude squared coherence
(4)
(The particular case is discussed later.) Some
background statistical ideas are developed in Section II. In
Section III we show that the random ellipse can be decomposed
into two ellipses which are oriented orthogonally but have the
same aspect ratio, the aspect ratio that would be obtained if
was set to unity, so that is singular, while ,
and were unchanged. As , the
modification of the ‘singular’ ellipse by the orthogonal ellipse
grows towards the two ellipses having equal influence.
In Section IV, we discuss statistical distributions for the es-
timators of ellipse parameters and, under Gaussianity, formally
prove a heuristic claim [8], [18] that the mean orientation of the
random ellipse is . Section V describes how we
very accurately simulated the kinematics of some random el-
lipses, something we have not been able to find elsewhere in the
literature. The plots illustrate the effect of changing . El-
lipse parameters derived directly from these simulated ellipses
are shown to fit the theoretical distributions extremely closely.
Gonella [8] had previously interpreted as the “stability
of the ellipse orientation” but the probability density functions
(pdfs) of azimuth (orientation) and aspect ratio, and the simula-
tions show that this is only half the story, and that likewise
controls the aspect ratio. Results are summarized in Section VI.
II. BACKGROUND STATISTICS
A. Orthogonal Increments
If is complex Gaussian, then
, with , is Gaussian as well [4, p. 483]. To see this
more clearly we note, using [3, p. 151], that as ,
in mean-square (and hence in distribution), so that by choosing
and , may
be written as a weighted sum of complex Gaussian RVs and
is therefore also complex Gaussian, i.e., its real and imaginary
parts are jointly Gaussian. Likewise is also complex
Gaussian, as is . Since all such RVs are derived from
the jointly Gaussian real and imaginary parts of , the vector
is jointly complex Gaussian.
Now, since is SOS, we know that
if
if (5)
and
if
if (6)
This follows because the expectations in (5) and (6) correspond
to two definitions of the Loève spectrum, and the right-hand
sides follow from the corresponding stationary manifolds (
and , respectively), [27].
So and , which
means the random variable (RV) is proper, with indepen-
dent and equivariable real and imaginary parts.
The vector has a covariance
matrix given by, say,
(7)
, so
is distributed as a proper complex Gaussian vector which may
be denoted
(8)
The covariance matrix must be non-negative definite and
hence it follows that [22]
and (9)
Now , and
, and , and so
the magnitude squared coherence of (4) follows and by
(9), is symmetric and bounded by 0 and 1. The influence
of the coherence on the increments is now considered.
B. General Case
Since and are jointly proper Gaussian, the
optimal estimator of in terms of is the linear
minimum mean-square error (LMMSE) estimator [23], given by
. The estimation mean-square error (MSE)
achieved is
so that controls the accuracy with which can
be estimated from .
C. Singular Case
If then the estimation MSE vanishes so that
, with probability one
(w.p.1). Additionally, if then one or both of
and is zero w.p.1; is defined to be unity.
In both situations and , are perfectly linearly
related and hence is singular. But if then
, and , where
, so that, w.p.1,
(10)
when . We shall exploit this result in
Section III-B.
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Fig. 1. (a)  (f), (b) R(f) (real part solid line, imaginary part dotted), and (c)
realization of CAR(2) process.
Note also that in the singular case takes the form, which
we denote by , given by
(11)
III. THE RANDOM ELLIPSE
Consider the complex SOS autoregressive process of
order 2, denoted CAR(2)
(12)
where and are complex-valued parameters such that all
the roots of the -polynomial are out-
side the unit circle, and is doubly white noise [22], i.e.,
and , where denotes the Kro-
necker delta. Fig. 1 shows , , and the sample points on
the complex plane for a realisation of such a process of length
5000. Most power in the process occurs in narrow bands cen-
tered about ; also at all frequencies
(for more details see Section V-D). The sample points fill out an
elliptical shape. Fig. 2 illustrates the random ellipse (2) which is
centred at the origin, with a full rotation being performed with
a period . Since is discrete, only describes
a subset of the points of the ellipse, say (shown by the
elliptical curve in Fig. 2) that would be traced if were contin-
uous. This subset is finite iff is rational; e.g., if , then
takes only values (points in the complex plane)
as traverses the integers. These points are shown by the black
dots in Fig. 2 and the sample points in Fig. (1c) are an aggregate
of such elliptically distributed points over the narrow bands of
frequencies around .
Fig. 2 also illustrates our notation for the geometrical proper-
ties of the random ellipse .
Fig. 2. An example continuous-time random ellipse Z (f) and its discrete
equivalent Z (f) shown by points.A(f) and B(f) denote the semi-major and
semi-minor axes, respectively, while (f) denotes the azimuth (orientation) of
the ellipse. (Dependence on f is suppressed.)
and are the lengths of the semi-
major and semi-minor axes, respectively. is the azimuth
(orientation), the angle which the major axis of the ellipse makes
with the -direction, and . The
(signed) aspect ratio is where the sign is
, and is positive/negative for coun-
terclockwise/clockwise rotation. The intensity of the ellipse is
. All the geometrical properties of the
ellipse, except for the center and frequency of rotation, depend
on the RVs and .
A. Singular Case
For the singular case with , (10) gives
and the random intensity follows. The
mean intensity is given by
Note that
so that the shape of the ellipse is fixed, while its size is random.
The aspect ratio is therefore
(13)
and so is fixed with value .
Now from (10)
and therefore
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so that
(14)
and we see that the azimuth is also fixed, with value . Hence
in the singular case the only aspect of the random ellipse which
is random is its size.
We emphasize that and being perfectly lin-
early related, (10), is a sufficient condition for the aspect ratio
and azimuth to be fixed with values (13) and (14), respectively.
B. General Case
In the general case and are not perfectly
linearly related, and we will show that the random ellipse can be
decomposed into two orthogonal ellipses with the same aspect
ratio. We firstly introduce a zero-mean “error term” , and
modify (10) to
(15)
Since the error term is the difference of two complex Gaussian
RVs, it too is complex Gaussian. Note that accounts for
both the suboptimality of (10) in the non-singular case and the
inherent estimation error even with the optimum LMMSE filter.
From (15), we have that
so that in (2) can be written
where
From (15) we also have
so that in (2) can also be written
where
Hence
(16)
say, where .
Rearranging terms, we have
(17)
where
Likewise
(18)
where
Now and are each parametric equations of a
random ellipse, centred at the origin, with a full rotation being
performed with a period , and describe a subset of the points
of the ellipses, respectively and say, that would be
traced if were continuous.
It is straightforward to show that
and
for , and hence, since the terms have a proper complex
Gaussian distribution, the ellipses (17) and (18) are independent.
Now consider the vectors and
. After some manipulation we find
that
where we met previously in (11), and [see the equation
at the bottom of the next page], and we note that in (7) is
given by
(19)
In addition, we find that
. Both and have determinants
of zero.
Since has covariance matrix proportional to ,
with determinant of zero, and relation matrix of zero, we know
from Sections II-C and III-A that and are perfectly
linearly related, i.e., w.p.1,
(20)
and that therefore the aspect ratio is fixed with value (13) and
the azimuth is fixed with value (14). We shall say that
defines the singular ellipse.
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Now has covariance matrix proportional to , with
determinant of zero, and relation matrix of zero. It thus follows
that w.p.1
(21)
Then, following the same arguments as in Sections II-C and
III-A, we find that the ellipse (18) has again the aspect ratio with
value (13), but the azimuth is
(22)
i.e., the ellipse corresponding to (18) is orthogonal to that corre-
sponding to (17). We shall say that defines the orthogonal
ellipse.
The mean intensity of the ellipse specified by is the sum
of the mean intensities of and . This mean intensity
in the general case is found to be , just as in
the singular case.
C. Interpretation of the Representation in (16)
can be decomposed into ellipses, and as
in (16). has a fixed aspect ratio and orientation given by
(13) and (14), respectively, so that, apart from its size, it is statis-
tically identical to the ellipse found in the singular case.
also has these parameters fixed, but whilst the aspect ratio is the
same, the ellipse is oriented orthogonally. controls the
relative sizes of the two ellipses—when unity, ,
and reduces to , but as , so
, and grows towards the ellipses having equal
influence.
To illustrate the summation of two orthogonally oriented
ellipses (in continuous time), we consider an example where
has , a semi-major axis length of 4, a
semi-minor axis length of 2, (aspect ratio 0.5), and azimuth
of , while has an azimuth of
and the same aspect ratio. We took
Here the terms and reflect the fact that
can lead/lag — is a proper complex
random vector and so its statistical properties are unchanged by
a rotation which feeds into and . The term
reflects the relative sizes of the two ellipses. Fig. 3(a) shows the
two ellipses when and and Fig. 3(b) shows
their sum. The dot marks a common time and the star marks a
common later time, so that the direction of motion is clear. We
Fig. 3. (a), (c), and (e) each show the two ellipses P (f),Q (f) and (b), (d),
and (e) show the resultant sums, respectively. The dot marks a common time
and the star marks a common later time. See the text for parameter values for
each of the three cases.
see that two counter-clockwise-rotating ellipses may combine
to give an ellipse—in fact rectilinear—with the same orienta-
tion as the singular ellipse, but with a very different aspect ratio.
Fig. 3(c) shows the two ellipses when and
and Fig. 3(d) shows their sum. Two counter-clockwise-rotating
ellipses combine to give a clockwise-rotating ellipse with the
same orientation, , as the singular ellipse, but with an as-
pect ratio which is quite different. Fig. 3(e) shows the two el-
lipses when and and Fig. 3(f) shows their sum.
Here two counterclockwise-rotating ellipses combine to give a
counterclockwise-rotating ellipse with a different orientation to
the singular ellipse, but with an aspect ratio which is the same
as for the singular ellipse.
Other decompositions of are possible; see, e.g., [2] for
a discussion in the context of optics. Our decomposition has a
very attractive form—two statistically independent orthogonal
ellipses with identical aspect ratios, with relative contributions
controlled by the size of the coherence ; this adds to our
understanding of the role played by in the analysis of
complex-valued sequences.
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IV. DISTRIBUTIONS
A. Aspect Ratio
Let us write ,
say, where the dependence of , on frequency is under-
stood. has the proper complex Gaussian distribution
(8). Then we can write
The pdf of is (e.g., [13, eq. (36)])
where . Therefore, a change of variable gives
the PDF for , for ,
(23)
By a reparamerization using
this PDF can be written as
(24)
which is the PDF of the (instantaneous) aspect ratio given by
Barakat [1, eq. 5.9] (as corrected in [5, p. 2885]) in his study
of a partially polarized quasi-monochromatic plane wave field
in the time domain. In that study is the degree of polariza-
tion defined by the “coherency matrix” (time-averaged covari-
ance matrix), whereas here is the degree of polarization de-
fined by . The parameter is exactly what oceanographers
[6], [8], [28] call the “rotary coefficient” which ranges from 1
for clockwise motion, to zero for unidirectional flow, to 1 for
counterclockwise motion. When is negative the PDF has its
peak at a negative value and is skewed to the right, and vice
versa; the skew is less pronounced as . The distribution
is symmetric when .
B. Azimuth
The azimuth (orientation), the angle which the major axis
of the ellipse makes with the -direction is given by
. Now can be written as
, a phase dif-
ference. A convenient form for the PDF of is given in [13,
eq. (18)] and if we make the transformation from to
we obtain
(25)
where , , and .
Here is the hypergeometric function with 2
and 1 parameters, , and , and scalar argument , which
may be written explicitly as
(26)
Now defines the angular distribution of a random vari-
able over . Following [16] the mean orientation
of is given by the value satisfying
(27)
Now is given by
Let us consider the first part of the integral. If we set this
can be written
which integrates to zero due to the integrand being odd. If we set
and expand according to (26) then
for the second part of the integral we get terms proportional to
for , and each such term is zero again because
the integrand is odd. Hence, is the value satisfying (27)
and thus in (14) does indeed define the mean orientation.
C. Transformation From Real Variables
Consider jointly Gaussian stationary time series and
in the and directions, respectively, with Hermitian
spectral matrix
where and are the power spectra for and
and is the cross-spectrum. Then if ,
the vector-valued time series has the spectral
matrix given in (3). Further, [26], ,
where
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and
(28)
Equations (14) and (28) together give (e.g., [15])
(29)
which is the (fixed) azimuth for the singular case. Since we have
proven that in (14) does indeed define the mean orienta-
tion under the Gaussian model, this formally proves a statement
in [8] also used elsewhere in the oceanographic literature (e.g.,
[6]), that given in the form (29) is also the mean ellipse
orientation in the general case.
V. SIMULATION
A. A Necessary Rescaling
Suppose we wish to simulate a realization of the con-
tribution from a realization of . We know that
, so that , where
denotes order in probability [7, p. 220]. (Priestley [24, p.
244] says that “ over an inifinitesimal interval is infini-
tesimal, but of a much larger order of magnitude than itself”.)
Thus, , and we will need to have a phys-
ically sensible way of rescaling if we are to do useful
computations. One approach is to work with in-
stead of itself. We can write
(30)
where and
. Clearly,
and .
If we filter with an ideal narrowband unit-norm filter
with frequency response function given by
if
otherwise,
we obtain
which is the same as . Filtering by extracts
and then enlarges it by . Similarly, we
can define an ideal narrowband filter, say, with frequency
response located at with value which when ap-
plied to extracts and then enlarges it by
; the result is the same as . Hence,
(31)
The right-hand side of (31) will form the basis of a simula-
tion method for , and the latter will correspond
to simulating with a mere rescaling of the real and imagi-
nary axes by . In practice we will need to make very
small, and use a good (non-ideal) bandpass filter.
B. The Filter
The filter of length which is most concentrated in the
frequency interval is the zeroth-order discrete prolate
spheroidal sequence (dpss) or Slepian sequence (e.g., [20]),
which is an eigenvector of an eigenproblem. As we shall require
a very-narrow-band filter the length will necessarily be very
large. Hence, we need a robust method for calculating the filter
such as that given in [29] where it was demonstrated that the
filter coefficients, , say,
with odd, could be very accurately approximated, within a
constant of proportionality, as the sequence
for , where is the modified Bessel function
of the first kind and 0th order. The filter coefficients were scaled
to have a norm of unity. The choice of , ,
gave an effective bandwidth [30] of the filter of about .
To achieve filters with energy at and we simply used
complex demodulation, and .
Since the filters are so narrow and have very low sidelobes, in-
terference would only be a problem if was chosen close to
zero. Hence, at , we approximate in (31)
by
(32)
C. Start-Up Values
For process we use the CAR(2) process of (12) which,
as seen in Fig. 1 is highly concentrated around . Suppose
we require a sequence consisting of values. Since the
filter is symmetric about , then we need to
generate values of so that the central values
are unaffected by end-effects. So for 50 001 and
we generated 50 100 values of the CAR(2) process. We show in
the Appendix how we generated the first two RVs, namely
and , with the correct second-order (covariance and relation)
structure so that the iterative procedure could be run without any
start-up transients.
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Fig. 4. Independent realizations of the elliptical paths Z (f)[df ] , at f = f = 1=10, including fitted ellipses. The dotted line shows the orientation for the
singular case ( = 1), i.e., the mean orientation in general, while the dashed line shows the orientation for the individual ellipses. (a)–(c) are for  = 1, (d)–(f)
are for  = 0:6, and (g)–(i) are for  = 0:2.
D. Parameter Values
We chose and took the roots of the CAR(2) poly-
nomial to be , so that
and . For the CAR(2)
model
(33)
(34)
The choice of , means that takes
the value for . From (34)
(the term is dominant here), and thus from (14) the the-
oretical azimuth value at for the singular case is given by
.
E. Kinematics
Each plot in Fig. 4 shows the 100 simulated filtered AR(2)
values of the form (32). There are 10 points on each revolution of
the ellipse and the values from the 10 revolutions approximately
overlay each other, indicating that the band is narrow enough
to be considered the contribution of one frequency magnitude
as in (2), rather than as the aggregate from multiple frequency
magnitudes. An ellipse was fitted using least squares [9], and
the azimuth estimate calculated; the dashed line shows
the orientation corresponding to the estimated azimuth. (Note
we can disregard the error in fitting the ellipse by least squares
since the generated points have minuscule departures from ellip-
tical form). The dotted line shows the theoretical azimuth value
at for the singular case. In Section III-A we concluded that in
the singular case the only aspect of the random ellipse which is
random is its size. Fig. 4(a)–(c) shows three independent real-
izations for which . As predicted, the estimated azimuth
agrees with the theoretical azimuth value at for the singular
case in all three cases and only the scale of the ellipse varies.
Fig. 4(d)–(f) shows three independent realizations for which
and Fig. 4(g)–(i) shows the same for . Here
we see that the estimated azimuths now vary from the singular
case, as well as the size of the ellipses changing.
For and 0.2, we repeated such independent real-
izations 250 times and calculated the sample aspect ratios and
azimuth values of the fitted ellipses. (Note that and
are invariant to a rescaling of so that our
rescaling by will not affect the distributions of the sam-
ples.) The resulting histograms are shown in Fig. 5, along with
the theoretical PDFs (23) and (25). The fits are excellent and
validate our theoretical results.
F. Corollary
The simulations, PDFs, and Section III-C show that as
decreases, the variability in both ellipse orientation (azimuth)
and aspect ratio increases. Gonella [8] had previously inter-
preted as the “stability of the ellipse orientation” but we
see that this is only half the story, as likewise controls the
aspect ratio.
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Fig. 5. Empirical histograms and theoretical PDFs for  = 0:6 for (a) aspect
ratio, and (b) azimuth, and for  = 0:2 for (c) aspect ratio and (d) azimuth.
VI. SUMMARY
We have shown how the magnitude squared coherence
controls (i) the relative influences of the two orthogonal random
ellipses with the same aspect ratio which add to give the resul-
tant random ellipse, and (ii) the variation of both the orientation
and aspect ratio of the resultant ellipse, whereas previously it
has been associated only with the ‘stability’ of the orientation.
Statistical analysis of the random azimuth proved that, under
Gaussianity, is the mean orientation of
the random ellipse. We also showed how the combination of
an accurately realized very narrow-band filter, a complex au-
toregressive process and a rescaling allow random ellipses to be
simulated, confirming the theoretical conclusions.
APPENDIX
A. Start-up Values for CAR(p) Simulation
Consider the complex SOS autoregressive process of
order , denoted
(35)
where the are complex-valued parameters and is doubly
white noise, and . Given values of
, for which all the roots of the -polynomial
are outside the unit circle, and values of
and , for which , [22], we first find
and .
Let and rewrite it in the form
, where
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
Then
(36)
where
.
.
.
.
.
.
.
.
.
.
.
.
and
.
.
.
.
.
.
.
.
.
and we have used the fact that and are SOS.
From (36) we can write [10, 10.2.15],
where denotes the stacking of the columns of the matrix
one underneath the other to form a single vector. But, (e.g.,
[12]) , where denotes
the usual Kronecker product of matrices. Hence,
and so
Therefore, the first elements of the first column of
are precisely .
Next, we write
(37)
where
.
.
.
.
.
.
.
.
.
.
.
.
and
.
.
.
.
.
.
.
.
.
again using the fact that and are SOS.
From (37) we have ,
But , and so
Therefore the first elements of the first column of
are precisely .
The covariance matrix of is
[21]
where .
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Define and , for ,
and . Then [21] ,
where
and
The covariance matrix of is given by .
We can calculate a Cholesky decomposition of such that
. If we let where the ’s
are independent standard normal random variables, then if
, we know that the covariance matrix of is given by .
Hence, to obtain our start-up sequence with the cor-
rect second-order (covariance and relation) structure we simply
compute , and take the first entries.
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