Robertson and Seymour proved that the family of all graphs containing a fixed graph H as a minor has the Erdős-Pósa property if and only if H is planar. We show that this is no longer true for the edge version of the Erdős-Pósa property, and indeed even fails when H is an arbitrary subcubic tree of large pathwidth or a long ladder. This answers a question of Raymond, Sau and Thilikos.
Introduction
Duality is arguably one of the most fundamental concepts in combinatorial optimisation and beyond. In graph theory, we encounter it in Menger's theorem: Given two vertex sets A, B in a graph G, then the maximal number of vertexdisjoint A-B-paths in G equals the minimal number of vertices in G meeting all A-B-paths.
If we ask for different target objects instead of A-B-paths, then this minimum maximum duality might break down: For example, in many graphs the maximal number of vertex-disjoint edges (size of a maximum matching) does not coincide with the minimal number of vertices meeting all edges (size of a minimum vertex cover). The duality principle, however, is not completely lost. Indeed, the size of a minimum vertex cover is bounded from above and below by a function of the size of a maximum matching, and vice versa.
Erdős and Pósa found a similar duality for cycles [5] . Suppose a graph G contains at most k vertex-disjoint cycles, then there is a vertex set of size O(k log k) meeting all cycles. More generally, we say a set of graphs F has the Erdős-Pósa property if there exists a function f : N → R such that for every graph G and every integer k, there are k vertex-disjoint graphs in G each isomorphic to a member of F or there is a vertex set X of G of size at most f (k) meeting all subgraphs in G isomorphic to a graph in F . Thus, the set of cycles has the Erdős-Pósa property. By now many families of graphs are known to have the property. In particular, this includes various selections of cycles (parity and length constraints [1, 4, 8, 13] , rooted cycles [9] , and group-labelled cycles [6] ).
One of the most striking results in the area is due to Robertson and Seymour. Say that a graph is an H-expansion if the graph H is its minor. [12] ). The family of H-expansions has the Erdős-Pósa property if and only if H is a planar graph.
Theorem 1 (Robertson and Seymour
Theorem 1 is very general. It extends Erdős and Pósa's original result, but it also provides a non-topological characterisation for planar graphs. The high level proof technique of Robertson and Seymour, which uses tools from their Graph Minor project, has inspired many later authors.
So far, we have discussed only vertex-disjoint target graphs. It is, however, equally natural to ask for edge-disjoint target graphs or, alternatively, for an edge set meeting all target subgraphs. We define the edge-Erdős-Pósa property by replacing in the definition every occurrence of "vertex" by "edge". Menger's theorem as well as Erdős and Pósa's theorem have edge analogues in this sense. While the literature on the (vertex-)Erdős-Pósa property is extensive, we are only aware of a small number of results on the edge-Erdős-Pósa property.
It is easy to marginally modify the approach of Robertson and Seymour's proof of Theorem 1 to show that H-expansions do not have the edge-Erdős-Pósa property whenever H is non-planar. Perhaps motivated by this observation, Raymond, Sau, and Thilikos [10] asked whether Theorem 1 holds also in the "edge" version: Question 2. Do H-expansions have the edge-Erdős-Pósa property whenever H is a planar graph?
There are partial answers. For H = K 3 , the question defaults to the edge version of the result of Erdős and Pósa. If H is a theta graph, a multigraph consisting of r parallel edges, then the answer is also "yes" [10] . Answering a question of Birmelé, Bondy, and Reed, we showed that long cycles (cycles of length at least ℓ for some ℓ ∈ N) have the edge-property [3] . Another family with the edge-property are K 4 -expansions; see [2] . While the first two results can be deduced from their corresponding vertex versions with not too much effort, the proofs of the latter two results are involved and seem to require several new techniques.
The aim of this article is to show that, nevertheless, there are significant differences between the edge-Erdős-Pósa property and the (vertex-)Erdős-Pósa property:
Theorem 3. The family of H-expansions does not have the edge-Erdős-Pósa property if (i) H is a ladder of length at least 71, or (ii) H is a subcubic tree of pathwidth at least 19.
We remark that Theorem 3 not only shows that there is some tree but that for all subcubic trees H that are not too path-like, the family of H-expansions does not have the edge-Erdős-Pósa property. Hence Question 2 has a negative answer even if we restrict our attention to trees. For the sake of a cleaner presentation of the argument, we make no attempt to optimise the constants in Theorem 3.
To verify that a certain family does not have the Erdős-Pósa property, normally an obstruction is constructed that certifies this: a graph (or rather a graph family) that does not admit two disjoint target graphs but that necessitates an arbitrarily large vertex set meeting all target subgraphs. Interestingly, these obstructions all follow a common pattern. They usually consist of a large grid (or wall), with a certain gadgets attached to the boundary of the grid. In all cases known to us, it is straightforward to check that the obstruction works as intended.
Our key contribution is an entirely new type of obstruction (Section 2). This type does not contain a large grid or wall, and it is technically involved to verify that these graphs are indeed obstructions.
Linkages
The proof of our main theorem is based on the insight that linkages between four terminals do not have the edge-Erdős-Pósa property, not even if the ambient graph has small treewidth. In particular, we will construct a wall-like structure of small treewidth, in which linkages fail to have the edge-property.
For our paper it is not important how the treewidth or pathwidth pw(G) of a graph G is defined but only that treewidth and pathwidth measure how tree-like and path-like G is. A formal definition can be found in the introduction of Robertson and Seymour's article [11] and in many textbooks.
As a warm-up, and because it will lead us to the edge version, we show that linkages do not have the ordinary Erdős-Pósa property either. Let G be a 4r × 4r-grid and let the sets A, B, C, D be chosen as in Figure 1 . It is easy to check that no set of at most r vertices intersects every linkage. Suppose that the graph contains two disjoint (A-B, C-D)-linkages. Then these two linkages contain two disjoint C-D-paths but at most one of them can contain a vertex of the rightmost column of the grid. However, every C-D-path that does not contain a vertex of the rightmost column separates A and B, and thus meets every A-B-path. Therefore, the graph does not contain two disjoint linkages. We obtain: Figure 1 we immediately see that linkages do not have the edge-Erdős-Pósa property either. To prove Theorem 3, however, we need a stronger statement.
As a graph of large enough treewidth contains an H-expansion of any planar graph H, we cannot use the construction of Figure 1 , which has large treewidth. Rather, we modify the construction in such a way that the resulting graph has even small pathwidth, but still shows that linkages do not have the edge-Erdős-Pósa property.
We simplify a bit and consider linkages between single-vertex sets. That is, we are interested in (a-b, c-d)-linkages for vertices a, b, c, d, the disjoint union of an a-b-path with an c-d-path.
Let r be a positive integer. A condensed wall W of size r is defined as follows (see Figure 2 for an illustration):
2r be a path of length 2r − 1 and for j ∈ {0} ∪ [r], let z j be a vertex. Moreover, let a, b two further vertices.
• For every i, j ∈ [r], add the edges
. We define c = z 0 and d = z r and refer to
as the j-th layer of W . The vertices a, b, c, d are called the terminals of W . Condensed walls have their origin in the construction of Figure 1 . If we replace the grid by a wall, contract each of A, B, C, D to a single vertex, and then contract every second row of the wall we arrive at a graph that is basically equivalent to a condensed wall.
We continue with a few observations about condensed walls. Let W be a condensed wall of size r. Then W − a − b is easily seen to have pathwidth (and hence treewidth) at most 3. Therefore, W has pathwidth at most 5.
1 For a formel definition of a wall, see for example [6] . Suppose X is a set of at most r−1 edges in W . Then there exists some j ∈ [r] such that aP j b and the j-th layer W j are edge-disjoint from X. Moreover, for all i ∈ [r], the vertices z i−1 and z i belong to the same component in
Observation 7. Suppose W is a condensed wall of size r and let X be a set of at most r − 1 edges. Then, W − X contains an (a-b, c-d)-linkage. 
Long ladders
The edges u i v i are called the rungs of the ladder. We define the length of a ladder as the number of its rungs. We prove the following, which implies Theorem 3 (i): Theorem 8. Let H be a ladder of length at least 71. Then the subdivisions of H do not have the edge-Erdős-Pósa property.
Observe that whenever H has maximum degree at most 3, then a graph contains H as a minor if and only if it contains a subdivision of H. Before we prove Theorem 8, we note a small observation about ladders that are contained in a condensed wall. Proof. Assume for a contradiction that L is a subdivision of a ladder of length at least 6 in W − {a, b}. As L is 2-connected, L is contained in a block of W − {a, b}, that is, in one layer W i of H. As every cycle in W i contains z i−1 or z i , the layer W i does not contain three disjoint cycles. A ladder of length 6, however, contains three disjoint cycles. This is a contradiction.
Proof of Theorem 8. We present the proof for the case when the length of the ladder is exactly 71 as the proof is almost the same when the length is larger. Before we start let us give a short outline of the proof. For a ladder L of length 71, we remove a rung at one third of the length and one at two thirds of the length and split the rest of L into three parts of equal size. We glue inflations of these three parts to a large condensed wall to form a graph G. Then, we prove that in every subdivision of L in G the removed rungs form an (a-b, c-d)-linkage in the condensed wall, which by construction and Observation 6 proves the theorem.
We start now with the proof. Let L be a ladder of length 71, that is, we may write
Let r ≥ 2 be an arbitrary positive integer. We construct a graph G and a map ε : V (L) → V (G) as follows:
• Start with a condensed wall W of size r with terminals a, b, c, d;
• for every vertex w ∈ U \ {u 24 , v 24 , u 48 , v 48 }, add a new vertex x to G and set ε(w) = x;
• for every U -path P between two vertices s, t ∈ U such that s / ∈ {u 24 , v 24 , u 48 , v 48 }, create r internally disjoint ε(s)-ε(t)-paths of length 3.
We set T = {a, b, c, d}, and we observe that G − T has four components, W − T and three others. We denote by A the component of G − T that contains ε(u 2 ), by B the one that contains ε(u 25 ), and by C the one that contains ε(u 70 ). We observe that ε defines an embedding of V (L) in G that can easily be extended to an embedding of a subdivision of L, if u 24 v 24 and u 48 v 48 are mapped to an (a-b, c-d)-linkage in W . Moreover, even if up to r − 2 edges are deleted in G, then it is still possible to find such a subdivision of L in the remaining graph; see here in particular Observation 7. We combine this observation with the following claim that will take up the rest of the proof:
With Observation 6, we deduce from the claim that G cannot contain two edgedisjoint subdivisions of L, which implies, as r can be arbitrarily large, that the subdivisions of L do not have the edge-Erdős-Pósa property.
To prove (1), we fix a subdivision γ(L) of L in G, where we treat γ as the function that maps every vertex of L to a vertex of G and every edge st ∈ E(L)
We first claim that
To prove (2) 
However, we observed that at least one of these subdivisions of ladders has length at least 6, a contradiction to Lemma 9. This proves (2). Next, we claim that each of A, B, C contains at most 23 rungs of γ(L).
We prove the claim for A, the proofs for B and C are almost the same. All inner rungs of γ(L) (these are the paths γ(u i v i ) for 2 ≤ i ≤ 70) are paths between two vertices of degree 3 in γ(L) and hence degree at least 3 in G. The only such vertices in A are those in R = {ε(u i ), ε(v i ) : 2 ≤ i ≤ 23}. As rungs of γ(L) are disjoint from each other, no two rungs share a vertex of R and hence, A can contain at most 
As then either i ≥ 25 or i ≤ 71 − 3 − 25 it follows that there is a subladder L ′ of L of length 24 such that γ(L ′ ) is disjoint from T , which implies that M has a component with at least 24 rungs -this is impossible by (2) and (3).
Thus, M has at most three components that contain a vertex of γ(U ). Suppose there is such a component K of M that does not contain 21 rungs of γ(L). Then, the other two of these components together contain at least 71 − 20 − 4 = 47 rungs and hence, one of them contains at least 24 rungs. Again, this is impossible.
Therefore, M has three components that contain vertices from γ(U ), and each of these contains at least 21 rungs of γ(L). By (2), W − T does not contain any of these three components, and thus does not contain any vertex from γ(U ). Thus, the only components of M that can contain a vertex in (4), the only vertices in G that could serve as a vertex in γ(U ), are the vertices ε(s) for s ∈ U . As γ and ε are injective maps,
As A is separated from the rest of G by {a, b}, we deduce that A must either contain the first 21 rungs or the last 21 rungs of γ(L). By symmetry, we may assume that A contains the rung γ(u 1 v 1 ). As otherwise there would be vertices
is mapped to A via γ, which in turn implies that {γ(u 24 , v 24 } = {a, b}.
Where now lies γ(u 24 v 24 )? The path is either contained in W , or it intersects B. In the latter case, however, some vertex in ε(U ) ∩ V (B) lies in the interior of γ(u 24 v 24 ), which contradicts (5). Thus γ(u 24 v 24 ) ⊆ W .
Arguing in the same way with C we deduce that also that {γ(u 48 ), γ(v 48 )} = {c, d} and that γ(u 48 v 48 ) ⊆ W . As the two paths γ(u 24 v 24 ) and γ(u 48 v 48 ) are disjoint we have found an (a-b, c-d)-linkage in W , which proves (1).
Trees of large pathwidth
We expected the expansions of a fixed tree T to have the edge-Erdős-Pósa property. When the tree is complex enough, however, they do not: Theorem 10. If T is a subcubic tree of pathwidth at least 19, then the family of subdivisions of T does not have the edge-Erdős-Pósa property.
Clearly, the theorem implies Theorem 3 (ii). We believe that the theorem still holds true for trees of larger maximum degree, if instead of subdivisions we consider expansions of T and if the pathwidth of T is sufficiently large and that this can be shown by using exactly the same construction. However, subdivisions and subcubic trees are easier to handle.
To prove Theorem 10 we construct for any number r (the size of a possible edge hitting set) a graph G such that G contains no two edge-disjoint T -subdivisions but every edge hitting set for T -subdivisions contains at least r edges. The graph G consists of a condensed wall to which inflations of some parts of the tree T are attached. The crucial step lies in proving that every subdivision of T in G contains a linkage in the condensed wall. As, by Observation 6, there cannot be two edge-disjoint of these we will then have proved the theorem.
We prove Theorem 10 in the course of this section.
Binary trees and pathwidth
We define a binary tree of height h ≥ 0 inductively as follows. A binary tree of height 0 is simply the tree with only one vertex, which is also its root. A binary tree of height h > 0 arises from the disjoint union of two binary trees T 1 , T 2 of height h − 1 and a vertex r (its root) that is joint to the roots of T 1 , T 2 . A tree T is called a B h -tree if it is a subdivision of a binary tree T ′ of height h. The root of T is the branch vertex that corresponds to the root of T ′ . We call a tree T a v-linked B h -tree if T = T h ∪ P for a B h -tree T h with root r and a v-r-path P such that V (P ∩ T h ) = {r} (we allow that V (P ) = {r}).
Robertson and Seymour [11] were the first to prove that a graph of large pathwidth contains a subdivision of a binary tree with large height. Marshall and Wood [7] prove an explicit formula if the graph is a tree:
Lemma 11 (Marshall and Wood [7] , restated). Let T be a tree with at least two vertices. Then, T contains a B pw(T )−1 -tree. 
For later use we note the following.
Lemma 13. The weight of a B k -subtree T ′ of any tree T is at least 2 k−10 − 2.
Proof. We may assume that k ≥ 12, and we may assume T ′ is a binary tree of height k as by suppressing vertices of degree 2 we may only lose vertices of L 10 (T ).
Let r be the root of T ′ , and consider a vertex w = r that has distance at least 11 from every leaf of T ′ . Then, w ∈ L 10 (T ). The number of such vertices w is
Therefore, the weight of T ′ is at least 2 k−10 − 2.
Decomposing the tree
For the rest of the section let T be a fixed subcubic tree of pathwidth at least 19. By Lemma 11, T contains a subdivision of a binary tree of height 18 and hence L 17 (T ) = ∅. To simplify notation, we write L i instead of L i (T ), and we also write ω(T ′ ) instead of ω T (T ′ ) for any subtree T ′ of T . Let U denote the set of all vertices of T of degree 3.
Pick a vertex r in L 17 , and then let ≤ T be the usual tree order with root r. That is, u ≤ T v if and only if the unique u-r-path in T contains v, for any two vertices u, v in T . While the partial order depends on the choice of r, we will never use it to compare vertices of T that are contained on the path between two vertices of L 17 . Then, however, the actual choice of the root makes no difference. For every vertex u of T , let T u = T [{v ∈ V (T ) : v ≤ T u}] and note that T u is a tree.
We first state a number of observations about the structure of T that we will use throughout this section:
(T1) The root of T lies in L 16 . In particular, for every v ∈ V (T ) that is not the root there is a v-linked B 16 -tree that meets T v only in v.
We will decompose T into three parts (and two paths connecting these parts), a "large" part A that contains L 17 , an intermediate part C and a "small" part D that does not contain any large binary tree as a subdivision; compare Figure 5 . As T is subcubic and T u15 contains a u 15 -linked B 16 -tree, the graph T u15 −u 15 consists of two components T 1 , T 2 each of which contains a B 15 -tree. We pick T 1 , T 2 such that ω(T 1 ) ≥ ω(T 2 ). Choose u 14 as a vertex in T 2 that is ≤ T -minimal among the vertices in L 14 . Then, for i = 13, 12, choose u i as a vertex in T ui+1 that is ≤ T -minimal among the vertices in L i . This shows:
(T3) For k ∈ {12, . . . , 15}, the vertex u k lies in L k and is ≤ T -minimal within L k . In particular, T u k contains a B k+1 -tree with root u k .
For i ∈ {12, 15}, let v i be the ≤ T -smallest vertex in U with v i > T u i . We define P M , the main path, as the path between u 15 and v 12 in T . Then: (T4) P M is the u 15 -v 12 -path in T , contains u 14 and u 13 , and v 12 > T u 12 .
(T5) P M is linearly ordered by ≤ T .
(T6) If T 1 , T 2 are the two components of T u15 − u 15 such that 
The construction
Let r ≥ 5 be an arbitrary positive integer. We construct now a graph G that does not admit an edge hitting set of size smaller than r − 2 and which does not contain two edge-disjoint subdivisions of T . Roughly speaking, G consists of a condensed wall W with terminals a, b, c, d and inflations of A, C, D, where we attach the inflation of A to a, of D to d and of C to b and c, respectively; see Figure 6 for illustration. During this process we define a function ε which in particular maps U to V (G) and U -paths of T to certain subgraphs of G. It will follow directly by our construction that there is a subdivision γ(T ) of T in G such that γ(U ) = ε(U ). Let ℓ = |V (T )| and let G be first the empty graph. Figure 6 illustrates the structure of G. If R ⊆ V (T ) is a vertex set, we write ε(R) for {ε(v) : v ∈ R ∩ U } and if T ′ ⊆ T is a subgraph of T , then let ε(T ′ ) be the union of all graphs ε(P ) for all U -paths in T ′ . We did not define ε(v 15 T u 15 ) and ε(v 12 T u 12 ). Therefore, ε(T u ) is only defined when T u is edge-disjoint from v 15 T u 15 and v 12 T u 12 .
We often use the subgraph G ′ ⊆ G which is defined as
and we note that also G ′ = G − (ε(A) ∪ Z a − a) holds. We list a number of basic properties of G to which we will appeal later.
(P4) Let v ∈ U , and let T ′ be a component of T v − v that is disjoint from P M ∪ {u 12 }. Then ε(v) separates ε(T ′ ) from every vertex of degree at least 3 in G − ε(T ′ ).
(P5) Let v ∈ U , and let U ′ ⊆ U such that U ′ separates v from U \ {v} in T . Then there is a set of |U ′ | vertices in ε(U ′ ) ∪ {a, b, c, d} that separates ε(v) from every other vertex of degree at least 3 in G.
We also have a more complicated property that we formulate as a lemma. It, nevertheless, follows immediately from the construction. Lemma 14. Let v ∈ U \ V (P M ) and let k denote the number of components
(ii) each of ε(V (T 1 )) , . . . , ε(V (T k )) lies in a distinct component of G − ε(v); and
, there is an x ∈ V (K) that separates every vertex of degree at least 3 of K from G − K.
The main lemma we prove in this section:
Assuming the lemma to be true, we can finish the proof of Theorem 10.
Proof of Theorem 10. We first note that ε is made in such a way that there is a subdivision τ of T in G such that τ | U = ε| U . Moreover, because of Observation 7 and because of (C3),(C4), this remains true even if we delete up to r − 3 edges from G. In particular, any edge hitting set for subdivisions of T will need to have size at least r − 2. Lemma 15, on the other hand, combined with Observation 6 shows that G does not contain two edge-disjoint subdivisions of T .
Some preparation
In the rest of this subsection we prove some lemmas that follow from the decomposition of T and the construction of G and are independent from the Tsubdivision we will choose later.
Proof. Clearly, the statement holds for µ = 0. Hence we may assume that µ ≥ 1.
Observe that by our construction of G, if T v − v does not intersect U , then ε(T v ) = ε(v) and µ = 0. Hence we may assume that T v −v intersects U . Suppose T ′ is a component of T v − v that intersects U and let w be the ≤ T -maximal vertex in U ∩ V (T ′ ). Let K be the component of G − ε(v) that contains ε(T w ) given by Lemma 14. Let x ∈ V (K) be the vertex that separates every vertex of degree at least 3 of K from G − K also given by Lemma 14. We claim the following:
As x = ε(w), by (C3), the root of F ′ , which has degree at least 3, lies in ε(T w ). In addition, F ′ ∩ ε(T w ) is an ε(w)-linked B ν -tree. This proves (7). Now let F be an ε(v)-linked B µ -tree in ε(T v ). We may assume that ε(v) contains no B µ+1 -tree. We already observed above that V (T v − v) ∩ U = ∅. Hence (C3) implies the statement for µ = 1. Thus, we assume µ ≥ 2. Suppose the root of F is different from ε(v). Then it lies in ε(T w ) for some ≤ T -maximal vertex in V (T v − v) ∩ U . Then, by (7), the graph ε(T w ) contains an ε(w)-linked B µ -tree. In this case, we replace v by w and proceed with the proof.
If, on the other hand, the root of F is equal to ε(v), then T v − v contains two components that contain a vertex in U (here we exploit Lemma 14 and µ ≥ 2). This implies the statement for µ = 2; so assume from now on that µ ≥ 3. Let w 1 , w 2 the unique ≤ T -maximal vertices in the two components of T v − v that belong to U . Observe that Lemma 14 yields two distinct components K 1 , K 2 of G − ε(v) and vertices x 1 , x 2 such that ε(T wi ) lies in K i and x i separates every vertex of degree at least 3 of K i from G − K i . Now, for each of i ∈ [2], we can apply (7) with ν = µ − 1 ≥ 2 in order to find an ε(w i )-linked B µ−1 -tree in ε(T wi ). With induction on µ we then find for each i ∈ [2] a w i -linked B µ−1 -tree in T wi , which finishes the proof.
Lemma 17.
(i) W does not contain any B 10 -tree.
(ii) Let w ∈ V (W ). Every w-linked B 15 -tree that is contained in G ′ contains a vertex in ε(C).
Proof. (i) As W has pathwidth at most 5, by Observation 5, but B 10 -trees have pathwidth at least 6, by Lemma 12, it follows that W cannot contain any B 10 -tree.
(ii) Let F ⊆ G ′ be the w-linked B 15 -tree, and denote by F 1 , F 2 two disjoint B 14 -trees in F that can each be extended to an w-linked B 14 -tree in F . If one of F 1 , F 2 is contained in ε(D), then ε(D) contains a ε(u 12 )-linked B 14 -tree. As D = T u12 by (T7) and as P M is disjoint from T u12 by (T4) and (T5), Lemma 16 implies that D contains a u 12 -linked B 14 -tree. Then there exists some vertex v < T u 12 such that T v contains a v-linked B 13 -tree, which together with (T1) implies that v ∈ L 12 . This, however, contradicts the ≤ T -minimality of u 12 within L 12 (by (T3)).
Thus, at most of one F 1 , F 2 may meet ε(D); the other, F 2 say, is disjoint from ε(D). By (i), no B 10 -tree lies completely in W , which means that F 2 , as a B 14 -tree, meets ε(C).
We stick to the following convention for the rest of this section: We denote by s, t, u, v, w always vertices in T and x, y are vertices in G. Trees in G are called F (with some index) and subtrees of T have name T (with some index).
Proof. The statement for λ T (v) = 1 follows easily by our construction. Hence we may assume from now that λ T (v) ≥ 2. First, we always have λ G (ε(v)) ≥ λ T (v), as we can find T as a subdivision in G such that ε(v) is the corresponding branch vertex of v.
Next, we set µ := λ T (v) and prove that λ G (ε(v)) ≤ µ. If µ ≤ 1, then v can be separated from U \ {v} by at most two vertices in T . With (P5) it follows that also λ G (ε(v)) ≤ 1. Thus, we assume that µ ≥ 2. Denote by w 1 , w 2 the ≤ T -largest two vertices in U with v > w 1 and v > w 2 . Note that v is not the root of T as λ T (v) ≤ 15 but the root lies in L 16 by (T1). Thus, again by (T1) and by µ ≤ 15, it follows that for one i ∈ {1, 2} the tree T wi does not contain any w i -linked B µ+1 -tree. We assume that this is the case for i = 1.
Assume first that T w1 is disjoint from P M and u 12 , and suppose that λ G (ε(v)) ≥ µ + 1. Then, (P5) and a look at Figure 6 shows that there is a ε(v)-linked B µ+1 -tree F in G such that the path between ε(v) and the root of F passes through ε(w 1 ). It follows from (P4) that ε(T w1 ) contains an ε(w 1 )-linked B µ+1 -tree. Then, however, an application of Lemma 16 yields a w 1 -linked B µ+1 -tree in T w1 , which we had excluded.
Therefore, we assume from now on that T w1 intersects P M or contains u 12 . By (T3), there is a u 15 -linked B 16 -tree in T u15 , which means because of µ < 16 that u 15 cannot lie in T w1 . Then, as T w1 intersects P M or contains u 12 , we see that v ∈ V (P M ), and as a consequence of (T4) that
We deduce that T u12 ⊆ T w1 , which by (T3) implies that T w1 contains a w 1 -linked B 13 -tree, i.e. that µ ≥ 13.
As there is no w 1 -linked B µ+1 -tree in T w1 it follows that no vertex in T w1 lies in L µ . Since v ∈ L µ ∩ V (P M ) we see with (T5) that v is ≤ T -minimal within L µ ∩ V (P M ). As µ ∈ {13, 14, 15} it follows from (T3) and (T4) that v = u µ . Then, by (T3), v is ≤ T -minimal within L µ , which in particular together with (T1) implies that T w2 cannot contain any w 2 -linked B µ+1 -tree.
We can now exchange the roles of w 1 and w 2 and deduce in the same way that either λ G (ε(v)) ≤ µ or that u 12 ∈ V (T w2 ). As u 12 can lie in only one of T w1 and T w2 , we must have λ G (ε(v)) ≤ µ.
L 10 -vertices of γ(T )
We split the proof of Lemma 15 in several smaller pieces. In addition that we fixed T already before, we now also fix some T -subdivision γ(T ) in G, where we think of γ as the map that maps every vertex t ∈ V (T ) to a vertex γ(t) in G and every edge st ∈ E(T ) to a γ(s)-γ(t)-path in G such that γ(st) ∩ γ(uv) = ∅ if {s, t} ∩ {u, v} = ∅ and γ(st) ∩ γ(uv) = {γ(s)} if the edges st and uv share the vertex s.
For 
Proof. Since ε as well as γ map injectively a single vertex of T to a single vertex of G, it holds that |γ(L 10 )| = |L 10 | = |ε(L 10 )| and consequently |γ(L 10 ) \ ε(L 10 )| = |ε(L 10 ) \ γ(L 10 )|. We will show now that γ(L 10 ) \ ε(L 10 ) is contained in W and consists of at most two vertices.
Assume first that there is an x ∈ γ(L 10 )\(ε(L 10 )∪V (W )). Since x ∈ γ(L 10 ), we observe that λ G (x) ≥ 10 and d G (x) ≥ 3. As it is not contained in ε(L 10 ) but has degree at least 3, there is a vertex v ∈ L i \ L 10 for some i ∈ {0, . . . , 9} with x = ε(v).
-tree is completely contained in W , by Lemma 17 (i). Hence, for every vertex x ∈ γ(L 10 ) ∩ V (W ), there are three x-linked B 10 -trees that only meet in x such that each of these trees contains a vertex of G − W and therefore contains a distinct terminal of W . Now, three vertices in γ(L 10 ) ∩ V (W ) give rise to at least five disjoint paths from γ(L 10 ) ∩ V (W ) to G − W , which contradicts Menger's theorem because the four vertices {a, b, c, d} separate γ(L 10 ) ∩ V (W ) from G − W . This proves the lemma.
Lemma 20.
(i) γ(T ) meets ε(A) and ε(D). In particular, γ(T ) contains a and d. Proof. By (T1), (T3) and (T7), both trees A and D contain a B 13 -tree, and thus have, by Lemma 13, a weight of at least 2 3 − 2 ≥ 6. Lemma 19 implies that ω γ (ε(A)) ≥ 6 − 2 = 4 and ω γ (ε(D)) ≥ 4. Therefore, γ(T ) meets both of ε(A) and ε(D).
Embedding outside A
Recall that L Lemma 21. Let G 1 ⊆ G be separated by a vertex x ∈ V (G 1 ) from G − G 1 , and let there be y ∈ V (G − G 1 ) that separates all vertices of degree at least
Proof. As v ∈ L 13 , the tree γ(T v ) splits into two edge-disjoint trees F 1 , F 2 such that each is a γ(v)-linked B 13 -tree. By looking at pre-images of F 1 , F 2 and by applying Lemma 13, we see that ω(
Suppose that one of
As ω(T v ) ≥ ω(F 1 ) ≥ 6 and using the assumptions of the lemma, it follows that |ε(
Then, F 1 in particular contains a vertex of degree at least 3 in G − G 1 , which implies that y ∈ V (F 1 ), and then that
. We apply Lemma 19 again and obtain
We continue
which is impossible. Therefore,
Lemma 22 further elaborates on the location of γ(T s ) for s ∈ L min 15 and ω(T s ) ≤ ω min + 2.
Proof. If γ(s) ∈ V (W ), then there is nothing left to prove. Thus, let γ(s) / ∈ V (W ), which implies that there is some s ′ ∈ V (T ) with γ(s) = ε(s ′ ) (as γ(s) has degree 3 in γ(T ), by (P3)).
Next, observe that we must have λ G (ε(s ′ )) = λ G (γ(s)) ≥ 15 because s ∈ L 15 and γ(s) is the corresponding branch vertex of s in γ(T ). By Lemma 18, this implies that
Next, we prove that
Suppose not. Let T 1 , T 2 , T 3 be the three components of T − s ′ , where we assume that T 2 , T 3 ⊆ T s ′ .
By (T1), there is a vertex in L 15 contained in T − T s ′ = T 1 that is incomparable with s ′ , and then also a vertex
by (T2). Because of (T3), (T4) and (T5) the vertex u 15 is the only vertex in P M that lies in L 15 . Since
by (T3), we deduce from (9) that s ′ / ∈ V (P M ). By Lemma 14, the graph G − ε(s ′ ) has precisely three components K 1 , K 2 , K 3 , it holds that K i contains ε(V (T i )), and there is x i ∈ V (K i ) that separates all vertices of degree 3 or more in
Applying Lemma 21 with 
and then, with a second application, that also γ(T
Observe that ε(T t ) is defined as T t is disjoint from P M ; the latter follows from (T3) and (T5). Put G 1 = ε(T t ), and note that G − G 1 contains ε(u 15 ). It follows from (T3) that G − G 1 also contains a subdivision of T u15 . By (T2), this implies |ε(L 10 ) ∩ V (G − G 1 )| ≥ ω min . Moreover, Lemma 14 yields a vertex y such that Lemma 21 becomes applicable to G 1 with x = ε(t). We obtain γ(T s ) ⊆ ε(T t ).
For a vertex u ∈ U , we define the signature σ(T u ) ∈ N 2 of the tree T u as follows: Let v, w be the neighbours of u with v, w ≤ T u and suppose ω(
The next lemma shows that if for some s, t ∈ L min 15 the tree T s is mapped into ε(T t ), the intended space for T t , then the signature of T t is at least as large as the signature of T s .
Lemma 23. Let s 1 , s 2 ∈ L min 15 , set Q 1 = T s1 and Q 2 = T s2 , and assume that
Proof. By Lemma 19, we have ε(A − L 10 ) ∩ γ(L 10 ) = ∅. Therefore, if T 1 , T 2 are two subtrees of T , then we clearly have
For each i ∈ [2], let σ(Q i ) = (α i , β i ), and let Q i,1 and Q i,2 be the two components in Q i − s i such that ω(Q i,1 ) = α i and ω(Q i,2 ) = β i . Note that, because of s i ∈ L min 15 each of Q i,1 and Q i,2 contains a B 15 -tree that is linked to the respective root.
Assume for a contradiction that (α 2 , β 2 ) (α 1 , β 1 ). Suppose first that β 2 < β 1 . Since α 1 ≥ β 1 > β 2 , neither γ(Q 1,1 ) nor γ(Q 1,2 ) can be contained in ε(Q 2,2 ), by (13) . This implies that both trees γ(Q 1,1 ) and γ(Q 1,2 ) contain edges of ε(Q 2,1 ). As γ(Q 1,1 ) and γ(Q 1,2 ) are disjoint, this is, by Lemma 14, only possible if the whole tree γ(Q 1 ) is contained in ε(Q 2,1 ). However, this implies that Q 2,1 contains a B 16 -tree, which together with (T1), shows that the root of Q 2,1 lies in L 15 . This, however, contradicts s 2 ∈ L min 15 . Now suppose that β 2 ≥ β 1 but α 2 < α 1 . So we have α 1 > α 2 ≥ β 2 ≥ β 1 . Hence, by (13) , the tree γ(Q 1,1 ) is neither contained in ε(Q 2,1 ) nor in ε(Q 2,2 ) and therefore contains edges of both trees ε(Q 2,1 ) and ε(Q 2,2 ). But then, by Lemma 14, there is no place for γ(Q 1,2 ) as it is disjoint from γ(Q 1,1 ) but also contained in ε(Q 2 ). This is the final contradiction.
. So, ε maps T u15 to G ′ , but γ may map it to some other part of G. Which part of T is then mapped to G ′ by γ? The next lemma shows that this is a ≤ T -minimal tree that contains a B 16 -tree. 
Then, s h will serve as the vertex s in the statement of the lemma. To find this sequence, we first check that s 1 satisfies all properties (i)-(iv) and prove that the properties are maintained from each s i to its successor. To avoid double subscripts, we write T (i) instead of T si for every i. By (T2), s 1 = u 15 ∈ L min 15 and ω(T (1) ) = ω min and trivially, σ(
, we set h = 1 and stop this process. Hence, we may assume that γ(s 1 ) ∈ ε(L min 15 \ {u 15 }) ⊆ ε(A) and therefore, s 1 satisfies all properties (i)-(iv). Now let i ∈ N be a number such that s 1 , . . . , s i are already constructed, each s j for j ≤ i satisfies (i)-(iv) and γ(s i ) / ∈ V (G ′ ). We prove now that s i+1 is well-defined via γ(s i ) = ε(s i+1 ) and that it satisfies (i)-(iv), as well.
15 \ {u 15 } is well-defined via γ(s i ) = ε(s i+1 ) and therefore satisfies (i).
Since ω(T (i) ) ≤ ω min +2, by (ii), Lemma 22 implies that γ(
). This in turn implies by Lemma 23 that σ(T (i+1) ) ≥ σ(T (i) ) and as σ(T (i) ) ≥ σ(T u15 ), by (iii), we also have σ(T (i+1) ) ≥ σ(T u15 ). Thus, s i+1 satisfies (iii). To prove (ii), assume for a contradiction that ω(T (i+1) ) > ω min + 2. Then there are three distinct vertices t 1 , t 2 , t 3 ∈ V (T ) and numbers 1
, which is a contradiction to Lemma 19. Hence, ω(T (i+1) ) ≤ ω min + 2, and therefore s i+1 satisfies (ii). Now, if γ(s i+1 ) ∈ V (G ′ ), set h = i + 1 and stop, otherwise we have γ(s i+1 ) ∈ ε(L min 15 \ {u 15 }) ⊆ ε(A) and therefore, s i+1 also satisfies (iv). It is not difficult to see that this process terminates. Indeed, assume for a contradiction that it does not. Since there are only finitely many vertices in L min 15 , there must be indices 1 ≤ i < j ≤ |L min 15 | + 1 such s i = s j . Among all such pairs of indices choose (i, j) such that |j − i| is minimal and subject to that i is minimal. Then, by this minimality, we have s i−1 = s j−1 but on the other hand γ(s i−1 ) = ε(s i ) = ε(s j ) = γ(s j−1 ). This is a contradiction as γ maps V (T ) injectively into V (G).
Therefore, the process terminates with a vertex
15 \ {u 15 }, and this tree has weight ω min by (T2). Since γ(s) ∈ V (G 1 ), Lemma 21 implies that γ(T s ) ⊆ G 1 = G ′ . Hence, s satisfies the statement of the lemma.
Finding a linkage
We finally come to the proof of Lemma 15. By Lemma 24, there is a vertex s * ∈ L min 15 such that γ(T s * ) ⊆ G ′ and σ(T s * ) ≥ σ(T u15 ). Consider the unique a-γ(s * )-path P in γ(T ), which exists as a ∈ γ(T ), by Lemma 20. We claim that
Suppose that x = γ(s * ). As T v contains a v-linked B 13 -tree it follows from Lemma 13 that ω(T v ) ≥ 2 3 − 2 ≥ 6. From Lemma 19 we obtain ω γ (ε(T v )) ≥ 6 − 2 = 4.
As x separates P from γ(T ) ∩ ε(T v ) it follows from x = γ(s * ) that γ(T s * ) and γ(T ) ∩ ε(T v ) are disjoint. Moreover, γ(T s * ) and ε(T v ) are both contained in G ′ . Thus
where we have used (T2). However, (P2) gives |ε(L 10 ) ∩ V (G ′ )| = ω min , which means that Lemma 19 yields ω γ (G ′ ) ≤ ω min +2. This contradiction proves (14).
From Lemma 22 and (P1) we deduce that γ(s * ) ∈ V (W ) or γ(s * ) = ε(u 15 )). In each of the two cases, we will prove now that γ(T ) contains an (a-b, c-d)-linkage in W . We point out that both cases are possible (for some choices of T ).
Let us first prove that
In this case, P connects a and ε(u 15 ) ∈ ε(C) (note that u 15 ∈ V (C) by (T7)) and therefore contains an W -ε(C)-path contained in Z b or in Z c . Suppose it is the latter. Then, the path P contains in particular ε(u 13 ). Now, u 13 lies in P M by (T4) and thus has precisely one neighbour v that does not lie in P M . By (T5), T v is disjoint from P M , which means that ε(T v ) is defined, and moreover that ε(T v ) lies in G ′ . Moreover, as u 13 ∈ L 13 by (T3), we observe that T v contains a v-linked B 13 -tree. From (P4) it follows that ε(u 13 ) separates γ(T ) ∩ ε(T v ) from P -then, however, we obtain a contradiction to (14).
Thus, P contains an W -ε(C)-path contained in Z b . Therefore, P contains an a-b-path, which is then contained in W . By Lemma 20, γ(T ) contains an u 15 -d-path Q. If Q and aP b meet then there is a t such that γ(t) ∈ V (aP b) and such that γ(t) separates d, and then also ε(D) ∩ γ(T ), from P in γ(T ). As s * / ∈ V (aP b), this contradicts (14); where we have used D = T u12 by (T7) and u 12 ∈ L 12 by (T3). Therefore aP b and Q do not meet, and as Q starts in ε(u 15 ) it follows that Q must contain c. Then cQd ⊆ W , and we have found the linkage. 
Let T 1 , T 2 be the two components of T u15 − u 15 such that T 2 contains P M and then also D. Then, by (T6), it follows that ω(T 1 ) ≥ ω(T 2 ), which implies that σ(T u15 ) = (ω(T 1 ), ω(T 2 )) =: (α 1 , α 2 ). As s * ∈ L min 15 ⊆ L 15 , the two components R 1 , R 2 of T s * − s * both contain B 15 -trees. Since ε(s * ) ∈ V (W ), it follows from Lemma 17 (ii) that each of γ(R 1 ) and γ(R 2 ) contains a vertex of ε(C). In particular, we may assume that γ(R 1 ) contains b and ε(u 15 ), and that γ(R 2 ) contains c.
By (P4), ε(u 15 ) ∈ V (R 1 ) separates ε(T 1 ) from every vertex of degree at least 3 in G − ε(T 1 ). Thus, γ(L 10 ) ∩ ε(T 1 ) ⊆ V (R 1 ).
Suppose that γ(R 2 ) is disjoint from ε(D). Then γ(R 2 ) ⊆ W ∪ (ε(T 2 ) \ ε(D)), and consequently, by Lemmas 19 and 20,
On the other hand, however, the choice of s * , see Lemma 24, requires that σ(T s * ) ≥ σ(T u15 ) = (α 1 , α 2 ). As σ(T s * ) = (ω(R 1 ), ω(R 2 )) or σ(T s * ) = (ω(R 2 ), ω(R 1 )), we obtain a contradiction.
Therefore, γ(R 2 ) must meet ε(D) and thus contain d. The c-d-path Q ′ contained in γ(R 2 ) lies in W . Moreover, as γ(R 2 ) is disjoint from P and from γ(R 1 ) it does not meet the a-b-path P ′ in γ(T ), as the branch vertices contained in P ′ lie in P ∪ γ(R 1 ). As P ′ thus avoids c it follows that P ′ ⊆ W . The pair P ′ , Q ′ is thus the desired linkage.
From (15) and (16) we directly derive Lemma 15.
Open problems
We have proved that the subdivisions of all subcubic trees of sufficiently large pathwidth do not have the edge-Erdős-Pósa property. We believe we can also prove that the expansions of a sufficiently large grid do not have the edgeErdős-Pósa property. Obviously, large grids have large treewidth (and large pathwidth). Motivated by these results, we conjecture:
Conjecture 25. There is an integer c such that for every planar graph H of treewidth (or even pathwidth) at least c, the family of H-expansions does not have the edge-Erdős-Pósa property.
It is well known that every graph of large treewidth contains an expansion of a large grid. Unfortunately, our argument for grid-expansions to which we alluded above does not carry over to graphs merely containing a (large) gridexpansion.
We also pose a positive conjecture, one about graph classes that we believe to have the edge-Erdős-Pósa property. It is striking that for all classes of Hexpansions that we know have the edge-property, we can find H as a minor in a sufficiently large condensed wall. This is the case for long cycles, for θ-graphs, as well as for K 4 . We therefore conjecture that containment in the condensed wall is a sufficient condition:
Conjecture 26. Let H be a planar graph such that there is an integer r such that the condensed wall of size r contains an H-expansion. Then, the family of H-expansions has the edge-Erdős-Pósa property.
If we were so lucky that both conjectures turn out to be true, then we still would not have a characterisation for which H the family of H-expansion has the edge-property. That is, we still would not have an edge-analogue of Robertson and Seymour's theorem.
Could we perhaps strengthen the first conjecture by believing the reverse direction of the second conjecture? Namely, that H-expansion do not have the edge-Erdős-Pósa property whenever arbitrarily large condensed walls do not contain any H-expansion? We doubt this is true. If H does not fit in the condensed wall but almost fits, then it seems exceedingly difficult to pursue a construction as we have done in Sections 3 and 4.
