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Abstract 
In this thesis are presented extensions to the theory of completely 
bounded operators and their relation to the Haagerup tensor product. 
The canonical map from the Haagerup tensor product of a von Neumann 
algebra with itself to the space of completely bounded operators on it 
is considered. A hitherto unpublished argument due to Haagerup proving 
that if the von Neumann algebra is (C), the map is an isometry is 
given. This is followed by an original argument proving that the map is 
an isometry if the von Neumann algebra is the hyperfinite type II 
factor. 
It is shown that a von Neumann factor N is injective if and only if 
for any unital matrix subfactor M(C) and any completely bounded 
operator p : M(C) - N, there exists u E N®N with p = 9,, and 
II (4 	IIcb = II U 'I "h 
A trace—like map on the space of completely bounded operators on 
the hyperfinite type II I factor is constructed and is shown to yield an 
estimate for the Jones index when applied to a conditional expectation. 
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Chapter 1 	Introduction 
1.1 Preface 
In this thesis are considered several problems arising in the theory of 
completely bounded operators, and, in particular, their relation to the 
Haagerup tensor product. 
Section 1.2 consists of a brief survey of some of the results that 
will serve as the context in which the original results presented later 
should be seen, and which will also be used to prove the aforesaid 
original results. 
The material on completely bounded operators is taken principally 
from [ P, 1 ] and  [ Chr & Si, 2 ]. The other important sources are 
[ T  J and [ To ] for material on conditional expectations, [ Ri ] for 
material on representations of 1((i), and [ J ] for material on the Jones 
index. 
In chapter 2, thequestion of an isometry from the Haagerup tensor 
product to the space of completely bounded operators, raised in section 
1.2, is supplied with some answers. 
The primitive case of the isometry was proved in [ H, 3 ], an 
unfortunately unpublished manuscript dating from 1981. Those results 
and proofs are given in this thesis in section 2.1. In section 2.2, 
original work on the problem is presented, and a second case of the 
isometry is proved. 
Both these results have subsequently been strengthened by results 
in [ Cha & Si ] and [ Cha & Sm ]. It is also shown in [ Cha & Sm ] how 
large a class of completely bounded operators is that associated with 
the Haagerup tensor product, at least in the case of injective von 
Neumann algebras. 
OA 
In chapter 3, a concrete application is found for completely 
bounded operators associated with the Haagerup tensor product in a 
characterization of injectivity for von Neumann factors. 
A characterization of injectivity using completely bounded 
operators was found by Haagerup [ II, 2 1. That deep result is used to 
obtain the results here. Further such characterizations are to be found 
in [ Cha & Sm 1. 
In chapter 4, partial extensions to the the multilinear case of 
some results in [ Sm, 1 J are presented. The definition of the weak* 
Haagerup tensor product is also extended from dual spaces to operator 
spaces. 
In chapter 5, attention is restricted to type II I factors, and in 
particular to the injective type II I factor, shown by Connes to be 
unique ( see  [ Co  J ). A functional on the space of completely bounded 
operators on the injective II, factor is constructed using some hitherto 
unpublished results of A. M. Sinclair. Certain of its properties 
encourage the author to call it a trace-like map. 
It is partially extended in a natural fashion to act on completely 
positive operators on arbitrary II I factors and applied to the trace 
preserving conditional expectation onto a subfactor. This yields an 
estimate for the Jones index. 
The second application is limited to the case of the injective II 
factor. An invariant for the Haagerup tensor product is calculated by 
allowing the functional to act on the completely bounded operators 
associated with the Haagerup tensor product. 
This thesis has been composed under the supervision of Dr A. M. 
Sinclair. 
3 
1.2 Notation and definitions 
Operator algebras 
In this thesis, It will denote a Hilbert space over the complex 
field C. It will in general be assumed to be separable though many of 
the results are also true in the non-separable case. The algebra of 
bounded linear operators on IC will be denoted 2(1€), and that of compact 
operators will be denoted 1C(1C). Note that the latter is the norm 
closure of the set of finite rank operators on it. 
Upper case Latin letters, A and B, will be used to denote 
0*_a l ge bras. The state space of a 0*_algebra A, the set of positive 
linear functionals on A of norm one, will be denoted S(A). By the 
Gelfand-Naimark-Segal construction, a 0*_ a l gebra has a *-preserving 
isometric representation as a norm-closed *-closed algebra of operators 
on a Hilbert space ( see, among others, [ Ho & Du J or  [ T ] ). A 
C*_a l gebra will often be assumed to be already acting on a Hilbert 
space, an implicit identification with the represented algebra being 
made. 
In discussing representations of 0*_ a l gebras, it will be assumed 
unless explicily stated otherwise that a representation is 
*-representation, since only these are of interest in this thesis. 
Unital, weakly closed, *-closed subalgebras of M(R), i.e. von 
Neumann algebras, will be denoted M or N. Basic results such as the von 
Neumann double commutant theorem and the Kaplansky density theorem will 
be assumed. The classification of von Neumann algebras into types I, II 
and III will also be assumed. The reader is referred to [ D ] and [ T  ] 
for proofs of these and other results on von Neumann algebras. 
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Operator spaces and completely bounded operators 
Matrix normed spaces are now defined, and lead to a definition of 
operator spaces. This procedure closely follows that in [ B & P ], to 
which the reader is referred for a fuller discussion ( see also 
[ E & R, 2 ] ). 
Let X be a vector space over C, let M n , m (X) denote the vector space 
of nxm matrices with entries in X. Consider M 
	
= M y,, m (C) as the 
space of linear maps from cm to C' and note that, as such, it has a norm 
structure. Square matrices are denoted with only one subscript, so 
Mmm (X) is written M m (X). 
We say X is a matrix normed space if each M .m(X) is endowed with a 
norm II•IInm such that for each x in Mn,p,  y in M •q (X) and z in M q . m , 
II xyz  lln..I<ll X11 11 Y IIp.q 11 Zll- 
If, in addition, for any X E Mm (X) and y E M(X), 
11 XY IIn+m = max { II x ll., II Y fin }, 
X is an L-normed space. 
Those matrix normed spaces that have an isometric representation as 
a subspace of a C*_a l gebra are called operator spaces. It was shown by 
Ruan that if X is an L-normed space, it is an operator space ( see 
[ Ru ] ). The converse is clear. For a 
C*_algebra, A, acting on a 
Hubert space 1€, a natural norm on M m . n (A) is inherited from 
Thus, a subspace of a C*_ a l gebra, inheriting the same family of norms, 
is easily seen to be an L-normed space. 
In practice, as was done above, an operator space will be 
considered to be a subspace of a Ca- a l gebra. Operator spaces will 
usually be denoted 8 or 59 . 
It is now possible to define a completely bounded operator on an 
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operator space. 
Let 8 and 	be a pair of operator spaces and let 	8 - 9 be a 
bounded linear operator. Define 	: M(8) -+ M() by 
= (4(x)). 
For each n, 	is a bounded linear map between normed spaces. The map 
is said to be completely bounded if 
SUP { II 	: n € N } <. 
In this case, the completely bounded norm, denoted (J 	is defined 
to be sup 	4bn 	n € N }. The vector space of completely bounded 
maps from 8 to 99 is denoted CB(8,). If 9 9 = 8, this is written CB(8). 
Given a completely bounded operator p on a self adjoint operator 
space, another completely bounded operator p may be defined by 
q,*( x ) = ( x*)* . A logical extension of this notation is to denote the 
operators (p + p)/2 and (, - (p*)/2i by Re(q) and Im(p) respectively. 
The positive cone of completely positive operators, denoted CP(A,B) 
is a subset of the the space of completely bounded maps between 
C* a 1 gebras, CB(A,B). This subset consists of those maps 	: A -+ B with 
the property that 4 is positive for each n € N. 
These maps were investigated before completely bounded maps and 
were characterized completely in-the Stinespring representation theorem 
( see  [ St  ] and [ P, 1 ] ). The theorem is quoted below. 
THEOREM 1.2.1 ( Stinespring representation theorem ). 
Let A be a 0*_a l gebra with unit 1 and let 0 	A -, (1C) be a 
completely positive map. Then there exists a Hilbert space X, a unital 
*—homomorphism II : A - (X) and a bounded operator V : it -4 C with 
11 0 ( 1 ) II=llVll 2  such that 
0(x) = V*H( x )V 
for all x E A. 
It is clear that any completely positive map is completely bounded 
and that II 8  llcb = 11 0(1)  II. 
This dilation theorem has an extension to completely bounded maps, 
which was proved independently in [ H, 4 ], [ P, 2 and 3 ] and [ W, 2 ]. 
THEOREM 1.2.2 ( representation theorem ) 
Let 4 be a linear operator from a C*_algebra  A into (1t). The 
operator 	is completely bounded if and only if there is a 
representation II of A on a Hilbert space J and bounded linear operators 
U : C -4 IC and V : IC -+ IC such that 
= UH(x)V 
for all x E A. 
Furthermore , II '1'  11c 	II U  11  11 V 11 for each such representation, 
and there is a representation of 4 with 
I! 	IIcb = II U  H fi V 
Given the rather daunting definition of completely bounded 
operators, this theorem is quite invaluable. In practice, the 
representation theorem is almost always used in preference to the 
definition when discussing completely bounded operators. 
A direct proof of this theorem based on the Hahn-Banach theorem has 
been given by G. Pisier ( see  [ Pis ] ). A most elegant proof of 1.2.2 
using the Arveson extension theorem ( see [ A ] ) is to be found in [ P, 
1 ] ( theorem 7.4 ). The Arveson extension theorem is quoted below, and 
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a proof can once again be found in [ P, 1 ] ( theorem 6.5 ). 
THEOREM 1.2.3 ( Arveson extension theorem ) 
Let A be a unital 0*_algebra. Let S be a unital self adjoint 
subspace of A, and let 0 : S —+ 2(IC) be completely positive. There 
exists a completely positive map afr A —+ 2(1€) extending p. 
Injectivity 
We now introduce the concept of injectivity for C*_ a l gebras. The 
definition is taken from [ P, 1 ]. 
DEFINITION 1.2.4. 
A 0*_algebra  A is said to be injective if for every unital 
0*_a l geb ra B and unital self adjoint subspace S C B, every completely 
positive map cp : S — A can be extended to a completely positive map on 
all of B. 
The Arveson extension theorem can therefore be interpreted as 
saying that 2(0) is injective. 
An alternative but, in the unital case, equivalent characterization 
of injectivity for unital 0*_algebras is also given in [ P, 1 ]. A 
unital 0*_algebra  A C 2(€) is injective if and only if there exists a 
completely positive map E from 2(1) onto A, such that E 2 = E. 
The two characterizations are easily seen to be equivalent. 
Firstly, suppose A C (iC) is a unital injective 0*_algebra. Let .p be 
the identity map on A. Since A is injective, .p  has a completely 
positive extension E : 	- A. Clearly, E is a projection. 
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Conversely, suppose there exists a completely positive projection 
E : 2(i) - A. Let S be a unital self adjoint subspace of a C*-algebra 
B, and suppose 9 	S - A C 2(IC) is completely positive. By 1.2.3, there 
exists a completely positive map 0' : B - M(R) extending 0. Since E is 
completely positive, so is the map EO' : B - A, so A is injective. 
Such a map, a completely positive projection, has norm one ( see 
[ To ], theorem 3.1 ) and is therefore an A-bimodule map, 
i.e. E(axb) = aE(x)b for all a, b E A and all x E £(1C), with the 
property E(x)*E(x) < E(xx) for all x E (it) ( see [ T ], chapter III, 
theorem 3.4 ). 
A completely positive projection E onto a C*_algebra is known as a 
conditional expectation. Alternatively, conditional expectations can be 
defined to be norm one projections from a Cs- a l gebra  to a C5 -subalgebra. 
Let E be a norm one projection from a C*-algebra to a C 5 suba1gebra 
B. Then, by { Str ], proposition 9.3, E is completely positive. For a 
further discussion of conditional expectations, the reader is referred 
to [ Str  ] and  [ To ]. 
Completely bounded operators are often most easily studied by 
decomposing them into linear combinations of completely positive 
operators. An important result in this direction is due to Wittstock 
and is known as his decomposition theorem ( see  [ W, 1 ] ). 
THEOREM 1.2.5 
Let A be a C 5 algebra with unit, and let p 	A - £(1C) be completely 
bounded. Then there exists a completely positive map fr : A -, 2(i) with 
II * IIcb < II ço  IIcb such that * ± Re(p) and 	± Im(p) are all completely 
positive. Thus, the completely bounded maps are the linear span of the 
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completely positive maps. 
This theorem was originally proved in [ W, 1 ] and then 
independently in [ II, 4 ], though the statement of it given above is 
from [ P, 1 ] where a proof is also supplied. Such a decomposition is 
valid if (it) is replaced by any injective von Neumann algebra. Indeed, 
it is shown to characterize injectivity for von Neumann algebras in 
[ H, 2 ]. 
A technique more often used in this thesis to relate completely 
bounded maps to completely positive maps is, given a completely bounded 
map p from a C*_algebra to an injective von Neumann algebra M, to 
construct a completely positive map from A to M 2 (M) which has p and p 
as its off-diagonal entries. This technique is due to Paulsen, and is 
presented in great depth in [ P, 1 1. For fuller discussion of this, 
see chapter 3, section 1, below. 
Completely bounded multilinear maps 
Multilinear maps may also have a norm structure defined on them 
under which some maps are said to be completely bounded. The following 
definition is taken from [ Chr &Si, 2 ]. 
DEFINITION 1.2.6 
Let A and B be C*_algebras. If p is a k-linear operator f rom .Ak , 
the k-fold direct product of A, to B, define the k-linear operator p 
from M(A)k to M(B) by 
p (x 1 , . . . , Xk) 	
r.s. . . 	
p(x1 i r 	r s 	• , Xk t j ) ) 
for al Xh = ( Xj ) E M(A), 1 < h < k. The operator 9 is said to be 
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completely bounded with completely bounded norm 	Ileb if 
II P IIcb = sup { 	: n E N } < 
This definition is somewhat unwieldy but fortunately, it need 
hardly ever be used for a representation theorem due to Christensen and 
Sinclair, a multilinear version of 1.2.2, exists, a proof of which is to 
be found in [ Chr & Si, 1 ]. The theorem is quoted below. 
THEOREM 1.2.7 
Let A be a C*_algebra,  and let k E N. Suppose p is a k-linear 
operator from A  to (i). The operator p is completely bounded if and 
only if there are representations Hi,.. .,11k of A on Hubert spaces 
.,itk respectively, and bounded linear operators V : 	- Yt j for 
j = 0,... ,k with lCo = #I = 4+1 such that 
= V o fl l (x l )V 1 11 2 (x 2 ) ... V k _ l ll k (x k )V k 
for all x 1 ,... ,Xk E A and 11 p  IIcb = II V0  fi ... fl Vk II. 
The result is proved for an operator space in place of the 
C*_algebra A in [ P & Sm. ] using the Arveson extension theorem. 
Sketches of the two proofs are given in [ Chr & Si, 2 ]. 
The Haagerup tensor product 
Intimately related to completely bounded maps is the Haagerup 
tensor product. The following definition follows the notation of 
[ P & Sm. ] though the definition appeared in [ E ]. 
11 
DEFINITION 1.2.8 
Let 	 be operator spaces, and let u E Mk(j 0 ... 08,,), the 
set of k x k matrices on the algebraic tensor product of these n operator 
spaces. Set 
u 11 h 
	
= inf { 	Al 	... 	A n 11 : A 1 E Mk, j . 1 (8 k ), A 2 E U. 	. (82),.. 
A n  E U
in- 1,
k'' with 
u = ( A 1 ®l0... 01 )...( 10... OA,, ) }, 
where multiplication is as with matrices. Thus if 




(8 1 ) and A 2 = (b 1 ) E U. 
1,J 
. 2 (82), 
( A01®... 01 )( l®A201  ... ®l ) = ( (E k x 1k 0y k )0l ... 0l ). 
This normed space with completion is said to be kxk matrices on the 
n-fold Haagerup tensor product. Let Mk(81 ®h . . 	
denote this normed 
space with completion. 
This norm structure on Uk(81 ®h ... 0h8,,) makes the Haagerup tensor 
product of operator spaces an operator space ( see [ Cho & E ] ), though 
in practice we will only concern ourselves with the case k = 1 and, 
mainly, n = 2. 
In this case, for an element u of the algebraic tensor product 
8 i 0 82 the Haagerup norm is easily seen to be given by 
 n 	
Y2 
U °h = inf { 	E a l a i * 	E 	b 1 *b 1 	 : u = 	a 1 0b 1 
with 
1=1
a 1 E 8, b 1 E 8 2 I. 
The other crucial properties of the Haagerup tensor product are 
that it is associative ( see [ B & P ] ) and injective, i.e. given 
operator spaces 9 1 C 92 and 59 , c 92, the embedding of 81®h1  into 
82®h2 is isometric. 
In fact, if 91 C  92 C A and 99 , C 172 C B, then the natural embedding 
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of 910h 91 into 82®h.2  is a completely isometric isomorphism ( see 
[ P & Sm ], theorem 4.4 ). 
The origins of the Haagerup tensor product are in [ II, 3 J, where 
it was introduced with two apparent purposes. The first was to find 
relations involving the Grothendieck constant. The second was directly 
to study completely bounded operators. Though the manuscript [ H, 3 ] 
remains unpublished, and in fact, only recently came to light, the uses 
of the Haagerup tensor product in transfering the Grothendieck programme 
from Banach spaces to operator spaces are well advanced ( see [ B & P 1, 
[B, 2), [B&Sm]and [E&Ru, 1, 2 and 3 ]). 
The second of the above purposes is pursued in chapter 2 of this 
thesis, and also in [ Cha & Si ] and [ Cha & Sm ]. The idea behind this 
is look at the map denoted *p from the n-fold Haagerup tensor product ØjA 
to CB(A 1 , A) given by q,(a 1 @a 2  ... ®a)(x 1 ,...,x 1 ) = a 1 x 1 a 2  ... x 1a, 
and to see whether this is an isometry. 
The question receives an affirmative answer in the case A is a von 
Neumann factor in [ Cha & Si ]. In the case n = 2, a quotient of the 
Haagerup tensor product, known as the central Haagerup tensor product, 
is shown in [ Cha & Sm ] to have this isometry property if A is a von 
Neumann algebra or a 0*_ a l gebra with Hausdorff spectrum. 
In chapter 2, Haagerup's proof of the isometry in the case A = 2(1C) 
with n = 2 is given, followed by an original proof of the isometry in 
the case A = 2, the hyperfinite II I factor, with n = 2 once again. 
Irreducible representations of (iC) 
The following theorems and definitions are well known but are 
presented here for the reader's convenience. 
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DEFINITION 1.2.8 
Suppose a C*_a l geb ra A acts on a Hubert space 1€. A subspace jq of 
It is said to be invariant if x jq C j for all x E A. 
DEFINITION 1.2.9 
A representation II of a C*_algebra on a Hubert space It is strictly 
irreducible if { 0 } and 1€ are its only invariant subspaces. The 
representation is topologically irreducible if { 0 } and it are its only 
closed invariant subspaces. 
The following theorem was originally proved in [ K ]. A proof can 
also be found in [ Ri ]. 
THEOREM 1.2.10 
For a representation of a C*_a l gebra on a Hubert space, 
topological irreducibility and strict irreducibility are equivalent. 
Using this, the following important theorem can be established. In 
view of 1.2.10, the qualifying adverb is suppressed in statements on 
irreducibility. 
THEOREM 1.2.12 ( [ Ri ], theorem 4.10.9 ) 
Let A 1 and A 2 denote two irreducible *-subalgebras of 2(1t) and 
(92 ) respectively, i.e. { 0 } is the only proper closed invariant 
subspace of each of these Hubert spaces, and suppose A 1 and A 2 both 
have minimal one-sided ideals. Let II be a *-isomorphism of A 1 into A2 . 
There exists a unitary U : 9 1 -+ 1(2 such that fl(x) = UxU* for any x E A1. 
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THEOREM 1.2.13 
Any irreducible representation of X(g) is unitarily equivalent to 
the identity representation. 
Proof Since (i) is topologically simple, i.e. its only proper closed 
two-sided ideal is { 0 }, any irreducible representation of X(1() is also 
an isomorphism. 
Since X(R) contains the finite rank operators, and so contains 
minimal one-sided ideals, by 1.2.12, for an irreducible representation 
H 	(1€) - 2(9') where 1€' is a Hubert space, there exists a unitary 
such that 11(x) = UxU* for any x E A 1 . 	0 
Consider a completely bounded operator p : IC(it) - 2(i€). By the 
representation theorem, there exist a representation 11 of X(R) on a 
Hubert space 1€' and continuous linear operators U : 	-, It and 
V : IC - IC' such that p(x) = Ufl(x)V for all x E iC(iC) and 
II P lIcb = II U 	jj V I. 
The Hubert space IC' consists of a direct sum of orthogonal, 
irreducible subspaces. This allows us to split H up into a direct sum 
of irreducible representations and the zero representation, and using 
1.2.13, it becomes apparent that IC' = 9 ( see  [ Ri ], theorem 4.10.24, 
for the details of this argument ). Thus U E 	IC) and V E (IC, Ir) 
are a row and column respectively, with entries in 2(1C). Writing 
U = (a 1 ,a 2 ,.. .) and V = (b1,b2 .... )t , it follows that 
p(x) = E 1 a 1 xb 1 
for x E 1C(i€), with convergence in the strong topology, with 
11 E j a l a i * 11 < 
15 
and 	II E j b 1 b 1 11 < o • 
Traces on von Neumann algebras 
The trace, denoted tr, on a finite von Neumann algebra is used 
widely in chapters 2 and 5. 
DEFINITION 1.2.14 
A trace on a finite von Neumann algebra M is a function tr on the 
cone of positive elements M + with values in [ 0, oo ) satisfying the 
following conditions 
tr(x + y) = tr(x) + tr(y), 
tr(Ax) = Atr(x) for A > 0 and x E 
t r ( x * x ) = tr(xx*) for x € M. 
Assume M is a factor. Since tr is finite, i.e. tr(1) < oo ( see 
[ T ], chapter V, theorem 2.6 ), tr can be extended to a positive linear 
functional on M, also denoted tr. Furthermore, by normalizing, i.e. 
putting tr(1) = 1, tr becomes the unique, faithful, a—weakly continuous, 
linear map from M to C satisfying t r ( x* x ) = t r ( xx*) > 0 for x € M ( see 
[ T  1, chapter V, theorem 2.6 ).. 
The reader is referred to [ T ], chapter V, proposition 2.36 for a 
full proof of the following theorem. The theorem is proved in greater 
generality there, but the following statement is all that is required 
here. 
THEOREM 1.2.15 
Let M be a von Neumann algebra equipped with a faithful, finite 
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trace tr, and let N be a von Neumann subalgebra of M. There exists a 
faithful, a-weakly continuous projection E of norm one of M onto N such 
that 
tr(x) = tr(E(x)) for x E M. 
The theorem is proven by constructing a predual of N, embedding it 
in that of M, and dualizing this embedding. It yields the trace 
preserving conditional expectation. 
Since tr is faithful, tr can be used to define a norm, denoted 11.112 
by tr(x*x) = 	x 11 2 2 . Since tr is finite, the norm 11.11 can also be 11 
defined using the trace by letting 11 x 11, = tr(ixi), where lxi = ( x* x ) . 
Strong independence 
The notion of linear independence is familiar from finite 
dimensional vector subspaces. Strong independence is an extension of 
this idea to certain infinite dimensional spaces. The definition is due 
to R. R. Smith. 
Let { t j 	be a set of operators such that E 	t 1 t 1 converges 
strongly in (1€), and let A = (A 1 ) € £2. Let T = E 	A 1 t 1 E M(R). The 
sequence (T a ) is a Cauchy sequence. Consider for n > m, 
	
T1 - T. II = II 	m+1 A 1 t 1  II 
I A1A1* i 	II E 	t j t 1 1=m+1 	 1=m+1 
i2 
	
Lj * l Li 	 Al 	 Li l=m+1 	 11 
- 0 as m -4 w. 
It follows that the sequence (Ta ) converges in norm. The limit E 	A 1 t 1 
is written A.t. 
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DEFINITION 1.2.16 
Let 8 be a norm closed subspace of (iC). A set of operators 
{ t1 } C £(/t) such that E 1 tt 1 E 2(1€) is said to be strongly 
independent over 8 if A = 0 whenever A E e 2 and A.t E 8. If 8 is the 
zero subspace, then { t } is said to be strongly independent. 
This definition is used widely in [ Sm, 1 ] and in those parts of 
this thesis which refer to that paper. 
The Jones index 
For a full discussion of the Jones index, the reader is referred to 
the paper in which it was introduced, [ J ]. Here, only a brief 
introduction is given. 
The idea of the Jones index is derived from that of the coupling 
constant. The coupling constant for a finite factor M acting on a 
Hubert space It with finite commutant M' was defined by Murray and von 
Neumann to be trM(E 	)/trM ' (EM) where 	is a non-zero vector in It, trN 
is the normalized trace on N, and E C N is the projection onto the norm 
closure of the subspace N. That this is independent of the vector 	is 
a result of Murray and von Neumann ( see  [ M & vN ] ). 
The coupling constant measures the size of M as compared to the 
size of its commutant on the Hilbert space 9. Since the size of the 
commutant depends on that of the Hilbert space, one can think of the 
coupling constant as measuring the size of the Hilbert space on which M 
acts, and so a natural way in which to denote it is dimM(IC). 
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DEFINITION 1.2.17 
The index of a subfactor N in a factor M is defined to be 
dimN(1C)/dimM(C). 
THEOREM 1.2.18 ( [ J ], proposition 2.1.7 ) 
Provided M' is finite, the index is independent of the Hubert 
space IC. 
The index of N in M is denoted [ M : N ]. It is a conjugacy 
invariant for subfactors of type Il factors, i.e. for any unitary 
uEM, EM: N] = EM: UNU* ]. 
Note that if M is a finite factor, the trace can be used to define 
a norm 11.112 on M. The completion of M in 11.112 is denoted L 2 (M, tr), and 
M is represented on L 2 (M, tr) by multiplication on the left. By 1.2.18, 
if M' is finite, [ M : N ] = dimN (L 2 (M, tr)) since EM and EM' are both 
1. The index can therefore be considered as a measure of the size of 
the factor M relative to that of a subfactor N. 
The question arises as to what values the index can take. This is 
answered in the case of subfactors of the injective II factor A in 
[ J ]. It is shown that the set of possible values is 
{ 4cos 2 ll/n : n = 3, 4, ... } u { r E R : r > 4 } u { oo}. Futhermore, 
those subfactors with index less than 4 have trivial relative commutant. 
Further work has been done on the index by Mihai Pimsner and Sorin 
Popa. The principal outstanding problems identified in [ Pi & Po ] are 
to find the possible values of the index on the half line (4,) in the 
case of a trivial relative commutant, and to classify subfactors of 2 
having the same index. 
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In chapter 5 of this thesis, an estimate is obtained for the index 
of subfactors of a type II I factor. It remains an open problem whether 
the estimate is actually equal to the index. 
Hubert-Schmidt operators 
Only the bare facts are given here. For a discussion of this topic, 
the reader is referred to [ D ], 1.6.6. Consider the subset of 2(1C) 
consisting of elements x satisfying 
1€' 
II x 1 0 2 <00, 
where { 	} 	is an orthonormal basis of 1€. This is a two-sided ideal 
of (iC), independent of the orthonormal basis, and consisting of compact 
operators. It is known as the set of Hubert-Schmidt operators. 
The Hubert-Schmidt norm of an element x in this set is defined to 
be ( E JII x 112 )Y2 , denoted fi x OHS,  and, since this is independent of 
the orthonormal basis {
iell
x 11 4 11 x  IRS. 
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Chapter 2 	Isometry Theorems 
2.1 Haagerup's results 
Let A and B be C*.algebras  acting on a Hubert space 9. From an 
elementary Cauchy-Schwarz argument the map 
9 : AØhB - CB((1C)) 
given by 
O(a®b)(x) = axb 
is a contraction, as is shown below. This argument is well known and 
appears in [ Chr & Si, 2 1. 
Let z = Ea øb j E AØB, the algebraic tensor product, and let 
m E N with l m denoting the identity in Mm (C). Then for x E Mm ((C)) and 
rj E /ttm 
1< 9(Z),,,(X), r > = 	< x(b®l)., (aj®lm)*rI > 
(EIJ x(b j 01.) 	I1 2 )(E j 11 (a j 0 l m )* 11 11 2 ) Y2  
by the Cauchy-Schwarz inequality. It follows that 
1< 9(Z)m(X), 	>1 < 11 X 	 (b j 0 l m )) 	 (a j 0 l)* 	II 2 ) 
= 	X II (E< (b j 01m)*(bj01m),' >) 
x(E< (a j 0l m )(a j 01 m )*, 
	
U x 	11 Ejb*bj  HII Ejajaj*  IIH 	II II 	II. 
Taking an infimum over all representations of z, and noting that x, 
and q were all chosen arbitrarily, we see 
II O(z). II < II z 'h' 
but m was chosen arbitrarily, so 
II 0(z) Ucb 4 11 z 11h 
In the this section we give Haagerup's proof that 0 is an isometry, 
and then, in section 2.1 1  substituting the hyperfinite II factor, ,%, 
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for A and B, we show that the induced map 
( : 2 0 2 -4 CB() 
is also an isometry. 
It is clear from an unpublished manuscript [ II, 3 ] of Haagerup 
dating from 1981 that this question of the isometry was of some 
importance in the development of the Haagerup tensor norm, though it was 
then called the a—tensor norm. This manuscript was not 'widely 
circulated and was brought to the author's attention in 1990. 
An alternative proof that 0 is an isometry was given independently 
by R. R. Smith in [ Sm, 1 ], a preprint of which was circulated in 1990. 
Another proof, once again developed independently, was given in 
[ Cha & Si ], a preprint of which was also circulated in 1990. 
In private correspondence with R. R. Smith, M. Mathieu gave a 
proof, based on the the proposition that 0 is an isometry, that the 
induced map p : AØhA -4 CB(A) is an isometry if A is a prime C*_algebra. 
I am most grateful to R. R. Smith for sending me copies of the 
manuscript [ H, 3 ] and the letter from M. Mathieu in 1990. 
The results in section 2.1 are drawn from the manuscript [ H, 3 ]. 
Before presenting these a definition is required. 
DEFINITION 2.1.1 
Let F be a bilinear form on AxB, the direct product of two 
C*_a l gebras. Put 
F 11  h- = sup { 	E 	F(a j ,b j ) 	: 	E 	a 1 @b1 "h 	1 } 
and let Bh(A,B) denote the set of bilinear forms on Ax  for which 
11 F Ih* is finite. Then Bh(A,B)  may be identified with the dual, 
AW 
(A ®h B)*. 
In fact, considering A®hB  as an operator space, these bilinear 
forms are exactly those which are completely bounded ( [ P, 1 ], 
theorem 7.9 ). 
In addition we denote the set of those bilinear forms in Bh(A , B) 
which are normal in each variable by B(A,B). By normal for a 
functional on a represented C*_algebra,  we mean continuous in the weak 
topology acquired by the C*._algebra  from this representation. 
THEOREM 2.1.2. 	( [ 11, 3 ], theorem 4 ) 
Let F E Bh(A , B) where A and B are C-algebras, and let k > 0. The 
following are equivalent. 
IFII h* < k 
There exist two states, p E S(A) and q E S(B)such that 
F(a,b) 	< k p(aa*) Y2  q(b*b) 
for all a E A and b E B. 
Proof ( Due to Haagerup ) We firstly show (i) implies (ii). 
The sets 
Q(A) ={pEA 	:11 p11<1 }and 
Q(B) = { q E B. 	fl q U < 1 } are compact in the weak* 
topologies on A*  and  B*  respectively ( see  [ T  ] ). 
Let Q denote the cone of real functions on Q(A) xQ(B) consisting of 
V 	 defined by 




} (p,q) = E Y( kp(ajaj*) + kq(bj*b) - He F(a 1 ,b 1 )) 
{ 	 1=1 
for n E RJ,.a 1 € A and b 1 € B. 
Let Po E Q(A) and q 0 E Q(B) with 
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n 	 n 
Po( E alai* ) = 	E alai * 	and 
1=1 
n 	 n 
q o ( E b 1 b 1  ) = Ii E b1*b 	II. 
1=1 	 1=1 
Then V 	 (Po, q o ) {a 1 ) . , a,b 1 , . , b.,} 
Y.( k1l E l a j a j * U + kfl E1b1*b1 U - 21 E 1 F(a 1 , b 1  ) I) 
k 11 Ejaiaj* II Y2 11 Eb 1 b 1 11 	 - 	E 1 F(a 1 , b 1  ) 
0, 
since II F 	k. 
Let A denote the open cone of strictly negative continuous 
functions on Q(A) xQ(B). The above inequality shows that Q fl A = 0. 
By the Hahn—Banach theorem, there exists a real valued functional f 
on the space of real valued continuous functions on Q(A) xQ(B) such that 
f(W) < 0 for W E 
and. f(W) >0 for W E L. 
Denote the complexification of f by f, once again, so 
f(W + i7) = f(W) + if(7), 
where Wand -y are real valued continuous functions on Q(A)xQ(B). Now, 
by the Riesz representation theorem, f may be identified with a measure 
so there exists a real finite radon measure i on Q(A) xQ(B) such that 
ii.(W) > 0 for W E Q 
and 	i(W) < 0 for W E L 
This latter condition implies that p. is a positive radon measure, 
so by normalizing, we may assume it is a probability measure. 
Since 	b} €QforaEA and bEB, 
{a,  
0 < Y2 f (kp(aa*) + kq(b*b) - 2Re F(a,b)) dp.(p,q). 	(1) Q(A) x Q(B) 
Define now two positive linear functionals Pi E Q(A) and q 1 E Q(B) by 
p, (a) 




= f Q(A) xQ(B) q(a) dp.(p,q). 
From (1), and since .L is a probability measure, 
Re F(a,b) < Y2k ( pj(aa*) + q j (bb) )• 
Substituting e 10a for a with a suitably chosen 0 gives 
F(a,b) I < k ( 3 pi ( aa*) + qi(b*b) ). 
A further substitution of Aa for a and b/A for b, and taking the infimurn 
over A > 0 gives 
I F(a,b) 	k p i ( aa*) qi (b*b) . 
Of course Pi  and q1 are not necessarily states, but they are dominated 
by states p and q respectively, and these give the result. 
The converse follows from a simple argument. Let a l ,...,an  € A and 
E B. Consider 
I F(a 1 ,b 1 ) 	k 	p ( ajaj *) q(bi*bj)
n 	 Y2 
k ( 	p ( aiai *) 	 q(b 1 b 1 ) ). 
Therefore 
I F(a j ,b 1 ) 	k 	alai* 	
½ II 	1b1*b1 	, 
	
and, taking an infimum over all representations of E 	a 1 ® b 1 , the 
result follows. 0 
An almost identical theorem and proof appear in [ E & K ] but there 
the theorem is for unital C*_ a l gebras, A and B. Haagerup himself used a 
similar argument in [ H, 5 ], proof of lemma 3.4. The technique goes 
back to Grothendieck. 
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LEMMA 2.1.3. 	( [ H, 3 ], lemma 7) 
Let 	,. . .,, be n vectors in a Hubert space 1€, and let c E (0,1). 
If 	< 	> - 	< c/n, then there exist n orthonormal vectors 
1i ...... 1n  in it such that II n, - 	U < c. 
Proof ( due to Haagerup ) Let A = (a 1j ) E K(C) with a 1j = < 	>. 
Since 	a 	- 	 I < c/n, A is close to the identity, and since it is 
also self adjoint, it is positive. Since the operator norm is dominated 
by the Hilbert-Schmidt norm ( see chapter 1), 
1 A - I II 	( E j E j I aj 	- 	 12 )2 
<c 
< 1, 
so A is invertible. 
Let A 	=. (b 1 ) E M(C), and put qk = E j bkjj for k = l,...,n. 
Then 
< 1i'.,1ii > = EIEJ < 	bhj > 
= Ejrj bkj a ij bjh 
since (b) is self adjoint. 
But 02 AA 	= I so < 1 k,T1h > = 6kh, and letting (c jj ) = A € M(C) 
gives c1 = Ek cikTlk. Hence 
U 	- 	112 = II E 	( cik - 6 1k ) h 112 
- 	 k kik - 51k 12 
A 	- i II. 	 (*) 
The matrix A - I realizes its norm at an eigenvector, say , with 
11 	= 1. Note that the matrix A + I has strictly positive spectrum 
and is therefore invertible. Let i = ( A + I )' 4. Then 
11 A - 1 11 = 1< ( A 	- I ), t > 
26 
= < ( A 	A + I )q >1 
= < ( A - I ), 	> 
A - Ill 	II Yj II. 	 (#) 
Since t is an eigenvector of the self adjoint matrix A - I, 
( A - I )t = 	for some K E R. It follows that A Y2t = ( ic + 1 	and, 
since A Y2 > 0 1  ic + 1 > 0. Note that ( A + I )s = ( ic + 2 ). Since 
( A + I ) is invertible, it is injective, and so Tj = /( ic + 2). Since 
II 	II = 1 and ic + 2 > 1, II il U< 1. 	Hence, by (#), 
11 A 	- III < II A - I II. 
From (*), it follows that 
II 	- 11  , 112 < II A - I 112 	0 
Another technical result , similar to proposition 1, [ Cha & Si ], 
is necessary for the proof of Haagerup's isometry theorem. The proof is 
due to Haagerup. 
LEMMA 2.1.4 
Let A and B be C*_ a l gebras on a Hubert space it. The unit ball of 
B(A,B) is weak* dense in that of Bh(A , B) . 
Proof Let F E Bh(A , B) with 11 " IIh 	1 and let 1 > c > 0. Let 
u 1 ,. . ;, u be in A®hB  and suppose z 1 ,...,z are in the algebraic tensor 
product A®B such that 11 u - z1 "h < c, for i = l,...,s. 
By using r to denote the length of the longest of the 
representations of the z 1 , we may write z = E 	c 1j Od 1j , where some of 
the c 1j may be zero. 
We now construct a bilinear form F' E B(A,B) with 	F' II h* 	1 
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such that I < F,u 1 > - < F',u 1 > I is small for each i, and the result 
follows. 
Firstly note that if II F' Uh* < 1 
< F,u 1 > - < F',u 1 > I < 2e + I < F,z 1 > - < F',z 1 > 
by the triangle inequality, so it will suffice to show that 
< F,z 1 > - < F',z 1 > I is small. 
By 2.1.2, there exist states p E 5(A) and q E S(B) such that for 
a E A and b E B 
F(a,b) I 	p(aa*) Y2 q(b*b) 
Let ( 11, i(, 4 ) and ( p, X, i ) be the G.N.S. representations of A 
and B given by p and q respectively. The representation of bounded 
sesquilinear forms on Hilbert spaces shows that there exists x E 
lix ijl, such that for a E A and b E B 
F(a,b) = < xp(b)r, I1( a*) >. 
( See [ E & K ] for details. ) 
Let 8 denote the finite dimensional subspace spanned by 
{ 
CIJ : j = 1,...,r; i = 1,...,s }, and 9 that spanned by 
{ 
d ij 	j = 1,...,r; i = 1,...,s }. Suppose m = dim 8 and n = dim 9..  
Then 	 m > m 1 = dim ( H(8) *4 
and 	 n > n 1 = dim ( p(99 ) TI 
There exists a basis ai,...,a m for 8 such that 
{ e1 = II( aj )* 	i < m 1 } is an orthonormal basis for J1(8)* , and 
ll(aj)* 	= 0 for i > m 1 . 
Similarly there exists a basis b 1 ,...,b for 	such that 
f j = p(b j )i, for i < n 1 , form an orthornormal basis for p()'q, and 
= 0 if i > n 1 . 
The choice of a 1 and b 1 implies that 
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* 	1 	i =j p(a j ai ) = - 	 0 otherwise 
* 	1 	i=jni and 	 q(b 1 b) = 
	
0 otherwise. 
Since the weakly continuous states are weak* dense in the state 
space, there exist weakly continuous states p' and q' on A and B 
respectively such that 
I p(a1a*) - p(a1aj) I < c/rn j , for i,j = 1,...m 
and 	I q'(b 1 b) - q(b1tbj) I < / n 1 , for i,j = 1 .... n. 
Consider the G.N.S. representations ( Ti', 1€', 	) and 
( p', X', i' ) given by p' and q', and let 
e1/` = I1/( ai )*I 	i = 1,... ,m 1 
and 	 f'' = p'(b 1 )' 	i = 1,... ,n 1 . 
Then 	< e 1 '', ek 	> - 6 1k I < I < e 1 , ek > - 6 ik I + 
= 
for i,k = 1,... ,m 1 , from the approximation above, and similarly 
I < f 1 '' 5 	k'' > - 'lk I < 
for i,k = 
By 2.1.3 there exist orthonormal vectors e 1 1 , i = 1,...,m 1 , in it' 
and f 1 1 , i = 1,... .,n 1 , in X' such that 
e 1 1 ' - e 1 ' 	< 
for i = 1,...,m 1 , and 
f' II < 
for i = 1,... ,n 1 . 
Define two partial isometries u : it' -, it and v : X' -+ 1 by 
ue 1 ' = e 1 	i = l, ... ,m 1 , 
UC = 0 	 C € { e 1 ': i = 1,...,m 1 
and 	vf 1 1 =f 1 	i=1,...,n 1 , 
V( = 0 	 € { f 1 ': i = 1,... ,n1 
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Now define F' E B(A,B) by 
F'(a,b) = < xvp'(b)q', uI1( a*)/ > 
Note that 
F'(a,b) I = 1< xvp'(b)q', u11(a*)e >1 
xvp'(b)' II I) uI7I(a*)I  II 
II p'(b)r'  II II 11"(a*) t' 
= < p'(bb)', '1'> < I1/(aa*), e > 
= q'(bb) p/(aa*). 
F' is normal in each variable since p' and 11' are normal 
representations, and 11 F' lbs < 1 by 2.1.2. 
It is now shown that F' approximates F on z 1 , i = l,...,s. Suppose 
i < m i and j < n 1 . Then 
I F'(a 1 ,b,) - F(a1,b1) I 
= 	< xvf'', ue 1 '' > - < xvf 1 ', ue 1 ' > 
=I<xv(f''_f j '),ue' j >+<xvf j h',u(el''_el')>I 
- f 3 	e' 	+ 11 f'' 	e 1 '' - e 1 ' 
c( 1 + c ) + e 
3c 
3c. 
Now suppose i > m i. . Then 
II 17 ' (aj)5'  11 2 = p'(a 1 a 1 5 ) < p(a 1 a 1 5 ) + c/rn 1 = c/rn 1 < e, and 
II p'(b)' 11 2 = q'(b j b j ) < q(bb j ) + c/n 1 < 2. 
Since F(a 1 ,b j ) = 0, 
I F'(a 1 ,b j ) - F(a1,b) I = I < xvp'(b)ri', uI1'(aj)5' > 




Similarly if j > n 1 , 
F'(a j ,b) - F(a 1 ,b) 
Recall that Zk = 	Ckj ®dkj. Since the sets { aj,...,a m } and 
{ b 1 ,.. . , b1 } were chosen to be bases of 5 and 9 respectively, there 
exist constants aijk  such that zk = E 1 	aljk a 1 @ b. 
Thus, there exist constants aijk, i = l,...,m, j = l,...,n, 
depending on Zk, but not on c, such that 
I < F',z > - < F,Zk > 	 klJkI I F'(a j ,b j ) - F(a j ,b) 
3e 	EJE J laj i kI. 	0 
THEOREM 2.1.5 ( [ II, 3 ], theorem 6 ) 
Let A and B be two C*_algebras acting on a Hilbert space, i, and 
let 0: AøhB -+ CB((i€)) be given by 0(a®b)(x) = axb, a E A, b E B, 
X E M(E). Then 0 is an isometry. 
Proof ( due to Haagerup ) From above, 0 is a contraction. It is now 
shown that for z E AØB, the algebraic tensor product, 
II 0(z)  IIcb > II Z 
and the result follows from the norm density of the algebraic tensor 
product A®B in A®hB. 
Let z = E a® b 1 E A®B with 11z  11h = 1, and let F 
E Bh(A , B) with 
fl F °h* = 1 and I < F,z > 	= 1. 
Let c > 0. By 2.1.4 there exists F' E B(A,B) such that 
< F,z > - < F',z > I < 
with 11 F' 11 h*< 1, and from the proof, there exist weakly continuous 
states p' and q' such that 
I F'(a,b)  I 	p /( aa*) 	qf(b*b). 
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Since p' and q' are weakly continuous, there exist 	,. . 	 . . flm E iC 
such that 
p'(a) = 	< a, 	> 
and q'(b) 	= Ej < bij, 	q j 	> 
with E 1 	II 112 	= 	1 	= TIJ II. By adding zero vectors one can assume 
n = m, so the vectors = 	( 	1,. . 	 , ) 	and 	q= 	( ,... ,r, 	) 	in IC E" 	are 
of norm one. 
Then 	 J F'(a,b) I < p'(aa) q/(b-b) 
= II (a 0 1 ) t II II (bOl)q  II 
where 1 is the unit in Mm (C). Therefore, by the standard sesquilinear 
argument, there exists x E (iC" ), 11 x 11 < 1, such that 
F'(a,b) = < x(b01)i, (a*  0l) >. 
Now 
< 0(Z)m(X)11, s > 	= 	< ( a 1 01) x (b 1 ®1)q, 	> I 
= I 
 
E j F'(aj,b1) I 
= 	< F',z > 
> 1 - C. 
So fi 0(z)  11Cb ) II 0(Z)m fl > 1 - c, and since c was chosen arbitrarily, 
the result follows. 0 
A similar theorem was proven in [ Sm, 1 ] and in [ Cha & Si J. It 
is stated below to satisfy the reader's curiosity. 
THEOREM 2.1.6 
The operator 0 from (1C)0h2(iC)  into CB((iC)) defined by 
0(a®b)(x) = axb, for a,b E 2(iC) and x E (R), is an isometry. 
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Since (1t) is weakly dense in its double dual, 2(1C), the Xaplansky 
density theorem can be used to prove 2.1.6 directly from 2.1.5. 
A simple consequence of Haagerup's result is that the embedding 
A@hB C4 
is isometric if A and B are C*_algebras  in M(X). 
If z E A®hB, and 0 : AØhB - CB((1)), then 
fi z  11 	 = II 0(z)  llcb 
II z 
The result follows since A, B C (1C), and so 
B 
Haagerup almost certainly knew of this simple consequence of his result 
in 1981. 
It was shown in [ P & Sm ] that if 8 C 9 1 and 59 C 	are all closed 
subspaces of (1C), then an element of 8® has the same Haagerup norm 
whether it is calculated in 
8®h 
 or in 
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2.2 The case of the hyperfinite jj  factor 
For the construction of Araki-Woods factors in general and the 
hyperfinite II j factor in particular, the reader is referred to the 
preface of [ D ]. The hyperfinite II I factor is here denoted A. The 
first result is well known but is presented for the reader's 
convenience. 
In the following tr will denote the unique normalized faithful 
trace on 2, and iC will denote the Hubert space given by the G.N.S. 
representation of l induced by tr. Recall that the norm 11.112 is defined 
on 2 by 11 x 112 = tr( xx ). 
Definitions of some locally convex topologies on a von Neumann 
algebra M acting on a Hubert space 9 are required. These are taken 
from [ T  J. 
DEFINITION 2.2.1 
The strong ( operator ) topology is that determined by the family 
of seminorms 	x E M H 11 x 	, 	E X. 
The strong*  ( operator ) topology is that determined by the family 
of seminorms : x E M H ( 11 X4 112 + fl x 	112 )Y2  , 4 E C. 
The a-strong ( operator ) topology is that determined by the family 
of seminorms : x E M '- ( E=  11 x. 112 )Y2 	n 112 < 00. 
The a-strong topology is that determined by the family of 
seminorms 	x E M H ( ( x'x) + .(xx*) ), where w runs over all positive 
elements in M 
We denote by M 1 the norm closed unit ball of M. 
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LEMMA 2.2.2 
On the closed unit ball 2 1 , the following topologies are 
equivalent 
i) strong; ii) a-strong; iii) strong*; iv) a_strong* ; v) that induced by 
II • II 2 
Proof The proofs that (i) = (ii) and (iii) = (iv) are as in [ T ], 
chapter II, lemma 2.5. One need only note that 2 n 	is closed in 
each of (i), (ii), (iii) and (iv). We now show (i) = (v). 
Let t o be the cyclic trace vector for 2 given by the G.N.S. 
representation induced by the trace. Let { x 0, } be a net in 2 1 . 
Firstly assume 11  x0,  112 - 0. 	Let 	 E IC, with fl t j 11 = 1 and 
let e > 0. Since t o is cyclic, there exist z 1 ,. . . , z E R such that 
11 Z j to - 	< E. Since 11  x0,  112 - 0, there exists a o such that, for 
a > a0, 	x 0  fi < e max {11 z 	j = l,...,n }. Hence, for a > a 0 , 
< 	 > 	= 	< x( 	- z jo ), x j > + < xazito, X04i > 
C + I < x.zjto, x(j - z,0) > I 
+ I < X0Zj0, XciZjO > I 
< e + 11 z0 lie + 11 X.,Zj 112 
e + 	t j 11 + e )e + 11 zj 112 II X. 1122 
e + 	t j  II + c )e + e 2 . 
Since e was chosen arbitrarily it follows that x 0, - 0 strongly. 
Conversely, suppose x - 0 strongly. Then, in particular, 
fl X. 112 2 = 	< x 0 , x0 > 	-, 0. 	It follows that (i) = (v). 
The proof that (iii) = (v) is almost identical. We simply use the 
seminorm x E 	( 11 Xt 11 2 +11 x * t  112 )3, 	E IC. 	0 
35 
The equivalence of (ii) and (v) was stated without proof in 
[ Ghr ], page 26. 
In chapter 1, the existence of a trace preserving conditional 
expectation from a finite factor onto a finite subfactor was noted. The 
specific case of the subfactor being finite dimensional is now dealt 
with in greater detail, as the construction of the trace preserving 
conditional expectation from R onto a matrix subfactor Mk(C) is 
sketched below. This too is widely known but is presented here for the 
reader's convenience. 
Suppose R acts on a Hilbert space 1€. Let Mk(C) be a unital matrix 
subfactor of R and let Mk(C)' denote its commutant in 2(i(). Murray and 
von Neumann showed showed that the type Iii hyperfinite factor 2 is 
independent of the ascending chain of matrix subfactors. Thus, we may 
choose a sequence of matrix subalgebras of R of the form M k ø N g with 








so 7 is itself a hyperfinite 
factor. Now, by [ Str ], 9.1.4, l 	Mk®( Plk ' n 	), so from the 
above construction, 7 	Mk' n. For each of these subalgebras N g , let 
ILg be normalized Haar measure on the compact group of unitaries of N g , 
21(N g ), which we hereafter denote?/ g . 
Let rg(x) 
= f uxu* d1i 5 (u) for x E T . We show that * g (x) converges 
weakly to an element of Nn k
. Now, 2 	Mn k ø ( Mnk' n 2 ) ( see  [ Str  J, 
9.1.4 ). So we may write 
x = Eeij®yij 
1..) 
where the elements e jj 	are matrix units for Mk, and yjj E Mnk' n 2, 
both for i,j 	= 	l,...,n'. Hence, 
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g(x) = f UXU dL g (u) Ug 
f I J (1 ou)(e, j 0 y i j )(I@ u* ) dp g (u) ?lg 
=E eij ® 5 uylju* d g (u). 2e 
g Now, consider the sequence in g, 	f uyu* d:g(u) ] C Mnk'  n 2, where 
y E Mk' n 2. Suppose it does not converge weakly to tr(y).l. Then by 
the weak* compactness of the unit ball of Uk ' n 2, it has a subnet 
weakly convergent to some other element of Mk' ri A. So, it will follow 
that 	5 uyu d g (u) 	converges weakly to tr(y) once we show that any 
weakly convergent subnet converges to tr(y).l. 
Suppose. there is a subnet weakly convergent to w E Mnk' n 2. Then 
note that w E ?lg ' for all g, and so w E ( Mnk' n 2 )'. Since T is a 
factor, w = A.l, where ), E C. Since tr is weakly continuous, for our 
weakly convergent subnet 1rg() (y), 
tr(y) = tr( *g()(y) ) - tr(w) 
= A. 
Let Ek(x) = urn 1 g (x) where convergence is in the weak topology. 
g 
Since each 	has norm 1, so does Ek, and since Ug C Mk(C)', *g (x) = X 
for x € Mk(C), so Ek(x) = x for x € Mk(C). Since Ek : 2 -4 M n k, Ek is 
a conditional expectation. In fact since each $g preserves the trace on 
2, so does Ek. This projection Ek is the unique trace preserving 
conditional expectation onto Uk. Recall that a conditional expectation 
is completely positive. 
Alternatively, this conditional expectation can be defined 
algebraically. Let { e 	,j=l be the matrix units of Mnk(C)  and let 
37 
Ek(x) = n k B 	tr(xe jj )e j for x E 2. This defines a unital, trace 
1. j 
preserving projection. 
To prove that its norm is 1, one can use the formula 
tr(x) = -k E 1 < x 1 , 	>, 
where { 4 1  }. l is an orthonormal basis for the vector space on which 
Mn k 
acts. 
Another alternative is to construct the trace preserving 
conditional expectation as a slice map. As above 	Nn k 
	Unk' 1l ), 
so consider the map given by x®y H x tr(y), where x E Xnk 
y E Mk' nl and tr is the trace on 2 restricted to the intersection with 
This slice map is the trace preserving conditional expectation 
onto M k• n 
It was shown in [ Chr ] that the trace preserving conditional 
expectation picks out the nearest element in Mkin 11.112. It follows 
from 2.2.2 and the strong density of 0 M ( = u 0 14 ) in 2 that 
k=1 	n 	k=1 J=1 	n 
Ek(x) -+ x strongly for x E 2. 
LEMMA 2.2.3. 
Let € > 0 and let u E 5P 05P, the algebraic tensor product. There 
exists a conditional expectation.. Bk as defined above onto a finite 
dimensional subfactor such that 
11 (EkOEk)(u) "h 
	u 11h < 11 (EkOEk)(u)  11h + 3e 
where EkOEk is defined in the obvious manner 
(E k ®Ek)(aOb) = Ek (a)OEk(b). 
Proof. Let 11 
u 'h > 
	> 0. There exist a 1 ,... ,am ,bi,. . ,b m E 2 such 




	> 	E aa 	II 	II Eb*b 	11V2  11 
Let M= max {JaI : j=l,...,m}. 
For any integer k, 
II 
 
(E k ®E k )(u) 11 h < 	EjEk(aJ)Ek(aJ)* 	
Y2 11 Ej E k (b* )Ek (b j ) 
II E j Ek(ajaj*) 11 Y2 	E j E k (b j *b J ) 11 Y2 
since for each j, 0 < E k (a j )E k (a J )* 	E(aa 3 ), ( see page 8 ) 
so 	 0 < E, Ek(aj)Ek(aj)* 4 E j E k (a J a J *) 
and therefore 	11 E j Ek(aj)Ek(aj)* II <II E j Ek(aJa*) 	, ( see 




Jajaj * 11 Y2  11 Ejbj*bj II 
h + e. 
Since c may be chosen to be arbitrarily small, it follows that 
11 (Ek®Ek)(u) "h < 11 u 11 h' 
Clearly, we can ensure 11 Ejajaj*  11 = Q Ejbj*bj  II. 
We now consider 2 as a unital subalgebra of 2(1€). Note that 20 h  IT 
is a subspace of 	 ( see [ B & P ], theorem 3.4, or 2.1.7 
above ). 
Let 9 	 -+ CB(2(iC)) be given by 9(aøb)(x) = axb 
for a,b,x E 2(1C). Then 0 is an isometry ( see 2.1.5 above, or 
[ Sin, 1 ], theorem 4.3 ). Hence there exist an integer n and 
x E M((1)) with 11 x = 1 such that 
II O(U)n(x) 11 + c >0 0(u) IIcb = 	U 
There therefore exist unit vectors 	= ( 	. . , 	
) t and 
= ( 	
)t in Xn such that 
< 0(u)(x), i > 	+ 2e > fl u 
With x = (Xjh), this may be rewritten 
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I ElEhEJ< ( aJx1hbJ ) 	> 	+ 2e > 11 U 	 (1) 
By the previous discussion, there exist conditional expectations Ek 
such that for any x € t, Ek(x) -, x strongly as k - . It follows that 
Ek(x) - x weakly as k - . We may therefore choose k such that 
max { 	< ( aj - Ek(aJ))(xlhbJ) h, i' > I } < e/(2n 2m) 
and 	 max { 11 (b - 	 } < c/(2n 2mM) 
where the maxima are taken over i,h € { 1,...,n } and j € { l,...,m }. 
Then, by the triangle and Cauchy-Schwarz inequalities, and noting that 
II x  11 = 1, 
I E 1 EE < ( axb - Ek(aJ)xjhEk(bj)) th, TIt > I 
I EiEhEJ < ( aJxlhbJ - Ek(aJ)xjhbJ ) 	h, 'ii > I 
+ 	EE < ( Ek(aJ)xlhbJ - Ek(aj)xlhEk(b) ) h, qi > 
	
< e/2 + I E I EhE J < ( b - Ek(bj) ) th, xlhEk(aJ) 	> I 
+ { E 1EE 	( b - Ek(bJ) ) th 112 
}3 
X { EEhEj 11 xhEk(aj) 	11, 02 
3'2 
< c/2 + £{ 1/(4n2mM2) }Y2 M n m 
C/2 + 
= C. 
Hence by (1), 
I 	ihJ < ( Ek(aJ)x1hEk(bj) 	h, 111 > I + 3e > II u 
which may be rewritten 
I < O((Ek®Ek)(u)) fl (x) t, '1 > I + 3e > I U 0h• 
11 O((EE k )(u)) lIcb + 3e > 11 u 
11 (Ek®Ek)(u) "h 	O((Ek®Ek)(u)) IIcb 




II (Ek®Ek)(u) 11h + 3e > 11 U  0 h' 
The definition of a conditional expectation as the average over the 
unitary group of the commutant is now used. 
LEMMA 2.2.4. 
Let 2 and Ek be as above, and let ço: 202 - CB(t) be defined by 
q(aøb)(x) = axb 
for a, b, x in 2. Recall that Ek has image N
n  k(C). Then 
II p[(EkøEk)(u)]I 	IIcb 4 II p(u)  IIcb 
for u E 202. 
P 
Proof Let m be a positive integer, and let u = E ah®bh E 202. Let v 
h=1 
and w be unitaries in Mk(C)'n 2 and let x = (x i ) E Mm(Mk(C)) have 
norm 1. Without loss of generality let 11  p(u)  flcb = 1. Then 
U cp(u)rn(w*xljv)  II 	1 
and so 	 II (w®l,,) P(U) m (W* X IJ V) ( v* øl m ) II 	1 
where l m is the identity of Mm . 
Let 	= 	 and il= (rI i ,...,rl m )t be of unit length with 
E 1. By matrix multiplication, 
I E 1 EE, < wahwxl)vbhv) , Ili > I < 1 
Now let t 5 be the measure described above on the unitary group ?l g , and 
recall that 
*g(x) = f uxu* dI.Lg(U). ?lg 
Thus for any f and g, 
I f f ElEEh < wahw x1j vbhv* 	,fli> di(w) dp.f(v) 	1 ?l f Ug 
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SO 	 < *g () xU *f(bh) 4J , 'ii > I 	1. 
Taking limits independently over f and g yields 
I EIEJEh < E(a) Xjj Ek(bh) 4J , q1 > 	1. 





given by q,(a®b)(x) = axb is an isometry. 
Proof Let e > 0. Note that Mk is a type I von Neumann factor. Using 
the fact that the result is known for (C) and the preceding lemmas, we 
see there is a conditional expectation Ek with image Mk such that 
II ç(E k øE k )(u) 	11  = 11 (Ek®Ek)(u) H h 
> 11 u 11 h - 
II q(u)  IIcb - 
	
II q(E k øE k )(u) 	Hcb - 
n 
for u € 202. 
Since c can be chosen arbitrarily small, 11 u 11
h = 	
p(u) Hcb for 
U E 2 02. Since 20 is norm dense in 20
h 
 the result follows 0 
It is conjectured that a similar line of reasoning would yield an 
identical result for Araki-Woods factors in general. Such a result has 
however been superseded by the results in [ Cha & Si ] and [ Cha & Sin ]. 
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Chapter 3 	A characterization of injectivity in terms of 
completely bounded maps on matrix subfactors. 
The original results in this chapter are all from [ Cha & Si ]. 
The proof of theorem 2.2.4 suggests the existence of links between 
injectivity, completely bounded operators on matrix subfactors and the 
Haagerup tensor norm. 
In this section completely bounded maps from matrix subfactors to 
von Neumann factors are considered, and a characterization of 
injectivity in terms of the Haagerup tensor norm is given. 
In the following A and B will denote Cs-algebras,  and N will denote 
an injective von Neumann algebra, unless it is specified to be an 
injective factor. 
3.1 Background 
The principal technique used is one frequently employed in [ P, 1 ] 
- the realization of completely bounded operators on A as the 
off-diagonal corners of completely positive maps from A to M 2 ( A ). 
The notion of splitting completely bounded maps into a linear 
combination of completely positive maps is familiar from the Wittstock 
decomposition theorem ( see chapter 1 ). It is shown below that a 
completely bounded map .Y' 	A -, B may be written as such a linear 
combination of completely positive maps if and only if there exist 
.Y' 2 E CP(A,B) such that 
SP , (x) Y* (x) 1 
- 	(x) Y2 (X) 
 
is a completely positive map from A to M2(B). 
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The argument appears in [ II, 2 1. Suppose firstly that 
n 
1=1 
with c 1 E C and Y j E CP(A,B). Then let 
	
= Y2 = 	1 lciiYi. 
Clearly, Y j and .P 2 are completely positive. 
It remains to be shown that the map 	as defined above is 
completely positive. Let x E M(A) be positive and consider 
(x) = I (.'F)(x) 	r(x) 
(.Y'2)(x) 
n
n j Ici I (Y1)(x) 	ci*(Y1)(x) 
i=c1(Y1)(x) IciI(.71)n(x) 
= 	I ICII 	
cl* 11 (Y 1 )(x) 	0 
ci cii J L 	0 	(T)(x) 
Since each Y 1 is completely positive, the matrix(Y i )(x) 	0 1 0 	(Y 1 )(x) 
is a positive element of M 2 (M(B)) for each i. It is easy to see that 
the matrix I lcd 	cj* 1 is a positive element of M 2 (C) for each i. 
L c lcd J 
Hence, 
I lcd 	c1 	½ (Y 1 )(x) 	0 	1 lcd 	c1 	
½ 
= 	=iL 	c cii ] [ 	0 	(Y1)(x) IL c Icil 
It follows that 	(x) is positive. Since n was chosen arbitrarily, 
as defined in (*) will be completely positive. 
To prove the converse, suppose Y E CB(A,B) and there exist 
'/'i, .F2 E CP(A,B) such that 4 as defined in (*) is completely positive. 
Clearly, 	 .P = 	- 2) + i(93 - 94) 
where 	 (j = 	+ .f 2 + .p + 
0 2 = Y4(.Y'1 + Y2 - 	- 
93 = 34(.Y'1 + SP2 - jP + ir) 
and 	 (4 = Y4(.Y'1 + Y2 + j.f - ir). 
It can be shown that the maps Soi are completely positive maps from A to 
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B. 
For the reader's convenience the results and definitions used in 
the rest of this section are stated below. 
THEOREM 3.1.1 ( [ P, 1 ], theorem 7.3 ) 
Let .Y' A - 2(e) be completely bounded. Then there exist 
completely positive maps f : A - (1€) with II f1  Ucb = U ' IIcb 
i = 1, 2, such that 
112(A) -* 2(ie(D C) 
given by 
( 	a b 1 1 = F .Y' 1 (a) .9'(b) 
([ c di) 	[r(c)f2(d) 
is completely positive. Moreover, if II .Y'  IIcb = 1 and A is unital, then 
we may take .Y' 1 (l) = 1, i = 1, 2. 
DEFINITION 3.1.2 ( [ H, 2 ] ) 
Let 7 be a completely bounded op 
II 7 Ildec to be the infimum of those A 
completely positive operators Y 1 , i = 
[ .Y'(x) 
[7(x) 
is a completely positive map. 
rator from A to N. Define 
0 for which there exist 
1, 2, such that 11 .5° j  fl < A and 
r(x) 
2(x) 
It is a result of Paulsen that if N is injective, 
II 7  Ildec 14 II Y IIcb. 
Here the converse, due to Haagerup, is used. Completely bounded maps 
can be used to provide a characterizationof injectivity for von Neumann 
algebras. 
A von Neumann algebra N is injective if and only if the space of 
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completely bounded operators on N is the linear span of the set of 
completely positive operators on N. This is due to Haagerup, and is 
also stated in [ Chr & Si, 2 ], corollary 3.2. 
It is not possible to characterize injectivity for C*_algebras 
using this idea of decomposability as there exist non-injective 
0*_a l gebras B such that, for any 0*_algebra  A, if sp : A - B is 
completely bounded, it is decomposable ( [ Hu  ] ). 
It was shown in [ Sm, 2 ] that not every completely bounded 
operator on the C*_algebra  C([O,l]) is in the span of the set of 
completely positive operators. The reader is referred to [ Sm & Wil ] 
for a discussion of this topic. 
Denote by tn the Banach space of complex n-tuples with the max 
norm. 
THEOREM 3.1.3 ( [ H, 2 , theorem 2.1 ) 
Let M be a von Neumann algebra. Then the following are equivalent. 
M is injective. 
For every 0*_algebra  A and every completely bounded map Y from A to 
II .7  Ildec = II Y IIcb. 
There exists a constant c > , O, such that for every positive integer 
n and for every linear map .7 from 4n to M, 11 Y Ildec 4 c  11 Y 11.b - 
Use is also made of the following result. 
THEOREM 3.1.4 ( [ H, 1 ], theorem 2.1 ) 
Let F be a finite dimensional subfactor of a von Neumann algebra M. 
Let .7 be a completely positive map from F to M. Then there exist 
d = dim (F) operators a 1 ,.. .,ad in M such that 
Y(x) = 





Let A be a unital C*_algebra and let N be an injective von Neumann 
algebra. Suppose Y : A - N is a completely bounded linear map. There 
exist completely positive maps 
.Y' 1 : A - N, 
i = 1, 2, 	with 11 Y'1  11 = 11 .7 II.b such that 
OD 	N2 (A) - M2 (N) 
given by 
( 	a 	b 1 	= I .'i(a) 	.7(b) 
I. [ c d ] L 5*(c) .Y'2(d) 
is a completely positive linear map. 
Proof Let N C M(g) where t is a Hubert space, and let E : (1€) -4 N 
be a conditional expectation. Without loss of generality, let 
U Y jIcb = 1. Let CP(A, (it)) denote the space of completely positive 
linear maps from A to (i(). There exist 9 1 and P2 E CP(A, (i()) such 
that 
II Pi IIcb = II Y IIcb = 1, 
i = 1 or 2, and 	M2 (A) -3 M 2 (2(C)) given by 
( 	a 	b 1 1 = I q, 1 (a) 	.7 (b) 
c d ] J 	Y*(c) q,2(d) 
is completely positive ( by 3.1.1 ). 
Let Y' 1 = E p, i = 1 or 2. Then SP I , being a composition of 
completely positive maps, is completely positive. Hence 




.'(a) 	7(b) 1 
(c) 2(d) j = E21 I 	]• 
So 	= E21 is completely positive. 0 
Relations between the Haagerup tensor product and completely 
bounded maps are used in the following theorem. 
THEOREM 3.2.2 
Let N be an injective von Neumann factor. Let M(C) be a unital 
subfactor of N and let p: M(C) -+ N be completely bounded. Then there 
exist u 1 ,... ,ud,wl,.. ,Wd E N such that d < 4n 2 and 
p(x) = Euxw 
for x E M(C). Furthermore, 
11 	ii 	2 	- 	ii ii P IIcb - 	Eu 
= II EJUJUJ 	II II Ejwj*wj  II 
Proof Assume without loss of generality that 11 cO IIcb = 1. By 
lemma 3.2.1, there exist completely positive linear maps 
.Y' 1 : 	M(C) 	- 	N 	( 	i 	= 	1, 	2 ) 	such 	that 	Q Y1 	11 cb 	= 	II IIcb 	and '1 	given by 
( a b 1 	1 = I 	'i(a) p(b) 
I. 	Lc d] J L*(c) P2 (d) 
is a completely positive map on M2 (M(C)). 
There 	exist 	g1,. .. ,g E M2 (N) with d < 4n 2 such that 
I 	Iabl I 	V' 	jabI 
t L c d ] 	J = L c d 9j.   
(See 3.1.4.) 
	
Let gj = [ u 	x j 1 	= l,...,d; u j , x, yj, w j E N. 
yj w j j 
By matrix multiplication, 
.F1(a) = E (ujauj* + yj*cuj* + uby + yj*dyj) 
49 
for a, b, c, d E M(C). 
Put a = b = c = 0 and d = 1 to see yj = 0 for all j. Similarly, by 
considering '2  and putting d = b = c = 0 and a = 1, we see x j = 0 for 
all j. Therefore 
II •i IIcb = II •Y'10)  II = II EjUjUj*  II 
and 
II '2 IIcb = II , 20) 11 = 	H. 
Hence 
II P IIcb 	= II .Pi  IIcb II '2 IIcb 
	
= 	EJUJUJ 	Ii II Ew*wj 
with cp(b) = Ejujbwj for b E M(C). 
Thus by the Cauchy-Schwarz inequality 
II 	®Wj 	'h 	11 P IIcb 
= II Euu 	fl Eww 




The converse is now proven using results due to Haagerup. The 
Banach space t n is identified with the main diagonal of M(C), and can 
therefore be regarded as an operator space. 
LEMMA 3.2.3 
Let M be a von Neumann algebra. Suppose for each positive integer 
n and each completely bounded operator .7 : In - M there exist completely 
positive maps Y j 	i = 1 or 2 ) with .Y' 1 : £ - M and II /I 11 c = II Y IIcb 
such that 4' : M 2 (e) -, M2 (M) given by 
a 	b 	.Y' 1 (a) 	.7(b) 
fl c d jJ [ r(c) .Y'2 (d) 
is completely positive. Then M is injective. 
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Proof Let 7, .F 1 and 	be as stated above. Let P 	£ - M2 (t) be given 
P(X) = L x x 
x J 
The map P is then completely positive since for y E Mm (tn ), 
- I y * y y*y 1 Pm(y*Y) 
- L y*y yy 
[* 
* - 	y s yfly 	
J 
0. 
Let R = 4P 	t -, 14 2 (M). Being a composition of completely 
positive maps, R is itself completely positive, and 11 F 1  11.b = 11 	IIcb 
by hypothesis. Hence, 
II 1  lidec 1< II 7  IIcb, 
so M is injective ( see 3.1.3 ). 	0 
THEOREM 3.2.4 
Let M be a von Neumann factor. Suppose for each unital subfactor 
M(C) C M and each completely bounded map cp : M(C) - M there exist 
Ul, ... ,Uk,W1,...Wk in M such that 
cp(x) = EJUjXWJ, 
for x E M, and 
I I 	II 2 	- 	 ii U p  I cb - Euu 	II II Ejwj*wj  II. 
Then M is injective 
Proof Let n be an integer and let 7 : En  - M be completely bounded. 
Identify tn  with the main diagonal of M(C), let E be the conditional 
expectation from M(C) onto e, and let cp = YE. Clearly 
11 9 llcb = 11 7 Ucb. 
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Hence there exist Uj, ... ,Uk,W1,  .... Wk E M such that for b E t 
Y(b) = Eubw 
and 
U .7 flcb 	U Euju*  II II EJWJ . WJ U. 
	
Define a completely positive map 	: K2 (1) -, M 2 (M) by 
( [ a b 	= ' 	[ Uj 0 ha b 	u 	0 
. [ c d j ) 	L_ 0 	wj*j c d 0 Wj 
Then 
,( 
{ a b 1 1 = I .Y' 1 (a) 	.7(b) 
I. L c d j J 	L Y* ( C) 	Y2 (d 
where .Y'1(a) = E jujauj * and .Y'2(b) = E w *bw. Since Y j and .Y'2 are 
completely positive 
II .Y'i  IIcb = U Ejujuj*  II 
and 
H '2 IIcb = II Ejwj*wj  U, 
and so 
II Y IIcb 2  =II "i IIcbO '2 IIcb. 
It can easily be ensured that H " i Hcb = II Y2 IIcb, for if 
11 Y 	
4 
l cb 	"2 Cba 
where a E R, u j can be replaced by Uj/, 
Thus, we have constructed two compi 
from f-n to M with U .fi  IIcb = II SP 2 Ucb = 
a b 1 , I °(a) 
Lc d 	Y*(c) 
is completely positive. 
and w j by aw j . 
etely positive maps Y j and SP2 
II Y  lIcb such that the map 
.7(b) 
The result now follows from the previous lemma. 0 




 2 > 11 	Ucb2 
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= II Euju*  liii EJWj*WJ  II 
II E j u j øWj 11h 
The two results 3.2.2 and 3.2.4 constitute a characterization of 
injectivity for von Neumann factors. 
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Chapter 4 	Slice Maps and Multilinear Completely Bounded 
Maps. 
4.1 Notation and definitions 
In the following M will denote a von Neumann subalgebra of 2(iC), 
and 8 will denote a norm closed subspace of (i€). Recall that the 
n-fold algebraic tensor product, denoted 0'8, has Haagerup norm defined 
on it by 
u 11 = inf { 	a 	II...fl a 	: u = (a 1 OlO... Ol)(10a 2 0... 01) ... 
(10... 010a) : a 1 E 
k 1 = k 1 = 1 }, 
where 1 denotes the identity of (i), a 1 @1... 01 € Mk k 
1, 2 
Recall also multiplication of these tensors. Given matrices 
a = (e 1j ) E M, k(8) and b = (f 1 ) € Mk. r (8), construct matrices 
aOl = (e 1 0l) EMflk (2(1€)0(C)) 
and 	lOb = (1 Of 1 ) € Mk r (2(1C) 02(1)). 
k 
Then (aOl)(lOb) E Mn.r( 808) with (i,j) entry E e10f. 
S=1 
In the case n = 2, this norm is easily seen to be the usual 
Haagerup tensor norm ( see chapter 1 ). 
Let Ong denote the completion of the algebraic tensor product in 
the Haagerup norm. 
The above definition follows that in [ P & Sm J. Recall the 
following theorem from chapter 1 
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THEOREM 1.2.2 ( [ II, 4 ], [ P, 1 ], [ Chr & Si, 2 ], the representation 
theorem ) 
Let B be a C-algebra, and let p  be a. linear operator from B to 
M (g), where It is Hubert space. The operator <p is completely bounded if 
and only if there is a representation fl of B on a Hubert space 1C and 
continuous linear operators U : 91 -, IC and V : It - 9 1 such 
p(x) = Ull(x)V for all x E B. 	Further II 	II U  11 fl V 11 for each 
such representation of <p, and there is such a representation of <p with 
II P IIcb = II U  11 	11 V  II. 
For x E (I€), let x E (IC ) be the operator 
I x 
i.e. x( ¶) 	¶ 
x 1 , where 	E It for each i. 
Consider theorem 1.2.2 in the case where B = X(1C), the C*_algebra 
of compact operators on a Hubert space, R. Since by theorem 1.2.13, 
any irreducible representation of JC(IC) is unitarily equivalent to the 
identity representation, we have 9 1 = It , and there exist U : 9 —' It 
and V : It - IC 	such that 
p(x) = UxV 
and 
II <p  IIcb = II U  11 II V 
Now U may be represented as a row, ( a1,a2,... ), such that 
II Eaa 	< oo, and V may be represented as a column, ( b1,b2,... )t, 
such that 11 Ebj*bj  11 < oo, with a j , b j E (1C), where each series 
converges in the strong operator topology. 
Let <p(X)(fl) =E= I 
axb. We show that the sequence (p(x)(fl)) 
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indexed by n is weakly Cauchy in 2(1t). Let 	,. . ., 	E It and let n > m 
be positive integers. By the Cauchy-Schwarz inequality, 
n 
	
1< (9(x). — (P(X)m)i, tk >1 = IE 	< xb 1 , ajk >1 J =m+ 1
n 	 Y2 (E II xb1 	 II 	lI). j=m+1 	 j=m+1 
Now, 
n 
E 	II xb 	112 	II x 11 2 E 	< b j *b , 	> J=m+1 
-90 
as m -4 oo since the sum is the tail of a strongly convergent series. 
Similarly, 
E 	II aJk II -+ 0 as m -, 3 M+1 
Thus p(x) = E 	aj xb j where this sum converges in the weak operator 
topology. In this way any completelybounded operator cp : IC(IC) -4 
gives rise to two sequences ( a,a2,... ) and ( b1,b2,... )t  such that 
T(x) = E j axb 3 , 
where the sum converges weakly, and 
II SO IIcb = II Ejaja3*  II Y2 II E3b3*bj 11 Y2 
The set 
{ E j a j ®b 3  : II E.,ajaj* 11 < oo, II Ebb 	< oD, a j and b 3 E 	(iC), and 
E 3 a 3 xb 3 converges weakly for x E X(R) }, 
equipped with the completely bounded norm is defined to be the 
weak* Haagerup tensor product, denoted 	®w*h 2 	( see  [ B & Sm J, 
where this is shown to be one of many equivalent definitions ). 
We therefore have the weak*  Haagerup tensor norm defined on 
2(g) 02(1t) by 
11 Ea 3 ®b, Ow*h = inf { II E3c3c3 	fl Y2 11 E 3 dd 	: E j a j xb j = E 3 c 3 xd 3 
for all x E X(1) with convergence in the weak 
topology }. 
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Similarly, if E j a j ®b j E 80, where 8 and 99 are norm closed 
subspaces of 	we may define 
II E j a j Obj 1180 = inf{ II E jcjcj * 	Edd 	: cj E 8, d E 59 , 
w*h  
E j a j xb j = E j cxd, for all x € X(R) with 
convergence in the weak operator topology }. 
This line of reasoning is followed to define a multilinear 
weak* Haagerup tensor product. Firstly, recall the multilinear 
representation theorem from chapter 1 
THEOREM 1.2.7 ( [ Chr & Si, 2 ], theorem 5.2 ) 
Let B be a C*_a l geb ra, let k be a positive integer and let p be an 
operator from B  into 2(it), where IC is a Hubert space. The operator F 
is completely bounded if and only if there exist representations 
Hi,... ,11k of B on Hilbert spaces 1C 1 ,...,iCk and bounded linear operators 
V 	1C, -49 j , for j = O,l,...,k with ICk+1 = IC0 =It,  such that, for all 
Xj,...,Xk € B, 
( xj, . . . ,Xk ) = V 0 11 1 (x 1 )V 1 . . 
and 
II 'P 11 	= II V 0 fl..j Vk 11 - 
As before consideration is limited to the case B = (1C). Once 
again, since any irreducible representation of IC(IC) is equivalent to the 
identity representation, we have X j = It , 1 < j < k, and V E 2(9 )for 
1 < j < k - 1. Furthermore, V 0 E (iC ,IC) and Vk E 2(IC,IC ). 
The operators V, 1 < j < k, may be viewed as infinite dimensional 
matrices with entries in (IC), while V 0 is a row and Vk is a column, all 
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with entries in 
Thus any p E CB( 9(9)k, (1() ) gives rise to bounded operators V 
such that Vk : C - 1C , V : 9 	-, 	for 1 	j 	k - 1, and 
V 0 : It 	- 
II 	Dc b = H V0  H IIV1 II ... U Vk II 
and 
p( x1,.. . ) Xk ) = V ox l V l  ... x k V k . 
So let ®k? (;C), the weak*  Haagerup tensor product, be the set 
{ V 0 ®... ®V k : V 0 E 	(i 	,1), Vk E 	(1C,1( ), V j E 	(1C ) 1 < j <k, all 
with all entries in 2(1C) } 
equipped with the completely bounded norm. 
Thus for any element of u of ®K 	M(g), u = VO® ... Vk, say, let 
X(iC)x ... xX(iC) - 2(1t) 
be given by 
	
( X1,..-,X 	) = V 0 x 1 V 1  ... XkVk. 
By definition 11 u 11 w-h = H 	IIcb <1 H V0  11 ..j  VkII. 	It is a consequence 
of the multilinear representation theorem that 
U "wh = inf { 	V0 J..fl V 1: 	= VO®.®Vk' VO®.®Vk E 
0 +k1
2(ic) } 
and that this infimum is attained. 
By identifying It  with a subspace of It , we may embed the 
algebraic tensor product ®k+12()  in the weak*  Haagerup tensor product. 
It follows from [ Cha & Si ] that the embedding of ® 1 (1C) in the 
(k+1)-fold weak*  Haagerup tensor product is isometric. 
Similarly, we may define 0 k +1 g to be the set 
{ VO®..®Vk E ®j2(/C) : each V j has all entries in 
equipped with the norm 
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= 	00.. ®Vk }. 
It is conjectured that the weak*  Haagerup tensor product is injective, 
i.e.  fi u 11 = II U  U ®k + 1 	for u E ® 	5 wh 
w h 
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4.2 Smith's results 
In this section some results from [ Sm, 1 ] are presented with their 
proofs. These results are used and partial extensions given in section 
4.3. We firstly need some more notation and definitions. 
DEFINITION 4.2.1 
Let ir E (9)* .  The right slice map R : 2(iC)®(/C) -+ 2(IC) is 
defined on finite sums of elementary tensors by 
R( E 1 a®b 1 ) = Eifr(a 1 )b 1 , 
or, equivalently, 
R((a 1 ,. .. ,a,) ® (b 1 ,. . . ,b)) = ((ir(a 1 ), . . . , (ifr(a)) ® (b i ,... , b)t) , 
where the latter tensor in Cl®(/C) is identified with one in (i€). 
Since ir is completely bounded with 11 i4r  Ilcb = II * II ( [ P, 1 ], 
theorem 7.9 ), 
II R(u) 	IU*fl II Ufl. 
There therefore exists a unique bounded extension, also denoted R*,  to 
(1) ®h 
The left slice L*  is defined similarly by applying ijr to the b 1 . 
Recall the definition, due to Smith, of strong independence over a 
subspace W ( see 1.2.16 ). Recall also that if { tj } C (0) such that 
E j t 1 t 1 converges strongly, and A = (A 1 ) E £2,  E 1 A 1 t 1 converges in 
norm ( see chapter 1 ). 
The main theorem in this section is now stated using the notation 
of section 4.1. This is not the notation used in [ Sm, 1 ]. 
THEOREM 4.2.2 ( theorem 4.5, [ Sm, 1 ] ) 
Let v € 	 and let 9 and 9 be closed subspaces of 
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2(lt). The following are equivalent. 
V E 
R(v) E 9 and L(v) E 	for all ifr E f(i€)*. 
v E ?®w h 	
and 11 V 11 	 = 11 v 
wh 
Before giving the proof, some technical lemmas are required. The 
closed subspace spanned by a set { x 3  } is denoted [ x ]. 
LEMMA 4.2.3 ( [ Sm, 1 ], lemma 4.1 
Let s = ( s1,s2,... ) E 	(1€ 	,) and t = ( t1,t2,... 
)t E 
 
where s 1 and t 1 are in (i() for all i, and let W be a closed subspace of 
2(1C). There exist unitaries u 1 and u 2 in (12 ) and partitions M 1 , M 2 , 
M 3 and N 1 , N 2 , N 3 of Fkl such that the components 4 1 and -t 1 of 4 = su 2 and 
= ut satisfy 
.d i = 0 for i E M 1 , t j = 0 for i € N 1 , 
a, E W n [ sj ] for i € M 2 , ti € W n [ t ] for i E N 2 , and 
{ 	N2' { 	1 	
M are strongly independent, 
iE 	 € 2 
dj E [ s ] for i E M 3 , ti E [ t ] for i E N 3 , and { 4 I 1 € M 3 
and { t j 
 }.1 E 
N are strongly independent over W, 
3 
II 4  II = II s 11 and 11 t II = 11' t Ii, 
If W is finite dimensional then M 2 and N 2 are finite sets. 
Proof ( due to Smith ) The proof of part (iv) will follow once the 
existence of unitaries u 1 and u 2 is established. Only the case of 
column matrices is to be considered here : once proven, that result may 




For A E 12 and t E 
t 1 are the components of A and 
whereL 1 ={AEI2 : At=O 
in{AEI2 : A.tEW} and L 3 
P .  





recall A.t = E 1 A 1 t 1 , where the A 1 and 
Decompose £2 as a direct sum L 1 eL 2eL 3 
z is the orthogonal complement of L 1 
the orthogonal complement of L 1 L 2 in 
L 1 , L 2 and L 3 to get { cx }, a basis 
Of £2. This can be done in the following manner. Let { p }, 
{ a } and { T j } be bases for L 1 , L 2 and L 3 respectively. For each i, 
let p1 = 3I2, Oj = a 311 and r 1 = a3j. This yields a partition of 
into N 1 , N 2 and N 3 so that { a 	 is a basis for L.
IeNj 
Let u 1 be the unitary with ith  row equal to a j and let . = u l t. It 
follows from the norm convergence of E 1 t 1 for any i.t E £2 that the 
operators t j are in [ t1 ], where t = ( 	
. ) t• We now verify 
properties (i), (ii) and (iii). 
Note that t j = a 1 .t, and so -t = 0 for i € N 1 , and t j € W for 
i E N 2 . It is claimed that { 	LiE N 2 
is strongly independent and 
{ 	}.1 
E N is strongly independent over W. The methods are similar so 
3 
only the case of { - 	}.1 € N 2 
is proven here. 
Let A E 12 (N 2 ), i.e. A is a sequence indexed by N 2 , and suppose 
E 
1 €N2 A1-t 
	 i €N2 = 0. Then ( 
E 	A 1 a 1 ).t = 0 . So ( E1A1a1 ) € L 1 which 
implies that A 1 = 0 for all i in N 2 , since { x : i € N2 } is a basis 
for L 2 . 
It is clear from the construction that -t j € W for i € N 2 . 
It only remains to verify (v). Let dim (W) = j < oo. Suppose the 
cardinality of N 2 is greater than j, and i 1 ,. . . 	€ N2 . Then 




(E 	A r a. 	).t=O. 
r=1 1 r 
j +1 
Hence E 	A r a. E L 1 , which is a contradiction since 	E L 2 for 
r=1 
i E { i 1 ,...,i +1 }. Thus N 2 has at most j elements. 0 
This technique of splitting t2  (N) into three orthogonal subspaces 
to construct a unitary with desirable properties is used below. 
COROLLARY 4.2.4 ( [ Sm, 1 ], corollary 4.2 ) 
Let s E (it ,i), t E (1(,iC ) such that E 1 s j kt 1 converges strongly 
for k E K(R), and let e E 	,1C), f E 2(iC,i( ) such that 
E 1 s 1 kt 1 - E 1 e 1 kf 1 = 0 
for all kEX(iC), and flsll, Ht Ijl. 
Then there exist m < n and a E (jt m ,1C) and t E (i€,( m ) such that 
- E e 1 kf 1 = 0 1  
11,a 	II t H < 1 and 4j E [ e1  ] n  [ s 	 ], 	 E [ f 	] fl  [ t1  ]. 
Proof ( due to Smith ) Apply lemma 4.2.3 to t with W replaced by the 
finite dimensional space [ f1 ]. There then exist a unitary u and three 
sets of integers N 1 , N 2 and N 3 such that the components of t' = Ut 
satisfy 
t 1 ' = 0, i E N 1 , 
t 1 ' E [ f ] fl  [ t ], i E N 2 , a finite set of cardinality m < n, 
C) 
	{ t,' }.1 E 12 	 1 
is linearly independent and { t1' }. E N3 is strongly 
independent over [ f ]. 
Put s' = su* and observe that 




E s 1 1 kt 1 ' - E e 1 kf 1 = 0. 
1=1 	 1=1 
By (a) we get 
E 
lEN2 	 1cN3 
	
s 1 1 kt 1 ' + E 	s 1 'kt 1 ' - E 1 e 1 kf 1 = 0. 	(*) 
We now prove that s 1 ' = 0 for i E N 3 . 
Let 1,•••,4  be arbitrary vectors in It, and put k = l®2, where 
®2)() = < 	>, and take the inner product to get 
E 	<  
lEN2 
t 1 1 3 , 2 > < Si' ~ 1 ,44 > + 	leN3 
E < t 1 1 3 , 2 > < s 1 ' 1 , 	> 
n 
- E < 	 > < 	 > = 0. 
1=1 
Since 4 2 and 43 were chosen arbitrarily, we may let them vary to get 
n 
E 	< s 1 1 1 , 4 > t 1 ' =E < e j 4 1, 4 4  > f 1 - E 	< s 1 1 1 , 4 > t .1 ' 1EN3 	 1=1 	 leN2 
E [ f 	]. 
Now, { t1' } I EN3 is strongly independent over [ f ], so 
< sj' ~ I, ~ 4 > = 0 for i E N 3 . Since 	and 44  were chosen arbitrarily, 
s 1 ' = 0 for i E N 3 . Thus by (*) we get 
E 	s 1 1 kt 1 ' - E e 1 kf 1 = 0. 
lEN2 
By relabelling, and recalling that the cardinality of N 2 is m, we 
get 
M 	 n 
E 4 j kt j - E e 1 kf 1 = 0. 
1=1 	 1=1 
The inequalities 	1 and fi 4 11 < 1 are clear. It remains to 
show that dj E [ ej  ] for each i, it being clear that I j E [ s1  ] for 
each i. By (b) and (c), the set { -t } is linearly independent in 
[ f ], and may therefore be extended to a basis { t j }, of  [ f ]. 
Expressing each f 1 in terms of this basis gives 
- 	 = 0, 
where each e 1 E [ ej  ]. Thus 
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m 	 r 
E ( 	- e 1 )k 1 - E 	e 1 kL 1 = 0. 
1=m+1 
We now repeat an earlier argument. For notational convenience, let 
xi = J 	- e 1 , i 	m 
-e j , m + 1 i 	r, 
let 	 E IC and let k be the rank one operator given by 
k() = < 9,92 > lii. 
Then 
o = 	x1k.113, 94 > 
= 	 2 > < Xj III , T14 >. 
Since 112  and  q3  were chosen arbitrarily, 
0 =< X1j, 114 > 
and now using the linear independence of { - 	}, 
<Xliii, 114 > = 0 
for each i. Since ill and 14 were chosen arbitrarily x 1 = 0 for each i, 
and so a i = e 1 E [ ej  ]. 	0 
We need just one more lemma before we can prove theorem 4.2.2. 
LEMMA 4.2.5 ( [ Sm, 1 ], lemma 4.4 ) 
Suppose that operators s and c E 2(1C ,IC) and t and d E (IC,IC ), 
e E (iC n ,IC) and f E (1C, 1C n ) satisfy 
skt + ckd - ekf = 0 1  
for k E IC(I€), and the inequalities 
11 s 	t 11 < 1 and 11 c 11 , 11 d 11 < c < 1. 
There exist m € N and operators 4, c, -C and d € 2(IC ,IC) such 
that 
i) 	4 1 E[s] and -t 1 E[ t] for each i, 
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11 	II,  JJtJJ <land 11 c1l , 11d1l< 	3c), 
4k°. + ckt - ekf = 0, fork E X(C). 
Proof ( due to Smith ) We may write 
( sec )k( ted ) - ekf = 0. 
By lemma 4.2.3 and the proof of corollary 4.2.4 with W = [ f ], there 
exists a unitary matrix u such that ( sec )u* and u( ted ) have only 
finitely many non-zero entries. 
There therefore exists a finite rank diagonal projection p such 
that 
( sec )k( ted) = ( sGc )u*ku( ted ) 
= ( sec ) u* pk_pu ( ted ). 
Put 4. = ( seo )u*p and -t = pu( teo ). These matrices clearly 
satisfy conditions (i) and (ii), and 4. and -t have only finitely many 
non-zero entries. 
Additionally 
p(k) = ( sec ) u* pko pu ( ted ) - 4k-t 
= ( oec )u*pkpu( teo ) + ( s0 )u*pkopu( Oed ) 
+ ( Oec )u*pkpu( 0d ) 
has cb norm 4 c + e + e 2 < 3e and so has representation ckt where c and 
d have norm < ( 3e ). We need to check that c and d have finitely many 
non-zero entries. Since p is a finite rank projection, it is clear that 
the operator p is associated with the algebraic tensor product, 
(it)®(ie). It follows that c and 4d have only finitely many non-zero 
entries. 
Thus 
4k-t + ckL = ( sec )k( ted ) 
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and the result follows. 	0 
Let 	and 42  be two vectors in the Hubert space X. Then L 12 
andR 12 will be used to denote respectively the left and right slice maps 
associated with the functional x H < x 1 , 2 >. 
It follows that for v = E 1a®b 1 E (IC)®2(IC), the algebraic tensor 
product, 
< L 12 (v) 3 ,i 4 > = < Ea 1 < b 11 , 2 > 3 , 4 > 
= < E 1 a 1 ( 3 0 2 )b 11 , 4 > 
= < TVU3 0 t2X1,t4 >, 
where Pv E CB(X(1C)) is the operator associated with v. By continuity 
this result also holds for v E 
Similarly, 
>. 
We are now in a position to give the proof of the the main result 
of this section. 
Proof of theorem 4.2.2. ( due to Smith ). 
It is clear that (i) implies (ii). 
Assume (ii) is true, and that 11 v11h=  1. By 
the isometry theorem 
in chapter 2.1, 11 cp 	= 1, and so it has a representation 
= ekf 
for k E (1C), where e E 2(1C ,1t) and f E 2(iC,1C ) have norm 1. By 4.2.3 
there exist a decomposition N = N 1 UN 2 UN 3 and a unitary u such that, 
letting eu* = e' and uf = 
= e'k°f' 
for k E 1(R), with f' = 0 for i E N 1 , f' E 91 for i E N 2 , and 
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{ f' } leN3 
strongly independent over 9.
By the discussion immediately preceding this proof, 
< R 12 (v) 3 , 4 > = < pv (j®4)3,2 > 
= E< e 1 1 1 , 2 > < f j ' 3 , 4 > 
+ 	
leN3 
e 1 1 1 , 2 > < f 1 ' 3 , 	>. 
By hypothesis R 12 (v) E 59 , and f 1 ' € 99 for i E N 2 by construction, so by 
letting 43  and 	vary, we have 
E 
I eN3 
< e 11 , 2 > f 1  E 59
which implies e 1 ' = 0 for i E N 3 by the strong independence of 
{ fi' L€3 over . 
Hence 
= E 	ej/k0f1./ 
I eN2 
This has the form 
= ekf 
with the components of f in 9. 
The result (ii) implies (iii) follows from an application of the 
same argument to e. 
The result (iii) implies (i) is proven next. 
Suppose 11 v 11  < 1. Then, by the definition of the weak*  Haagerup 
tensor product, there exist e € 2(1C ,1) with all components in 9, and 
f € 1€,C ) with all components in 7, such that 
= ekf 
for k€X(), and lie Ii, Ii f  II (1. 
n 
Let 1 > e > 0 and choose v 0 =E a 1 ®b 1 in the algebraic tensor 
1=1 
product, 2(1t ) 0 2 (1t), such that 11 v - V0 11 h  <1 c 2 . 




for k € X(ie), with 	c , 	d 	c. Hence 
n 
E e 1 kf 1 + E c 1 kd 1 - E akb 1 = 0, 
1=1 	 1=1 	 1=1 
so applying lemma 4.2.5 yields operators e' E 2(i(" ,ie), f' E (9,9 m  ), 
C" € 	( iC 	,), d' E 	(ic,€ 	) such that 11 e' 	, fi f' ii < 1, 
C' , 	d' ii < (3e), the components of e' and f' lie in 8 and 
respectively, and 
e l k - f' + c'kd' - akb = 0. 	 (*) 
Let V2= E e 1 '0f 1 ' E 80. It follows from (*) that 
V2 - V0 
(k) = - c'kd' 
for k € IC(iC), and so 
ii V2 - Vo li 	= ii 	- 	0  iicb < 3e. 
Hence 
liv - V2 11 	liv - v 	"h 	ii V —V2 11  
< e + 3 
4e. 
Since e was chosen arbitrarily, the result follows. 	0 
COROLLARY 4.2.6 ( [ S, 1 ], corollary 4.6 ) 
Let 81,1,82 and Sg2  be closed subspaces of (1C). Then 
( 8 1 0h1 	82®h 	= 	9 1 fl 	®h 	1 	2 ). 
Proof ( due to Smith ) Let v € ( 81øh1 ) n  ( 82øh2  ) and suppose 
ifr E 2(1t)*. Then R*(v) € 	2 and L(v) E 8 n 82. It follows from 
4.2.2 that v E ( 8 n 82 )®h( 1 	2 ). 
The reverse inclusion is obvious. 0 
69 
These results are later used where the subspaces & j and 9j, 
i = 1,2, are in different factors, say M(R) and 	The results are 
applied nonetheless by taking a direct sum and working in (99). 
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4.3 The multilinear case 
In this section are presented some partial extensions of the 
results in section 4.2 to the multilinear case. The n-fold algebraic 
tensor product was defined in chapter 1. We need a definition of slice 
maps in this case. 
Let ifr 1 ,. . . 	E (* and suppose as before that 8 is a norm closed 
subspace of 2(1€). Let u = a 1 ®... Oa n  E ®8, where each 
a 1 E MkIkI+1(8), k 1 = kn., = 1, and if * E 2(9), let *pq  act on 
Mpq (8) by 
*pq(Xli) = (1r(x jj )). 
Define the slice map 	 ®fl8 - 8 
by 
= (*1) k1,k2 (ai) ® ... Oa j ® . 	n,n+1 k 	
(an). 
Since each lfrl  is completely bounded with II * 1  IIcb = II 	II 
( [ P, 1 1, theorem 7.9 ), 
11 	S 	/ (u) II < II *1 IL . .11 * j -1 II II * j +1 II. . . 	*n II II U  11 h - 
There therefore exists a unique bounded extension, also denoted 
to the Haagerup tensor product. 
Where no confusion is possible, the slice map is denoted S(*). 
Note that if u E ®8, 
S(*) 
(U) E 8 for any choice of ir 1 .
Jl 
Note also that any u E ®8 has a representation 
u = E x 11 ® ... ® x 1 , 
1=1 
x ji E 8, given by matrix multiplication. This is a consequence of the 
associativity of the Haagerup tensor product. It follows that u E 
can be written a 1 ® a 2 ®... ®a, where al,a* E (it ,€), a j € (iC ), 
for 1 < j < n, and each a 1 has all components in 8. We can put 
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a1 = ( x11, X12, 
a j = 	x)1 
[ 
A sketch of a highly 
to the space of (n 
CB( X(iC)x... x(i€), M (iC) 
), an = ( x, Xfl2, •. 	
)t and 
for 1 < j < n. 
technical proof that the map v 	Sp, from 
-1)-linear completely bounded operators, 
) is an isometry was given in [ Cha & Si 1. 
Firstly it was shown by induction that for a von Neumann algebra N, 
the unit ball of the completely bounded n-linear forms from N' to C that 
are a-weakly continuous in each variable is weak* dense in that of the 
completely bounded n-linear forms from N' to C. This was then used to 
yield the result as in the case n = 2. 
We prove the following theorem. 
THEOREM 4.3.1 
Let v E ®j2(i) with corresponding completely bounded map 
-, 
defined on the (n-1)-fold direct product of the compact operators on 1€, 
and let M be a von Neumann subalgebra of 2(i). 
The following are equivalent. 
(i) cp v has a representation 
( k1,...,k....1 	) = 
where 	a 1 E (1C ,i() 
a 1 E(€) 	l<i<n 
an  E 
all with all coordinates in M and such that a 1 ® ... ® a E ®M. 
(ii) v E ®M. 
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If the isometry from 02(9) to CB(X(IC) x •.. x.(1C)) is assumed 
( [ Cha & Si ], theorem 8 ), the proof that (i) implies (ii) is trivial. 
Simply put u = a 1 0 ... 0a n E 0M C 02(i(). It is obvious that 
0 = Pu - Pv 
= 'Pu-v, 
and so 
II u - v II h =0. 
It follows that v E 0CM. 
Here we give a simpler proof, avoiding the technicalities of the 
multilinear isometry theorem. 
For a more complete extension of Smith's results, we would have to 
deal with the multilinear weak Haagerup tensor product. That would 
involve us in great difficulties since the dual of the weak*  Haagerup 
tensor product is not as nicely characterized as that of the Haagerup 
tensor product. 
Some definitions are required. 
DEFINITION 4.3.2 
Define the injective and the weakly injective norms on the 
algebraic tensor product, ®M, by 
u"A = sup { I E 1 f j (a 11 ).. .f(a 1 ) I: f j E (M* ), u = E a 11 ®.. .a1 } 
and 
11 u  11 	 = sup{ I E f j (a 11 ) ... f(a) I: f 	E (M .) j , u = E a 11 ®. ..a1 } co, 	 1=1 	 1=1 
and let ®M and on 
 k




Let uE®'M. 	Then JJuII A =IIuIJ A . 
Proof Clearly, II u 11 CrX < U u 	The reverse inequality follows from 
the weak* density of the unit ball M in that of M. 
LEMMA 4.3.4 
Let E be the canonical contraction from OnMto ØM. Then E is an 
injection. 
Proof Let u E ®M, and suppose E(u) = 0. Let f E (( ®M )*)i. There 
exist Hubert spaces lC 1 ,...,i fl , vectors 	E iC r, and T1 E It,, 
representations Fl i of M on iCr,  and bounded operators V 1 : IC19.1 - 9 1 such 
that 
	
f( x 1 ®... ®x 	) = < H 1 (x 1 )V 1 ... H(x), r > 
for all x 1 E M ( see  [ Chr & Si, 2 ] or chapter 1 above ). 
By summing the Hubert spaces directly we may assume Hi : M -, 2(K) for 
all i. 
Let (P s ) be a net of finite dimensional projections on K converging 
strongly to the identity. 
Let f : x 1 ®... ®x F4 < 	 > 
for x 1 E M. Note that the set { f } is uniformly bounded by 
11 V1 fl. . . fi V.  II II 	II 	J. 	By cutting down to finite ranks with the 
projections P, we ensure f E  ( ®
M )*• 
Hence f(E(u)) = 0, so f(u) = 0 for all u. 
Since f - f in the weak* topology, f(u) = 0. Since f was chosen 
arbitrarily the result follows. 0 
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Note that this proof is a simple extension of that given for the case 
n = 2 in [ B, 1 ]. 
LEMMA 4.3.5 
Let u and v E on 2(1C) and suppose 	and 	agree on 
X(R) x ... x9(1C), the (n-l)-fold direct product'. 
Then 11 u - V 11 aA = 0. 
Proof Let f 1 ,... ,f E 	(1C) be of the form < . 	, ii >,..., 
< . 4n, im > respectively. Consider k 1 ,..., k_ 1 E (1C) defined by 
= < 4, qI., > 41 for 4 E 1C. 
By hypothesis 
< p( k r ,. ..,k_ 1 ), TI , > = < q,( k1,...,k_1 )n, Ill >. 
Letting u - v =E x 11 0x 21 ... ®x,-11 , each x 1 E 2(i€), we arrive at 
0 = E 	f 1 (x 11 )f 2 (x 21 ). ..f(x 1 ). 	 (*) 
i=1 
Now consider gj,...,gn E 	 Each function g is represented by 
normalized 12  sequences { 1m } 	and { q j .} 	where each 
1=1 
E it, and a positive e 1 sequence { aim }( see  [ T  ] ). 
Let c > 0. We may choose finite subsequences of the above 
sequences to get g1 1 ,.. .,g' E 2(iC). such that 
II gm - g' II < c/n 
for each m E { 1,...,n }. 
By multiplication and (*), 
0 = E 	g j '(x jj )...  
1=1 
where the x jj are as above. 
Since 
I E 1 g 1 (x 11 ) ... g(x j ) - E 1 g 1 1 (x 11 ) ... g'(x1) I < Cc 
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where C is some constant and c was chosen arbitrarily, 
IIU_VI1aA=0• 	0 
Proof of theorem 4.3.1 
implies (ii): 
Let u = a 1 ® ... @ a, where the operators a 1 are as stated in the 
theorem. Since CPu and q v agree on X(IC) x ... xIC(IC), 
U U - V 11 aA = 0. 
Hence 
U u - v II A  =0 
and so 
U u - v II h =0. 
implies (i): 
That (ii) implies (i) follows from the discussion prior to the statement 
of theorem 4.3.1. 	0 
We now go on to prove a more complete extension of the other part 
of Smith's theorem, (4.2.2), and we concern ourselves directly with 
slice maps. 
In the following, 	will be. used to denote a norm closed subspace 
of 2(1C). 
LEMMA 4.3.6 
Let u E on 2(i), and suppose S()/ (u) E 	for all 	E 2(1C)*, 
i=l,...,n, and 	for 	all 	jE{l,...,n}. 
Then u E 
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Proof The result is known for n = 2 ( see theorem 4.2.2 ). The 
muiltilinear case is proven by induction. 
Suppose the result is known for n = 1,...,k-1, and let u E ® 2(iC) 
with S()/ (u) E 91 for any set { ifr1,...,4rk } C 20C). By the 





Let u = ( x1,x2,...  ) 0 	v 1 j, with x 1 E 2(1C) and v 1 E 012(iC). Let 
"2 
f E 2(9)* and let Uf,1 = E, f(x 1 )v 1 . Then u f1 E ®(g), but by the 
inductive hypothesis, 11 f, 1 E 
Since f was chosen arbitrarily, and 	is an operator space, by 
4.2.2, u E 	
®h 	). 
Similarly, by considering u as an element of ( 	() ®h 2 
one can prove that u E ( 0S' )0h(). 
Thus, once again using the associativity of the Haagerup tensor 
product, and [ Sm, 1 ], corollary 4.4, ( 4.2.6 above ), 
U E




=® 1s. 0 
THEOREM 4.3.7 
Let u E on M(R). The following are equivalent. 
u E on 99. 
S ()/ (u) E 9 for all { i4r 1 ,... ,4r 	} C 	(1C)* and j E { 1,...,n }. 
Proof The proposition (ii) implies (i) is simply lemma 4.3.6. The 
reverse implication follows from the continuity of S (,) and the fact 
that 	is norm closed. 
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Chapter 5 	A trace-like map on the space of completely 
bounded operators on II I factors 
5.1 Introduction 
In this chapter, a trace-like map on the space of completely bounded 
operators on the type II injective von Neumann factor is constructed. 
Certain of its properties are investigated, in particular its action on 
trace preserving conditional expectations on to von Neumann subfactors. 
This action is shown to be intimately connected to the Jones index 
( see chapter 1 ). Of fundamental importance in demonstrating this 
connection is the following theorem 
THEOREM 5.1.1 ( [ P1 & Po ], proposition 2.1 ) 
Let M be a type II I von Neumann factor, and N C M a subfactor of 
finite index, [ M 	N ]. Let E : M - N be the trace preserving 
conditional expectation from M to N. 
Then E(x) 	[ M 	N ] 1 x for all positive x E M. 
It is shown in section 5.4 that, letting r denote the trace-like 
map on CB(M) and with E as above, t(E) > [ M N ]. 
The reverse inequality is shown to hold in the case [ M 	N ] = 2, 
and it is conjectured that it holds in general. 
Recall from chapter 1 that the Jones index may be considered as a 
measure of the size of a factor relative to that of a.subfactor. Recall 
also that the trace of a projection on a finite dimensional vector space 
is proportional its rank. This is a property of the trace on operators 
on finite dimensional spaces that we seek to recreate in our context. 
An equation t(E) = [ M : N ]_1  would establish a desirable link 
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between the size of a subfactor and the 'trace' of the conditional 
expectation on to it. The Jones index may, in particular cases, be 
difficult to calculate, so even an estimate such as this is useful. 
The following definition is widely used and the underlying concept 
of an approximation in 11.112 is of fundamental importance. As seen in 
section 2.2, the topology induced by this norm is equivalent to the 
strong operator topology on the unit ball. 
DEFINITION 5.1.2 
Let 5P be the hyperfinite II I factor with unique normalized trace, 
tr. Recall that this trace induces a norm, denoted 11.112, on 2 by the 
formula 
11 X 112 - tr(x'x). 
Let M and N be two matrix subfactors of A. We write M C 6 N if for 
any x E M, 11 x 11 < 1, there exists y E N such that fl x - y 112 4 6. 
We may define a new norm on the space of linear operators on 2 by 
II ° 112 = sup { II 8(x) 112 : II x  11 < 1 }. 
Letting EN denote the trace preserving conditional expectation onto 
a subfactor N, and recalling the. result from [ Ghr 
 ] 
( section 4, (6) ) 
that the trace preserving conditional expectation picks out the nearest 
element in 11.112, M C 6 N is equivalent to fi ENEM - EM 112 14  6. 
The next section, 5.2, will be devoted to a an approximation 
argument. A non-unital *-homomorphism will be constructed from one 
unital matrix subfactor of 2 to another such factor with the property of 
keeping an approximation in 11.112. This technical lemma will be known as 
the approximation lemma. 
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In section 5.3 a preliminary map depending on a finite dimensional 
subfactor F of a type Il l factor M is defined by 
= n- 
I 
 E 	tr(p(e 1j )e 1 ), 
1. .1=1 
where (eij)?...1  are the matrix units of F and 	E CB(M). Its 
properties are investigated, the most important being that stated below. 
PROPOSITION 5.1.3 
Let M be a type II I factor. If F C G are finite dimensional 
subfactors of M with 1 F = 'G, then, for any completely positive operator 
p : M -4 M, TF(P) 
The approximation lemma and proposition 5.1.3 are used in 
conjunction to define the trace like map in section 5.4. 
The results and proofs in section 5.3 are due to A.M. Sinclair. 
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5.2 An approximation argument 
In this section 2 will be used to denote the hyperfinite II I factor, tr 
will denote the unique normalized trace on 2, and M and N will denote 
finite dimensional subfactors. It will be useful to have in mind the 
construction of 2 with respect to these subfactors. 
Murray and von Neumann proved that the hyperfinite II I factor is 
unique, and Connes proved that an injective type II I factor is 
hyperfinite ( see  [ Co ] ). Letting a and 3 be fixed integers, 
( 0 
 
M"' (C) )W 	( ® M(C) )W 
1 	 1 
Let 6 > 0. Now, M is to be considered as a finite dimensional 
IL 
unital subfactor of ( 0 M(C) ), that is, for some i.t E N, M 	0 M(C). 
1 	 1 
Since 0 M 3 (C) is strongly dense in f., and the strong topology is 
equivalent to that induced by the norm II.IIz on 2 1 , and also, since M, 
being finite dimensional, has compact unit ball, there exists some 
V E N such that for any x E M with II x 	1, there exists y E 0 
with 11 y 11 < 1 ( by the Kaplansky density theorem ) and 11 x - y 112 < 6. 
The subfactor N should be thought of as being 0 M 3 (C). Thus, N 	Mk(C) 
where k E X, and X is some infinite subset of N with the property that 
if k and j are consecutive elements in X, then kj. Furthermore , M(C) 
will be identified with a unital subfactor of M(C). 
The symbol EA will be used to denote the unique trace preserving 
conditional expectation from 2 on to a subfactor A. 
LEMMA 5.2.1 
Let 2 be the hyperfinite II I factor with unique normalized trace, 
tr. Let M Mn C fi and 6 > 0. Suppose M C 6 N C 2, where N is a finite 
dimensional subfactor of R. 
82 
Let 0 O - R and suppose e and f are projections in M and N 
respectively with 11 e - f 112 < 0(6). Let e' = 1 - e and f' = 1 - f. 
Then, e'Me' c620 f'Nf'. 
Proof Let x E e'Me'with II x 11 < 1. It will be proven that 
II f'(EN (x))f' - x 112 < 6 + 20(6) 
and the result will follow. 
Now 
I! f'xf' - x 112 = II f'xf' - e'xe' 112, 
since x E e'Me',and so 
11 f'xf' - x 112 14 11 f'xf' - e'xf' 112 + 11 e'xf' - e'xe' 112 
by the triangle inequality. 
But 
II f'xf' - e'xf' 11 2 2  < II f' - e" 112 2 11 xf' 11 2 
and similarly 
II e'xf' - e'xe' 11 2 2 < 0(6) 2 . 
Hence 
f' (EN  (x))f' - x 112 < fi f' (EN  (x) - X) f' 112 + 11 f'xf' - x 112 
II f' 112 II EN(x) - x 112 + 20(6) 
6+20(6). 	D 
Lemma 5.2.1 will enable the proof of the approximation lemma to 
proceed by induction. 
Use is now made of a result to be found in [ K & R, 2 ]. It is 
quoted below for the reader's convenience. 
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LEMMA 5.2.2 ( [ K & R, 2 
Suppose E and F are 
factor M, V is a partial 
final projection F, i.e. 
M of dimension n 2 , and A 
such that 
], lemma 12.2.3 ) 
equivalent orthogonal projections in a finite 
isometry in M with initial projection E and 
VV = F and V*V = E, N is a matrix subfactor of 
B and T are operators in the unit ball of N 
fi 	A - E 112 < 6 < 	10_ 12 , 
fi 	B - F 112 < 6 
and 	 II 	T - V 112 < 6. 
Then there are equivalent orthogonal projections e and f and a 
partial isometry W in N such that W*W = e, WW* = f, and 
11 e - E 112 < 568 1 / 128 , 
II f - F 02 < 5681I128 , 
and 	 11 W - V 11 < 568 11128 . 
If A is a projection, e can be chosen so that e 4 A. 
LEMMA 5.2.3 
	
Let 5P be the hyperfinite II I factor, let M 	M(C), n > 2, let 
X C N be an infinite set as in the discussion before 5.2.1, and let 
6 < 10 -12 . Choose k E X to be large enough so 	that N 	Mk(C) and 
M C 8 N, and write k = qn + r where q,r E Ik, 0 < r < n. Let e 1j be the 
matrix units of M. 
There exist equivalent orthogonal projections f, 1 and f 22 in N such 
that tr(f,,) = q/k, and there exists a partial isometry f 21 with 
= f il and f 21 f 21 = f 22 . Furthermore, there exists 
0 	[0,o) -4 R  with 0(x) -, 0 as x - 0 such that 
11 fii - e 11  112 < 0(6) 
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11 f22 - e22 112 	8(8) 
II f21 - C21 112 < 8(6). 
Proof If nik, there may be a unital homomorphism, say p from M to N 
such that 11 p(e jj ) - e 1j 112 = 0. Then we could put f ij = (p(e jj ). Now, 
suppose no such unital homomorhism exists for any k E X. It is clear 
that as 6 -+ 	0, 	k 	-4 	oD. By assumption, M C 6 	N, 	so 	II EN(elj) 	— e jj 	112 	<6. 
Note that 11 	EN(elj) 	11 < 1 for 	i,j 	= 	l .... ,n, 	so we may apply lemma 
5.2.2. 
There exist equivalent orthogonal projections a ll and a22 and a 
partial isometry a 21 in N with a21*a2l = a ll and a 21 a 21 = a22 such that 
11 e11 — a ll  112 	5681/128 
11 e 22 - a22 112 < 5661/128 
and 	 11 e 21 — a 21  112 <5661/128. 
Case ! tr(a 11 ) > q/k 
Observe that a ll has a subprojection f 11 such that tr(f 11 ) = q/k, and 
let f22 = a2ifiia2j*. Then, for i = 1 or 2, 
fi e 11 - f11 112 < 11 e 11 — a ll  112 + 11 all — fl, 112 
568' /1 	+ 11 a 1 	- f li  112. 
Now, consider 
11 a i l — f i t 112 	= tr(a1 I - fi i) 
= fi a 11 1122 - q/k 
{ 11 a ll - e 11  112 + 11 e11 112 }2 - q/k 
{ 566 1 	+ 1/s/n }2 - q/k 
and let 0(6) = 56611128 + [ { 5661 	+ l//n }2 	q/k 
Note that 1/n — q/k = r/k < n/k -+ 0 as 8 -4 0, and so 0(6) - 0 as 
6 -s 0. 
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Now recall the projection f22 = a2i f ija2i * and define f 21 to be 
a 21 f 11 . We have 
f21 * f21 = f11a21*a21f11 = f 11 a 11 f 11 = f il  
and 	 ff * = a2ifiia2i* = f22-  
Thus f 21 is a partial isometry with the correct initial and final 
projections. 
Since f 11 is a subprojection of a11, f22  is a subprojection of 
a2laila2i * = a22 . Thus f 11 and f 22 are orthogonal. 
We now check the approximation property for f 21 . 
Cons ider 
e 	- f 21  112 < 11 e 21 - a 21  112 + 11 a2 	- f21 112 
566 1 / 128  + 11 a 21 - f21 112, 
but 
11 a 2 	- f 21  112 	= tr( (a21 - f)* (a 21 - f 21 ) ) 
= tr( a ll + f11 - a21 *f 21 - f21*a21 ) 
= tr( a ll + f 11 ) - 2tr( f 11 ) 
= tr( a ll - f 11  ) 
- - 	all - ' 11 112 2 
< { 5661/128 + l/In }2 - q/k, 
as above. 	It follows that 11 e 2 - f21 112 < 0(6). 
Case 2 tr(a 11 ) < q/k 
There exist orthogonal projections f 11 and f 22 in N such that f ij > a 11 , 
i = 1,2, and tr(f 11 ) = q/k. 
Now, 
11 e 11 - fii 112 ( 11 e 11 - a 11  112 + 11 a 11 - fii 112 
( 5661/128 + 11 a ll - fIl 112, 
by choice of a 11 , and 
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11 a i l - 	11 2 2 = tr(f 1 	- a il ) 
2 
	
= q/k - 	all  112 
II all 02 	I II all - e ll  112 - U ell  112 
e11 02 - 	a ll - e 11  112 
11s/n - 566 1 / 128 , 
11 e 11 - f ui 112 <5661h128 + [ q/k - { l//n - 5661/ 128 }2 ] 
i 	= 	1,2. 
In this case let 	0(6) = 5661/128 + [ q/k - { 	l//n - 	5661I128 	}2 
and note that as in case 	1, 0(6) - 	0 as 6 - 	0. In each case, 	0 has the 
same rate of convergence. 
It remains only to consider the partial isometry. 
Let y be a partial isometry in N with initial projection f 11 - a ll 
and final projection f 22 - a 22 , 
i.e. r1* = f 22 - a 22 
and 7*7 = f 11 - a 11 . 
Let f 21 =a21 +7. Then 
11 	 ii 	2 - a 1 - f21 112 - tr( (a21 - f)* (a 21 - f 21 ) ) 
= tr.( -Y * -f ) 
= tr(f 11 - a 11 ) 
ii 
= 	 11 f 11 - a 1  2 2  
q/k - { l//n - 5661/128 12  
as before. So by the triangle inequality, II e 21 - f 21  112 14  0(6). 
Note that 
ff* = (a21 + 7)(a 21 + 




= f 22 , 
from considerations of orthogonality. Similarly, f 21 f 21 = f 11 . 0 
Lemma 5.2.3 will form the first stage in a proof by induction of 
the approximation lemma. Note that by choosing 6 small enough, we can 
ensure that 0(6) is arbitrarily small. This will simply cause N to be a 
larger matrix subfactor. 
The inductive step is more complex and is supplied by lemma 5.2.5. 
Before proving it, we state the following te 
due to Connes but with the constant adjusted 
In the following, lxi is used to denote 
element of a von Neumann algebra. Note that 
II X  112 <1 II Y 112. 
hnical result essentially 
by Raeburn and Sinclair. 
(x*x) Y2 where x is an 
if lxi < lyl, then 
LEMMA 5.2.4 ( 
[ 
Co ], lemma 1.4; [ R & Si ], theorem 2.1 ) 
Let p and q be two equivalent finite projections in a von Neumann 
algebra M. There exist a partial isometry v € M and a unitary u E M 
such that 
 v*v = p, 	vv 	= q, 	v commutes with 	l - q, iv 	- pl 	< 2
-Y2 1p - qJ 	and 
v - q I 	< 2 	p - q 
 upu* = q, 	u commutes with i 	- qJ 	and ii 	- ul 	< 2
-Y2  1p - 	qi. 
Of the two conditions, only the second is used. 
LEMMA 5.2.5 
Let 2 be the hyperfinite II factor, let M be a finite dimensional 
matrix subfactor isomorphic to M(C) with matrix units e jj , and let 
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6 > 0. Suppose for some h € X, where X is as above and h = qn + r, 
0 < r < n, putting N 1 	Mh(C), there exist, for i,j < p < n, orthogonal 
equivalent projections f 11 and partial isometries f 1 , with 
tr(f 11 ) = q/h, 
f1f1* = f 11 	 = fjj and 
11 e 	- f ij  112 < 
where 0_(6) - 0 as 6 - 0, and 6 + 2(p - 2)0_(6) < 10 -12 . 
Then there exists k E X, h < k, such that in N 	Mk(C) are a 
projection f pp  orthogonal to f 11 , i < p, with trace q/h and partial 
isometries f 1 such that 
ff* = f 9 and 
fpl*fpi  = f 11 • 
Furthermore there exists a function 0, : [0,) - 	such that 
0(6) - 0 as.6 - 0 and 
fl f 1 - e, 1  112 < 
for i < p - 1 and 
11 f pp - e 	112 < O(6). 
p-2 	 p-2 
Proof Let E = E e 11 , let F = E f 11 and let e = 6 + 2(p - 2)0P_1(6). 
11 	 1=1 
Observe that 6 is small enough so that E < 10 -12 . We now choose k E X 
with k 	h such that M C 6 N 	Mk(C). 
We now prove that N has elements with the required properties. 
Note that N 1 is identified with a unital subfactor of N. 
Let NF' = (1 - F)N(l - F) and ME' = (1 - E)M(l - B) and observe 
that, by lemma 5.2.1, NF' CC  ME'. Just as in lemma 5.2.3, there exist 
orthogonal equivalent projections g,..1, 1,...1 and gpp in NF' such that 
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tr(g) = q/k, 
U 	- 	112 4 0(c) 
and 	 U gp,p - 112 <1 0(c) 
where 0 is as in lemma 5.2.3. 
There also exists a partial isometry gpp...j in NF' with initial 
projection gp...i,p_j and final projection gp,p such that 
II 	- e,_1 112 4 0(8). 
Note that tr(g_ 1 ,... 1 ) = tr(f_ 1 .. j ) and so these projections are 
equivalent. So, by lemma 5.2.4 there exists a partial isometry 
U E NF' C N such that uu = uu = 1 - F and ugp...lp..lu* = 	 Let 
v = F + u, so v is a unitary in N and vgp..j.p...lv* = 
By the triangle inequality, 
I! f_1,_ 	- gp_i.p-i 112 < 0(c) + 
Furthermore, once again using lemma 5.2.4, 
1 - v 112 < 2 	II f_1,_1 - gp_i,p_i 02 
< 2-Y2 1 9(c) + 0(6) }. 
Let f9, 	= vgp,pv* and f_1, 	= vgp_l,pv*. Then, f p , p is 
orthogonal to f_ 1 _ 1 since gp,p is orthogonal to gp.j,p...1, and f p , p is 
orthogonal to f 1 , 1 for i < p - 1 since , by the construction of v, 
1. 	 T / E "F 	 - 
It follows from the equivalence of 	 and gp,.p that f 1,_ 1 ,_ 1 
and fP,Pare equivalent, and so tr(f.) = qfk. Now consider the weak 
approximation property that f PP  is to satisfy. We have 
 epp 11 fPP - 	112 < II f 	- gpp 112 + 11 gpp - 	112 
vgv* - gpp 112 + 0(c) 
vgpp II II v* - 1 II 2 + fl gpp 11 II v* - 1 II 2 
+ 0(c) 
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2 { 0(c) + 0_(6) } + 0(c) 
so we define 8' by 0'(8) = /2 { 0(c) + 0_(6) } + 0(c) and note that, 
as 6 -, 0, c -4 0 and so 	-4 0. 
We now turn our attention to the partial isometry, 
Firstly, ff* = vgp_l.pv*vgp_l.p*v* = 	f_ 1 ,_ 1 
and fp_i,p*fp_i,p=vgp_i.p*v*vgp_i.pv* 
so our partial isometry has the correct initial and final projections. 
It only remains to check the approximation, so consider 
II 	- e_ 1 , 	112 < 11 e_1, 	- gp-,.p 112 + U gp_i.p - f_ 1 , 	112 
< 0(c) + II gp.j,p - vgp_l.pv* 112 
0'(6), as before. 
We must now consider the quantity 
	
11 f 1 	- e 1 	112 
where i < p — 1. Now f 1 = f 1 + ifi + i 1+2 ...f_ 1 , 	and 
e1 	=e1,1 + 1e1 + 1,1 + 2 ... e_1,, so 
II f 	- e 19  112 14 II f 1 , i+1f1+1, 1+2.. •f_ 1 , 	- f 1 , 1+1 f 1+1 , 1+2...e_1, 	02 
.+ 	f, 1+ e 1 . 1 1+2 ...e_ 1 	- e 1 11 e 11 	 112 
' ( p - i ) 0'(6) 
p0 9 ' ( 6). 
We therefore define the function .O p  to be p0 9 1 . Note that e(6) -s 0 as 
6-sO. 	0 
We are now in a position to prove the main result of this section. 
LEMMA 5.2.6 ( the approximation lemma ) 
Let 2 be the hyperfinite II I factor with normalized trace tr. Let 
M 	M(C) be a unital matrix subfactor with matrix units e 1 , and let 
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6 > 0. Letting X be as in the discussion preceding 5.2.1, if 6 is 
sufficiently small, there exists a unital matrix subfactor N isomorphic 
to Mk(C) with k E X and a homomorphism '.p : M -, N such that 
U q(e j ) - e jj  112 	(6) 
for i,j = 1,...,n and 	(6) - 0 as 6 -, 0. 
Note that p  is in general not unital. 
Proof The proof proceeds by induction on p, using the notation of the 
lemmata above. We need only note that 6 must be chosen sufficiently 
small that the condition 
6 + 2(p - 2)0_(6) < 10_ 12 
holds for each p in the induction, as p goes from 3 to n. This can 
easily be ensured and a correspondingly large subfactor N chosen so that 
M c 6 N. At the end of the induction, 	is defined to be e. 0 
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5.3 The finite dimensional case 
In this section M will be used to denote a type II factor with 
normalized trace tr, and F will be used to denote a finite dimensional 
subfactor. It will not be automatically assumed that F and M share the 
same identity. 
The unique trace preserving conditional expectation from M to F 
will be denoted EF. For x E M, and F 	M(C) with identity 1F and 
matrix units e, this is given by 
EF(x) = n tr(1F) 1 Etr(ç(e)e 1 ). 
Thus, tr(xlF) = tr(E F (x)) for all x E M and y E F. 
DEFINITION 5.3.1 
Let F be a finite dimensional subfactor of M isomorphic to M(C). 
Define tF : CB(M) - C by 
= n 1 E 	E tr(9(e 1 )e 1 ), 
1=1 j=1 
for p E CB(M), where e1j are the matrix units of F. 
Some properties of this map are discussed below. A limit of this 
map over increasing factors F will later be used to define the 
trace—like map on the space of completely bounded maps on the 
hyperfinite II factor. Let (ejj) denote that element of M(F) with 
(i,j) coordinate e1j. 
PROPOSITION 5.3.2 
With F, tF, EF and 'p as above, 
F('P) = F(EFP) = F(EF) 
( tr®trF )( q((ejj))(ejj)  ) 
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where trF is the normalized trace on F, IF is the identity of F and <p 
is the n-fold amplification of cp. 
Proof Firstly, note that since F has unique normalized trace, 
tr(x) = tr(1F)trF(x) for x € F. 
Now, 
(tr®tr F )( fl ((ekj))(ekJ)) =n 1 Etr( ( fl ((e kJ ))(e kj ))11 ). 
= F(9) 
by the definition of p. 
Observe that 
tF(EF) = n 	E 1 	tr( EFq(e 1J )e 	) 
= n 1 E j , j tr ( 9(e1j)ejj ) 
= 
by the defining equation for EF. 
It is obvious that t F (pEF ) = t(q). 0 
Note that F can be treated as a finite dimensional space and that a 
natural trace on operators on F already exists. We have 
CF( ( ) = tF(EF) 
= n 2 tr(1F) EI.J < EFp(el), ejj >, 
where <.,.> is the inner product induced on F by the normalized trace, 
< x, y > = ntr F (xy ), x,y E F, 
but scaled so that { e jj } forms an orthonormal basis. 
Thus 'rF(p) is the product of tr(l F ) and the normalized trace of EFT 
as an operator on the Hilbert space F. This normalized trace on the set 
of bounded operators on F is simply denoted trace. This idea is used in-
the following proposition. 
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PROPOSITION 5.3.3 
Let cp, ir E CB(M). Then F(PEFF) = TF(*EF'P). 
Proof Now, 	TF(EF1r) = TF(EF(PEF1) 
= tr(1F) trace( EFPIF EF 1frIF ). 
Hence 
TF(EF1Jr) = tr(1F) trace( EF1frIF EF 4 IF ) 
= ¶F(frEF0. 	0 
Proposition 5.3.3 provides some initial justification, for 
eventually calling the limit map trace-like. 
If u E M, let 	L : M - M 
be given by L : 	x 	'-3 	ux, 
and let R, : 	M - M 
be given by R,, : 	x 	'- 	xu. 
PRoposiTioN 5.3.4 
Let u E M. Then F(Lu) = tF(Ru) = tr(ulF). If u,v E F, then 
tF(LURV) = tr(1F) 1 tr(u)tr(v). 
Proof Now, for u E M, 
F(Ru) =n 	E 1 	tr(e 1 ue 1 ) 
	
=n 1 E 1 	tr(ue 1 e 1j ) 
= tr(ulF). 
To prove the remainder, firstly 	consider u = C pq and v = 	This 
yields 
F(L U RV ) = n' E 1 	tr(epqejjestejj) 
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= n- I 6st tr(e) 
= tr(e pq ) tr(e t ) tr(1F) -1  
n 	 n 
So if u = E apq e pq and v = E 
P. q=1 	 S. t=1 
	




R = 	 apq3st Lepq est p. q. s. t 
= E 	apql3st tr(e pq ) tr(e 5 t) tr(1F) -1  
p. q. s, t 
=tr(1 F ) 1 tr(u) tr(v). 0 
PROPOSITION 5.3.5 
If p is completely positive, 0 	 tr(p(l)). 
Proof There exist elements aj,...,a m in F such that EFP(x) = E iaj * xaj, 
for x E F ( [ H, 1 ], proposition 2.1 ). Now 
tF(p) = 
and so 
= 	tj?( L * R 	) 
J=i 	aj 	aj 
= tr(1F) 1 Ej I tr(a) 1.2 
tr(l) 1 Ej tr(1F) tr(aj*aj) 
= tr(9(1)). 	0 
PROPOSITION 5.3.6 
Let p E CB(M). Then I TFM I < U 	IIct 
Proof By 3.2.2, since F is injective, there exist 
U1.. .,um ,vl,. ..,V m E F, with m < 4n 2 , such that 
EFP(x) =u1xv 
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for x E F. 
Furthermore, we may assume by 3.2.2 that 
11 EFF 11.b = II Eiuiui*  ii 	11 Ev 1 v 	II2. 
Thus 
tF(p) = tF(EF(P) 
= 	L R 	) II I V1 
= E 1 tr(1F)' tr(u 1 ) tr(v j ), 
by 5.3.4. 
The Cauchy-Schwarz inequality is now applied to give 
tr(1 F ) 1 ( 	I tr(u 1 ) 12 ) 	( E 	I tr(v 1 ) 1 2  ) 
1=1 	 1=1 
tr( E ujuj* ) tr( E v1v1 ) 
1=1 	 1=1 
U 	uu fl 	II E 	vj*vj II 
1=1 	 1=1 
= II EFIF Ucb 
14 UPUcb. 	0 
The following propositions constitute a proof of proposition 5.1.3. 
PROPOSITION 5.3.7 
If G and H are finite dimensional matrix factors and F = GO H )  
then, if cp is completely positive, ¶p((p) 
Proof It is sufficient to consider cp : F - F and IF = 1 since, firstly, 
F( (p) = T?(E) and TG(9) = TG(EG) = 	 = G(EF), and, 
secondly, the normalized trace trF on F is tr/tr(1 F ). 
By proposition 2.1, [ II, 1 ], if p is completely positive, there 
exist al,...,ad E F such that, for x E F, 
d 
q(x) = E aJ*xaj. 
J=1 
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It will therefore be sufficient to prove the proposition for 
p(x) = a t xa, x E F, for some a € F, and the result will follow by 
linearity. 
Let a = E a t Ob t , where at € G and b t € H, and let e jj , 
1 < i,j < m, be the matrix units of G. Then, by definition of TG, 
TG 60) = m 1 E tr( (Ea 0b)* (e jj 01) (Ea t 0b) (e j 1 01) ) 
= m' E 	E 	tr( as*ejJatejjObs*bt ) 
	
S. t 	i. j 
= E 	m 1 E tr( a s ejjate 	) tr(bb) 
S. t 1. .1 
= E 	G( L * R 	) tr(bs*bt) 
, a 	at 
= E tr(as*) tr(at) tr(b 5 bt) 
S. t 
= tr( (E 	tr(as)bs)* (E 	tr(at)bt) ) 
tr (E 	tr(at)bt) 1 2 
by the Cauchy Schwarz inequality. 
Thus TG(p) > E 	tr(as *) tr(bs*) tr(at) tr(bt) 
S. t 
s,t 	a5* 0b 5* Rob ) 
= tF(). 0 
LEMMA 5.3.8 
Let a, 0 > 0 and let 0 < t < 1. 
Then 
a 2 /t + 132/(l-t) > (a + 
Proof Let x, y > 0. Then 
0 < ( x(l-t) - yt )2 
= x 2 + y2 - ( x 2 t + y 2 (1-t) + 2xy(t(l-t)) ) 
= x 2 + y2 - ( xt + YO-t) )2, 




Let F, G, H be matrix factors, and suppose G$H C F with 
iG®iM = iF, and suppose that any minimal projection in G or H is 
minimal in F. 
Then for any completely positive operator p 	M - M, 
'tF() 14 't()  + 	H(P). 
Proof As before, it is assumed that there exists a E F such that 
EFp(x) = a*xa, x E F, and that tr(1F) = 1. A set of matrix units for F, 
e 1j , 1 < i,j < m, may be chosen so that e jj , 1 < i,j < n, are the matrix 
units of G, and eU, n+i < i,j < rn are the matrix units of H. 
Let a have matrix (c j ) with respect to the matrix units e jj . 
Then, 
+ 	= n 1 E 	tr(p(e 1 )e) + (m-n) 1 E 	tr(q,(e 1 )e 1 ). 
1. .1=1 	 1. j=n+1 
This is written as ( n 	E 	+ (m-n)' E 	) tr(p(e1j)ej1). Then, 
I. j=1 	 I. j=n+1 
TG(9) + THM 
= ( n 1 E 	+ (m—n)' E 	E 	a S czkhtr(et S eIjekheJI) 





 E 	+ (m—n) 	E 	) di ll a jj tr(e11) 
1, j=n+1 
= m 1 ( n 1 I Ea11 12 + (m-n)-' I E 	a ll 1 2  ). 
Putting n = m in the above gives 'r(q) = m 2 a 11 1 2 	The result 1 
now follows from lemma 5.3.8, by letting z = 	a11 
= I 	aii 2 and t = n/rn. 0 = 	1  
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PROPOSITION 5.3.10 
If F, G and H are isomorphic matrix factors with GH = 0, and 
F C GeH with 'F = 1G1H, then t(q) 	G() + tH(q) for all cp E CP(M) 
Proof Let e jj + f, 1 < i,j 4 n, be matrix units for F, where e jj are 
matrix units for G and f Ij are matrix units for H. 
Now 0G = L 
1 G 1G 
R 	and O 	
'H 1 H 
= L R are two completely positive 
operators on M, so 0G90H + 0H0G is also completely positive. We now 
show by direct calculation using the definitions of T F , TG and tH that 
tF() - ( G(P) + u() ) = 	( °H°G + OGOH ), 	(#) 
and the result is clearly seen to follow. Consider, 
- ( tc() + H() ) 
= n 1 E tr(p(e j + f)(e 	+ f 1 )) 
- n 	tr((e ii )e i ) - 
=. tr(q,(e)f 1 ) + 	E tr(9(f 1 )e j ). 	 (*) 
Now, since GH = HG = 0, 
'tp( 0 HP°G ) = n 1 E tr(0 5q,(e 1 )(e 1j + 
=n 	tr(l9(e 1j )f 1j ) 
= n 1 E tr((p(e 1J )f 1J l) 
1. •j 
=n 1 E tr(9(e 1 )f j ), 
and, similarly, 
tF( 9 G90 H ) = n 	Etr(4p(f 1 )e 1 ). 
The equation (#) follows from (*). 	0 
Proposition 5.1.3 is a consequence of propositions 5.3.7, 5.3.9 and 
5.3.10. 
There now follows the last result of this section. It is different 
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in nature from the surrounding propositions in that the sizes of matrix 
factors are not considered. Instead, it states a property akin to 
invariance under automorphisms of the type II factor M. It relates TF 
to to(F) where ft is a *-automorphism of M. 
PROPOSITION 5.3.11 
Let M be a type II factor and let F be a finite dimensional matrix 
subfactor. If ft is a *-automorphism of M, then r(010) = o(F)(q'). 
Proof Since M is a factor, the trace is unique, so tr(O(x)) = tr(x) for 
X E M. Now, if F is of dimension n 2 , 
F(e0) = n -1 Etr( 0(0(e 1 ))e 1  ) 
=n 1 tr( p(0(e 1 ))0(e j ) ) 
= TO(F)60). 0 
This completes the section on finite dimensional matrix factors. 
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5.4 Definition of the trace-like map 
In this section the trace-like map on completely bounded operators that 
are a linear combination of completely positive operators continuous 
with respect to 11.02 on the hyperfinite II factor is finally defined. 
A partial extension to the completely positive operators on arbitrary 
type Iii factors in general is also given. Its action on the trace 
preserving conditional expectation on to a subfactor and on the 
completely bounded operators associated with the Haagerup tensor product 
are examined. 
Recall that the hyperfinite II I factor, 2, is isomorphic to 
( u 	®U )' for any choice of finite dimensional factors, U, of the 
same dimension, and where the embedding of O = U in 2 is unital for each 
n ( see [ K & R, 2 } ). The infinite union U 	®U 3 will be written 
® U j for convenience. 
.) =1 
Recall the set X C RI discussed in section 5.2. If Uj 	M(C), this 
can now be thought of more precisely as being { n k : k E RI }. 
Let ljr : 2 - 2 be completely positive and continuous with respect to 
11.112. By proposition 5.3.5, for each n E RI, t n 	 is bounded 
[ ?=' I 
below by 0, and by propositon 5.3.7, t n 	 decreases as n 
[®u ] 
increases. The sequence generated therefore converges to a limit which 
is denoted t 	 (ir). Then 'r(r), the action of the trace-like map 
I ?u,  ] 
on 4r, is defined to be this limit. The definition of the trace-like map 
may be extended those completely bounded operators that are a linear 
combination of 11.112 - continuous completely positive operators. 
It remains to be checked that the limit is independent of the 
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sequence of finite dimensional subfactors chosen in the construction of 
2. 
Firstly, recall a technical property. A linear operator p 	2 -+ 2 
is 	- continuous if and only if there exists K > 0 such that 
II p(x)  112 < K II x 02. 
Consider two constructions of 2: 
	
2 ' ( ®= U j 	® V 1 ). J1 J1 
Let M be a finite dimensional unital subfactor of 0 U 
M(C) 	M = ®U 1 , let 6 > 0 be sufficiently small according to the 
approximation lemma, and choose N = 0 V i 	M(C) such that M c N. 
Suppose M has matrix units e 11 , and let k = nq + r where 0 < r < n. 
By the approximation lemma there exists a *-homomorphism cp : M -+ N 
and a funtion 	: [o,) -4 R with (x) -4 0 as x -, 0 such that 
II p(e 1 ) - e jj  112 < 
Let 1 be the identity of 2. Then, 
TMM = 	 + n 1 E , tr( ilr(e11)e11 - W((e11))p(e11) ) 
- tr( *(l - q,(l)) (1 - p(l)) ) 
+ n 1 E 	tr( *(e11)e11 - 	((e 11 ))(e 11 ) ) 	 ( i) 
by propositions 5.3.7 and 5.3.9. 
Observe that 
11*11 > ir(l-p(l))0, 
and so 
II 	11 (l -(')) > ( 1 -(1))*(l-(l)) (1 -(l))0, 
whence, by construction of the homomorphism p, it follows that 
II * hr/k = tr( II * II (1 - 	(l)) ) 
tr( *(l - p(l)) (1 - q,(l)) ) 
0, 
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since tr is a positive linear functional. 
Going back to (i) we have 
- 11 	llr/k + n_ i tr(ifr(e 1j )e jj - *((e ij ))(e ji )) 	(ii) 
and we now see what happens on the right hand side of this inequality as 
6 -4 0. 
Firstly, let K > 0 be such that 11 ijr(x)  112 < K 11 x 112  for all x E 2. 
Consider 
11 ijr(e)e j 	- ifr((p(e jj ))q(e j  ) 112 < fl ifr(e jj )e j 	- 1r(ejj)9(ej ) 112 
+ 11 ifr(eij)p(ejj) - ifr(((e jj ))'p(e j1 ) 112. 
Now, using the module property of 11.112, 
11 *(e, j )e 	- ifr(e j )p(e jj ) 112 <1 II ifr(ejj)  II II e j i - q(e jj ) 112 
II 	* II 
and, similarly, 
11 $(ejj)p(ejj) - fr (p(ejj))9(ej 1 ) ii 2 2 	r(e jj ) - i( (p (ejj)) 1122 
K2 	(6)2. 
Using the Cauchy-Schwarz inequality once again, but this time in the 
form fl x 1122 = tr(x*x) > I tr(x) 1 2 for x € 2, we have 
tr( fr(e j )e j 	- ifr(q(e1j))9(ejj) ) 1 4 ( K + II ifr  fl ) 	(6). 
Going back to (ii) 
	
M(*) > TNM - II * Hr/k - n ( K + II 	II ) 	6). 
As S -, 0, (S) -4 0 by construction, and k -4 oo so r/k < n/k - 0 and 
(sr). Thus M(*) 	 ('ijr), and since M was 
[ 
?1v, 




chosen arbitrarily, t (*) (*). Considerations of 
[ 
?1u, 
 ] 	[ 
?=iVj  I 
symmetry now establish equality. Thus t is a well defined map on the 
space of 11.112 - continuous completely positive operators on 2. 
Since 2 is injective any completely bounded operator on it may be 
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written as a linear combination of completely positive operators. Our 
trace—like map r may, however, be extended only to those completely 
bounded operators that are a linear combination of fl.fl2 - continuous 
completely positive operators. 
It is - easy to see that the trace preserving conditional expectation 
/ 	E onto a unital subfactor is 11.112 - continuous. Consider, for x E 2, 
II E(x) lI z 2 = tr(E(x)E(x) 1 ) 	tr(E(xx)) = tr(xx*) = 11 x 112 2 
Another functional ic can be defined on the space of completely 
positive operators on a type II I factor M by 
K((P) = inf { Ic F (cp) : F is a unital finite dimensional subalgebra of M }, 
where, if F 	F 1 with each F 1 a factor, K(q) is defined to be 
It is clear that in the case of the injective II I factor 2, for any 
11.112 - continuous completely positive operator , 
ic(q,) < inf { 'r(q) : F is a unital matrix subfactor of 2 } 
= 
It may be asked why t was not immediately defined on CP(M) where M is a 
( not necessarily injective ) type II I factor by allowing it to be this 
latter infimum. 
The calculations above show that if M is the injective II I factor 
2, and if p is  11.112 - continuous, this infimum is approached no matter 
.which sequence of increasing unital subfactors is chosen. It therefore 
has the effect of simplifying calculations with T. 
Of course if M is not chosen to be injective, the functional t 
cannot be extended by linearity to act on CB(M). However, in the 
non—injective case, the alternative definition of t on CP(M), 
T(q) = inf { F() : F is a unital matrix subfactor of M }, 
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will be used. 
It is plain that the map r is a positive linear functional, as one 
would wish of a trace. 
The functional t is firstly applied to the unique, 
1.112 - continuous, faithful, trace preserving, conditional expectation E 
from a type II I factor M onto a subfactor N with identity 1. The 
following calculation is due to A. M. Sinclair. 
PROPOSITION 5.4.1 
Let N be an injective subfactor of a type II I factor M with index 
[ M : N J. Then r(E) > [ M 	N ]' where E is as above. 
Proof If [ M : N ] = , this is trivial, so attention is restricted to 
the case [ M 	N ] is finite. The proof given is of the stronger 
proposition, K(E) > [ M 	N ]_1•  Note that if F is a factor, Kp = tF. 
Let F be a subfactor of M isomorphic to M(C). Note that for each 
m E N, the amplification Em is a conditional expectation from Mm (M) to 
Mm (N) and that 
[ M®Mm (C) : NOM (C) ] = [ M : N ] 
( see [ J ] ) . 
Let F have matrix units e 1j , 1 < i,j < n, and let (e jj ) E M(F) be 
the matrix with (j,flth  coordinate e 1j . The matrix (e 1j ) is positive 
since (e1j) = BB* where B is the matrix with first column 
(e ji , .... eni)t and zero elsewhere. 
By 5.1.1, 
(E(e j )) = E((e 1 )) > [ M : N ]_1  (ejj). 
By 5.3.2, 
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rF(E) = ( tr®trF )( E((e1))(e1j)  ). 
Y2 	 Y2 Y2 Now if x > 0, y > z implies tr(yx) > tr(zx) since xyx½ > xzx. 
Therefore 
F(E) >1 [ M 	N ]' (trOtrF)((ejJ)(elJ)). 
It follows that 
tF(E) > n [ M : N ]_1 ( trøtr )((e 1 )) 
= [ M : N 	tr( Ee 11 ) 
= [ M : N ]_1 tr(1F), 
where F has unit 'F• 
Now suppose GF 1 is a unital subalgebra of M and each F 1 is a 
factor with identity l j . Then 
K G (E) = EtF(E) 
[ M : N ]_i  E.tr(l.) 
= [ M : N ]1 
The result follows since G was chosen arbitrarily. 0 
It is conjectured that an argument similar to that which preceded 
the definition of r on 11.112 - continuous completely bounded operators on 
would yield the result t(q,) = K(p) for 11.112 - continuous ip E CP(t). 
It remains an open problem whether in general r(E) = [ M 	N ]_1• 
This would obviously be a desirable property for a trace-like map to 
possess. It is easy to see that in the case [ M : N ] = 2, 
K(E) = [ M : N ]_1 
Let M be a type II I factor with injective subfactor N and let E be 
the unique normal trace preserving conditional expectation onto N. Let 
A = [ M : N ]_1  and let p be a projection in M such that E(p) = A! 
whence it follows that tr(p) = A ( see  [ J ] for the existence of such a 
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projection ). Denote the algebra Cp • C(I-p) by F. 
Then 
F(E) = tr( E(p)p ) + tr( E(I-p) (I-p) ) 
= A 2 + tr( I - E(p) - p + E(p)p ) 
= 1 - 2A + 2A 2 . 
Therefore, in the case A = 3, KF(E) = 3, and so ic(E) < Y2. Since the 
proof of 5.4.1 implies c(E) > 3, it follows that K(E) = 3. 
Note that the completely bounded operator on a II I factor M, 
x 	axb, where a,b and x € M, is 11.112 - continuous, since 
fi axb  112 ' 	a 11 11 x 112  11 b 
It follows that the completely bounded operators associated with the 
algebraic tensor are all 11.112 - continuous. 
We now show that the completely bounded operators associated with 
the Haagerup tensor product are not always 11.112 - continuous, though the 
functional r is later applied to a subset consisting of those that are. 
Consider a sequence of orthogonal projections (em) in 5P with 
We (k)) = 2k 	Identify each 	with the unit of a matrix subfactor 
(k) of 	with 	 Let F(k)  have matrix units e jj 
= 
Let 0 € CB() be given by 
(k) 0(x)= 	k 	e jj xe jj 
k=1 J=1 
and let u = E 	E 	k 1 ' 2 e 1 øk 1 ' 2 e 1j . 
k=1 J=1 
We show that u € 20hfI. Consider the series 
2 k 
E 	E k_le ji (e ij () = E 
k=1 j=1 	 k=1 
which converges in norm since, for a > 
13 
II E 'k - 'e 	- E k_ 1 e 	II 	II E 	k_ 1 e 
	
k=1 	 k1 	 k=i3+1 
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( 0 + 1 )1 
-4 0 as 13 -' oo. 
So, it is clear that II 0  Ilcb = 	U 11h 	1 by theorem 2.2.5. But 
for 
2 
x = e 1 	E 	 0(x) = 	 = e(l), so 11 0 IICb = 1. 
i 	I 
Let m E N, and consider, 
2 m 
11 0(e 	(m) ' 1' 	- fi E 	me, (m) 	(m) e 	(rn) 11 / 112 1 	e11 	 112 
•) =1 
= 	 112 
= ( m 2m/2 )_1 
However, 
II ell(M) 	ii 11 	112 = ( 2m )1 
so there is no constant K such that II 0(x)  112 < K 11'X 112 for all x in 2. 
The action of r on the Haagerup tensor product is now examined. 
Attention is restricted not to the case of the injective type II 
factor, 2, but to the set of weakly dense subalgebras {Yn }, where 
Yn = ?=i"' and only to those operators that are 11.112 - continuous. 
- PROPOSITION 5.4.2 
Let n € fkl and suppose u = E = a 1 0b 1 E YnO Yn, and let 
0 : Yn 0 h  Yn 
-4 CB() be the isometry discussed in chapter 2, so 
0(a0b)(x) = axb 
for a,b E Yn and x E 2. Suppose 0(u) is 11.112 - continuous. 
Then T(0(u)) = Etr(a 1 )tr(b 1 ). 
Proof Firstly, consider u = a®b where a,b E Y. Note that 
k 	 k 
Spn = u 	0 M(C), where for each k E f, 0 Mn is identified with a k=1 m=1 m1 
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k+1 
unital subfactor of ®M. Thus, it may be assumed that both a and b 
are elements of some matrix subfactor F øM(C) of .Y',. In fact, a 
and b are then both elements of any matrix subfactor Gk ®M(C) of 
such that k > h. Let c > 0. 
For k > h, by standard matrix calculations, ( proposition 5.3.4 ) 
¶Gk(O(aøb)) = tr(a)tr(b). 
Taking a limit as k -+ 
= tr(a)tr(b). 
It follows from the linearity of t that, for any u = Ea 1 ®b 1 , 
=E tr(a j )tr(b j ). 
We now extend this result to the Haagerup tensor product. Let 
V En®hn have a representation E a 1 ®b 1 with 
II (a n , a q+j , . . . ) II - 0 and 
II (b q , b q +i, • . . ) 	- 0 as q -, co, ( see  [ Sm, 1 ] ), 
and suppose the associated completely bounded operator is 
11.112 - continuous. Let v = 	1 a 1  ®b 1 so that 	v - vq '1h 	0 as q -4 0. 





t(6(v q )) 
Etr(a 1 )tr(b 1 ) 
tr(a 1 )tr(b 1 ). 	0 
COROLLARY 5.4.3 
Let u = 	1 a 1 øb 1 EynO Yn and v = 	1 c®d 1 E n®hn. If u = v, 
and O u and 0, are 11.112 - continuous, E tr(a 1 )tr(b 1 ) = E tr(c 1 )tr(d 1 ). 
The difficulty in extending proposition 5.4.2 to the Haagerup 
tensor product 20
h 
 is that, apart from the relation 
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I 	I 14 U 9 IIcb, 
nothing is as yet known of any type of continuity that r might have. 
If it could be shown that for a,b E 2, there exists a constant k 
such that if a',b' E Yn with 
11 a - a' 112 < e 
and 	II b - b' 112 < 
then 	I r(O(a®b)) - t(O(a'®b')) I < kc, 
proposition 5.4.2 would easily be extended to the TOh  2. This we leave 
as a conjecture. 
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