ABSTRACT The online feature selection with streaming features has become more and more important in recent years. In contrast to standard feature selection method, streaming feature selection method can select feature dynamically without exploring full feature space. In some applications, when the information of all features is unknown in advance, standard feature selection methods cannot perform well in this setting. Moreover, in ultrahigh dimensional data analysis, especially considering interaction effects between features, the streaming feature selection method enjoy computational feasibility. In this paper, we proposed a Bayesian penalized method for streaming feature selection problem. The proposed approach adopts Bayesian regularization into penalized model which can adaptively estimates regularization parameter based on the coefficients of current model. Comparing with many existing streaming feature selection methods, our method can work for more general case of predictive model. The proposed method is evaluated extensively on various high-dimensional datasets. The experimental results show that the algorithm is competitive with many existing streaming and traditional feature selection algorithms.
I. INTRODUCTION
In many real world applications, such as bioinformatics, computer vision and social media, the data normally includes a large number of features which is defined as high-dimensional data. For example, in miRNA gene expression analysis, the data normally has a large number of genes and includes a small number of samples. Thus, one of the critical challenge of high-dimensional data is how to obtain valuable information from a large number of features.
Feature selection method is effective way to address this issue and play important role in machine learning and data mining. The goal of feature selection is to select a subset of relevant features from a large number of features. This approach is able to reduce complexity of model, provide interpretability of learning model and improve predict accuracy. A variety of feature selection methods have been proposed and most of that are standard feature selections which assume which all features are available in advance. However, the prior knowledge of full feature space is not always available. For example, many real applications such as email spam detection and commercial statistical analysis, features may arrive one
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by one. It is infeasible to perform standard feature selection in this setting. Different from standard feature selection algorithm, the streaming feature selection assume not all the features are present and the features are dynamically considered for include in a predictive model. Moreover, in ultrahigh dimensional data analysis, especially considering interaction effects within the feature, many feature selection method would suffer from computational burden. To overcome the aforementioned challenges, many streaming feature selection method have been developed, such as Grafting [1] , Alphainvesting [2] , and OSFS [3] , [4] .
The OSFS algorithm using online the relevance and redundancy analysis framework to select optimal subset from streaming features. The OSFS approach select feature independent of predictive model, hence after select the optimal features, we need to training predictive model based on the optimal features. The Alpha-investing method selects the new feature based on a p-value evaluated by a regression model. Specifically, if the p-value of the new feature attains a certain threshold, the feature will be selected. In this algorithm, the feature which has been selected will never be discarded. The drawback of Alpha-investing is that it only evaluates new coming features, but never tests the redundancy of selected features after new features have been included. Different VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ from Alpha-investing method, the Grafting is stage-wise approach, it is able to select a new feature and drop currently selected features. The Grafting method selects features based on penalized model, so the algorithm relies on some regularization parameters. However, the regularization requires global information in feature space. Hence, it not suitable to address the feature stream is infinite. Motived by Grafting method, we develop a Bayesian penalized method for streaming feature selection problem. In contrast to Grafting method, the Bayesian penalized method is able to adaptively estimate the regularization parameter when a new feature is included to current model. Hence, our method can select feature when size of the feature stream is unknown. Moreover, comparing with many existing streaming feature selection methods, our method can works for more general case of predictive model and not restricts to classification problem.
In this paper, we will focus on classification model and will discuss regression model in later section. The rest of is organized as follows: In Section II, we review related existing works of tradition and streaming feature selection. In Section III, we introduce Bayesian penalized model for steaming feature selection. We provide experimental studies in Section IV. Finally, the conclusion are given in Section V.
II. RELATED WORKS
In this section, we will give a brief review of conventional feature selection approach and several streaming feature selection algorithms.
A. TRADITIONAL FEATURE SELECTION
The basic assumption of traditional feature selection method is that all the features are available in advance. In general, traditional feature selection can be divided into three classes: filter, wrapper and embedded approach [5] , [6] .
• Filter feature selection approach [7] - [11] evaluate the importance of features based on the properties of the data or some statistical rule. The filter method is independent of the machine learning algorithm and can be considered as a preprocessing step. Thus, this type feature selection method is computationally fast. On the other hand, the filter feature selection ignore classification model which may lead to worse prediction performance.
• Wrapper approach selects important features set by training a specific classification model and use the classification performance as the rule to evaluate the selected features. variable subset [12] - [14] . Compared to filter method, wrapper favor good prediction performance. However, wrapper method usually search all possible features, thus the feature selection method suffers very computationally intensive.
• Embedded method [15] - [17] aims to incorporate the feature selection during the model training process. The most popular embedded method is Lasso [18] . The embedded approach enjoy good prediction performance and fast computational performance.
B. STREAMING FEATURE SELECTION
Standard feature selection technique all features are present before training model. However, in many real-world applications [9] , [19] the features are dynamically arrived and considered for the predictive model. Moreover, in ultrahigh dimensional data applications, many traditional feature selection method would suffer from computational burden.
To overcome the this challenges, many streaming feature selection method have been developed [20] . The Alpha-investing method [2] selects the arrived feature according a p-value returned by a regression model. Specifically, the new feature will be selected if the p-value of this feature attains a certain threshold. However, the feature has been selected will never be removed in this approach. Dhillon et al. [21] extended the Alpha-investing method and proposed a multiple stream-wise feature selection approach to address multiple feature classes. Similar with [2] , the main drawback of this approach is that it only considers including new features and never remove the redundancy of selected features which has been selected. The OSFS algorithm [3] using the relevance and redundancy analysis framework to identity optimal feature subset in streaming feature selection setting. However, OSFS approach select feature independent of classification model, thus it need to training classification model based on the selected features. In addition, when the number of selected feature is large, this method suffer computational burden. Reference [4] further proposed Fast-OSFS to improve computational efficient. Reference [22] proposed Scalable and Accurate OnLine Approach (SAOLA) for streaming feature selection problem. This mainly focus on addresses the challenges due to extremely high dimensionality. This method adopts pairwise comparison techniques and maintains a sparse model during feature selection process.
Perkins and Theiler [1] proposed the Grafting algorithm for online feature selection. In particular, Grafting is a stage-wise gradient descent approach and based on L1 regularized learning framework. It iteratively generating a feature subset using gradient descent. In each iteration step, a gradient descent test is used to identify a feature which is most likely to improve current model. However, this method selects features relies on some regularization parameters and the parameter requires global information in feature space. Hence, it not suitable to address the feature stream is infinite. Motived by Grafting approach, we develop a penalized model with Bayesian regularization for streaming feature selection problem. Compared to Grafting, our method can adaptively update the regularization parameter when a new feature is included to current model and is able to select feature when size of all feature is unknown.
III. PROPOSED METHODOLOGY A. THE LASSO PENALIZED MODEL
Regularization using L1 regularized [18] term has been widely used in feature selection problem. Before applying the penalized for streaming feature selection, we first introducing the Lasso penalized model in traditional feature selection which based full feature space. Suppose we have the input dataset D = {X 1 , y 1 ; X 2 , y 2 , . . . , ; X n , y n } where X ∈ R n×p and n is the number of input sample, p is the number of features and y i ∈ R n×1 is corresponding response variable. The penalized model can be expressed as:
where L(D, w) is the loss function. the coefficients w ∈ R p×1 to be estimated by optimizing the object function (1) and the λ > 0 is a control parameter. In this work, we focus on binary classification problem (y i ∈ {1, −1} ) and use logistic loss as the loss function in the model:
THE BAYESIAN GRAFTING APPROACH FOR STREAMING FEATURE SELECTION
In this subsection, we extended L1 regularized method for streaming feature setting. In the steaming feature setting, we should select best subset of features seen so far based on predictive model. Hence, we need to develop some criterions to discard the irrelevant feature and active the important feature based on predictive model. We first formally define screening rule to rejects the irrelevant feature and gradient test to actives feature which seen so far. According to the Theorem 1, we can formally define rule 1(R1): If the feature is irrelevant to the response variable (we can use the correlation between the feature and the response variable: ρ(y, X j ) ≈ 0. In our experimental studies, we use |ρ(y, X j )| < c ( c is the predefined value) to replace ρ(y, X j ) ≈ 0. Then the feature be rejected. This rule is very similar to the irrelevant feature test of OSFS method which based on chi-square test.
Moreover, we want to select the important features (or drop some irrelevant features) in the streaming feature selection application. The Grafting is stage-wise approach, it is able to select a new feature and drop currently selected features. The basic idea of Grafting for streaming feature selection is that including a feature into the optimize model if the reduction of loss function values outweighs the L1 regularization term. Specifically, the feature X j will be added to the model if: In the streaming feature selection setting, the Grafting approach perform this gradient test for the recently seen feature. If the feature pass the gradient test, then this feature is discarded. Otherwise, it will be included into the model and the model is optimized with respect to the parameter of this feature. In order to drop some currently selected features, this gradient test are then repeated for all the selected features. However, the Grafting algorithm relies on the regularization parameter λ and its value requires global information in feature space. Hence, it not suitable to address the feature stream is infinite.
To address this issue, we can adopt a Bayesian L1 regularization term [23] and modified the Grafting algorithm to adaptively estimate the regularization parameter λ based on the values of feature selected. Minimization of (1) has a straight-forward Bayesian interpretation. The posterior distribution for w, the parameters of the model can be written as:
The prior p (w|λ) over model parameters is then given by a separable Laplace distribution:
wherep is the number of active (non-zero) model parameters. A good value for the regularization parameters can be integrated out analytically. The prior distribution over model parameters is given by marginalizing over w:
As λ is a scale parameter, an appropriate prior is given by the improper Jeffrey's prior, p(w) ∝ 1/λ, corresponding to a uniform prior over log λ. We can obtain: Using the Gamma integral, we obtain: −log(p(w)) ∝plog|w| and Equation (1) can be revised as:
However, this requires an estimate of the numberp of non-zeros in Equation (7) . Differentiating the original and modified training criteria (7), we have that
where γ =p/( p j=1 |w j |) (p is the number of selected features). From a gradient descent perspective, minimizing (1) becomes equivalent to minimizing (7) and the pseudo regularization parameter γ can be continuously updated based on Equation (8) during the learning.
In streaming feature selection setting, we adopt this method and modified the Grafting algorithm to estimate the regularization parameter γ based on the values of feature selected and evaluate a new feature according to:
Thus, we can formally define rule 2 (R2): If the feature pass the gradient test (9) , then this feature is rejected. Beside • Test this based on rule 1 (R1), if the feature X j is irrelevant to the response variable ( |ρ(y, X j )| < c ), then X j will be discards.
• If this new feature X j satisfies |ρ(y, X j )| ≥ c, then test this feature based on rule 2 (R2). If it pass the gradient test (9) , then this feature will be included in Possible set P.
• If this new feature new feature meets both rule 1 (R1) and rule 2 (R2), then then this feature will be included in Active set A and the model is optimized with respect to the parameter of this feature. In addition, we go back and reapply the gradient test (9) to all features in Possible set and update the pseudo regularization parameter γ by:γ =p/( define the rule 1 and rule 2, we also need to define two important set: Possible set and Active set. In particular, If the feature pass the rule 1, then this feature will be discards. If the feature meets the rule 1 and pass the gradient test (9) , then this feature will be included in Possible set. Otherwise, this feature will be included in Active set. In order to make the optimization result of online feature selection consistency with that of batch learning, we must ensure that anytime we add a feature to the model (Active set), we also go back and reapply the gradient test (9) to all features in Possible set. Therefore, the complete algorithm is given as Algorithm 1.
IV. EXPERIMENTS A. EXPERIMENTAL SETUP
In this section, we compare the performance of the proposed Bayesian Penalized Streaming Feature Selection (BP-SFS) and several state-of-the-art streaming feature selections: • Alpha-investing [2] : This approach includes a new feature based on a p-value.
• OSFS [3] : This method using the relevance and redundancy analysis approach to select optimal subset from streaming features.
• Fast-OSFS [4] : Fast-OSFS improves the computational efficiency of OSFS.
• SAOLA: SAOLA applys a online pairwise comparison technique and maintains a sparse model in an online manner. In addition, this method is able to handle the extremely high dimensional data.
• Grafting [1] : This model perform steaming feature selection based on a L1 regularized framework. We evaluate the performance of streaming feature selection methods on high-dimensional microarray datasets. Table 1 shows the details of high-dimensional microarray datasets [24] which used in our experimental studies. In addition, we also evaluate the performance of streaming feature selection methods on three UCI datasets 1 : IONOSPHERE, SPAMBASE and WDBC (the details of the datasets can be found in Table 2 ).
In this experiments, we randomly divide the data set into a training set with 60% of the whole data and the remaining samples as a test set. The experiments of each dataset repeat 20 times. As suggested in [4] , for Alpha-investing, OSFS, Fast-OSFS and SAOLA methods, the selected features are used to construct K-NN and report the average prediction accuracy in the experiments. Note that the parameter of Grafting was selected by using cross-validation and the parameters of Alpha-investing using its default settings [4] .
B. EXPERIMENTAL RESULTS
The results of prediction accuracy of high-dimensional UCI datasets can be found in Table 3 and Table 4 . From the tables, we can see that the proposed BP-SPS outperforms other five streaming feature selection methods in terms of prediction accuracy for most of the cases. Since the features have been selected will not be removed in the Alpha-investing algorithm, it may includes some irrelevant features in the final result. We also found that the Alpha-investing algorithm is able to achieves relative good performances in UCI datasets which the number of feature is small. It indicates the performance of Alpha-investing algorithm is stable in relative low-dimensional data. The experimental results also show that Fast-OSFS achieves better performance than OSFS in most of the cases which demonstrates that Fast-OSFS can improves the prediction performance of OSFS. Even though SAOLA approach enjoy computational efficiency in stream feature selection setting, the prediction accuracy of SAOLA is lower than the other streaming feature selection. Both our method and Grafting method use logistic loss as the loss function in the model. Our method achieves better performance than Grafting model which indicates the parameter is adaptively estimated by the coefficients in our model is better than selected by the cross-validation in Grafting.
In addition, we display the number of selected features of different streaming feature selection approaches in Table 5 and Table 6 . Even though the number of selected features of the proposed model are larger than that of other streaming feature selection approaches, the proposed model is also able to select a small number of features, especially in high-dimension microarray datasets. On the other hand, the OSFS, Fast-OSFS and SAOLA only selects a very small number of feature, it may miss some relevant features in final model and degrades their prediction performance. While proposed Bayesian streaming feature selection can achieves than the other five algorithms and selects a proper number of features in final model.
C. COMPARING BS-SFS TO STANDARD BAYESIAN PENALIZED MODEL
In this subsection, we compare the prediction performance of our method with standard Bayesian penalized model [23] which assume all the features are available in advance on high-dimensional datasets in Table 7 . We can observe that the proposed steaming feature selection method is able to achieve similar performance with standard Bayesian penalized model which optimize the model in the batch setting. It indicates that the proposed steaming feature selection model is able to identify important features in the steaming setting. Moreover, we also study the runtime of the proposed BP-SFS and standard Bayesian penalized model, Table 8 provides the runtime of the our method and standard Bayesian penalized model. We have found that the runtimes of the our method are less than standard Bayesian penalized method. This is reasonable since our model is able to discards a large number of features during the model training based rule 1(R1).
D. PARAMETER STUDY
According rule 1 (R1) in Algorithm 1, the feature will be discarded and never be optimized in the later step when |ρ(y, X j )| < c. Thus, we further study the effect of the parameter c in the proposed approach. We display the portion of discarded feature (discard rate) and corresponding prediction accuracy with different parameter c in Fig 1. When the value of the parameter c increases, the number of discarded features increases. It can discard a large number of irrelevant features when perform steaming feature selection in the proposed model. While the prediction performance is not sensitive to this parameter and the performance decreases only slightly when c = 0.05, 0.1, 0.15, 0.2. Thus, we are able to set a proper value of parameter c to improve the efficiency of Algorithm 1 while guarantee the prediction performance in the learned model.
E. DISCUSSION ON REGRESSION APPLICATION
Most previous streaming feature selection approaches focus on classification problems and they cannot directly applied for regression applications. As mentioned previous section, the proposed model is based on Bayesian penalized framework (1). Thus, it is more flexible and can be applied for different applications by employing different loss functions. In this subsection, we further evaluate the proposed model on regression problem by encoding the least square as loss function in the proposed framework (1) .
We use the wheat dataset [25] in this experimental study. This dataset includes 599 samples and 1279 features. The corresponding response is available in 4 different environments. We then the available observations into equally sized training and test sets. We randomly split the data set into a training set with 60% of whole data and 40% of samples as a test set. The experiments of each dataset runs 20 times. The MSE is used to evaluate the performance of a regression model and we compare our model with some standard regression models (Lasso, Ridge regression, Least Square regression). Notice that there standard regression models training the model on full feature space.
The prediction performances can be found in Table 9 . From this table, we can see that Lasso achieves best performance among four regression model and our model attain a comparable results compared with Lasso algorithms. The wheat dataset is high-dimensional data and it may includes a large number of irrelevant features. In addition, the proposed model and Lasso is sparse model which is able to select important feature subset. Thus, the proposed model and Lasso are outperform Ridge regression and Least square regression models.
V. CONCLUSION
In this study, we proposed a Bayesian penalized method for streaming feature selection problem. Motived by Grafting, our method adopts Bayesian regularization into penalized model which is able to updates regularization parameter based on the coefficients of the current model during training. VOLUME 7, 2019 In addition, our method can works for more general case of predictive model compared to many existing steaming feature selection models. The proposed method is evaluated on various high-dimensional microarray datasets. Experimental results show that the algorithm is competitive with many existing streaming and traditional feature selection algorithms.
