Abstracl-Support vector data description (SVDD) is a powInstead of estimating the density or quantile, a simpler task erfd kernel method that has been commonly used for novelty is to model the support of the data distribution directly. Tax and detection. While its quadratic programming formulation has the ~~i~ proposed the suppar, YeCtor data description (SVDD) . A well-known example in supervised pmbability machine (MPM) [I21 that is also based on the learning is the support vector machines (SVMs). The basic use of hyperplanes. A distinctive aspect of the single-class idea of kernel methods is to map the data from an input space MPM is that it can provide a distribution-free probability to a feature space F via some map 9, and then apply a linear bound. Specifically, given only the mean and covariance matrix procedure there. It is now well-known that the computations do of a distribution and without making any other distribunot involve p explicitly, but depend only on the inner product tional assumption, it seeks the smallest half-space Q(w, b) = defined in F, which in turn can be obtained efficiently from {z I w'z 2 b}, not containing the origin, that minimizes a suitable kernel function (the "kernel trick").
N is the number of training patterns. It thus becomes
Of the data. Computationally, this leads to a quadratic programwhen the data set is large. Inspired from the use of core-sets in ming (QP) problem, which has the important advantage that appmliimating the minimum enclosing ball problem in compu-the solution obtained is always globally optimal. Moreover, method that allows SVDD to scale better to larger data sets.
Most importantly, the proposed method has a time that dimensional data and can be easily kernelized by replacing the is only linear in N . Experimental results on hvo large real-world dot product between patterns with the corresponding kernel data sets demonstrate that the proposed method can handle data evaluation. sets that are much larger than those that Can be handled by Besides using a ball, one can also use a hyperplane. standard SVDD packages, while its approximate solution still SchGlkopf al. proposed the one.class SVM that separates the attains equally good, or sometimes even better, novelty detection performance. . A well-known example in supervised pmbability machine (MPM) [I21 that is also based on the learning is the support vector machines (SVMs). The basic use of hyperplanes. A distinctive aspect of the single-class idea of kernel methods is to map the data from an input space MPM is that it can provide a distribution-free probability to a feature space F via some map 9, and then apply a linear bound. Specifically, given only the mean and covariance matrix procedure there. It is now well-known that the computations do of a distribution and without making any other distribunot involve p explicitly, but depend only on the inner product tional assumption, it seeks the smallest half-space Q(w, b) = defined in F, which in turn can be obtained efficiently from {z I w'z 2 b}, not containing the origin, that minimizes a suitable kernel function (the "kernel trick").
the worst-case probability of a data point falling outside of In this paper, we will focus on the use of kernel methods Q. However, despite its interesting theoretical properties, the in novelty detection, in which one aims at differentiating single-class MPM has high false negative rate in practice [13], known objects (or normal pattems) from unknown objects and some uncertainty information on the covariance matrix is (or outliers) [4], [5] , [6] . There are a large number of real-required to alleviate this problem.
world novelty detection applications, such as the detection of While the QP formulations in both SVDD and one-class unusual vibration signatures in jet engines [7] or the detection SVM have the computational advantage of avoiding the probof new events from newswire stories in text mining [8] . As lem of local minimum, their runtime complexities are of only the positive information is available, novelty detection O ( N 3 ) , where N is the number of training patterns. In order is more challenging than supervised learning. Traditionally, to allow the QP to scale better to larger data sets, Scholkopf et novel pattems are detected by either estimating the density al. [ I I] suggested the use of a modified version of the sequenfunction of the normal patterns, or by tinding a small set Q tial minimal optimization (SMO) algorithm [l4]. However, as such that P ( x E ' 2) = a for some tixed a E (0,1] (quantile will be demonstrated experimentally in Section IV, a SMOestimation). However, both depend critically on the parametric based implementation of the one-class SVM can still suffer form of the density function, and can fail miserably when the from scale-up problems. parametric form is incorrect.
A more radical possibility to improve the scale-up behavior computing the approximate solution. The resultant core-set can be shown to be of size 0(1/~). Subsequently, the algorithm has a running time that is only linear in the number of points, and is thus readily scalable. However, despite the apparent similarity between the MEB problem and SVDD, these MEB algorithms cannot be readily applied to SVDD. A crucial distinction is that the MEB is required to enclose all data points in S, including even outliers. SVDD, on the other hand, allows outliers to remain outside the ball with the use of slack variables. Moreover, most existing algorithms for finding the MEB can only handle low-dimensional data, whereas SVDD has to operate in the possibly infinite-dimensional kernel-induced feature space.
Inspired by the MEB algorithms and the use of core-sets, we propose in this paper a procedure for speeding up SVDD. Most importantly, we will show that its running time is only linear in the number of training patterns (N), instead of the O ( N 3 ) complexity for standard SVDD. The rest of this paper is organized as follows. Section I1 first introduces SVDD.
Section I11 then describes our proposed speed-up procedure. Experimental results on two large, real-world data sets are presented in Section IV, and the last section gives some concluding remarks. Here, U E (0,l) is a user-provided parameter specifying an upper bound on the fraction of outliers. The corresponding dual problem is:
This is a quadratic programming problem in the N variables el,. . . , c u~. As mentioned in Section I, its solution is guaranteed to be globally optimal. By using the Karush-Kuhn-Tucker (KKT) kondition, the center can be obtained from the ai's as c = a,xi. Moreover, the radius R can also be computed by calculating the distance between c and any support vector xi on the boundary of the ball. On testing, a new pattern z will be predicted to be an outlier if its distance from the center c is larger than the radius; otherwise, it will be predicted as normal. Finally, notice that SVDD can be easily kernelized by simply replacing xixj in the computations by k(xi,xj). where k(.,.) is some suitable kernel function.
SCALING U P S V D D
In this Section, we borrow the idea of core-sets in the MEB algorithms to scale up SVDD. The basic procedure is as follows. First, we construct an initial core-set containing only one normal pattern (Section 111-A), and patterns are then added to it incrementally. Instead of using all N training patterns in SVDD's QP, we only use patterns in this core-set to form the QP (Section 111-B). By keeping the size of the core-set small (say, of size n << N), the computational complexity of each QP will be of O ( d ) << 0 ( N 3 ) . Moreover, as will be shown in Section 111-C, the number of iterations is independent of N, which then enables the proposed procedure to have a runtime complexity that is only linear in the number of training patterns, which is similar to the MEB algorithms discussed in Section I.
A. Initialization
There are two issues that have to be tackled on initialization.
First, we have to find a pattern that is very likely to be normal. A natural choice is to use the pattern in S that is closest to the sample mean. In the input space, this sample mean can be easily obtained as an explicit data vector. However, in the kernel-induced feature space, the sample mean can only be expressed as a linear combination of the N 9-mapped patterns (where 9 is the nonlinear mapping corresponding to zTo be a subset X S is ifcore-set of s if Bc,c,+e17 , S, will already &e O W ) time, defeating our goal of obtaining Thus, instead, we first randomly sample a fixed number (say, no) of patterns from S. Standard SVDD is then run on these n o patterns to obtain a ball with center E. Among these no patterns, the pattern z that is closest to E is picked.
Intuitively, this z is unlikely to be an outlier and so will be used in constructing the initial core-set. Moreover, as will be shown in Section 111-C, such initialization only takes linear time.
The second issue is on how to set the initial radius R1 of the ball. A small RI will be desirable so that the initial ball does not contain any outlier. Hence, we first randomly pick a pattern x from among those nu pattems above and then find the pattern y E S that is furthest from x. Define D = /Ix-yII. It is obvious that D 2 RMEB(S). where RMEB(S) is the radius of MEB(S). We then initialize R1 = D / k , where k > 1, such that RI is a small number. Moreover, note that
(1)
B. Iterative Procedure
After initialization, patterns will be added to the coreset incrementally. In the following, we denote the center, radius and the core-set at the ith iteration by ci. Ri and S, respectively. Moreover, as in traditional SVDD, we assume that the user will supply the value of U , which is an upper bound on the fraction of outliers.
The following iterative procedure is then taken:
Initialize RI and z as mentioned in Section 111-A. Set SI = {z},c1 = z and i = 1.
Find the set Pi of patterns in S that fall outside the 
> ( l + c ) R i } .
If the size of P; is smaller than U N , the expected number of outliers, then terminate. Othenvise, expand the core-set by including the pattern in Pi \ S; that is closest to ci. Denote the expanded core-set by &+I.
Run SVDD on $+I, and obtain the new center c;+l and radius Ri+l. 6) Enforce the constraint that
where 6 is a small, user-defined constant. In other words, the radius must increase by at least 6tRi at the ith iteration. As will be discussed in section 111-C, this constraint is crucial for bounding the time complexity. 7) Increment i by 1 and go back to Step 2.
C. Time Complexity
In the MEB problem, it can be shown that the number of iterations in a similar procedure as above is of O ( l / t 2 ) [I61 (or even O(l/e) when the furthest pattern is used in each iteration [171) . However, as mentioned in Section I, these results cannot be directly applied here because of the presence of slack variables in the SVDD formulation. Nevertheless, in this Section, we will still be able to show that the algorithm in Section 111-B has a time complexity that is only linear in the number of training patterns N . Consider first the initialization step. As no is fixed, both running the initial SVDD and the finding of z only take 0 ( 1 ) time. In determining the initial radius R I , the finding of y takes O ( N ) time. So, the total time required for initialization is O ( N ) .
At the ith iteration, Ri is increased by at least 6e
on using (1) and (2). Obviously, RMMEB(S) is an upper bound on the radius of the ball required. Therefore, the total number of iterations is no more than 2 = O(l/e).
At each iteration, one pattem will be added to the core- The total time for the whole procedure, including initialization and A4 = 0(1/t) iterations, is then:
( N ) + C O ( i N + i 3 )
For a fixed e, T is thus linear in N , instead of O ( N 3 ) in traditional SVDD.
IV. EXPERIMENT
In this Section, we perform experiments on two real-world datasets, the BioID Face Database' (Section IV-A) and the MNIST handwritten digits database4 (Section IV-B). In the sequel, we denote the proposed method by CSVDD, which stands for "Core-set Support Vector Data Description". It will be compared with two standard SVDD packages: the data description toolbox (dd-tools) and the SMO-based LIBSVM' all the experiments, we set ng in the initialization step to 20, k in ( I ) to 10, and 6 in (2) to 0.01~.
Several criteria are used to compare the novelty detectors. During training, we use 100 to 30,000 face images sampled from the 75,787 images generated above, and no non-face image is used. The test set consists of 2,000 face and 2,000 non-face images. We use the Gaussian kernel with U = 500. Moreover, v is always set to 0.05. When the training set is small, both dd-tools and LIBSVM are faster than CSVDD. This, nevertheless, is not surprising as CSVDD has to run ihe QP multiple times. In fact, under this situation, there is no scale-up problem and the standard SVDD packages should be the preferred choice. The real power of CSVDD, however, can be seen as the training set gets larger. This can be seen more clearly in Figure 2 , which shows that CSVDD then becomes significantly faster than the other two traditional SVDD approaches. With 6,000 or more training patterns, both dd-tools and LIBSVM cannot be run on the machine used in the experiment.
We then vary the value of e used in CSVDD. Table I1 shows that there is only very small difference in terms of novelty detection performance when L is changed in the range tested. However, as can be seen in (3). a smaller value of L leads to longer training time (Figure 2) . Figure 3 plots the size of the resultant core-set, which is the same as the number of iterations, with the value of e. As expected, the resultant coreset is only a very small subset of the training set, and its size also grows slowly with increasing training set size. Moreover, as discussed in Section 111-C, the number of iterations is of O(l/e), and this rising trend with l/t can also be clearly observed. 
B. MNIST Database
The second set of experiments is performed on the MNIST database, which contains 20x20 grey-level images of the digits 0,1, . . . ,9. In this experiment, we treat the digit one images as normal patterns and all others as outliers. Sample images are shown in Figure 4 . A total of 6,142 digit one images are used to form the training set, while the test set has 10,000 images. with 1,135 of them belonging to the digit one. Again, we use the same Gaussian kernel in (4), with c = 8, and also ,' U is set to 0.9. On this database, the LIBSVM package cannot converge to the correct solution, and so only dd-tools and CSVDD can be compared. Table 111 compares the novelty detection performance. It,can be seen that CSVDD is even more accurate than ddfools in terms of AUC error. Variations of the CPU time and size of the core-set with the number of training patterns are shown in Figures 5 and 6 respectively. Again, standard SVDD is faster than CSVDD when the data set is small. However, CSVDD becomes significantly faster on large data sets. With 3,000 or more training patterns, dd-tools cannot be run on the machine used in the experiment. Finally, other trends as discussed in Section IV-A can also be observed here.
V. CONCLUSION
In this paper, we proposed a scale-up algorithm for SVDD based on the idea of core-sets in computational geometry. Because of the close resemblance between SVDD and oneclass SVM, we will also explore extending our method to one-class SVM in the future.
