A test statistic is considered for testing a hypothesis for the mean vector for multivariate data, when the dimension of the vector, p, may exceed the number of vectors, n, and the underlying distribution need not necessarily be normal. With n, p → ∞, and under mild assumptions, but without assuming any relationship between n and p, the statistic is shown to asymptotically follow a chi-square distribution. A by product of the paper is the approximate distribution of a quadratic form, based on the reformulation of the well-known Box's approximation, under highdimensional set up. Using a classical limit theorem, the approximation is further extended to an asymptotic normal limit under the same high dimensional set up. The simulation results, generated under different parameter settings, are used to show the accuracy of the approximation for moderate n and large p.
Introduction
Suppose X k = (X k1 , . . . , X kp ) , k = 1, . . . , n, are independent, identically distributed random vectors. Assume
where F denotes a p-variate distribution with E(X k ) = µ and Cov(X k ) = Σ, Σ > 0. We are interested to test the hypothesis H 0 : µ = 0 when p > n and F is not necessarily normal. Recently, there have been some attempts to address the issue of high dimensionality, particularly for mean vector testing, with or without normality assumption. Läuter (2004) , for example, develops one sample tests based on spherical distributions using principal components of the design matrix; see also Läuter et al. (1998) . The test is constructed without subjecting the dimension or sample size to any serious restrictions; see also Srivastava and Du (2008) . Under normality, a modified version of Hotelling's T 2 , using the Moore-Penrose inverse, is considered by Srivastava (2007) , whereas a test for non-normal random vectors is given in Srivastava (2009) .
Some attempts to extend the one sample case to two or more independent groups have also been made. The earliest developments for two independent samples can be traced back to Dempster (1958) , which was then more elaborated and discussed in detail in Bai and Saranadasa (1996) . Bathke (2002) deals with the classical ANOVA set up for large number of independent groups, whereas a completely nonparametric approach is given in Bathke and Harrar (2008) . A comprehensive review of different multivariate approaches is given in Bathke, Harrar and Ahmad (2009) . For a comparison of high dimensional mean testing statistics, under normality assumption, see Kropf et al. (2009) .
Again under normality, a statistic is considered in Ahmad (2008, Ch. 2) to test a hypothesis of the form H 0 : Tµ = 0, where T is any matrix such that H 0 is a general linear hypothesis, see also . For T = I, where I is the identity matrix, H 0 reduces to H 0 , the hypothesis of our interest (see also Section 5). The test statistic is based on quadratic and bilinear forms composed of the random vectors X k , and is shown to follow a scaled chi-square distribution when n → ∞ and p is fixed where p may exceed n. The present manuscript evaluates the same test statistic to test H 0 under the standard high dimensional, (n, p)-asymptotics, i.e., assuming both n and p to be large inclusive of the case when p > n, or even p >> n. We, however, let n and p grow arbitrarily, and do not assume any relationship between them like, for example, p n → c ∈ (0, ∞). Under very mild and practical assumptions, we use the asymptotic theory of Ustatistics to show that the statistic still follows the same chi-square distribution asymptotically. Indirectly, it helps us establish the distribution of a quadratic form under high-dimensional set up, and hence re-state the well-known Box's approximation (Box, 1954) , based on the representation of a quadratic form as a weighted sum of single degree-of-freedom independent chi-square random variables.
The test statistic and its asymptotic distribution under the new set up are given in the next section. In Section 3, the performance of the modified approximation is evaluated through simulation studies for both test size and power. Section 4 is dedicated to a few important remarks regarding the proposed statistic. The results are summarized in Section 5.
2
For the model given in (1), X = 1 n n k=1 X k is an unbiased estimator of µ and, under H 0 : µ = 0,
is an unbiased estimators of Σ. To test H 0 , consider the statistic )
where
with A k = X k X k . Obviously, Q is the quadratic form of means, and E 1 is the mean of n independent quadratic forms. Since, E(A k ) = tr(Σ), without normality assumption (Searle, 1971, p 55) , where tr denotes the trace, therefore, E 1 is an unbiased estimator of tr(Σ), and so is Q, by the same argument. Further moments of Q and E 1 , without normality assumption, are summarized in the following proposition for further reference.
Proposition 2.1. For Q and E 1 , as defined in (4), we have
Cov(Q, E 1 ) = Var(E 1 ).
The proof is quite trivial and is therefore omitted. In fact, except computing Var(E 1 ) explicitly, the proof of Proposition 5 in holds without normality assumption (see also Section 4.2). Two main results determine the proof: E(A 2 kl ) = tr(Σ 2 ) and Cov(A kl , A m ) = 0, k = l, which can be trivially proved to hold without normality assumption (see also Rao and Kleffe, 1988, p 38) .
The formulation of T is a modification of the Wald statistic, nX Σ −1 X, for testing H 0 : µ = 0 when p can exceed n, where Σ is the maximum likelihood estimator of Σ, under normality (see, for example, Serfling, 1980, p 155) . Note that, the Wald statistic (or Hotelling's T 2 statistic) is constructed by standardizing the norm of the mean, ||X|| 2 , with an inverse of covariance matrix as a scaling factor. Since, for p > n, the problem stems from singularity of Σ, any statistic aimed at testing a hypothesis on the location parameter can not be constructed with such a standardization since the estimated covariance matrix is not invertible. The modification in (3) is, therefore, based on taking Σ out of the Wald statistic and reformulating the statistic by norming it with the trace, instead of inverse, of the covariance matrix.
How much is the off-set we have to offer for the modification? For large n, and large but fixed p such that p may exceed n, a detailed study of T for a one-sample high-dimensional test for the mean vector in a repeated measures set up is given in , where F is assumed multivariate normal. It is shown, theoretically and also supplemented with simulation results, that
as n → ∞, with f = E 2 /E 3 as an estimator of [tr(Σ)] 2 /tr(Σ 2 ), where
with A k and A l being quadratic forms, as defined above, and A kl = X k X l is a bilinear form. The estimators, E 1 , E 2 and E 3 , are shown to be unbiased and consistent for the respective traces. Further, the chi-square approximation of T is based on the following representation theorem of a quadratic form, combined with the Box's approximation (Box, 1954) .
Theorem 2.2. Let X ∼ N p (0, Σ) and let M be any symmetric, positive semidefinite matrix with r non-zero eigenvalues, r ≤ p. Then
where λ i are the eigenvalues of MΣ and the C i ∼ χ 2 1 are independent.
As the Box's approximation calls for (Box, 1954, Theorem 3 .1), we equate first two moments of A with those of a scaled, gχ
This gives
where r i=1 λ i = tr(MΣ) and
For more details, and a two-sample extension of T , see .
As the main objective of the present work, we evaluate T by relaxing the normality assumption, and show that its convergence to chi-square distribution still holds, and this approximation is valid even when p → ∞, not just for fixed p. This approximation of T , under high-dimensional, or (n, p)-asymptotics (see Fujikoshi et al., 2010, Chs. 5 & 8) , is established using the theory of Ustatistics. Thereby, as a side objective, we show that Theorem 2.2 also holds under high-dimensional set up. Theorem 2.6 gives the asymptotic distribution of T . For the proof of this theorem, we need to set some assumptions. Assumption 2.3. E(X 4 ks ) ≤ γ < ∞, ∀ s = 1, . . . , p, for some finite constant γ independent of p.
Assumption 2.3 states that the moments of the elements of random vector X k , up to order 4, exist and are finite. The finite fourth moment assumption is a somewhat natural replacement of normality, particularly when dealing with the computations which involve second moment of quadratic forms; see for example, Atiqullah (1962) , Rao and Kleffe (1988, Ch. 2), Wiens (1992) , Knight (1985) , and Srivastava (2009), to mention a few. Moreover, as will be shown in the proof of Theorem 2.6, Assumptions 2.3 and 2.4 help us establish the convergence of 1 p E 1 , whereas Assumptions 2.4 and 2.5 are needed to ensure that the asymptotic distribution of the U -statistic, used to prove Theorem 2.6, remains non-degenerate, even when p grows large.
Assumption 2.5 deviates from its usually adopted form in the literature for high dimensional set up where it is assumed that tr(Σ 2 )/p = O(1). In most cases it is assumed with even higher powers of Σ, at least up to 4; see for example Ledoit and Wolf (2002) , Srivastava (2007) , Fisher et al. (2010) , and Chen et al. (2010) . But it can be easily verified that tr(Σ 2 )/p shows a very bad behavior for many practical covariance structures when the dimension grows large. The ratio tr(Σ 2 )/p actually diverges to infinity very quickly in certain most important cases. For our purposes, i.e., to prove Theorem 2.6, it suffices to assume tr(Σ 2 )/p 2 > 0, but for most of practical cases, it can be shown that tr(Σ 2 )/p 2 = O(1), as p gets moderately large. As a typical example, let Σ = (1 − ρ)I + ρJ be the compound symmetric matrix, where I is the identity matrix, J is the matrix of 1s, and ρ is a constant.
Clearly, for ρ = 0, so that Σ = I, the ratio tr(Σ 2 )/p 2 will eventually vanish as p → ∞. This is an extreme case which does not allow any correlational structure of the variables. In fact, it can be shown that Assumption 2.5 is conveniently satisfied for a variety of practically useful covariance matrices, for example, compound symmetric, autoregressive of order 1, or unstructured matrix (see also Wolfinger, 1996) , except for the cases when the covariance matrix is singular or near singular.
We do admit here that there are practical cases where this ratio may converge to 0 for very large p, but this is mostly the case when Σ is singular, and the more intense the singularity of Σ is, the more rapid is its convergence to zero; see also Ahn et al. (2007) . Since we want to avoid zero convergence case for this ratio, we feel much safer to have Assumption 2.5 with divisor p 2 , instead of p. For a detailed study on the rationale of the assumptions frequently adopted in the current high-dimensional literature, see Ahmad et al. (2011) . Now, we prove the main theorem on the asymptotic distribution of T .
Theorem 2.6. Assume n, p → ∞. Then, under Assumptions 2.3 -2.5, the test statistic, T , as given in Equation (3), is distributed as χ 2 f /f with f estimated as E 2 /E 3 , where E 2 and E 3 are given in (9). Further, under the same set up, and using Hájek-Šidák Lemma (see Lemma 2.7 below), it can be shown that,
where E(T ) = 1, and Var(T ) = 2E 3 /E 2 is the sample estimator of
Proof Following the discussion around Theorem 2.2, we essentially need to prove that T can still be represented as a weighted sum of independent chisquare random variables, even when p → ∞ and the distribution is not normal. For this, we first note that
where A k = X k X k and A kl = X k X l . Then, we can write T in (3) as
with
where U n is a U -statistic with the symmetric kernel 1 p A kl , k = l; see for example Shao (2003, Ch. 3), and Lehmann (1999, Ch. 6 ). The asymptotic theory of U -statistics, introduced by Hoeffding (1948) , is quite rich and provides some nice results, also for random processes with dependent random variables; see for example Denker and Keller (1983) . A comprehensive review of the asymptotic results of U -statistics is given in Dehling (2006) ; see also Koroljuk and Borovskich (1994) . A general form of multivariate U -statistics is dealt with in Sugiura (1965) . For recent examples on the use of U -statistics theory in high-dimensional inference, see Ahmad et al. (2011) , and Zhang and Chen (2011), whereas a brief motivation for the use of (degenerate) U -statistics theory to deal with high-dimensional asymptotics is given in Section 4 (Remark 1).
We shall exploit this theory and show that U n , being an average of bilinear forms composed of independent random vectors, is approximately chi-square distributed even if p → ∞. This result, apart from being helpful in proving Theorem 2.6, is of great interest on its own. The steps of our proof closely follow the assertions of Shao (2003, p 174ff.) and Serfling (1980, Ch. 5) .
First, note the normalization of the kernel of U n by p which is essential to fix the approximating distribution based on Assumptions 2.4 and 2.5. For convenience, we can consider
. . , λ p to be the eigenvalues of Σ, then Assumptions 2.4 and 2.5 clearly refer to the eigenvalues of
reference, let us denote the p-scaled eigenvalues of
We begin by showing that the denominator of T , 1 p E 1 , converges, in probability, to j ν j which, by Assumption 2.4, is uniformly bounded away from 0 and ∞. To see this, note that E(E 1 ) = tr(Σ), also valid without normality assumption. Further, by Assumption 2.3, Var(E 1 /p) ≤ γ/n → 0, as n → ∞ since, by Cauchy-Schwarz inequality
The required convergence then follows immediately by Chebychev inequality. Now, we deal with E 0 in Equation (12).
, with ξ 0 = 0. For the present case, m = 2 and c = 1, 2, so that h 2 (·) = h m (·) = h(·). Now, since, under H 0 , E(Y k ) = 0, it implies that E(B kl ) = 0, and E(B 
so that the variance of U n becomes (Lehmann, 1999, p 368) Var(U n ) = 1
same as can be directly computed (see Equation (6) of Proposition 2.1). Given Equation (15), the three conditions on Var(U n ), as given in Serfling (1980, Lemma A, p 183), can be immediately verified using Assumption 2.5. For the present case with m = 2 and ξ 1 = 0, Equation (15) gives
Note that, since ξ 1 = 0, Condition (iii) can also be verified through a corollary as stated on page 185 in Serfling. Finally, using the projection method of Ustatistics, Condition (iii) and Equation (15) imply that
as n → ∞ (Serfling, 1980, p 189) ; see also Shao (2003, Lemma 3 .2, page 180). Clearly, under Assumption 2.5, Var(nU n ) is uniformly bounded, as p, n → ∞. Now, the theorem in Serfling (1980, p 194) gives the approximating distribution of U n , and hence eventually of the statistic T . We note that, the factor n in nU n is already available as a multiplier in Equation (12). Hence, with m = 2 and E(U n ) = 0, we have
under Assumption 2.5, where C j 's are independent chi-square random variables, each with single degree of freedom, and they are weighted with the eigenvalues ν j such that j ν 2 j = ξ 2 (see Shao, 2003, Theorem 3.5(ii) , p 180). Using (16), along with the convergence of 1 p E 1 , by Slutsky theorem (van der Vaart, 1998, Lemma 2.8, p 11), T in Equation (11) can be written as
with W = ∞ j=1 ν j (C j − 1) and K = ∞ j=1 ν j , as n, p → ∞, where K, under Assumption 2.4, is uniformly bounded away from 0 and infinity. For simplicity, let w j = ν j /K such that (17) can be represented as
which represents T similar to the representation of a quadratic form in Theorem 2.2, where ∞ j=1 w j = 1. This gives an exact analog of Theorem 2.2 for the case when p → ∞, and hence a similar version of Box's approximation can also be carried through. Since, E(W ) = 0 and Var(W ) = 2
which are exactly the same moments as obtained for T under normality with fixed p, i.e., the moments of χ 2 f /f for the approximation in (8). Now, it is also worth mentioning that, if we let p fixed but continue to relax normality, we can simply go through the same procedure as explained above such that the validity of the approximation (17) comes immediately. In fact, with p fixed, it is relatively easier to show the approximation since the asymptotic convergence of U n is directly applicable for n → ∞ without worrying about bounding the expressions for large p. This shows that the original approximation of T as given in for fixed p under normality, i.e., (8), is valid without normality assumption whether p is kept fixed or is allowed to grow with n. These results are summarized in Section 4 (see Remark 2). Clearly, using the properties of chi-square distribution, the approximation for fixed p can also be expressed as
as n → ∞. A similar approximation for the present case, with p → ∞, can be obtained using the following Hájek-Šidák Lemma (see Jiang, 2010, Example 6.6, p 183; Hájek et al., 1999, p 184) which eventually helps us prove the second part of Theorem 2.6.
Lemma 2.7. Let X 1 , X 2 , . . . be iid random variables with mean 0 and variance 1. Let a nj , 1 ≤ j ≤ n, be a sequence of constants such that max j a
Consider Approximation (18). Since, E(C j ) = 1, Var(C j ) = 2, therefore, in the notations of Lemma 2.7, X j = (C j − 1)/ √ 2. Define a j = w j / j w 2 j such that j a 2 j = 1 and max a 2 j → 0 as p → ∞. Then, by Lemma 2.7
as p → ∞. Obviously, to make T practically workable, we need to estimate unknown parameters used in the approximation. From w j = ν j / j ν j , and from Equation (20), we need to estimate j ν j , j ν (9)). Then, we can replace the sums in the approximation by their estimators if we can prove that they are also consistent with respect to the traces they estimate. This consistency for 1 p E 1 is already shown, which immediately leads to the consistency of 1 p 2 E 2 , under Assumptions 2.3-2.5, by the independence of quadratic forms involved in E 2 . For 1 p 2 E 3 , we note that,
by Cauchy-Schwarz inequality, and then the result follows from (13) and Assumption 2.5. Summing up the results, we have
where Var(T ) = 2E 3 /E 2 , when n, p → ∞, as needed to be proved.
Simulations
The test statistic is investigated through simulations under a variety of parameter settings, for both test size and power. Tables 1 and 2 , where I is the identity matrix, J is the matrix of ones, and σ 2 > 0 and ρ are constants, whereas the UN pattern refers to Σ = (σ ij ) p i,j=1 . For the simulations reported here, it is assumed that σ 2 = 1, ρ = 0.5 for CS, and σ ij = 1(1)p (i = j), ρ ij = (i − 1)/p (i > j), for UN. As is evident from Table 1 , the statistic is slightly liberal under CS structure and slightly conservative under UN structure for exponential distribution for n = 10, but the accuracy improves significantly for only a moderate increase in the sample size, i.e. for n = 20 and n = 50. For uniform distribution (Table  2) , the results are relatively better for n as small as 10, and improves for increasing n. Further, for any fixed n, the accuracy for both distributions remains intact for increasing p which shows the high-dimensional consistency of the test statistic. A similar performance of the statistic is also observed in power computations, as reported in Figures 1 (Exponential distribution) and 2 (Uniform distribution). The upper panel of each figure represents power curves for n = 10 with p = 50, 200, 1000 and the lower panel of each figure represents power curves for n = 50 with p = 100, 500, 1000. Further, within each of these panels, the left (right) part depicts power curves for CS (UN) covariance pattern. The nominal quantile for all power computations is fixed at 0.95, and δ represents the alternative hypothesis under which the power is computed. Note that this alternative hypothesis can be represented as µ = δ i p −1 , where µ = E(X),
, and δ i is the ith value of δ. We observe that the power of the test statistic is not only high, but increases for increasing dimension. We observe a discernably better performance under UN pattern than under CS pattern, particularly regarding increase in power for increasing dimension, which is somewhat clear given the eigenstructure of the two covariance patterns. Another significant difference, also present in the estimated test sizes, is the relatively better performance of the statistic for uniform distribution than for exponential distribution. This is also comprehensible tak- 4 Some Remarks
High dimensional asymptotics and U -statistics
As the convergence of the statistic to a weighted sum of independent chi-square random variables, as shown in (16), is the linchpin of the proof, it deserves a closer look. It is an interesting extension of the finite dimensional case of Theorem 2.2 to an infinite dimensional case that is the subject of this paper. This 13 fundamental result is based on an orthogonal expansion of the kernel 1 p h(X k , X l ) of the degenerate U -statistic, U n , in terms of orthogonal functions, represented as
where ν j 's and e j 's are, respectively, the eigenvalues and orthonormal eigenfunctions of h(X k , X l ). The validity of the approximation of T in (16) rests on certain conditions imposed on h(X k , X l ) in the expansion (22). First, from (14), we have ξ 1 = 0 and ξ 2 < ∞, where the former is known as the the condition of (first order) degeneracy of the kernel (Lee, 1990, p 78) , and the latter ensures, under Assumption 2.5, that the kernel is square-integrable, i.e. that the L 2 norm of its eigenvalues is finite. A brief but nice exposition of the theory is given in van der Vaart (1998, Ch. 12) . For more details, see Denker (1985) , Serfling (1980, Ch. 5) , Lee (1990, Ch. 3) , and Koroljuk and Borovskich (1994, Ch. 4) . A particularly interesting feature of the test statistic is that the degenerate kernel it is based upon is of order 2, and as van der Vaart (1998, p 168) puts it, the orthogonal expansion, like (22), of such a second order kernel is the most straightforward to comprehend, and which is guaranteed by the HilbertSchmidt theory of self-adjoint linear operators (see, for example, Reed and Simon, 1980, Theorem VI.16, p 203) . A detailed study of the theory of operators and their properties is given, for example, in Dunford and Schwartz (1963) , and Kreyszig (1978) .
Finally, the convergence of the expansion in (22) is in mean square, in the sense that
as p → ∞, i.e., the approximation corresponds to at most countably many eigenvalues (van der Vaart, 1998, p 168) . This L 2 -convergence helps us establish (16) as a modification to the result of Theorem 2.2 for p → ∞ and under non-normality. A more thorough treatment of this theory for its use in high dimensional inference is the subject of another manuscript.
Box's approximation
As briefly explained after Equations (19) and (20), the approximate limit distribution of the test statistic T (Theorem 2.6) is also valid if we keep normality assumption relaxed but assume p fixed, where p may also exceed n. This shows that the validity of T , and hence that of Box's approximation (Theorem 2.2) is valid for both n-asymptotics and for (n, p)-asymptotics, and whether F is assumed multivariate normal (as shown in , or F represents any multivariate distribution with finite fourth moment, as proved here under Assumptions 2.3-2.5.
2. Assume n → ∞ and p → ∞, and F is as in (1) for which Assumptions 2.3-2.5 are satisfied. Then
We notice that, for fixed p case, an explicit expression for Var(E 1 ) is not furnished in Proposition 2.1. In fact, a closer look at the proof of Proposition 5 in reveals that this variance is not needed to compute the moments of the test statistic using the delta method, as they originally used. However, in order to study the properties of estimators, one may need certain moments, and there is a plethora of literature on the moments of quadratic forms without normality assumption. Under the assumption of independence of X ks , s = 1, . . . , p, the variance of a quadratic form is given in Atiqullah (1962) without proof, a general proof of which is given in Seber and Lee (2003, p 10) and a proof for the central case is given in Placket (1960, p 16 ); see also Ohtaki (1990, Corollary A.2) . In fact, Theorem A.1 in Ohtaki (1990) is a very general result for the moments of quadratic forms replacing normality assumption with the assumption of finite moments of order up to order 4. For example, a substitution of n = 1 in this theorem trivially yields the multivariate version of Atiqullah's result which is more fitting for the computation of Var(E 1 ) directly. A brief sketch of the proof of the general theorem is given by Ohtaki (see page 89 of the manuscript) which shows that the proof is extremely straightforward. For more related work, see the references given in the context of Assumption 2.3 and the references cited therein.
Testing a general linear hypothesis
Although, for simplicity, the test statistic is discussed in the context of testing the usual multivariate hypothesis H 0 : µ = 0, one can, however, also use it to test a general linear hypothesis with certain hypothesis matrix defining the appropriate contrasts on the elements of the vector X k . For example, we may test H 0 : Hµ = 0, where H is a hypothesis matrix. For a unique representation, H 0 can be replaced with an equivalent hypothesis H 0 : Pµ = 0, where P = H(H H) − H , and (·) − denotes a g-inverse. The two-fold advantages of using P are that it significantly reduces the computational burden due to it being a projection matrix (symmetric and idempotent), and that it can help us impose a factorial structure on the random vector X k , so that the use of the statistic T can be extended to other hypotheses of interest, for example repeated measures profile analysis, or factorial structures for between effects, etc. Then, for this one-sample case, the hypothesis matrix P is either of the form P = I − hypotheses of interest. But in either case, C does not involve the dimension p. This immediately leads us to see that, for p → ∞, the statistic can be used to test either of these hypotheses. For some examples of the hypothesis matrix P used to test multi-factorial structure in a design, see .
Summary and conclusions
A statistic for testing the mean vector is presented when the dimension of the multivariate vector, p, may exceed the number of such vectors, n, and the underlying distribution need not necessarily be multivariate normal. Using the asymptotic theory of one-sample first-order degenerate U -statistics, the test statistic is shown to follow an approximate chi-square distribution, and based on a classical asymptotic result, eventually to an approximate normal distribution. The main result of the paper, Theorem 2.6, leads to a modified version of the Box's approximation for non-normal and high-dimensional multivariate data.
It is further illustrated, through simulation studies, that the statistic performs accurately, both in size estimation and power, for a moderate n and a very large p, and that the statistic maintains these properties for the most commonly used covariance structures. It is shown in simulation results, that the largeness of n for the validity of the approximation of the test statistic, for practical purposes, refers only to moderate sample sizes and the accuracy of the test statistic remains intact even when p grows much larger than n.
