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Abstract
We prove that the word problem for the group of dominoes is equivalent to the existence of
a directed tiling for the corresponding closed curve in the plane, which, in turn is equivalent
to the fact that the curve is “balanced”. This last property beeing decidable, the word problem
is also decidable. Moreover we prove that this result is transposable in any other regular grid
(hexagonal or triangular) and we partially extend it to “exact” tiles. c© 2002 Elsevier Science
B.V. All rights reserved.
1. Introduction
Conway [2] introduced a technique using in7nite 7nitely presented groups which
permits to answer the question whether a region of the plane is tilable by translation
of given tiles. This idea was developed later in numerous papers [7,5,3].
Consider a group Gs (s for square) de7ned by two generators a; b and relations
abba−1b−1b−1 = 1 and baab−1a−1a−1 = 1 which represent the contour words of verti-
cal and horizontal dominoes, respectively. It is easy to prove that if a region R of the
Z2-grid is tilable by dominoes then the contour word of R belongs to the group Gs.
In [2], it is proved that the converse is not necessarily true and the authors introduce
the notion of signed tiling which turns out to be the appropriate geometrical interpreta-
tion of the fact that a region has a contour word equal to 1 in the group Gs. Actually,
[2] proves that a region R of the plane has a contour word equal to 1 in the group Gs
i= it admits a signed tiling.
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Fig. 1. The chessboard like plane.
In this paper, we extend this result in several directions. Firstly we prove that this
result holds also for general closed curves. The case of general closed curves was
never considered before. Secondly, we extend the result to the di=erent regular lattices
of the plane, triangular and hexagonal ones. More precisely we prove that for the
three regular lattices, the three following properties are equivalent: (1) w=1 in the
considered associated group, (2) there exists a signed tiling with boundary w, (3) w
de7nes a balanced closed curve. As a consequence of the last property we get that
the word problem is decidable for each of the three considered groups. As far as we
know, it is a new result for the hexagonal case. Thirdly we propose a generalization
of the set of possible used tiles and get partial results in this case.
Section 2 is devoted to the square lattice and Section 3 to the hexagonal one. Sec-
tion 4 proposes a generalization and states a conjecture which provides an in7nite class
of groups for which the word problem should be decidable.
2. The 2-squares group Gs
2.1. Preliminaries
Let a Z2-grid which de7nes a tiling of the euclidian plane with unit squares called
cells. The plane is colored like a chessboard (see Fig. 1).
Consider the four letters alphabet A= {a; a′; b; b′} encoding, respectively, a unit
move on the right, on the left, upwards and downwards on the Z2-grid. A vertex
A∈Z2 and a word w on the alphabet A de7nes a curve on the Z2-grid starting
in A and following the moves given by the sequence of letters of w. The end of
this curve is denoted by A + w. If O is the origin of the grid, the curve is denoted
by Cw.
If w is a word on this alphabet, and x is a letter, we denote by |w| the length of w
and by |w|x the number of occurrences of x in w. The empty word is denoted 1.
If w is a word, w˜ is de7ned inductively as follows:
1˜ = 1; a˜= a′; b˜= b′; a˜′= a; b˜
′
= b;
if x is letter; w˜x= x˜w˜:
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   An horizontal domino
with (direct) contour word
          aaba-1a-1b -1
   A vertical domino
with (direct) contour word
          abba-1b -1b -1
Fig. 2. The two dominoes.
Two words w1 and w2 ar called conjugate if there exist words u and v such that
w1 = uv and w2 = vu. The conjugation is an equivalence relation and the equivalence
class of w will be denoted by [w].
A word w de7nes a closed curve i= |w|a= |w|a′ and |w|b= |w|b′ . A vertical domino
has a direct contour word which is a conjugate of abba′b′b′ depending on the starting
vertex and an horizontal domino has a direct contour word which is a conjugate of
aaba′a′b′. A directed domino is a domino with a 7xed choice of orientation of the
contour (Fig. 2).
Let us consider the 2-squares group Gs de7ned by two generators a and b and the
two relations
abba−1b−1b−1 = 1; aaba−1a−1b−1 = 1
which correspond, respectively, to direct contour words of vertical and horizontal domi-
noes. There is a morphism from A∗ onto Gs which maps letters a; b, respectively,
onto generators a; b, and a′; b′ respectively, onto the inverse of generators a; b. From
now on, we identify a′; b′, respectively, to their image in Gs, namely a−1; b−1. For two
words w1 and w2 we write w1≡w2 i= 1 and w2 have the same image in Gs by this
morphism.
Let =df aba−1b−1. This word is a direct contour word of a cell.
In a standard way, one associates to Gs a rewriting system, whose rules are the
following ones:
Rules of type (I)
aa−1 → 1; a−1a→ 1; bb−1 → 1; b−1b→ 1
and the reverse ones.
Rules of type (II)
w → w′ if ww˜′ ∈ [] ∪ [˜]:
We write w ∗→w′ i= w′ is obtained from w using the rewriting rules of Gs, and by
de7nition of Gs we have w
∗→w′ i= w≡w′. We are interested in the word problem for
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the group Gs, namely
is the property w ≡ 1 decidable?
In order to solve this problem we introduce some notions.
2.2. Balanced closed curves
First of all, let us de7ne the index of a cell and the index of a color according to a
closed curve C. Afterwards, “closed curve” means “bounded closed curve”. The index
of a cell c according to a bounded closed curve C, denoted by IC(c), is the number of
turns of C around cell c, taking into account the direct or undirect sense of the turns.
This index can be computed as follows: consider a vertical line  going up from
in7nity to the center of the cell and add the weights of all the directed unit segments
of C crossed by , a segment directed to the right or upwards has weight 1, a segment
directed to the left or downwards has weight −1.
We can generalize this notion to a 7nite set of directed unit segments of the Z2-grid
instead of a closed curve. Let S be a set of directed unit segments of the Z2-grid.
The index of a cell c according to S, denoted by IS(c), is the number of segments
of S crossed by a vertical line  going up from in7nity to the center of the cell, each
segment being counted with its weight.
For simplicity we will denote by Iw(c) the index ICw(c).
The index of a color i∈{black;white} according to a closed curve C, denoted by
IC(i) is the sum of the indices of the cells colored by i:
IC(i) =
∑
color(c)=i
IC(c):
Notice that since the curve is bounded only a 7nite set of cells have a nonnull index,
so the above sum is 7nite.
A bounded closed curve C is balanced if
IC(black) = IC(white):
The notion of balanced closed curve is introduced in [2] in a slightly di=erent but
equivalent way.
2.3. Directed tiling with boundary a closed curve C
Let C be a closed curve. A directed tiling with boundary C is a set D of directed
dominoes such that for every unit segment s of the Z2-grid, the sum of weights of the
directed segments of C with support s (with their multiplicity), denoted by WC(s), is
equal to the sum of weights of the directed segments of D with support s, denoted by
WD(s). An example is shown in Fig. 3.
If w is a word, for simplicity we will write Ww(s) instead of WCw(s).
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Fig. 3. A closed curve C and a directed tiling with boundary C.
2.4. Relations between tilings, balance, and the word problem
Theorem 1. Let w be a <nite word on the alphabet A such that Cw is a closed curve.
The three following properties are equivalent:
(i) w≡ 1,
(ii) there exists a directed tiling with boundary Cw,
(iii) Cw is balanced.
Before giving the proof of this theorem, we establish some lemmas. Let A be a
vertex of the Z2-grid. There is a unique cell with color i having A as a vertex and
located above A. The direct contour word of this cell is denoted by A(i). Notice that
the undirect contour word of this cell is −1A (i).
The 7rst lemma states some commutativity properties which are essential here.
Lemma 1. For every word u, every vertex A∈Z2, every color i∈{black;white}
(i)
A(i)u ≡ uA+u(i); −1A (i)u ≡ u−1A+u(i):
(ii) If Cu is a closed curve,
A(i)u ≡ uA(i); −1A (i)u ≡ u−1A (i):
(iii)
A(black)A(white) ≡ A(white)A(black) ≡ 1:
Proof. (i) For symmetry reasons we have only to consider A=O and i= black.
Thus A(i)= aba−1b−1. The proof is by induction on the length of u.
For |u|=0, the property holds.
For |u|=1, there are four cases to consider.
• u= a
We have to prove (aba−1b−1)a≡ a(ba−1b−1a). Obvious.
• u= a−1
We have to prove (aba−1b−1)a−1≡ a−1(ba−1b−1a).
Notice that for any letters x; y we have xyx−1≡ x−1yx.
Thus (aba−1b−1)a−1 = (aba−1)b−1a−1≡ (a−1ba)b−1a−1 = a−1b(ab−1a−1)≡ a−1b
(a−1b−1a). QED
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• u= b
We have to prove (aba−1b−1)b≡ b(ba−1b−1a).
(aba−1b−1)b≡ aba−1≡ bb−1aba−1≡ b(b−1ab)a−1≡ b(bab−1)a−1. QED
• u= b−1
We have to prove (aba−1b−1)b−1≡ b−1(ba−1b−1a).
(aba−1b−1)b−1≡ a(ba−1b−1)b−1≡ a(b−1a−1b)b−1≡ ab−1a−1≡ b−1b(a−1b−1a).
QED
For |u|¿1, let u= xv with x∈A. By induction hypothesis:
uA(i)= xvA(i)≡ xA+v(i)≡ (A+v)+x(i)x= A+xv(i)x= A+u(i)x. QED
The second equivalence of (i) is obtained straightforwardly from the 7rst one, com-
puting inverses of each member.
(ii) Clear from (i) since in the case when Cu is a closed curve, A(i)= A+u(i).
(iii) CA(i) is a closed curve, so from (ii) we get:
A(black)A(white) ≡ A(white)A(black):
Then A(black)A(white) has two possible values depending on the position of point A
with respect to black cells.
First case:
A(black)A(white)= (aba−1b−1)(ba−1b−1a)≡ aba−1a−1b−1a≡ 1.
Second case:
A(black)A(white)= (ba−1b−1a)(aba−1b−1)= ba−1b−1a(aba−1)b−1≡ ba−1b−1a(a−1
ba)b−1≡ 1.
The second lemma expresses an invariant property of the rewriting operation
Lemma 2. For every word w such that Cw is a closed curve, every rewriting w→w′
satis<es:
(i) Cw′ is a closed curve
(ii) Cw′ is balanced i= Cw is balanced.
Proof. (i) is clear, since every rewriting rule keeps invariant the di=erences between
the number of occurrences of a letter x and its inverse x˜.
(ii) One has to consider every rule. We just give the proof for one of them,
the other cases are similar. Consider the rule a→ b−1b−1abb. Let w=w1aw2 and
w′=w1b−1b−1abbw2.
As shown in Fig. 4, only two cells have their index modi7ed in this transformation,
namely the cells c1 and c2. We have
Iw′(c1) = Iw(c1) + 1 and Iw′(c2) = Iw(c2) + 1:
But one of the cells is black and the other one is white, so Cw′ is balanced i= Cw is
balanced.
The following lemma expresses the link between the number of white and black
cells in a region and the possible reduction of its contour word.
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Fig. 4. Modi7cation of indices.
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T
Fig. 5. A spanning tree.
Lemma 3. If Cw is a direct (resp. undirect) simple closed curve whose interior con-
tains p black cells more than white ones, then w≡ p (resp. w≡ −p). In other words,
if Cw is a simple closed curve, then w≡ Iw(black)−Iw(white).
Proof. Recall that = aba−1b−1. Suppose 7rstly that Cw is direct and let R be the
region inside Cw. Let D be a maximal set of disjoint dominoes inside Cw and let T
be the domain covered by dominoes of D.
If R=T , it means that there is an exact tiling of R, and it is well known [2,7] that
in that case, w≡ 1. Actually, in that case, Cw is balanced and p=0.
If T ⊂R, using only the edges of dominoes of D one can draw a tree which joins
the origin O and the noncovered cells of R (Fig. 5).
If we “cut” the domain T along the edges of the tree we get a word w′ such that
ww′ is a direct contour word of T starting in O (Fig. 6).
Since T is tiled by dominoes, one has ww′≡ 1. Thus
w≡w′−1:
We are to prove w′−1≡ p.
In order to make the reduction easier, we replace w′ by w′′ such that w′′≡w′ and
w′′ contains the undirect contour of each cell of R not covered by D as it is shown
in Fig. 7.
Now we use Lemma 1 to shift all the cells of R not covered by D at the origin O,
following the path drawn by w′′. If there are n + p black cells of R not covered by
88 D. Beauquier, J.-C. Fournier / Theoretical Computer Science 281 (2002) 81–97
Fig. 6. A direct contour word of T .
Fig. 7. Modi7cation of w′.
D and n white cells of R not covered by D, we get:
w′′≡ −(n+p)0 (black)−n0 (white)w′′′ where w′′′ is reducible to 1 using relations xx−1
≡ 1 for x∈A. We obtain 7nally:
w ≡ w′−1 ≡ w′′−1 ≡ n+p0 (black)n0(white) ≡ p0 (black) = p:
Suppose now that Cw is an undirect simple closed curve. Then Cw˜ is a direct simple
closed curve and thus:
w˜ ≡ p;
So w≡ −p.
Proof of Theorem 1. (i)⇒ (ii). Suppose w ∗→ 1. Each rewriting rule u→ u′ of type (I)
de7nes a directed domino whose directed contour word is uu′−1. Thus the reduction
w ∗→ 1 de7nes a set of directed dominoes S corresponding to rules of type (I) used in
this derivation. We claim that S is a directed tiling with boundary Cw.
Let wn be the word obtained after using n rules, and Sn be the corresponding set of
n directed dominoes obtained after n rules. Thus w0 =w and S0 = ∅. As a matter of
fact, for each segment s the value of Wwn(s)+WSn(s) is independent of n. Clearly a rule
of type (I) keeps Wwn(s) and WSn(s) unchanged. Concerning rules of type (II), take for
example the rule bab−1→ b−1ab (other cases are similar). There are six segments for
which Wwn(s) and WSn(s) may change, namely the boundary segments of the domino
de7ned by the rule. It is clear from Fig. 8 that for each of these six segments, the
value of Wwn(s) +WSn(s) is unchanged.
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Fig. 8. Modi7cation of segment weights.
Let N be the length of the derivation w ∗→ 1. The sum Ww0 (s)+WS0 (s) is thus equal
to WwN (s) +WSN (s).
But wN =1, so WwN (s)= 0. Moreover SN =S. Therefore, Ww(s)=WS(s) for every
s and the claim is proved.
(ii) ⇒ (iii). Let D be a directed tiling with boundary Cw. We will prove that the
closed curve Cw is balanced, i.e. Iw(black)= Iw(white).
Since for every segment s we have WD(s)=Ww(s), we can write:∑
color(c)=black
Iw(c)−
∑
color(c)=white
Iw(c)
=
∑
d∈D
[
Id(cd)− Id(c′d) +
∑
c =cd∧c =c′d
Id(c)
]
; (1)
where d represents a domino of D; cd ; c′d, respectively, its black and white cell,
and Id(x) represents the index of cell x according to the set of directed segments of
domino d. For each domino d we have Id(c)= 0 for c = cd ∧ c = c′d. On the other hand,
for each domino d; Id(cd)= Id(c′d). Thus from (1) we get the result.
(iii)⇒ (iv). Firstly a notation: for a non empty word u, we denote by <rst(u) its 7rst
letter, and by last(u) the rest of the word. Consider the following “loop algorithm”:
Begin
u := 1; v := w;
While v == 1 Do
u := u <rst(v);
v := last(v);
If u= u1u2, and u2 is a contour word of a simple closed curve Then
u2 ≡ Iu2 (black)−Iu2 (white) (Lemma 3)
u := Iu2 (black)−Iu2 (white)u1; (Lemma 1)(*)
EndIf
EndWhile
End
Clearly, at each passage in line (∗), we have uv≡w, and u has the form qu′ where
u′ is a simple open curve. So when the algorithm stops, one has that u is equal to some
q, and w≡ u. Thus using Lemma 2, Iu(black)− Iu(white)= Iv(black)− Iv(white)= 0.
On the other hand, Iu(black)− Iu(white)= q. So q=0 and then w≡ 1.
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Fig. 9. The hexagonal grid.
T1 T2 B1 B2 B3
Fig. 10. Five tiles.
3. The 3-hexes group Gh
In this section, we are interested in tilings of the hexagonal grid in the plane. We
prove that the results obtained for the square grid hold also for the hexagonal one.
The plane is here colored with three colors black; white; gray (Fig. 9) and the used
tiles are all the balanced 3-hexes [4]: 2 “triangles” and 3 “bars” (see Fig. 10).
The corresponding group Gh is de7ned by three generators a; b; c and the following
relations:
a2 = b2 = c2 = 1;
(ca)2(bc)2(ab)2 = 1 (T1);
(ab)2(ca)2(bc)2 = 1 (T2);
(ca)3b(ca)3b = 1 (B1);
(ab)3c(ab)3c = 1 (B2);
(bc)3a(bc)3a = 1 (B3):
Actually this set of relations is not minimal, relations T2; B2 and B3 for example can
be deduced from the other ones. Fig. 11 gives a geometric view of these dependencies
(hexagons are represented as black points).
The notions de7ned in Section 2 can be easily transposed. Since there are three
colors, there are three indices of a closed curve, one for each color.
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B1 from B 2 and T1
B 1
B 2
T 1
T 2 from B 2 and T1
T 1
T 2
B 2
T 1
B 3
B3 from B 2 and T1
B 2
Fig. 11. Dependencies between tiles.
A closed curve is balanced if IC(black) = IC(white) = IC(gray). Here is the hexag-
onal version of Theorem 1:
Theorem 2. Let w be a <nite word on the alphabet {a; b; c} such that Cw is a closed
curve on the hexagonal grid. The three following properties are equivalent:
(i) w≡ 1,
(ii) there exists a directed tiling with boundary Cw,
(iii) Cw is balanced.
Proof. The proof follows the same main steps as for Theorem 1. We give a sketch
of it.
Proof of Lemma 1 in the hexagonal case. For Lemma 1, the only thing to prove is the
7rst part transposed for hexagons. For each vertex A of the hexagonal grid, for each
color i∈{1; 2; 3}, let us denote by $A(i) the direct contour word starting in A of the
unique hexagon colored by i and having A as a vertex.
Claim. $A(i)u≡ u$A+u(i) for every word u∈{a; b; c}∗.
We just prove the property for |u|=1 and A=O:
• u= a:
We are to prove (abc)2a≡ a(bca)2. Obvious.
• u= b:
We are to prove (abc)2b≡ b(abc)2.
We have
(abc)2b= (abcab)cb ≡ (babacbaba)cb using B1
= bab(acbabacb) ≡ bab(cabc) = b(abc)2 using T1: (See Fig: 12:)
• u= c:
We are to prove (abc)2c≡ c(cab)2. Obvious.
Proof of Lemma 2 in the hexagonal case. Nothing special to notice. The proof goes in
the same way.
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Fig. 12. Shift of a cell.
Proof of Lemma 3 in the hexagonal case. The hexagonal version of the Lemma is as
follows:
If Cw is a direct (resp. undirect) simple closed curve whose interior contains p
black cells more than white ones, and q white cells more than gray ones then
w ≡ $p+q0 (black)$q0(white) (resp: w ≡ $−q0 (white)$−p−q0 (black)):
The idea of the proof is the same: every cell is “shifted” to the origin and Lemma 1
is used.
As a corollary of Theorem 2, we get:
Proposition 1. One can decide whether a given word w is equal to 1 in the group Gh.
4. Generalization: the group Gp
There exist three regular polygons which tile the plane by translation: triangles,
squares and hexagons. If we consider a triangular tiling as in Fig. 13 and the associated
group Gt with generators a; b; c and relations ab= ba; bc= cb; ca= ac, the results
of Theorems 1 holds too, and are easy to prove since Gt is an abelian group.
At this point, one can conjecture that these three results for Gs; Gh ; Gt are particular
cases of a more general one.
Consider a regular tiling of the plane, for example the square one. A polyomino is a
simply connected set of unit squares (two squares are connected if they share at least
one vertex). Choose a polyomino tile p which tiles the plane by translation. Such a
tile is called an exact tile. In [1], it is proved that the exact tile p admits a contour
word of the form uvwu˜v˜w˜ (see Fig. 14).
Consider a periodic tiling T of the plane with translated copies of p such that p
is adjacent to 6 copies of itself (the adjacency may be reduced to a vertex). Such a
tiling is called a 6-periodic p-tiling. Provide colors 1; 2; : : : ; n to the n squares of p
and extend this coloration to the tiling T (Fig. 15).
We have the following property:
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Fig. 13. A triangular grid.
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Fig. 14. An exact tile.
Lemma 4. Let p be an exact tile. Consider a plane colored by a 6-periodic p-tiling.
Every polyomino q of the colored plane which contains exactly one square of each
color is also an exact tile.
Proof. Let W be a translation vector of T. Denote by qW the translated image of q
in translation W . Then q and qW have no common unit square. Actually, suppose a
square c belongs to q and qW . Then squares c and cW belong to qW , but these squares
have the same color, impossible. Let q′ be a translated copy of q which intersects p.
Consider the sets A=p∩ q′; B=p\q′ and C = q′\p. Thus p=A∪B and q=A∪C.
By [1], we know that there exist two independent vectors U and V such that the plane
is the disjoint union of the copies pkU+k′V =(A∪B)kU+k′V for k; k ′ ∈Z. It is easy to
prove that the plane is also the disjoint union of the copies q′kU+k′V =(A∪C)kU+k′V
for k; k ′ ∈Z. Thus q′ is also an exact tile.
Let p be an exact tile with direct contour word uvwu˜v˜w˜; T be a 6-periodic p-tiling
of the plane and let ( be the starting point of u on the boundary of p. Let c be a
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Fig. 15. (a) An exact tile p; (b) a 6-periodic p-tiling.
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Fig. 16. c; cU and cV .
square of p which contains the vertex (. There are two vectors U and V such that
translated copies of c, respectively, cU and cV , are adjacent to p (see Fig. 16).
Thus using Lemma 4, pU =p\{c}∪ {cU} and pV =p\{c}∪ {cV} are exact tiles.
Denote by 〈p〉 the set of three tiles {p;pU ; pV} (Fig. 17).
Consider the group Gp with generators a; b and relations q=1 for the contour words
q of the three tiles in 〈p〉.
The notions of directed tiling by 〈p〉 with boundary Cw, closed balanced curve Cw,
are de7ned as before. It is easy to prove using the same technics as in theorem 1 that:
Lemma 5. Let C be a closed curve with contour word w.
(1) w=1 in the group Gp implies there exists a directed tiling with boundary Cw,
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Fig. 18. A one step move of a colored cell.
(2) if there exists a directed tiling with boundary Cw then Cw is a closed balanced
curve.
Finally we prove the following statement:
Lemma 6. Consider a plane colored by a 6-periodic p-tiling. If a closed curve C is
balanced, there exists a directed tiling by 〈p〉 with boundary C.
Proof. Consider the square c used to de7ne 〈p〉. Denote by c+ (resp. c−) the square
c oriented in a positive (resp. negative) way, and use the same notation for general
tiles.
Starting with c+, if we cover it with the oriented tile p− and cover p− with p+U
as shown in Fig. 18 we get c+U , in the sense that for each segment s in the plane:
Wc+∪p−∪p+U (s)=Wc+U (s).
The same holds for vector V . It means that iterating the process, one can “move” an
oriented square from one place into any other place with the same color in the plane
(with the same orientation).
Now, consider the simpler case when C is a simply closed balanced curve with
positive orientation. Let r be the number of squares with a given color inside C.
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With respect to the weight of segments, C can be looked as the union of its squares
oriented positively. Thus each square inside C is “moved”, using tiles of 〈p〉 to the
unique cell of the same color in p. Let P be the directed tiling composed with the
directed tiles of 〈p〉 used for these moves. We complete P by adding r copies of p−
over p.
We have W (C∪P)(s)= 0 for every segment s. Thus C is the boundary of the
directed tiling P− obtained from P by changing the orientation of tiles in P.
If we consider now the general case for C, we decompose C into a union of loops
by the following “loop algorithm” similar to the one used in Section 2, where u is a
contour word of C:
Begin
) := 1; * := u; D := ∅
While * =1 Do
) := )<rst(*);
* := last(*);
If )= )1)2, and )2 is a contour word of a simple closed curve Then
D := D∪{ the loop with directed boundary )2}
) := )1
EndIf
EndWhile
End
Let d be the index of each color with respect to C. We move each square of each
loop in D onto the one in p with the same color and the same orientation using
oriented tiles of 〈p〉. Let P be the resulting tiling. We add to P d copies of p−
if d¿0 or −d copies of p+ if d60. Let P− be the directed tiling obtained by
changing the orientation of tiles in P. Due to the construction it appears that P− has
boundary C.
Thus there is only one missing link to prove Theorem 1 in the general framework
we give here. We conjecture that this missing link “A closed curve Cw is balanced
implies w=1 in group Gp” holds. In that case, we would obtain an in7nite family of
groups for which the word problem is decidable. Notice that these groups do not fall
in the class of small cancellation theory for which the decidability is known [6].
Remark. One can notice that
• Gs is exactly Gp where p is a domino d of the square grid which tiles the plane
with a 6-periodic d-tiling, but one of the dominos dU or dV is the same as d,
• Gh is exactly Gp where p is the 3-hexe T1 of the hexagonal grid which tiles the
plane with a 6-periodic h-tiling. Here T1U and T1V are respectively, T2 and B1, (or
B2, or B3 depending on the chosen tiling and the chosen vectors). But due to the
regularity of T1 it turns out that one relation can be deduced from the two others
(Fig. 11).
• Gt is a degenerated case, here there is no 6-periodic t-tiling.
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