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In this paper we introduce and solve the partially observed optimal stopping non-
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1 Introduction
There has been much recent effort concerned with partially observed non-
linear stochastic and dynamic games in both continuous and discrete time
[8,7,3]. One important class of partially observed stochastic control problems
are those with a risk-sensitive (or integral of exponential type) cost criterion.
These risk-sensitive problems are important because under certain parameter
limits both risk-neutral and dynamic game problems can often be recovered.
The solutions for the linear/quadratic risk sensitive stochastic control prob-
lem with incomplete state information in discrete-time and continuous-time
were given in [11,12] and [3] respectively. In [7] a solution to the partially ob-
served non-linear risk-neutral stochastic control problem in discrete-time was
developed through the information state approach and an appropriate sepa-
ration principle and dynamic programming equations given. This information
state approach was applied to the partially observed non-linear risk-sensitive
stochastic control problems in [8] where again a separation principle and dy-
namic programming equations are established (and connections with dynamics
games and conditions for certainty equivalence given).
In the standard optimal control problem, the controller is designed to influ-
ence the state dynamics, but must operated over a prescribed time-horizon.
If the controller is allowed to select the final time-horizon then the problem
is known as an optimal stopping time and control problem (also sometimes
known as a “leavable control” problem). Typically, in the optimal stopping
control problem, the controller is allowed the choose the stopping time in a
closed loop manner and does so to balance the cost of stopping at a particular
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time instant against the cost of continuing. Although, it may seem that the
optimal stopping and control is only a special case of the general optimal con-
trol problem (perhaps by incorporating the stopping action into the control
space), posing within the standard formulation - if even possible - would hide
important aspects of the solution structure. For example, in a simpler con-
text, the fully observed optimal stopping control problem leads to variational
inequality type solutions that require particular analysis tools [1].
Even through partially observed variants of the optimal stopping control
problem seem quite important (including applications such as the pricing of
real/American stock options, target tracking and trajectory planning prob-
lems) little effort appears to have been devoted to these problems.
The nature of the contribution here is also highlighted by considering recent
publications in the related area of optimal switching control (optimal stopping
control is a specific case of these types of problems)[13,14]. The apparent state-
of-the-art solution to the optimal switching control problem consists of a two-
state optimisaton approach involving a computationally expensive search over
candidate switching instants [14]. Using the ideas presented here, the optimal
timing of these events can be found in feedback form involving only slightly
more complexity than a standard non-linear optimal control problem.
Our motivation for considering the partially observed optimal stopping and
control problem stems from guidance and trajectory design problems that have
natural optimal stopping features and are not suited to fixed finite-horizon
formulations.
The first paper in the area of partially observed optimal stopping and control
appears to be [9], where a continuous-time partially observed optimal stopping
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control problem is considered that involves the tracking control of Brownian
motion using a bounded control term whose gain is partially observed through
the state process. The authors point out that the problem conceptually in-
volve three aspects: estimation, control and stopping. The simple nature of
the problem considered in [9] allows for a certainty equivalence principle to
be established and the mixed control/stopping problem to be separated into
a pure optimal control problem and a pure optimal stopping problem. Such
certainty equivalence results do not appear to hold in general and typically the
estimation, control and stopping aspects of the problem must be considered
together.
In this paper we extend the results of [8,7] to the discrete-time partially ob-
served optimal stopping non-linear risk-sensitive stochastic control problem.
A key difference here is that the optimal stopping and control problem re-
quires a three-way separation principle. We developed dynamic programming
equations in an infinite dimensional information state and establish an ap-
propriate separation principle (between the estimation problem, the control
problem and the stopping problem). The dynamic programming equations for
the risk-neutral variant of the problem are also established.
This paper is organised as follows: In Section 2, the discrete-time partially ob-
served non-linear risk-sensitive optimal stopping control problem is introduced
and an appropriate information state is developed. In Section 3, dynamic pro-
gramming equations and a verification theorem are established that demon-
strate a separation principle exists for this optimal stopping control problem.
In Section 4, the partially observed risk-neutral optimal control stopping prob-
lem is introduced followed by appropriate dynamic programming equations.
Finally, in Section 6, some conclusions are given.
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2 The Risk-Sensitive Optimal Stopping Problem
2.1 Dynamics
We shall consider discrete-time dynamics with additive noise present in both
the state and observation processes. Initially, consider a probability space
(Ω,F , P u) where ω ∈ Ω, F is a σ-algebra on Ω and P u(ω) : Ω → R is a
probability map. We begin to introduce the risk-sensitive optimal stopping
stochastic control problem by considering the following non-linear discrete-
time system defined on this probability space:
xk+1= a(xk, uk) + wk
yk+1= b(xk) + vk (1)
Here xk ∈ RN represents the state of the system and is not directly mea-
sured but it is assumed x0 has known density ρ(x) = (2pi)
−N/2 exp(−1/2|x|2).
Although more complicated densities can be considered (that have a certain
compactness properties), for simplicity of presentation we consider only gaus-
sian densities. The state noise {wk} is a RN valued i.i.d noise sequence with
density ψ(w) = (2pi)−N/2 exp(−1/2|w|2). The observation process yk ∈ R is
measured and can be used to select control actions uk (and to decide whether
to continue or stop the process). The observation noise {vk} is a real valued
i.i.d noise sequence with density φ(v) = (2pi)−N/2 exp(−1/2|v|2). Further,
we assume that a ∈ C1(RN × RM , RN) and b ∈ C(RN) are bounded and
uniformly continuous.
Let Gk and Yk denote the complete filtrations generated by (x0, . . . , xk, y0, . . . , yk)
and (y0, . . . , yk) respectively. The controls uk take values in U ⊂ RM , assumed
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compact, and are Yk measurable. We write Uk,` for the set of admissible control
processes defined on the interval [k, `].
Let us assume a discrete-time horizon [0, T ] where T > 0 is the maximum
allowable stopping time. Let τ denote a stopping time τ : Ω → [0, T ] such
that {ω : τ(ω) ≤ k} ∈ Yk for all k (that is, τ is Yk measurable). See [4, Page
133] for a discussion of stopping times. Throughout this paper we assume that
(1) describes the dynamics on the discrete-time interval [0, τ ] where τ ≤ T .
We introduce an equivalent probability measure P¯ under which {yk} is i.i.d.
with density φ, independent of {xk} and x satisfies the first equation of (1).
For τ ∈ [0, T ] and u ∈ U0,τ−1, the original probability measure can be defined
in terms of this equivalent measure by setting the restriction of the Radon-
Nikodyn derivative to Gk equal to Zk as follows [6]:
dP u
dP¯
∣∣∣∣∣Gk = Zk = Π
k
`=1Ψ(x`−1, y`) where Ψ(x, y) =
ψ(y − b(x))
ψ(y)
.
2.2 Cost
The cost function for the optimal stopping risk-sensitive control problem for
admissible τ ∈ [0, T ] and u ∈ U0,τ−1 is defined by
J(u, τ) = Eu
[
exp
µ

(
τ−1∑
`=0
L(x`, u`) + Φ(xτ )
)]
(2)
and the partially observed optimal stopping risk-sensitive stochastic control
problem is to find τ ∗ ∈ [0, T ] and u∗ ∈ U0,τ∗−1 such that
J(u∗, τ ∗) = min
τ∈[0,T ]
inf
u∈U0,τ−1
J(u, τ)
6
To ensure the control problem is well posed, and to allow use of the results of
[8], we make the following assumptions. These assumptions can be relaxed in
various ways, for example by linear growth type assumptions, but these relax-
ations would make the presentation here more complicated (see [2] for some
discussion of alternative formulations of the discrete-time non-linear optimal
control problem).
We assume:
(1) L ∈ C(RN ×RM) is nonnegative, bounded, and uniform continuous.
(2) Φ ∈ C(RN) is nonnegative, bounded, and uniform continuous.
The cost can be rewritten in terms of the reference probability measure as
J(u, τ) = E¯
[
Zτ exp
µ

(
τ−1∑
`=0
L(x`, u`) + Φ(xτ )
)]
(3)
Remark 1 The parameter µ > 0 is the risk-sensitive parameter. Under our
assumptions, the cost function is finite for all µ > 0.
2.3 Information State
We consider the space L∞(RN) and its dual L∞∗(RN), which includes L1(RN);
see [10] for an introduction into vector space concepts. Let us introduce the
〈., .〉 notation to denote the operation of ν ∈ L1(RN) and η ∈ L∞(RN) as
〈ν, η〉 = ∫RN ν(x)η(x)dx.
We now define an information state process σk ∈ L∞∗(RN) by
〈σk, η〉 = E¯
[
η(xk) exp
(
µ

τ−1∑
`=0
L(x`, u`)
)
Zk
∣∣∣∣∣Yk
]
(4)
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for all test functions η in L∞(RN), for k = 1, . . . , τ and σ0 = ρ ∈ L1(RN). We
introduce the bounded linear operator Σ : L∞(RN)→ L∞(RN) defined by
Σ(u, y)ν(ξ) =
∫
RN
ψ(z − a(ξ, u))ν(z)dz exp
(
µ

L(ξ, u)
)
Ψ(ξ, y). (5)
The bounded linear adjunct operator Σ∗ : L∞∗(RN) → L∞∗(RN) adjunct to
Σ is defined by 〈Σ∗ζ, η〉 = 〈ζ,Ση〉 for all ζ ∈ L∞∗(RN), η ∈ L∞(RN).
The following theorem establishes that σk is in L
1(Rn) and its evolution is
governed by the operator Σ∗ given as follows
Σ∗(u, y)σ(z) =
∫
RN
ψ(z − a(ξ, u)) exp
(
µ

L(ξ, u)
)
Ψ(ξ, y)σ(ξ)dξ. (6)
Theorem 2 The information state σρk satisfies the recursion
σρk = Σ
∗(uk−1, yk)σ
ρ
k−1 for k ≤ τ
σ0 = ρ.
(7)
Further, σρk ∈ L1(RN) since ρ ∈ L1(RN) and Σ∗ maps L1(RN) into L1(RN).
PROOF. Essentially the same result is proven in [8] following the steps of
[7]. We repeat the proof here.
Consider for any test function η ∈ L∞(RN). Then
〈σρk, η〉= E¯
[
η (a(xk−1, uk−1) + wk−1) exp
(
µ

L(xk−1, uk−1)
)
Ψ(xk−1, uk)
exp
(
µ

k−2∑
`=0
L(x`, u`)
)
Zk−1
∣∣∣∣∣Yk
]
= E¯
[ ∫
RN
η (a(xk−1, uk−1) + w) exp
(
µ

L(xk−1, uk−1)
)
Ψ(xk−1, uk)
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exp
(
µ

k−2∑
`=0
L(x`, u`)
)
Zk−1ψ(w)dw
∣∣∣∣∣Yk
]
=
〈
σρk−1,
∫
RN
η(a(., uk−1) + w) exp
(
µ

L(., uk−1)
)
Ψ(., uk)ψ(w)dw
〉
= 〈σρk−1,Σ(uk−1, yk)η〉
= 〈Σ∗(uk−1, yk)σρk−1, η〉 (8)
This holds for all test functions η ∈ L∞(RN) hence the recursion result follows.
The fact that Σ∗ maps L1(RN) in L1(RN) follows from (6) and the assumed
properties of ψ, Ψ and L. 2
The operator Σ actually maps Cb(R
N) into Cb(R
N) and hence we can define
processes νk(τ) ∈ Cb(RN) for each τ ∈ [0, T ] by
νk−1(τ) = Σ(uk−1, y)νk(τ) for 0 ≤ k < τ
ντ (τ) = exp
(
µ

Φ
)
for k = τ.
(9)
From the definition of the adjunct, (7) and (9) it is straightforward to establish
the adjoint relationships 〈σk, νk(τ)〉 = 〈σk−1, νk−1(τ)〉 for 1 ≤ k ≤ τ.
2.4 Alternative Representation of the Cost
Let us introduce the following alternative representation of the cost associated
with the new process σk:
K(u, τ) = E¯
[
〈στ , exp µ

Φ〉
]
. (10)
Theorem 3 We have that for all τ ∈ [0, T ] and u ∈ U0,τ−1
J(u, τ) = K(u, τ) (11)
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PROOF. By (7) and (3) and conditional expectation properties [6, Page
331]. 2
Remark 4 The partially observed optimal stopping problem has now be rewrit-
ten as a fully observed (in state σk) but infinite dimensional optimal stopping
control problem. The dynamics of the information state are governed by (7)
and the cost given by (10).
Remark 5 Note that the forward information state for this partially observed
optimal stopping risk-sensitive control problem has the same structure as for
the finite horizon version of this problem; however, an adjunct information
state process is required for each of the possible stopping times.
3 Dynamic Programming for Risk-sensitive Optimal Stopping
The alternative partial observed optimal stopping control problem can now
be solved using dynamic programming. Consider the state σk on the interval
k, . . . , τ for τ ≤ T with initial condition σk = σ ∈ L1(RN):
σ` = Σ
∗(u`−1, y`)σ`−1 for k + 1 ≤ ` ≤ τ
σk = σ.
(12)
The corresponding value function for this problem is defined for σ ∈ L1(RN)
and k ∈ [0, T ] by
S(σ, k) = min
τ∈[k,T ]
inf
u∈Uk,τ−1
E¯ [〈σk, νk(τ)〉|σk = σ] . (13)
10
Theorem 6 The value function S(σ, k) satisfies the (backward) dynamic pro-
gramming recursion
S(σ, k) = min
(
〈σ, exp µ

Φ〉, infuk∈U E¯ [S(Σ∗(uk, yk+1)σ, k + 1)]
)
S(σ, T ) = 〈σ, exp µ

Φ〉.
(14)
PROOF. Let
S¯(σ, k, τ) = inf
u∈Uk,τ−1
E¯[〈σk, νk(τ)〉|σk = σ] (15)
defined for k ≤ τ . We notice that S¯(σ, k, τ) is value function for the partially
observed finite horizon risk-sensitive stochastic control problem with horizon
τ .
Hence, it follows from the dynamic programming result established in [8] that
S¯(σ, k, τ) is given by the following dynamic programming equation
S¯(σ, k, τ) =

〈σ, exp µ

Φ〉 if k = τ
infuk∈U E¯[S¯(Σ
∗(uk, yk+1)σ, k + 1, τ)] if k < τ
Now noting that
S(σ, k) = min
τ∈[k,T ]
S¯(σ, k, τ) (16)
and considering the τ = k possibility directly we have
S(σ, k) = min
(
〈σ, exp µ

Φ〉, min
τ∈[k+1,T ]
inf
uk∈U
E¯
[
S¯(Σ∗(uk, yk+1)σ, k + 1, τ)
])
.
Then using (15) on the second term in the minimisation we obtain
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S(σ, k)=min
(
〈σ, exp µ

Φ〉, min
τ∈[k+1,T ]
inf
uk∈U
E¯
[
inf
u∈Uk+1,τ−1
E¯ [〈Σ∗(uk, yk+1)σ, νk+1(τ)〉]
])
.
=min
(
〈σ, exp µ

Φ〉, inf
uk∈U
E¯
[
min
τ∈[k+1,T ]
inf
u∈Uk+1,τ−1
E¯ [〈Σ∗(uk, yk+1)σ, νk+1(τ)〉]
])
.
Here the order of the infimum and minimum operations can be interchanged
as can the order of the expectation and minimum operations (from the lattice
property of τ [5, Lemma 16.11]).
Hence, using (13) we have
S(σ, k) = min
(
〈σ, exp µ

Φ〉, inf
uk∈U
E¯ [S(Σ∗(uk, yk+1)σ, k + 1)]
)
as required. 2
3.1 Verification
Theorem 7 Let σρk denote the information state sequence given by (7) ini-
tialised by σρ0 = ρ. Suppose that τ
∗ ∈ [0, T ] is the smallest time index k
such that S(σρk, k) = 〈σρk, exp µΦ〉 and further suppose that u∗ ∈ U0,τ∗−1 is a
control policy so that, for each k = 0, . . . , τ ∗ − 1, u∗k = u¯k(σρk) where u¯∗k(σ)
achieves the minimum in (14). Then τ ∗ ∈ [0, T ] is the optimal stopping time
and u∗ ∈ U0,τ∗−1 is the optimal control policy for the partially observed optimal
stopping risk-sensitive stochastic control problem.
PROOF. Parts of this proof follow the ideas used in the verification lemma
presented in [8,7].
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Define for τ ∈ [0, T ] and u ∈ U0,τ−1
Sˇ(ρ, k;u, τ) =

E¯ [〈σρk, νk(τ)〉|ρ, u, τ ] for k < τ
〈σρk, exp µΦ〉 for k ≥ τ
We will claim that
S(σρk, k) = Sˇ(ρ, k;u
∗, τ ∗) (17)
for each k = 0, 1, . . . , T .
For k = T , (17) holds because S(σρT , T ) = Sˇ(ρ, T, u
∗, τ ∗) = 〈σρT , exp µΦ〉. Now
assume that (17) holds for k + 1, . . . , T . Consider now time index k. From
definition,
Sˇ(ρ, k;u∗, τ ∗) =

E¯ [〈σρk, νk(τ ∗)〉|ρ, u∗, τ ∗] for k < τ ∗
〈σρk, exp µΦ〉 for k ≥ τ ∗.
Using the same steps given in [8] for k < τ ∗ we obtain
Sˇ(ρ, k;u∗, τ ∗) =

E¯ [S(Σ(u∗k, yk+1)σ, k + 1)] = E¯[S(σ
ρ
k+1, k + 1)] for k < τ
∗
〈σρk, exp µΦ〉 for k ≥ τ ∗.
(18)
From the definition of τ ∗ we have that infuk∈U E¯ [S(Σ(uk, yk+1)σ
ρ
k, k + 1)] <
〈σρk, exp µΦ〉 for all k < τ ∗. Further, from assuming (17) holds for k+1, . . . , T
we have thatE[S(σρk+n, k+n)] ≥ 〈σρk+n, exp µΦ〉 for n = max(1, τ ∗−k), . . . , T−
k.
Hence, (18) can be rewritten as follows:
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Sˇ(ρ, k;u∗, τ ∗)=min
(
〈σρk, exp
µ

Φ〉, E¯ [S(Σ(u∗k, yk+1)σρk, k + 1)]
)
=S(σρk, k) for k ∈ [0, T ]
from (14). By induction this proves (17).
Now from (17) and setting k = 0 we have
Sˇ(ρ, 0;u∗, τ ∗) = S(ρ, 0) ≤ Sˇ(ρ, 0, u, τ)
for any τ ∈ [0, T ] and u ∈ U0,τ−1. Comparing (10) with definitions of Sˇ and
S we have that K(u∗, τ ∗) ≤ K(u, τ) for all pairs of τ ∈ [0, T ] and u ∈ U0,τ−1
and this completes the proof. 2
Remark 8 The significance of Theorem 7 is that it establishes that the opti-
mal policy for the partially observed optimal stopping risk-sensitive stochastic
control problem is separated through the information state process σk (a suffi-
cient statistic for the optimal stopping risk-sensitive problem).
Remark 9 However, it should be noted that the dynamic programming equa-
tions are recursions in the infinite dimensional σk and it is not clear how to
best achieve a numeric approximation to this recursion.
One initial suggested path for numeric approximation (without proof), is to
first approximate the forward infinite dimensional information state equation
by a suitable finite dimensional approximation (perhaps an extended Kalman
filter in nearly linear problems). Then, use these statistics as a new state
in a new (modified) control problem. This modified problem is now a fully
observed finite-dimensional optimal stopping control problem for which the
Markov chain approximation technique (see [15]) can be used to achieve an
approximation of the backward control dynamic programming equation.
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It would be hoped that the validity of this type of outlined approach would be
determined by the fidelity of the forward information state equation approxima-
tion, and that as the approximation fidelity is improved, the error introduced
would decrease.
3.2 The Optimal Stopping Time
The optimal stopping rule for this optimal stopping time problem can be
expressed as

if S(σ, k) = 〈σ, exp µ

Φ〉 stop
if S(σ, k) < 〈σ, exp µ

Φ〉 continue
(19)
This can be interpreted to mean that it is optimal to stop when the future
cost of continuing from σ is equal to (or greater than) the cost of stopping at
σ.
4 The Risk-Neutral Control Problem
In this section we consider the special case of the risk-sensitive control problem
that occurs as the risk-sensitive parameter µ tends to zero.
Define the bounded linear operator Σ0∗ : L1(RN)→ L1(RN) by
Σ0∗(u, y)σ(z) =
∫
RN
ψ(z − a(ξ, u))Ψ(ξ, y)σ(ξ)dξ (20)
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Theorem 10 We have
lim
µ→0Σ
∗(u, y)σ = Σ∗0(u, y)σ (21)
uniformly on bounded sets of U ×R× L1(RN).
PROOF. Follows from (6) and (20). 2
Next we define a process σ0k ∈ L1(RN) by the recursion
σ0k = Σ
∗0(uk−1, yk)σ0k−1 for k ≤ τ
σ00 = ρ.
(22)
We note that 〈σ0k, .〉 is given by 〈σ0k, η〉 = E¯ [η(xk)|Yk] .
Remark 11 The process σ0k is an unnormalised conditional density of xk
given Yk and (22) is known as the Duncan-Mortensen-Zakai equation.
4.1 A Risk-Neutral Control Problem
We again consider the discrete-time stochastic system (1) and formulate a
partially observed optimal stopping risk-neutral stochastic control problem with
cost
J0(u, τ) = E
[
τ∑
`=0
L(x`, u`) + Φ(xτ )
]
(23)
defined for τ ∈ [0, T ] and u ∈ U0,τ−1.
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Let us introduce a value function defined for σ ∈ L1(RN) as
W (σ0, k) = min
τ∈[k,T ]
inf
u∈Uk,τ−1
E¯
[
τ−1∑
`=k
〈σ0` , L(., u`)〉+ 〈σ0τ ,Φ〉
∣∣∣∣∣σ0k = σ
]
(24)
We now establish the following result.
Theorem 12 The unnormalised conditional density σ0k is an information state
for the partially observed optimal stopping risk-neutral problem and the value
function, W (σ0, k), satisfies the following dynamic programming equation
W (σ0, k) = min
(
〈σ0,Φ〉, infuk∈U E¯ [〈σ0, L(., uk)〉+W (Σ∗0(uk, yk+1)σ0, k + 1)]
)
W (σ0, T ) = 〈σ0,Φ〉.
(25)
PROOF. Let W¯ (σ0, k, τ) = infu∈Uk,τ−1 = E¯
[∑τ−1
`=k 〈σ0` , L(., u`)〉+ 〈σ0τ ,Φ〉
∣∣∣σ0k = σ0].
Then the proof follows the same steps as the proof of Theorem 6 and the result
is established. 2
Remark 13 Theorem 12 is the stopping time version of the the risk-neutral
finite-horizon dynamic programming equations given in [7,8].
5 Example: Guidance
In [16], it is shown that the guidance problem can be posed as a fully ob-
served optimal stopping control problem. The optimal stopping and control
framework is natural for guidance problems because in most real situations
there is a natural freedom to choose the time-horizon for the trajectory that
best suit the performance objectives (restricting the time-horizon artificially
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constrains the problem). Here, we extend the ideas of [16] by considering a
partially observed risk-neutral version of the guidance problem.
Consider the following discrete-time approximation for the dynamics describ-
ing guidance to a stationary target (see [16] for more details):
rk+1= rk − cos(θk)∆T
θk+1= θk +
[
uk +
1
rk
sin(θk)
]
∆T
where rk and θk are the range and the line-of-sight angle to the target at time
instant k, uk ∈ [−Umax, Umax] is a control action, and ∆T is some chosen
sample period.
We assume noisy measurements of the range and bearing are available as
follows:
yk = [rk, θk]
′ + wk
where wk ∈ R2 is a vector of two mutually independent zero mean i.i.d. gaus-
sian noises. Alternatively, the partially observed problem with only bearing
angle information is another important problem.
Assuming a finite initial condition, and because the dynamics involve finite
changes at each time step, rk is bounded in the sense that |rk| < Rmax for k =
0, 1, . . . , T . Hence we can consider the non-negative bounded and continuous
stopping and running costs
Ψ =

|r| for |r| < Rmax
Rmax otherwise
and L =

u2 for |u| < Umax
U2max otherwise
.
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According to Theorem 12, the partially observed optimal stopping solution is
described by the dynamic programming equation:
W (σ0, k) = min
(
〈σ0,Φ〉, infuk∈U
{
u2k + E¯ [W (Σ
∗0(uk, yk+1)σ0, k + 1)]
})
W (σ0, T ) = 〈σ0,Φ〉.
(26)
where we have used that E¯ [〈σ0, L(., uk)〉] = u2k. Further, when coupled with
the information state, we will have 〈σ0k,Φ〉 = E¯
[
|rk|
∣∣∣Yk] for all k = 0, 1, . . . , T .
From [16] we know that in the fully observed case, the optimal control and
stopping rule depend on both range and bearing information; and (26) demon-
strates that in the same occurs here (although through a more complicated
dependence). For example, the nature of the infimum term in (26) highlights
that the optimal control will depend on the whole information state, not just
the conditional mean estimates of r and θ.
In general terms, (26) demonstrates that guidance based solely on measure-
ment based state estimates is not optimal. However, in low noise situations,
where the support of the information density will be small, the resulting per-
formance the loss will be minimal (and this is consistent with the general
practice of using only state estimates in guidance if good measurements are
available).
If only noisy measurements are available then further development of tech-
niques for solving this problem are required because the information state
recursion (22) is infinite dimensional.
One possible method for developing approximation solutions for this problem
is to approximate the information state recursion using an extended Kalman
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filter recursion. Then the dynamic programing equation (26) could be rewrit-
ten in terms of the finite dimensional mean and variance information. This
new problem is fully observable and finite dimensional and approximation
solutions can be developed using the Markov chain approach given in [15].
Admittedly, there are currently no convergence results for this sort of approx-
imation approach to the infinite dimensional partially observed problem.
6 Conclusions
In this paper we introduce the partially observed non-linear risk-sensitive op-
timal stopping control problem for non-linear discrete-time systems. We es-
tablished a separation principle and dynamic programming equations through
an infinite dimensional information state approach. Dynamic programming
equations for the risk-neutral variant of the problem are also given. A simple
example is used to illustrate some features of the problem.
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