Recognition of Indian languages is a challenging problem. In Optical Character Recognition (OCR), acharacter or symbol to be recognized can be machine printed or handwritten characters/numerals. Several approaches in the past have been proposed that deal with problem of recognition of numerals/character depending on the type of feature extracted and way of extracting them. In this paper also a recognition system for isolated Handwritten Devanagari Numerals has been proposed. The proposed system is based on the division of sample image into sub-blocks and then in each sub-block Strength of Gradient is accumulated in 8 standard directions in which Gradient Direction is decomposed resulting in a feature vector with dimensionality of 200. Support Vector Machine (SVM) is used for classification. Accuracy of 99.60% has been obtained by using standard dataset provided by ISI (Indian Statistical Institute) Kolkata.
INTRODUCTION
Optical character recognition (OCR) is a field of automatic recognition of different characters from a document image. This field is divided into two parts one is recognition of machine printed characters and second is recognition of handwritten characters. Now days, recognition of handwritten characters is very challenging task because different people have different handwriting styles. So, handwritten OCR is still a subject of active research.
Devanagari script is the most widely used Indian script and around 500 million people use it. Recognizing Handwritten Numerals have numerous applications including those in postal sorting, bank cheque processing, job application form sorting and automatic scoring of tests containing multiple choice questions.
Techniques used in OCR system follow mainly two steps (a) A feature vector is formed from sample image and (b) The feature vector is classified into classes using a classifier. The right type of feature extraction method selected plays very important role to achieve high accuracy. So the feature extraction algorithm must be capable to generate similar feature sets for a variety of instances of the same symbol. Ivind and Jain [1] present a survey of various feature extraction methods used in character recognition. On the other hand, choice of classifier, to discriminate given features, is not an easy task because classifier recognition accuracy depends on training set and number of free parameters of classifier.
In the literature survey we have found that numbers of authors have attempted to recognize the Handwritten Devanagari Numerals with different-2 techniques. G.S.Lehal and NivedanBhatt [4] have proposed a contour extraction technique and obtained 89% accuracy. Reena Bajaj et al. [5] have employed three different kinds of features namely, density features, moment features and descriptive features for classification of Devanagari Numerals and obtained 89.68% accuracy. R J Ramteke et al. [6] have proposed a method based on invariant moments and the divisions of image for the recognition of numerals and achieved 92% accuracy. U. Bhattacharya et al. [7] have used a combination of ANN (Artificial Neural Net-work) and HMM (Hidden Markov Model) classifier on 16273 samples of Handwritten Devanagari Numerals and obtained 95.64% accuracy. N Sharma et al. [18] have proposed a quadratic qualifier based technique and used 22546 samples for his experiment and achieved 98.86% accuracy. But before our work highest accuracy of 99.56 for Devanagari Numerals were registered by U.Pal et.al. [8] . The features used by them were obtained from the directional information of the contour points of the numerals. A Modified Quadratic Discriminant Function (MQDF) was used to classify the extracted features. Other approaches for recognition of Devanagari numerals can found in [2] , [3] , [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] .
In our proposed approach, initially the Gradient Vector is calculated at all image pixels and sample image is divided into 9x9 sub-blocks. Then in each sub-block Strength of Gradient is accumulated in each of 8 standard directions in which Gradient Direction is decomposed. Finally image is down sampled to 5x5 blocks from 9x9 blocks using a Gaussian Filter giving a feature vector of dimensionality 200 (5x5x8). Accuracy of 99.60% is obtained using Support vector Machines (SVM) as classifier.
An overview of the paper is as follows: In Section 2, the Devanagari Numeral dataset provided by ISI Kolkata which we have used in our experiment is described. Section 3, covers our proposed approach for Devanagari Numeral Recognition right from pre-processing of images to use of Gradient as our Feature Extraction Technique and finally a brief introduction of SVM classifier. In Section 4, Experimental results and analysis are provided. Finally, the conclusion & acknowledgment have been offered in Section 5 and 6 respectively.
DEVANAGARI NUMERAL DATABASE
The database is provided by the ISI (Indian Statistical Institute, Kolkata) [21] . This dataset is similar to what used by [19] in their work. The reason for using this dataset is that, this dataset is known to be the standard bench mark dataset of Devanagari Numerals and various authors all across globe use this dataset as their base for testing their feature extraction algorithms and comparing their results with those obtained by the others. This dataset contains all the possible variations in handwriting styles. The printed Devanagari Numerals are shown in Fig.1 and it is seen that there are many variations in the shapes of numerals 5, 8 and 9 in their printed forms. In Fig. 2 , there are shown few samples of the Handwritten Devanagari Numerals from this very database. The distributions of training data and testing data are shown in Table 1 . 
PROPOSED METHOD
In this experiment we have used the standard database of 22546 images provided by ISI Kolkata. The entire database consists of grayscale images that contains noise and are not in normalized form. We have used SVM classifier with RBF Kernel for classification and obtained 99.60% accuracy by 5-fold cross-validation of whole database.
Our entire work is divided into various stages right from preprocessing of non-normalized images into normalized ones in Stage 1 to utilization of Gradient feature extraction technique to extract features from these normalized Devanagari Numeral images in Stage 2 and finally ending up with very promising recognition results obtained by using SVM as our classifier.
Stage 1: Pre-processing
Character normalization is considered to be the most important pre-processing operation for character recognition. Normally, the character image is mapped onto a standard plane (with predefined size) so as to give a representation of fixed dimensionality for classification. The goal for character normalization is to reduce the within-class variation of the shapes of the characters/digits in order to facilitate feature extraction process and also improve their classification accuracy. In our approach we have used Non-Linear character normalization technique to map images on standard planeof size90×90. For more information on various normalization techniques refer [22] .
Other steps that have been performed apart from character normalization in order to pre-process the image before feature extraction are listed below and similar to what done by [19] : i) Intensity values of an image were adjusted. ii) Images were converted into binary form by choosing threshold value 0.8. iii) All connected components (objects) that have fewer than 30 pixels were removed from the binary images. iv) Median filtering, which is a nonlinear operation often used in image processing to reduce "salt and pepper" noise was applied on all images.
Stage 2: Gradient Feature Extraction
In our approach we have used gradient information of numeral images as our extracted features.This approach is adopted from our earlier practice [23] used to recognize isolated Devanagari handwritten characters.
Introduction to Gradient
The 
The Gradient Strength and Direction can be computed from the Gradient Vector [ , ] T as shown below using Eq. (3) and (4):
The Gradient Magnitude is then calculated as:
(3) Gradient direction is calculated as:
Calculation of Gradient Feature Vector
A Gradient Feature Vector is composed of the strength of gradient accumulated separately in different directions. The Gradient Feature Vector which we have used in our approach comprises of 200 features per numeral image or in other words we can say that its dimensionality is 200. Generation of this 200 dimensional Gradient feature vector is explained below:
After obtaining gradient vector of each pixel, the gradient image is decomposed into four orientation planes or eight direction planes (chaincode directions) shown in Figure 5 . The angle range | − ≤ < is divided into 8-ranges as shown in Figure  6 where Ω 1 =Ω 2 =Ω 3 =Ω 4 =Ω 5 =Ω 6 =Ω 7 =Ω 0 =2π/8. ) is applied to feature set to make the distribution of the features Gaussian-like.
The 5 × 5 Gaussian Filter used in this step is the high cut filter to reduce the aliasing due to the down sampling as done in paper [24] . 
Stage 3: Classification using SVM
Support vector machines (SVM) are a group of supervised learning methods that can be applied to classification or regression. The standard SVM classifier takes the set of input data and predicts to classify them in one of the only two distinct classes. SVM classifier is trained by a given set of training data and a model is prepared to classify test data based upon this model. For multiclass classification problem, we decompose multiclass problem into multiple binary class problems, and we design suitable combined multiple binary SVM classifiers. Our problem is also a multiclass problem in which the classifier has to differentiate between 10 different classes of Devanagari numerals. We obtained such multiclass SVM classifier tool LIBSVM available at [25] . A practical guide for SVM and its implementation is available at [26] , [27] .
According to how all the samples can be classified in different classes with appropriate margin, different types of kernel in SVM classifier are used. Commonly used kernels are:Linear kernel, Polynomial kernel, Gaussian Radial Basis Function (RBF) and Sigmoid (hyperbolic tangent). The effectiveness of SVM depends on kernel used, kernel parameters and soft margin or penalty parameter C.
The common choice is RBF kernel, which has a single parameter gamma (g or). We also have selected RBF kernel for our experiment. Radial Basis Function (RBF) kernel, denoted as
Best combination of (C, ) for optimal result is obtained by grid search by exponentially growing sequence of (C, ) and then each combination is cross validated. Finally the combination giving highest cross validation accuracy is selected as optimal.
Ink-fold cross validation we first divide the training set into k equal subsets. Then one subset is used to test by classifier trained by other remaining k-1 subsets.
EXPERIMENTAL RESULTS
In order to classify the handwritten numeral and evaluate the performance of the technique, we have carried out the experiment by setting parameters gamma (γ), and cost parameter(C).
The training set of Devanagari Handwritten Numerals provided by ISI, Kolkata contains 18784 samples was used to determine the best combination of γ and C. We experimented with different-different values of the gamma (γ) as shown in Table 2 and obtained maximum recognition accuracy of 99.607% at gamma (γ) equal to 0.004 and 0.005and cost (C) = 500. Figure 9 shows the graphical representation of data tabulated in Table 2 . This combination of γ =0.004 and C=500 was then tested on entire dataset of 22546 images with 5-fold cross validation and 99.60% recognition rate was obtained. While observing the results at other values of parameter C, it is analyzed that increasing the value of C irrespective of any change in γ slightly decreases the recognition rate, but after a certain increment normally after 64 at higher values of C the recognition rate becomes stable. In contrast, the recognition rate always changes with the change in γ. The optimized results are obtained at C=500 and γ value in range 0.002 -0.006. 
Comparison with earlier approaches
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