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Hypergraph offers a framework to study the structure of more complicated, high-
order interactions between agents. Recently, simplicial contagion process has been
proposed as a complex contagion process in hypergraph. An SIS model whose in-
fection spreads via simplicial contagion process is called a simplicial SIS model. We
studied the simplicial SIS model in scale-free uniform hypergraphs. We applied the
heterogeneous mean-field theory to study the properties of the phase transition in
the model and performed numerical simulations in annealed hypergraphs to corrobo-
rate the mean-field theoretical predictions. The model showed various types of phase
transition in the region where the exponent of the degree distribution is between two
and three. The properties of the phase transition completely change according to the
degree exponent. When the exponent is smaller than the critical degree exponent, the
epidemic threshold vanishes and the susceptibility converges to a finite value in the
vicinity of the phase transition. When the exponent is exactly the critical value, the
model undergoes a second-order phase transition at a finite epidemic threshold, and
i
the susceptibility converges to a finite value in the vicinity of the phase transition.
When the exponent is larger than the critical value, the model experiences a first-
order phase transition at a finite epidemic threshold, and the susceptibility diverges in
the vicinity of the phase transition. The critical value of the degree exponent depends
on the size of the hyperedges d in the hypergraph and is between two and three. The
numerical simulations in annealed scale-free 3- and 4-uniform hypergraphs corrobo-
rated the results.
Keywords : Epidemic process, SIS model, Scale-free network, Uniform hypergraph,
Scale-free hypergraph, Phase transition
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Complex network has been used to understand systems whose interactions have het-
erogeneous and complicated structure. Before that, the main focus of physics had
been lattice-like structures, where lattice points have identical or almost identical
number of links connected to them. However, agents in many systems in the real-
world are involved in heterogeneous number of interactions. The distribution of the
number of interactions that an agent in the system is subject to often shows a power-
law behavior [1–5]. In complex network, the number of links connected to a node
(degree) is heterogeneous and can follow a power-law distribution. The degree dis-
tribution of a scale-free network has a power-law tail typically with the exponent
between two and three.
Complex network has widely been used to describe variety of problems. It suc-
cessfully enabled researchers to study the structure of the society [6, 7], spreading
of epidemic diseases and innovations [8–11], opinion formation [12–14], and many
other topics [15–19]. Contagion process through complex networks is an extensively
studied topic. Many types of epidemic process, such as Susceptible-Infected-Suscep-
tible (SIS) model [20–22], Susceptible-Infected-Recovered (SIR) model [23], and
Susceptible-Weakened-Infected-Recovered (SWIR) model [24] have been studied in
complex network. While the model was initially designed to study epidemic diseases,
these models can describe social contagion phenomena. Extensive work has been de-
voted to the study of phase transitions and critical phenomena in the models [25–29].
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A contagion process through a one-to-one contact in a network is called a sim-
ple contagion process. Many social phenomena that cannot be described by simple
contagion process have been discovered [8, 30, 31]. In some cases, a contact with a
single active neighbor is not enough to initiate change of the state an agent. A more
sophisticated model of complex contagion process is required to understand such
phenomena.
Simplicial contagion process has recently been proposed as a complex contagion
process [32]. In the paper, the authors studied the proposed simplicial contagion pro-
cess in simplicial complex, which is a type of hypergraph, but the process itself was
defined for general hypergraph. Hypergraph is a generalization of network whose
hyperedge connects two or more nodes in the hypergraph. Hypergraph has been used
to study a variety of topics [33–40]. Simplicial contagion process is a more natu-
ral generalization than other complex contagion processes in hypergraph proposed
before [41, 42], because it can be succinctly expressed in linear algebra by using
adjacency tensor (see section 2.1).
We studied the susceptible-infected-susceptible model with simplicial contagion
process, namely the simplicial SIS model, in uniform hypergraphs. A uniform hyper-
graph is a hypergraph all of whose hyperedges have the same size. If the size of
hyperedges is d, it is called a d-uniform hypergraph or a d-hypergraph. Uniform hy-
pergraphs can describe systems where a uniform number of agents interact at the
same time. Also, hypergraphs that have hyperedges of almost the same size can be
treated as a superposition of a small number of uniform hypergraphs.
In chapter 2, we present the static model of uniform hypergraph, a model of
hypergraph in which we study the epidemic model. We will briefly present the defini-
tion of hypergraph and simplicial complex. Previously studied hypergraph ensembles
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will be introduced. We will show that the degree distribution of the static model of
uniform hypergraph has a power-law tail, hence it is scale-free.
In chapter 3, we present the heterogeneous mean-field theoretical study of sim-
plicial SIS model. We will elaborate on the simplicial contagion process. We solved
the self-consistency equation to obtain solutions for stationary states. We discovered
that the properties of the phase transition, including the order of the phase transition
completely change according to the exponent of the degree distribution. When the
exponent of the degree distribution is between two and three, like many real-world
systems, the simplicial SIS model showed rich phase transitions and critical phenom-
ena, while the standard SIS model shows no phase transition in the region.
In chapter 4, we will present the results of numerical simulations in annealed
scale-free 3- and 4-uniform hypergraphs. We will present the definition of annealed
hypergraph, which is a mean-field theoretical treatment of a hypergraph ensemble.
We used the quasistationary method, which is a computationally efficient method
that had been proposed to study stationary states in non-equilibrium systems with
absorbing states. The method will be elaborated in the chapter. We corroborated the
mean-field theoretical predictions of the density of infection and the susceptibility.
Conclusions are drawn in chapter 5.
3
Chapter 2
Static model of d-uniform hypergraph
2.1 Hypergraph and simplicial complex
Hypergraph is a generalization of network that encodes group interactions between
two or more agents. While an edge in a network contains (links) two nodes, a hyper-
edge in a hypergraph contains (links) two or more nodes. Formally, a hypergraph H
is a pair H = (X ,E), where X is the set of nodes and E is a set of non-empty subsets
of X : E ⊂ P(X)\{ /0}. An element of E is called a hyperedge. Hypergraph has been
used to study ferromagnetic spin system [34, 35], academic collaboration [37, 43],
population stratification [38], cellular network [36], and tagging [33, 39, 40].
A hypergraph all of whose hyperedges have the same size is called a uniform
hypergraph. If the size of the hyperedges is d, it is called a d-uniform hypergraph or
a d-hypergraph. Hence, a 2-uniform hypergraph is a network. If two or more identical
hyperedges can be in a hypergraph, the hypergraph is called a weighted hypergraph.
If all the hyperedges must be distinct, the hypergraph is called an unweighted hyper-
graph. If not otherwise specified, hypergraphs in this thesis is unweighted.
A hypergraph can be mapped into a bipartite network: view hyperedges as aux-
iliary nodes and connect each of them to the actual nodes (nodes in the hypergraph,
as opposed to auxiliary nodes) that they contain in the hypergraph. The resulting
network is called an incident graph, and is a bipartite graph because there is no con-
















Fig. 2.1: (a) A Network, (b) a hypergraph, and (c) a simplicial complex representation of a
collaboration structure: a 2-author paper is written by A and B, a four-author paper is written
by A, C, D, and E, and a 3-author paper is written by A, F, G.
used to construct configuration model of hypergraph.
Abstract simplicial complex, or simplicial complex is a class of hypergraph with
an extra constraint: if a hyperedge is in a simplicial complex, any non-empty subset
of nodes in the hyperedge is also an hyperedge of the simplicial complex. This extra
requirement makes simplicial complex an appropriate tool to study systems that the
existence of a higher-order interactions (interactions that involves a large number of
agents) implies the existence of lower-order interactions (interactions that involves
a small number of agents) between any subset of the agents involved in the higher-
order interaction. A hyperedge in a simplicial complex is often called a simplex.
Simplicial complex has been used to study collaboration network [44, 45], semantic
network [46], cellular network [47], and brain network [48, 49].
In simplicial complex, the generalized degree of a node is defined as the number
of hyperedges of size d that contains the node [50, 51]. Adjacency tensor is also
defined for each hyperedge sizes [52].
a(d)α =





where |α| = d and Sd is a set of hyperedges of size d in the simplicial complex. If
a hyperedge in the simplicial complex is not a subset of any other hyperedge, the
hyperedge is called a facet. List of facets in a simplicial complex determines the
simplicial complex.
Extensive research has been devoted to simplicial complexes whose facets have
one [52–54] or few [32] sizes. Therefore, research on uniform hypergraphs can ben-
efit from the previous studies on simplicial complexes. For instance, a d-uniform
hypergraph is uniquely expressed by a d-dimensional adjacency tensor. Canonical
ensemble and microcanonical ensemble [52] of simplicial complexes can also be ex-
tended to uniform hypergraphs (see section 2.2 for detailed discussion). Other studies
on simplicial complexes such as activity driven model [54] and centrality [47] can be
applied to uniform hypergraphs.
2.2 Microcanonical and canonical ensemble of uni-
form hypergraph
Microcanonical and canonical ensemble of simplicial complex have recently been
introduced [52]. They are unbiased ensembles with a given degree sequence and ex-
pected degree sequence, respectively. These ensembles can be applied to uniform and
non-uniform hypergraphs.
Configuration model of uniform hypergraph and simplicial complex is a gen-
eralization of the configuration model of complex network. It has been defined in
3-uniform hypergraph [33], and in d-simplicial complexes [52]. It is an ensemble
with a hard constraint of a fixed degree sequence. Therefore, it is the microcanonical
ensemble of hypergraph, simplicial complex, and network. Configuration model of
d-uniform hypergraph with a degree sequence {k1,k2, · · · ,kN} can be generated by
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the following algorithm:
1. Prepare ki stubs on each node i = 1,2, · · · ,N. Additionally, place d stubs on
each auxiliary node µ = 1,2, · · · ,M. Each auxiliary node represents a hyper-
edge. All stubs are initially unmatched. The total number of the auxiliary nodes
is M = 1d
∑N
i=1 ki.
2. Choose d stubs from the unmatched stubs of the actual nodes (nodes i =
1,2, · · · ,N) with uniform probability.
3. If the chosen d stubs belong to d distinct nodes and no single auxiliary node
is already connected to the chosen d nodes, connect the chosen nodes to an
unmatched auxiliary node. Otherwise, perform step 2 again.
4. Repeat step 2–3 until all the stubs are matched or it is impossible to construct
another hyperedge with the remaining nodes due to the constraints given in
step 3. If the former is the case, we obtain the hypergraph. If the latter is the
case, go to step 1.
Because self-loops and multiple identical hyperedges are forbidden, we might have to
start over the algorithm from the beginning as illustrated in step 4. It is also possible
that there is no unweighted hypergraph that has a given degree sequence. Whether a
degree sequence corresponds to one or more hypergraphs can be identified by Erdős-
Gallai theorem for d = 2 [55, 56], but not for d ≥ 3. To bypass this difficulty, an
efficient Markov chain Monte Carlo method to generate configuration model of d-
dimensional simplicial complex or uniform hypergraphs has been developed [57].
Canonical ensemble of uniform hypergraph and d-dimensional simplicial com-







under the constraint of a fixed expected degree sequence ⟨ki⟩, i = 1,2, · · · ,N. The
summation runs over all possible uniform hypergraph G, or equivalently over all
possible adjacency tensor a.
For large N, the probability that the hypergraph contains a hyperedge α =





The equation is valid for fα ≪ 1. Canonical ensemble of d-uniform hypergraph can
be constructed by adding N ⟨k⟩/d hyperedges to the hypergraph with set nodes α
chosen with probability fα provided in Eq. 2.3.
2.3 Static model of hypergraphs
The static model of complex network [58, 59] has widely been used to study physics
in scale-free networks due to its simple, intuitive definition and the computational
efficiency to generate large scale networks. It has been used to study q-state Potts
model [60], sandpile model [61], spin glass [62], and many other topics [63–66] in
complex network.
The static model of uniform hypergraph is a generalization of the static model
of complex network. The static model of d-uniform hypergraph is generated by the
following algorithm:











−µ . The normalization condition
∑N
i=1 pi = 1 is satis-
fied.
2. Select d distinct nodes each with probability pi. If the hypergraph does not
contain any hyperedge consist of the chosen d nodes, add such hyperedge to
the hypergraph.
3. Repeat step 2 for NK times.
Then, each node i has expected degree ⟨ki⟩ The expected degree follows a power-law




to a finite value λ−2






1/(λ−1) ∼ N1/(λ−1) diverges.
2.3.1 Degree distribution
The probability that a node-i has a degree equal to k in a realization of the static
model follows the Poisson distribution: P(R)i (k) ≃ ⟨ki⟩
k exp(−⟨ki⟩)/k!, because the
node is selected to be in a new hyperedge in each loop of the construction algorithm





















d ⟨ki⟩⟨ki⟩−λ+k exp(−⟨ki⟩) . (2.6)
For N → ∞, ⟨ki⟩max → ∞ and ⟨ki⟩min → λ−2λ−1 ⟨k⟩. Therefore,
lim
N→∞










































Fig. 2.2: The degree distribution of the static model of (a) 3-uniform and (b) 4-uniform hy-
pergraph whose expected degree distribution has a power-law tail of exponent λ = 2.5. Red-
der lines denote larger system sizes. The dashed blue line is the analytic result expressed
in Eq. 2.7. The number of nodes used in the simulation N is 100, 400, 1600, 6400, 25600,
and 102400. As the system size is increased, the tail of the degree distribution extends and
approaches the power-law distribution with the exponent λ = 2.5.
for sufficiently large k. Therefore, the tail of the degree distribution of the static
model of uniform hypergraph follows the power-law with the exponent λ = 1+ 1
µ
.
The degree distributions obtained numerically for d = 3 and d = 4 with λ = 2.5
are illustrated in Fig. 2.2. The distribution has a power-law tail with the exponent
λ = 1+ 1
µ
= 2.5.
2.3.2 Probability of a hypergraph
The probability that a hyperedge {i1 · · · id} is present in a static model of uniform
hypergraph is
fi1···id = 1− (1−d!pi1 · · · pid )
NK ≃ 1− e−d!NK pi1 ···pid , (2.8)





1− e−d!NK pi1 ···pid
) ∏
{i1,··· ,id}/∈G
e−d!NK pi1 ···pid . (2.9)
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For any {i1 · · · id} with a repeated index in = im, the probability fi1···id is zero because
of the prohibition of self-loops. Since d!NK pi1 · · · pid ∼ Ndµ−d+1/(i1 · · · id)
µ , when
0 < µ < d−1d , which corresponds to λ > 2+
1
d−1 ,
fi1···id ≃ d!NK pi1 · · · pid . (2.10)
This is identical to the probability fα of the canonical ensemble. However, in the case
of 2 < λ < 2+ 1d−1 ,
fi1···id ≃

1 (i1 · · · id)µ ≪ Ndµ−d+1
d!NK pi1 · · · pid (i1 · · · id)
µ ≫ Ndµ−d+1
. (2.11)
The fraction of nodes that satisfies the second case of Eq. 2.11 is proportional to
1−ANdµ−d (where A is a constant) converges to 1 as N → ∞. For d = 2, the static
model of uniform hypergraph is identical to the static model of complex network. For
µ = 0 and equivalently λ = ∞, the expected degree of all node is identical and the
model yields Erdős-Renyi-like hypergraphs.
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Chapter 3
Mean-field theory of simplicial SIS-model
in scale-free d-uniform hypergraph
3.1 Simplicial contagion process
A contagion process through a one-to-one interaction via an edge in a network is
called a simple contagion process. Extensive work has been devoted to study sim-
ple contagion processes in complex network to describe disease spreading [67, 68],
adoption of innovation [10, 69], and opinion formation [12–14]. However, social phe-
nomena that cannot be reduced to a simple contagion process have been observed. For
instance, the credibility of bizarre urban legend [70], the adoption of unproven new
technologies [71], willingness to participate in risky migrations [72], the appeal of
avantgarde fashion [73] depend on the contacts with multiple prior adoptors. Adop-
tion of behaviors that are costly, risky, or controversial often requires an affirmation







Fig. 3.3: Definition of simplicial contagion process through hyperedges of size (a, b) 3 and
(c, d) 4. Only when d −1 nodes in a hyperedge of size d is infected, the infection spreads to
the other one susceptible node through the hyperedge by rate βd .
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More complicated models of contagion, namely complex contagion process,
have been proposed to describe social phenomena that cannot be characterized by
simple contagion processes. The threshold model [74, 75], generalized epidemic
model [24, 28], and bootstrap percolation [76] are some examples.
Recently, simplicial contagion process has been proposed as a complex conta-
gion process in hypergraphs. The simplicial contagion process describes maximally
conservative contagion process in hypergraphs. Contagion through a hyperedge of
size d occurs only when all but one of the nodes in the hyperedge is infected. In such
case, the one susceptible node is infected by a rate βd per unit time. For instance,
when the node j and k are infected, and the hyperedge {i, j,k} is in the hypergraph,
the node i is infected through the hyperedge by probability β3dt in infinitesimal du-
ration dt. If only the node j is infected and the node k is not, the infection does not
spread to the node i through the hyperedge.
Simplicial SIS model is SIS model where the infection is spread via simplicial
contagion process. Each node is in either susceptible (S) or infected (I) state. The
recovery process (I → S) is defined the same as the SIS model of network because
the recovery process takes place on each node independently, making it irrelevant of
the structure of the contagion process. If a node is the infected (in I state), it is turned
to the susceptible state (recovery) by rate µ . Susceptible nodes are turned to infected
state by simplicial contagion process.
I → S (3.1)
(d −1)I +S → dI. (3.2)
Simplicial SIS model is originally defined to describe complex contagion pro-
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cess in simplicial complexes, but as pointed out in the original paper, the process
itself is defined for general hypergraphs. It can be especially useful in uniform hyper-
graphs, since the process is naturally described by an adjacency tensor of dimension
d.






ai1···id pi2 · · · pid (3.3)
d
dt






ai1···id pi2 · · · pid . (3.4)
For instance, when d = 2 and d = 3,
d
dt
pi =−µ pi +(1− pi)β2
∑
j
ai j p j (3.5)
d
dt






ai jk p j pk. (3.6)
For 2-uniform hypergraphs, which are networks, the equation is identical to that
of the simple one-to-one contagion process, making this definition a natural general-
ization of the epidemic process in complex networks to hypergraphs. For small p, we
can ignore the higher order terms.
d
dt






ai1···id+1 pi2 · · · pid+1 . (3.7)


















uℓi = 0 (3.10)
dcℓ(t)
dt
−µcℓ(t)+βΛℓcℓ(t)d−1 = 0. (3.11)
Several definitions of complex contagion process in hypergraph have previously
been suggested before simplicial contagion process [41, 42]. These contagion mod-
els, however, are not expressed concisely in linear algebra.
The simplicial contagion process can be understood as a threshold model in a
hypergraph. In the threshold model of complex network, the contagion occurs when
the number or the portion of infected neighbors exceeds a certain threshold. In the
simplicial contagion model, contagion through a hyperedge occurs when the number
of infected nodes in the hyperedge is larger than a threshold. Also, the threshold is one
less than the size of the hyperedge, which makes this model a maximally conservative
threshold model of hypergraphs.
In this chapter, we study the simplicial SIS model in scale-free uniform hyper-
graphs. We performed mean-field theoretical calculations on d-uniform hypergraph
of arbitrary value of d and numerical simulations on 3- and 4-uniform hypergraphs.
We discovered that in scale-free uniform hypergraphs with degree exponent between
two and three exhibit various types of phase transitions. Note that in scale-free net-
works, the mean-field theory of SIS model predicted a vanishing epidemic threshold
for 2 < λ ≤ 3 [20, 21]. Because the degree exponents of most of the real-world scale-
free networks are between two and three, SIS model in such network does not show
phase transition.
All hypergraphs, including networks, are combinations of uniform hypergraphs.
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Therefore, we believe that epidemic processes in non-uniform hypergraphs can be
understood by studying the processes in uniform hypergraphs and the effect of their
superpositions.
3.2 Heterogeneous mean-field theoretical calculation
We applied the heterogeneous mean-field theory to study the stationary states of the
system. The heterogeneous mean-field theoretical approach has been successfully
used to study SIS [20, 21] and SIR [23] model in scale-free networks. It incorporates
the significant effect of small portion of nodes that have large degrees. In heteroge-
neous mean-field theory, all nodes with the same degree are treated statistically equiv-
alent. We established a differential equation for the infection probability of nodes
with degree k, and then find the stationary solutions of the probability. Then we solve
a self-consistency equation to calculate the density of infection and other properties
of the system.
We found that the simplicial SIS model in scale-free uniform hypergraphs shows
rich phase transition pattern. The properties of the phase transition completely change
according to the exponent of the degree distribution λ . When λ is smaller than a
critical value λc, which is determined by the size of hyperedges, there is always a
non-trivial stationary state for arbitrarily small contagion rate. The critical value is
given λc = 2+ 1d−1 , hence it is between two and three. When the contagion rate ap-
proaches zero, so does the density of infection of the non-trivial stationary state. The
susceptibility, which is proportional to the sensitivity to the rate of voluntary infec-
tion (see section 3.2.4 for the definition and detailed discussions.), approaches 1 as
the contagion rate approaches zero. The order parameter critical exponent is larger
than 1 and the susceptibility critical exponent is zero. When λ is exactly the critical
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value, the system undergoes a second-order phase transition at finite contagion rate.
This means that the epidemic threshold is discontinuous with respect to λ at the crit-
ical value. The susceptibility converges to a finite value in the vicinity of the phase
transition. The order parameter critical exponent is larger than 1 and the suscepti-
bility critical exponent is zero. When λ is larger than the critical value, the system
undergoes a first-order phase transition at finite contagion rate. As λ approaches the
critical value λc from above (λ > λc), the epidemic threshold converges to a value
different from that of λ = λc. The susceptibility diverges in the vicinity of the phase
transition. The order parameter critical exponent is 1/2 and the susceptibility critical
exponent is positive.
We believe that the mean-field theoretical results are exact in annealed hyper-
graphs. However, for quenched hypergraphs, the epidemic threshold must be investi-
gated for larger systems, because the mean-field theory led to a misleading prediction
for the epidemic threshold in quenched scale-free network [26]. Possible logarithmic
decay of the density of infection, which is characterized as the Griffiths phase [27],
must also be checked.
3.2.1 Self-consistency equation






ρk =−ρk +ηk (1−ρk)Θd−1, (3.12)
where η = β/µ , and Θ is the portion of k(d − 1) neighbors that are infected. Then,









It is expected that Θd−1k among k hyperedges have d − 1 infected nodes except the
degree-k node. The degree-k node is cured (I → S) by rate µ if the node is infected. If
the degree-k node is not infected and has n hyperedges that have d−1 infected nodes
except the degree-k node, the node is infected by rate βn. Since Θ is the weighted
average of a quantity larger than zero and smaller than 1: 0≤Θ≤ 1. We are interested
in the stationary states, therefore we set µ = 1 without loss of generality. This is
equivalent to the transform t → µt, which does not affect the stationary ensemble.





The equation implies that the infection probability always increases with the node’s
degree and approaches 1 as k → ∞ for any positive η and Θ. The function ρk is
controlled by a single parameter ηΘd−1. The density of infection, which is the overall
probability of infection, is ρ =
∑
P(k)ρk, and monotonically increases with Θ and
satisfies 0 ≤ ρ ≤ 1. Non-zero ηΘd−1 implies a non-zero ρk and ρ . ρ is always less
than or equal to Θ, because Θ is the degree weighted average of ρk and ρk increases
with k.
The self-consistency equation for Θ is obtained by introducing ρk expressed in



























G(Θ0) = 0 yields the Θ0 value that corresponds to the stationary solution. In order to




















For power-law degree distribution P(k) = (λ −1)kλ−1m k−λ , k ≥ m,







































The continuous-k approximation becomes exact for large km and for annealed
hypergraphs (see section 4.1.3 for the definition). The self-consistency function has
the following properties.




























Therefore, G′(0) =−1 for d > 2. However, we are dealing with infinite summations
and integrations, hence the limits of G(Θ) and G′(Θ) must also be checked for Θ→ 0.
lim
Θ→0






























−a a < b
Γ(c)Γ(a−b)
Γ(a)Γ(c−b)z
−b a > b
. (3.28)
The formula also allows us to calculate the next dominant terms proportional to z−a−1






Θ(d−1)λ−(d−1)−d −1 λ < 3
(d−1)(λ−2)
(λ−3) kmηΘ







+∞ λ < 2+ 1d−1
π/(d−1)
sin(π/(d−1)) (kmη)
1/(d−1)−1 λ = 2+ 1d−1
−1 λ > 2+ 1d−1
. (3.30)
The order of the phase transition and the epidemic threshold is governed by the
value of limΘ→0 G′(Θ). If limΘ→0 G′(Θ) = ∞, since G(0) = 0 and G(1) < 0, there
is one non-trivial stationary solution Θ0 that satisfies the self-consistency equation.
Therefore, the system has a vanishing epidemic threshold. When limΘ→0 G′(Θ) is
a monotonically increasing function of η , the self-consistency equation yields one
non-trivial stationary solution when η is larger than a critical value. The epidemic
threshold for scale-free d-uniform hypergraph with the degree exponent λ = 2+ 1d−1





. The phase transition is of order two. If limΘ→0 G′(Θ)
is fixed to −1, the system has no non-trivial stationary solution under the epidemic
threshold, and two solutions above the threshold. The smaller one is an unstable so-
lution and the larger one is a stable solution. The self-consistency equations of 3- and
4-uniform hypergraphs are plotted for several values of λ in Fig. 3.4.
3.2.2 Fluctuation
We have ignored the effects of the stochastic fluctuation in the system and focused on
the expectation values of the physical quantities. In the presence of stochastic noise,
the equation for the degree-k nodes is expressed,
d
dt
ρk =−ρk +ηk (1−ρk)Θd−1 +ζk. (3.31)
The origin of the noise is the stochastic nature of the recovery process and the






















































































Fig. 3.4: Self-consistency function G(Θ) of scale-free 3-uniform hypergraphs with degree
exponent (a) λ = 2.2, (c) λ = 2.5, (e) λ = 2.8, and of scale-free 4-uniform hypergraphs with
degree exponent (a) λ = 2.2, (c) λ = 2+ 1/3, (e) λ = 2.8. The minimum expected degree
km = 1. For λ < λc, the derivative of the function diverges as Θ approaches zero ((a) and (b)).
For λ = λc, it converges to a finite value according to the value of the rate of contagion η ((c)












































Fig. 3.5: Mean-field theoretical results of (a, c, e) the density of infection and (b, d, f) the
susceptibility. The mean degree ⟨k⟩= d, which corresponds to K = 1 in the static model. Red
lines denote λ < λc, blue lines denote λ > λc, and black lines denote λ = λc. For λ < λc,
the epidemic threshold vanishes. The susceptibility converges to 1 as η → 0. For λ = λc, the
epidemic threshold is finite and the system undergoes a second-order phase transition where
the density of infection is continuous in the vicinity of the phase transition. The susceptibility
converges to a finite value 1+d(d −2). For λ > λc, the phase transition is of first-order and
the density of infection is discontinuous in the vicinity of the phase transition. The suscepti-
bility diverges in the vicinity of the phase transition.
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that there are Nkρk infected degree-k nodes. Then the probability that n1 nodes are






(dt)n1 (1−dt)Nρ−n1 . (3.32)
There are approximately Nkk (1−ρk)Θd−1 attempts of infection in the system. The








Then, the conditional probability that the number of infected degree-k nodes NkI in-
creases by n in duration dt can be calculated using the joint probability P(n1,n2)





















W (ρk|ρ ′k)P(ρ ′k)−W (ρ ′k|ρk)P(ρk)
]
(3.35)
W (NkI +n|NkI) =
∂
∂ t







Let µ = 1 for convenience and use Kramers-Moyal expansion to obtain
d
dt
































δ (t ′− t). (3.43)
For stationary state, ρk = Nkk (1−ρk)Θd−1. This means that the rate of recovery and







δ (t ′− t). (3.44)















ρ =−ρ +η ⟨k⟩(1−Θ)Θd−1 +ζ (3.46)〈





δ (t ′− t). (3.47)
The stochastic fluctuation is a multiplicative noise when the system is in a stationary
state.
3.2.3 Critical behavior of the density of infection
For λ < λc, the epidemic threshold ηc is zero, and both ρ and Θ approaches zero as










The density of infection ρ can also be calculated from Eq. 3.21:
ρ ∼ kmηΘd−1 ∼ (η −ηc)
1
1−(d−1)(λ−2) . (3.50)





is finite. Both ρ and
Θ approaches zero as η −ηc → 0. The self-consistency function G(Θ) is expressed
as Eq. 3.48. In this case, we have to consider higher order terms of G(Θ) because
there is only O(Θ) term in the equation. The next two dominant terms of G(Θ) are
O(Θd) arising from the first term of Eq. 3.27 and O(Θd−1) from the second term. The
26



































(kmηc)Θd−1 + · · · . (3.54)
Therefore,
Θ ∼ (η −ηc)
1
d−2 (3.55)
ρ ∼ (η −ηc)
d−1
d−2 . (3.56)
For λ > λc, none of ηc, ρ , and Θ approaches zero as η −ηc → 0+. We can
calculate the asymptotic behavior of Θ(η)−Θ(ηc) and ρ(η)−ρ(ηc). In the vicinity
of the phase transition, G = 0 and ∂G
∂Θ
= 0. Therefore,









Θ(η)−Θ(ηc)∼ (η −ηc)1/2 (3.58)
ρ(η)−ρ(ηc)∼ (η −ηc)1/2 . (3.59)
































Fig. 3.6: Critical exponents (a) β ′, (b) γ , and (c, d) ν̄2. The order parameter critical exponent
β ′ diverges near the critical point λc. The correlation length critical exponent of the second
kind ν̄2 is calculated for (c) ω = λ −1, which is the natural cut-off, and for (d) ω = d/(d−1),
which yields uncorrelated scale-free hypergraphs. The two plots (c) and (d) differ and confirm
that there are various routes to the thermodynamic limit of scale-free uniform hypergraphs.





1−(d−1)(λ−2) λ < λc
d−1
d−2 λ = λc
1/2 λ > λc
. (3.60)
The exponents are illustrated in Fig. 3.6 (a) for d = 3,4,5.
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3.2.4 Susceptibility
There are multiple definitions of susceptibility in SIS model. One was introduced [79,
80] in the context of directed percolation, which is equivalent to SIS-model in regular
networks [81]. It is defined under the presence of conjugated field h.
d
dt
ρ =−ρ +η ⟨k⟩(1−Θ[ρ])Θ[ρ]d−1 +h (3.61)
= f (ρ)+h. (3.62)
The conjugated field h is related to the rate h′ = h/(1−ρ) of voluntary infection
S → I, the rate of which a susceptible node is turned to an infected state independent
of the contagion process. The susceptibility χ1 is defined as the sensitivity of the










In such case, the differential equation for the infection probability of degree-k
nodes is modified as follows.
d
dt













































































































For λ > λc, ∂G∂Θ approaches zero as η approaches ηc and the other two factors
in Eq. 3.71 are not singular. Hence the susceptibility diverges in the vicinity of the
phase transition. For λ ≤ λc, the other two terms must be taken into account. The








































































The values are calculated for h′ = 0. The susceptibility is then expressed,
(1−ρ)χ1 = 1− 2F1
(









λ ,2;λ +1;− 1
kmηΘd−1
)


























The susceptibility χ1 is illustrated in Fig. 3.5 for d = 3,4,5. Eq. 3.76 allows us
to calculate the susceptibility critical exponent γ: χDP ∼ (η −ηc)−γ .
γ =

0 λ < λc
0 λ = λc
1/2 λ > λc
. (3.77)
The results are depicted in Fig. 3.6 (b) for d = 3,4,5. For λ < λc, the susceptibility
critical exponent γ is zero and the susceptibility χ1 converges to 1 in the vicinity of














= 1+d(d −1). (3.78)
Another definition of the susceptibility has been introduced for an effective
determination of the epidemic threshold in numerical simulations of SIS-model in








We calculate both the χ1 and χ2 in the numerical simulations.
3.2.5 Finite-size effect
There are two types of finite-size effect in scale-free networks [83]. The same is true
in scale-free uniform hypergraphs. The finite-size effect of the first kind originates
from the fact that the number of nodes in the system is finite. It is the same kind of
finite-size effect studied in regular lattices. Because of this effect, a stationary state in
any finite-size system has a finite life-time. The finite-size effect of the second kind
stems from the fact that the maximum degree in a finite system is always finite. The
maximum degree of a finite-size uniform hypergraph can never be infinite, whether
the hypergraph is weighted or unweighted. Especially in an unweighted d-uniform
hypergraph, it is bounded by N−1Cd−1, which is the number possible distinct hyper-
edges of size d that contains a specific node. Therefore, a finite maximum degree
is inevitable in a finite system. The thermodynamic limit of scale-free uniform hy-
pergraphs must take both the N → ∞ and kmax → ∞ limits. The finite-size effect of
the second kind differs from the first kind because the epidemic threshold is defined
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for each value of kmax. Therefore, the effect depends on the exponent of which the
kmax diverges. If we fix the kmax and increase the number of nodes, we can study the
finite-size effect of the first kind exclusively. If we increase the maximum degree with
sufficiently small exponent, the finite-size effect of the first kind will vanish first, and
only the finite-size effect of the second kind will remain.
In the static model, the maximum expected degree diverges with an exponent
1
λ−1 , which is called the natural cut-off of the static model [59]. However, we can















instead of Eq. 2.4. The exponent of the degree distribution is λ = 1+ 1
µ
, and maxi-

























Therefore, if ω > dd−1 , max(d!NK pi1 · · · pid ) ∼ N
1+d(ω+1)/ω → 0 and the probabil-
ity of hyperedge is expressed by Eq. 2.10: fi1···id ≃ d!NK pi1 · · · pid regardless of the
degree exponent λ . The minimum degree converges to the same value as the static
model and the maximum degree diverges as kmax ∼ N1/ω . ω = λ −1 yields the static
model.
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whose solution yields the degree weighted mean of the density of infection in a finite-
size system. The function is illustrated in Fig. 3.7 (a), (b), and (c). GN(Θ) allows us
to calculate the epidemic threshold of finite-size systems and the critical exponent ν̄2
of which the epidemic threshold converges to its thermodynamic limit (the subscript
2 denotes that the value accounts for the finite-size effect of the second kind). The
epidemic threshold of finite-size static model is illustrated in Fig. 3.7 (d).
For λ < 2+ 1d−1 , η → 0 and Θ → 0 at the critical point. Therefore, for large N,





λ −2,1;λ −1;− 1
kmN1/ωηΘd−1
)
≃ N−(λ−2)/ω , (3.87)
since the hypergeometric function converges rapidly to 1. The finite-size epidemic
threshold is given when the maximum value of the function Eq. 3.86 is equal to
Eq. 3.87. Therefore,
ηc(N)∼ N−(1−(d−1)(λ−2))/ω . (3.88)
The correlation length critical exponent is ν̄2 = (1− (d −1)(λ −2))/ω , which ap-
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proaches zero as λ → λc. For λ = λc, (η −ηc) → 0 and Θ → 0 with ηc > 0. The
self-consistency function in the vicinity of the phase transition is
GN(Θ) = A(η −ηc)Θ−BΘd−1 −N−(λ−2)/ω , (3.89)




The correlation length critical exponent of the finite-size effect of the second kind is
ν̄2 =
(d−1)2ω
d−2 . For λ > λc, (η −ηc) → 0 and Θ−Θc → 0 with ηc > 0 and Θc > 0.









The correlation length critical exponent is ν̄2 = ωλ−2 . The results for d = 3,4,5 are








































Fig. 3.7: The (a, b, c) self-consistency function and the (d) epidemic threshold of finite-size
static model of 3-uniform hypergraph with various exponents of the degree distribution. The





4.1.1 Discretization of time
While the states (S and I) of the agents in the model, and the structure of the position
of the agents are discrete, the time of the dynamics is continuous. To simulate such
model, one method is to take a small ∆t and implement the Newtonian method. At
each step, an event of rate α occurs with probability α∆t. The error of this model
is proportional to α − 1+ exp(−α∆t) [84]. Also, the number of times of the ran-
dom number generation is inversely proportional to ∆t, therefore, the simulation time
increases.
We used an alternative, computationally efficient method. A cycle of the method
is described in the following.
1. Generate a random number X uniformly distributed in (0,1). If X > p = η1+η ,
select a random node and recover the node if it is infected.
2. Otherwise (if X ≤ p), select a random hyperedge and infect the susceptible
node in the hyperedge if the hyperedge satisfies the contagion condition.
3. Proceed time t by 11+η (t → t +
1
1+η ).
The simulation is performed by repeating the above cycle.
This algorithm has the same transition probability with the exact continuous-
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time model. A given system transforms to a different state by a recovery or an infec-
tion of a single node. In the actual system, the rate of the recovery of each node is 1
and the rate of contagion through a hyperedge that satisfies the contagion condition
(all nodes in the hyperedge except one are infected) is η . Therefore, the probabil-















, where NI is the number of infected nodes, n is the number of the
hyperedges, and nc is the number of the hyperedges that satisfies the contagion con-
dition. The algorithm presented above gives the identical probability. At each cycle, a
recovery is tried by probability 1− p. The probability that the trial succeeds is NI/N.
The probability that a contagion is tried is p and the probability that the trial succeeds
is nc/n. If the trial fails, the process is repeated to find the state that comes next to the
given state. The probability that the system eventually transforms by a recovery or a
contagion is then,












































The probabilities of the transitions are identical to those of the exact continuous-time
model.
Therefore, the probability that a series of states {S, I, I, · · ·}, {S,S, I, · · ·}, · · · is
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realized in the exact model and the given simulation method are the same. However,
the temporal dynamics are not exactly the same. The transition time from a given state
to a different state follows an exponential distribution, since it is a Markov process.






























The probability distribution of δ t is still an exponential function, but δ t is discretized
by 1/(1 + η). For a large enough time-scale, however, the simulation is approxi-
mately equivalent to the exact model. The probability that b transitions take time T
approximately follows a Gaussian distribution for large b and T , because the duration
T is a sum of many exponential variables. The standard deviation of the distribution
diverges but the ratio of it to the expectation value converges to 0. Therefore, the sim-
ulation method yields identical critical exponents. Also, the ensemble of stationary
state is exactly the same.
Similar methods have been used in previous studies. These methods select an
infected node and infect a neighbor by probability p and otherwise (by probability
1− p), recovers an infected node. Such method is effective to simulate the contact
process or epidemic models in regular structures. To implement this method to SIS
model in heterogeneous structure, an infected node must be selected with probability
proportional to its degree. It is computationally inefficient. Degree-weighted selection
of nodes is efficiently implemented by the alias method (often called the Robin Hood
method) [85]. This method constructs an alias table, and then efficiently selects a node
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with the given relative probabilities. The list of infected nodes changes constantly,
therefore the alias table must be constructed after each transition of the system.
4.1.2 Quasistationary method
A Markov process with an absorbing state (that is accessible) in a finite-size sys-
tem (system whose total number of states is finite) is destined to reach the absorbing
state. If the system has a non-zero probability to reach the absorbing state after some
duration, the probability that the system remains active decreases exponentially, and
therefore converges to zero. The standard numerical procedure to investigate the sta-
tionary state of the finite-sized system with an absorbing state is by using simula-
tion samples restricted only to surviving runs after sufficiently long time [86]. Such
method is not computationally efficient, because the samples that have reached the
absorbing state cannot be used to calculate the statistical properties of the stationary
state.
An alternative method is the quasistationary method [82, 87], which restricts
the system to active states. In this method, if the system reaches the absorbing state,
the system is reverted to an active configuration taken randomly from the history of
the simulation. Initially, the system is fully infected, because we want to investigate
the presence of non-trivial stationary state. After sufficiently long time, the system
and the history of the configurations simultaneously reach the stationary ensemble.
Therefore, if the system reaches the absorbing state by a small probability, the sys-
tem is immediately reverted to the active state chosen randomly from the stationary
ensemble.
For the simulation in this thesis, the number of histories tracked is 100, and the
history is updated with period 1
µ
= 1. When the system reaches the absorbing state, a
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configuration from the history is selected randomly and the system is reverted to the
chosen configuration.
4.1.3 Annealed uniform hypergraphs
An annealed hypergraph is a mean-field theoretical treatment of an ensemble of hy-
pergraphs. We replace the adjacency tensor to its ensemble average:
aα = āα = fi1···id . (4.8)
The probability of a particular hyperedge fi1···id of the static model of uniform hy-
pergraph was introduced in section 2.3.2. Ordinary hypergraphs, whose neighboring
structures are fixed, are called quenched hypergraphs. In contrast to quenched hyper-
graphs, there is no neighboring structure in annealed hypergraphs. There is no disor-
der in the structure of the annealed hypergraphs, but only in the dynamical processes
that take place on them. This is a generalization of the annealed network. Annealed
network, which was introduced as a random neighboring network [83], has been
widely used to study dynamical processes because degree based mean-field theory
and other mean-field theoretical approaches are exact in annealed networks [25, 87–
89].
In order to check the mean-field theoretical predictions presented in the previous
section, we performed numerical simulations in annealed scale-free 3- and 4-uniform
hypergraphs. We used the system size N from 1×104 to 4096×104. We performed
the simulation in the region 2 < λ < 3, a region where the system shows various
types of phase transition. We calculated the density of infection and the susceptibil-
ity. We calculated the susceptibility by using linear regression of the density of infec-
tion under small conjugated field (h between 0.0001 and 0.001). Numerical results
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corroborated the mean-field theoretical predictions presented in the previous section.
4.2 Numerical results in annealed 3- and 4-uniform
hypergraphs
4.2.1 Temporal dynamics
As explained in the previous section, the dynamics in a finite-size system is destined
to reach the absorbing state ρ(t) = 0. However, systems with stationary states dif-
fer from those without in their temporal dynamics. For instance, the time τ that a
system which started from the fully-infected state reaches the absorbing state scales
differently as the system size N is increased. The typical time τ ′ that a stochastic
system with Gaussian noise proportional to temperature T , ⟨ζ (t)ζ (t ′)⟩ ∝ T δ (t ′− t),
crosses a potential barrier scales exponentially as 1/T increases (τ ∼ exp(∆E/T ) for
an energy barrier of ∆E) [90]. In this case, T ∝ N−1/2. Therefore, the typical time of






. The characteristic time τ that a
system which started from the fully-infected state reaches the absorbing state scales
identically (If the system has a stationary state, the system will spend most of the
time in the stationary state, because the time of escape scales faster than a power-
law.). However, the characteristic time diverges as a power-law in systems without a
stationary state.
We performed numerical simulations for systems with the number of nodes
1250–640000. The survival probability after time t is depicted in Fig. 4.8, at vari-
ous phases of the system (phase with and without a stationary state, and at the critical
point). The characteristic time of survival, which is a typical time that survival prob-
ability reaches a certain value, scales as a power-law at or below the critical point. It
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diverges faster than a power-law in the phase with a stationary state.
Although any sample of simulation reaches the absorbing state after a suffi-
ciently long time, the average density of infection of the systems that have not reached
the absorbing state converges to the stationary value, if there is a stationary state.
If there isn’t a stationary state, the value indefinitely approaches zero. The results
are depicted in Fig. 4.9. Therefore, the stationary state properties can be studied by
taking only the surviving samples in the average. The time of relaxation from the
fully-infected state is sufficient if if it is larger than 100.
4.2.2 Density of infection
We calculated the density of infection, which is the order parameter of the system,
using the quasistationary method introduced in the previous section. We simulated
the static model with the natural degree cut-off exponent λ − 1 with the number of
nodes from 1×104 to 1024×104. We saved M = 100 previous configurations (from
t−100 to t−1). This differs from the original quasistationary method [82, 87], which
replaces a randomly selected history of configuration by a constant rate. The system
is initially fully infected. If the system reaches the absorbing state, the system is
reverted to a configuration from the history if t ≥ M = 100. Otherwise, the system is
reverted to the fully-infected state. We collected the density infection with a period
1
µ
= 1, which is the period the history is updated. We used the relaxation time of
2000, hence burned-in the initial 2000 collected data. We used 18000 samples for
each system (each N and η) to calculate the mean and the variance of the density of
infection.
The results are consistent with the mean-field theoretical predictions and ap-




































































Fig. 4.8: Survival probability at time t of 3-uniform hypergraphs with degree exponent (a,
c, e) λ = 2.5, (b, d, f) λ = 2.8. The mean degree ⟨k⟩ = d, which corresponds to K = 1 in
the static model of uniform hypergraph. The system has a contagion rate below the epidemic
threshold, hence there is no stationary state in (a) η = 0.3 and (b) η = 0.8. The contagion
rate is above the threshold, hence there is a stationary state in (e) η = 0.5 and (f) η = 1.0.
The systems have the contagion rate equal to the epidemic threshold in (c) and (d). The
system is initially fully infected. The characteristic time of survival, the time that the survival
probability reaches a certain value, scales as a power-law in (a), (b), (c), (d) and (e). It scales
faster than the power-law in (e) and (f), as expected.
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Fig. 4.9: The average density of infection of all runs (black line) and of the surviving runs
of scale-free 3-uniform hypergraph with degree exponent λ = 2.8 and the number of nodes
N = 1000. The mean degree ⟨k⟩ = d, which corresponds to K = 1 in the static model of
uniform hypergraph. The system is below the epidemic threshold in (a) η = 0.8 and above
the threshold in (b) η = 1.0. The systems are initially fully infected. In both cases, the sur-
vival probability approaches zero as time grows, hence the average density of infection of
all runs, which is smaller than the survival probability, also approaches zero. However, when
the system has a stationary state ((b)), the average density of infection of the surviving runs
converges to a finite value, while it approaches zero (a) below the epidemic threshold.
appeared to confirm its mean-field predictions. For λ > 2.5, where the phase transi-
tion is expected to be of first-order, the jump of the order parameter at the epidemic
threshold approached a finite value. However, for λ ≤ 2.5, where the phase transition
is expected to be of second-order, the jump of the order parameter approached zero.
The numerical result of the density of infection is depicted in Fig. 4.10 (3-uniform
hypergraph) and Fig. 4.11 (4-uniform hypergraph).
4.2.3 Susceptibility
We performed simulation under conjugated field to calculate the susceptibility χ1 =
∂ρ
∂h . We also used the sample variance and the sample mean of the density of infection
to calculate the susceptibility χ2 using Eq. 3.79. The results are depicted in Fig. 4.12
(3-uniform hypergraphs) and Fig. 4.13 (4-uniform hypergraphs). We used 10 values















































































Fig. 4.10: The density of infection of the static model of 3-uniform hypergraphs with de-
gree exponent (a, b) λ = 2.2, (c, d) λ = 2.5, and (e, f) λ = 2.8. The mean degree ⟨k⟩ = d,
which corresponds to K = 1 in the static model of uniform hypergraph. Redder dots represent
systems with the larger numbers of nodes. The mean-field results are represented by dashed
blue lines. As the system size is increased, the numerical results approaches the mean-field
results. For λ ≤ 2.5, where the phase transition is expected to be of second-order, the jump of
the order parameter at the epidemic threshold approaches zero, while for λ > 2.5 ,where the














































































Fig. 4.11: The density of infection of the static model of 4-uniform hypergraphs with degree
exponent (a, b) λ = 2.2, (c, d) λ = 2+ 13 , and (e, f) λ = 2.8. The mean degree ⟨k⟩ = d,
which corresponds to K = 1 in the static model of uniform hypergraph. Redder dots represent
systems with the larger numbers of nodes. The mean-field results are represented by dashed
blue lines. As the system size is increased, the numerical results approaches the mean-field
results. For λ ≤ 2.5, where the phase transition is expected to be of second-order, the jump of
the order parameter at the epidemic threshold approaches zero, while for λ > 2.5 ,where the
phase transition is predicted to be of first-order, the jump of the order parameter approaches
a finite value.
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(least-square method) to calculate ∂ρ
∂h′ . The susceptibility to the conjugated field χ1


















































Fig. 4.12: The susceptibility χ1 of the static model of 3-uniform hypergraphs with the degree
exponent (a) λ = 2.2, (c) λ = 2.5, and (e) λ = 2.8, and the susceptibility χ2 for (b) λ = 2.2,
(d) λ = 2.5, and (f) λ = 2.8. The mean degree ⟨k⟩ = d = 3, which corresponds to K = 1
in the static model of uniform hypergraph. The susceptibility χ1 is calculated by the linear
regression of the mean density of infection under small conjugated field h′ = 10−4–10−3 (χ1).






































Fig. 4.13: The susceptibility χ1 of the static model of 4-uniform hypergraphs with the degree
exponent (a) λ = 2.2, (c) λ = 2+ 13 , and (e) λ = 2.8, and the susceptibility χ2 for (b) λ = 2.2,
(d) λ = 2+ 13 , and (f) λ = 2.8. The mean degree ⟨k⟩ = d = 4, which corresponds to K = 1
in the static model of uniform hypergraph. The susceptibility χ1 is calculated by the linear
regression of the mean density of infection under small conjugated field h′ = 10−4–10−3 (χ1).




In this thesis, we studied the simplicial SIS model in scale-free uniform hypergraph
using the static model of uniform hypergraph. We proposed the static model of uni-
form hypergraph, which is a generalization of the static model of complex network.
We showed that the model has a degree distribution with a power-law tail.
We studied the system analytically using the heterogeneous mean-field theory.
We found that the system shows a rich phase transition when the exponent of the de-
gree distribution is between two and three. If the degree exponent is below a critical
value, which depends on the size of the hyperedges, the epidemic threshold vanishes.
Therefore, there is a non-trivial stationary state for arbitrarily small contagion rate.
The susceptibility converges to 1 in the vicinity of the epidemic threshold. If the
degree exponent is above the critical value, the system shows a first-order phase tran-
sition at a finite contagion rate. The susceptibility diverges in the vicinity of the phase
transition. If the degree exponent is exactly the critical value, the system undergoes a
second-order phase transition at a finite contagion rate. The susceptibility converges
to a finite value at the epidemic threshold.
We performed numerical simulations in annealed scale-free 3- and 4-uniform
hypergraphs with the degree exponent between 2 and 3. We implemented the qua-
sistationary method to study the properties of the stationary state. The results of the
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초록
하이퍼그래프는 그래프보다 더 복잡하고 많은 요소들이 동시에 상호작용하는 현
상을 기술할 수 있다. 최근에 하이퍼그래프에서 complex contagion process로써
simplicial contagion process가 제안되었다. Simplicial contagion process를 통해











함수로 주어지며 2와 3 사이의 값을 가진다. 시뮬레이션 결과는 평균장 이론으로
계산한예측값과일치하였다.
주요어 : 전염병 확산 과정, SIS 모형, 척도 없는 네트워크, 균일 하이퍼그래프,
척도없는하이퍼그래프,상전이
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