Abstract. We derive local boundedness estimates for weak solutions of a large class of second order quasilinear equations. The structural assumptions imposed on an equation in the class allow vanishing of the quadratic form associated with its principal part and require no smoothness of its coefficients. The class includes second order linear elliptic equations as studied in [GT] and second order subelliptic linear equations as in [SW1, 2]. Our results also extend ones obtained by J. Serrin [S] concerning local boundedness of weak solutions of quasilinear elliptic equations.
Introduction
The main purpose of this paper is to prove local boundedness of weak solutions u of rough subelliptic quasilinear equations of the form (1.1) div A(x, u, ∇u) = B (x, u, ∇u) in an open set Ω ⊂ R n . Further regularity results will be studied in a sequel to this paper. We will assume that the vector-valued function A and the scalar function B satisfy specific structural restrictions on their size, but not on their smoothness, relative to a symmetric nonnegative semidefinite matrix Q(x). Thus the quadratic form Q(x, ξ) = Q(x)ξ, ξ , ξ ∈ R n , may vanish when ξ = 0. More precisely, given p and an n × n matrix Q with 1 < p < ∞ and |Q| ∈ L p/2 loc (Ω), our weak solutions are pairs (u, ∇u) belonging to an appropriate Banach space W 1,p Q (Ω). As described in [SW2] , W Q (Ω) norm. We will give some further discussion about these Banach spaces below. The structural conditions which we assume are that there exists a vectorÃ(x, z, ξ), (x, z, ξ) ∈ Ω × R × R n , with values in R n , such that for a.e. x ∈ Ω and all (z, ξ) ∈ R × R n , where a, γ, ψ, δ > 1 are constants, and b, c, d, e, f, g, h are nonnegative functions of x. In fact, when dealing with a particular weak solution (u, ∇u), it will be enough to assume that parts (ii), (iii) and (iv) of (1.3) hold with z and ξ replaced by u(x) and ∇u(x) respectively. The sizes of γ, ψ and δ will be further restricted in terms of p and a natural "Sobolev gain factor" σ > 1 to be described below in (1.13), while the functions b, c, d, e, f, g, h will be assumed to lie in appropriate Lebesgue or Morrey classes related to p, σ, γ, ψ and δ. For the classical Euclidean metric, non-degenerate Q and 1 < p < n, the Sobolev gain is σ = n/(n − p). In general, we will always restrict γ, ψ, δ to the ranges (1.4) γ ∈ (1, σ(p − 1) + 1), ψ ∈ (1, p + 1 − σ −1 ), δ ∈ (1, pσ).
We will often refer to a, b, c, d, e, f, g, h as structural coefficients, or simply as coefficients. Except for a, which is constant, the coefficients must always satisfy certain minimal local integrability requirements: see (2.12). We remark that the set of structural properties (1.3) is invariant under replacing the symmetric nonnegative semidefinite matrix Q(x) by another symmetric nonnegative semidefinite matrix M (x) which is equivalent to it, i.e., which satisfies (1.5) 1 C Q(x)ξ, ξ ≤ M (x)ξ, ξ ≤ C Q(x)ξ, ξ for all ξ ∈ R n , a.e. x ∈ Ω;
see Theorem 5.1 in Appendix 2. We also remark that the structural assumptions (1.3) are equivalent to the following set of assumptions: there exists a nonnegative functionã(x, z, ξ), (x, z, ξ) ∈ Ω × R × R n , such that for a.e. x ∈ Ω, all η ∈ R n and all (z, ξ) ∈ R × R n , Historically speaking, in the classical elliptic case (Q(x) = Identity), structural conditions more restrictive than (1.3) were considered by J. Serrin [S] , who derived a broad class of regularity results for weak solutions of (1.1). Our ranges of the parameters γ, ψ, δ are however wider than those studied in [S] , where these parameters are all equal to p. In case p = 2, our ranges correspond more closely to those in [G, p. 176] and [GM] , although we miss some endpoint values. These latter papers impose continuity conditions on coefficients which we do not assume, but which lead to stronger regularity and also to results for systems. N. Trudinger [T] also derived regularity results in the elliptic case, relaxing some structural conditions under the assumption of local boundedness of weak solutions, but generally for the same choices as in [S] . We note in passing that the equation for the p-Laplacian, namely div(∇u |∇u| p−2 ) = 0, as well as Yamabe type equations ∆u − Ru +Ru q−1 = 0 for q < 2n/(n − 2) are included in the case Q(x) = Id (with p = 2 for the Yamabe type equations).
In the subelliptic case, by which we mean the case when Q(x) may be singular, regularity results including local boundedness of weak solutions are derived in [SW1, 2] for linear equations with rough coefficients and nonhomogeneous terms. The form of the linear equations studied there is (1.7) div M (x)∇u + H(x)R(x)u + S(x) ′ G(x)u + F (x)u = F 1 (x) + T (x)
where M (x) is a symmetric matrix whose quadratic form M (x, ξ) satisfies
for some positive constants c 1 , c 2 , and where H, G, F, F 1 , G 1 are functions on Ω and R, S, T are vector fields on Ω that are subunit with respect to Q(x). Here we say that a vector field V (x) is subunit with respect to Q if V (x)u(x) = v(x) · ∇u(x) and |v(x) · ξ| 2 ≤ Q(x, ξ) for almost all x ∈ Ω, all ξ ∈ R n and all Lipschitz continuous functions u on Ω. By direct computation (see Theorems 5.2 and 5.1 and relations (5.10) in Appendix 2), such a linear subelliptic equation satisfies the structural conditions (1.3) with p = γ = ψ = δ = 2. Our principal result includes the local boundedness estimates in [SW1, 2] for solutions of (1.7) and can be viewed as an extension of them to solutions of quasilinear equations.
The regularity results in [SW1, 2] for equations of type (1.7) were derived in an axiomatic setting which assumes the existence of appropriate Sobolev-Poincaré estimates in a space of homogeneous type, as well as the existence of sequences of Lipschitz cutoff functions. We will derive our estimates for weak solutions of (1.1) in a quasimetric setting, but our axioms are generally less restrictive than those in [SW1, 2] . For example, we do not need the assumption in [SW1, 2] that Lebesgue measure satisfies the doubling property relative to quasimetric balls. In fact, our main result Theorem 1.2 requires no hypothesis at all about doubling, and Corollaries 1.8-1.11 use only the condition D q * listed in Definition 1.7. Also, our main Sobolev-Poincaré assumption will be one of Sobolev type for compactly supported functions. Unlike [SW1, 2] , where not only local boundedness but also Hölder continuity of weak solutions is obtained, we will not require any Poincaré estimate for non-compactly supported functions. However, depending on the order of integrability of |Q|, we sometimes assume that functions w in W 1,p Q (Ω) satisfy higher local integrabililty than order p.
In order to state our main theorem, we now briefly describe the axiomatic framework. A fuller discussion can be found in [SW1, 2] . Facts about degenerate Sobolev spaces W 1,p Q (Ω) are given in [SW2] , as well as in [R] when p = 2, and we now recall some of them. Let Lip Q,p (Ω) denote the class of locally Lipschitz functions with finite W 1,p
is the Banach space of equivalence classes of Cauchy sequences in Lip Q,p (Ω). Consider the form-weighted space consisting of all measurable R n -valued functions f (x), x ∈ Ω, satisfying
Identifying measurable R n -valued functions f , g which satisfy ||f − g|| L p (Ω,Q) = 0, (1.8) defines a norm on the resulting vector space of equivalence classes; we define L p (Ω, Q) as the space consisting of these equivalence classes. When p = 2, L 2 (Ω, Q) is shown to be a Hilbert space with inner product f , g =´Ω f (x) ′ Q(x)g(x) dx in Theorem 4 of [SW2] , and the arguments in the proof there show that L p (Ω, Q) is a Banach space with norm (1. 
and hence a Banach space as well. As the spaces W 1,p Q (Ω) and W 1,p Q (Ω) are isomorphic, we will often refer to elements (w, v) of W 1,p Q (Ω) as elements of W 1,p Q (Ω), where the isomorphism is taken in context. We caution the reader that v is not generally uniquely determined by w for pairs (w, v) 
obtained by mapping a pair onto its first component is not always an injection, as shown by an example in [FKS] . Nevertheless, we will generally abuse notation and denote representative pairs in W 1,p Q (Ω) by (w, ∇w) instead of (w, v). Moreover, we will often abuse notation even further by simply writing w instead of the pair (w, ∇w). Some additional facts about degenerate Sobolev spaces are listed in Section 2 and Appendix 1 below. In [SW2] , the notion of the regular gradient ∇ reg w of an element w in W 1,p Q (Ω) is introduced and used to derive results related to regularity of linear subelliptic equations. However, in the present paper, we have been able to avoid this technical device; see the comment which follows Corollary 2.10.
By a quasimetric ρ on Ω, we mean a finite nonnegative function on Ω × Ω such that for some
For simplicity, we will also assume that ρ is symmetric, i.e., that ρ(x, y) = ρ(y, x) if x, y ∈ Ω. For x ∈ Ω and r > 0, define the sets B(x, r) = {y ∈ Ω : ρ(x, y) < r}, D(x, r) = {y ∈ Ω : |x − y| < r}, and assume that B(x, r) is Lebesgue measurable for every r > 0, x ∈ Ω. We call B(x, r) the quasimetric ball (or ρ-ball) with center x and radius r, and we sometimes write B r (x) or simply B r instead of B(x, r). Throughout the paper we will assume that for all x ∈ Ω, |x − y| → 0 if ρ(x, y) → 0, (1.9) and in some of our results we will also assume that
We remark that condition (1.9) is equivalent to requiring that (1.11)
for every x ∈ Ω and every ǫ > 0 there exists δ > 0, depending on x and ǫ, such that B(x, δ) ⊂ D(x, ǫ), while condition (1.10) is equivalent to (1.12) for every x ∈ Ω and every r > 0 there exists s > 0, depending on x and r, such that D(x, s) ⊂ B(x, r).
Then condition (1.10), or equivalently condition (1.12), implies that |B(x, r)| > 0 for every ρ-ball with r > 0. By Lemma 2.1 in Section 2, condition (1.9) implies that for every x ∈ Ω, one has B(x, r) ⊂ Ω if r is smaller than a suitable r 0 = r 0 (x) > 0; here E denotes the Euclidean closure of a set E ⊂ Ω. Given p, 1 < p < ∞, and a nonnegative semidefinite quadratic form Q(x, ξ) = Q(x)ξ, ξ , where Q(x) is a symmetric matrix for each x ∈ Ω and |Q| ∈ L p/2 loc (Ω), we need the following Sobolev estimate: there exist σ > 1 and C > 0 such that for every ρ-ball B r = B(y, r) with y ∈ Ω and 0 < r < r 1 (y) for a suitable r 1 (y) > 0,
denotes the analogue of the space W 1,p Q (B r ) defined earlier but now the completion with respect to (1.2), with Ω now replaced by B r , is formed by using Lipschitz functions with compact support in B r . Even though ∇w may not be determined uniquely by w, it follows that (1.13) holds for all (w, ∇w) ∈ (W 1,p Q ) 0 (B r ) provided it holds for all Lipschitz functions with compact support in B r . We also note that since Q(x, ξ) = | Q(x) ξ| 2 , (1.13) can be rewritten as
The number σ is a factor which measures the "Sobolev gain" in integrability of w, from L p (B r ) to L pσ (B r ) independently of B r ; σ plays a crucial role in our results. We will always assume that r 1 (y) ≤ r 0 (y) for every y ∈ Ω, where r 1 (y) is as in (1.13) and r 0 (y) is as in Lemma 2.1 In particular, it then follows that the closure of any ball B(y, r) with r < r 1 (y) lies in Ω.
We also require the existence of appropriate sequences of Lipschitz cutoff functions (called "accumulating sequences of Lipschitz cutoff functions" in [SW1] ), namely, we require that for some exponent s * , pσ ′ < s * ≤ ∞, there are positive constants τ, N and C s * , with τ < 1, such that for every ball B(y, r) with 0 < r < r 1 (y), there is a sequence of Lipschitz functions {η j } ∞ j=1 with the properties (1.14)
We remark that the above condition is slightly different from that appearing in [SW1] , and it is actually weaker. Indeed, the key final property in (1.14) is weaker than its analogue in [SW1] where the exponential growth constant N j is replaced by j N . Further, it is assumed in [SW1] that r 1 (y) = δ 0 dist(y, ∂Ω) for some δ 0 > 0, where "'dist" denotes the standard Euclidean distance in R n . The second property, 0 ≤ η j ≤ 1 for every j, is not required in [SW1] . However, if
is some collection which satisfies (1.14) except for the second part, simply define a new collection
for each j. This new collection then satisfies (1.14) as written. We also remark that since s * > pσ ′ , we may choose a number s ′ > σ ′ so that s * = s ′ p. The exponent s which is dual to s ′ , i.e., so that 1/s + 1/s ′ = 1, satisfies 1 ≤ s < σ and plays an important role in our results. Another assumption, generally simpler than (1.14), which we will impose in our main theorem is that there exists t, 1 ≤ t ≤ ∞, such that for every ρ-ball B(y, r) with 0 < r < r 1 (y) and every η = η j in the corresponding sequence {η j } provided by (1.14),
In fact, by (1.14), condition (1.15) is automatically satisfied for every t with 1 ≤ t ≤ s * /p. On the other hand, (1.15) might hold for larger values of t independently of (1.14); for example, if Q(x) is bounded, then (1.15) holds with t = ∞ for all B(y, r) with closure in Ω and for every η ∈ Lip 0 (Ω), even if (1.14) is not valid for any s * . To derive some of the preliminary results in Section 2, we will assume (1.15) for more restricted classes of balls B(y, r) and functions η. In any case, (1.15) as well as (1.16) below are only qualitative conditions, in the sense that the constants involved in both of them will not enter our final estimates. In our main theorem, (1.15) will be paired with the following assumption, where t ′ is the usual dual index of t given by 1/t + 1/t ′ = 1: for every ρ-ball B(y, r) with 0 < r < r 1 (y), there is a constant c 2 = c 2 (B(y, r)) so that for all f ∈ Lip loc (Ω),
It is easy to see that condition (1.16) holds for all elements of W 1,p Q (Ω) and not just for functions in Lip loc (Ω).
In Section 2, (1.15) and (1.16) will be used to derive a useful version of the product rule. They will also be used to prove that functions in W 1,p Q (Ω), which are generally without compact support, have sufficiently high local integrability in the presence of the Sobolev estimate (1.13) for compactly supported ones. See Proposition 2.3 for an estimate of ||w|| L pσ (B(y,τ r)) , 0 < τ < 1, in case w ∈ W 1,p Q (Ω) and B(y, r) is any ρ-ball with 0 < r < r 1 (y). As is true for (1.15), we sometimes assume in Section 2 that (1.16) holds for a smaller class of balls.
Remark 1.1. Note that condition (1.16) becomes weaker as t ′ becomes smaller. In particular, if (1.15) holds with t = ∞ (e.g., if Q ∈ L ∞ loc (Ω) or if (1.14) is valid with s * = ∞), then t ′ = 1 and (1.16) is trivially true.
When (1.14) holds for some s * > pσ ′ , then (1.15) is automatically true with t = s * /p, and the corresponding t ′ in (1.16) satisfies 1 ≤ t ′ < σ. In case t ′ < σ, (1.16) is considerably weaker than the Sobolev inequality (1.13) when restricted to Lipschitz functions f with compact support in B(y, r). On the other hand, (1.16) is assumed to hold for any locally Lipschitz function whether it is compactly supported in B(y, r) or not.
In case the Poincaré inequality
holds with B r = B(y, r) for all f ∈ Lip loc (Ω), then (1.16) clearly holds as well.
In many cases of interest, conditions (1.13), (1.14), (1.15) and (1.16) automatically hold. An enormous related literature exists, and we refer to [SW1] for an introduction to it. In particular, (1.14) is known to hold with s * = ∞ for the subunit balls K(x, r) associated with a quadratic form Q(x, ξ) that is continuous in x, provided the Fefferman-Phong condition [FP] holds, i.e., provided there are positive constants c 0 , ǫ such that for every K(x, r) with closure in Ω, there is a Euclidean ball D(x, r) satisfying
Notice that this condition in particular implies (1.12), i.e., condition (1.10), for the subunit balls K(x, r). In order to elaborate, we extend (as in [SW1] ) the notion of subunit metric to a nonnegative continuous quadratic form Q(x, ξ) on Ω by defining
where a Lipschitz curve γ : [0, r] → Ω is said to be subunit (with respect to Q(x, ξ)) if
for a.e. t ∈ [0, r] and all ξ ∈ R n . Then δ(x, y) is a symmetric metric on Ω, although possibly infinite if Q is degenerate. If δ(x, y) is finite for all x, y ∈ Ω, the subunit balls K(x, r) are defined by (1.18) K(x, r) = {y ∈ Ω : δ(x, y) < r}, x ∈ Ω, 0 < r < ∞.
Assuming that Q is continuous, that δ(x, y) is finite, and that the Fefferman-Phong containment condition holds, it is shown in [SW1] (and, under more restrictive assumptions, in the related references listed there) that (1.14) holds with s * = ∞ for the balls K(x, r). We say that a pair (u, ∇u) ∈ W 1,p Q (Ω) is a weak solution of (1.1) if
where Lip 0 (Ω) denotes the class of Lipschitz functions with compact support in Ω.
The main results of this paper are the following theorem and corollaries, in which we will use the notation
whenever E ⊂ Ω is Lebesgue measurable, f is a Lebesgue measurable function on E, and α > 0.
Theorem 1.2. Let Ω be an open set in R n , 1 < p < ∞, and Q(x, ξ) = Q(x)ξ, ξ be a symmetric nonnegative semidefinite quadratic form on Ω with |Q| ∈ L p/2 loc (Ω). Suppose that (Ω, ρ) is a quasimetric space, that condition (1.9) holds, and that there exists σ > 1 such that the Sobolev estimate (1.13) holds for all (w, ∇w) ∈ W 1,p Q 0 (B) for all ρ-balls B = B(y, r) with 0 < r < r 1 (y). Let A(x, z, ξ) and B(x, z, ξ) satisfy the structural conditions (1.3) with
Suppose that condition (1.14) about Lipschitz cutoff functions holds for some τ ∈ (0, 1) and s * > pσ ′ , and that conditions (1.15) and (1.16) hold with 1/t + 1/t ′ = 1 for some t ≥ 1 and all ρ-balls B as above. Let (u, ∇u) ∈ W 1,p Q (Ω) be a weak solution of (1.1) in Ω and let B(y, r) be a ρ-ball with 0 < r < τ r 1 (y).
Furthermore, given k > 0 and
and defineZ
,B(y,r);dx
where s is the dual exponent of the number s ′ which satisfies s * = s ′ p, C is a constant independent of u, k, B(y, r), b, c, d, e, f, g and h, and where Ψ 0 = s σ−s . Remark 1.3. Under the hypothesis of Theorem 1.2, Proposition 2.3 guarantees that the factor ū sp,B(y,r);dx in (1.22) is finite. IfZ is finite for all B(y, r) as above and condition (1.10) is satisfied, then Theorem 1.2 gives local boundedness of weak solutions of equation (1.1) in Ω, i.e., weak solutions in W 1,p Q (Ω) are bounded in every compact subset of Ω; see Section 2 for the simple proof.
Remark 1.4. The proof of Theorem 1.2 also provides an L p estimate for the size of √ Q∇u when (u, ∇u) is a weak solution. In fact, under the same assumptions as in Theorem 1.2,
where the norms are now unnormalized. This estimate is an analogue of one obtained in [S] in the nondegenerate case. It follows from (3.19) below by choosing q = 1 and η = η 1 there, and by applying (1.16) to the first term on the right in (3.19).
Remark 1.5. As mentioned earlier, if we are dealing with a particular weak solution (u, ∇u), then parts (ii), (iii) and (iv) of the structural assumptions (1.3) required in Theorem 1.2 (where γ = δ = p) can be weakened without affecting the conclusion. In particular, it is enough to assume that they hold when the general variable z ∈ R is replaced by u(x), x ∈ Ω, i.e., to assume that for a.e. x ∈ Ω and all (z, ξ) ∈ R × R n ,
When γ or δ exceeds p and we assume the structural conditions (1.3), this fact will be used in some of the corollaries below to deduce boundedness results from the case γ = δ = p considered in Theorem 1.2; it will allow us to bundle some powers of |u(x)| together with the coefficients.
We now turn to the question of estimating the expressionZ defined in (1.21), and in particular of determining when it is finite.
In case e = f = g = 0, we can let k tend to 0 in (1.22) to obtain (1.22) for u instead ofū. In our applications of Theorem 1.2, provided e, f, g are not all identically 0 in B r = B(y, r), we will choose the constant k to be
As above, in case k = 0 in (1.25), then in order to be able to apply Theorem 1.2, we will instead choose any positive number for k and then let this number tend to 0. In any case, it follows from (1.25) that the three terms of (1.21) corresponding tob,h andd satisfy
Consequently, with k defined by (1.25), we may replaceZ in (1.21) and (1.22) by the following analogous expression in whichb,h,d are replaced respectively by b, h, d:
Strictly speaking, the additive constant 1 in (1.26) should be replaced by 1 + 2 1/ǫ 2 + 2 1/ǫ 3 , but we can incorporate extra constant factors depending on ǫ 2 , ǫ 3 in the constant C in (1.22). In order to better understand the expression Z in (1.26), we first note that its form leads naturally to the following definition of spaces of Morrey type for quasimetric balls. Definition 1.6. Let α, β satisfy 0 < α < ∞ and 0 < β ≤ ∞. We say that a measurable function m(x) on Ω belongs to the Morrey class M
where the sup is taken over all ρ-balls B r = B(y, r) with r < min{1, r 1 (y)}. We recall that the closure of any such ball is contained in Ω. In case β = ∞, (1.27) means that
Using this notation, the expression Z in (1.26) satisfies
However, since Z involves only a single ball, it is more local than the right-hand side of (1.28), and we will often take further advantage of its local nature before using Morrey classes.
In general, there is no simple way to characterize Morrey classes in terms of Lebesgue classes. However, it is possible to combine a Lebesgue condition with an (algebaic) growth condition on |B r | in order to estimate the size of r α m β,Br ;dx and determine upper bounds for Z. To do this, we will use the following simple observations.
For balls as in Definition 1.6, note that
where the supremum is taken over all such balls.
Definition 1.7. If q * satisfies 0 < q * < ∞ and there is a positive constant c 0 such that
for all ρ-balls B(y, r) with r < min{1, r 1 (y)}, we will say that condition D q * holds.
Condition (1.29) is related to, but weaker than, the local doubling condition
wherer(x) < r 0 (x)/2. It is well-known that (1.30) implies there are positive constants C, D * such that
and r is sufficiently small. Note that (1.29) follows from (1.31) with D * = q * if ρ is bounded in Ω since then by choosing R = sup{ρ(x, y) : x, y ∈ Ω}, we have for all x ∈ Ω that Ω ⊂ B(x, R), and consequently B(x, R) = Ω. Moreover, even if ρ is unbounded in Ω, (1.29) follows from (1.31) if inf{|B(x, 1)| : x ∈ Ω} > 0. Then for α, β as above,
with
, where to obtain the second option we have used α > 0 and r < 1. Thus
If m is a product, m(x) = m 1 (x)m 2 (x), and if β 1 , β 2 satisfy 0 < β 1 , β 2 ≤ ∞ and
, then Hölder's inequality implies that for any B r = B(y, r),
Combining this with (1.32) gives (again we denote B r = B(y, r))
, and either β 1 = ∞, or β 1 < ∞ and D αβ 1 holds.
Estimates (1.32) and (1.33) serve as a basis for finding different ways to majorize (1.26) by using D q * conditions and Lebesgue classes, and lead to the corollaries below. We emphasize that our corollaries cover only a few special cases and do not exhaust all possibilities. Recall from (1.4) that we always assume γ, ψ, δ satisfy
The fewest technicalities arise when γ = δ = ψ = p, and we begin with that case. The result we will state aims at making the weakest possible integrability assumptions on the coefficients, and consequently it makes a strong assumption about the order of the D condition. As is apparent from (1.29) and (1.32), since r < 1 and αβ increases with β, a general principle is that the better the coefficients are (i.e., the higher their integrability becomes), then the weaker the required D condition becomes.
Corollary 1.8. Suppose the same hypotheses and notation as in Theorem 1.2 hold, but now also that ψ = p (i.e., γ = δ = ψ = p), that condition D q * holds for some q * ≤ pσ ′ , and that
and C depends on all relevant parameters including ǫ, the constant in the D q * condition and the sum of the corresponding norms of b, c, d, h over B(y, r), but does not depend on u, B(y, r), e, f or g. In particular, if s = 1, i.e., if the cutoff condition (1.14) holds in the L ∞ sense, then
with K(y, r) and C as above.
Note that for the case of the standard Euclidean structure, pσ ′ = n and condition D n automatically holds. Hence, since (1.14) is true with s * = ∞ in this situation, estimate (1.35) then applies and includes the local boundedness result of [S, Theorem 1, p. 555] .
If e, f, g vanish identically in B(y, r), then K(y, r) = 0 in Corollary 1.8. Also, if q * < pσ ′ and the corresponding norms of e, f, g over all of Ω are finite, note that K(y, r) ≤ cr η for some η > 0 which depends on q * .
The proof of Corollary 1.8 is an application of Theorem 1.2 and follows from (1.26) and (1.32), without needing to use (1.33). We choose k as in (1.25) and drop k on the left side of (1.22), thereby replacingū by u on the left side. However, on the right side, we use the hypotheses to estimate Z and show that k ≤ CK(y, r). As examples of the required computations, let us briefly indicate how to estimate the term of Z which corresponds to b and the term of k which corresponds to g. Denoting B(y, r) = B and using the estimate |B| ≥ c 0 r q * , we have
since q * ≤ pσ ′ and r ≤ 1. Similarly, choosing ǫ 2 = ǫp/(1 + ǫ), we obtain p − ǫ 2 = p/(1 + ǫ) and
Further details are left to the reader.
Our next corollary gives an estimate when all of γ, ψ, δ are less than p. In this case, we can easily replace each of the structural assumptions (1.3)(ii), (iii) and (iv) by a similar one involving only p and modified coefficients. For example, if γ < p, we can use the simple estimate
Similarly, an analogue of (1.3)(ii) holds with −h|z| γ − g replaced by −h|z| p − (h + g), and if ψ, δ < p then (1.3)(iv) gives
It follows that when γ, ψ, δ are less than p, (1.3) implies its analogue with γ, ψ, δ all replaced by p and with e, g, f replaced by e + b, g + h, f + c + d respectively. Hence we immediately obtain the next corollary from the previous one.
Corollary 1.9. Suppose the same hypotheses and notation as in Theorem 1.2 hold with these exceptions: the structural assumptions (1.3) hold for some γ, ψ, δ < p; condition D q * holds for some
and with C depending on all relevant parameters including ǫ, the constant in the D q * condition and the norms of b, c, d, h over B(y, r), but not on u, B(y, r), e, f or g.
Next we list corollaries in case all of γ, ψ, δ in (1.3) exceed p. In this situation, we will use the observation in Remark 1.5; in fact, the last three assumptions in either (1.3) or its weaker analogue when z is replaced by u(x) (for a fixed weak solution u) yield (1.36)
for the same γ, ψ, δ and a, b, c, d, e, f, g, h as in (1.3). Consequently, denoting
we obtain the conditions (1.24) with b, d, h there replaced respectively by b * , d * , h * . Using Remark 1.5 as well as (1.26), where the form of the constant k in the formulaū = |u| + k is still the same as in (1.25), we may apply Theorem 1.2 withZ replaced by
The terms in (1.37) can be treated by applying (1.33), and we obtain the following corollaries. In the first one, we make the strongest possible assumption on the coefficients, namely that they are all bounded. In this case, we require no D condition at all. By using (1.37) together with (1.33) for β 1 = ∞, we obtain
In the third term on the right side of the estimate for Z * , we use (1.25) and the fact that r ≤ 1 to obtain
Choosing ǫ 1 , ǫ 2 , ǫ 3 small, we then easily obtain from (1.38) that for any sufficiently small ǫ > 0, depending on γ, δ, ψ, p and σ, there are constants θ, C 1 , C 2 , L satisfying
with C 1 = 0 when c ≡ 0 in B(y, r) or when e, f, g ≡ 0 in B(y, r),
with C 2 = 0 when b, c, d, h ≡ 0 in B(y, r),
such that
Moreover, for small ǫ, the restrictions (1.4) imply that θ < pσ, and consequently that u ∈ L θ (B(y, r)). Thus we obtain the following estimate.
Corollary 1.10. Suppose the same hypotheses and notation as in Theorem 1.2 hold with these exceptions: the structural assumptions (1.3) hold for some γ, ψ, δ > p which satisfy (1.4), and the coefficients b, c, d, e, f, g, h are bounded in Ω. For small ǫ > 0, define θ, C 1 , C 2 and L as in (1.39), (1.40), (1.41) and (1.42), respectively. Then for any ρ-ball B(y, r) with 0 < r < τ r 1 (y),
and C is as in (1.22) . In particular, if (1.14) holds in the L ∞ sense, then (1.43) holds with s = 1. In this corollary, no D condition is needed.
As noted above, when ǫ is small, the value of θ in (1.43) satisfies θ < pσ. The largest power of |u| which is a priori locally integrable is pσ, and our next corollary gives an estimate when θ is replaced by pσ, still asuming that all of γ, ψ, δ exceed p. In this situation, the conditions required of the coefficients are weaker than boundedness, but an appropriate restriction in terms of a D condition is required.
Corollary 1.11. Suppose the same hypotheses and notation as in Theorem 1.2 hold with these exceptions: the structural assumptions (1.3) hold for some γ, ψ, δ > p which satisfy (1.4); the D q * condition holds for some q * > 0 as described below; for a given ρ-ball B(y, r) with r < τ r 1 (y), the coefficients satisfy
C is as in (1.22), L > 0 is a constant depending on γ, ψ, δ, p, σ, B, C, D, H, and the constants C ′ 1 , C ′ 2 are analogous to the constants C 1 , C 2 in (1.40), (1.41) but with the L ∞ (Ω) norms of b, c, d, e, f, g, h replaced by their corresponding norms listed above. Also, C ′ 1 , C ′ 2 have the same vanishing properties as C 1 , C 2 but now depend on the constants in the D q * condition as well as γ, ψ, δ, p, σ, C, D, H and the norm of c; C ′ 1 depends furthermore on the norms of e, f, g, and C ′ 2 on B and the norms of b, d, h. Again, in case (1.14) holds in the L ∞ sense, then (1.44) holds with s = 1.
The proof of Corollary 1.11 is computational but straightforward; it is based on (1.33) and (1.32). Details are left to the reader. Further computations show that if q * = pσ ′ , then all conditions involving q * in Corollary 1.11 are satisfied. This is the case in the classical Euclidean setting if p < n since then σ ′ = n/p, giving pσ ′ = n.
Preliminary Definitions and Lemmas
Let Ω ⊂ R n be a bounded open set and |Q| ∈ L p 2 loc (Ω). For w ∈ Lip loc (Ω), recall that
By definition, W 
< ∞ for every i and which is Cauchy
Hence, up to subsequences, as i → ∞,
n and a.e. in Ω. (2.4)
We adopt the abuses of notation mentioned in the Introduction. Thus, we will not generally distinguish between W 1,p Q (Ω) and its isomorphic copy W 1,p Q (Ω) defined to be the collection of pairs (w, ∇w) which arise as in (2.2), (2.3), (2.4). We will often write simply w instead of (w, ∇w) even though ∇w may not be uniquely determined by w.
It follows from (2.2), (2.3) and (2.4) that (2.1) also holds for a generic element w ∈ W 1,p Q (Ω). Similarly, it follows by passing to the limit that conditions like (1.16) hold for all functions in W 1,p Q (Ω) instead of just for Lip loc (Ω). In order to deal with the left side of such inequalities when passing to the limit, we generally use Fatou's lemma.
The role of condition (1.9) is illustrated in the next simple lemma.
Lemma 2.1. If (1.9) holds, then for every y ∈ Ω there exists r 0 = r 0 (y) > 0 such that B(y, r) ⊂ Ω for all r ∈ (0, r 0 ].
Since Ω is open, there exists ǫ > 0 such that D(y, ǫ) ⊂ Ω. By (1.11), there is r 0 > 0 for which B(y, r 0 ) ⊂ D(y, ǫ/2), and it follows that the closure of B(y, r 0 ) lies in Ω.
We now derive a useful version of the product rule. See the comments after Lemma 2.4 for a more global version. Proposition 2.2. Let (1.9) be true. Suppose that (1.15) holds for a particular ρ-ball B with closure in Ω and a particular function η ∈ Lip 0 (B). Suppose also that, for t ≥ 1 as in (1.15), condition (1.16) holds for B with t ′ given by 1/t + 1/t ′ = 1. If θ ≥ 1 and w ∈ W 1,p
Proof: Since w ∈ W 1,p Q (Ω), there is a sequence {w i } ⊂ Lip loc (Ω) representing w which is Cauchy in W 1,p Q (Ω). Taking a subsequence, we may assume that (2.2), (2.3) and (2.4) hold. Now fix B and η as in the hypotheses, and consider the sequence ϕ i = η θ w i . Clearly, ϕ i ∈ Lip 0 (B).
Claim 1 : ϕ i −→ ϕ := η θ w a.e. in Ω and in L p (Ω). In fact, ϕ i −→ η θ w a.e. in Ω by our assumptions on the sequence {w i }. Also,
and hence ϕ i − η θ w p,Ω;dx ≤ C(θ, η) w i − w p,Ω;dx −→ 0, which proves the claim. Claim 2: For a.e. x ∈ Ω and in [L p (Ω)] n norm, (2.5)
By the product rule for Lipschitz functions,
Then (2.5) holds for a.e. x ∈ Ω by the convergence properties of w i and √ Q∇w i . Moreover
By Hölder's inequality and (1.16) (recall that (1.16) holds for general elements of W 1,p
,
and the last right-hand side tends to 0 by (1.15). Hence,
Claim 2 is thus proved.
It follows that the sequence {ϕ i } ⊂ Lip 0 (B) identifies an element of (W 1,p
, that ϕ i converges to η θ w a.e. in Ω and in L p (Ω), and that
The proof is now complete. Next we will derive a result about higher local integrability of functions in W 1,p Q (Ω), whether or not they have compact support. Proposition 2.3. Assume that (1.9) and the Sobolev inequality (1.13) hold. Let 0 < τ < 1 and B = B(y, r) be a ρ-ball with r < r 1 (y). Suppose that (1.15) holds for B and a function η ∈ Lip 0 (B) which equals 1 on B(y, τ r). With t as in (1.15), assume that (1.16) holds for B with t ′ given by 1/t + 1/t ′ = 1. Then w ∈ L pσ (B(y, τ r)) for every w ∈ W 1,p Q (Ω), and w pσ,B(y,τ r);dx ≤ C w W 1,p
, with C > 0 depending on p, σ, max |η|, B and the constants which arise in (1.13), (1.15) and (1.16), but independent of w.
We note that under the hypotheses of Theorem 1.2, by using the functions η j in (1.14), the hypotheses of Proposition 2.3 are met for all ρ-balls B = B(y, r) with r < r 1 (y), and so the conclusion of Proposition 2.3 holds for all such B.
Proof: Let w ∈ W 1,p Q (Ω) and let B, η satisfy the hypotheses. Denote τ B = B(y, τ r). Since η = 1 on τ B,ˆτ B |w| pσ dx ≤ˆB |ηw| pσ dx.
By Proposition 2.2, ηw ∈ (W 1,p Q ) 0 (B) and satisfies the product rule. Applying (1.13) with constant c 1 , we have
where C > 0 is a constant depending on p, σ, B, max |η| and c 1 . We will use (1.15) and (1.16) to estimate the last integral on the right; recall again that (1.16) holds for any w ∈ W 1,p Q (Ω). By Hölder's inequality (cf. (2.6)),
, where c with C > 0 now also depending on c 2 and c 3 . Condition (1.10) provides a simple way to extend some of our results proved for individual balls to general compact subsets of Ω. As an example, let us verify Remark 1.3 of the Introduction. Let Ω ′ be a compact set in Ω and u(x) be a function on Ω with the property that for all B = B(y, r) with r < r 1 (y), u is bounded on τ B for some τ ∈ (0, 1). For such B, by using (1.10), there is an open concentric Euclidean ball D ⊂ τ B. It follows from the Heine-Borel Theorem that Ω ′ can be covered by a finite number of such D, and so also by a finite number of balls τ B in which u is bounded. Consequently u is bounded on Ω ′ , which verifies Remark 1.3.
Similarly, (1.10) leads to the following extension of Proposition 2.3, whose proof we omit.
Lemma 2.4. Assume that (1.9) and (1.10) hold as well as the Sobolev inequality (1.13). Suppose that for each y ∈ Ω, there is a ball B with center y and radius r < r 1 (y) such that (1.15) holds for some η ∈ Lip 0 (B) which equals 1 on τ B for some τ ∈ (0, 1) and some t ≥ 1. Suppose also that (1.16) holds for B and t ′ with 1/t + 1/t ′ = 1. The values of τ, t, t ′ may vary with y. Then for every compact subset Ω ′ of Ω, there is a constant C depending on Ω ′ so that
In passing, we note that under the same hypotheses as in Lemma 2.4, the product rule in Proposition 2.2 extends to Lipshitz functions η supported in Ω (not just those supported in a ball), provided η satisfies the global condition
The proof is similar to the one of Proposition 2.2, using the conclusion of Lemma 2.4 to modify the argument for (2.6). We will not use this fact and so we omit the details of its proof.
2.1. Weak Solutions. As in the Introduction, we say that a pair (u, ∇u) ∈ W If (u, ∇u) is a weak solution, we will sometimes simply say that u is a weak solution without explicitly mentioning ∇u. If u is a weak solution, the class of functions ϕ for which (2.10) holds can be enlarged from Lip 0 (Ω); see Proposition 2.14. We shall refer to such functions as test functions.
We start by showing that the notion of a weak solution is well-defined and that the class of test functions can be enlarged from Lip 0 (Ω).
Proposition 2.5. Assume that (1.3) holds with
and that
where p ′ = p p−1 , (σp) ′ = σp σp−1 are the conjugate exponents of p and σp respectively. Let 0 < τ < 1 and B = B(y, r) be a ρ-ball with r < τ r 1 (y), and the hypotheses of Proposition 2.3 are satisfied, but with r there replaced by r/τ . Assume also that (1.13) holds, and letÃ(x, z, ξ) be defined as in (1.3). Then for every u ∈ W 1,p 
, and the proposition is established.
Corollary 2.6. Let the hypotheses of Proposition 2.5 hold and let B = B(y, r) be a ρ-ball as described there. Then for every ϕ ∈ Lip 0 (B) and every u ∈ W 1,p
Proof: Since no confusion should arise, we will use B to denote both the ball B(y, r) and the function B(x, u, ∇u). Then
By the Sobolev inequality (1.13),
B (σp) ′ ,B;dx , and hence (2.13)
. The last quantity is finite because of Proposition 2.5, the fact that ϕ ∈ Lip 0 (B), and our hypothesis that |Q| ∈ L p 2 loc (Ω).
Proposition 2.7. Under the hypotheses of Proposition 2.5, the map Λ : Lip 0 (B(y, r))×W
can be extended by continuity so as to be defined on W
Proof: We will again use B to denote both B(y, r) and B(x, u, ∇u). The map Λ is well-defined on Lip 0 (B) × W In order to prove (2.14), let u ∈ W 1,p
, and {ϕ i } i∈N ⊂ Lip 0 (B) be a Cauchy sequence representing ϕ. Then
Moreover, by the previous estimates,
, where we used the Sobolev inequality (1.13) to obtain the last inequality. Since ϕ−ϕ i W 1,p Q (B) → 0 by (2.15), we get
and (2.14) is established.
2.2.
A useful test function. Let k, l, q, µ, β ∈ R with q ≥ 1, l > k ≥ 0, µ = pσ − 1 and β = (µ + 1)q − µ. For any t ∈ R, sett = |t| + k. Define
As in the nondegenerate case studied in [S] , we would like to use the function
as a test function in (2.10), where η ∈ Lip 0 (Ω) is any of the cutoff functions provided by (1.14), and u ∈ W 1,p Q (Ω) is a weak solution of the differential equation (1.1). In order to show that φ a feasible test function, we begin by showing that there is a sequence {l i } ⊂ R + , l i ր ∞, such that if we choose these l's in definitions (2.16) and (2.17), then
Proof: We claim that for every ε > 0, the set Σ ε = {l > ε :
, and it is enough to show that each Σ ε,j is countable. Fix ǫ, j and let {l i : i ∈ I} be a sequence of distinct points in Σ ε,j . Then
Since u ∈ L α (Ω), it follows that Σ ε,j is actually finite, and the claim follows. Since Σ 1 m is countable for every m ∈ N, the set {l > 0 :
is countable too. Thus the set Σ = {l ≥ 0 : |E l | > 0} is also countable, which proves the lemma.
Corollary 2.9. Given a sequence {u i } i∈N ⊂ L α (Ω), there is a sequence of positive numbers l j ր ∞ such that
Proof: The sets Σ i := {l ∈ R + : |E i,l | > 0} are countable for every i by Lemma 2.8, and hence the set Σ := i Σ i = {l ∈ R + : |E i,l | > 0 for some i} is countable. Then R + \ Σ is uncountable, and in particular there is a sequence {l j } j∈N ⊂ R + \ Σ such that l j ր ∞. Since l j ∈ R + \ Σ for every j, we have |E i,l j | = 0 for all i, j ∈ N. The corollary is proved.
The next fact can be proved in a similar way.
Corollary 2.10. Given a sequence {u i } i∈N ⊂ L α (Ω), there is a sequence of positive numbers λ j ց 0 + such that
Lemma 2.8 and Corollaries 2.9 and 2.10 provide a means to avoid using the notion of regular gradient introduced in [SW2] . This simplifies some technical aspects in [SW2] and leads to relatively short proofs of results like Theorem 2.11 and Lemma 4.2.
Given a function u ∈ W 1,p Q (Ω), there exists a sequence l j ր ∞ such that if we define
Remark 2.12. In the proof of Theorem 2.11, we will use the following facts for every j ∈ N:
is a bounded function away fromt = 0. iii) G j ∈ C 0 (R) and G j is differentiable everywhere except at ±(l j − k) where it has "corners". Indeed
Proof of Theorem 2.11: Let u ∈ W 1,p Q (Ω) and {u i } ⊂ Lip loc (Ω) be a sequence representing u. Then up to subsequences,
(Ω) and a.e. in Ω and
n and a.e. in Ω.
Use Corollary 2.9 to choose a sequence r j ր ∞ such that
Define l j = r j + k for j ∈ N.
Claim 1: G j (u i ) ∈ Lip loc (Ω) for every i, j ∈ N. By the fundamental theorem of calculus,
for all t ∈ R, j ∈ N.
Then for x, y ∈ Ω,
Since G ′ j ∞ is finite by Remark 2.12, and since u i is locally Lipschitz continuous, it follows that
Claim 2: For almost every x ∈ Ω,
for all i, j ∈ N, and
has corners only at t = ±(l j − k) by Remark 2.12. By the chain rule, formula (2.19) holds at the point x.
Since the set of points for which either (i) or (ii) does not hold has Lebesgue measure 0, formula (2.19) holds for a.e. x ∈ Ω. Thus for every i and j,
Claim 2 follows. Claim 3:
in Ω and in L p (Ω) for all j. Since u i −→ u a.e. in Ω and G j is continuous for every j, we obviously have that G j (u i ) −→ G j (u) a.e. in Ω for every j. Then
in Ω, for all j ∈ N.
We also have for every x ∈ Ω that
and (|u
Since (|u i | p + |u| p + 1) −→ (2|u| p + 1) for a.e. x ∈ Ω, and sincê
the Lebesgue Sequentially Dominated Convergence Theorem gives
Claim 3 is thus proved. Claim 4:
Consider a point x ∈ Ω such that
The set of points which do not satisfy one or more of these conditions has Lebesgue measure 0 for the following reasons, respectively: i) because G j (u i ) is locally Lipschitz for every i, j by claim 1, and u ∈ W 1,p Q (Ω), ii) by claim 2, iii) by our choice of the sequence r j , iv) because u i −→ u a.e. in Ω, v) because
For any x ∈ Ω satisfying all these conditions, 
is a feasible test function in (2.10). In order to simplify notation, we will not explicitly show the dependence of A, A or B on the variables x, u(x) and ∇u(x). Also, we will often not show the dependence of any function of x on x.
Step 2. We start by deriving some pointwise estimates which give lower bounds for ∇ϕ j ·A+ϕ j B. By the structural conditions (3.1),
Then it follows from Remark 2.12 that
Although the last two terms are identical apart from the multiplicative factor β, we will treat them separately in order to simplify calculations later in the corollaries following our main theorem. By Lemma 4.2 in Appendix 1, we can replace √ Q∇u by √ Q∇ū in the previous inequalities.
√ Q∇ū by Lemma 4.1 in Appendix 1. Thus
Now, recalling that u is a weak solution of (1.1) and that η and thus ϕ j have support in B r , we haveˆB
Integrating (3.2) over Ω, dividing by |B r | and rearranging terms we then get
Step 3. Our next aim is to apply Young's inequality to the first and third terms on the right side in order to absorb all terms containing |η √ Q∇v j | into the left side. We begin by noticing that for any θ > 0,
In order to deal with the third term on the right side of (3.4), we use Young's inequality with exponents , we get for any θ > 0 that (3.6)
We explicitly note that Combining (3.5) and (3.6) with (3.4), and choosing θ suitably small, we obtain
for a positive constant C = C(p, a, σ).
Step 4. Now we would like to pass to the limit as j → ∞ in (3.7). By Theorem 2.11, both {F j (t)} j and {F ′ j (t)} j are nondecreasing for everyt. Then the three sequences
in Ω as j tends to ∞. Passing to the limit in (3.7) and using the monotone convergence theorem then yields
where the integrals may not be finite.
Step 5. We will estimate II, III, IV and V separately. Define
We begin with term II:
;dx ηū Step 7. We now use the accumulating sequence of Lipschitz cutoff functions in (1.14). For any
For each j, let S j = supp η j and recall that η j = 1 on S j+1 . Since s * > pσ ′ , there exists s so that 1 ≤ s < σ and s ′ p = s * . Then for each j,
Rewriting (3.21) so thatū appears to power 1 inside each norm, we see that
Note that σY > sY since 1 ≤ s < σ. Thus,ū ∈ L sY (S j ) implies the stronger inclusionū ∈ L σY (S j+1 ). We will use this fact and a Möser iteration to obtain the conclusion of the Theorem 1.2. Set X = σ s > 1 and let q 0 = 1. For each j ∈ N, choose q j > 1 so that Y j = (µ + 1)(q j − 1) + p and Y j = pX j . With Y 0 = p, we have
jX −j , recalling that X > 1. Then, since q j ∽ X j and B τ r ⊂ S j for each j ∈ N, we obtain (3.25) ūχ Bτ r spX j+1 ;dx ≤ (CZ)
Let η 0 ∈ C ∞ 0 (B r ) be a nonnegative cutoff function so that S 1 ⊂ {x : η 0 (x) = 1} and η 0 ≤ 1 in B r . Then since Y 0 = p and q 0 = 1, (3.20) and (3.25) imply that (3.26) ūχ Bτ r spX j+1 ;dx ≤ CZ
Since this holds for every j ∈ N, it follows that 
Appendix 1
In Appendix 1, we will prove some facts used in the proof of Theorem 1.2 that are related to the chain rule and the iteration process. See also [SW2] for results related to the chain rule.
is a Cauchy sequence in W 1,p Q (Ω), and it converges to an element of W 1,p Q (Ω) having |u| as its L ppart and V as its gradient-part. We denote this element by |u|. Finally, since |u| ∈ W 1,p Q (Ω) and k ∈ W 1,p Q (Ω) with √ Q∇k = 0 for every k ∈ R, we obtain thatū = |u| + k ∈ W 1,p Q (Ω) and (4.2) holds. The proof of the lemma is now complete.
a.e. in Ω as l → ∞. Passing to the limit in the previous inequality and using the monotone convergence theorem, we get
where the integrals may not be finite. This completes the proof.
Appendix 2
In Appendix 2, we will prove the following three theorems related to the structural assumptions about equation (1.1) Theorem 5.1. Consider the differential equation (1.1):
Suppose that the structural assumptions (1.3) hold relative to a symmetric nonnegative definite matrix Q(x). If H(x) is another symmetric nonnegative definite matrix and
then there is a vectorÂ(x, z, ξ) such that
for ξ ∈ R n , z ∈ R and a.e x ∈ Ω. Here, C is the same constant as in (5.1), and a, b, c, d, e, f, g, h are as in (1.3).
Next we will show that many linear equations satisfy (1.3). Consider the linear equation
where Q(x) is symmetric and nonnegative definite,
are collections of vector fields subunit with respect to Q(x), and where the operator coefficients
and F as well as the inhomogeneous data g = {g i } n i=1 and f are measurable. See also [SW1] . We will prove the following fact about such equations. Finally, we will prove the next result concerning conditions (1.3) and (1.6).
Theorem 5.3. For the differential equation (1.1), the structural assumptions (1.3) are satisfied if and only if (1.6) is satisfied.
For the proofs, we will need some technical results which we collect in the following lemmas. We state the first two without proofs.
Notation: For any k ∈ N, we will denote the identity k × k matrix by I k and the zero k × k matrix by 0 k . Also, ·, · R k and | · | R k will denote respectively the inner product and the norm in R k . When we work in R n , i.e., when k = n, we will usually omit the subscript R k .
In the same way,
Finally let ξ ∈ R n and η = Oξ. Write η = (v, w) with w ∈ R n−k and v ∈ R k . Then
and the proof of Proposition 5.6 is complete.
Corollary 5.7. Let Q(x) and H(x) be symmetric nonnegative definite matrices depending on x ∈ Ω, and suppose there is a constant C > 0 so that
for all ξ ∈ R n and a.e. x ∈ Ω. Then for a.e. x ∈ Ω, there is an invertible matrix M (x) such that
1 √ C |ξ| ≤ |M T (x)ξ| ≤ √ C|ξ| for all ξ ∈ R n .
Proof: This follows immediately by applying Proposition 5.6 at each point x ∈ Ω where (5.5) holds.
Proof of Theorem 5.1: Let Q and H satisfy the hypothesis of Theorem 5.1. By Corollary 5.7, for a.e. x ∈ Ω, there is an invertible matrix M (x) satisfying properties (1), (2) and (3) relative to Q and H. For any such x, defineÂ (x, z, ξ) = M (x)Ã(x, z, ξ).
Then by property (2) in Corollary 5.7, A(x, z, ξ) = Q(x)Ã(x, z, ξ) = H(x)M (x)Ã(x, z, ξ) = H(x)Â(x, z, ξ). Proposition 5.8. For x ∈ Ω, consider a symmetric nonnegative definite matrix Q(x) and a vector field T (x) = n j=1 t j (x) ∂ ∂x j = t 1 (x), . . . , t n (x) which is subunit with respect to Q(x), i.e., (5.6)
≤ Q(x)ξ, ξ for a.e x ∈ Ω and all ξ ∈ R n .
Then there exists a vector V (x) such that (1) T (x) = Q(x)V (x) for a.e. x ∈ Ω, (2) |V (x)| ≤ 1 for a.e. x ∈ Ω.
Proof: Consider any point x 0 ∈ Ω at which (5.6) holds with x = x 0 for every ξ ∈ R n . Denote T = T (x 0 ) = t 1 (x 0 ), . . . , t n (x 0 ) , Q = Q(x 0 ) and K = KerQ = {ξ ∈ R n : Qξ = 0}. Write R n = K ⊕ K ⊥ , and accordingly write T = T 1 + T 2 with T 1 ∈ K and T 2 ∈ K ⊥ . Then by (5.6) at x 0 , | T, ξ | 2 ≤ Qξ, ξ for all ξ ∈ R n .
Choosing ξ = T 1 gives
We may assume that K R n , since otherwise Q = 0, T = 0 and then the conclusion of the proposition holds at x 0 by choosing V (x 0 ) = 0. Now note that there is an orthogonal matrix O ∈ O(n) such that
where k = dimK ≥ 0 and all the eigenvalues of Q 1 are strictly positive. Then
Also, Q 1 is an invertible symmetric matrix which corresponds to the invertible linear operator L Q,K ⊥ defined on K ⊥ by L Q,K ⊥ (ξ) = Qξ. Hence we may define
The matrix N is symmetric and 
Since the vector fields R i , S i , T i are all subunit with respect to Q(x), Proposition 5.8 shows that they can be expressed as
where (5.8)
for every i and a.e. x ∈ Ω. Now write R i , S i , T i ,Ř i ,Š i ,Ť i as
and similarly, S i (x) = S i1 (x), . . . , S in (x) ,Š i (x) = Š i1 (x), . . . ,Š in (x) , T i (x) = T i1 (x), . . . , T in (x) ,Ť i (x) = Ť i1 (x), . . . ,Ť in (x) .
For every i, j = 1, . . . , n and a.e x ∈ Ω, (5.7) gives
Q jkŠ ik , and in a similar way,
where in the notation we have suppressed dependence on x. LettingŘ,Š,Ť denote respectively the matrices Ř ij , Š ij , Ť ij , we obtain for a.e. x ∈ Ω that
Q 1kŠ ik G i u, . . . , n i,k=1
a.e. in Ω. On the other hand, HRu = n i,j=1
H i Q jkŘ ik ∂u ∂x j = H,Ř Q∇u .
Moreover,ã (x, z, ξ) = Ã (x, z, ξ) ≤ a Q(x)ξ p−1 + b|z| γ−1 + e, and thus (1.6) holds.
Step 2. We will now prove that (1.6) implies (1.3). Fix any x ∈ Ω such that (1.6) is satisfied for all ξ, η ∈ R n and all z ∈ R. Claim: A(x, z, ξ) ∈ kerQ(x) ⊥ for ξ ∈ R n , z ∈ R. Indeed, define K = kerQ(x) and recall from Lemma 5.5 that since Q(x) is symmetric and nonnegative, then also K = ker Q(x). Consider the decomposition R n = K ⊕ K ⊥ and write A(x, z, ξ) = A 1 + A 2 with A 1 ∈ K and A 2 ∈ K ⊥ . From the first inequality in (1.6) with η = A 1 , we get
Hence A(x, z, ξ) = A 2 ∈ K ⊥ , which proves the claim. Now suppose that k := dimK < n and choose an orthogonal matrix O ∈ O(n) such that
with Q 1 symmetric, nonnegative and invertible. Then
Next define
i.e., the linear mapping L : R n → R n defined by Lη = Q(x)N (x)η is the canonical projection of R n onto K ⊥ . Since A(x, z, ξ) ∈ K ⊥ , then The last term can be estmated by using (1.6) to obtain N (x)η, A(x, z, ξ) ≤ Q(x)N (x)η ã(x, z, ξ) ≤ Q(x)N (x) |η|ã(x, z, ξ) = |η|ã(x, z, ξ).
Therefore, Ã (x, z, ξ) ≤ã(x, z, ξ) ≤ a Q(x) · ξ p−1 + b|z| γ−1 + e.
The proof Theorem 5.3 is now complete.
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