Abstract. We consider linear iterated function systems (IFS) with a constant contraction ratio in the plane for which the "overlap set" O is finite, and which are "invertible" on the attractor A, in the sense that there is a continuous surjection q : A → A whose inverse branches are the contractions of the IFS. The overlap set is the critical set in the sense that q is not a local homeomorphism precisely at O. We suppose also that there is a rational function p with the Julia set J such that (A, q) and (J, p) are conjugate. We prove that if A has bounded turning and p has no parabolic cycles, then the conjugacy is quasisymmetric.
Introduction
For λ in the open unit disk D consider the compact set A λ ⊂ C given by (1) A λ = ∞ n=0 a n λ n : a n ∈ {0, 1} .
It is the attractor for the iterated function system (IFS) {F 0 , F 1 }, where F 0 (z) = λz, F 1 (z) = λz + 1, that is, A λ is the unique non-empty compact set such that A λ = F 0 (A λ ) ∪ F 1 (A λ ) = λA λ ∪ (1 + λA λ ), see [17] . The connectedness locus M := {λ ∈ D : A λ is connected} was introduced in [5] and studied by several authors, see [7, 2, 28, 27] symmetric with respect to both axes, and all λ ∈ D, with |λ| ≥ 1/ √ 2, are known to be in M). Bousch [7] proved that M is connected and locally connected.
Here we consider the following subset of M:
T := {λ ∈ D : λA λ ∩ (λA λ + 1) = {o λ } is a singleton}.
It is known [3] (and not hard to see) that λ ∈ T if and only if A λ is a dendrite, that is, a connected, locally connected, nowhere dense compact set in the plane with connected complement. (Note that a connected self-similar set is necessarily locally connected, see [15] .)
The set A λ is invariant under the involution s(z) = −z + (1 − λ) −1 . (On the symbolic level this map just switches the coefficients 0 and 1 in the power series representation.) It follows that λA λ ∩ (λA λ + 1) is invariant under s , hence for λ ∈ T we have o λ = 1 2(1−λ) , the single common point of λA λ and λA λ + 1. Bandt [2] observed that it is possible to define quadraticlike dynamics on A λ for λ ∈ T . Indeed, A λ is also the attractor of the IFS {F 0 , F 1 • s}, and these two contractions are the inverse branches of a function (2) q λ (z) =    Note that q λ (o λ ) is well-defined, hence q λ is continuous, it maps A λ onto itself 2-to-1, except at the single critical point o λ ; at all other points it is a local homeomorphism. This is an example of what Kameyama [19] called an invertible IFS. We say that the system (A λ , q λ )
is post-critically finite (p.c.f.) if o λ is strictly preperiodic under q λ . Bandt [2] observed that by results of Kameyama [19, 20] , if (A λ , q λ ) is p.c.f., then it is topologically conjugate with (J c , p c ) for a certain c = c(λ). The sets A and J in Figure 2 and 3 are "more similar" than mere topological equivalence would explain. It appears visually that they are quasiconformal images of each other. In fact, the attempt to justify this visual observation was the starting point of our work and led to the following. Theorem 1.1. Suppose λ ∈ T is such that (A λ , q λ ) is post-critically finite. Then the conjugacy with (J c , p c ) is quasisymmetric and extends to a quasiconformal homeomorphism of the Riemann sphere.
We do not know if the same holds for all λ ∈ T , without the p.c.f. assumption, but we have been able to prove it for an uncountable set T 0 ⊂ T , see (15) and Corollary 6.3.
The first ingredient of the proof is establishing the bounded turning property, defined in Section 2, closely related to the concept of a John domain. We prove the bounded turning property for a large class of self-similar fractals, which includes p.c.f. A λ for λ ∈ T . This part does not depend on the invertibility of the IFS.
Our proof of quasisymmetry is similar in spirit to the proof of McMullen and Sullivan [22] of quasiconformality of conjugacies between hyperbolic rational maps, and its extension to non-hyperbolic settings as in [26] . See [14] for an exposition of some of these ideas in a general setting. Our proof applies not only to the sets A λ , but to other examples as well, such as the Sierpiński gasket and the map p(z) = z 2 − 16 27z , see Section 4. In the proof we use a recent result of Bandt and Rao [4] that a planar self-similar IFS with a connected attractor and a finite "overlap set" is non-recurrent.
Examples. The simplest example is λ = 1/2 and c = −2, which is a well-known pair of quasisymmetrically conjugate maps, since q λ is just the tent-map for λ = 1/2. In [27] there are many examples of λ for which it is rigorously proven that A λ is a dendrite (including an uncountable set which we denote T 0 in this paper), and many more can be found numerically, using pictures and a version of Bandt's algorithm from [2] . In the figures below we show two examples to which our theorem applies. For λ ∈ T we indicate the (unique) {−1, 0, 1} power series vanishing at λ, by the sequence of its coefficients, e.g., +(− + + + −−); here + and − correspond to ±1's and parentheses indicate a period. For the Julia set J c we also indicate the external parameter angle. See Section 5 for an explanation of these examples.
The rest of the paper is organized as follows. In the next section we prove the bounded turning property for the sets A λ , using a "dynamical" argument. In Section 3 we prove, Self-similar set A λ Julia set J c Figure 2 . λ ≈ .3668760 + .5202594i, the power series +(− + + + −−), the kneading sequence 1100, c ≈ −.155788 + 1.11222i, external angle Self-similar set A λ Julia set J c Figure 3 . λ ≈ .595744 + .254426i, the power series + − −(+), the kneading sequence 1010, c ≈ −1.29636 + .441852i, external angle in a more general setting, that if there is a conjugacy between piecewise linear and rational dynamics, then it is quasisymmetric. Sections 2 and 3 yield Theorem 1.1. Section 4 is devoted to examples of rational (non-polynomial) maps for which our theorem applies. Sections 5 and 6 deal with various extensions, in particular, to the non-recurrent case.
Notation. Throughout this paper, F and f denotes affine maps (similitudes), p denotes a polynomial or rational map, p c (z) = z 2 + c, q is a piecewise linear expanding map, and B(x, r) is the closed disk of radius r centered at x.
Bounded Turning Property I
A connected, locally connected set X ⊂ C has bounded turning if there exists L such that
Theorem 2.1. Let λ ∈ T , A λ be given by (1) and q λ by (2), and suppose that (A λ , q λ ) is post-critically finite. Then A λ has the bounded turning property.
Proof. Let q = q λ , A = A λ , A j = λA + j for j = 0, 1, so that A = A 0 ∪ A 1 . Recall that o λ is the only "critical point," the intersection of A 0 and A 1 . The assumption that (A, q) is post-critically finite means that for some ℓ ≥ 1 and p ≥ 1, we have q ℓ+p (o λ ) = q ℓ (o λ ), and
Consider z 0 = z 1 in A, with the goal of proving (3). We can assume that z 0 , z 1 do not lie in the same subset A j , j = 0, 1. Indeed, otherwise we can pass to z ′ j = q(z j ), j = 0, 1, using the fact that q is an expanding similitude on A j , so the "local geometry" is preserved.
Eventually, the points will be separated by o λ . So we may suppose that z j ∈ A j , j = 0, 1, and none of the points is o λ . Let δ > 0, to be determined later. We have (4) η(δ) := max
, and we are done. We will reduce the general case to this case by using the self-similarity of A at q ℓ (o λ ). Let k ≥ 0 be the smallest integer such that
The idea is to "enlarge" the picture by applying q −ℓ q ℓ+pk for a suitable branch of the inverse.
In order to avoid dealing with different branches, we use the symmetry of A about o λ and
is an expanding similitude. There are two branches of q −ℓ that map q ℓ (o λ ) back to o λ . Denote Q the one that has Q(A) ⊂ A 0 . Then R = Qq ℓ+pk is an expanding similitude on A 0 ∩ B(o λ , r) which fixes o λ and maps z 0 , z
by (4) and therefore
Here we used that R −1 extends as an affine linear map to the plane which fixes o λ , so it commutes with the involution s.
as desired .
Quasisymmetry of the conjugacy
Here we show that the homeomorphism ϕ conjugating the quadratic polynomial p c on its
Julia set J c to the piecewise linear map q λ on A λ is quasisymmetric on J c , in the setting of Theorem 1.1. In fact, the proof works in much greater generality, so we start with a precise description of our setting.
We suppose that A is the attractor of an IFS {f j } m j=1 in the complex plane, with m ≥ 2, where f j are similarities, all having the same contraction ratio |λ| < 1 (so we can write f j (z) = |λ|e iθ j z + d j for some θ j ∈ [0, 2π) and d j ∈ C, if f j is orientation-preserving, and f j (z) = |λ|e iθ j z + d j otherwise). Thus, A is the unique nonempty compact set satisfying
We further assume that the IFS {f j } m j=1 is invertible in the sense of Kameyama [19] , that is, that there exists a continuous map q : A → A, such that q| A j is the inverse of f j : A → A j .
This means that there is "compatibility" of the IFS on the overlap set
Thus, we can consider the dynamical system (A, q), and O is the critical set of q in the sense that q is not a local homeomorphism precisely at O. We also assume that the overlap set is finite, which implies, by a recent result of Bandt and Rao [4] , that the IFS is critically non-recurrent (or simply non-recurrent). For an invertible IFS this means, by definition, that for every z ∈ O, the limit set of {q n z} n≥1 does not contain z. Being post-critically finite, of course, is a stronger property. Finally, we assume that A is connected, so that O is non-empty.
A rational map p is called semi-hyperbolic if p has no parabolic periodic points and if all critical points in the Julia set J are non-recurrent. Theorem 3.1. Let (A, q) be as above with finite non-empty overlap set O, and suppose that ϕ : J → A conjugates p and q, where p is a rational map and J is its Julia set. If A is of bounded turning and if p has no parabolic cycles, then ϕ is quasisymmetric.
Notice that under the assumptions of Theorem 3.1 p is semi-hyperbolic: Indeed, the critical points of p on J are precisely those points where p| J is not a local homeomorphism, hence the conjugacy ϕ takes critical points into critical points.
Intuitively, a homeomorphism is quasisymmetric if images of disks are "roundish" (see the discussion below for details). In order to prove quasisymmetry of the conjugacy, we follow the strategy of [22] in a non-hyperbolic setting, as in [26] : The ϕ image of a small disk B(x, r) centered at x ∈ J is analyzed by first passing to the forward iterate p n (B(x, r)) for suitable n (such that the diameter is large), second applying ϕ (noticing that on large scale, images of roundish sets stay roundish just by continuity), and finally iterating backwards using q. That it is possible to pass from small scale to large scale with bounded distortion in the critically non-recurrent setting is due to Carleson, Jones and Yoccoz [10] , whereas the same fact in the linear setting is very simple. Now for the details.
Recall (see [16] ) that a homeomorphism f between metric spaces (X,
We will use the Polish notation |a−b| instead of d(a, b). The homeomorphism f is called weakly
By a result of Tukia and Väisälä ([29], [16] Chapter 10), weak quasisymmetry implies quasisymmetry if
X is doubling and connected (as subsets of R 2 , our spaces are automatically doubling). Recall that a space X is of bounded turning, if there exists a constant L > 0 such that for every
For S ⊂ X and x ∈ S, denote the inradius of S with respect to x by inr(S, x) = sup{r ≥ 0 :
B(x, r) ⊂ S} = inf{|x − y| : y ∈ X \ S}, where B(x, r) is the closed ball of radius r centered at x. We say that a set S ⊂ X is C-roundish at x if diam S ≤ C inr(S, x). Thus balls are 2-roundish (at their center).
Lemma 3.2. Let f : X → Y be a homeomorphism and assume that X is of bounded turning.
Then f is qs if and only if the images of balls B(x, r) under f are uniformly roundish at f (x).
) by taking the supremum over z and the infimum over y. For the
If X is bounded turning, this implies weak quasisymmetry and hence quasisymmetry, as follows: Given a, b, x ∈ X with |a − x| ≤ |b − x|, let [x, a] be a curve as in the definition of bounded turning. Similar to the proof that weak qs implies qs (Theorem 10.19 in [16] ), it is easy to construct a sequence of points a 0 , a 1 , ..., a n on [x, a] with a 0 = x, a n = a, such that
− a n−1 | and so that n is bounded in terms of the bounded turning constant C and the doubling constant (a universal constant in
and summation yields |f
We will need the following version of results of Carleson, Jones and Yoccoz [10] .
If p is semi-hyperbolic, then J is of bounded turning. Furthermore, if J is not the whole sphere, then there are δ, r 0 , c > 0 such that for every r < r 0 and every x ∈ J there is n ≥ 1 such that
and such that the degree of p n on Comp x p −n (B(p n (x), δ)) is bounded above by the degree of p. In addition, we can choose δ < δ 0 for a given δ 0 > 0.
Here Comp x S denotes the connected component of S containing x. The paper [10] deals with polynomials p. The bounded turning property for rational functions can be found in [24] , Corollary 2 (see the remark regarding Corollary 2 in Section 4 of [24] ). For a proof of (6) in the rational case, see the proof of Theorem A in [26] (using the notation of that proof,
satisfies r n ≤ ξ n for some ξ < 1 by [26] , Proposition 2.5, and notice that r n+1 /r n is bounded from below; it follows that for every sufficiently small r there is n with r n comparable to r).
Lemma 3.4. For a critically non-recurrent map q there exist constants C ≥ 1 and δ 1 > 0 such that if S ⊂ A is connected, then
then T ∩ O is a single point, say z, and
Indeed, the left-hand side follows by taking x ∈ T such that |z − x| ≥ 1 2 diam T , and the right-hand side follows by writing, for x 1 , x 2 ∈ T :
number of times the iterates of T "hit" the critical set. By non-recurrence of q, there exists
By induction on j (using (9) with T = T j = q n−j (S)), we conclude that each z ∈ O can belong to q j (S) for at most one value of j = 0, . . . , n. Thus (9) yields (7) with C = 2 |O| . The same argument applies when (
The following lemma is an analog of (6) in the piecewise linear setting.
Lemma 3.5. Let q be non-recurrent and assume that A is of bounded turning, with the bounded turning constant L. Then
whenever B ⊂ A is connected, x ∈ q −n (B) and W = Comp x q −n (B), provided that diam B < δ 1 , where C and δ 1 are from Lemma 3.4.
Proof. From Lemma 3.4 we have
If w ∈ A is such that |w − x| ≤ inr(B, q n (x))|λ| n /(CL), then there is a curve γ joining x and w such that diam γ ≤ L|x − w|, and Lemma 3.4 yields diam q n (γ) ≤ inr(B, q n (x)). It follows that q n (γ) ⊂ B and hence γ ⊂ W , in particular, w ∈ W . Thus
and the lemma follows.
Proof of Theorem 3.1. By Lemma 3.2, it suffices to show that images of balls are roundish.
For balls of large radius this is true by continuity, so we can fix x ∈ J, 0 < r < r 0 , and let n be obtained by Theorem 3.3. Because ϕ is a conjugacy, we have
for all sets S and x ∈ p −n (S). Thus (6) gives
By continuity, ϕ(B(p n (x), cδ) is uniformly roundish at ϕ(p n (x)), and its diameter is bounded away from zero and thus uniformly comparable to the diameter of ϕ(B(p n (x), δ). We can choose δ sufficiently small, so that the ϕ image of any δ ball is contained in a δ 1 ball. Then 
Examples: rational maps
We present two examples; most likely, one can find many more.
1. Let A be the standard Sierpiński gasket, the attractor of the IFS
The first IFS is the one commonly used, but the second IFS has the advantage of being invertible. Let q be the continuous map on A whose inverse branches produce the second IFS. It is known [20] that (A, q) is conjugate to (J, p), where p(z) = z 2 − 16/(27z) and J is its Julia set. (This claim is easy to verify: p has three critical points, one of which is mapped to a fixed point, and another two are mapped into a 2-cycle; this combinatorics agrees with that of the map q.) The rational map p is semi-hyperbolic, and A is obviously of bounded turning. Thus, the conjugacy is quasisymmetric by Theorem 3.1.
2. Consider the "hexagasket" H shown in Figure 4 , the attractor of the IFS {
k=0 where a k = e πik/3 . It is, however, not invertible. Let H = 5 k=0 H k where H k is the piece of H containing a j . We observe that H can also be represented as a repelling invariant set of the piecewise linear function
The critical set consists of six points:
etc., and one easily checks that q is well-defined on them, hence continuous. It is easy to check that q maps the critical points as follows: of w near the critical point are the two preimages in G 0 , and it follows that the critical points are in the boundary of G 0 . This proves that the critical points are "cut-points," and P is a "Misiurewicz-Sierpiński" map studied by Devaney et. al. [11] , whose Julia set J(P ) is a generalized Sierpiński gasket. The conjugacy of (H, q) to (J, p) is well-defined on the critical orbits and extends by symbolic dynamics to the entire set. By Theorem 3.1, it is quasisymmetric.
Conjugacy
Here we revisit the question of conjugacy between (A λ , q λ ) and (J c , p c ). Recall that p c (z) = z 2 + c for c ∈ C, and J c is its Julia set. post-critically finite case. In fact, [2] refers to a theorem of Kameyama who used Thurston's Theorem on the topological characterization of post-critically finite rational maps. We review Kameyama's approach briefly, since it is not explained in [2] . We quote some definitions from [19] .
) is called a self-similar system if K is a compact set and there exists a continuous surjection π :
for all i and for all ω ∈ Σ d . The set O = i =j (K i ∩ K j ) is called the overlap set, where
The system is invertible if F i are injective and there exists a continuous map
The self-similar system is post-critically finite if O is finite and all its points are strictly preperiodic for g. We can consider (K, g) as a dynamical system with the critical set O.
We have already seen invertible IFS in a special case, at the beginning of the last section.
Note that "self-similarity" in the definition above is very different from self-similarity used in this paper; the former is just a way to define the IFS, whereas the latter requires that the maps are similitudes. Note also that Kameyama uses the term "connecting set" instead of "overlap set" used here. [20, Th.6 
Kameyama [19, Th.B] (see also
) is an invertible post-critically finite self-similar system, with K connected and simply connected, then (K, g n ) is topologically conjugate to (J P , P ) for some n, where P is a polynomial and J P is its Julia set. Moreover, n = 1 if g preserves the cyclic order of "arms" at the vertices of the Hubbard tree, defined as the connected hull of the critical orbit. The vertices are defined as the branch points of the tree intersected with K i , i ≤ d.
In our case, for λ ∈ T , (A λ , {F 0 , F 1 • s}) is an invertible self-similar system, with g = q λ , see (2) . The dendrite A λ is connected and simply connected, so in the post-critically finite case Kameyama's Theorem applies. We have n = 1 because the action of q λ on the subsets A i is linear, so the cyclic order at branch points is preserved. Thus, (A λ , q λ ) is conjugate to (J P , P ) for some polynomial, which has to be quadratic and can be chosen in the form p c (z) = z 2 + c.
5.1.
Symbolic dynamics of q λ . Next we present an alternative approach to the question of conjugacy, based on symbolic dynamics. We are grateful to Henk Bruin for many helpful comments and suggestions which are used in this section.
Let Σ 2 = {0, 1} N ; denote by σ the left shift. We fix λ ∈ T and let
We have A λ = π λ (Σ 2 ). The sequence a is the symbolic "address" of z = π(a) ∈ A λ , corresponding to the IFS {F 0 , F 1 }. In order to determine the q λ -itinerary, we need to "rewrite" this address in terms of the IFS {F 0 , F 1 • s}. Let s be the "flip" map on Σ 2 which switches 0's and 1's. From the definition (2) of q λ it follows that
That is, q λ acts on the address as a left shift or a shift and a flip, depending on the digit a 0 .
We assign the symbols 0, 1, and ⋆ to A 0 \ {o λ }, A 1 \ {o λ }, and {o λ } respectively, and define itineraries and the kneading sequence ν λ , in the same way as for p c on a connected, locally connected Julia set. By (11) , if the orbit of z does not hit o λ , then the itinerary e(z) = e 0 e 1 e 2 . . . ∈ Σ 2 of z = ∞ n=0 a n λ n satisfies e 0 = a 0 and for n ≥ 1: e n =    1 if a n = a n−1 , 0 if a n = a n−1
Conversely, a n = 0 or 1 according to whether e 0 . . . e n contains an even number of 1's. The kneading sequence is basically the itinerary of the critical value. However, it is customary to start it with a 1, so it is defined by ν = ν λ = e(q λ (o λ )) or s(e(q λ (o λ ))) according to whether
As was already mentioned, by a result of Bandt and Rao [4] , in our case (λ ∈ T , i.e. A λ is a dendrite) the system (A λ , q λ ) is critically non-recurrent, hence the orbit of o λ does not return to o λ and the kneading sequence is in Σ 2 .
As shown in [27] , λ ∈ T if and only if there is a unique powers series g λ (z) = 1+ ∞ n=1 b n z n , with b n ∈ {−1, 0, 1}, satisfying g λ (λ) = 0, and moreover, all b n are in {−1, 1}. This power series is obtained from the address of the critical point:
In view of the above, the sequence b n is expressed in terms of the kneading sequence as follows:
Once we have the power series g λ , the parameter λ is determined (essentially) uniquely, since we know by [6] that a power series with coefficients ±1 can have at most one zero in {z = x + iy : y > 0, |z| 2 ≤ 1 2 }. The two power series obtained from (13) will be related by g(z) = g(−z), so will correspond to the choice of λ or −λ. Since the maps q λ and q −λ are conjugate (the conjugacy is Φ(z) = −z + 1 1−λ 2 from A λ to A −λ ), we can always assume, without loss of generality that b 1 = 1 and q λ (o λ ) ∈ A 1 .
5.2.
Connection with quadratic dynamics. Suppose that J c , the Julia set of p c (z) = z 2 + c, is a dendrite. Then there is a standard way to write J c = J 0 ∪ J 1 ∪ {0} (a disjoint union), using external rays, so that p c (0) ∈ J 1 . Then the kneading sequence of p c is defined as the itinerary of the critical value c.
Proposition 5.2. Let λ ∈ T and c ∈ C is such that J c is a dendrite, and the kneading sequences of q λ and p c are identical. Then (A λ , q λ ) and (J c , p c ) are conjugate.
Proof. Both systems have the same "symbolic model": the sequence space Σ 2 factored by the equivalence relation: a ∼ a ′ iff there exists n ≥ 0 such that a j = a ′ j for j < n and σ n a, σ n a ′ are the two addresses of the critical point o λ . We map a point in A λ with a given q-itinerary into the point in J c with the same itinerary. We will show that this map, let's denote it φ, is well-defined. Indeed, it is easy to see that p c is critically non-recurrent since the kneading sequence has an initial block which never occurs again. We assumed that J c is a dendrite, in particular, that it is locally connected. This implies that the conformal map from C * \ D to C * \ J c (where C * denotes the Riemann sphere), conjugating z 2 to p c , which is used to define symbolic dynamics on J c , extends continuously to the unit circle, and hence the "cylinder sets" in J c , defined as sets of points with a common itinerary of length n, shrink to a singleton, as n → ∞. This proves that φ is well-defined and continuous. It is straightforward to check that it is a conjugacy.
In view of the proposition, the following strategy seems natural: given λ ∈ T , determine the kneading sequence ν λ of q λ , and try to find the quadratic map with a dendrite J c , with the same kneading sequence.
There is a connection between the kneading sequences of quadratic maps and those for the doubling map on the circle. Suppose that J c is locally connected and the critical value c is a landing point for an external ray with angle θ. Then all dynamical external rays land at points of J c , see [23, Theorem 18.3] . The rays with angles θ/2 and (θ + 1)/2 land at the critical point 0 and divide J c \ {0} into the "pieces" J 0 and J 1 , with c ∈ J 1 . Now, the itinerary of c under p c with respect to this partition coincides with the itinerary of θ under the angle-doubling map on the circle S 1 with respect to the partition {(
2 )} of S 1 , with the the arc (
2 ) corresponding to 1, and the complementary one to 0. We call this the kneading sequence of the angle-doubling corresponding to θ.
A sequence in Σ 2 is called admissible if it is a kneading sequence for the angle-doubling map for some θ ∈ S 1 . It is well-known that not every sequence is admissible. There are several criteria for admissibility, see the book in progress by Bruin and Schleicher [8] (see also [9, 18] ). We do not discuss them here in detail. Sometimes, the following simple-minded approach works.
Lemma 5.3. Let w ∈ Σ 2 , with w 1 = 1, and suppose that
where > lex is the lexicographical order on Σ 2 . Then w is admissible.
Proof. This is proved in [8] , but we present a short direct proof.
Consider θ = ∞ n=1 (1 − w n )2 −n and its kneading sequence for the angle-doubling, as defined above. We claim that this is precisely the sequence w. Indeed, the iterates of θ under the doubling map have binary expansions (1− w k )(1− w k+1 ) . . . for k ≥ 1. If w k = 1, then the corresponding number .0(1−w k+1 )(1−w k+2 ) . . . is greater than θ/2 = .0(1−w 1 )(1−w 2 ) . . . by (14) and ≤ .1 (in binary), and so will be assigned the digit 1 in the itinerary. If w k = 0, then the corresponding number .1(1−w k+1 )(1−w k+2 ) . . . is greater than θ+1 2 = .1(1−w 1 )(1−w 2 ) . . . and ≤ .1 (in binary), and so will be assigned the digit 0 in the itinerary. This concludes the proof of the claim, and of the lemma.
We summarize the discussion in the following statement.
Proposition 5.4. Suppose that λ ∈ T is such that (i) the kneading sequence ν λ of q λ is admissible, and corresponds to an angle θ;
(ii) there is a quadratic Julia set J c which is locally connected, with an external angle θ.
Then (A λ , q λ ) and (J c , p c ) are conjugate. This is almost immediate from Proposition 5.2; we only need to note that the kneading sequence is non-recurrent, hence p c is critically non-recurrent, and then J c can only be a dendrite.
Remark 5.5. It is folklore, although we do not know a reference, that in the above proposition (i) implies (ii).
Remark 5.6. If q λ is post-critically finite, then ν λ is strictly preperiodic. It is admissible, since we have conjugacy by Kameyama's Theorem, and the corresponding angle θ is rational, with an even denominator. In this case it is well-known [12] that the external parameter ray of angle θ lands at a Misiurewicz point c, for which J c is a dendrite. is finite or infinite. In the post-critically finite case, we get a Hubbard tree. It is proved in [8] (see also [18, Prop. 2.11] ) that a Hubbard tree corresponds to a quadratic polynomial if and only if the "arms" are cyclically permuted at periodic branch points. As already mentioned at the beginning of this section, q λ has this property, and this yields another proof of the conjugacy in the post-critically finite case.
Using the techniques of [8] , one can derive various properties of the dendrites from their kneading sequence. In particular, in all our examples (see below), but not for general kneading sequences, the following holds [personal communication from Henk Bruin]:
• all the α-fixed point of A λ have three arms, and there are no other periodic branch points;
• the critical value q(o λ ) is an endpoint of A λ .
We do not know if this holds in general. The following questions are also open:
• Is it true that T ⊂ M is a Cantor set?
• Characterize those c in the quadratic Mandelbrot set for which there exists a corresponding λ ∈ T . in between (they can be surmised from Figure 9 (a) in [2] ). In all our examples (including λ ∈ T 0 ) the kneading sequence is admissible. This follows from Lemma 5.3 since the kneading sequence will start with 11, and 11 will never occur again (11 in a kneading sequence means two sign changes on a row, that is, + − + or − + −). It may be that (14) is always satisfied for ν λ , with λ ∈ T , but we do not know how to prove this.
3. It seems that most dendrite Julia sets J c do not correspond to any A λ with λ ∈ T . For example, consider, perhaps, the best known dendrite Julia set, with c = i. The critical value i gets into the periodic 2-orbit {i − 1, −i} after one iteration, so we have the kneading sequence ν = 110 (the external angle is , yield unremarkable λ of modulus greater than 2 −1/2 , so again not in T .
Bounded turning property II
Here we prove the bounded turning property for a large class of self-similar sets, which include p.c.f. A λ , not necessarily of dendrite type.
We consider iterated function systems of the form {f j (z) = λz + d j } m j=1 for m ≥ 2 and λ ∈ D. The attractor E has an explicit representation as the set of sums of power series in λ with coefficients in D = {d 1 , . . . , d m } ⊂ C:
a n λ n : a n ∈ D .
We have E = m j=1 E j , where E j = f j (E) are the "pieces" of of the attractor. Our main assumption is that E is connected and the "overlap set"
is finite. (Note, however, that here we do not assume the IFS to be invertible, as in Sections 2 and 3.) Unfortunately, we do not know if this already implies the bounded turning property, so we have to impose an additional technical assumption. We will show, however, that this assumption is satisfied in many cases. Let
It is immediate that
Since E is connected, we have that F = ∅.
There is a natural projection π : D N → A defined by π(a) = ∞ n=0 a n λ n . The elements of π −1 ({x}) are called addresses of x. Now we introduce our technical assumption. For two power series f, g denote by |f ∧ g| the degree of their maximal common initial part, i.e. |f ∧g| = min{k ≥ 0 : f (k+1) (0) = g (k+1) (0)}. Theorem 6.1. Assume that the self-similar set E of the form (16) is connected and has a finite overlap set. In addition, suppose that there exists C 1 > 0 such that for all n ∈ N sufficiently large,
Then E has bounded turning.
We say that E is p.c.f. (post-critically finite) if the overlap set is finite and every sequence in π −1 (O) is eventually periodic. This definition is consistent with the definition of p.c.f.
used earlier, but it is more general, since here we do not assume that the IFS is invertible.
Corollary 6.2. Assume that the self-similar set E of the form (16) is p.c.f. and connected.
In addition to the p.c.f. case, Theorem 6.1 covers the uncountable set A λ , λ ∈ T 0 defined in (15), since (18) though the overlap set is finite. The IFS, however, contains both orientation-preserving and orientation-reversing maps, so it is also of a different kind from those considered in our paper.
For the proof of Theorem 6.1, we need a lemma, which does not rely on (18).
Lemma 6.5. Suppose that the self-similar set E from (16) has a finite overlap set O. Then the set F from (17) is finite, and moreover, for each power series f ∈ F, the coefficients
Proof of the lemma. Bandt and Rao [4] proved that an IFS in the plane whose attractor A is connected and the overlap set is finite, satisfies the Open Set Condition. It is well-known that this implies that no point in A can have infinitely many distinct addresses.
If a coefficient c n has non-unique representation as a difference of elements in D, say c n =
, then we get a pair of distinct points in O, with a difference of (d j(n) − d ′ j(n) )λ n . If there are infinitely many such n, we get that O is infinite, a contradiction. This proves the second claim of the lemma.
In order to see that F is finite, note that every f ∈ F yields at least one point in O.
Different functions in F yield either distinct points in O or one point in O with multiple addresses. It follows that F must be finite.
Proof of Theorem 6.1. Consider z 1 = z 2 ∈ E, with the goal of proving (3). We can assume that z 1 and z 2 do not have addresses starting with the same symbol, that is, there is no j ≤ m such that z 1 , z 2 ∈ E j . Indeed, otherwise we could pass to f −1 j (z i ), i = 1, 2, keeping in mind that f j (z) = λz + d j is a similitude. This process has to stop since f −1 j is an expansion on E j .
We will further assume that z 1 and z 2 are in E 1 and E 2 respectively, and both are very close to some x ∈ E 1 ∩ E 2 , since otherwise (3) trivially holds with some constant L.
Claim. For every K > 0 there exists δ 1 (K) > 0 such that every address of every z ∈ B(x, δ 1 ) coincides with an address of x in at least K digits.
Indeed, if the claim is false, we have a sequence of points z n → x and addresses b (n) ∈ D N such that π(b (n) ) = z n and no address of x agrees with any of b (n) in the first K digits.
Passing to a subsequence we can assume that b (n) → a, whence π(a) = x, so a is an address of x and b (n) must eventually agree with a in the first K digits. This contradiction proves the claim.
Recall that x has finitely many addresses, with at least two of them starting with 1,2 respectively. Let ℓ ∈ N be so large that (i) no two distinct addresses of x agree in all of the first ℓ digits;
(ii) for every f ∈ F and every n ≥ ℓ, the Taylor coefficient c n = f (n) (0)/n! has a unique representation as a difference of elements in D (which is possible by Lemma 6.5).
(iii) the condition (18) holds for n ≥ ℓ. 
n )z n ∈ B.
(19)
Let u (i) , |u (i) | = k i , be the common initial part of b (i) and a (i) . We know that A u (i) is connected (being a similar copy of A), hence
Combining this with (19) yields
which concludes the proof of (3).
Proof of Corollary 6.2. In the p.c.f. case we have finitely many functions f ∈ F, and each of them has an eventually periodic sequence of Taylor coefficients. Let ℓ be so large that for any f = h in F we have |f ∧ h| < ℓ and for every f ∈ F the coefficients are periodic for n ≥ ℓ.
For any given n ≥ ℓ there exists L n > 0 such that we have (f ∈ F, g ∈ B, |f ∧ g| = n) ⇒ |g(λ)| ≥ L n |λ| n .
Indeed, otherwise, passing to a subsequence we obtain h ∈ B with |f ∧ h| = n and h(λ) = 0, that is, h ∈ F, contradicting the choice of n and ℓ.
Let p be a common period for all of the functions in F. We claim that
satisfies (18) . This is immediate from periodicity: if |f ∧ g| = n + kp, then
for some g ∈ B with |f ∧ g| = n, hence we can take L n+kp = L n , and the claim follows. It remains to apply Theorem 6.1.
