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ON K-THEORETIC INVARIANTS OF SEMIGROUP
C*-ALGEBRAS ATTACHED TO NUMBER FIELDS, PART II
XIN LI
Abstract. This paper continues the study of K-theoretic invariants for semi-
group C*-algebras attached to ax+ b-semigroups over rings of algebraic integers
in number fields. We show that from the semigroup C*-algebra together with its
canonical commutative subalgebra, it is possible to reconstruct the zeta function
of the underlying number field as well as its ideal class group (as a group). In
addition, we give an alternative interpretation of this result in terms of dynamical
systems.
1. Introduction
This paper is a sequel to [5]. We continue the study of K-theoretic invariants for
semigroup C*-algebras attached to ax+b-semigroups over rings of algebraic integers
in number fields.
The K-groups as such have been computed in [2]. The final answer involved the
ideal class group of the corresponding number field. However, the class group only
appeared as a set. Thus, a natural question is how to recover the group structure.
In [5], it was shown that given the number of roots of unity, it is possible to recover
the Dedekind zeta function of the underlying number field by studying the ideal
structure and refined K-theoretic invariants of the corresponding semigroup C*-
algebras.
In the present paper, we show that the semigroup C*-algebra together with its
canonical commutative subalgebra completely determines the ideal class group. We
even provide an explicit way to reconstruct the ideal class group, as a group, from
the given C*-algebraic data. In addition, we can recover the zeta function without
having to know the number of roots of unity.
Let us make these statements more precise and formulate our main theorem. Let R
be the ring of algebraic integers in a number field, and let R ⋊ R× be the ax + b-
semigroup over R. The semigroup C*-algebra C∗(R⋊R×) is the concrete C*-algebra
of operators on ℓ2(R ⋊ R×) generated by (the isometries from) the left regular
representation of R⋊R×. The algebra ℓ∞(R⋊R×) acts on ℓ2(R⋊R×) as well, as
multiplication operators, and the canonical commutative subalgebra of C∗(R⋊R×)
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is given by D(R⋊R×) := C∗(R⋊R×) ∩ ℓ∞(R⋊R×). This intersection is taken in
L(ℓ2(R⋊R×)). Now let K and L be two number fields with Dedekind zeta functions
ζK and ζL as well as ideal class groups ClK and ClL. Let R and S be the rings of
algebraic integers in K and L. We consider the semigroup C*-algebras C∗(R⋊R×)
and C∗(S ⋊ S×) with their canonical commutative subalgebras D(R ⋊ R×) and
D(S ⋊ S×), respectively. Here is our main result:
Theorem 1.1. If there exists an isomorphism C∗(R ⋊R×)
∼=
−→ C∗(S ⋊ S×) which
restricts to an isomorphism D(R⋊R×)
∼=
−→ D(S ⋊ S×), then ζK = ζL and we have
a group isomorphism ClK ∼= ClL.
In the proof of this result, we will explicitly reconstruct the ideal class group as a
group from a C*-isomorphism preserving the commutative subalgebras.
Two number fields with the same zeta function are called arithmetically equivalent
(see [7]). There are examples of arithmetically equivalent number fields which have
different class numbers (see [3]). Therefore, the conclusion in Theorem 1.1 is really
stronger than in [5, Theorem 1.1]. But of course, the assumption in our present
theorem is stronger as well: We ask for an isomorphism of semigroup C*-algebras
which identifies the canonical commutative subalgebras. It turns out that for any
ring of algebraic integers R, the pair (C∗(R ⋊ R×),D(R ⋊ R×)) is a Cartan pair,
in the sense of [9]. With this observation in mind, we can now give an alternative
interpretation of Theorem 1.1 in terms of dynamical systems.
As explained in [1], given the ring of algebraic integers R in a number field K,
the semigroup C*-algebra C∗(R ⋊ R×) is canonically isomorphic to a full corner of
the crossed product C0(Ω(K)) ⋊ (K ⋊ K
×). Here Ω(K) is given as follows: Let
Af,K be the finite adele ring over K, and let Rˆ be the subring of finite integral
adeles. We define an equivalence relation on Af,K × Af,K by setting (b,a) ∼ (d, c)
if aRˆ = cRˆ and b − d ∈ aRˆ = cRˆ. Ω(K) is the quotient space Af,K × Af,K/ ∼.
The action of the ax + b-group K ⋊ K× on Af,K × Af,K given by (b, a).(b,a) =
(b + ab, aa) descends to an action on Ω(K). This action gives rise to the crossed
product C0(Ω(K))⋊ (K ⋊K
×) from above.
Now suppose that G y X and H y Y are two topological dynamical systems
consisting of discrete groups G and H acting on locally compact Hausdorff spaces
X and Y via homeomorphisms. We denote the actions by G×X → X, (g, x) 7→ g.x
and H × Y → Y, (h, y) 7→ h.y. We say that G y X and H y Y are continuously
orbit equivalent if there exists a homeomorphism ϕ : X
∼=
−→ Y and continuous
maps a : G × X → H and b : H × Y → G such that ϕ(g.x) = a(g, x).ϕ(x) and
ϕ−1(h.y) = φ(h, y).ϕ−1(y) for all g ∈ G, h ∈ H, x ∈ X and y ∈ Y . We refer the
reader to [6] for more information about continuous orbit equivalence.
With these notations, here is the alternative interpretation of Theorem 1.1:
Theorem 1.2. Let K and L be two number fields. If K ⋊ K× y Ω(K) and L ⋊
L× y Ω(L) are continuously orbit equivalent, then ζK = ζL and there is a group
isomorphism ClK ∼= ClL.
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Our proofs of both theorems use C*-algebraic techniques, in particular K-theory.
It would be interesting to find a number-theoretic explanation for Theorem 1.2.
Moreover, the following natural question is left open: Do there exist number fields K
and L which are not isomorphic, but for which K⋊K× y Ω(K) and L⋊L× y Ω(L)
are continuously orbit equivalent?
2. K-theoretic invariants for semigroup C*-algebras and their
commutative subalgebras
Let us briefly recall the construction of semigroup C*-algebras. Let P be a left
cancellative semigroup, and let {δx: x ∈ P} be the canonical orthonormal basis of
ℓ2P . For p ∈ P , let Vp be the isometry given by Vp : ℓ
2P → ℓ2P, δx 7→ δpx. We define
C∗λ(P ) := C
∗({Vp: p ∈ P}) ⊆ L(ℓ
2P ), and Dλ(P ) := C
∗
λ(P ) ∩ ℓ
∞(P ) ⊆ L(ℓ2P ).
Now let R be the ring of algebraic integers in a number field K, and let P = R⋊R×
be the ax + b-semigroup over R. As a set, R ⋊ R× is given by the direct product
R×R×, and multiplication is given by (b, a)(d, c) = (b+ad, ac). We write C∗(R⋊R×)
for C∗λ(R⋊R
×) and D(R ⋊R×) for Dλ(R⋊R
×).
Following the notation in [5], let E(r+I)×I× , for r ∈ R and (0) 6= I ⊳ R, be the
multiplication operator of the characteristic function 1(r+I)×I× ∈ ℓ
∞(R ⋊ R×). All
these E(r+I)×I× are elements of D(R ⋊R
×). We abbreviate er+I := E(r+I)×I× . As
observed in [5], every primitive ideal of C∗(R⋊R×) is of the form
IF :=
〈
1−
∑
r∈R/p
er+p: p ∈ F


〉
⊳ C∗(R⋊R×)
for a collection F of prime ideals of R. Note that by convention, a prime ideal (of
R) is always nonzero.
For the sake of brevity, set D := D(R ⋊ R×). For every subset F of prime ideals
of R, set DF := IF ∩ D, and let ιF : DF →֒ D, i : D →֒ C
∗(R ⋊ R×) be the
canonical embeddings. We denote the induced homomorphisms in K0 by (ιF )∗ and
i∗. Let ∆ := i∗(K0(D)), ∆F := i∗((ιF )∗(K0(DF ))) and write πF for the canonical
projection ∆։ ∆/∆F . For F = ∅, we set DF := (0) and ∆F = {0}. Let Cl be the
class group of K. Given a collection F of prime ideals of R, let ClF be the subgroup
of Cl given by 〈{[p]: p ∈ F}〉 ⊆ Cl, where Cl∅ is the trivial subgroup. The following
is the crucial technical result of this paper:
Proposition 2.1. Let F be a finite collection of prime ideals p of R with p ∤ 2.
There exists dF ∈ N0 with ∆/∆F ∼=
⊕
Cl/ClF
Z/dFZ. For F = ∅, we have d∅ = 0,
and for F 6= ∅, dF is positive and even.
Moreover, there are ideals aF,i of R with Cl = ·∪iClF [aF,i] and such that
{
πF [eaF,i ]
}
i
forms a (Z/dFZ)-basis for ∆/∆F . Given an ideal a of R with [a] ∈ ClF [aF,i], there
exists an odd number lF (a) ∈ N with πF [ea] = lF (a)πF [eaF,i ].
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We will prove this proposition by induction on |F |. For the induction step, we need
a bit of preparation. From [2] (see also [5]), we obtain a canonical identification
∆ ∼= Z[Cl] as abelian groups. Every prime ideal p induces a homomorphism p∗ : ∆ ∼=
Z[Cl]→ Z[Cl] ∼= ∆, [ea] 7→ [epa]. Let Mp be the homomorphism ∆
p∗
−→ ∆
N(p) id
−→ ∆,
[ea] 7→ N(p)[epa].
Lemma 2.2. ∆F =
∑
p∈F (id−Mp)(∆).
Proof. By [4] and the construction of DF , we know that
DF = C
∗(

ex+a −
∑
r∈a/pa
ex+r+pa: x ∈ R, (0) 6= a ⊳ R, p ∈ F

) ⊆ D.
Since span(
{
ex+a −
∑
r∈a/pa ex+r+pa: x ∈ R, (0) 6= a ⊳ R, p ∈ F
}
) is multiplicatively
closed, we conclude that
DF = span(

ex+a −
∑
r∈a/pa
ex+r+pa: x ∈ R, (0) 6= a ⊳ R, p ∈ F

).
Let SF :=
{
ex+a −
∑
r∈a/pa ex+r+pa: x ∈ R, (0) 6= a ⊳ R, p ∈ F
}
and set [SF ] :=
{[a]: a ∈ SF } ⊆ K0(D). Moreover, let MF be the multiplicatively closed set of
projections in DF generated by SF , and set [MF ] := {[a]: a ∈ MF } ⊆ K0(D).
By [2], we have (ιF )∗(K0(DF )) = Z-span([MF ]). To show that Z-span([MF ]) =
Z-span([SF ]), we show that for all a and b in SF , we have [ab] ∈ Z-span([SF ]). Let
a = ex+a−
∑
r ex+r+pa, b = ey+b−
∑
s ey+s+qb. Without loss of generality, we may as-
sume ex+aey+b 6= 0, i.e., (x+a)∩(y+b) 6= ∅. Replacing x and y by z ∈ (x+a)∩(y+b),
we may assume without loss of generality that x = y. And since SF is invariant un-
der the additive action of R, we may further assume x = y = 0. So a = ea−
∑
r er+pa
and b = eb −
∑
s es+qb. As ab = 0 if vp(b) > vp(a) or vq(a) > vq(b), we may assume
vp(b) ≤ vp(a) and vq(a) ≤ vq(b). Then (pa) ∩ b = p(a ∩ b), a ∩ (qb) = q(a ∩ b) and
(pa) ∩ (qb) =
{
pq(a ∩ b) if p 6= q
p(a ∩ b) if p = q
. Therefore, we have in case p 6= q:
ab =
(
ea∩b −
∑
ρ
eρ+p(a∩b)
)
−
∑
σ
(
eσ+q(a∩b) −
∑
τσ
eτσ+pq(a∩b)
)
and for all σ,
eσ+q(a∩b)−
∑
τσ
eτσ+pq(a∩b) =
(
ea∩b −
∑
ρ
eρ+p(a∩b)
)
· eσ+q(a∩b) ≤ ea∩b−
∑
ρ
eρ+p(a∩b).
Thus
[ab] =
[
ea∩b −
∑
ρ
eρ+p(a∩b)
]
−
∑
σ
[
eσ+q(a∩b) −
∑
τσ
eτσ+pq(a∩b)
]
lies in Z-span([SF ]).
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If p = q, then ab = ea∩b −
∑
ρ eρ+p(a∩b). Thus [ab] =
[
ea∩b −
∑
ρ eρ+p(a∩b)
]
lies in
Z-span([SF ]).
Since
[
ex+a −
∑
r∈a/pa ex+r+pa
]
= [ea]−N(p)[epa] holds in K0(D), our claim follows.

Lemma 2.3. Let α be an endomorphism of the finitely generated abelian group⊕n
i=1 Z/dZ (d ∈ N0). Assume that with respect to the standard Z/dZ-basis ei, α is
given by the matrix


1 0 ... 0 −Nn
−N1 1 0 0
0 −N2
...
...
...
...
... 1 0
0 ... ... −Nn−1 1

. Then with dα := gcd(N1 · · ·Nn −
1, d), we have coker (α) ∼= Z/dαZ. Moreover, if π :
⊕n
i=1 Z/dZ ։ coker (α) is the
canonical projection, then π(en) is a generator of coker (α). For every 1 ≤ i ≤ n,
we have π(ei) =
(∏i
h=1Nh
)
π(en).
Proof. Let fi := ei − Niei+1 for 1 ≤ i ≤ n − 1 and fn := en. Obviously, {fi}1≤i≤n
forms a Z/dZ-basis of
⊕n
i=1 Z/dZ. We have Im (α) =
∑n−1
i=1 Zfi+(N1 · · ·Nn−1)Zfn
since we obviously have fi ∈ Im (α), and if α(
∑
imiei) = men, then
n−1∑
i=1
(miei −Nimiei+1) +mnen −Nnmne1 = men,
thus
mi −Ni−1mi−1 ≡ 0 mod dZ for all 2 ≤ i ≤ n− 1, and m1 −Nnmn ≡ 0 mod dZ.
Therefore,
mn−1 ≡ Nn−2mn−2 ≡ . . . ≡ (
∏
i 6=n−1
Ni) ·mn mod dZ
and m ≡ mn −Nn−1mn−1 ≡ (1−
n∏
i=1
Ni) ·mn mod dZ.

After these preparations, we are ready for the proof of our proposition.
Proof of Proposition 2.1. As we mentioned obove, we proceed inductively on |F |.
The case F = ∅ is just the canonical identification ∆ ∼= Z[Cl] from [2] (see also
[5]). Now let us assume that we know our assumption for Fm = {p1, . . . , pm}.
Set ∆m := ∆Fm. For another prime ideal pm+1 (with pm+1 ∤ 2), set Fm+1 =
{p1, . . . , pm+1} and ∆m+1 := ∆Fm+1 . Since Mm+1 := Mpm+1 commutes with Mp
for every p ∈ {p1, . . . , pm}, Mm+1 induces a homomorphism M
•
m+1 : ∆/∆m →
∆/∆m. It is then obvious from Lemma 2.2 that there is a canonical isomorphism
∆/∆m+1 ∼= coker (id∆/∆m −M
•
m+1). Let Clm := ClFm, Clm+1 := ClFm+1 , dm :=
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dFm, dm+1 := dFm+1 and πm := πFm . Moreover, we choose ideals aFm,i as in our
proposition for Fm and set am,i := aFm,i. Let {am,i} = {am,j,k} (j = 0, 1, . . . and
k = 0, 1, . . . ) such that Cl = ·∪jClm+1[am,j,0] and Clm+1[am,j,0] = ·∪kClm[am,j,k]
with Clm[am,j,k] = Clm[pm+1]
k[am,j,0]. Then id∆/∆m −M
•
m+1 respects the direct
sum decomposition
∆/∆m =
⊕
i
(Z/dmZ)πm[eam,i ] =
⊕
j
(
⊕
k
(Z/dmZ)πm[eam,j,k ]).
So
(1) coker (id∆/∆m −M
•
m+1)
∼=
⊕
j
coker
(
(id∆/∆m −M
•
m+1)|
⊕
k(Z/dmZ)pim[eam,j,k ]
)
Moreover, for arbitrary j 6= j′, the automorphism Cl → Cl, k 7→ [am,j′,0][am,j,0]
−1k
induces an automorphism of ∆ sending
⊕
k Z[eam,j,k ] to
⊕
k Z[eam,j′,k ]. This au-
tomorphism commutes with id −Mp for every p ∈ {p1, . . . , pm}, so it induces an
automorphism of ∆/∆m sending
⊕
k(Z/dmZ)[eam,j,k ] to
⊕
k(Z/dmZ)[eam,j′ ,k ]. As
this induced automorphism also commutes with id∆/∆m −M
•
m+1, it in turn induces
an automorphism of ∆/∆m+1 ∼= coker (id∆/∆m −M
•
m+1) sending
coker
(
(id∆/∆m −M
•
m+1)|
⊕
k(Z/dmZ)pim[eam,j,k ]
)
to
coker
(
(id∆/∆m −M
•
m+1)|
⊕
k(Z/dmZ)pim[eam,j′,k ]
)
.
Thus all the individual summands in (1) are isomorphic. Therefore, it suffices to
determine one of them.
Let us now fix j. For an ideal a with [a] ∈ Clm[am,i], we set lm(a) := lFm(a), so that
πm[ea] = lm(a)πm[eam,i ]. Then
M•m+1(π[eam,j,k ])
=
{
N(pm+1)lm(pm+1am,j,k)π[eam,j,k+1 ] if Clm[pm+1][am,j,k] 6= Clm[am,j,0];
N(pm+1)lm(pm+1am,j,k)π[eam,j,0 ] else.
Therefore, we can apply Lemma 2.3 to α = (id∆/∆m −M
•
m+1)|
⊕
k(Z/dmZ)pim[eam,j,k ]
,
d = dm, the Z/dZ-basis ek = πm[eam,j,k ] of
⊕
k(Z/dmZ)πm[eam,j,k ], and Nk =
N(pm+1)lm(pm+1am,j,k). This concludes the proof of our proposition. 
A completely analogous argument yields
Corollary 2.4. ∆/∆{p} ∼=
⊕
Cl/〈[p]〉 Z/(N(p)
#〈[p]〉 − 1)Z for all prime ideals p.
Note that here, p is an arbitrary prime ideal (not necessarily with the property p ∤ 2).
3. Reconstruction of norms and class groups
We keep the notation from the previous section. The following lemma explains why
it is enough to consider the prime ideals p of R with p ∤ 2, as we did in Proposition 2.1.
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Lemma 3.1. {[p]: (0) 6= p ⊳ R prime ideal, p ∤ 2} generates Cl.
Proof. Let {qi} = {p: (0) 6= p ⊳ R prime ideal, p | 2}, and choose q ∈ {qi}. By
Strong Approximation, there exists x in K× such that vq(x) = 1 and vqi(x) = 0 for
all qi 6= q. Then xR = q ·
∏
p∤2 p
vp(x). Therefore, [q] ·
∏
p∤2[p]
vp(x) = 1 in Cl. Hence
[q] ∈ 〈{[p]: (0) 6= p ⊳ R prime ideal, p ∤ 2}〉. 
Given a natural number n ≥ 1 with prime factorization n =
∏
p p
vp , we write
(n)p = p
vp , or simply np = p
vp . Moreover, given a subgroup H of a group G, we
write [G : H] for the cardinality of the set of left cosets G/H. The following purely
group-theoretic fact will allow us to reconstruct the class group.
Lemma 3.2. Let C be a finite abelian group. Then C admits a decomposition
C =
⊕
p Cp where the Cp are p-groups, for p prime. Let C be a (possibly infinite)
family of generators for C. For every prime p, we define numbers d1p, d
2
p, . . . and
elements c1, c2, . . . of C recursively as follows:
d1p := max ({(# 〈c〉)p: c ∈ C}) ,
and we choose c1 ∈ C with (# 〈c〉)p = d
1
p. For i > 1, we set
dip := max ({[〈c1, . . . , ci−1, c〉 : 〈c1, . . . , ci−1〉]p: c ∈ C \ {c1, . . . , ci−1}}) ,
and we choose ci ∈ C \ {c1, . . . , ci−1} with [〈c1, . . . , ci−1, c〉 : 〈c1, . . . , ci−1〉]p = d
i
p.
Then Cp ∼=
⊕
i Z/d
i
pZ.
Proof. There exists a decreasing sequence of natural numbers n1 ≥ n2 ≥ . . . ≥ nj
such that Cp ∼=
⊕j
i=1 Z/p
niZ. We proceed inductively on j. The induction starts
with j = 1. In this case, our claim is obviously true. To go from j to j + 1,
choose c1 ∈ C such that (# 〈c1〉)p = p
n1 . Such an element always exists because
C generates C. Now set C ′ := C/ 〈c1〉, C
′ := {c· ∈ C ′: c ∈ C \ {c1}}. Obviously,
C ′p
∼=
⊕j
i=2 Z/p
niZ. Now we can just apply the induction hypothesis to C ′, using
that 〈c1, . . . , ci−1, c〉 / 〈c1, . . . , ci−1〉 ∼=
〈
c·2, . . . , c
·
i−1, c
·
〉
C′
/
〈
c·2, . . . , c
·
i−1
〉
C′
holds for
all c2, . . . , ci−1 ∈ C and c ∈ C \ {c1, . . . , ci−1}. 
We are now ready for the proof of our main result.
Theorem (Theorem 1.1). Let K and L be two number fields with rings of algebraic
integers R and S. If there exists an isomorphism C∗(R⋊R×) ∼= C∗(S ⋊ S×) which
identifies D(R⋊R×) with D(S ⋊ S×), then K and L are arithmetically equivalent,
and their class groups are isomorphic (as abelian groups), i.e., ClK ∼= ClL.
Proof. We just have to show how to read off {N(p): (0) 6= p ⊳ R prime ideal} and
ClK from K-theoretic data attached to the pair D(R⋊R
×) ⊆ C∗(R⋊R×).
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For the norms, consider the minimal nonzero primitive ideals of C∗(R ⋊ R×). By
[5, Theorem 4.1], these are of the form I{p}, (0) 6= p ⊳ R prime ideal. Consider the
canonical inclusions
I{p} ∩D(R⋊R
×)
ι{p}
→֒ D(R⋊R×)
i
→֒ C∗(R ⋊R×)
and the induced homomorphisms (ι{p})∗ and i∗ in K0. The quotient Im (i∗)/Im (i∗ ◦
(ι{p})∗) is isomorphic to
⊕
ClK/〈[p]〉
Z/(N(p)#〈[p]〉 − 1)Z by Corollary 2.4. So we can
extract the invariants [ClK : 〈[p]〉] and N(p)
#〈[p]〉. But we can also extract #ClK
since Im (i∗) has rank #ClK by Proposition 2.1. Thus we can extract N(p). This
settles the first claim about arithmetic equivalence in our theorem (compare [8]).
At the same time, we see that by looking at K-theory, we can distinguish between
I{p} for p | 2 and I{p} for p ∤ 2 by checking whether 2 divides N(p) or not. Using this
observation, we can now read off the class group ClK from K-theoretic invariants
attached to D(R⋊R×) ⊆ C∗(R⋊R×). Consider all the nonzero primitive ideals of
C∗(R ⋊ R×) which only contain finitely many nonzero primitive ideals but do not
contain an ideal of the form I{p} for p | 2. These ideals are of the form IF , where
F is a non-empty, finite subset of {p: (0) 6= p ⊳ R prime ideal, p ∤ 2}. This follows
from [4] using analogous arguments as in [5, § 3]. Again, consider the canonical
inclusions
IF ∩D(R⋊R
×)
ιF
→֒ D(R⋊R×)
i
→֒ C∗(R⋊R×)
and the induced homomorphisms (ιF )∗ and i∗ in K0. By Proposition 2.1, the quo-
tient Im (i∗)/Im (i∗◦(ιF )∗) is isomorphic to
⊕
ClK/〈{[p]: p∈F}〉
Z/dFZ. Thus from this
quotient, we can extract [ClK : 〈{[p]: p ∈ F}〉], hence also # 〈{[p]: p ∈ F}〉. Now
we can apply Lemma 3.2 to
C = ClK and C = {[p]: (0) 6= p ⊳ R prime ideal, p ∤ 2}
(C generates ClK by Lemma 3.1). As a conclusion, we can extract (the isomorphism
type of) ClK from K-theoretic invariants attached to D(R⋊R
×) ⊆ C∗(R⋊R×), as
claimed. 
Remark 3.3. Compared with the proof of the main result in [5], the proof of our
main theorem is much cleaner: We do not need to know the number of roots of unity
in advance, and we are able to extract all the norms, not only those up to a finite
set of exceptions as in [5].
4. Alternative interpretation in terms of dynamical systems
In the following, we give an alternative interpretation of Theorem 1.1 in terms of
dynamical systems which are constructed as follows: Given a number field K with
ring of algebraic integers R, let Af,K be the finite adele ring of K, and let Rˆ be
the subring of finite integral adeles in Af,K . We define an equivalence relation on
Af,K × Af,K by setting (b,a) ∼ (d, c) if aRˆ = cRˆ and b− d ∈ aRˆ = cRˆ. Ω(K) is
the quotient space Af,K ×Af,K/ ∼. We denote the class of (b,a) ∈ Af,K × Af,K in
Af,K×Af,K/ ∼ by [b,a]. The ax+ b-group K⋊K
× over K acts on Ω(K) = Af,K ×
Af,K/ ∼ via (b, a).[b,a] = [b + ab, aa]. Here we use addition and multiplication in
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Af,K and view K and Rˆ as subrings of Af,K in the canonical way. This dynamical
system K ⋊K× y Ω(K) gives rise to the crossed product C0(Ω(K))⋊ (K ⋊K
×).
Let Ω(R) be the set
{
[b,a] ∈ Ω(K): b,a ∈ Rˆ
}
. It is easy to see that Ω(R) is a clopen
subspace of Ω(K). As observed in [1, § 5], we have a canonical isomorphism C∗(R⋊
R×) ∼= 1Ω(R) (C0(Ω(K))⋊ (K ⋊K
×)) 1Ω(R) sending V(b,a) to 1Ω(R)U(b,a)1Ω(R). Here
we denote by the U the canonical unitaries in the multiplier algebra of the crossed
product implementing the (dual) action K ⋊K× y C0(Ω(K)).
Moreover, recall the notion of continuous orbit equivalence from the introduction:
Let G y X and H y Y be two topological dynamical systems consisting of
discrete groups G and H acting on locally compact Hausdorff spaces X and Y
via homeomorphisms. We denote the actions by G × X → X, (g, x) 7→ g.x and
H × Y → Y, (h, y) 7→ h.y. Our systems Gy X and H y Y are called continuously
orbit equivalent if there exists a homeomorphism ϕ : X
∼=
−→ Y and continuous
maps a : G × X → H, b : H × Y → G such that ϕ(g.x) = a(g, x).ϕ(x) and
ϕ−1(h.y) = b(h, y).ϕ−1(y) for all g ∈ G, h ∈ H, x ∈ X and y ∈ Y .
Our goal now is to prove
Theorem (Theorem 1.2). Let K and L be two number fields. If K ⋊K× y Ω(K)
and L⋊ L× y Ω(L) are continuously orbit equivalent, then ζK = ζL and there is a
group isomorphism ClK ∼= ClL.
Proof. The actions K ⋊ K× y Ω(K) and L ⋊ L× y Ω(L) are topologically free
by [4]. Therefore, [6, Theorem 1.2] tells us that K ⋊K× y Ω(K) and L ⋊ L× y
Ω(L) are continuously orbit equivalent if and only if there exists an isomorphism
C0(Ω(K))⋊ (K ⋊K
×)
∼=
−→ C0(Ω(L))⋊ (L⋊L
×) which restricts to an isomorphism
C0(Ω(K)) ∼= C0(Ω(L)).
Now, [4] tells us that every nonzero primitive ideal of C0(Ω(K)) ⋊ (K ⋊K
×) is of
the form
I¯F :=
〈
1Ω(R) −
∑
r∈R/p
1r+pipΩ(R): p ∈ F


〉
⊳ C0(Ω(K))⋊ (K ⋊K
×),
where F is a collection of prime ideals of R and πp is a finite adele with vp(πp) = 1
and vq(πp) = 0 for all q 6= p (vq is the valuation corresponding to q). The con-
nection between I¯F and the ideals IF introduced in § 2 is given by the obser-
vation that IF ∼= 1Ω(R)I¯F 1Ω(R) under the canonical isomorphism C
∗(R ⋊ R×) ∼=
1Ω(R) (C0(Ω(K))⋊ (K ⋊K
×)) 1Ω(R).
This canonical isomorphism gives rise to a canonical embedding j : C∗(R⋊R×) →֒
C0(Ω(K))⋊ (K⋊K
×). Let jF : IF → I¯F be the restriction of j to IF . Moreover, we
introduce the following notation, as before: Set D¯ := C0(Ω(K)). For every subset F
of prime ideals of R, set D¯F := I¯F ∩ D¯, and let ι¯F : D¯F →֒ D¯, i¯ : D¯ →֒ C0(Ω(K))⋊
(K⋊K×) be the canonical embeddings. We denote the induced homomorphisms in
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K0 by (ι¯F )∗ and i¯∗. Let ∆¯ := i¯∗(K0(D¯)), ∆¯F := i¯∗((ι¯F )∗(K0(D¯F ))). For F = ∅, we
set D¯F := (0) and ∆¯F = {0}.
Obviously, we have j ◦ i = i¯ ◦ (j|D). As Im (¯i∗) = Im (¯i∗ ◦ (j|D)∗) follows from
[2], we infer that j∗(∆) = ∆¯. Moreover, we also have j ◦ i ◦ ιF = i¯ ◦ ι¯F ◦ jF .
It follows from [2] and an analogous argument as in the proof of Lemma 2.2 that
Im (¯i∗ ◦ (ι¯F )∗ ◦ (jF )∗) = Im (¯i∗ ◦ (ι¯F )∗). Therefore, j∗(∆F ) = ∆¯F . Since j induces an
isomorphism in K0, being the embedding of a full corner, we conclude that j∗ gives
rise to an isomorphism ∆/∆F ∼= ∆¯/∆¯F , for every collection F of prime ideals of R.
With the help of this observation, we can now extract the zeta function and the class
group of our number field K from K-theoretic invariants of the pair (C0(Ω(K)) ⋊
(K ⋊ K×), C0(Ω(K))) in exactly the same way as in the case of the pair (C
∗(R ⋊
R×),D(R ⋊R×)) in the proof of Theorem 1.1. 
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