For a semialgebraic set K in R n , let P d (K) = {f ∈ R[x] ≤d : f (u) ≥ 0 ∀ u ∈ K} be the cone of polynomials in x ∈ R n of degrees at most d that are nonnegative on K. This paper studies the geometry of its boundary ∂P d (K). When K = R n and d is even, we show that its boundary ∂P d (K) lies on the irreducible hypersurface defined by the discriminant
2 Some preliminaries
Notations
The symbol N (resp., R) denotes the set of nonnegative integers (resp., real numbers), and R n + denotes the nonnegative orthant of R n . For integer n > 0, [n] denotes the set {1, . . . , n}. For x ∈ R n , x i denotes the i-th component of x, that is, x = (x 1 , . . . , x n ), andx denotes (x 0 , x 1 , . . . , x n ). For α ∈ N n , denote |α| = α 1 + · · · + α n . For x ∈ R n and α ∈ N n , x α denotes x . For a finite set S, |S| denotes its cardinality. For a general set S ⊆ R n , int(S) denotes its interior, and ∂S denotes its boundary in standard Euclidean topology. For a matrix A, A T denotes its transpose. For a symmetric matrix X, X 0 (resp., X ≻ 0) means X is positive semidefinite (resp. positive definite). For u ∈ R N , u 2 = √ u T u denotes the standard Euclidean norm.
Ideals and varieties
In this subsection we give a brief review about ideals and varieties in elementary algebraic geometry. We refer to [3, 9] for more details.
A subset I of C[x] is called an ideal if p · q ∈ I for any p ∈ R[x] and q ∈ I. For g 1 , . . . , g m ∈ C[x], g 1 , · · · , g m denotes the smallest ideal containing every g i . The g 1 , . . . , g m are called generators of g 1 , · · · , g m , or equivalently, g 1 , . . . , g m is generated by g 1 , . . . , g m . Every ideal in C[x] is generated by a finite number of polynomials.
An algebraic variety is a subset of C n that is defined by a finite set of polynomial equations. Sometimes, an algebraic variety is just called a variety. Let g = (g 1 , . . . , g m ) be a tuple of polynomials in R [x] . Define V (g) = {x ∈ C n : g 1 (x) = · · · = g m (x) = 0}.
In optimization, we are more interested in real solutions. Define V R (g) = {x ∈ R n : g 1 (x) = · · · = g m (x) = 0}.
It is called a real algebraic variety. Clearly, V R (g) ⊂ V (g). If I = g 1 , . . . , g m , we define V (I) = V (g). Given V ⊆ C n , the set of all polynomials vanishing on V is an ideal and denoted by
Clearly, if V = V (I) and p ∈ I, then p ∈ I(V ). The following is a reverse to this fact.
Theorem 2.1 (Hilbert's Nullstellensatz). Let I ⊂ C[x] be an ideal. If p ∈ I(V ), then p k ∈ I for some integer k > 0.
Given a subset S ⊂ C n , the smallest variety V ⊂ C n containing S is called the Zariski closure of S, and is denoted by Zar(S). For instance, for S = {x ∈ R 2 : x 2 1 + x 3 2 = 1, x 1 ≥ 0, x 2 ≥ 0}, its Zariski closure is the variety {x ∈ C 2 : x 2 1 + x 3 2 = 1}. In the Zariski topology on C n , the varieties are closed sets, and the complements of varieties are open sets.
The varieties in the above are also called affine varieties, because they are defined in the vector space C n or R n . We also need projective varieties that are often more convenient in algebraic geometry. Let P n be the n-dimensional complex projective space, where each point x ∈ P n is a family of nonzero vectorsx = (x 0 , x 1 , . . . , x n ) that are parallel to each other. A set U in P n is called a projective variety if it is defined by finitely many homogeneous polynomial equations. For given forms p 1 (x), . . . , p m (x), denote the projective variety V P (p 1 , . . . , p m ) = {x ∈ P n : p 1 (x) = · · · = p r (x) = 0} .
In particular, if m = 1, V P (p 1 ) is called a hypersurface. Furthermore, if p 1 has degree one, V P (p 1 ) is called a hyperplane. In the Zariski topology on P n , the projective varieties are closed sets, and their complements are open sets. A variety V is irreducible if there exist no proper subvarieties V 1 , V 2 of V such that V = V 1 ∪ V 2 . The dimension of a variety U is the biggest integer ℓ such that U = U 0 ⊃ U 1 ⊃ · · · ⊃ U ℓ where every U i is an irreducible variety. For an ideal I ⊆ C[x], its dimension is defined to be the dimension of its variety V (I). It is zero-dimensional if and only if V (I) is finite.
Let V be a projective variety of dimension ℓ in P n and I(V ) = f 1 , . . . , f r . The singular locus V sing is defined to be the variety V sing = {w ∈ V : rank J(f 1 , . . . , f r ) < n − ℓ at w} , where J(f 1 , . . . , f r ) denotes the Jacobian matrix of f 1 , . . . , f r . The points in V sing are called singular points of V . If V sing = ∅, we say V is smooth. When V is an affine variety, its singular locus and singular points are defined similarly.
Discriminants and resultants
In this subsection, we review some basics about discriminants and resultants for multivariate polynomials. We refer to [6] for more details.
Let f (x) be a polynomial in x = (x 1 , . . . , x n ) and u ∈ C n be a complex zero point of f (x), i.e., f (u) = 0. We say u is a critical zero of f if ∇ x f (u) = 0. Not every polynomial has a critical complex zero. In the univariate case, if f (x) = ax 2 + bx + c is quadratic and has a critical complex zero, then its discriminant b 2 − 4ac = 0. In the multivariate case, if f (x) = x T Ax is quadratic and A is symmetric, then f (x) has a nonzero complex critical point if and only if its determinant det(A) = 0. The above can be generalized to polynomials of higher degrees. In [6] , the discriminants have been defined for general multivariate polynomials.
For convenience, let f (x) be a form in x = (x 1 , . . . , x n ). The discriminant ∆(f ) is a polynomial in the coefficients of f satisfying
The discriminant ∆(f ) is homogeneous, irreducible and has integer coefficients. It is unique up to a sign if all its integer coefficients are coprime. When deg(f ) = d, ∆(f ) has degree n(d − 1) n−1 . For instance, when n = 2 and d = 3, we have the formula (see [6, Chap. 12] )
A more general definition than discriminant is resultant. Let f 1 , . . . , f n be forms in x ∈ R n . The resultant Res(f 1 , . . . , f n ) is a polynomial in the coefficients of f 1 , . . . , f n satisfying
The polynomial Res(f 1 , . . . , f n ) is homogeneous, irreducible and has integer coefficients. It is unique up to a sign if all its coefficients are coprime. If
and its total degree is
In case of n = 2, a general formula for
We would like to to remark that the discriminant is a specialization of resultant. A form f (x) has a nonzero complex critical point if and only if
, . . . , ∂f ∂xn ) for a scalar η = 0. In many situations, we often handle nonhomogeneous polynomials. The discriminants and resultants would also be defined for them. Let f (x) be a general polynomial in x = (x 1 , . . . , x n ), and the form f h (x) inx = (x 0 , x 1 , . . . , x n ) be its homogenization. The discriminant ∆(f ) of f (x) is then defined to be ∆(f h ) . Observe that if u ∈ C n is a critical zero point of f , i.e., f (u) = 0 and ∇ x f (u) = 0, then we must have ∇xf h (ũ) = 0. Herẽ u = (1, u 1 , . . . , u n ). To see this point, recall the Euler's formula (suppose deg(
∂xn , it holds that ∇xf h (ũ) = 0. It is possible that ∆(f ) = 0 while f does not have a critical zero point, because ∇xf h (x) = 0 might have a solution at infinity x 0 = 0.
The resultants are similarly defined for nonhomogeneous polynomials. Let f 0 , f 1 , . . . , f n be general polynomials in x = (x 1 , . . . , x n ). The resultant Res(f 0 , f 1 , . . . , f n ) is then defined to be Res(f h 0 , f h 1 , . . . , f h n ). Here each form f h i (x) is the homogenization of f i (x). Clearly, if the polynomial system
has a solution in C n , then the homogeneous system
has a solution in P n . The reverse is not always true, because the latter might have a solution at infinity x 0 = 0. There are systemic procedures to compute resultants (hence including discriminants) for general polynomials. We refer to [4, Chap. 3] , [6, Sec. 4, Chap. 3] , and [28, Chap. 4 ].
Discriminants of several polynomials
In this section, we assume f 0 (x), f 1 (x), . . . , f m (x) are forms inx = (x 0 , x 1 , . . . , x n ) of degrees d 0 , d 1 , . . . , d m respectively, and m ≤ n. Denote f = (f 0 , f 1 , . . . , f m ). If every f i has generic coefficients, the polynomial system
has no singular solution in P n , that is, for anyũ ∈ P n satisfying (3.1), the Jacobian
has full rank. For some particular f , (3.1) might have a singular solution. Define
When every d i = 1, W (1, . . . , 1) consists of all vector tuples (f 0 , . . . , f m ) such that f 0 , . . . , f m are linearly dependent. Thus W (1, . . . , 1) consists of all (n + 1) × (m + 1) matrices whose ranks are at most m, which is a determinantal variety of codimension n + 1 − m. It is not a hypersurface when m ≤ n − 1. When every
has a critical point in the product of projective spaces P n × P m . As is known, the multihomogeneous form L(x,λ) has a critical point in P n × P m if and only if its discriminant vanishes (see [6, Section 2B, Chap. 13] 
For convenience, we also call ∆(f 0 , f 1 , . . . , f m ) the discriminant of forms f 0 (x), . . . , f m (x). When m = 0, ∆(f 0 , f 1 , . . . , f m ) becomes the standard discriminant of a single form, which has degree (n + 1)
. . , f m ) can be thought of as a generalization of ∆(f 0 ). In the rest of this section, we are going to prove a general degree formula for ∆(f 0 , f 1 , . . . , f m ). For every integer k ≥ 0, denote by S k the k-th complete symmetric polynomial
Let H(x) ∈ R[x] (n+1)×(m+1) be a matrix polynomial such that its every entry H ij (x) is homogeneous and all the entries of its every column have the same degree. Define
Theorem 3.1. Suppose every d i > 0, at least one d i > 1, and m ≤ n. Then the discriminant ∆(f 0 , . . . , f m ) has the following properties:
In the above,ď k means d k is missing, and a means a is repeated twice. Thus the total degree of ∆(
is identically zero in f 0 if and only if the projective variety V P (f 1 , . . . , f m ) has a positive dimensional singular locus.
Proof. a) Note that for any scalar
because the polynomial system (3.1) must have a solution in P n (it has only m − 1 < n distinct equations) and its Jacobian is singular (its first two columns are same).
b) For convenience, we only prove the degree formula for k = 0. Choose generic forms f 0 , . . . , f m of degrees d 0 , . . . , d m respectively, and another generic form h of degree d 0 . Then the degree of ∆(f 0 , f 1 , . . . , f m ) in f 0 is equal to the number of scalars γ such that
Since the f i 's are generic, ∆(f 1 , . . . , f m ) = 0 and hence V P (f 1 , . . . , f m ) is nonsingular.
Lemma 3.2. The condition (3.6) is equivalent to
Furthermore, every u satisfying (3.7) determines γ uniquely.
Proof. By relation (3.2), (3.6) clearly implies (3.7). So we only prove the reverse. Suppose (3.7) is satisfied by some u and γ. The rank condition in (3.7) implies there exists (µ 0 , µ 1 , . . . , µ m ) = 0 satisfying
Since V P (f 1 , . . . , f m ) is nonsingular, we must have µ 0 = 0 and can scale µ 0 = 1. By Euler's formula (2.1), premultiplying u T in the above equation gives
Thus the equations in (3.7) imply f (u) + γh(u) = 0, and thus (3.6) holds by relation (3.2). Now we prove each u in (3.7) uniquely determines γ. If h(u) = 0, we know γ = −f (u)/h(u) from the above. If h(u) = 0, because V P (h, f 1 , . . . , f m ) is nonsingular (h and f i are all generic), we can generally assume the first m + 1 rows of the Jacobian of h, f 1 , . . . , f m at u are linearly independent, which is denoted by b F with b ∈ C m+1 and F ∈ C (m+1)×m . Denote by a the first m + 1 entries of ∇xf 0 (u). Then, det b F = 0 and (3.7) implies det a + γb F = det a F + γ det b F = 0.
There is a unique γ for every u in (3.7).
Clearly, (3.7) is also equivalent to
Let J be the Jacobian matrix in the above. By Lemma 3.2, the degree of ∆(f 0 , f 1 , . . . , f m ) in f 0 is equal to the cardinality of
The variety V P (f 1 , . . . , f m ) is smooth, has codimension m and degree
Since every f i and h are generic, D m+1 (J) is also smooth, has dimension m and intersects V P (f 1 , . . . , f m ) transversely. So U is a finite variety. We refer to Proposition 2.1 and Theorem 2.2 in [16] for more details about this fact. The degree of the determinantal variety
By Bézout's theorem (cf. Proposition A.3 of [16] , or [9] ), the degree of U is given by the formula (3.4), which also equals its cardinality. Therefore, the degree of ∆(f 0 , f 1 , . . . , f m ) in f 0 is given by (3.4) , and then the formula for its total degree immediately follows. c) Clearly, if the singular locus V P (f 1 , . . . , f m ) sing has positive dimension, then it must intersect the hypersurface f 0 (x) = 0 for arbitrary f 0 , by Bézout's theorem. Thus the system (3.1) has a singular solution, which implies ∆(f 0 , f 1 , . . . , f m ) = 0 for arbitrary f 0 . To prove the reverse, suppose ∆(f 0 , f 1 , . . . , f m ) = 0 is identically zero in f 0 . We need to show that V P (f 1 , . . . , f m ) sing has positive dimension. For a contradiction, suppose it is zero dimensional and consists of finitely many points u (1) , . . . , u (N ) ∈ P n . Note that the dimension of the set
is at most n in the affine space R n+1 whose dimension is n + 1. Here R A denotes the column range space of matrix A. So the complement R n+1 \T has positive dimension, and hence we can choose a ∈ R n+1 \T such that the hyperplane a Tx = 0 does not pass through u (1) , . . . , u (N ) . For f a (x) = a Tx , the homogeneous polynomial system
has no singular solution in P n , which implies ∆(f a , f 1 , . . . , f m ) = 0 by (3.2) and then contradicts that ∆(f 0 , f 1 , . . . , f m ) = 0 is identically zero in f 0 . So, the singular locus of
is a natural generalization of the standard discriminant of a single form. In formula (3.5), if we set m = 0, then the degree of ∆(f 0 ) is (n + 1)(d 0 − 1) n , which is precisely the degree of discriminants of forms of degree d 0 in n + 1 variables.
In Theorem 3.1, if every
, and its total degree is (n + 1)
. This is precisely the degree of the discriminant of the multi-homogeneous form L(x,λ) (see Theorem 2.4 of Section 2B in Chapter 13 of [6] ).
In Theorem 3.1, when m = n, the Jacobian of (3.1) must be singular at its every solutioñ u ∈ P n , because by Euler's formula (2.1)
So (3.1) has a singular solution if and only if the homogeneous polynomial system
has a solution in P n , which is equivalent to that the resultant Res(f 0 , . . . , f n ) vanishes. So
Observe that ∆(f 0 , . . . , f n ) and Res(f 0 , . . . , f n ) have the same degree
is linear, (3.1) has a singular solution if and only if f 0 (x) has a nonzero critical point in the orthogonal complement of the subspace
for some scalar η = 0. Furthermore, if f 0 =x T Ax is quadratic, then it holds that
Here A(I, I) denotes the submatrix of A whose row and column indices are from I. We conclude this section by generalizing ∆(f 0 , . . . , f m ) to nonhomogeneous polynomials.
Polynomials nonnegative on R n
This section studies the cone
is nonnegative in R n if and only if its homogenization f h (x) is nonnegative everywhere. So we just consider the cone of nonnegative forms. Let P n,d be the cone of forms nonnegative in R n of degree d. Here d > 0 is even. Clearly, a form f lies in the interior of P n,d if and only if it is positive definite, that is, f (x) > 0 for every x = 0. If f (x) lies on the boundary ∂P n,d , then it vanishes at some 0 = u ∈ R n . Since f (x) is nonnegative everywhere, u must be a minimizer of f (x) and ∇f (u) = 0. This implies that f (x) has a nonzero critical point, and hence its discriminant ∆(f ) = 0. So the boundary ∂P n,d lies on the discriminantal hypersurface Proof. The discriminant ∆(f ) is irreducible and has degree n(d − 1) n−1 , so the hypersurface E n,d is also irreducible and has degree n(d
When d = 2, P n,2 reduces to the cone of positive semidefinite matrices. A typical barrier for P n,2 is − log det A, where f (x) = x T Ax. Does there exist a similar barrier for P n,d when d > 2? Unfortunately, this is impossible if we require the barrier to be of log-polynomial type, as will be shown in the below.
Let λ min (f ) denote the smallest value of a form f (x) on the unit sphere
The boundary ∂P n,d is then characterized by λ min (f ) = 0. Clearly, if λ min (f ) = 0 then ∆(f ) = 0, but the reverse might not be true. For instance, for the positive definite form
, λ min (f ) = 1 but ∆(f ) = 0, because ∇f (x) = 0 has a nonzero complex solution. So the discriminantal hypersurface ∆(f ) = 0 intersects the interior of P n,d when d > 2 is even. This interesting fact leads to the following theorem. • ϕ(f ) > 0 whenever f lies in the interior of P n,d , and
• ϕ(f ) = 0 whenever f lies on the boundary of P n,d . Therefore, − log ϕ(f ) can not be a barrier function for the cone P n,d when we require ϕ(f ) to be a polynomial, and P n,d is not representable by a linear matrix inequality (LMI), that is, there is no symmetric matrix pencil
Proof. For the first part, we prove by contradiction. Suppose such a ϕ exists. The zero set λ min (f ) = 0 lies on the variety V (ϕ). Since the discriminantal hypersurface ∆(f ) = 0 is the Zariski closure of λ min (f ) = 0, i.e., the smallest variety containing λ min (f ) = 0, ∆(f ) = 0 is a subvariety of V (ϕ). So ϕ(f ) is vanishing on ∆(f ) = 0. By Hilbert Nullstenllensatz (see Theore 2.1), there exist an integer k > 0 and a polynomial p(f ) satisfying
Now we choosef (x) = x d 2 ∈ int(P n,d ) in the above, then ∆(f ) = 0 and ϕ(f ) = 0, which contradicts the first item.
For the second part, the non-existence of − log-polynomial type barrier function immediately follows the first part of the theorem. The non-existence of LMI representation also clearly follows the first part, because otherwise the determinant det L(f ) would be a polynomial satisfying the first part. Theorem 4.2 tells us that there does not exist a polynomial ϕ(f ) such that − log ϕ(f ) is a barrier for P n,d . However, − log ϕ(f ) would be a barrier if ϕ(f ) is not required to be a polynomial. Actually
is a barrier for P n,d , where λ min (f ) is defined by (4.1). The function λ min (f ) is semialgebraic, positive in int(P n,d ), and zero on ∂P n,d . The barrier φ(f ) is also convex in int(P n,d ).
Since − log(·) is concave, the above then implies
However, the barrier − log λ min (f ) is not very useful in practice, because computing λ min (f ) is quite difficult. When d = 4, it is NP-hard to compute λ min (f ).
Computing the discriminantal variety ∆(f ) = 0
We have seen that ∂P n,d lies on the discriminantal hypersurface ∆(f ) = 0. Cayley's method would be applied to compute ∆(f ), as introduced in Chap. 2 of [6] . When n = 2 and d = 4, the boundary of P 2,4 lies on the hypersurface defined by the polynomial 
It is a homogenous polynomial of degree 6 in 5 variables. When n = 3 and d = 3, ∆(f ) is a homogeneous polynomial of degree 12 in 20 variables, and has 21,894 terms in its full expansion. When n = 3 and d = 4, ∆(f ) is a form of degree 27 in 15 variables and has thousands of terms. A very nice method for computing discriminants of trivariate quartic forms is described in Section 6 of [26] .
Generally, it is quite complicated to compute ∆(f ) directly. A more practical approach for finding the discriminantal locus ∆(f ) = 0 is to apply elimination theory (see [3] ). Let f p (x) be a form in x whose coefficients are polynomial in a parameter p = (a, b, ...) over the rational field Q, i.e., in the ring
If f p (x) ∈ ∂P n,d has no nontrivial critical point on the hyperplane x 1 = 0 at infinity, then the overdetermined polynomial system
must have a solution. Hence, we can use the elimination method described in [3] to find the polynomial equation that the parameter p satisfies. By eliminating x 2 , . . . , x n in (4.3), we can get a polynomial ϕ such that if (4.3) has a solution then ϕ(p) = 0. Hence, the discriminantal locus ∆(f p ) = 0 lies on ϕ(p) = 0. The polynomial ϕ(p) = 0 can be found by using function elim in software Singular [8] . 
The above formula is obtained by using a Maple code that was kindly sent to the author by Bernd Sturmfels for computing (3, 3, 3)-resultants. Let
It is a convex region in R 2 . The shape of F would be found by running the following Matlab code supported by software YALMIP [13] sdpvar x_1 x_2 x_3 a b; p = x_1^4+x_2^4+x_3^4-a*(x_1*x_2^3+x_2*x_3^3+x_3*x_1^3)... The set F is drawn in the shaded area of the upper left picture in Figure 1 . The curves there are defined by ϕ(a, b) = 0. Since every nonnegative trivariate quartic form is SOS (see Reznick [25] ), we know
(ii) Consider the polynomials parameterized as
The curve ∆(f a,b ) = 0 lies on ϕ(a, b) = 0. Let
It is a convex region. Using the method in (i), we get F is the shaded area of the upper right picture in Figure 1 When a = 1, b = 3, f 1,3 (x) becomes Robinson's polynomial that is nonnegative but not SOS (see Reznick [25] ). Robinson's polynomial has 10 nontrivial zeros, so f 1,3 ∈ P 3,6 . Eliminating
It is an unbounded convex set in R 2 . To get the shape of F , we bound a, b as a + 5 ≥ 0, 40 − b ≥ 0. Using the method in (i), we get F is the shaded area of the lower left picture in From the picture, we can see that F is a maximal convex region whose boundary lies on ϕ(a, b) = 0 and satisfies the above two linear constraints. So F = G.
(iv) Consider the polynomials parameterized as
When a = 4, b = 0, f 4,0 (x) becomes Horn's polynomial (see Reznick [25] ). Eliminating
It is also an unbounded convex set. To get the shape of F , we bound a, b as a+2 ≥ 0, b+4 ≥ 0. Using the method in (i), we get F is the shaded area of the lower right picture in Figure 1 . Since (3.10, 0.5), (5.5, −1), (9.1, −4) / ∈ G (verified by software GloptiPoly 3 [11] ), by observing the lower right picture in Figure 1 , we can see that F is a maximal convex region that satisfies the above three linear constraints, excludes the previous 3 pairs, and has the boundary lying on ϕ(a, b) = 0. So F = G.
Nonnegative multihomogeneous forms
In this subsection, we study the cone of nonnegative multihomogeneous forms. Let M 
Here we assume all the degrees d i are even. Let P (u (1) , . . . , u (r) ) = 0 and
Thus, f also belongs to H 
Here n 1 = n 2 = 3, 
By the method used in Example 4.4, F is drawn in the shaded area of Figure (1, 1, 1, 1, 1, 1) ≥ 0, f a,b (1, 0, 0, 1, 0, 0 
has negative eigenvalue at (1, 1, 0)) and f 20,−15 (x) ∈ G (∵ ∇ 2 x 1 ,x 2 ,x 3 f 20,−15 has negative eigenvalue at (1, −1, 0)), from the picture we can see that F is a maximal convex region that excludes (20, 15) and (20, −15) , satisfies the above two linear constraints, and has boundary lying on ϕ(a, b) = 0. So F = G.
Polynomials nonnegative on a variety
This section studies the cone P d (K) when K is a real algebraic variety defined as
Here g = (g 1 , . . . , g m ) is a tuple of polynomials. For convenience, denote P d (K) as
To study the boundary ∂P d (g) of P d (g), we need a characterization for it. One would think if f lies on ∂P d (g) then f (x) vanishes somewhere on V R (g). However, this is not always true. For a counterexample, consider f = x 1 + x 2 and g = x 3 1 + x 3 2 − 1. Clearly, f is strictly positive on V R (g), but it lies on ∂P 1 (g). For any ǫ > 0 the polynomial x 1 + x 2 − ǫ is no longer nonnegative on V R (g) because inf x∈V R (g)
The reason is that V R (g) is not compact. We need other characterization in this case.
Let V h R (g) be the homogenization of V R (g), that is,
Clearly, if f h is nonnegative on V h R (g), then f is also nonnegative on V R (g), but the reverse is not necessarily true. For this purpose, we need a new condition. We say the variety
Define two constants
The boundary ∂P d (g) is characterized as below.
Proposition 5.1. Let g be given as above.
Proof. Part (i) is quite clear. We prove part (ii). For anyũ ∈ V h R (g) with u 0 ≥ 0, we can find a sequence (t k , w k ) ∈ V h R (g) with every t k > 0 approachingũ. Note that
and we have
and we get f ∈ P d (g). The above implies δ h g (f ) ≥ 0 if and only if f ∈ P d (g). By definition, δ h g (f ) is the minimum of a polynomial function over a compact set. If
We would like to remark that not every V h R (g) is closed at ∞, and even if
This implies V h R (g) ∩ {x 0 = 0} is compact, which is clearly false. Now we study the boundary of the cone P d (g).
. . , g m ) be given as above, and deg(g i ) = d i . Suppose m ≤ n.
(i) If V R (g) = ∅, and either V R (g) is compact or V h R (g) is closed at ∞, then the boundary ∂P d (g) lies on the hypersurface , g 1 , . . . , g m ) = 0}.
(ii) If the projective variety
Otherwise, the above is only an upper bound.
(iii) The polynomial ∆(f, g 1 , . . . , g m ) is identically zero in f if and only if the projective variety V P (g h 1 , . . . , g h m ) has a positive dimensional singular locus.
Proof. (i) We first consider the case that
By relation (3.2), we know ∆(f, g 1 , . . . , g m ) = 0. The proof for the case that V R (g) is compact is almost the same as the above, and is omitted here.
(ii) When V P (g h 1 , . . . , g h m ) is nonsingular, from the proof of part b) in Theorem 3.1, we know the degree of ∆ (f, g 1 , . . . , g m ) in f is given by (5.3). When V P (g h 1 , . . . , g h m ) is singular, the formula in (5.3) is only an upper bound by perturbing the coefficients of g 1 , . . . , g m .
(iii) This immediately follows part c) of Theorem 3.1.
We have seen that there is no log-polynomial type barrier function for the cone P d (R n ) when d > 2 and n ≥ 1. There is a similar result for P d (g). ∆(f, g 1 , . . . , g m ) is irreducible in f over C, then there is no polynomial ϕ(f ) satisfying
• ϕ(f ) > 0 whenever f lies in the interior of P d (g), and
• ϕ(f ) = 0 whenever f lies on the boundary of P d (g).
Therefore, − log ϕ(f ) can not be a barrier function for the cone P d (g) when we require ϕ(f ) to be a polynomial, and P d (g) is not representable by LMI.
Proof. We prove the first part by contradiction. Suppose such a ϕ exists. By Theorem 5.3, we know ∂P d (g) lies on the hypersurface ∆ (f, g 1 , . . . , g m ) = 0. Since ∆ (f, g 1 , . . . , g m ) is irreducible in f , the hypersurface ∆ (f, g 1 , . . . , g m ) = 0 is irreducible and equals the Zariski closure of ∂P d (g) (it is contained in some hypersurface). Hence, the hypersurface ϕ(f ) = 0 contains ∆ (f, g 1 , . . . , g m ) = 0, and ϕ(f ) vanishes whenever ∆ (f, g 1 , . . . , g m ) = 0. By Hilbert's Nullstenllensatz (see Theorem 2.1), there exist an integer k > 0 and a polynomial p(f ) such that
Clearly,f lies in the interior of P d (g). However, since V P (g h ) has positive dimension, we know
. . , g m ) = 0. So ϕ(f ) = 0, which contradicts the first item. The second part is a consequence of the first part, as in the proof of Theorem 4.2.
Computing the discriminantal variety
Now we discuss the connection between ∆(f, g 1 , . . . , g m ) and the discriminant of the Lagrangian polynomial in (x, λ)
When V R (g) is compact, f ∈ ∂P d (g) if and only if δ g (f ) = 0, i.e., there exists u ∈ V R (g) such that f (u) = 0 and u is a minimizer of f on V R (g). So, if f (x) ∈ ∂P d (g) and V R (g) is nonsingular at u, the Karush-Kuhn-Tucker (KKT) condition (see Sec. 3.3 in [1] )holds, and there exists µ = (µ 1 , . . . , µ m ) satisfying
The above is equivalent to that (u, µ) is a critical zero point of L(x, λ), that is,
Hence, we have ∆(L) = 0. Therefore, the hypersurface ∆ (f, g 1 , . . . , g m ) = 0 would be possibly determined via investigating ∆(L) = 0. To the best knowledge of the author, no general procedure is known in computing the discriminant of type ∆(f, g 1 , . . . , g m ). Though there exist systemic methods for evaluating ∆(L), its computation and formula would be too complicated to be practical, as we have seen in the preceding section. In the following, we propose a different approach using elimination. Suppose f = f (x; p) is a polynomial in x whose coefficients are also polynomial in a parameter p = (a, b, c, . . .) over the rational field, i.e., from the ring
and V R (g) is a nonsingular compact set, then f satisfies the over-determined polynomial system in (x, λ)
The equation that p satisfies would be determined by eliminating (x, λ) in the above. Let ϕ(p) = 0 be the polynomial equation obtained by eliminating (x, λ) in (5.4). So, if p satisfies ∆ (f, g 1 , . . . , g m ) = 0, then ϕ(p) = 0. Computing ϕ(p) would be done by using elim in Singular [8] . We illustrate this in the below.
Example 5.5. Consider the polynomials parameterized as
It is a polynomial of degree 6 in 4 variables. The set {(a, b, c) : f ∈ ∂P 2 (K)} lies on the surface ϕ(a, b, c) = 0. The surface ϕ(a, b, c) = 0 is drawn in the right picture in Figure 3 . It contains the set {(a, b, c) :
The surfaces in Figure 3 are drawn by Labs' software Surfex which is downloaded from the website www.surfex.algebraicsurface.net. 
Resolution of singularities
In Theorem 5.3, we know if the projective variety V P (g h ) has a positive dimensional singular locus, then ∆(f, g 1 , . . . , g m ) is identically zero in f and ∆(f, g 1 , . . . , g m ) = 0 defines the whole space R n . This is not what we want, because the boundary ∂P d (g) usually has codimension one. To study ∂P d (g), we need to resolve the singularities of V P (g h ). By Hironaka's result (see Theorem 17.23 in Harris's book [9] ), there exist a smooth projective variety U ⊂ P n and a rational mapping
Consequently, the boundary of P d (g) can be investigated through studying forms nonnegative on U . We illustrate how to do this as below.
Example 5.7. Consider the variety V (g) ⊂ C 3 where
Both V (g) and V P (g h ) have positive dimensional singular locus. Let U = {y ∈ P 3 : y Then φ(U ) = V P (g h ). So, f (x) ∈ P d (g) if and only if f h (φ) ∈ P 3d (q), and f (x) ∈ ∂P d (g) if and only if f h (φ) ∈ ∂P 3d (q). Here q = y 6 1 + y 6 2 − y 0 y 5 3 − y 6 0 . However, we would like to remark that such φ and U are typically quite difficult to find. This issue is beyond the scope of this paper.
Polynomials nonnegative on a semialgebraic set
This section studies the cone P d (K) when K is a general semialgebraic set in R n . Consider K is given as
Here the g i and p j are all polynomials in x. Recall that
We are interested in the algebraic geometric properties of its boundary ∂P d (K). Typically, it is a union of hypersurfaces.
We begin with the characterization of the boundary ∂P d (K). Like the case of K being a real algebraic variety, a polynomial positive on K may not lie in the interior of P d (K). Let K h be the projectivization of K which is defined as
Similarly, we say K h is closed at ∞ if
We would like to remark that the definitions of K h and δ h K (f ) depend on the defining polynomials of K that are usually not unique. So in the places where K h or δ h K (f ) appears, we usually assume the defining polynomials of K are clear from the context.
The interior and boundary of the cone P d (K) are characterized in the proposition below, whose proof is almost the same as for Proposition 5.1.
Proposition 6.1. Let K be given as above.
Using the above characterization, we can get the following result about ∂P d (K).
Theorem 6.2. Let K be given as above. Assume at most n − m inequality constraints are active at any nonzero point in K h . If either K is compact or K h is closed at ∞, then the boundary ∂P d (K) lies on the hypersurface
First assume K h is closed at infinity. So there exists 0 = u ∈ K h such that f h (u) = 0. Let {i 1 , . . . , i k } be the index set of active inequality constraints
By assumption, k ≤ n−m. Note that u is a minimizer of f h on K h . By Fritz-John optimality condition (see Sec. 3.3.5 in [1] ), there exists (µ 0 , µ 1 , . . . , µ m+k ) = 0 satisfying
So u is a singular solution to the polynomial system
The proof is similar when K is compact. 
By the method used in subsection 5.1, eliminating (x, λ) in (5.4) gives h(a, b) = 0 where
The curve ∆(f a,b , g) = 0 lies on h(a, b) = 0. Let ϕ(a, b) = h(a, b) · q(a, b) . The curves in Figure 4 are defined by ϕ(a, b) = 0. Let
It is clearly a convex set. By the method used in Example 4.4, F is drawn in the shaded area of Figure 4 . Let G = {(a, b) : f a,b ∈ P 4 (K). Clearly, F ⊂ G and the boundary of G lies on ϕ(a, b) = 0. Since the polynomials f 2,1.5 , f 2,−1.5 , f 4,0 are not nonnegative on the unit ball (verified by GloptiPoly 3 [11] ), we know (2, 1.5), (2, −1.5), (4, 0) ∈ G. From Figure 4 , we can observe that F is a maximal convex region that excludes the pairs (2, 1.5), (2, −1.5), (4, 0) and has the boundary lying on ϕ(a, b) = 0. So F = G.
Now we discuss the barriers for P d (K). The following is similar to Theorem 4.2.
Theorem 6.4. If K has nonempty interior, d > 2 is even and n ≥ 1, then there is no polynomial ϕ(f ) satisfying
• ϕ(f ) > 0 whenever f lies in the interior of P d (K), and
• ϕ(f ) = 0 whenever f lies on the boundary of P d (K).
So, − log ϕ(f ) can not be a barrier function for the cone P d (K) when we require ϕ(f ) to be polynomial in f , and P d (K) is not representable by LMI.
Proof. Prove by contradiction. Suppose such a ϕ exists. Since int(K) = ∅, one piece of the boundary ∂P d (K) must lie on the irreducible discriminantal hypersurface ∆(f ) = 0. The rest of the proof is then almost the same as for Theorem 4.2, and is omitted here.
Typically there is no log-polynomial type barrier for the cone P d (K). However, P d (K) has log-semialgebraic type barriers. When K is compact, − log δ K (f ), or when K h is closed at ∞, − log δ h K (f ), is a convex barrier for P d (K), because both δ K (f ) and δ h K (f ) are semialgebraic, positive in int(P d (K)), zero on ∂P d (K), and concave in f . Generally, it is quite difficult to compute δ K (f ) or δ h K (f ) for general f and K. So these two barriers are not very useful in practice.
Co-positive polynomials and matrices
A form f (x) is said to be co-positive if f (x) ≥ 0 for every x ∈ R n + . Clearly, f (x) is co-positive if and only if its associated even form
is nonnegative in R n . A symmetric matrix A is called co-positive if the associated quadratic form f (x) = x T Ax is co-positive. Let C n,d be the cone of copositive forms in R[x] d , and ∂C n,d be its boundary. Clearly, if f ∈ ∂C n,d , then there exists 0 = u ∈ R n + such that f (u) = 0, or equivalently q f ( √ u) = 0.
Thus ∂C n,d lies on the discriminantal hypersurface ∆(q f ) = 0.
Proposition 6.5. The Zariski closure of ∂C n,d is the hypersurface
Here x I = (x i : i ∈ I) and f I is obtained from f (x) by setting x j = 0 for j ∈ I.
Proof. Let f ∈ ∂C n,d . Then there exists 0 = u ∈ R n + such that f (u) = 0. The index set I = {i : u i > 0} ⊆ [n] is nonempty, and f I (x I ) has a positive critical zero point, because
. To prove they are equal, we need to show that ∆(f I (x I )) = 0 lies on Zar(C n,d ) for every ∅ = I ⊆ [n]. Fix such an arbitrary I. Letf I (x I ) be a co-positive form which vanishes at 1 I (1 is the vector of all ones). Then there is a neighborhood U off I such that every g I ∈ U ∩ C |I|,d vanishes somewhere near 1 I . Thus U ∩ C |I|,d ⊂ {∆(f I (x I )) = 0}, and
Since the hypersurface ∆(f I (x I )) = 0 is irreducible, we must have
The above is true for every
Proposition 6.5 is equivalent to the fact that
∆(f I ) = 0.
We refer to Theorem 1.2 in [6, Chapt.10] for the last equivalence in the above. If [n]\I = {i 1 , . . . , i k }, (3.8) implies ∆(f I (x I )) = η∆(f, x i 1 , . . . , x i k ) for some η = 0. In particular, if d = 2 and f (x) = x T Ax is quadratic, then Proposition 6.5 and (3.9) imply Zar(∂C n,2 ) is the hypersurface
det A(I, I) = 0. (6.3) Corollary 6.6. Suppose d ≥ 2 and n ≥ 2. Then there is no polynomial ϕ(f ) satisfying
• ϕ(f ) > 0 whenever f is in the interior of C n,d , and
• ϕ(f ) = 0 whenever f is on the boundary of C n,d .
So, − log ϕ(f ) can not be a barrier function for the cone C n,d when we require ϕ(f ) to be polynomial in f , and C n,d is not representable by LMI.
Proof. Prove the first part by contradiction. Suppose such a ϕ(f ) exists. Then ϕ(f ) = 0 ∀f ∈ ∂C n,d .
So the Zariski closure of ∂C n,d lies on the hypersurface ϕ(f ) = 0. Since d ≥ 2, ∆(f ) is an irreducible polynomial in f . By Proposition 6.5, the hypersurface ∆(f ) = 0 lies on ϕ(f ) = 0, and ϕ(f ) vanishes on ∆(f ) = 0. By Hilbert Nullstellensatz (see Theorem2.1), there exist a positive integer k > 0 and a polynomial φ(f ) such that
In particular, if we choose f to bef (x) = (1 T n x) d in the above, then
This is because the formf (x) has a nonzero critical point when d ≥ 2 and n ≥ 2. However, f (x) clearly lies in the interior of C n,d , which contradicts the first item. The second part clearly follows the first part.
Remark: Corollary 6.6 would be implied by Theorem 6.4 for the case that d > 2 is even. By the method used in Example 4.4, F is drawn in the shaded area of the left picture in Figure 5 . Because every co-positive 4 × 4 matrix is a sum of a nonnegative matrix and a positive semidefinite matrix (see [5] ), we know F = {(a, b) : A ∈ C 4,2 }. Since (−0.5, −1.88), (−1.88, −0.5), (−1.3, −1.3) ∈ G (verified by GloptiPoly 3 [11] ), from the right picture in Figure 5 , we can observe that F is a maximal convex region that satisfies the above three linear constraints, excludes the previous 3 pairs and has the boundary lying on ϕ(a, b) = 0. So F = G.
Conclusions and discussions
This paper studies the algebraic geometric properties of the boundary ∂P d (K). When K = R n , ∂P d (K) lies on an irreducible hypersurface defined by the discriminant of a single polynomial; when K is a real algebraic variety, the boundary ∂P d (K) lies on a hypersurface defined by the discriminant of several polynomials; when K is a general semialgebraic set, the boundary ∂P d (K) lies on a union of discriminantal hypersurfaces. General degree formulae for these hypersurfaces and discriminants are also proved. An interesting consequence of these results is that − log ϕ(f ) can not be a barrier for the cone P d (K) when ϕ(f ) is required to be polynomial in f , but it would be a barrier if ϕ(f ) is allowed to be semialgebraic. Given general multivariate polynomials f 0 , . . . , f m , how to compute the discriminant of type ∆(f 0 , . . . , f m )? When m = 0, there are standard procedures for computing ∆(f 0 ). However, to the best of the author's knowledge, this question is open for m > 0. In computing ∆(f ) for a single polynomial f , it is typically non-practical to get a general formula for ∆(f ), but if f (x) has a few terms and its coefficients have a few parameters, is there any practical method for evaluating ∆(f ) efficiently? These questions are interesting future work.
