The goal of Phase I monitoring of multivariate data is to identify multivariate outliers and step changes so that the estimated control limits are sufficiently accurate for Phase II monitoring. High breakdown estimation methods based on the minimum volume ellipsoid (MVE) or the minimum covariance determinant (MCD) are well suited to detecting multivariate outliers in data. However, they are difficult to implement in practice due to the extensive computation required to obtain the estimates. Based on previous studies, it is not clear which of these two estimation methods is best for control chart applications. The comprehensive simulation study here gives guidance for when to use which estimator, and control limits are provided. High breakdown estimation methods such as MCD and MVE, can be applied to a wide variety of multivariate quality control data.
Introduction
The frequency of multivariate statistical process control (SPC) applications has increased in recent years as data collection systems have become more sophisticated.
Phase I of the monitoring scheme consists of determining whether or not historical data indicates a stable (or in-control) process. Phase II consists of monitoring future observations and using control limits calculated from Phase I to determine if the process continues to be in-control. In Phase I historical data, trends, step changes, outliers and other unusual data points can have an adverse effect on the resulting Phase II control limits. So it becomes very important to discover these unusual data points prior to calculating the control limits. Control limits based on data coming from unstable (or out-of-control) processes will be inaccurate and reduce the effectiveness of the Phase II scheme.
Classical estimation methods will not yield appropriate control limits if there are unusual data points in the Phase I data. Robust estimation methods have a distinct advantage over classical methods in that they are not unduly influenced by unusual data points. Consequently, they are much more effective in detecting any unusual points and ensuring that the control limits are reasonable. The term robustness refers to methods that are insensitive to departures from well behaved, independent, normally distributed data. Here the focus is on robustness to outliers which are more likely than not to be present in data.
Some robust estimation methods are well suited for detecting multivariate outliers or clusters of multivariate outliers because of their high breakdown points. The general idea of the breakdown point is "the smallest proportion of the observations which can render an estimator meaningless" (Hampel et al. (1986) , Rousseeuw and Leroy (1987) ).
In other words, the breakdown point refers to the amount of "bad" data that can be present before the estimator no longer is accurate for the "good" data. The "good" data simply refers to the data that is in the majority and the "bad" data refers to the data in the minority. It is desirable to accurately determine which data is bad (if any).
Robust estimation methods for univariate quality control data (such as those based on a median or trimmed mean) are more straightforward and have received more attention in past research (See for example, Rocke (1989) , Rocke (1992) , Tatum (1997) , Davis and Adams (2005) ). Robust methods for multivariate data are not as straightforward nor as easily implemented. Robust estimation methods have been widely used in a regression context but they have only recently been introduced to multivariate quality control applications. Because of the differences that can result from competing methods, the choice of which robust estimator to use has not been made clear from previous studies (Wisnowski, Simpson, and Montgomery (2002) , Vargas (2003) ).
To evaluate the performance of competing methods for Phase I applications the probability of a signal is the preferred measure. When the data comes from an incontrol process then the probability of a signal should be close to a specified nominal value. When data comes from an out-of-control process then the probability of a signal should be large to ensure that the out-of-control points are not included in the calculation of the control limits for Phase II.
In this paper we give a brief overview of various high breakdown estimation methods based on the MVE and the MCD for multivariate Phase I applications. A comprehensive study allows us to determine the conditions under which each is preferred. We also give control limit values for practical use.
Multivariate Outliers
When working with p-dimensional multivariate normal data both the location and dispersion are of interest. The location is described by a mean vector which represents a point in the multidimensional space and the dispersion (or scatter or shape) is described by a variance-covariance matrix. Outliers in multivariate data are more difficult to detect than outliers in univariate data. One reason for this is because simple graphical methods that can be used to detect univariate outliers are often not possible in higher dimensions. Another reason is because there are many more ways that the multivariate data can come from an out-of-control process. For example, there could be outliers due to changes of location in random directions for each outlier, there could be a cluster of outliers due to a location shift in a particular direction, there could be multiple clusters of outliers in different directions, there could be points with the same location as the good data but with more variability, or the outliers can be due to a shift in some of the elements of the location vector but not all of them. The term "masking effect" has been coined to describe the situation where multiple outliers are present and inflate the estimates in such a way that they mask each other and escape detection. See Rocke and Woodruff (1993) for a discussion of various types of outliers. Rocke and Woodruff (1996) stated that the the most difficult type of multivariate outliers to detect are those that have the same variance-covariance matrix as the good data. These difficult to detect outliers are referred to as "shift outliers" because the center of the outlying points has been shifted by some amount from the center of the good data. The categorization of shift outliers includes individual points as well as clusters of points. If shift outliers can be detected by the robust estimation method, then the method will likely work well for other kinds of outliers, hence the focus on shift outliers here.
Properties of Estimators
There are four major measures or properties that can be used to determine the usefulness of a multivariate estimator. The first, the breakdown point, has many different definitions, but the definition used here is the finite sample replacement breakdown point as defined by Donoho and Huber (1983) . This value, π, is the smallest fraction of arbitrarily large bad data points that can be present before the estimator is impacted.
As the sample size increases, π will often converge to an asymptotic breakdown point.
The asymptotic breakdown point is often used to compare different estimators.
Classical estimation methods have low breakdown points while the high breakdown estimators considered here have breakdown points that approach 50%, the maximum possible value. The higher the breakdown point, the more resistant the estimator is to bad data. In other words, the less susceptible it is to the "masking effect".
The second property to consider is that of affine equivariance. Changing the measurement scale should not impact the properties of the estimator. Lopuhaä and Rousseeuw(1991) showed that the maximum possible asymptotic breakdown point for an affine equivariant estimator is 50%. The estimators of location and dispersion that are considered in our paper are all affine equivariant (Rousseeuw and Leroy (1987) ).
For an example of non-affine equivariant estimators, see Maronna and Zamar (2002) who found that alternative estimators can be found by relaxing the restriction of affine equivariance.
The third property is the statistical efficiency of the estimator. This concerns how well it makes use of all the good data available. For the univariate case it is well known that while the median is very robust, it is also very inefficient when compared to the mean. There often has to be some tradeoff between increasing the breakdown point and the decreasing efficiency. Finally, it should be possible to calculate the estimators with a reasonable amount of computing power in a reasonable amount of time. It should not always be expected that a reasonable time to compute the estimators be only a few seconds. It is good to spend the necessary time to get good estimators that give accurate information in the spirit of the following statement: "Statistical analysis is generally just a small part of the effort and cost of any data gathering and analysis . . . we consider it clearly far better to use an analysis that takes 10 hours but finds all the outliers than one that takes 10 seconds yet misses most outliers" (Hawkins and Olive (2002, p. 146) ).
High Breakdown Estimation for Multivariate SPC Data
Robust estimation methods can be used in two different approaches. The first approach is to use the robust estimators in place of classical estimators. This has been the primary focus of a large amount of research dedicated to robust estimation procedures and is most useful in a regression context where the data does not necessarily have a given time order. Here the goal is to identify, for descriptive and predictive purposes, a good model that has not been unduly influenced by outliers. This approach has a higher priority on efficiency.
The second approach is to use the robust estimators to identify and remove outliers and then use classical estimators on the remaining "good" data points. Phase I quality control applications (both univariate and multivariate) have predominantly utilized this second approach. This second approach seems to be a reasonable trade off between the good efficiency of the classical estimates and the high breakdown point of resistant methods. Under this framework robust methods that are efficient are not as useful if they have lower breakdown points.
When using the second approach, the computability and breakdown point of the estimator become more important. As a consequence, statistical efficiency is not as crucial because the resistant estimators will eventually be replaced by classical estimators. Therefore estimators based on the minimum volume ellipsoid (MVE) and the minimum covariance determinant (MCD) are considered here. Algorithms for computing them are more plentiful, they are affine equivariant, and most importantly, they have high breakdown points. They have lower statistical efficiency because they only use slightly more than half of the available points, but this is of minor concern in Phase I analysis, especially when the Phase I data set is sufficiently large. The main concern in our Phase I setting is to provide protection against outliers.
There is a wide variety of robust estimation methods that are not considered here for multivariate data. For example, methods based on M-estimation have been widely used in a regression context. M-estimation seeks to appropriately down weight outliers in order to minimize their impact. As such, they are more efficient than the high breakdown methods considered here, but they have lower breakdown points that get even worse as the number of dimensions increases. Other methods include S-estimation, the projection methods of Stahel-Donoho (Rousseeuw and Leroy (1987, 7. 1.c)), and the sequential point addition type methods of Hadi (1992 Hadi ( , 1994 and Atkinson (1993) .
These other methods are usually applied to regression problems.
It is assumed that the Phase I historical data set consists of m time ordered vectors that are independent of each other. Each vector is of dimension p, so x i is a vector containing the p measurements for the i th time period. When the process is in-control then each x i is assumed to come from a multivariate normal distribution, that is,
where µ is the population mean vector that determines the location and Σ is a p by p positive definite variance-covariance matrix that determines the dispersion.
Outliers can be identified by the T 2 statistic which is widely used for multivariate data analysis. The general form of the statistic is
Because µ and Σ are not known, they are replaced with appropriate estimators.
The classical estimators are the sample mean vector and sample variance-covariance matrix given by,
and
A T 2 i statistic based on these classical estimators is denoted by T (2003)). However, as shown by Sullivan and Woodall (1996) this statistic is not effective in detecting sustained step changes in the mean vector, nor is it effective in detecting multiple outliers (Vargas (2003) ). This is because its breakdown point is an undesirable 1/m which goes to 0 as the sample size increases. That is, a single arbitrarily large outlier can render the T 
This statistic is analogous to the use of the moving range to construct a Shewhart Individuals chart. Sullivan and Woodall (1996) showed that T 2 2,i is effective in detecting sustained step changes in the process that occur in Phase I data. However, like T will not be effective in detecting multiple multivariate outliers because its breakdown point is also 1/m, thus it will not be considered here (Vargas (2003) 
where x mve and x mcd are the corresponding location estimators and S mve and S mcd are the corresponding estimators of the variance-covariance matrix. In the following sections we discuss these estimators in more detail and explain how they are calculated.
Minimum Volume Ellipsoid Estimator
The minimum volume ellipsoid (MVE) estimator, first proposed by Rousseeuw (1984) , has been studied extensively for non-control chart settings and frequently used in the detection of multivariate ouliers. It seeks to find the ellipsoid of minimum volume that covers a subset of at least h data points. Subsets of size h are called halfsets because h is often chosen to be just more than half of the m data points.
The location estimator is the geometrical center of the ellipsoid and the estimator of the variance-covariance matrix is the matrix defining the ellipsoid itself, multiplied by an appropriate constant to ensure consistency (Rousseeuw and van Zomeren (1990) , Rousseeuw and Van Zomeren (1991) , and Rocke and Woodruff (1996) ). Thus the MVE estimator of location and dispersion do not correspond to the sample mean vector and sample variance-covariance matrix of a particular halfset.
To achieve the highest breakdown point possible, Davies (1987) and Lopuhaä and Rousseeuw (1991) showed that the integer value of h = (m+p+1)/2 should be used for the MVE. This will achieve a breakdown value of
percent which converges to 50% as m → ∞. The value of h can be increased, to say, .75m, if it is believed that the percentage of bad data is low. This will increase the efficiency of the the MVE estimator. However caution must be exercised because the consequences of having a value of h higher than the number of good data points is more severe (contaminated estimates) than the consequences of having a value of h lower than the number of good data points (loss of statistical efficiency but still giving good estimates). For this reason, h is often set to achieve the highest breakdown point possible, as is the case for this paper.
Finding the MVE estimators is essentially a two-part process. One part is to find the best halfset consisting of h points. Then the second part requires finding the ellipsoid of minimum volume that covers the halfset. For a given halfset there are many ellipsoids that cover it. Titterington (1975) found that the solution to this second step is equivalent to finding a D-optimal design for a design region where the points in a halfset are the design points. As a consequence, iterative algorithms to find D-optimal designs could be used to find the best covering ellipsoid for the best halfset.
The first step is referred to as the "subset" problem and the second step is referred to as the "covering problem" (Agullo (1996) ).
While the idea of the MVE is very intuitive, actually finding the MVE estimator can be very difficult in practice. As the sample size (m) and data dimension (p) increase, the required computational effort increases exponentially. For example, if m = 30 and p = 3, so that h = 30+3+1 2 = 17, then there are a total of 30! 13! 17! = 119, 759, 850 halfsets that could potentially be the basis for the MVE estimator. Even when this halfset is found, it still takes additional calculations to find the best covering ellipsoid. As a consequence of the computational difficulty, Rousseeuw and Leroy (1987) proposed an approximate method to find the MVE estimators by a subsampling algorithm.
The subsampling algorithm is very commonly used, is widely accessible, and is the basis of the MVE functions of software packages such as S-Plus and SAS. This subsampling algorithm takes a fixed number of random subsets, known as elemental subsets, each containing p+1 points. For each elemental subset, the sample mean vector and sample variance-covariance matrix are calculated, which determines the shape of an ellipsoid. This ellipsoid is then increased in size by multiplying by a constant until it covers at least h data points. The ellipsoid with the smallest volume is then used to obtain the MVE estimates. Rousseeuw and Leroy (1987, p. 199) recommended doing a minimum of 500 subsamples for small datasets with low dimensions. More subsamples should be used as m and p increase. Rousseeuw and Leroy (1987, p. 260 ) also showed that if is the true proportion of outliers in the dataset then a probabilistic argument can be used to determine the number of random subsamples (j) needed to ensure with a high probability that at least one contains only good points. The approximate probability that at least one sample contains only good points is
and (7) can be rewritten to solve for j as
Use of (8) shows that when p ≤ 5 and ≤ .50 then 500 subsamples will ensure that α will be greater than .999. For p ≤ 10 and ≤ .50 then 10, 000 subsamples will ensure that α will be greater than .99.
A similar argument along these lines to determine the probability that a particular halfset will contain only good points shows that the number of halfsets that need to be considered is very large indeed. To see this, replace the value of p + 1 (the size of the elemental subset) in (8) with the integer value of h = (m + p + 1)/2 (the size of the halfset). Table 1 below shows the number of halfsets that need to be considered when p = 3 to have a 95% chance of getting one containing only good points. This illustrates the difficulty in finding a good MVE estimator, particularly as the sample size and the proportion of bad data increases.
In addition, it is important to recognize that while this subsampling approach is computationally easier, it is only an approximation. Even when elemental subsets with good points are used, this does not ensure that the resulting halfsets will only have good points. This is because the resulting ellipsoid that covers the halfset is proportional to the ellipsoid for the corresponding elemental subset, which is not necessarily the minimum volume ellipsoid for the halfset. An exhaustive calculation using all possible elemental subsets will still yield an approximate estimator (Cook and Hawkins (1990) ). This is because the ellipsoid for the MVE estimator is not necessarily proportional to the ellipsoid for any of its elemental subsets. In fact, it is probably more likely that the MVE is not proportional to the ellipsoid for one of its elemental subsets.
While the number of possible elemental subsets is smaller than the number of = 27, 405 elemental subsets that need to be considered if an exhaustive calculation were done. The exponential increase in the number of elemental subsets needed to ensure a good approximate estimate limits the types of problems that can be analyzed using the MVE.
Finally, there are repeatability issues with this subsampling approach. If an exhaustive calculation using all possible elemental subsets is not done, then two different analyses on the same data set will likely yield different results. The difference in the results gets more severe as m and p get larger because for a fixed number of random elemental subsets, the proportion of subsets that can be feasibly calculated relative to the total number of available subsets gets smaller.
For an example of the repeatability issues of the subsampling method, Vargas (2003) calculated the T 2 mve,i statistics based on the MVE estimators using the subsampling algorithm for the data of Quesenberry (2001) . Table 2 shows the results obtained by Vargas (Using S-PLUS), our results using the "call mve" functions of SAS for 500 subsamples, and our results using all possible subsamples, of which there are (2003) used, but the differences in values is cause for concern.
To avoid some of the difficulties with the subsampling approach, an exact method to calculate the MVE estimators was proposed by Cook, Hawkins, and Weisberg (1993) .
It considers all the possible halfsets and would require an enormous amount of computation even for modest sample sizes in lower dimensions. Once the best halfset is found the "covering" solution is found using the approach of Titterinton (1975) . To speed up observations MVE(500 subsamples in SAS) MVE(all subsamples in SAS ) MVE(Vargas (2003) as a great majority of halfsets do not require explicit calculation. Cook, Hawkins, and Weisberg (1993) found that for typical datasets fewer than 1% of the possible halfsets require explicit evaluation. However, even with this speedup of the algorithm, this exact method is still only feasible for small datasets where m ≤ 30 and p ≤ 5 (Cook, Hawkins, and Weisberg (19993) ). Agullo (1996) proposed an exact method to calculate the MVE estimators based on a more computationally efficient branch and bound method. Similar to the modification proposed by Cook, Hawkins, and Weisberg (1993) to speed up their algorithm, the branch and bound method utilizes the fact that the volume of a subset of points cannot decrease as additional points are added. In other words, the volume is monotonically non-decreasing as points are added to the subset. For example, consider the situation with p = 2, m = 30, and h = 16. During the search if a subset of 8 points is found to have a higher volume (as measured by a determinant) than the best halfset found to that point, then no further halfsets containing those 8 points need to be considered. This reduces substantially the number of halfsets for which a determinant is calculated. Once the best halfset is found, Agullo (1996) recommended using an algorithm by Atwood (1973) that is faster than the approach of Titterington (1975) to solve the "covering problem". The branch and bound algorithm can be sped up by ordering the data prior to beginning the search. As a result, the branch and bound method is computationally feasible for datasets where m ≤ 100 and p ≤ 5.
Other computationally feasible methods to find an approximate MVE have been proposed. For example, Hawkins (1993) proposed a feasible solution algorithm (FSA).
This algorithm considers a randomly selected halfset (called a random start) and then makes use of swapping techniques to find a better halfset for which its covering ellipsoid is found. Then the procedure is repeated for many randomly selected halfsets, each of which converges to a local feasible solution. The MVE estimators are based on the minimum of the local solutions. If enough randomly selected halfsets are used, this algorithm will eventually yield an exact solution, but this will not be guaranteed for a finite number of halfsets. If we denote by θ the proportion of initial halfsets that will yield the best halfset, then the probability of finding the exact result, Pr(exact),
where N is the number of random starts. This expression can be use to determine the number of random starts that is needed to achieve a certain probability of getting the exact results. Hawkins (1993) showed that for many common datasets previously studied in the literature (with m ≤ 50 and p ≤ 5) that the N required to achieve a high probability of success is often less than 100 (See also Hawkins (1994)) so the computation time is substantially smaller than those of Cook, Hawkins, and Weisberg (1993) and Agullo (1996) . Haesbroeck (1997, 2002) showed how the efficiency of the subsampling approach can be improved for the MVE. Instead of just picking the optimal elemental subset that gives the minimum volume, they first computed the ordered minimum volumes and then averaged some of the smallest ones. These estimators still retain consistency, affine equivariance, and have the highest possible breakdown point. However, it is still an approximate method and if an exhaustive calculation is not done, this averaged approach still has the repeatability problem. This approach will not be con-sidered here because of the additional computation complexity with only a relatively small gain in efficiency which is of minor importance.
Methods to find the MVE based on a heuristic search algorithms were proposed by Woodruff and Rocke (1993) . These search algorithms reduce the amount of computing time needed to solve the "subset" problem and include genetic algorithms, simulated annealing, and their corresponding enhanced versions. While they were shown to be much more computationally efficient than the subsampling method and give good results, they are not considered here because the algorithms are not easily accessible.
Minimum Covariance Determinant Estimator
An alternative high breakdown estimation procedure to the MVE is an estimator based on the minimum covariance determinant (MCD), which was first proposed by Rousseeuw (1984) . It is obtained by finding the halfset that gives the minimum value of the determinant of the variance-covariance matrix. The resulting estimator of location is the sample mean vector of the points that are in the halfset and the estimator of the dispersion is the sample variance-covariance matrix of the points multiplied by an appropriate constant to ensure consistency just as was done for the MVE. Thus in contrast to the MVE, the MCD estimators correspond to x and S 1 of a specific halfset.
Because the MCD estimators are simple to calculate once the best halfset is found, it can be easier to compute than for the MVE as it does not require a solution to the "covering problem".
The MCD estimators are intuitively appealing because a small value of the determinant corresponds to near linear dependencies of the data in the p-dimensional space.
That is because a small determinant corresponds to a small eigenvalue which suggests a near linear dependency that suggests that there is a group of points that are similar to each other.
Like the MVE, the MCD estimators have the same maximum breakdown point which is achieved when h is the integer value of (m + p + 1)/2. In addition, the MCD estimators can be very computationally difficult to obtain because of the exponential increase in the number of potential halfsets that need to be considered. As a result, the approximate methods and algorithms to obtain MVE estimates can also be used to obtain the MCD estimates. For example, MCD estimates can be computed via the method of Cook, Hawkins, and Weiser (1993) . The branch and bound method of Agullo (1996) can also be used, as shown in Agullo (2001) . The subsampling approach of Rousseeuw and Leroy (1987) can be used to get an approximate MCD estimates which would have the same repeatability issues as the approximate MVE obtained via subsampling. The FSA of Hawkins (1993) can be implemented for the MCD, as shown by Hawkins (1994) . An improved version of the FSA for the MCD was proposed by Hawkins and Olive (1999) .
Hybrid Algorithms
Other high breakdown estimation methods for detecting multivariate outliers are hybrid algorithms that combine various components of earlier methods with modifications. Two notable ones are the hybrid algorithm of Rocke and Woodruff (1996) and the FAST-MCD algorithm of Rousseeuw and Van Driessen (1999) .
The hybrid algorithm of Rocke and Woodruff (1996) is a combination of the data partitioning methods of Woodruff and Rocke (1994) , the FSA algorithm involving the MCD from Hawkins (1994) , a sequential point addition algorithm, and M-estimation.
This hybrid algorithm is very effective in detecting a larger percentage of outliers.
A more complete explanation of the algorithm and the justification for its various components can be found in Rocke and Woodruff (1997) . Rousseeuw and Van Driessen (1999) proposed a hybrid algorithm which they called the FAST-MCD that is based on an iterative scheme and the MCD estimators. The algorithm can be described as follows:
1. Start with a fixed number, (A), of random elemental subsets and use them to construct corresponding halfsets.
2. Carry out two concentration steps (C-step) on the A halfsets and select a small number of "best" ones.
3. For the "best" halfsets, carry out C-steps until convergence and the FAST-MCD estimators are based on the halfset with the lowest determinant of the covariance matrix.
The C-steps are based on the fact that for any given halfset and its estimates of location and dispersion, a better (or at least equivalent) solution can be found by reordering the observations of the full dataset according to their Mahalanobis distances.
A new and improved halfset of the reordered points is found by selecting from the full dataset those with the smallest Mahalanobis distances. The new halfset will have a smaller determinant of the variance-covariance matrix than the determinant of the original halfset. So each C-step yields a halfset that is more concentrated than the previous halfset. If enough C-steps are done on enough halfsets, convergence to the exact MCD estimator results. Because not all halfsets are considered, the FAST-MCD will be an approximate method unless a large enough number of initial halfsets are considered.
The FAST-MCD method is able to handle large data sets within a reasonable amount of time. In fact, Rousseeuw and Van Driessen (1999) successfully analyzed a data set with m = 132, 402 and p = 27, which is certainly beyond the capabilities of all the algorithms discussed earlier. For smaller datasets that they analyzed (all with m ≤ 75 and p ≤ 5), the FAST-MCD algorithm resulted in estimates that were equivalent to the exact MCD estimates. This means that the number of halfsets considered was large enough to achieve convergence to the exact MCD estimates. It remains to be seen how large m and p can be and still obtain the exact result with a high probability.
The control charts that are considered here generally use smaller values of m and p suggesting that the FAST-MCD for practical purposes is likely to give the exact result.
Because it is not drawing random samples of points, the FAST-MCD algorithm does not have the repeatability issues that are present in the subsampling algorithm.
Thus the FAST-MCD serves as a better algorithm to obtain the MCD estimator than the subsampling algorithm for the MVE estimator.
Asymptotic Properties
The MCD and MVE estimators have been used historically as a starting point for other robust estimation procedures, such as M-estimation. As such, it has not been as important that the MCD and MVE estimators be exact. However, in Phase I quality control applications, the MCD and MVE are used directly to determine multivariate outliers and thus it becomes more important that they be sufficiently accurate. It is also important to have some understanding of the distributions of the MCD and MVE estimators in order to be able to obtain appropriate control limits for the T However, the asymptotic distributions of the MVE and MCD estimators can be derived. Davies (1987 Davies ( , 1992 showed that the exact MVE estimators of location and dispersion are consistent for µ and Σ given that the x i are independently and identically distributed with a common distribution. Butler, Davies, and Jhun (1993) Proof. The assumption of multivariate normality satisfies the conditions of Theorem 3 of Davies (1987) , therefore the MVE estimators are consistent, i.e., they converge in probability to their parameter values, so we write x mve p → µ and S
Thus we then have 
Control Limits
Because the distribution of the T the generated control limits would vary. Because the resulting estimates can vary depending on which robust estimation algorithm is used, it is helpful to think of the "algorithm as the estimator" as discussed by Woodruff and Rocke (1994, p. 889) . The variability in the estimator can be due in part to the variability in the algorithm used to obtain it. Also these control limits all use the integer value of h = (m + p + 1)/2, which gives the maximum possible breakdown point. Using a different value of h will change the appropriate control limit.
Simulation Study
With the generated control limits, we made some comparisons of the high break- of Hadi (1992 Hadi ( , 1994 , M-estimation, the approximate MVE calculated by the subsampling method, the FAST-MCD and the hybrid algorithm of Rocke and Woodruff (1996) . However, their comparisons of the MVE obtained via subsampling and the FAST-MCD for large shift outliers only used m = 40, 60, p = 2, 6, and = 10%, 20%. Wisnowski, Simpson, and Montgomery (2002) concluded that the hybrid algorithm performed best and that the FAST-MCD was slightly better than the MVE based on simulation runs involved 1000 datasets. They also considered various other outlier situations not considered here such as: Outliers scattered in random directions, clusters of outliers in all p variables, clusters of outliers in one of p variables, clusters of outliers in some of the p variables, and multiple clusters in close proximity.
We performed a similar study to those of Wisnowski, Simpson, and Montgomery (2002) and Vargas (2003) to compare the MVE subsampling and FAST-MCD algorithms. Our study compares more combinations of p, m, and k. For a particular combination of p, m, and k, a number of datasets were generated. Of the m observations, k of them are random data points generated from the out-of-control distribution, and the other n − k observations were generated from the in-control distribution.
The in-control distribution is a multivariate normal where it can be assumed that µ = 0 and Σ = I without loss of generality. The out-of-control distribution is a multivariate normal with the same variance-covariance matrix but where the mean vector has been shifted by some amount. This amount depends on a value of the non-centrality parameter, given by
where µ 1 is the amount that the mean vector has shifted. The larger the value of the non-centrality parameter, the more extreme the outliers are. The proportion of datasets that had a least one T 2 statistic greater than the control limit was calculated and this proportion becomes the estimated probability of a signal. T 2 1,i was included in our study as a reference statistics because of its common usage.
Appendix B shows the probability of a signal for different values of the noncentrality parameter and for some of the values of m and k considered in our study.
For p = 2, 3, and 5 a total of 100, 000 datasets of size m were generated for each com-bination of m, k, and the non-centrality parameter. For p = 7 and 10, 50, 000 datasets were generated for each combination. The results are shown in figures B.1-B.5 for p = 2, 3, 5, 7, and 10 respectively. As expected, when the value of the non-centrality parameter is small, the probability of a signal is close to .05 which is what would be expected for an in-control process. As the value of the non-centrality parameter increases the probability of a signal will increase. If not, then this indicates that the estimator has broken down and is not capability of detecting the outliers. In general,
for small values of m, T This suggests that the larger p is, the larger m will need to be in order to minimize the impact of outliers. In general, there was always one estimator that was found to be superior across all the values of the non-centrality parameter as long as the proportion of outliers was not so big as to cause the estimators to break down. This greatly simplifies the conclusions that can be made about when the MVE or MCD estimator is preferred. is a large number of outliers. The more variables that are monitored (p) the larger the sample size that will be needed to ensure that the estimator does not breakdown and lose its ability to detect any outliers.
Open questions and future research
There are still some unanswered questions related to high breakdown estimation methods for multivariate control charts. This type of study was performed for T 2 2,i in to compare the probability of signal using the simulated control limits versus the asymptotic χ 2 p limit.
We believe that it is likely that large sample sizes are needed for the χ 2 p approximation to be sufficiently accurate.
We have only considered here high breakdown estimation methods that are robust in the sense that they are resistant to outliers. It is not clear if these high breakdown estimation methods are robust to other departures from the specified assumptions. For example, it is not clear if the superiority of high breakdown methods is maintain when the data no longer follows a multivariate normal distribution. estimate robustly (via S estimation or some other approach) and not be concerned with the deletion of outliers. So rather than focusing on the estimator that gives the best Phase I performance as was done here, the focus would be to find the estimator that gives the best Phase II performance.
Conclusion
It is important for Phase I multivariate control charts to be based on a high breakdown estimator in order to ensure that outliers are detected and that, as a result, the Phase II control limits will be meaningful. Both the MVE and MCD estimators are effective in detecting multiple outliers, but each is more advantageous for certain combinations of sample size and the number of outliers present. The MVE estimator is preferred for smaller sample sizes and a smaller percentage of outliers while the MCD is preferred for larger sample sizes and/or large percentages of outliers. The simulations and generated control limits presented here give useful guidelines about the situations for which high breakdown approach is most appropriate. 
Appendix A -Tables of Control limits

