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Objetivos
Objetivo General
• Analizar, modelar y construir una estrategia de negociacio´n o´ptima para un creador
de mercado que participa en el mercado de valores, por medio de transacciones de
alta frecuencia, con o´rdenes l´ımite y de mercado. Con el propo´sito de maximizar los
ingresos del creador de mercado en un horizonte corto de tiempo, manteniendo bajo
control el inventario y liquidarlo al final de la negociacio´n.
Objetivos Espec´ıficos
• Examinar caracter´ısticas y estrategias de negociacio´n de creadores de mercado que
emplean algoritmos de transacciones de alta frecuencia.
• Aplicar modelos probabil´ısticos que permitan modelar la evolucio´n estoca´stica de los
procesos que intervienen en la construccio´n de creacio´n de mercado.
• Aplicar un me´todo de optimizacio´n al modelo establecido por el creador de mercado
con el que sea posible maximizar los ingresos esperados, controlando el inventario y
liquidarlo al final de la negociacio´n.
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Introduccio´n
Durante las u´ltimas de´cadas, con los avances tecnolo´gicos los mercados financieros han
experimentado una importante transformacio´n, mostrando una tendencia cada vez ma´s
electro´nica; inclusive es un lugar donde la potencia computacional es puesta a prueba
todos los d´ıas.
Desde los an˜os 80 se observa la implementacio´n de soporte te´cnico en el mercado
financiero, es as´ı como en e´sta e´poca en las casas de bolsa ya era permitido de manera
electro´nica a los inversores enrutar directamente o´rdenes l´ımite y o´rdenes de mercado
combina´ndolas automa´ticamente con plataformas comerciales.
Las o´rdenes limite muestran una intencio´n de comprar o vender e indican la cantidad
de acciones y el precio al que el agente esta´ dispuesto a negociar. Durante el d´ıa, todos los
pedidos se acumulan en el libro de o´rdenes l´ımite (LOB) hasta encontrar una contraparte
para la ejecucio´n o son cancelados por el agente que los envio´. La contraparte se denomina
orden de mercado, que es una orden para comprar o vender una cantidad de las acciones,
que se ejecuta de inmediato al precio del mercado. [7].
Fue as´ı como en el pasado los mercados, eran conducidos por agentes llamados creadores
de mercado, su papel como comerciantes en los mercados de valores era la provisio´n de
liquidez en la bolsa, citando precios de todo lo que esta´ dispuesto a comprar y vender de
una cantidad espec´ıfica de activos [1].
Por los an˜os 90, las redes de comunicacio´n electro´nicas ofrecen nuevos lugares de comer-
cializacio´n rompiendo el monopolio de las bolsas centrales. Debido a que las plataformas de
negociacio´n utilizaban cada vez ma´s modelos electro´nicos, los inversores debieron ajustarse
a dichos cambios, invirtiendo en algoritmos con la finalidad que los ordenadores tuvieran
buen manejo de los datos [2].
En la u´ltima de´cada los algoritmos de transaccio´n tuvieron un gran desarrollo (AT
por sus siglas en ingle´s Algoritmic Trading), en la cual se utilizan algoritmos que generan
automa´ticamente operaciones en el mercado en funcio´n de los para´metros de cotizacio´n
que detecten.
As´ı, los ordenadores en funcio´n de para´metros predeterminados y variables de mercado
actuales, trazan un mapa con dicha informacio´n en el que se determina: el momento
adecuado de negociacio´n, el precio y la cantidad. Orientando la divisio´n de o´rdenes a
trave´s del tiempo y a los lugares de mercado, y la eleccio´n de la estrategia de inversio´n en
o´rdenes l´ımite y de mercado; estos algoritmos son implementados en un tiempo bastante
corto.
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Dentro de los algoritmos de transaccio´n o transaccio´n automatizada, se hallan las
transacciones de alta frecuencia, o High Frequency Trading (“HFT” por sus siglas en
ingle´s); HFT emplea sofisticados programas computacionales, que analizan datos sobre el
mercado en busca de oportunidades de colocacio´n que pueden abrir por unos segundos;
e´ste observa para´metros de mercado u otra informacio´n en tiempo real y automa´ticamen-
te genera decisiones de negociacio´n sin la intervencio´n humana, convirtie´ndose en una
herramienta para los negociadores profesionales.
El algoritmo de transaccio´n (Algorithmic Trading AT) y el te´rmino relacionado, alta
frecuencia de transaccio´n (High Frequency Trading HFT) generalmente se definen como el
uso de algoritmos de co´mputo para generar o´rdenes que son enviadas de manera automa-
tizada a los mercados.
La posibilidad de poder entrar a los mercados directamente y de realizar o´rdenes
de posiciones en milisegundos, es una de las causas del ra´pido crecimiento del nu´mero de
negociaciones visto en los u´ltimos an˜os y de la extensio´n de plataformas de comercializacio´n
electro´nicas a opciones, futuros, ETF’S (cambio de fondos negociados), divisas, y materias
primas, pues inicialmente HFT fue desarrollado en el contexto de los mercados de renta
variable.
Todo esto ha llevado a que los intermediarios implementen HFT con el fin de brindar
mayor rapidez en la ejecucio´n, transparencia y seguridad, con la infraestructura tecnolo´gi-
ca y operativa; hacie´ndolos cada vez ma´s competitivos; tal como lo muestra la consulta
realizada por la firma Tabb Group en 2010 con la que establecio´ que de los comercios
de renta variable el 56 % en los Estados Unidos y 38 % en Europa esta´n compuestos de
negociaciones de alta frecuencia. 1
Los inversores que hacen uso de Transacciones de Alta Frecuencia HFT, tienen una
posicio´n relativamente favorable en te´rminos de ventajas de velocidad sobre el resto de
participantes del mercado; una ventaja informativa (ra´pido acceso y ana´lisis de la infor-
macio´n de mercado) y una ventaja de la velocidad de presentacio´n de negociacio´n (la
transmisio´n de baja latencia de los pedidos y a´giles modificaciones en las decisiones de
negociacio´n anteriores).
En los u´ltimos an˜os, con el crecimiento de los intercambios electro´nicos, la disponibili-
dad de datos de alta frecuencia en el libro de o´rdenes es un terreno de juego justo donde
varios agentes pueden enviar o´rdenes l´ımite a los precios que ellos elijan [7],
En este trabajo, se considera un agente que participa en el mercado de valores, por
medio de algoritmos de transacciones de alta frecuencia, dicho agente es pequen˜o y no
causa impactos en el precio de mercado. El objetivo del agente es maximizar la utilidad de
los ingresos esperados en un horizonte corto de tiempo, que generalmente se toma un d´ıa,
controlando su inventario (activos sostenidos), sujeto a que al final de la de negociacio´n
su inventario debe ser cero [11].
En esta dina´mica el agente esta´ expuesto a tres riesgos principales, que son el riesgo de
inventario, el riesgo de seleccio´n adversa y el riesgo de ejecucio´n. El riesgo de inventario es
el riesgo que se asume al mantener una posicio´n corta o larga en el activo riesgoso, como
tambie´n se tiene incertidumbre en la ejecucio´n de o´rdenes l´ımite el agente solo tiene control
parcial del inventario. El riesgo de seleccio´n adversa es el riesgo de un desv´ıo desfavorable
en el precio despue´s que el agente a asumido una posicio´n y el riesgo de ejecucio´n es el
riesgo que las o´rdenes l´ımite no sean ejecutadas o lo sean parcialmente.
1Jeremy Grant (Sept. 02, 2010). “High-frequency trading: Up against a bandsaw”. Financial Times.
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Para manejar el riesgo de seleccio´n adversa el agente negocia por medio del envio´ de
o´rdenes l´ımite, con la desventaja que la ejecucio´n de este tipo de o´rdenes es incierta.
Tambie´n el agente puede negociar con o´rdenes de mercado, con las que controla el riesgo
de inventario, que son de ejecucio´n inmediata, pero costosas pues se emiten al precio de
mercado. Como alternativa el agente puede presentar o´rdenes l´ımite agresivas con menores
ganancias, pero de mas ra´pida ejecucio´n.
En la construccio´n de la estrategia de creacio´n de mercado, intervienen tres factores:
el precio, el spread y el inventario, [16]. El precio medio evoluciona de manera estoca´stica,
y es modelado con un proceso browniano geome´trico.El Bid-Ask Spread evoluciona de
manera aleatoria por lo tanto es ajustada por una cadena de Markov discreta con valores
finitos; esta´ cambia de estado con la introduccio´n de o´rdenes de compra y venta de los
participantes en el mercado; la cadena salta en tiempo aleatorio, de manera que esta
subordinada por un proceso Poisson no homoge´neo.
La ejecucio´n de o´rdenes l´ımite de venta y compra, son el resultado de variaciones
estoca´sticas, as´ı los para´metros de intensidad con la cual ocurren los eventos, son variables
aleatorias, y se modelan con procesos de Cox. El capital y el inventario, integrado con las
estrategias de o´rdenes l´ımite evolucionan en tiempo continuo, y el capital y el inventario,
con las estrategias de o´rdenes de mercado evolucionan en tiempo discreto.
Luego por medio de inferencia estad´ıstica, utilizando ma´xima verosimilitud; son de-
terminados el estimador de las probabilidades de transicio´n en la cadena de Markov que
modela el spread, y en la estimacio´n de los para´metros del proceso Poisson que representa
el tiempo de salto de la cadena correspondiente al spread, y la estimacio´n de para´metros
del proceso de Cox, los cuales modelan el nu´mero de ejecuciones de o´rdenes de compra y
venta.
Despue´s de esto para cumplir los objetivos del agente (maximizar sus utilidades en
un horizonte de tiempo finito conservando el inventario bajo control y condicionado a
que el inventario en el tiempo final sea cero), se formula el problema de optimizacio´n;
para la solucio´n de este se define la funcio´n de valor la cual se resuelve por me´todos de
programacio´n dina´mica que bajo el criterio de media con penalidad sobre el inventario y
explotando la propiedad martingala del precio; el nu´mero de estados variables es reducido,
obteniendo un sistema de ecuaciones integro diferenciales sujeto a las condiciones finales
y es resuelto por me´todos nume´ricos, en particular se utiliza el me´todo de Euler.
Posterior a esto la estrategia o´ptima se compara con estrategias emp´ıricas realizada
con datos simulados con los para´metros previamente estimados, para su comparacio´n se
calculan estad´ısticos como la media y la desviacio´n esta´ndar, del capital final, el ma´ximo
inventario de negociacio´n y el nu´mero de ejecuciones de compra y venta tanto en o´rdenes
l´ımite y de mercado.
Este trabajo esta organizado de la siguiente manera, en el primer capitulo se presentan
algunas definiciones y caracter´ısticas de HFT, tambie´n se presentaran los diferentes niveles
de automatizacio´n. En el capitulo dos se expone el modelo de creacio´n de mercado, tambie´n
se exponen los me´todos de estimacio´n de los para´metros involucrados en el modelo. En el
capitulo tres se formula el problema de control o´ptimo de creacio´n de mercado y se deriva
la inecuacio´n cuasi variacional asociada de Hamilton-Jacobi-Bellman (HJBQVI) con el
principio de programacio´n dina´mica. Este problema de control o´ptimo es estudiado bajo
el caso esta´ndar de media varianza con el cual se reduce el nu´mero de variables estado,
concluyendo con unos resultados nume´ricos y ana´lisis de resultados emp´ıricos.
CAPI´TULO 1
Definiciones y Caracter´ısticas
Existen muchas definiciones acade´micas, regulatorias e industriales sobre algoritmo de
negociacio´n y algoritmo de negociacio´n de alta frecuencia; a continuacio´n se muestran
algunas definiciones correspondientes a los campos mencionados:
En Hendershott et al., (2011), se define Algorithmic Trading (AT) “como el uso de al-
goritmos y programas computacionales que toman decisiones de compra y venta de activos
financieros automa´ticamente, incluyendo el env´ıo de las o´rdenes y su administracio´n”.
La Comisio´n Europea define por negociacio´n automatizada o algor´ıtmica como: “La
negociacio´n de instrumentos financieros en la que un algoritmo informa´tico determina
automa´ticamente los distintos para´metros de las o´rdenes con limitada o nula intervencio´n
humana”1.
En Cartea A., Penalva J. (2010) [7], definen Negociacio´n de Alta Frecuencia (HFT)
como “Un subconjunto de estrategias comerciales de los algoritmos de negociacio´n AT que
se caracterizan por las diferencias de velocidad en relacio´n a otros operadores para hacer
ganancias y tambie´n porque tienen el objetivo de sostener inventarios de activos durante
un corto per´ıodo de tiempo.”
La negociacio´n de alta frecuencia HFT es definida por la Comisio´n Europea como
“Sistema de negociacio´n que analiza a gran velocidad datos o sen˜ales del mercado y lanza
o actualiza, como reaccio´n de dicho ana´lisis, un gran nu´mero de o´rdenes en un per´ıodo de
tiempo muy corto, pra´cticamente en milisegundos. Por ello, la HFT no consistir´ıa tanto en
una estrategia de negociacio´n, sino en la utilizacio´n de tecnolog´ıas avanzadas para llevar a
cabo estrategias de negociacio´n tradicionales, como ser´ıa el arbitraje y la propia creacio´n
de mercado.”2
HFT esta´ caracterizado por ejecutar o´rdenes intra-diarias en per´ıodos muy cortos de
tiempo (medido en fracciones de segundo), y procurando mantener los inventarios de
t´ıtulos cercanos a cero al finalizar el d´ıa [14].
1Art´ıculo 4.2, pa´rrafo (30), de la Propuesta de Directiva del Parlamento Europeo y del Consejo relativa
a los mercados de instrumentos financieros.
2Considerando 44 de la Propuesta de Directiva del Parlamento Europeo y del Consejo relativa a los
mercados de instrumentos financieros.
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HFT hace uso de recursos computacionales sofisticados y de alta velocidad, normal-
mente bajo la figura de hospedaje 3 que ofrecen las bolsas de valores, env´ıan una gran
cantidad de o´rdenes, que son ejecutadas en fracciones de segundo o, incluso, son cancela-
das, buscando cerrar todas las posiciones al final de la jornada [15].
1.1. Caracter´ısticas de algoritmo de negociacio´n AT y alta
frecuencia de negociacio´n HFT
Como anteriormente se menciono´ las Negociaciones de Alta Frecuencia (HFT) es un
subconjunto de los Algoritmos de Negociacio´n (AT); de manera que e´stos tienen carac-
ter´ısticas comunes y exclusivas que las diferencian entre s´ı; a continuacio´n se detallan
dichas caracter´ısticas:
1.1.1. Caracter´ısticas Comunes del AT y HFT
• Decisiones de negociacio´n predisen˜adas
• Utilizada por agentes intermediarios (traders) profesionales
• Observacio´n de datos del mercado (market data) en tiempo real
• Env´ıo automatizado de o´rdenes al mercado
• Administracio´n automatizada de o´rdenes
• Sin intervencio´n humana
• Uso de acceso directo al mercado
1.1.2. Espec´ıficas para AT (“AT cla´sico”) excluyendo HFT
• Operado por agentes (cuenta de terceros)
• Busca minimizar el impacto de mercado (manejo con grandes o´rdenes)
• Objetivo de alcanzar un benchmark particular
• Per´ıodos de tenencia posiblemente de d´ıas, semanas o meses
• Trabajo de una orden en el tiempo y en varios mercados
1.1.3. Espec´ıficas para HFT
• Muy alto nu´mero de o´rdenes
• Cancelacio´n ra´pida de o´rdenes
• Operacio´n propietaria
3El hospedaje se define como la ubicacio´n de servidores contiguos a los de la bolsa, de tal suerte que se
pueda minimizar la latencia en el flujo de informacio´n.
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• Ganancia a partir de la compra y venta
• Sin posicio´n significativa al final del d´ıa
• Extraccio´n de ma´rgenes muy pequen˜os por operacio´n
• Requerimiento de baja latencia
• Uso de servicios de co-location o proximidad y de feeds4 individuales de datos
• Enfocado en instrumentos muy l´ıquidos
1.1.4. Estrategias propias del algoritmo de negociacio´n (AT) no HFT
A continuacio´n se presentan los diferentes niveles de automatizacio´n, ya que las diferen-
cias de AT, habitualmente esta´n vinculadas al nivel de automatizacio´n o a la intervencio´n
humana en el proceso de negociacio´n. Estas diferencias no so´lo consisten en el nu´mero
de tareas automatizadas, puede haber diferencias entre el refinamiento y el rendimien-
to dentro de cada tarea. Generalmente existen cuatro niveles diferentes de Algoritmo de
Negociacio´n (AT).
Algoritmos de primera generacio´n
Los algoritmos de esta generacio´n se enfocan en benchmarks basados en datos de
mercado generados. Son independientes de la orden y la situacio´n del libro de o´rdenes al
momento de llegada de la orden. Algoritmos de acuerdo con el benchmark seguido son:
• Volumen: Participation Rate
• Periodo de tenencia: Time Weighted Average Price (TWAP)
• Precio: Volume Weighted Average Price (VWAP)
Algoritmos de segunda generacio´n
Los algoritmos de esta generacio´n aspiran a definir un benchmark basado en la orden
individual y manejar la compensacio´n entre el impacto de mercado y el riesgo de tiempo.
• Implementacio´n de un de´ficit.
• Para cubrirse contra una tendencia adversa de precios, predeterminan un plan de
ejecucio´n basado en datos histo´ricos, dividendo la orden en el mı´nimo necesario de
subo´rdenes para llevarlo a cabo.
4Te´rmino utilizado para dar nombre a un sistema de difusio´n de una fuente web o contenido web.
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Algoritmos de tercera generacio´n
• Son algoritmos adaptativos.
• No determinan un plan pre-fijado de ejecucio´n, reevalu´an y adaptan su plan de
ejecucio´n durante el per´ıodo de operacio´n, respondiendo a las condiciones cambiantes
de mercado y reflejando ganancias o pe´rdidas en el per´ıodo de ejecucio´n mediante
un plan ma´s o menos agresivo.
Algoritmos de cuarta generacio´n
• Son algoritmos “lectores de noticias”.
• Sustentados en los datos de mercado de alta velocidad. Bolsas y agencias informativas
han desarrollado feeds de noticias de baja latencia para tal efecto.
• Emplean me´todos estad´ısticos as´ı como te´cnicas de miner´ıa de texto para discernir
el impacto probable de los anuncios de noticias en el mercado.
1.1.5. Alta frecuencia de negociacio´n HFT
HFT es un te´rmino gene´rico que hace referencia a un conjunto diverso de estrategias
cuyo denominador comu´n es que son algor´ıtmicas y tienen una baja latencia (la baja
latencia se refiere a la ra´pida ejecucio´n de o´rdenes; es decir muy poco tiempo transcurrido
entre el momento en el que la orden es enviada y en ser ejecutada.) para obtener una
ventaja en el mercado [19]
Caracter´ısticas de HFT
Los comerciantes de alta frecuencia (HFT) son firmas propietarias de las mesas de
negociacio´n en bancos de inversio´n, fondos de cobertura, etc. que sobre la base de estas
estrategias tienen la capacidad de generar grandes cantidades de operaciones en per´ıodos
cortos de tiempo [9]. Las empresas propietarias dedicadas a la negociacio´n de alta frecuen-
cia esta´n caracterizadas por:
• Uso de equipos computacionales de alta capacidad de (Software y hardware) equipa-
dos de programas informa´ticos sofisticados de alta velocidad con los que tiene acceso
a la informacio´n de mercado, generadores de enrutamiento, ejecucio´n y cancelacio´n
de o´rdenes.
• El uso de los servicios de co-ubicacio´n con los cuales se permite situar sus servi-
dores f´ısicamente pro´ximos del sistema central de procesamiento, ganando as´ı unos
microsegundos en el tiempo de latencia ya que el estar cerca de la fuente de intercam-
bios afecta la velocidad de la reaccio´n en fracciones de segundo, lo que proporciona
una valiosa ventaja cuando se negocia en el mercado; en la medida en que esta´n
dispuestos a pagar millones de do´lares por este servicio [8].
• La presentacio´n de las numerosas o´rdenes que son canceladas poco tiempo despue´s
de la presentacio´n; el objetivo del ingreso de dichas o´rdenes es capturar el spread
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de compra venta antes que otros jugadores, spread que generalmente es muy pe-
quen˜o y comu´nmente esta´ en de´cimas, pero que por la alta velocidad y cantidad de
operaciones, lo convierten en un negocio rentable.
• Muy corto plazos para establecer y liquidar posiciones; HFT son estrategias de nego-
ciacio´n algor´ıtmica basadas en la explotacio´n del procesamiento y la mayor velocidad
de ejecucio´n para obtener ganancias comerciales durante un tiempo muy corto, nor-
malmente medido en segundos, en su mayor´ıa de pocos minutos, y desde luego menos
de un d´ıa.
• Generalmente finalizan el d´ıa de negociacio´n sin posiciones abiertas trading intra-
day, por lo que no implica la necesidad de un capital importante o una gestio´n de
riesgo ma´s profunda que si se tomaran posiciones con un horizonte de tiempo ma´s
amplio.
Estrategias de HFT
Existen diversos tipos de estrategias de HFT, cada una con diferentes escalas, y de fir-
mas propietarias, por lo tanto no es posible describirlas detalladamente ya que se encuentra
muy poca informacio´n de e´stas. Las principales estrategias son: creacio´n de mercado, ar-
bitraje estad´ıstico, deteccio´n de liquidez, manipulacio´n de precios y otras estrategias; a
continuacio´n se hace una breve descripcio´n de cada una de estas.
• La estrategia de creacio´n de mercado emite constantemente o´rdenes l´ımite de
compra y de venta competitivas, de esta manera proporciona liquidez al mercado
y su ganancia promedio esta´ dada por el margen oferta/demanda (spread bid/ask)
[12]; e´sta junto con la inyeccio´n de liquidez proporciona una ventaja en la captacio´n
del spread, porque las operaciones ra´pidas son menos propensos a ser afectados por
los movimientos de precios. Estas estrategias tambie´n implican la ra´pida cancelacio´n
de pedidos; con la creacio´n de mercado constantemente se cancelan o´rdenes para
optimizar sus cotizaciones.
• Las estrategias de arbitraje estad´ıstico busca activos relacionados, o en el mismo
activo que negocia en diferentes mercados (p.e. futuro y subyacente, accio´n comu´n y
preferencial, entre los derivados y sus activos subyacentes, entre los fondos Exchange-
traded (ETFs) y sus valores constitutivos, o simplemente entre los activos estad´ısti-
camente correlacionados en el mismo mercado) que estructuralmente tienden a mo-
verse al un´ısono; cuando encuentran diferencias entre dichos activos, los arbitrajistas
compran el ma´s barato y venden el ma´s caro ganado la diferencia.
Debido a su velocidad, HFT puede participar en el arbitraje en tiempos extremada-
mente cortos, y con diferencias de precios extremadamente pequen˜as.
• Las Estrategias de deteccio´n de liquidez, los algoritmos de HFT intentan iden-
tificar ganancias de las acciones de otros operadores de gran taman˜o; por ejemplo,
mediante la agregacio´n de mu´ltiples puntos de datos desde diferentes intercambios
y en busca de patrones caracter´ısticos en variables como la profundidad de la orden.
Dichos algoritmos pueden establecer una orden l´ımite oculta, o un gran comerciante
que intenta entrar o salir de una posicio´n. El objetivo de estas ta´cticas es beneficiarse
de las variaciones del precio creado por otros comerciantes, de manera que pueden
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comprar justo antes de la ejecucio´n de grandes o´rdenes de otros comerciantes; una
variante de esta estrategia consiste en tratar de detectar y predecir los patrones de
comportamiento de los dema´s operadores y explotar su impacto en el mercado.
• Estrategias de manipulacio´n del mercado, algunas de las me´todos utilizados por
los operadores de alta frecuencia, no son tan limpios ya que causan problemas al
mercado y en cierto sentido son ilegales, estas estrategias disfrazan sus ofertas evi-
tando que otros participantes en el mercado descubran sus intenciones comerciales.
Puesto que un nu´mero relativamente pequen˜o de operadores de alta frecuencia re-
presentan una fraccio´n importante del volumen de negocio en un mercado, tambie´n
pueden participar en las formas de manipulacio´n del mercado.
Dentro de las caracter´ısticas ma´s significativas de los operadores de HFTS es la
manera como usan las cancelaciones para estimular el mercado y extraer informacio´n
valiosa. Tres de estas ta´cticas son conocidas como: stuffing, smoking y spoofing.
• Stuffing: consiste en generar deliberadamente un gran nu´mero de cotizaciones
que los competidores tienen que procesar, pero que esta´s firmas ignoran ya que
ellos las han generado, de esa manera se obtienen una ganancia en el tiempo de
proceso, permitie´ndoles obtener beneficios de las cotizaciones de sus competido-
res que estara´n retrasadas debido al procesamiento de las ordenes generadas por
ellos; como consecuencia la maquinaria del mercado tambie´n sufrira´ retrasos e
incluso puede colapsar debido al excesivo volumen de mensajes. Los participan-
tes del mercado critican esta pra´ctica afirmando que crea un falso sentido de la
verdadera oferta y la demanda de una accio´n y pueda tener efectos negativos.
• Smoking: este procedimiento consiste en la publicacio´n de o´rdenes l´ımite se-
ductoras, para atraer a los comerciantes pausados (menos ra´pidos), entonces
ellos revisan ra´pidamente estas o´rdenes en te´rminos menos generosos, con la
esperanza de ejecutar con rentabilidad contra el flujo entrante de las o´rdenes
de mercado de los comerciantes menos ra´pidos.
• Spoofing o suplantacio´n es otra ta´ctica, consiste en el env´ıo de una gran canti-
dad de o´rdenes l´ımite en un corto per´ıodo de tiempo, e´stas no esta´n destinadas
a ser ejecutadas con el fin de manipular los precios. Esta actividad ilegal dis-
torsiona la forma del libro de o´rdenes, con el objetivo expl´ıcito de engan˜ar a
otros comerciantes. Ellos son engan˜ados acerca de la oferta y demanda de los
instrumentos financieros disponibles en los mercados y, en consecuencia, sobre
el movimiento inminente de los mercados.
• En la categor´ıa, otras estrategias, se encuentran:
• La estrategia estructural escudrin˜a la existencia de cotizaciones desactualizadas
(stale quotes), estas son o´rdenes l´ımites de compra o venta que se encuentran
a un precio superior o inferior, respectivamente, que au´n son vigentes y que no
han sido retiradas.
• La estrategia direccional consta de posiciones descubiertas y apuestas agresivas.
Se basan en una anticipacio´n estimada de la direccio´n del movimiento de precios
intra-diarios.
• El arbitraje de latencia involucra el comercio en tiempos por debajo del segundo
entre el momento en el que los precios del mercado se mueven y cuando los
creadores de mercado actualizan sus precios de cotizacio´n.
CAPI´TULO 2
Modelo de Creacio´n del Mercado
2.1. Creacio´n de Mercado
En el desarrollo del trabajo se considera un agente de un mercado de valores, que
presenta t´ıtulos de valores de compra y venta a un determinado precio de manera continua;
este agente se denominara´ creador de mercado “MM” (por sus siglas en ingle´s, market
maker). Este agente es definido en la pa´gina oficial de la NFA (National Futures Association
- Estados Unidos) como un profesional encargado de negociar, que son la contrapartida de
sus clientes, es decir un creador de mercado cuando recibe una orden de un cliente; este
busca una orden que la compense de otro cliente; en el caso de un exceso de o´rdenes de un
determinado tipo, el agente no podra´ compensar esta orden con la de otro cliente, teniendo
la obligacio´n de comprar (o de vender) al cliente o llevar esta operacio´n al mercado.
El nombre de creador de mercado se debe a que provee de liquidez continua y regular
a sus clientes. De manera que si un cliente desea comprar, esta orden es absorbida por el
creador de mercado, es compensada con la orden de otro cliente, actuando como interme-
diario ante las posibles faltas de liquidez del mercado (caso en el que un inversor quiera
comprar o vender y no haya una contraparte en el mercado que quiera vender o comprar),
por lo tanto, crea un mercado entre sus clientes.
Los creadores de mercado participan en el mercado y juegan un papel importante en
e´l, en particular para mejorar la liquidez de valores o stocks y por lo tanto, para promover
el crecimiento a largo plazo en el mercado. Como proveedor de liquidez, estos agentes
reciben una compensacio´n: compra a un precio inferior (bid) y vende a un precio superior
(ask). La diferencia entre el precio de cotizacio´n al que los participantes del mercado esta´n
dispuestos a comprar (Ask o precio de demanda) o vender un activo (Bid o precio de
oferta), se conoce como el Bid-Ask spread. Debido a que cada agente puede comprar o
vender una accio´n en un momento dado, el spread representa los beneficios de estos.
La amplitud o taman˜o del spread varia esencialmente en funcio´n de la liquidez y trans-
parencia del mercado. Si hay un mayor nu´mero de vendedores y compradores compitiendo,
hay ma´s liquidez y como consecuencia se reduce la amplitud del spread. Si todos los par-
ticipantes tienen acceso a la misma informacio´n sobre el precio (mayor transparencia) se
reduce el spread puesto que para atraer ma´s clientes entran en competencia los ofertantes
y los agentes pueden encontrar una mejor oferta.
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Las caracter´ısticas propias que poseen las estrategias del creador de mercado es que no
son direccionales, es decir no hay una ganancia asegurada debido a que el precio del activo
puede subir o bajar. En segundo lugar, generalmente no guardan posiciones durante la
noche, y no sostienen activos riesgosos al final del d´ıa de negociacio´n.
Otro atributo importante, es que mantienen su inventario o posicio´n del activo de riesgo
en un nivel mı´nimo de existencias, o cercano a cero durante el d´ıa de negociacio´n, y fre-
cuentemente equilibran sus posiciones en diferentes mercados, gracias al uso de algoritmos
de alta frecuencia de negociacio´n para el env´ıo de o´rdenes.
Los precios del activo, que fijan estos agentes esta´n basados en la oferta y demanda;
aumentan sus precios de oferta cuando la accio´n tiene mucha demanda, y bajan el precio de
venta cuando hay ma´s vendedores que compradores. Un creador de mercado compite con
otros creadores para comprar o vender acciones, cuando el precio de una accio´n aumenta,
los creadores subira´n sus precios de compra, causando un movimiento ascendente. De
esta´ manera un creador de mercado esta´ expuesto a tres principales riesgos, que son riesgo
de inventario, riesgo de seleccio´n adversa y riesgo de ejecucio´n.
El riesgo de inventario, es el riesgo de sostener una posicio´n corta o larga de un activo
riesgoso, es decir es la posibilidad de perdida asociada a las variaciones de los precios de
los activos. El riesgo de seleccio´n adversa hace referencia a que el precio del mercado tenga
un desv´ıo desfavorable desde el punto de vista del creador de mercado, cuando este haya
asumido una posicio´n. El riesgo de ejecucio´n, surge por la incertidumbre de ejecucio´n de
o´rdenes l´ımite, en caso de no ser ejecutadas o ser parcialmente ejecutadas.
Con el fin de familiarizar al lector con un vocabulario de frecuente uso durante el
trabajo, se presentan definiciones de los te´rminos o´rdenes de mercado y o´rdenes l´ımite, las
cuales constituyen las posibilidades de negociacio´n de activos de los creadores de mercado.
2.2. Estrategias de Creacio´n de Mercado
La mayor´ıa de intercambios de capital modernos son conducidos por o´rdenes de mer-
cado, una orden es una instruccio´n de compra o venta ingresada en un mercado por un
comerciante, que puede ser sobre un portafolio propio o de representacio´n de un cliente,
sobre un activo, especificando cantidad y precio segu´n el caso. En este tipo de mercados
la formacio´n de precios resulta exclusivamente de la operacio´n de un libro de o´rdenes.
“LOB” (por sus siglas en ingle´s, limit order book (LOB)). En el LOB se almacena a un
lado todas las o´rdenes de compra (tambie´n conocida como ofertas) y en el otro lado todas
las o´rdenes de venta (tambie´n conocidas como las demandas).
Segu´n el mercado y la autorizacio´n del regulador, existen distintos tipos de o´rdenes; en
el desarrollo del documento, se consideran dos tipos de o´rdenes: o´rdenes l´ımite y o´rdenes
de mercado.
• O´rdenes L´ımite: Una orden l´ımite permite fijar un precio para vender o comprar una
determinada cantidad de un activo, en algu´n momento futuro. Este tipo de o´rdenes
son de ejecucio´n y cancelacio´n gratuita.
En el caso de compra, la orden indica el precio ma´ximo que se esta´ dispuesto a pagar,
por lo que el precio l´ımite introducido generalmente es inferior al actual precio de
cotizacio´n. En caso contrario, se ejecutar´ıa inmediatamente al momento de introducir
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dicha orden, ya que el precio de mercado ser´ıa menor y la orden indica el ma´ximo
precio que se esta dispuesto a pagar. El precio ma´s alto de una orden l´ımite de
compra se denomina, mejor precio de la oferta (bid price).
En el caso de venta, la orden indica el precio mı´nimo que se esta dispuestos a recibir,
por tanto el precio l´ımite introducido generalmente es superior al precio actual de
cotizacio´n. En caso contrario, se ejecutara´ en el momento de introducir dicha orden,
es decir el precio de cotizacio´n seria mayor y se ha indicado el mı´nimo por el que se
esta´ dispuesto a vender. El precio ma´s bajo especificado en el libro de o´rdenes para
una orden de venta se denomina precio de demanda (ask price).
El momento en el cual un agente somete su orden l´ımite para el intercambio, e´sta
es an˜adida a la orden de libros l´ımite; si hay contraparte disponible a dicho precio
o a un precio mayor se ejecuta la porcio´n de la cantidad disponible y el resto que-
dara´ pendiente en el libro de o´rdenes. No obstante debe tenerse en cuenta que la
ejecucio´n de o´rdenes l´ımite se basa en la regla de prioridad de (precio/hora) del libro
de o´rdenes l´ımite, es decir en una orden l´ımite se da prioridad primero de acuerdo al
precio, y a continuacio´n en funcio´n del tiempo. Por ejemplo, si dos o´rdenes de venta
o compra se env´ıan a la central, al mismo tiempo, el que tiene el ma´s bajo precio
se coloca por delante, el de ma´s alto precio se pone en la cola. Del mismo modo,
las o´rdenes que mejoran los precios de compra o venta saltara´n por delante de los
dema´s, independientemente de cua´nto tiempo han estado en el libro.
• O´rdenes de mercado: Son aquellas o´rdenes que se introducen en el mercado sin precio
de compra o venta, previamente fijado. El objetivo de este tipo de o´rdenes es que
se ejecute lo antes posible, por lo que se va haciendo a los precios existentes en ese
momento en el mercado, sin ninguna limitacio´n.
Esta clase de o´rdenes pueden ser ejecutadas a distintos precios, puesto que tienen
prioridad en la ejecucio´n inmediata y en la totalidad de la ejecucio´n de ser posible,
no en el precio; estas o´rdenes generan costo de presentacio´n
El propo´sito de una orden l´ımite es el de “limitar” el riesgo de ser v´ıctima de una
fluctuacio´n de precios repentina mientras se realiza una inversio´n en el mercado de valores,
de manera que el creador de mercado reduce el riesgo de seleccio´n adversa presentando
o´rdenes l´ımite, y reduce el riesgo de ejecucio´n por medio de o´rdenes de mercado.
Por lo tanto el creador de mercado tiene como opciones negociar por medio del env´ıo
de o´rdenes l´ımite, Ver Figura 2.1 fijando posiciones, en el que como se menciono´, el precio
es establecido con antelacio´n, sin embargo la ejecucio´n de este tipo de o´rdenes es incierta;
tambie´n es posible que el agente negocie mediante o´rdenes de mercado, que son de ejecucio´n
inmediata, pero costosas ya que se emiten al precio de mercado.
Como alternativa el creador de mercado puede presentar o´rdenes l´ımite con mejores co-
tizaciones, ver Figura 2.1 (Oferta Agresiva), aumentando el precio de compra con respecto
a la mejor oferta actual (bid price), y disminuyendo su precio de venta, ver Figura 2.1
(demanda agresiva), con referencia a la mejor demanda actual (ask price). De este modo
el agente se enfrenta a la disyuntiva entre la espera de ejecucio´n de o´rdenes l´ımite a los
mejores precios actuales, o presentar o´rdenes l´ımite con precios agresivos que se ejecutara´n
ma´s ra´pidamente, pero a un precio menos favorable.
El bid-ask spread es usado por un creador de mercado para controlar su inventario y
como compensacio´n del riesgo de seleccio´n adversa. Con la presentacio´n de o´rdenes l´ımite
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Figura 2.1. Estrategias de Creacio´n de Mercado con O´rdenes L´ımite.
agresivas el “MM” captura o´rdenes de mercado de agentes que au´n no esta´n dispuestos a
negociar a los precios de cotizaciones de oferta (bid price) y demanda (ask price). De este
modo el creador de mercado pierde dinero con los comerciantes informados, pero cubre
esa pe´rdida haciendo ruido (es decir, los comerciantes no informados pagan el spread en
cada transaccio´n).
Con el objetivo de construir una estrategia de creacio´n de mercado, deben tenerse
en cuenta tres factores: el precio, el spread y el inventario. El precio suele ser el precio
medio, es decir, el promedio entre los precios de mercado actuales de oferta y demanda.
En la siguiente seccio´n se presenta la formalizacio´n del modelo de creacio´n de mercado
estudiado.
2.3. Configuracio´n del Modelo
Para introducir la caracter´ıstica principal del libro de ordenes LOB, se fija un espa-
cio de probabilidad filtrado (Ω,=,F,P), con una filtracio´n F = (Ft)t≥0 que satisface las
condiciones usuales; de esta manera todas las variables aleatorias y procesos estoca´sticos
esta´n definidos en (Ω,=,F,P).
El precio medio Pt del activo evoluciona de manera estoca´stica, y es un proceso Markov
con generador infinitesimal P y de espacio estado P. En el trabajo se asume que el precio
medio, evoluciona de acuerdo a un movimiento browniano geome´trico, dado por:
dPt = µPtdt+ σPtdWt .
Aqu´ı, Wt es un movimiento browniano o proceso de Wiener y µ representa la variacio´n
porcentual, o porcentaje de deriva y σ es el porcentaje de volatilidad; estas dos cantidades
son constantes. Si se tiene un valor inicial Pt = P0, la solucio´n de la ecuacio´n es dada por
la siguiente expresio´n anal´ıtica:
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Pt = P0exp
[(
µ− σ
2
2
)
t+ σWt
]
.
Los datos para aplicacio´n de este trabajo, fueron simulados a partir de datos obtenidos
en Bolsa de Valores de Colombia, correspondientes al 30 de mayo del 2014, de 8:00 am
a 3 pm hora colombiana, pertenecientes a acciones Bancolombia, pero con intensidades
propias de alta frecuencia de negociacio´n. A continuacio´n se muestra la gra´fica del precio
medio, para ver el co´digo de su simulacio´n debe dirigirse al ape´ndice.
Figura 2.2. Simulacio´n Precio Medio
El Bid-Ask Spread del libros de o´rdenes es resultado del comportamiento de los agentes
en el mercado y evoluciona de manera aleatoria, en el que la observacio´n futura so´lo
depende del presente y no del pasado, por lo tanto es ajustada por una cadena de Markov
discreta con valores finitos; sus valores son mu´ltiplo de un nu´mero finito δ > 0, y salta en
un tiempo aleatorio.
Para su modelacio´n se define una cadena de Markov estacionaria y discreta sobre el espacio
de probabilidad filtrado (Ω,=,F,P), junto con un conjunto S, no vac´ıo y finito [3], [13],
[24]. Luego, la sucesio´n de variables aleatorias (Sˆn) : Ω → S, n ∈ N define el proceso de
Markov realizado por el Bid-Ask-Spread, cuyo espacio de estados es un conjunto finito
S = δIm, con Im := {1, 2, . . . ,m} , m ∈ N− {0}.
Ya que el conjunto de estados S es finito, la matriz de transicio´n asociada a la cadena
esta´ dada por (ρij)16i,j6M , de manera que la probabilidad de transicio´n es:
ρij = P[Sˆn+1 = jδ | Sˆn = iδ]
ρii = 0 . (2.1)
independiente de N y representa el spread en tiempo aleatorio.
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Puesto que la cadena de Markov del Bid-Ask Spread cambia de estado con la intro-
duccio´n de o´rdenes de compra y venta de los participantes en el mercado, la cadena salta
en tiempo aleatorio, de este modo el para´metro que conduce dicho proceso variara´ con
el tiempo de manera no homoge´nea, por lo tanto se modela con un Proceso Poisson no
Homoge´neo [13],[21], con tasa λ(t) y se denota con (Nt).
El proceso spread en tiempo calendario (St), evoluciona de forma estoca´stica y deter-
mina el cambio de Sˆ en el tiempo N , es decir:
St = SˆNt , t > 0 . (2.2)
Dicho proceso (St) es ajustado con una cadena de Markov de tiempo continuo no ho-
moge´nea, para ver referencias de este tema [3],[13]. La matriz de intensidad para este
proceso es dada por:
R(t) = (rij(t))1≤i,j≤m =
{
rij(t) = λ(t)ρij para i 6= j
rii(t) = −
∑
i 6=j rij(t) para i = j .
(2.3)
la cual modela el para´metro de intensidad del tiempo de salto de la cadena, se asume que
S y P son independientes.
El ingreso de o´rdenes de mercado de compra y venta materializa o´rdenes l´ımite de
venta y compra, respectivamente; de tal modo, se requiere un proceso que enumere las
o´rdenes l´ımite ejecutadas tanto de venta como de compra. El nu´mero de o´rdenes l´ımite
de venta se expresa con Na y el nu´mero de o´rdenes l´ımite de compra N b; como se aprecia
dichos eventos son el resultado de variaciones estoca´sticas, de manera que los para´metro
del proceso que representan la intensidad por unidad de tiempo con la cual ocurren los
eventos, son procesos estoca´sticos, modelados por procesos de Cox, [3],[13],[21] .
En teor´ıa de la probabilidad, un proceso de Cox (tambie´n conocido como un proceso
de Poisson doblemente estoca´stico o proceso Poisson mixto) es un proceso estoca´stico que
es una generalizacio´n de un proceso de Poisson donde la funcio´n de intensidad depende
del tiempo, y es en s´ı mismo un proceso estoca´stico.
Luego, Na y N b son procesos de Cox, que representan procesos de conteo espec´ıficos,
con procesos de intensidad aleatorios; dados por λa(Qat , St) y λ
b(Qbt , St), respectivamente.
Siempre que λa(Qa, S) y λb(Qb, S) sean predecibles, es decir que sean continuos por la
izquierda y adaptados, y que la distribucio´n condicional de Na dado λa(Qa, S) y N b dado
λb(Qb, S) sean procesos Poisson con funcio´n de intensidad λa(Qat , St) y λ
b(Qbt , St).
2.4. Estrategias con O´rdenes L´ımite y de Mercado
Como se menciono´ en la seccio´n de estrategias de creacio´n de mercado, el agente puede
negociar con o´rdenes l´ımite y de mercado, para manejar los riesgos a los que se encuentra
expuestos, riesgo de inventario, riesgo de seleccio´n adversa y riesgo de ejecucio´n.
Como se ilustra en la Figura 2.3, un creador de mercado puede presentar o´rdenes l´ımite,
a las mejores cotizaciones actuales de oferta indicada como Bb, con precio P bt = Pt −
St
2
,
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conocido como (Bid price) y en la cotizacio´n de demanda establecida como Ba, con precio
P at = Pt +
St
2
, denominado (Ask price), donde St denota el spread al tiempo t.
Figura 2.3. Estrategias con O´rdenes L´ımite.
La otra opcio´n disponible para el agente con o´rdenes l´ımite, es ofrecer o´rdenes con
cotizaciones mas agresivas, ver Figura 2.3:
• Bajar sus precios de venta en el tiempo t, indicado como cotizacio´n Ba−, con precio:
P a−t = P at − δ = Pt +
St
2
− δ,
• Aumentar sus precios de compra en el tiempo t, denotado como cotizaciones Bb+,
con precio:
P b+t = P
b
t + δ = Pt −
St
2
+ δ.
Formalizando lo anterior, las estrategias de orden l´ımite son modeladas por un proceso
control predecible de tiempo continuo, denotado como:
αmaket = (Q
b
t , Q
a
t , L
b
t , L
a
t ); t ≥ 0.
Con:
• (Lb, La) : representa el taman˜o de o´rdenes l´ımite de compra y venta, evaluadas en
[0, `]2, ` > 0
• (Qb, Qa) : simboliza posibles cotizaciones de precios de compra o venta en cada
tiempo t, esta´ es evaluada enQ = Qb×Qa conQb = {Bb,Bb+} y Qa = {Ba,Ba−}.
Aqu´ı:
Bb representa el mejor precio actual de oferta, esto es: P bt = Pt −
St
2
.
Bb simboliza el precio de oferta agresivo, esto es: P b+t = P
b
t + δ = Pt −
St
2
+ δ.
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Ba indica el mejor precio actual de demanda, esto es: P at = Pt +
St
2
.
Ba- representa el precio de oferta agresivo, esto es: P a−t = P at − δ = Pt +
St
2
− δ.
Debe hacerse la observacio´n que estas cotizaciones son dependientes del tiempo t, sin
embargo para simplificar su expresio´n se omite t.
Los posibles precios de compra que pueden obtener los creadores de mercado esta´n
definidos sobre Qb × P× S y los de venta esta´n definido sobre Qa × P× S, los precios en
cualquier tiempo t son denotados, respectivamente, como: pib(Qbt , Pt, St) y pi
b(Qbt , Pt, St)
y esta´n dados por:
pib(qb, p, s) =
{
p− s2 si qb = Bb
p− s2 + δ si qb = Bb+
pia(qa, p, s) =
{
p+ s2 si q
a = Ba
p+ s2 − δ si qa = Ba− .
Como se menciono previamente, los procesos que cuentan el nu´mero de o´rdenes l´ımite
de venta Na y compra N b ejecutadas son modelados por procesos de Cox. Dada λa(Qat , St)
la tasa de intensidad del proceso Na, evaluada en las dos posibles cotizaciones que toma
Qat , que son {Ba,Ba−}, se obtiene la siguiente relacio´n: (ver Figura2.4).
λa(Ba, s) < λa(Ba−, s)
Figura 2.4. Intensidades de Ejecucio´n.
De la misma manera, se supone que λb(Qbt , St) corresponde a la tasa de intensidad del
proceso que cuenta el nu´mero de o´rdenes de compra efectuadas N b, evaluando dicha tasa
en las posibles cotizaciones Qb = {Bb,Bb+}, se obtiene la siguiente relacio´n: (Ver Figura
2.4).
λb(Bb, s) < λb(Bb+, s).
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Las relaciones anteriores sen˜alan el balance entre precio - prioridad en las o´rdenes de
ejecucio´n, estas relaciones esta´n representadas en la Figura 2.4. De esta manera se ejecutan
con mayor frecuencia o´rdenes l´ımite de venta con menor precio P a− que las de un precio
superior P a. Asimismo, si un creador de mercado posiciona o´rdenes l´ımite de compra a
precio P b+ la relacio´n indica que sera´n liquidadas antes que las o´rdenes con precio de
compra menor P b.
Las estrategias de orden l´ımite αmake = (Qb, Qa, Lb, La), integrado con el dinero en
efectivo, indicado como X, y el inventario o nu´mero de acciones sostenidas por el creador
de mercado Y mantienen la siguiente dina´mica:
dYt = L
b
tdN
b
t − Lat dNat , (2.4)
dXt = pi
a(Qat , Pt, St)L
a
t dN
a
t − pib(Qbt , Pt, St)LbtdN bt , (2.5)
Con el fin de entender la dina´mica seguida por el inventario, se soluciona la respectiva
ecuacio´n (2.4), obteniendo:
Yt =
∫
LbtdN
b
t −
∫
Lat dN
a
t
que corresponde a una integral de Riemann-Stieltjes, ya que depende de dos funciones en
las que Lbt y L
a
t son las funciones integrando y dN
b
t y dN
a
t son las funciones integrantes,
puesto que N bt y N
a
t representan el nu´mero de o´rdenes de compra y venta ejecutadas,
son funciones escalonadas cuyas intensidades de salto son de taman˜o la unidad, luego las
integrales pueden expresarse como las sumatorias de las funciones Lbt y L
a
t tal y como se
muestra a continuacio´n:
Yt =
Nbt∑
i=0
Ltbi
−
Nat∑
i=0
Ltai ,
En particular, la expresio´n del inventario expresa que este es igual a la diferencia del
volumen de compra y el volumen de venta, durante el periodo de negociacio´n.
Ana´logo al proceso del inventario, se tiene para la ecuacio´n dina´mica del capital (2.5), con
lo que se obtiene:
Xt =
∫
pia(Qat , Pt, St)L
a
t dN
a
t −
∫
pib(Qbt , Pt, St)L
b
tdN
b
t ,
En e´sta expresio´n las funciones integrando son: pia(Qat , Pt, St)L
a
t y pi
b(Qbt , Pt, St)L
b
t ; y las
funciones integrantes son dNat y dN
b
t ; por tanto esta´ integral corresponde a:
Xt =
Nat∑
i=0
pia(Qat , Pt, St)L
a
ti −
Nbt∑
i=0
pib(Qbt , Pt, St)L
b
ti .
Esta´ ecuacio´n indica que el capital en el tiempo corresponde al precio obtenido por las
compras, disminuido con el precio pagado en las ventas durante el periodo de negociacio´n.
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Puesto que el agente tiene permitido colocar o´rdenes de mercado que son liquidadas
inmediatamente, estas estrategias evolucionan en tiempo discreto, por lo tanto son mode-
ladas con un control de tipo impulso, dado por:
αtake = (τn, ζn)n≥0,
en el cual (τn) es una secuencia creciente de tiempos de paro y representa los tiempos en el
que el agente o creador de mercado decide invertir en o´rdenes de mercado, y las variables
aleatorias ζn, n ≥ 1 son Fτn medibles, se evalu´an en [−e, e], con e taman˜o de la orden
de mercado. Si ζn ≥ 0, indica el nu´mero de acciones adquiridas al mejor precio de venta
si ζn < 0, sen˜ala el nu´mero de acciones vendidas al mejor precio de compra.
Luego el cambio del inventario en tiempo discreto τn, en el que el agente decide invertir
en o´rdenes de mercado, es dado por:
Yτn = Yτ−n + ζn, (2.6)
La expresio´n (2.6) indica que el cambio en el inventario en el momento de inversio´n en
o´rdenes de mercado, estara´ dado por el inventario obtenido en la anterior inversio´n en
o´rdenes de mercado, aumentado con el nu´mero de acciones adquiridas al mejor precio de
venta o disminuido por el nu´mero de acciones vendidas al mejor precio de compra.
De forma semejante a la evolucio´n del inventario con las inversiones en o´rdenes de mercado
en el tiempo τn, tambie´n se obtiene un cambio en el capital establecido por la siguiente
relacio´n:
Xτn = Xτ−n − c(ζn, Pτn , Sτn) , (2.7)
donde c(ζn, Pτn , Sτn) = ζnpτn + |ζn| sτn2 simboliza la funcio´n de costo pagada, cuando pasa
una orden de mercado de taman˜o ζn, con un spread observado sτn y un precio medio
observado pτn , con una cantidad fija ε. Resultando:
Xτn = Xτ−n −
(
ζnpτn + |ζn|
sτn
2
+ ε
)
.
Esta expresio´n (2.7) indica que el cambio en el capital al realizar inversiones en o´rdenes
de mercado, esta´ dado por el capital alcanzado en la inversio´n anterior aumentado con el
costo recibido de las acciones vendidas o disminuido con el valor pagado de las acciones
compradas, cuando se tiene el spread observado sτn dados en el momento τn, y el precio
medio observado pτn .
El conjunto de todas las estrategias de o´rdenes l´ımite y o´rdenes de mercado, sera´ de-
notado por A, dado por α = (αmake, αtake).
2.5. Estimacio´n de Para´metros
En esta seccio´n se utilizan herramientas de inferencia estad´ıstica, espec´ıficamente se
aplica el me´todo de ma´xima verosimilitud; con el objetivo de determinar el estimador de,
las probabilidades de transicio´n en la cadena de Markov que modela el Spread, y en la
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estimacio´n de los para´metros del proceso Poisson que representa el tiempo de salto de la
cadena correspondiente al Spread. Para la estimacio´n de para´metros del proceso de Cox,
que modelan el nu´mero de ejecuciones de o´rdenes de compra y venta se utilizan procesos
puntuales. E´sta exposicio´n esta´ fundamentada en las referencias: [3],[6], [13], [18],[24].
2.5.1. Estimacio´n de para´metros del Spread
El objetivo de la seccio´n, es explicar como llevar a cabo la estimacio´n de los para´metros
que componen el proceso Spread en tiempo continuo, el cual es funcio´n del tiempo de
salto de la cadena, que es dada por la intensidad del proceso Poisson (Nt) y la matriz de
transicio´n de la cadena de Markov (Sˆn) con datos de alta frecuencia, para un tiempo de
negociacio´n T , generalmente un d´ıa.
Para llevar a cabo dicha estimacio´n se asume que el proceso spread S es observable, y
se definen los tiempos de salto de dicho proceso por:
θ0 = 0, θn+1 = inf {t > θn : St 6= St−} , ∀n ≥ 0.
Con las cantidades observadas se reconstruye el proceso:
Nt = # {θj > 0 : θj 6 t} ; t > 0;
Sˆn = Sθn , n > 0.
Luego, el tiempo de salto del proceso Spread en tiempo continuo, corresponde al instante
en el cual hay un cambio en este, es decir cambia la diferencia entre los mejores precios
de venta y de compra pagados en el mercado. Con los tiempos de salto del Spread en
tiempo continuo se consigue el nu´mero de saltos realizados por el proceso hasta el tiempo
de ana´lisis, el cual es la observacio´n del proceso Poisson (Nt). Tambie´n, con los tiempos
de salto del proceso Spread, se construye la estimacio´n de la matriz de transicio´n de la
cadena de Markov (Sˆn) para cada salto.
2.5.1.1. Estimacio´n de la Matriz de Transicio´n
Existen varios me´todos para estimar el para´metro o los para´metros de un modelo
de probabilidad. Uno de las me´todologias ma´s utilizadas, ya que se puede aplicar en
gran cantidad de situaciones, es conocida como estimacio´n de para´metros con ma´xima
verosimilitud (E.M.V); e´ste me´todo es ampliamente utilizado ya que los estimadores con
este me´todo tienen muy buenas propiedades. La idea fundamental del me´todo es tomar
como estimacio´n del para´metro estudiado el valor que haga ma´xima la probabilidad de
obtener la muestra observada, [3], [6], [13], [18]. A continuacio´n se define formalmente
dicho me´todo.
Definicio´n 2.5.1. La funcio´n de verosimilitud de una muestra observada S = (s1, . . . , sn),
se define como una funcio´n del para´metro θ, que es proporcional a la probabilidad de la
muestra observada pero como funcio´n del para´metro, se denota como:
L(θ; s) ∝ P (S = s; θ).
En el caso de observaciones i.i.d se tiene L(θ|s) = ∏ni=1 f(si|θ). Frecuentemente es
ma´s fa´cil trabajar con el logaritmo de la funcio´n de verosimilitud l(θ|s) = ∑ni=1 ln f(si|θ).
CAPI´TULO 2. MODELO DE CREACIO´N DEL MERCADO 18
Como se menciono´, los estimadores de ma´xima verosimilitud tiene propiedades asinto´ti-
cas o´ptimas entre todos los estimadores consistentes y normales asinto´ticamente, e´stas son:
1. Asinto´ticamente Insesgados: Un estimador θˆ se dice asinto´ticamente insesgado
si:
l´ım
n→∞E(θˆn) = θ.
Debe observarse que insesgadez asinto´tica no requiere que el estimador sea insesgado,
es decir que no se cumple que E(θˆn) = θ, ∀n; sin embargo si se tiene que si E(θˆn) =
θ, ∀n, implica que l´ım
n→∞E(θˆn) = θ.
La insesgadez asinto´tica requiere la existencia y el conocimiento del momento de
primer orden E(ρˆijn) = ρij , ∀n.
Insesgadez asinto´tica no implica consistencia.
2. Consistencia: Un estimador θˆ se dice consistente si se aproxima al verdadero valor
del para´metro θ a medida que el taman˜o de muestra aumenta; esto es:
l´ım
n→∞P{|θˆn − θ| < } = 1;  > 0.
La consistencia de un estimador garantiza que si tenemos un taman˜o de muestra
grande, cualquier estimacio´n particular va a estar cerca del valor de θ.
3. Normalidad asinto´tica: Un estimador θˆ se denomina asinto´ticamente normal, si
su distribucio´n muestral tiende a aproximarse a la distribucio´n normal a medida que
el taman˜o de la muestra aumenta de manera indefinida; esto es:
√
n(θˆ − θ) ∼ N(0, i(θ)−1).
Donde i(θ) = E
[
∂
∂θ lnf(S; θ)
]2
denota la cantidad de informacio´n de Fisher corres-
pondiente a una observacio´n, la informacio´n de Fisher tambie´n puede calcularse
mediante: i(θ) = −E
[
∂2
∂(θ)2
lnf(S; θ).
]
4. Eficiencia Asinto´tica:
Un estimador θˆ se denomina asinto´ticamente eficiente, si θˆ es consistente y su va-
rianza asinto´tica es menor que la varianza asinto´tica de cualquier otro estimador
consistentes y asinto´ticamente normal, esto es:
var
[
θˆ
]
=
[
E
[
∂
∂θ
ln f(S; θ)
]2]−1
= I(θ)−1 = [ni(θ)]−1 .
El teorema de Crame´r-Rao establece que la varianza de un estimador ρˆij insesgado,
de un para´metro (o vector) que siempre sera´ al menos tan grande como:
I(ρij) = −E
[
∂2lnL
∂ρ2ij
]
= E
E
(
∂2lnL
∂lnL
)
∂θ

2
.
Donde I(ρij) es la matriz de informacio´n de la muestra.
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5. Invarianza: Si θˆMV es el estimador ma´ximo veros´ımil de θ; y g es una funcio´n
biyectiva y diferenciable; entonces g(θˆMV ) es el estimador ma´ximo veros´ımil de g(θ).
E´sta propiedad es gran utilidad ya que en determinadas ocasiones el intere´s es un
para´metro g(θ) en funcio´n de θ.
En este trabajo se implementa el enfoque de ma´xima verosimilitud a cadenas de Mar-
kov, para la estimacio´n de la matriz de transicio´n de la cadena correspondiente al proceso
Bid-Ask Spread (Sˆn), en el que el spread es medido en magnitudes de taman˜o δ.
Dado que ρij denota las probabilidades de transicio´n en un paso, para la cadena de Mar-
kov (Sˆn) se tiene que ρij := P[Sˆn+1 = jδ|Sˆn = iδ]. Tomando una muestra S = {s1, . . . , sk}
de la cadena de Markov de taman˜o k, y empleando la funcio´n de verosimilitud definida
proporcional a la probabilidad de ocurrencia de la muestra y utilizando la probabilidad
conjunta dada, se tiene lo siguiente:
L(ρij ; s) ∝ P{s; ρij} = Π0(s0)
k∏
r=1
Psrsr+1 = Π0(s0)
∏
i,j∈S
ρ
nij
ij ,
donde nij son las frecuencias de las transiciones de ir del estado i al estado j en un paso
en la muestra s.
Para encontrar el estimador de ma´xima verosimilitud de ρij se maximiza la funcio´n
de verosimilitud, previo a la maximizacion se aplica logaritmo natural a la funcio´n de
verosimilitud, obteniendo:
lnL(ρij ; s) = ln(Π0(s0)) +
∑
i,j∈S
nij [ln(ρij)].
sujeto a la restriccio´n
∑
j∈S ρij = 1, ∀i ∈ S; aplicando multiplicadores de Lagrange se
tiene la expresio´n:
`(ρij ; s) = ln(Π0(s0)) +
∑
i,j∈S
nij [ln(ρij)] + λ
1−∑
j∈S
ρij
 .
Bajo el supuesto que Π0(s0) no tiene informacio´n de las probabilidades de transicio´n;
y derivando ln(ρij ; s) respecto a las
∑
i,j∈S ρij y a λ, se tiene:
∂`(
∑
i,j∈S ρij ; s)
∂
∑
i,j∈S ρij
=
nij
ρij
− λ.
y
∂`(
∑
i,j∈S ρij ; s)
∂λ
= 1−
∑
i,j∈S
ρij
igualando ambas a cero, se obtiene: λ =
nij
ρij
, es decir; ρij =
nij
λ
y sumando, se obtiene: ∑
i,j∈S
ρij =
∑
i,j∈S
nij
λ
,
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y usando que:
∑
i,j∈S ρij = 1, se deduce que: λ =
∑
i,j∈S nij . Por lo tanto, el estimador
ma´ximo veros´ımil es:
ρˆij =
nij∑
i,j∈S nij
Esto es:
ρˆij =
∑K
n=1 I{(Sˆn+1,Sˆn)=(jδ,iδ)}∑K
n=1 I{Sˆn=iδ}
. (2.8)
Llevando a cabo el procedimiento de estimacio´n (2.8) de los datos, en la Tabla 2.1
se muestra la estimacio´n de la matriz de transicio´n correspondiente al Bid-Ask Spread
del libro de o´rdenes. Con los datos analizados el taman˜o del spread es δ = 150 COP y
se tomaro´n tres estados del spread (m=3), la primera fila y columna indica el valor del
spread s = iδ y cada entrada ij representa ρij .
spread 150 300 450
150 0 0.895 0.104
300 0.402 0 0.604
450 0.276 0.724 0
Tabla 2.1. Estimacio´n de la matriz de transicio´n (ρij) del spread correspondiente a LOB en los
datos analizados
En la Figura 2.5 se muestran los primeros 100 segundos simulados del Bid-Ask Spread
del libro de o´rdenes LOB, en el cual su matriz de transicio´n asociada esta´ dada por (2.1)
con para´metros estimados dados en la Tabla 2.1.
Figura 2.5. Simulacio´n Bid-Ask Spread del libros de o´rdenes LOB,.
2.5.1.2. Estimacio´n de Intensidad de Salto
A continuacio´n se expone la estimacio´n de la funcio´n de intensidad λ(t) del proceso
Poisson no homoge´neo (Nt), que representa el tiempo de salto de la cadena de Markov.
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Para llevar a cabo la estimacio´n de este para´metro se asumira´ que la tasa de intensidad λ(t)
es constante en intervalos de tiempo, de esta manera se procedera´ a hallar la estimacio´n
del para´metro por intervalos.
Bajo la hipo´tesis de que la tasa de intensidad en intervalos de tiempo es constante, el
proceso (Nt) en dicho intervalo de tiempo es un proceso Poisson homoge´neo; teniendo esto
presente y con el fin de estimar dicho para´metro por intervalos, se enuncia la definicio´n de
un proceso Poisson homoge´neo, [13], [21]:
Definicio´n 2.5.2. Proceso de Poisson Homoge´neo
Sean T1, T2, . . . v.a. i.i.d con distribucio´n exponencial de para´metro λ, τ0 = 0 y τn =
T1 + T2 + · · · + Tn para n > 1. Se define el proceso Poisson de para´metro o intensidad λ
por:
N(s) = max {n : τn 6 s} ; s > 0.
En la definicio´n anterior, las variables Tn representa los intervalos de tiempo entre
eventos sucesivos, de manera que la suma de tiempos de los primeros n− eventos, dado
por τn = T1 +T2 + · · ·+Tn simboliza el instante en el que ocurre el n− ene´simo evento; de
tal forma N(s) es el nu´mero de eventos que han ocurrido hasta el instante s y la variable
τn, n > 1 representa los tiempos de llegada del proceso. (Ver Figura 2.6)
Figura 2.6. Proceso Poisson. Fuente: [21]
A continuacio´n se cita un resultado importante, el cual muestra propiedades propias
del proceso de Poisson.
Teorema: Si {N(s), s > 0} es un proceso Poisson de para´metro λ > 0, entonces:
1. N(0) = 0
2. N(t+ s)−N(s) ∼ Pois(λt)
3. N(t) tienen incrementos independientes
Estas propiedades indican que N(0) = 0, luego N(t) ∼ P (λ(t)); tambie´n se tiene que
∀ (t ≥ 0), la variable aleatoria N(t) tiene distribucio´n de Poisson de para´metro λ(t).
Asimismo, por la propiedad 2 se tiene que N(t) − N(s) ∼ P (λ(t − s)), de manera que
N(t− s) ∼ P (λ(t− s)). Por lo tanto la distribucio´n del incremento N(t)−N(s) y la de la
variable aleatoria N(t− s) es la misma. Esto sen˜ala que P(N(t)−N(s) ≥ 0) = 1, ya que:
P(N(t)−N(s) ≥ 0) =
∞∑
k=0
P(N(t)−N(s) ≥ k) = 1
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Luego, la distribucio´n so´lo depende de la longitud del intervalo (t− s). Esta propiedad
es conocida como propiedad de incrementos estacionarios, y garantiza que el proceso es
no decreciente.
De igual manera, se tiene que para cada s, t > 0:
P[N((s, t]) = n] =
e−λ(t−s) [λ(t− s)]n
n!
; n = 0, 1, 2, . . . .
N(t) es el nu´mero de eventos ocurridos hasta el tiempo t y para estimar el para´metro
λ se asume que se observa el proceso Poisson homoge´neo en un intervalo de tiempo fijo
[0, T0]. Designando con N(T0) el nu´mero de eventos que ocurren en dicho intervalo, el
vector τ =
{
τ1, τ2, . . . , τN(T0)
}
simboliza los tiempos de ocurrencia de cada uno de los
eventos en el tiempo, y Tk = τk − τk−1 para k = 1, 2, . . . con τ0 = 0, los tiempos entre
eventos sucesivos.
Ya que N(0) = 0 la funcio´n de verosimilitud para λ con base en la realizacio´n, esta´ dada
por:
L(λ; τ) ∝ P [N(τ1)−N(τ0) = 1, N(τ2)−N(τ1) = 1, . . . ,
N(τN(T0))−N(τN(T0)−1) = 1, N(T0)−N(τN(T0)) = 0
]
.
Por ser N un proceso de Poisson, se cumple que los incrementos son variables aleatorias
independientes y que se distribuyen Poisson. Luego, se tiene que:
L(λ; τ) ∝
N(T0)∏
k=1
P [N(τk)−N(τk−1) = 1]P [N(T0)−N(τN(T0)) = 0]

=
N(T0)∏
k=1
e−λ(τk−τk−1)[λ(τk − τk−1)]
 e−λ(T0−τN(T0))
=
N(T0)∏
k=1
e−λTkλTk
 e−λ(T0−τN(T0))
=
e−λ∑N(T0)k=1 TkλN(T0)
N(T0)∏
k=1
Tk
 e−λ(T0−τN(T0))
 .
Como
∏N(T0)
k=1 Tk no depende de λ es tomado como constante y∑N(T0)
k=1 Tk = τN(T0) se obtiene:
L(λ; τ) = λN(T0)e−λT0 (2.9)
Aplicando logaritmo natural a e´sta funcio´n se obtiene la funcio´n de lo´g-verosimilitud:
`(λ; τ) = N(T0) lg λ− λT0 (2.10)
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Derivando la anterior ecuacio´n con respecto a λ para encontrar el ma´ximo veros´ımil,
se obtiene la siguiente funcio´n, conocida como funcio´n Score:
sc(λ; τ) =
∂`(λ; τ)
∂λ
=
N(T0)
λ
− T0 (2.11)
Resolviendo la ecuacio´n para λ, se encuentra el estimador de ma´xima verosimilitud
para el proceso Poisson homoge´neo:
λˆ =
N(T0)
T0
. (2.12)
Luego, para cada intervalo de tiempo el estimador del para´metro por el me´todo de
ma´xima verosimilitud es el cociente entre el nu´mero de eventos que suceden en dicho
intervalo y el tiempo de duracio´n del intervalo; esto es, considerando que en cada periodo
de [tk, tk+1] el estimador ma´ximo veros´ımil del para´metro del proceso que cuenta el nu´mero
de eventos en cada intervalo se puede expresar como:
λˆk =
Ntk+1 −Ntk
tk+1 − tk . (2.13)
En la Tabla 2.2 se presentan la estimacio´n de la intensidad del tiempo de salto de la
cadena, aplicando el procedimiento de estimacio´n (2.13) a los datos de ana´lisis, en el cual
se ha supuesto que es constante por horas y salta al final de cada hora.
Hora de Negociacio´n 8 a 9 9 a 10 10 a 11 11 a 12 12 a 13 13 a 14 14 a 15
Intensidad Horaria λ(t) 0.74 0.763 0.764 0.761 0.753 0.770 0.760
Tabla 2.2. Estimacio´n intensidad de salto para cada hora (λ(t)), expresado en segundos−1
En la Figura 2.7 se muestra una simulacio´n del Proceso Poisson No Homoge´neo, con el
cual se modelan las tasas de intensidad de salto de la cadena del proceso Bid-Ask Spread
del libro de o´rdenes, con para´metros estimados dados en la Tabla 2.2.
Figura 2.7. Proceso Poisson no Homoge´neo .
En la Figura 2.8 se muestra una simulacio´n de 300 segundos para el proceso spread en
tiempo continuo, el cual evoluciona de la forma dada en (2.2); la matriz de transicio´n de
este proceso esta´ dado por (2.3). El componente discreto de este proceso es dado por la
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matriz de transicio´n asociada a la cadena con la cual se modela el Bid-Ask Spread del libro
de o´rdenes, en el cual su matriz de transicio´n asociada esta dada por (2.1) con para´metros
estimados dados en la Tabla 2.1. Las intensidades de salto del proceso son modelados
por un Proceso Poisson no homoge´neo, las diferentes intensidades de salto estimados se
encuentran en la Tabla 2.2; cada color representa una intensidad de salto diferente.
Figura 2.8. Simulacio´n spread en tiempo continuo con diferentes intensidades de salto.
2.5.2. Estimacio´n de para´metros de orden de compra y venta
Con el posicionamiento de estrategias de o´rdenes l´ımite αmake, el agente debe observar
constantemente la ejecucio´n de dichas o´rdenes, se tiene que Na y N b representan el nu´mero
de o´rdenes de compra y venta en el mercado; e´stas coinciden con cotizaciones de venta Qa
y compra Qb de las o´rdenes l´ımite, respectivamente.
Se asume que Na y N b son independientes, y ambos pueden ser estimados, de esta´ for-
ma deben estimarse los para´metros de las funciones de intensidad de los procesos de Cox. A
continuacio´n se presenta la definicio´n de un proceso de Cox,[13], [21], ya que la descripcio´n
formal es extremadamente u´til cuando se realizan ca´lculos y simulaciones del modelo.
Definicio´n 2.5.3. Proceso de Cox
Un proceso de Cox es una generalizacio´n del proceso de Poisson en el que se permite que la
intensidad Λ(x) sea un proceso aleatorio. Condicionando Λ(x) a una realizacio´n particular
de la intensidad, el proceso de salto se convierte en un proceso de Poisson no homoge´neo
con intensidad λ(x).
En general, los incrementos sobre intervalos disjuntos para un proceso de Cox no son
independientes, en este trabajo la tasa de intensidad del procesos de nu´mero de o´rdenes
de venta ejecutadas Na es dada por λa(Qat , St) y del proceso de nu´mero de o´rdenes de
compra realizados N b es denotada como λb(Qbt , St), los cuales son aleatorios. La distribu-
cio´n condicional de Na dado λa(Qa, S), es un proceso Poisson con funcio´n de intensidad
λa(Qat , St). Y la distribucio´n condicional de N
b dado λb(Qb, S), es un procesos Poisson con
funcio´n de intensidad λb(Qbt , St).
La tasa de intensidad del procesos que cuenta el nu´mero de o´rdenes l´ımite de venta,
efectuados Nat , esta´ dado por λ
a(Qat , St), en el cual λ
a es una funcio´n determinista de las
cotizaciones de o´rdenes l´ımite de venta y del spread.
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La tasa de intensidad del procesos que cuenta el nu´mero de o´rdenes l´ımite de compra
concluidos N bt , esta´ dado por λ
b(Qbt , St) en el cual λ
b es una funcio´n determinista del
spread.
Debido a que en la definicio´n del proceso de Cox la tasa de intensidad, condicionada
a una realizacio´n particular, es un proceso de Poisson no homoge´neo, es necesario citar la
definicio´n de dicho proceso. A continuacio´n se presenta la definicio´n del Proceso Poisson
No Homoge´neo donde λ(t) es la funcio´n de intensidad del proceso.
Definicio´n 2.5.4. Proceso de Poisson No Homoge´neo con intensidad λ(t)
Una proceso N(t); t ≥ 0 se denomina proceso de Poisson no homoge´neo con intensidad
λ(t) si satisface las siguientes propiedades:
1. P[N(0) = 0] = 1
2. Para 0 ≤ t0 < t1 < t2 < · · · < tn se tiene que N((ti, ti+1]), i = 1, 2, · · ·n son
variables aleatorias independientes.
3. Para cada t > 0
P (N((0, t]) = n) = e−{µ(t)}
(µ(t))n
n!
;
para n > 0 donde µ(t) =
∫ t
0 λ(µ)dµ.
Un Proceso de Poisson no homoge´neo es una extensio´n del proceso de Poisson, en el
que se permite que el para´metro λ sea una funcio´n de t de manera que el para´metro var´ıe
con el tiempo de manera heteroge´nea. Se resalta que si N(t) es un proceso de Poisson no
homoge´neo en la recta con funcio´n de intensidad λ(t), entonces un incremento N(t)−N(s)
representa el nu´mero de eventos en el intervalo(s, t], y los incrementos sobre intervalos
ajenos son variables aleatorias independientes.
A continuacio´n se expone la estimacio´n de la funcio´n de intensidad de los procesos
de conteo del nu´mero de o´rdenes de compra y venta elaborados. Para el proceso de Cox
correspondiente al nu´mero de o´rdenes de compra N b, su funcio´n de intensidad es da-
da por λb(qb, s), donde qb ∈ Qb = {Bb,Bb+} y s ∈ S = δIm; por consiguiente para
(qb, s = iδ) ∈ Qb × S se define un proceso puntual; el cual es un proceso estoca´stico cuyas
realizaciones consisten en conjuntos de puntos distribuidos aleatoriamente sobre un cierto
espacio continuo.
Habitualmente el ana´lisis de los procesos puntuales se realiza a trave´s de los procesos
de conteo asociados, generalmente los puntos distribuidos aleatoriamente en un espacio
continuo, suelen corresponder a los instantes de tiempo en que han ocurrido algunos suceso
de intere´s, o a las localizaciones en el espacio de ciertos objetos.
Dado un proceso puntual definido sobre un espacio continuo T , se define su proceso
contador asociado como aquel proceso que a cada subconjunto A ⊂ T le asigna el nu´mero
N(A) de ocurrencias del proceso puntual localizadas en A. Cuando T es el tiempo, el
proceso contador suele expresarse como {Nt}t≥0, donde Nt representa el nu´mero de sucesos
puntuales que han ocurrido en [0, t].
El proceso puntual definido para (qb, s = iδ) ∈ Qb × S, esta dado por:
N b,q
b,i
t =
∫ t
0
1Qbu=q,Su−=iδdN
b
u, t > 0 .
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el cual representa el nu´mero de saltos de N b cuando (Qb, S) permanecio´ en el estado
(qb, s = iδ); este proceso puntual N b,q
b,i
t acepta por intensidad λ
b
i(q
b)1Qbu=q,Su−=iδ.
Para ver esto, para cualquier proceso predecible no negativo (Ht), se tiene:
E
[∫ ∞
0
HtdN
b,qb,i
t
]
= E
[∫ ∞
0
Ht1{Qbu=q,Su−=iδ}dN
b
t
]
= E
[∫ ∞
0
Ht1{Qbu=q,Su−=iδ}λ
b(Qb, St)dt
]
= E
[∫ ∞
0
Ht1{Qbu=q,Su−=iδ}λ
b
i(q
b)dt
]
Con esta relacio´n se prueba que el proceso puntual N b,q
b,i
t admite por intensidad
λbi(q
b)1{Qbu=q,Su−=iδ}.
Definiendo:
τ b,q
b,i
t =
∫ t
0
1{Qbu=q,Su−=iδ}du .
Como el tiempo en el que (Qb, S) permanece en el estado (qs, s = iδ); como (Sˆn) es
irreducible ya que es recurrente, y se disponen de datos de alta frecuencia en [0, T ], se
tiene que τ b,q
b,i
T es grande con respecto a λ
b
i(q
b), por lo tanto un estimador consistente de
λi(q
b), dado por:
λˆbi(q
b) =
N b,q
b,i
T
τ b,q
b,i
T
. (2.14)
De manera ana´loga un estimador consistente de λai (q
a) esta´ dado por el cociente entre
el nu´mero de o´rdenes de venta ejecutadas con cotizaciones qa para un spread iδ, y el τa,q
a,i
T
el tiempo que (Qa, S) permanece en el estado (qa, s = iδ) sobre [0, T ].
λˆai (q
a) =
Na,q
a,i
T
τa,q
a,i
T
. (2.15)
Se realizo´ la estimacio´n de las tasa de compra y venta, utilizando los procedimientos,
(2.15) y (2.14). En la tabla se calculo λˆai (q
a) y λˆbi(q
b), para i = 1, 2, 3 y cotizaciones de
o´rdenes l´ımite qa = Ba,Ba− ; qb = Bb,Bb+.
Ba Ba- Bb Bb+
150 0.160 0.178 0.160 0.180
300 0.165 0.188 0.164 0.187
450 0.179 0.224 0.179 0.226
Tabla 2.3. Estimacio´n intensidades de ejecucio´n λˆai (q
a) y λˆbi (q
b) expresado en segundos−1.
CAPI´TULO 3
Estrategias O´ptimas de O´rdenes L´ımite y de
Mercado
3.1. Planteamiento Problema de Control
Tomando en cuenta que los objetivos del creador de mercado, son maximizar sus uti-
lidades o´ ingresos efectivos en un horizonte de tiempo finito [0, T ], que generalmente es
un d´ıa; y conservar su inventario bajo control que usualmente inicia en cero y se deshace
al finalizar el periodo de negociacio´n; y liquidar el inventario en la fecha final, es decir
YT = 0. Por lo tanto, dado un proceso de capital X y el inventario Y , el problema de
optimizacio´n de la transaccio´n esta´ dada por:
ma´x
α∈A
E
[
U(XT )− γ
∫ T
0
g(Yt)dt
]
; sujeto a YT = 0. (3.1)
La maximizacion se desarrolla sobre todas las estrategias comerciales de o´rdenes l´ımite
y o´rdenes de mercado denotadas como α = (αmake, αtake) ∈ A. En la expresio´n (3.1), U es
una funcio´n co´ncava que representa la utilidad; γ es una constante no negativa y g es una
funcio´n convexa no negativa; el te´rmino de la integral
∫ T
0 g(Yt)dt, penaliza las variaciones
del inventario. Bajo el criterio de media cuadra´tica, la funcio´n de utilidad es dada por
U(x) = x; γ es una constante tal que γ > 0, y la funcio´n g esta´ dada por: g(y) = y2.
Con el objetivo de remover la restriccio´n final del inventario YT = 0, se introduce una
funcio´n de liquidacio´n denotada por L(x, y, p, s) y definida en R2 × P × S. Dicha funcio´n
esta´ dada por:
L(x, y, p, s) = x− c(−y, p, s) = x+ yp− |y|s
2
− ε . (3.2)
La ecuacio´n (3.2) representa la cantidad que el agente puede obtener con la ejecucio´n
de su inventario con y acciones, con un capital x, un precio medio de p y un spread s. Con
esta funcio´n, el problema de optimizacio´n (3.1), se puede reescribir de forma equivalente
y con una expresio´n ma´s sencilla dada por:
27
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ma´x
α∈A
E
[
U (L(XT , YT , PT , ST ))− γ
∫ T
0
g(Yt)dt.
]
(3.3)
Esta maximizacio´n se realiza sobre todas las estrategias comerciales de o´rdenes l´ımite
y o´rdenes de mercado denotadas como α = (αmake, αtake) ∈ A. Para ver el porque estos
dos problemas resultan equivalentes se expone la siguiente demostracio´n:
Tomando cualquier estrategia α ∈ A, en (3.1) sujeta a YT = 0, aplicando la funcio´n de
liquidacio´n se tiene:
L(XT , YT , PT , ST ) = XT + YTPT − |YT |s
2
− ε1Yt
= XT .
De esta manera, el valor ma´ximo en (3.1) es mas pequen˜o que en (3.3). En el otro senti-
do, dada una estrategia admisible α ∈ A, asociadas a las variables del proceso (X,Y, P, S)
y considerando una estrategia alternativa α˜ de tal forma que coincida con α hasta el
tiempo T , empleando una orden de mercado que liquide todo el inventario en el tiempo
T es decir YT , el proceso asociado de las variables estado (X˜, Y˜ , P, S) bajo α˜ satisface
(X˜t, Y˜t, Pt, St) = (Xt, Yt, Pt, St) ∀t ≤ T .
Adema´s se cumple: L(XT , YT , PT , ST ) = X˜T y Y˜T = 0 , luego el valor ma´ximo en (3.3)
es ma´s pequen˜o que en (3.1); y por lo tanto se tiene la equivalencia en los dos problemas X.
Se define la funcio´n de valor correspondiente a los problemas (3.1) o (3.3), como:
v(t, z, s) = sup
α∈A
Et,z,s
[
U (L(ZT , ST ))− γ
∫ T
t
g(Yu)du
]
. (3.4)
Aqu´ı t ∈ [0, T ] , z = (x, y, p) ∈ R2 × P, s ∈ S . En esta´ expresio´n, dado α ∈ A, Et,z,s
denota el operador esperanza bajo el cual el proceso (Z, S) = (X,Y, P, S) es solucio´n a
(2.2), (2.4), (2.5), (2.6), (2.7), donde el estado inicial tomado es (Zt− , St−) = (z, s).
Puesto que el Bid-Ask Spread del libro de o´rdenes toma valores en S = δIm, se denota
a i ∈ Im, por vi(t, z) = v(t, z, iδ); debe entenderse que las funciones de valor son funciones
en Rm con la funciones de valor v = (vi)i∈Im definidas en [0, T ]× R2 × P.
El problema (3.4) debe estudiarse por me´todos de programacio´n dina´mica; antes de esto
se establece el siguiente lema el cual provee l´ımites de la funcio´n de valor y demuestra que
la funcio´n de valor es finita y localmente limitada. Los lectores interesados en programacio´n
dina´mica pueden consultar [5].
Lema:
Existen constantes C0 y C1 tales que para todo (t, x, y, p, s) ∈ [0, T ]× R2 × P× S
L(x, y, p, s) ≤ v(t, x, y, p, s) ≤ x+ yp+ C1 + C0 .
El l´ımite inferior es la funcio´n de liquidacio´n incluida (3.2), para eliminar la restriccio´n
final e indica el valor de la estrategia particular que elimina todo el inventario actual
CAPI´TULO 3. ESTRATEGIAS O´PTIMAS DE O´RDENES LI´MITE Y DE MERCADO 29
diferente de cero por medio de o´rdenes de mercado y posteriormente no hace nada hasta
el tiempo T . En el l´ımite superior el te´rmino x + yp es el valor de portafolio del creador
de mercado al precio medio p,C1 es el l´ımite superior del beneficio de la estrategia de
creacio´n de mercado ficticio que participa en cada negociacio´n pero con costo de control de
inventario cero; C0 representa el u´ltimo l´ımite de ganancia de cualquier friccio´n direccional
de estrategias de creacio´n de mercado.
Prueba:
Tomando la estrategia αtaket = y, con el l´ımite inferior se tiene:
L(x, y, p, s) = x+yp−|y| s2−ε = v(t, x, y, p, s); luego el problema termina inmediatamente
en el tiempo t.
v(t, z, s) = sup
α∈A
Et,z,s
[
U (L(ZT , ST ))− γ
∫ T
t
g(Yu)du
]
= sup
α∈A
Et,x,y,p,s
[
U (L(x, y, p, s))− γ
∫ T
t
g(Yu)du
]
.
Por el otro lado, se tiene:
v(t, z, s) = (x+yp)+sup
α∈A
Et,z,s
[
U
(
(XT − x)− (PTYT − py)− | YT |
(
ST
2
+ ε
))
− γ
∫ T
t
g(Yu)du
]
≤ (x+ yp) + sup
α∈A
Et,z,s
[
U
(
(XT − x)− (PTYT − py)− | YT |
(
ST
2
+ ε
))]
. (3.5)
Ya que ρij , λ, λ
a(Qa, S), λb(Qb, S) son finitos:
sup
α∈A
Et,z,s
[
U
(
(XT − x)− (PTYT − py)− | YT |
(
ST
2
+ ε
))]
.
Este valor no sera´ mayor que el ma´ximo beneficio alcanzado por medio de la ejecucio´n
de estrategias de creacio´n de mercado que participa en cada negocio cuando se reciben
o´rdenes de mercado; el l´ımite superior (XT −x), se denota por C0, y un l´ımite direccional
de estrategias de creacio´n de mercado sin friccio´n, que son mejores que el salto de precio
medio, en U
[
(py − PTYT )− | YT |
(
ST
2 + ε
)]
, denotada por C1.
3.2. Ecuacio´n de Programacio´n Dina´mica
Como anteriormente se menciono´ el problema (3.4), se aborda con me´todos de progra-
macio´n dina´mica. Con el propo´sito de caracterizar la ecuacio´n de equilibrio asociado a las
ecuaciones de programacio´n dina´mica, se introducen los operadores siguientes:
Operador o´rdenes l´ımite L: Para cualquier estrategia admisible de o´rdenes l´ımi-
te αmake; dadas las cotizaciones de compra y venta q = (qb, qa) ∈ Q, y los volu´menes
de compra y venta ` = (`b, `a) ∈ [0, ¯`]2, se define un operador de segundo orden no
local:
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Lq,`ϕ(t, x, y, p, s) = Pϕ(t, x, y, p, s) +R(t)ϕ(t, x, y, p, s) (3.6)
+ λb(qb, s)
[
ϕ(t,Γb(x, y, p, s, qb, `b, p, s)− ϕ(t, x, y, p, s)
]
+ λa(qa, s) [ϕ(t,Γa(x, y, p, s, qa, `a, p, s)− ϕ(t, x, y, p, s)] ,
El primer te´rmino de (3.7), concierne al generador del precio medio de difusio´n del
proceso P, el segundo te´rmino es el generador de la cadena de Markov correspon-
diente al Spread en tiempo continuo S y que es dado por:
R(t)ϕ(t, x, y, p, s) =
m∑
j=1
rij(t) [ϕ(t, x, y, p, jδ)− ϕ(t, x, y, p, iδ)]
para s = iδ, i ∈ Im .
los dos u´ltimos te´rminos corresponden a un operador no local inducido por el salto del
proceso de capital X y el inventario Y cuando se usa HFT aplicado instanta´neamente
a las estrategias de o´rdenes l´ımite en la fecha t con las cotizaciones (Qt, Lt) = (q, `)
en los cuales Γb y Γa son definidas respectivamente en R2 × P × S × Qb × R+ y
R2 × P× S×Qa ×R+ al conjunto R2, dado por:
Γb(x, y, p, s, qb, `b) = (x− pib(qb, p, s)`b, y + `b),
Γa(x, y, p, s, qa, `a) = (x− pia(qa, p, s)`a, y + `a) .
Estas funciones corresponden a las tasas de ejecucio´n esperadas en o´rdenes l´ımite de
venta y compra, respectivamente.
Operador o´rdenes de mercado M : Asociado a las o´rdenes de mercado se tiene
en cuenta un operador control de tipo impulso M, definido por:
Mϕ(t, x, y, p, s) = sup
e∈[−¯e,e¯]
ϕ(t,Γtake(x, y, p, s, e), p, s) ,
donde Γtake es la funcio´n de negociacio´n definida desde R2 × P× S× R en R2 por:
Γtake(x, y, p, s, e) = (x− c(e, p, s), y + e).
Generados por los saltos de los procesos de capital X y de inventario Y que se dan
cuando se usan las estrategias de mercado en la fecha t.
La ecuacio´n de programacio´n dina´mica asociadas a la funcio´n de valor (3.4), corres-
ponde a la ecuacio´n cuasi-variacional de Hamilton-Jacobi-Bellman (HJB- QVI).
min
[
−∂v
∂t
− sup
(q,`)∈Q(s)X[0,`]2
Lq,`v + γg, v −Mv
]
= 0 , (3.7)
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sobre [0, T )× R2 × P× S .
Las condiciones terminales son:
v(T, x, y, p, s) = U (L(x, y, p, s)) , ∀(x, y, p) ∈ R2 × P× S . (3.8)
Es posible escribir expl´ıcitamente en te´rminos del sistema (HJB −QV I) para la funcio´n
vi i ∈ Im, donde (t, x, y, p) ∈ [0, T )× R2 × P; de la siguiente manera:
min
−∂vi
∂t
− P−
m∑
j=1
rij(t)[vj(t, x, y, p)− vi(t, x, y, p)]
− sup
(qb,lb)∈Qbi×[0,l¯]
λbi(q
b)
[
vi(t, x− pibi (qb, p)lb, y + lb, p)− vi(t, x, y, p)
]
− sup
(qa,la)∈Qai×[0,l¯]
λai (q
a) [vi(t, x+ pi
a
i (q
a, p)la, y + la, p)− vi(t, x, y, p)] + γg(y);
vi(t, x, y, p)− sup
e∈[−¯e,e¯]
[vi(t, x− ci(e, p), y + e, p)] = 0 .
Las condiciones terminales, asociadas son:
vi(T, x, y, p) = U(Li(x, y, p)), ∀(x, y, p) ∈ R2 × P,
donde el conjunto Li(x, y, p) = L(x, y, p, iδ).
La siguiente proposicio´n establece que la funcio´n de valor v es la u´nica solucio´n viscosa
de (3.7) y de (3.8); en virtud de condiciones adecuadas de la funcio´n de utilidad U y la
funcio´n de penalidad g. El concepto de solucio´n viscosa es una generalizacio´n del concepto
de solucio´n cla´sica de una ecuacio´n diferencial parcial.
Proposicio´n: La funcio´n de valor definida en (3.4) es la u´nica solucio´n viscosa de (3.7)
y (3.8), bajo las condiciones de acotacio´n para la funcio´n de valor establecidas en (3.1).
La prueba de la existencia y unicidad de la funcio´n de valor v, se obtiene por aplicacio´n
directa de argumentos esta´ndar y resultados de la teor´ıa de control estoca´stico; para esto
referirse a Seydel(2009), Oksendal y Sulem (2007) capitulo 9.
La siguiente seccio´n se centra en un caso de intere´s particular para reducir notablemente
el nu´mero de estados variables de la ecuacio´n de programacio´n dina´mica DPE.
3.3. Criterio de la Media con Penalidad en el Inventario
Este es el caso en el cual la funcio´n de utilidad es: U(x) = x, x ∈ R, γ es una constante
no negativa y g(y) = y2 que es una funcio´n convexa no negativa.
En este trabajo se supone que el precio de la accio´n (Pt)t es martingala; esto refleja la
idea que el creador de mercado no tiene informacio´n sobre la direccio´n futura del precio
de las acciones. Tambie´n debe tenerse en cuenta que con la introduccio´n de una funcio´n
de penalizacio´n en el inventario, el creador de mercado quiere mantener un inventario que
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fluctu´a alrededor de cero, igualmente, por lo general la cantidad de acciones empiezan en
cero.
Explotando la propiedad martingala Pp = 0, la solucio´n v = (vi)i∈Im el sistema de
programacio´n dina´mica (3.7) y (3.8) es reducido a la forma:
vi(t, x, y, p) = x+ yp+ φi(t, y) , (3.9)
donde φ = (φi)i∈Im es solucio´n al sistema de ecuaciones integro diferenciales:
mı´n
[
− ∂φi
∂t
−
m∑
j=1
rij(t) [φj(t, y)− φi(t, y)]
− sup
(qb,`b)∈Qbi×[0,l¯]
λbi(q
b)
[
φi(t, y + `
b)− φi(t, y) + ( iδ
2
− δ1qb=Bb+)`b
]
− sup
(qa,`a)∈Qai ×[0,l¯]
λai (q
a)
[
φi(t, y + `
a)− φi(t, y) + ( iδ
2
− δ1qa=Bb−)`a
]
+ γg(y);
φi(t, y)− sup
e∈[−¯e,e¯]
[
φi(t, y + e)− iδ
2
|e| − ε
]]
= 0 .
Ambos con condiciones terminales:
φi(T, y) = −|y| iδ
2
− ε .
3.4. Solucio´n Nume´rica
Esta seccio´n se enfoca en la aproximacio´n nume´rica de la funcio´n de valor, bajo el
criterio de media con penalidad sobre el inventario, en la cual su forma reducida es dada por
la expresio´n (3.9), se observa que es independiente del precio y solo depende del inventario
y del spread. El u´ltimo termino de esta ecuacio´n es φ = (φi)i∈Im que es solucio´n del sistema
de ecuaciones integro diferenciales (3.3); dicha ecuacio´n es solucionada nume´ricamente por
me´todos esta´ndar de diferencias finitas. Por lo tanto para resolver la ecuacio´n de valor dada
por (3.9), debe empezarse resolviendo el sistema de ecuaciones integro diferenciales (3.3).
Analizando la expresio´n (3.3), se observa que la solucio´n es el valor mı´nimo de dos com-
ponentes, la primera hace referencia a las o´rdenes l´ımite y la segunda componente a las
o´rdenes de mercado. Si el mı´nimo se halla en la componente de o´rdenes l´ımite, esa com-
ponente debe ser cero, igualando a cero las componentes de o´rdenes l´ımite se obtiene:
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∂φi
∂t
=−
m∑
j=1
rij(t) [φj(t, y)− φi(t, y)]
− sup
(qb,`b)∈Qbi×[0,l¯]
λbi(q
b)
[
φi(t, y + `
b)− φi(t, y) + ( iδ
2
− δ1qb=Bb+)`b
]
− sup
(qa,`a)∈Qai×[0,l¯]
λai (q
a)
[
φi(t, y + `
a)− φi(t, y) + ( iδ
2
− δ1qa=Bb−)`a
]
+ γg(y).
(3.10)
De la anterior expresio´n se concluye que la derivada
∂φi
∂t
, esta´ en te´rminos de:
• rij(t) : Corresponde a la i−´esima fila de la matriz de transicio´n concerniente a la
cadena de Markov en tiempo continuo no homoge´nea, con la cual se modela el spread
calendario, en el tiempo t.
• φj(t, y), φi(t, y): Son los valores de la funcio´n φ(t, y) evaluados en todos los estados
del spread.
• γ: Como ya se menciono´, es una constante mayor a cero.
• g(y) Es una funcio´n convexa, bajo el criterio de media con penalidad sobre el inven-
tario la funcio´n es g(y) = y2.
• Los otros dos te´rminos hacen referencia a encontrar las cotizaciones y volu´menes
o´ptimos, con los cuales se logran los valores superiores tanto en compras como en
ventas.
Tambie´n debe tenerse en cuenta si el valor mı´nimo de las dos componentes se halla en
o´rdenes de mercado, de ser as´ı dicha componente debe ser cero, por lo tanto se tiene que
el valor φi(t, y) en o´rdenes de mercado esta´ dado por:
φi(t, y)take = sup
e∈[−¯e,e¯]
[
φi(t, y + e)− iδ
2
|e| − ε
]
. (3.11)
La expresio´n (3.11), indica que el valor de φtake en o´rdenes de mercado en el tiempo t
y con el inventario y es funcio´n de φi(t, y+ e) en el mismo tiempo t pero con el inventario
desplazado e unidades.
Con el fin de determinar el valor de φi(t, y), tanto en o´rdenes l´ımite como en o´rdenes
de mercado se empleo el me´todo de Euler. Puesto que se tienen las condiciones finales
para los dos tipos de o´rdenes, el me´todo de Euler se utiliza hacia atra´s, es decir desde el
tiempo t = T al tiempo t = 1.
Para la implementacio´n del me´todo de Euler se discretiza la variable tiempo en el intervalo
[0, T ], de modo que ∆T = T/NT , representa el incremento en el tiempo:
tk = {k∆T , k = 0, . . . , NT } .
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Tambie´n se discretiza el inventario Y, con una malla finita y regular, con incremento
∆Y = 1; y l´ımites Ymax = 1000 y Ymin = −1000, as´ı:
yi = {i∆Y , i = Ymin, . . . , Ymax} .
Despue´s de discretizar la variable tiempo, y el inventario, se aplica el me´todo de Euler a
la funcio´n φ, con incremento de tiempo ∆T , se obtiene la siguiente iteracio´n:
φi(tk, y) = φi(tk+1, y)−∆T ∂φi
∂t
(tk+1, y), (3.12)
La ecuacio´n iterativa (3.12), es aplicada a la componente de o´rdenes l´ımite y la componente
de o´rdenes de mercado:
La derivada
∂φi
∂t
(tk+1, y), en la componente de o´rdenes l´ımite esta dada por la expresio´n
(3.10), sin embargo la derivada para las o´rdenes de mercado no es expl´ıcita, para esto se
calcula su derivada aplicando la definicio´n de esta´:
∂φi
∂t
(tk+1, y) = l´ım
∆T→0
φi(tk+1 + ∆T , y)− φi(tk+1, y)
∆T
= l´ım
∆T→0
φi(tk+2, y)− φi(tk+1, y)
∆T
.
(3.13)
Reemplazando el valor de la derivada de mercado (3.13), en la aplicacio´n del me´todo de
Euler (3.12), se obtiene la siguiente ecuacio´n de recurrencia para las o´rdenes de mercado:
φi(tk, y)take = 2φi(tk+1, y)− φi(tk+2, y), (3.14)
Sustituyendo (3.14), en la expresio´n (3.11), se obtiene la recurrencia para la funcio´n
φi(t, y)take, que es la componente de φi en o´rdenes de mercado
φi(t, y)take = sup
e∈[−¯e,e¯]
[
2φi(tk+1, y + e)− φi(tk+2, y + e)− iδ
2
|e| − ε
]
. (3.15)
Para la solucio´n de (3.3), en cada tiempo tk, con k desde NT−1 a 0 se calcula el valor de
φi(t, y) en la componente de o´rdenes l´ımite, cuya solucio´n estara´ dado por (3.12) , con la
derivada dada por la expresio´n (3.10), as´ı mismo se calcula el valor φi(t, y) en o´rdenes de
mercado con la expresio´n (3.15). Luego, el valor solucio´n de (3.3), en cada punto tk, con
el inventario fijado en y sera´ el valor mı´nimo de las componentes de o´rdenes l´ımite y de
las o´rdenes de mercado.
Para la programacio´n de la solucio´n (3.3), es necesario tener en cuenta que el inventario es
limitado, de manera que cuando el inventario y toma un valor l´ımite, es decir y = Ymin o
y = Ymax, al creador de mercado solo le es permitido comprar o vender, respectivamente.
Si el mı´nimo se obtiene en la primera coordenada, la orden l´ımite es la estrategia o´ptima
en dicha iteracio´n con el respectivo inventario, de lo contrario, si el mı´nimo se obtiene
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con la orden de mercado indica que esa es la estrategia o´ptima en esa iteracio´n, con el
correspondiente inventario.
Despue´s de tener el valor de φi(t, y) para cada t y y se resuelve la funcio´n de valor (3.9).
La solucio´n del sistema de ecuaciones integro diferenciales fue programado en el software
R project, su co´digo se encuentra en el Ape´ndice.
Para la programacio´n de la solucio´n de la estrategia o´ptima denotada como αopt, bajo el
criterio de media con penalidad en el inventario, obtenidos con las expresiones (3.9) y
(3.3); se utilizaron los valores de los para´metros previamente estimados:
1. Estimacio´n de los para´metros de la matriz de transicio´n asociada al proceso Bid-Ask
Spread (2.1).
2. La estimacio´n de los para´metros de intensidad del procesos Poisson no homoge´neo
con el cual se modelan los tiempos de salto de la cadena Bid-Ask Spread, dada en
la expresio´n (2.2).
3. La estimacio´n de los para´metros de intensidad del procesos de Cox con el que se
modela las ejecuciones de compra y venta, ecuacio´n (2.3).
Tambie´n se requirieron para´metros de mercado, de optimizacio´n y de localizacio´n o dis-
cretizacio´n, estos se muestran en la Tabla 3.1:
Para´metros de Mercado
Significado Para´metro Valor
Taman˜o tick δ 150 COP
Cuota de participacio´n ε 50 COP
Tiempo de intensidad tick λ(t) Medida en segundos: 1seg−1
Capital Inicial x0 0.0 COP
Nu´mero de acciones Iniciales y0 0
Precio Inicial p0 25.240 COP
Para´metros de Optimizacio´n
Significado Para´metro Valor
Funcio´n de Utilidad U(x) x
Inventario de Penalizacio´n γ 5
Volumen ma´x. o´rdenes l´ımite ¯` 100
Volumen ma´x. o´rdenes de mercado e¯ 100
Para´metros de Discretizacio´n
Significado Para´metro Valor
Longitud en segundos T 300 seg
L´ımite inferior de acciones ymin -100
L´ımite superior de acciones ymax 100
Nu´mero de Pasos NT 100
Nu´mero de Spreads m 3
Tabla 3.1. Para´metros
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A continuacio´n se presentan alguna gra´ficas obtenidas de la funcio´n de valor con los
tres estados del Bid-Ask Spread, con diferentes inventarios.
Figura 3.1. Funcio´n de Valor con inventario 100.
Figura 3.2. Funcio´n de Valor con inventario 50.
Figura 3.3. Funcio´n de Valor con inventario 0.
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Figura 3.4. Funcio´n de Valor con inventario -100.
3.5. Resultados Computacionales de Simulaciones
Esta seccio´n provee resultados nume´ricos de la estrategia o´ptima denotada como αopt,
bajo el criterio de media con penalidad en el inventario, obtenidos v´ıa la implementacio´n
de las ecuaciones (3.9) y (3.3); para esto se utilizan los valores de los para´metros estimados
correspondientes a la matriz de transicio´n asociada al proceso Bid-Ask Spread, (2.1), la
estimacio´n de los para´metros de intensidad del procesos Poisson no homoge´neo con el cual
se modelan los tiempos de salto de la cadena spread (2.2) y la estimacio´n de los para´metros
de intensidad del procesos de Cox con el que se modela las ejecuciones de compra y venta
(2.3). Tambie´n se utilizaron algunos para´metros fijados en la Tabla (3.1).
3.5.1. Ana´lisis de rendimiento de la estrategia o´ptima
Con el objetivo de probar la estrategia o´ptima αopt, se compara con las siguientes
estrategias emp´ıricas:
• Estrategia o´ptima sin o´rdenes de mercado αw : Denotada como αw, e´sta es
calculada usando la misma ecuacio´n integro diferencial (3.3), pero el agente no emite
o´rdenes de mercado, esto equivale a tomar e¯ = 0.
• Estrategia constante αc: Esta estrategia se va a tomar sime´trica, para las cotiza-
ciones de compra y venta con una cantidad de venta y compra constante `0, sin o´rde-
nes de mercado, de manera tal que αc = (αc,make, 0) con αc,maket ≡ (Ba,Bb, `0, `0).
• Estrategia aleatoria αr: Esta estrategia consiste en escoger aleatoriamente el pre-
cio de o´rdenes l´ımite, tanto para la oferta como para la demanda, usando can-
tidades constantes en ambos lados o mas precisamente αr := (αr,make, 0) con
αr,make = (ζbt , ζ
a
t , `0, `0) con (ζ
b, ζa) sujeto a ∀t ∈ [0, T ]; se tiene que P(ζb = Bb) =
P(ζb = Bb+) = P(ζa = Ba) = P(ζa = Ba−) = 1
2
.
El procedimiento de prueba o comparacio´n de la estrategia o´ptima, se realiza uti-
lizando simulacio´n Monte-Carlo, se simulan N = 100000 realizaciones, para la tupla
(Xα, Y α, P, S,Na,α, N b,α) en el tiempo [0, T ], con cada uno de las estrategias anterior-
mente descritas α ∈ {αopt, αw, αc, αr}; de acuerdo a la evolucio´n del spread en tiempo
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continuo (2.2), la dina´mica del inventario y del capital en o´rdenes l´ımite establecidas en
(2.4) y (2.5) respectivamente, y al cambio del inventario y el capital en o´rdenes de mercado
dadas (2.6) y (2.7) respectivamente. Se calcula la media y la desviacio´n esta´ndar emp´ırica,
denotadas como (m(·), σ(·)) para cada estrategia, tal y como se muestra en la Tabla 3.2.
O´ptima αopt Sin Mercado αw Constante αc Aleatoria αr
m(XT )/σ(XT ) 0.202 0.174 0.076 0.043
Capital Final m(XT ) 2’475.000 2’108.000 1’921.000 1’116.370
σ(XT ) 12’250.000 12’102.548 25’182.951 26’075.584
Nu´m. Ejecuciones m(N bT ) 46.25 46.10 50.26 54.69
de Compra σ(N bT ) 6.80 6.79 7.101 7.42
Nu´m. Ejecuciones m(NaT ) 46.45 46.30 50.39 54.73
de Venta σ(NaT ) 6.86 6.79 7.107 7.36
Nu´m. Ejecuciones m(NmercadoT ) 18.75 0 0 0
de Mercado σ(NmercadoT ) 2.76 0 0 0
Inventario m(sups∈[0;T ] |Ys| 1075 851 1211 1260
Ma´ximo σ(sups∈[0;T ] |Ys| 417.29 355.22 515.49 537.97
Tabla 3.2. Ana´lisis de Rendimiento con 105 simulaciones.
Con cada una de las estrategias emp´ıricas anteriormente descritas se calcula la razo´n de
informacio´n RI(XT ) := m(XT )/σ(XT ), la estrategia o´ptima α
opt demuestra superioridad
con respecto a las estrategias emp´ıricas de prueba, lo que es confirmado con la gra´fica de
la distribucio´n emp´ırica del capital final XT .
Figura 3.5. Distribucio´n de Capital Final para cada estrategia.
CAPI´TULO 3. ESTRATEGIAS O´PTIMAS DE O´RDENES LI´MITE Y DE MERCADO 39
3.6. Simulacio´n de Procesos
En la presente seccio´n se describen los algoritmos con los cuales se simulan los siguientes
procesos:
1. La cadena de Markov en tiempo discreto que describe la evolucio´n del Bid-Ask
Spread (2.1).
2. Procesos de Poisson homoge´neo y no homoge´neo con el cual se modela el tiempo de
salto de la cadena Bid-Ask Spread.
3. La cadena de Markov continua no homoge´nea que modela el spread en tiempo ca-
lendario (2.3).
Los programas para estas simulaciones se muestran en el ape´ndice. Las referencias para
la simulacio´n de los mencionados procesos fueron: [20], [21],[23].
3.6.1. Simulacio´n de Cadenas de Markov Discretas
Para simular trayectorias de una Cadena de Markov con espacio de estados discreto a
tiempo discreto, en este caso el espacio de estados de la cadena esta dado por S = δIm,
con Im := {1, 2, . . . ,m} , m ∈ N− {0}.
Para su simulacio´n se requiere el conocimiento del estado inicial de la cadena pi y la
matriz de transicio´n P; para el estado inicial se genera una distribucio´n uniforme U ∼
(0, 1) y se observa en cual de los intervalos que corresponden a los estados cae la variable
U y se le asigna a x0 el valor j correspondiente:
{
j−1∑
0
pi,
j∑
0
pi
)
, j = 1, 2, ...,m
Para generar el siguiente valor de la trayectoria de la cadena X1, dado que el valor de
X0 = k se toman las probabilidades de transicio´n de la cadena correspondiente al k-e´simo
estado, es decir Pkj; j ∈ Im, con estas probabilidades se aplica el me´todo anteriormente
descrito para obtener el valor X1, para los pasos siguientes se utiliza el mismo procedi-
miento, de manera que para generar Xj+1 conociendo el estado de la cadena al tiempo j,
es decir Xj = r, se usa la r-e´sima fila de la matriz de transicio´n para generar el valor de
la variable, el algoritmo se cita a continuacio´n:
• Se genera e valor inicial de la trayectoria X0 usando la distribucio´n inicial pi.
• Dado el valor Xi−1 = k se genera Xi usando la k-e´sima fila de la matriz de transicio´n
P
• Se repite este ultimo paso, como tantos pasos de la cadena se pueden generar.
3.6.2. Simulacio´n Proceso de Poisson Homoge´neo
Si se desea generar los primeros eventos que han ocurrido de un proceso Poisson con
tasa λ; haciendo uso del hecho que los tiempos entre eventos consecutivos Tk son variables
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aleatorias exponenciales con tasa λ, el n-e´simo evento ocurre en Sn =
∑n
k=1 Tk, de modo
que el nu´mero de eventos hasta el instante t se distribuye P (λ)t.
Ya que el tiempo entre llegada de eventos consecutivos Tk son v.a.i.i.d con tasa λ su
distribucio´n esta dada por F (t) = P (T 6 t) = 1− e−λt; t > 0;E(T ) = 1λ .
De esta´ manera el algoritmo de simulacio´n para un proceso Poisson de tasa λ hasta el
tiempo T esta dado por:
1. Inicializar t = 0, N = 0
2. Generar un nu´mero aleatorio U
3. Hacer t = t− 1λ ln(U) Si t > T parar.
4. Hacer N = N + 1, tN = t
5. Volver al paso 2
El valor final de N en el presente algoritmo sen˜ala el nu´mero de eventos que ocurrieron
hasta el tiempo T y los valores t1, · · · tN sera´n los tiempo de llegada en orden creciente de
los eventos.
3.6.3. Simulacio´n Proceso de Poisson No Homoge´neo
El proceso Poisson supone que todos los eventos ocurren con la misma probabilidad en
intervalos de tiempo; de igual taman˜o; es decir para este proceso se sostiene el supuesto que
los incrementos son estacionarios; la suavizacio´n de dicho supuesto se obtiene un proceso
de conteo extremadamente importante, denominado Proceso Poisson no Homoge´neo o
Proceso no estacionario, el mencionado proceso permite que las tasas de llegada no sean
constantes, pero que var´ıan con el tiempo.
Si un “evento” ocurre aleatoriamente en un tiempo, y N(t) denota el nu´mero de eventos
que ocurren al tiempo t, entonces se tiene que {N(t), t ≥ 0} constituye un proceso Poisson
no homoge´neo con funcio´n de intensidad λ(t), t ≥ 0.
Para su modelacio´n se supone que se quiere simular las primeras T unidades de tiempo
de un procesos Poisson con funcio´n de intensidad λ(t), su me´todo de simulacio´n es conocido
como ‘Algoritmo thinning’ o ‘Muestreo Aleatorio’ (“Homogeniza” los puntos del proceso
Poisson no homoge´neo), es claramente mas eficiente, en el sentido de tener pocos rechazos,
cuando λ(t) es cercano a λ. Este comienza escogiendo un valor λ el cual es tal que:
λ(t) ≤ λ, ∀t ≤ T.
Si un evento de un proceso con tasa λ que ocurre al tiempo t es contado (independiente
de lo que ha ocurrido previamente) con probabilidad λ(t)/λ, as´ı el proceso de conteo de
eventos es un proceso Poisson no Homoge´neo con funcio´n de intensidad λ(t), 0 ≤ t ≤ T . De
manera que por la simulacio´n de un proceso Poisson y luego contando al azar estos eventos,
se obtiene un proceso Poisson no Homoge´neo. A continuacio´n se presenta su algoritmo:
1. Inicializar t = 0, I = 0.
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2. Generar un nu´mero aleatorio U .
3. Hacer t = t− 1λ ln(U) Si t > T parar.
4. Generar un nu´mero aleatorio U .
5. Si U ≤ λ(t)
λ
, se hace I = I + 1, S(I) = t.
6. Volver al paso 2.
Si λ(t) es la funcio´n de intensidad y λ es tal que λ(t) ≤ λ. El valor final de I representa
el nu´mero de eventos al tiempo T , y S(1), . . . , S(I) es la realizaciones de estos eventos a
lo largo del intervalo.
3.6.4. Simulacio´n de Cadenas de Markov Continua no Homoge´nea
para la simular la trayectoria de una cadena de Markov continua no homoge´nea, se
considera una cadena de Markov con estado espacio discreto a tiempo discreto, pero se
supone que si esta entra al estado i ∈ Im, independiente del pasado, el tiempo que
permanece en dicho estado es continuo, a la variable aleatoria estrictamente positiva Hi
llamado Tiempo de Permanencia en el estado i, la cual se asume que tiene una distribucio´n
exponencial de tasa λi, luego hace una transicio´n al estado j de acuerdo a la probabilidad
de transicio´n Pij independiente del pasado y as´ı en adelante, cada vez que esto sucede
una nueva variable aleatoria Hi independiente del pasado determina el nuevo tiempo de
permanencia en el estado i. De esta manera X(t) denota el estado al tiempo t, hasta el
tiempo final, obteniendo un proceso estoca´stico {X(t) : t ≥ 0} con espacio de estados Im
que tiene muestras de trayectorias constantes por tramos.
A continuacio´n se presenta el algoritmo de simulacio´n de una cadena de Markov a
tiempo continuo hasta el tiempo t = T ,
1. Determinar un estado inicial de la cadena X0 = i0, hacer n = 0 y t = t0 = 0.
2. Generar Hi0 ∼ k λi y hacer t = t+Hi; tn = t; en otro caso parar.
3. Volver a 2.
Dado N(t) = ma´x {n : tn ≤ T} denota el nu´mero de transiciones en (0, T ], de manera
que el anterior algoritmo genera todos los valores de Xn, 0 ≤ n ≤ N(T ), y corresponde a
los tiempos t1, . . . , tn en el cual la cadena hace las transiciones.
Conclusiones
La contribucio´n de este trabajo se halla en la combinacio´n de me´todos y conceptos tanto
del a´rea de probabilidad, inferencia estad´ıstica y me´todos nume´ricos, como fue la aplicacio´n
de modelos de probabilidad, la estimacio´n de para´metros de intere´s y la aplicacio´n del
me´todo de Euler en la solucio´n de un sistema de ecuaciones diferenciales, para solucionar
un problema de aplicacio´n real, en el marco financiero como lo es la creacio´n de mercado
en el contexto de HFT.
La caracter´ıstica central del trabajo fue la construccio´n y modelacio´n de una estrategia
o´ptima que permitiera maximizar la utilidad de los ingresos esperados en un horizonte corto
de tiempo, teniendo bajo control el inventario y bajo la condicio´n que al finalizar el periodo
de negociacio´n el inventario fuera cero. La estrategia o´ptima construida mostro´ mejor
comportamiento con respecto a otras estrategias emp´ıricas al ser comparadas bajo la
Razo´n de Informacio´n y otras cantidades como el nu´mero de ejecuciones de compra y
venta y el inventario final.
Dentro de los aportes del modelo adoptado, se halla el control de las fuentes de riesgo
a los que esta´ expuesto el creador de mercado en la dina´mica de su negociacio´n, los cuales
son el riesgo de seleccio´n adversa y el riesgo de inventario. En particular, este modelo
muestra la eficiencia para reducir el riesgo de inventario, medido a trave´s de la variacio´n
de la riqueza final, en contra de la estrategia sime´trica; sobre todo teniendo en cuenta el
comercio entre estrategias de ejecucio´n pasivas y agresivas.
Otra importante ventaja del modelo es permitir al creador de mercado realizar nego-
ciaciones de manera o´ptima incluyendo en sus estrategias tanto o´rdenes l´ımite pasivas a
las mejores cotizaciones de oferta/demanda(compra/venta), o´rdenes l´ımite agresivas con
respecto a las mejores ofertas y demandas, y o´rdenes de mercado con el objetivo de dar
prioridad a las ejecuciones, que es un tema crucial en transacciones de alta frecuencia.
Como trabajos de investigaciones futuras, de aspectos que no consideran en el modelo
pero que resulta interesantes estudiar, se encuentra el tener en cuanta que las intervencio-
nes del agente cause impactos en el precio de mercado, la implementacio´n de la estrategia
o´ptima con cualquier funcio´n de utilidad de manera que le permita flexibilidad al creador
de mercado de elegir su perfil de riesgo recompensa. Y otra variante posible se obtiene
al considerar que la dina´mica de precio medio no sea necesariamente martingala, de ma-
nera que pueden ser interpretadas apuestas direccionales en tendencias de los precios de
creacio´n de mercado.
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Co´digo Simulacio´n Movimiento Browniano Geome´trico
En este co´digo se simula el precio medio Pt del activo, el cual se asume que evoluciona
de acuerdo a un movimiento browniano geome´trico, dado por:
dPt = µPtdt+ σPtdWt .
El cual fue explicado en el la seccio´n (2.3) Configuracio´n del Modelo, los para´metros
con los cuales se simulo este proceso corresponden a los datos reales obtenidos en Bolsa
de Valores de Colombia, correspondientes al 30 de mayo del 2014, de 8:00 am a 3 pm hora
colombiana, pertenecientes a acciones Bancolombia.
r <- media
sigma <- 0.09
x1 <- DatVentas[1]
NP <- 25200 # Number of end points of the grid including T
TP = 1
DeltaP = TP/NP
W <- numeric (NP +1) # Initialization of the vector W
tp <- seq (0,TP, length =NP +1)
W[1] <- 0
for (i in 2:( NP +1))
W[i] <- W[i -1] + rnorm (1) * sqrt ( DeltaP )
P <- x1 * exp ((r- sigma ^2/2)*tp + sigma *W) #PRECIO
par(mfcol = c(1,1))
plot (P, type ="l",main =" Precio Medio", col="purple",lwd=2,
xlab="Tiempo en segundos",ylab="Precios")
Co´digo Simulacio´n Proceso Poisson No Homoge´neo
Con este co´digo se simula un proceso Poisson no Homoge´neo descrito en la seccio´n
(2.5.2.) Estimacio´n de para´metros de orden de compra y venta. Dicho proceso modela el
nu´mero de o´rdenes de compra y venta en el mercado, dadas las tasas de intensidad; estos
son denotados por N b y Na, respectivamente
poisson_nh <- function(l,Tmax){
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T <- poisson_h(l,Tmax)
n <- length(T)
I <- as.integer(double(n))
p <- lnh(T[1],4*pi)/l
u <- runif(1)
if(u<p) I[1] <- 1
else I[1] <- 0
for( j in 2:n){
p <- lnh(T[j],4*pi)/l
u <- runif(1)
if(u<p) I[j] <- I[j-1]+1
else I[j] <- I[j-1]
}
R <- rbind(T,I)
return(R) }
La funcio´n con la cual se programo el proceso Poisson no homoge´neo, requiere una
funcio´n del proceso Poisson homoge´neo que se muestra a continuacio´n:
poisson_h <- function(lambda,Tmax){
u <- runif(1)
t <- c(-log(u)/lambda)
T <- c(t)
i <- 1
while( t < Tmax){
u <- runif(1)
t <- t -log(u)/lambda
T <- c(T,t)
i <- i+1
}
T[i] <- Tmax
return(T) }
En la figura 6 se muestra la simulacio´n de un Proceso Poisson Homoge´neo con diferentes
tasas de intensidad:
Figura 6. Proceso Poisson Homoge´neo.
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Estimacio´n Matriz de Transicio´n del Spread del Libro de
O´rdenes LOB
Con este co´digo se aplica el procedimiento de estimacio´n 2.8, detallado en la seccio´n
(2.5.1.1.) Estimacio´n de la Matriz de transicio´n, los para´metros estimados se encuentran
en la Tabla 2.1.
Est <- rep(0, length(DATOS[,2]) ) # Estableciendo los Estados de los Datos
for (r in 1: length(DATOS[,2])) {
if ((DATOS[r,2]==1)|(DATOS[r,2]==-1)|(DATOS[r,2]==-11)|(DATOS[r,2]==11) ){Est[r] = 150}
if ((DATOS[r,2]==2)|(DATOS[r,2]==-2)|(DATOS[r,2]==-22)|(DATOS[r,2]==22) ){Est[r] = 300}
if ((DATOS[r,2]==3)|(DATOS[r,2]==-3)|(DATOS[r,2]==-33)|(DATOS[r,2]==33) ){Est[r] = 450}}
LSPREAD<- length(Est) #Longitud de los Estados
EstIni <- Est[1] # Estado Inicial
## *****************************
## Iniciando las Frecuencias:
## *****************************
n1_2 = n1_3 <- 0; n2_1 = n2_3 <- 0 ; n3_1 = n3_2 <- 0 ;
for (j in 1:(LSPREAD-1)) { # Conteos de frecuencia
if (Est[j] == 150 & Est[j+1] == 300) {n1_2 = n1_2 + 1}
if (Est[j] == 150 & Est[j+1] == 450) {n1_3 = n1_3 + 1}
if (Est[j] == 300 & Est[j+1] == 150) {n2_1 = n2_1 + 1}
if (Est[j] == 300 & Est[j+1] == 450) {n2_3 = n2_3 + 1}
if (Est[j] == 450 & Est[j+1] == 300) {n3_1 = n3_1 + 1}
if (Est[j] == 450 & Est[j+1] == 450) {n3_2 = n3_2 + 1} }
## *****************************
# PORCENTAJES PARA LA CADENA
## *****************************
N1= n1_2 + n1_3 ; N2= n2_1 + n2_3 ; N3= n3_1 + n3_2 ;
N12 = n1_2/N1; N13 = n1_3/N1; N21 = n2_1/N2; N23 = n2_3/N2;
N31 = n3_1/N3; N32 = n3_2/N3;
## *****************************
## Matriz Spread Estimada
## *****************************
MatrizEst = matrix(c ( 0, N12, N13, N21, 0, N23,
N31, N32, 0 ), nrow = 3, ncol = 3,byrow=TRUE)
MatrizEst
Estimacio´n Intensidades De Transicio´n del Spread, Tiempos
de Salto
Con este co´digo se aplica el procedimiento de estimacio´n de la intensidad del tiempo de
salto de la cadena, aplicando el procedimiento de estimacio´n(2.13), detallado en la seccio´n
(2.5.1.2.) Estimacio´n de Intensidad de Salto; en la Tabla 2.2 se encuentran las intensidad
de salto para cada hora (λ(t)), expresado en segundos−1.
# Esta´ instruccio´n es para determinar los tiempos de cambio, con el objetivo
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# de determinar en que coordenada cambia de hora, en el tiempo.
Coord = Coord1 = Coord2 = Coord3 = Coord4 <- 0
Coord5 = Coord6 = Coord7 <- 0 # Coordenadas
# Coordenada en la cual cambia de hora
long1 <- which.max(DATOS[,1]==3601 )
long2 <- which.max(DATOS[,1]==7201 )
long3 <- which.max(DATOS[,1]==10801)
long4 <- which.max(DATOS[,1]==14401)
long5 <- which.max(DATOS[,1]==18001)
long6 <- which.max(DATOS[,1]==21601)
long7 <- which.max(DATOS[,1]==25201)
#***************************************************
# ESTIMACIO´N LAMBDA TIEMPO DE SALTO DE LA CADENA
#**************************************************
for (j in 2:long1) { # Tiempos en frecuencia
if (Est[j] != EstIni)
{Coord <- c(Coord,j); Coord1 <- c(Coord1,j); EstIni <- Est[j] }}
LAMBDA1 <- (length(Coord1)-1)/3600
for (j in (long1+1):long2) { # Tiempos en frecuencia
if (Est[j] != EstIni)
{Coord <- c(Coord,j); Coord2 <- c(Coord2,j); EstIni <- Est[j] }}
LAMBDA2 <- (length(Coord2)-1)/3600
for (j in (long2+1):long3) { # Tiempos en frecuencia
if (Est[j] != EstIni)
{Coord <- c(Coord,j) ; Coord3 <- c(Coord3,j); EstIni <- Est[j]}}
LAMBDA3 <- (length(Coord3)-1)/3600
for (j in (long3+1):long4) { # Tiempos en frecuencia
if (Est[j] != EstIni)
{Coord <- c(Coord,j); Coord4 <- c(Coord4,j); EstIni <- Est[j]}}
LAMBDA4 <- (length(Coord4)-1)/3600
for (j in (long4+1):long5) { # Tiempos en frecuencia
..if (Est[j] != EstIni)
{Coord <- c(Coord,j); Coord5 <- c(Coord5,j); EstIni <- Est[j] }}
LAMBDA5 <- (length(Coord5)-1)/3600
for (j in (long5+1):long6) { # Tiempos en frecuencia
if (Est[j] != EstIni)
{Coord <- c(Coord,j); Coord6 <- c(Coord6,j); EstIni <- Est[j] }}
LAMBDA6 <- (length(Coord6)-1)/3600
for (j in (long6+1):long7) { # Tiempos en frecuencia
if (Est[j] != EstIni)
{Coord <- c(Coord,j); Coord7 <- c(Coord7,j); EstIni <- Est[j]}}
LAMBDA7 <- (length(Coord7)-1)/3600
###################################################
# D E N O M I N A D O R E S :
###################################################
# Coordenadas en las cuales entra y compra o venta en cada cotizacio´n
# Coordenada en la cual entra a cada estado de cotizaciones de venta agresivas
ENA1 <- which(DATOS[,2]==-1 ); ENA2 <- which(DATOS[,2]==-2 )
ENA3 <- which(DATOS[,2]==-3 );
ENa1 <- which(DATOS[,2]== 1 ); ENa2 <- which(DATOS[,2]== 2 )
ENa3 <- which(DATOS[,2]== 3 );
ENB1 <- which(DATOS[,2]== 11 ); ENB2 <- which(DATOS[,2]== 22)
ENB3 <- which(DATOS[,2]== 33 );
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ENb1 <- which(DATOS[,2]== -11 ); ENb2 <- which(DATOS[,2]== -22)
ENb3 <- which(DATOS[,2]== -33 );
#########################################################
# Estas variables es para determinar, en que tiempos compra o
#vende a determinadas cotizaciones
TieA1 = TieA2 = TieA3 <- 1 # Notacio´n Tiempos Ventas Agresivas
TieB1 = TieB2 = TieB3 <- 1 # Notacio´n Tiempos Compras Agresivas
Tiea1 = Tiea2 = Tiea3 <- 1 # Notacio´n Tiempos de Ventas
Tieb1 = Tieb2 = Tieb3 <- 1 # Notacio´n Tiempos de Compras
TIEMPOS <- DATOS[,1] # Vector de Tiempos
TNA1 = TNA2 = TNA3 <- NULL
TNB1 = TNB2 = TNB3 <- NULL
TNa1 = TNa2 = TNa3 <- NULL
TNb1 = TNb2 = TNb3 <- NULL
###**************************************
# DENOMINADORES DE VENTAS AGRESIVAS
###**************************************
# Vector de Tiempos en los cuales realizo ventas Agresivas en cada estado del Spred
for (j in 1:length(ENA1)) { TNA1[j] <- TIEMPOS[ENA1[j]]}
for (j in 1:length(ENA2)) { TNA2[j] <- TIEMPOS[ENA2[j]]}
for (j in 1:length(ENA3)) { TNA3[j] <- TIEMPOS[ENA3[j]]}
#Tiempos Inicial en las cuales tuvo venta agresivas en cada estado del Spread
TIniA1<- TNA1[1]; TIniA2<- TNA2[1]; TIniA3<- TNA3[1]
# Cuenta el tiempo, en el que realizo Ventas Agresivas spread 1
for (j in 1:length(ENA1)) {
if (TNA1[j]!= TIniA1){ TieA1 <- (TieA1 + 1); TIniA1 <- TNA1[j] }}
# Cuenta el tiempo, en el que realizo Ventas Agresivas spread 2
for (j in 1:length(ENA2)) {
if (TNA2[j]!= TIniA2){ TieA2 <- (TieA2 + 1); TIniA2 <- TNA2[j] }}
# Cuenta el tiempo, en el que realizo Ventas Agresivas spread 3
for (j in 1:length(ENA3)) {
if (TNA3[j]!= TIniA3){ TieA3 <- (TieA3 + 1); TIniA3 <- TNA3[j] }}
###*************************************************#
# DENOMINADORES DE COMPRAS AGRESIVAS
###************************************************ #
# Vector de Tiempos en los cuales realizo compras Agresivas de cada Spred
for (j in 1:length(ENB1)) { TNB1[j] <- TIEMPOS[ENB1[j]]}
for (j in 1:length(ENB2)) { TNB2[j] <- TIEMPOS[ENB2[j]]}
for (j in 1:length(ENB3)) { TNB3[j] <- TIEMPOS[ENB3[j]]}
# Tiempos Inicial en las cuales tuvo compras agresivas en cada estado del Spread
TIniB1 <- TNB1[1]; TIniB2 <- TNB2[1] ; TIniB3 <- TNB3[1]
for (j in 1:length(ENB1)) {
if (TNB1[j]!= TIniB1){ TieB1 <- (TieB1 + 1); TIniB1 <- TNB1[j] }}
for (j in 1:length(ENB2)) {
if (TNB2[j]!= TIniB2){ TieB2 <- (TieB2 + 1); TIniB2 <- TNB2[j]}}
for (j in 1:length(ENB3)) {
if (TNB3[j]!= TIniB3){ TieB3 <- (TieB3 + 1); TIniB3 <- TNB3[j] }}
###*******************************************
# DENOMINADORES DE VENTAS NO AGRESIVAS
###*******************************************
# Vector de Tiempos en los cuales realiza ventas de cada Spred
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for (j in 1:length(ENa1)) { TNa1[j] <- TIEMPOS[ENa1[j]]}
for (j in 1:length(ENa2)) { TNa2[j] <- TIEMPOS[ENa2[j]]}
for (j in 1:length(ENa3)) { TNa3[j] <- TIEMPOS[ENa3[j]]}
TInia1 <- TNa1[1]; TInia2 <- TNa2[1] ; TInia3 <- TNa3[1]
for (j in 1:length(ENa1)) {
if (TNa1[j]!= TInia1){ Tiea1 <- (Tiea1 + 1); TInia1 <- TNa1[j] }}
for (j in 1:length(ENa2)) {
if (TNa2[j]!= TInia2){ Tiea2 <- (Tiea2 + 1); TInia2 <- TNa2[j] }}
for (j in 1:length(ENa3)) {
if (TNa3[j]!= TInia3){ Tiea3 <- (Tiea3 + 1); TInia3 <- TNa3[j] }}
###*********************************************
# DENOMINADORES DE COMPRAS NO AGRESIVAS
###*********************************************
# Vector de Tiempos en los cuales realizo compras de cada Spread
for (j in 1:length(ENb1)) { TNb1[j] <- TIEMPOS[ENb1[j]]}
for (j in 1:length(ENb2)) { TNb2[j] <- TIEMPOS[ENb2[j]]}
for (j in 1:length(ENb3)) { TNb3[j] <- TIEMPOS[ENb3[j]]}
TInib1 <- TNb1[1]; TInib2 <- TNb2[1] ; TInib3 <- TNb3[1]
for (j in 1:length(ENb1)) {
if (TNb1[j]!= TInib1){ Tieb1 <- (Tieb1 + 1); TInib1 <- TNb1[j] }}
for (j in 1:length(ENb2)) {
if (TNb2[j]!= TInib2){ Tieb2 <- (Tieb2 + 1); TInib2 <- TNb2[j] }}
for (j in 1:length(ENb3)) {
if (TNb3[j]!= TInib3){ Tieb3 <- (Tieb3 + 1); TInib3 <- TNb3[j] }}
# ********************************************************
# INTENSIDADES DE COMPRA Y VENTA EN CADA SPREAD
# ********************************************************
NA1 <-length(ENA1); NA2 <-length(ENA2) ; NA3 <-length(ENA3)
Na1 <-length(ENa1); Na2 <-length(ENa2) ; Na3 <-length(ENa3)
NB1 <-length(ENB1); NB2 <-length(ENB2) ; NB3 <-length(ENB3)
Nb1 <-length(ENb1); Nb2 <-length(ENb2) ; Nb3 <-length(ENb3)
#***************************************************************
# INTENSIDADES DE VENTA Y COMPRA EN CADA SPREAD (POR seg)
#***************************************************************
A1 <- (NA1/TieA1); A2 <- (NA2/TieA2); A3 <- (NA3/TieA3) ;
a1 <- (Na1/Tiea1); a2 <- (Na2/Tiea2); a3 <- (Na3/Tiea3) ;
B1 <- (NB1/TieB1); B2 <- (NB2/TieB2); B3 <- (NB3/TieB3);
b1 <- (Nb1/Tieb1); b2 <- (Nb2/Tieb2); b3 <- (Nb3/Tieb3);
Solucio´n Sistema de Ecuaciones Integro Diferenciales
El siguiente programa se encuentra la aproximacio´n nume´rica de la funcio´n de valor,
bajo el criterio de media con penalidad sobre el inventario, en la cual su forma reducida
es dada por la expresio´n (3.9), este procedimiento es descrito en la seccio´n (3.4.) Solucio´n
Nume´rica.
rm(list=ls()) # Limpia la memoria
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# PARA´METROS
#*********************************************************************
E <- 100 # Max Volumen a Tomar
Ymax <- 200
gam <- 5
eps <- 50
delta <- 150
# DISCRETIZACIO´N Y LOCALIZACIO´N DE PARA´METROS
#*********************************************************************
t0 <- 0
T <- 300 # Longitud en Segundos
n <- 100 # Numero de Pasos
DELTAt <- T/n
t <- seq(t0,T,by=DELTAt)
NumStep <- length(t) # Numero de tiempos de pasos
m <- 3 # Numero de Spreads
y <- seq(-Ymax, Ymax, by = 1)
longy <- length(y)
la <- seq(0, 100, by = 1) # Para asignar el ma´x. volumen de compra de mercado
longla <- length(la)
lb <- seq(0, 100, by = 1) # Para asignar el ma´x. volumen de compra de mercado
longlb <- length(lb)
e <- seq(-E, E, by = 1)
longe <- length(e)
#*********************************************************************
# CREANDO MATRICES DE GUARDAR VALORES
#*********************************************************************
# Matriz para guardar FHI,solucio´n o´rdenes lı´mite Spread 1
FHI1 <- matrix(0,nrow=longy, ncol=NumStep)
FHI2 <- matrix(0,nrow=longy, ncol=NumStep)
FHI3 <- matrix(0,nrow=longy, ncol=NumStep)
# Matriz que guarda Ventas Spread 1
FHIASK1 <- matrix(0,nrow=longy, ncol=NumStep)
FHIASK2 <- matrix(0,nrow=longy, ncol=NumStep)
FHIASK3 <- matrix(0,nrow=longy, ncol=NumStep)
# Matriz que guarda Compras Spread 1
FHIBID1 <- matrix(0,nrow=longy, ncol=NumStep)
FHIBID2 <- matrix(0,nrow=longy, ncol=NumStep)
FHIBID3 <- matrix(0,nrow=longy, ncol=NumStep)
# Matriz que guarda informacio´n Mercado Spread 1.
FHIE1 <- matrix(0,nrow=longy, ncol=NumStep)
FHIE2 <- matrix(0,nrow=longy, ncol=NumStep)
FHIE3 <- matrix(0,nrow=longy, ncol=NumStep)
# Matriz que guarda informacio´n Volumen de Venta La spread 1
VOLUMAsk1 <- matrix(0,nrow=longy, ncol=NumStep)
VOLUMAsk2 <- matrix(0,nrow=longy, ncol=NumStep)
VOLUMAsk3 <- matrix(0,nrow=longy, ncol=NumStep)
# Matriz que guarda informacio´n Volumen de Compra Lb spread 1.
VOLUMBid1 <- matrix(0,nrow=longy, ncol=NumStep)
VOLUMBid2 <- matrix(0,nrow=longy, ncol=NumStep)
VOLUMBid3 <- matrix(0,nrow=longy, ncol=NumStep)
# Matriz que guarda informacio´n Cotizacio´n de Compra Lb spread 1.
QuoteBid1 <- matrix(0,nrow=longy, ncol=NumStep)
QuoteBid2 <- matrix(0,nrow=longy, ncol=NumStep)
QuoteBid3 <- matrix(0,nrow=longy, ncol=NumStep)
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# Matriz que guarda informacio´n Cotizacio´n de Venta La spread 1.
QuoteAsk1 <- matrix(0,nrow=longy, ncol=NumStep)
QuoteAsk2 <- matrix(0,nrow=longy, ncol=NumStep)
QuoteAsk3 <- matrix(0,nrow=longy, ncol=NumStep)
# Matriz Indicadora O´rdenes Lı´mite y de mercado.
LIMORDS1 <- matrix(0,nrow=longy, ncol=NumStep)
LIMORDS2 <- matrix(0,nrow=longy, ncol=NumStep)
LIMORDS3 <- matrix(0,nrow=longy, ncol=NumStep)
# Matriz que guarda Volumen O´ptimo de Mercado spread 1.
VOLUMMERC1 <- matrix(0,nrow=longy, ncol=NumStep)
VOLUMMERC2 <- matrix(0,nrow=longy, ncol=NumStep)
VOLUMMERC3 <- matrix(0,nrow=longy, ncol=NumStep)
# Matriz que guarda infomacio´n de mercado spread 1.
MERCADO1 <- matrix(0,nrow=longy, ncol=NumStep)
MERCADO2 <- matrix(0,nrow=longy, ncol=NumStep)
MERCADO3 <- matrix(0,nrow=longy, ncol=NumStep)
MIN1 = MIN2 = MIN3 <- matrix(0,nrow=longy, ncol=NumStep)
#***********************************************#**********************************#
# FUNCIO´N Rij
#***********************************************#**********************************#
Rij <- function(t,i){
if (( (t > 1) && (t< 15)) | (t= 1) |(t=15)) {rij <- Estima1[i ,]}
if (((t > 16) && (t < 30))| (t=16) |(t=30)) {rij <- Estima2[i ,]}
if (((t > 31) && (t < 45))| (t=31) |(t=45)) {rij <- Estima3[i ,]}
if (((t > 46) && (t < 60))| (t=46) |(t=60)) {rij <- Estima4[i ,]}
if (((t > 61) && (t < 75))| (t=61) |(t=75)) {rij <- Estima5[i ,]}
if (((t > 76) && (t < 90))| (t=76) |(t=90)) {rij <- Estima6[i ,]}
if (((t > 91) && (t <105))| (t=91) |(t=105)) {rij <- Estima7[i ,]}
return(rij) }
#*************************************************************#
# FUNCIO´N SupABa1
#*************************************************************#
SupABa1 <- function(i){
if (i == 1){ SupABa1 = 0.178}
if (i == 2){ SupABa1 = 0.188}
if (i == 3){ SupABa1 = 0.224}
return(SupABa1) }
#*************************************************************#
# FUNCIO´N SupABa0
#*************************************************************#
SupABa0 <- function(i){
if (i == 1){ SupABa0 = 0.16}
if (i == 2){ SupABa0 = 0.165}
if (i == 3){ SupABa0 = 0.179}
return(SupABa0) }
#*************************************************************#
# FUNCIO´N SupABb1
#*************************************************************#
SupABb1 <- function(i){
if (i == 1){ SupABb1 = 0.18}
if (i == 2){ SupABb1 = 0.187}
if (i == 3){ SupABb1 = 0.226}
return(SupABb1) }
#*************************************************************#
# FUNCIO´N SupABb0
#*************************************************************#
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SupABb0 <- function(i){
if (i == 1){ SupABb0 = 0.160}
if (i == 2){ SupABb0 = 0.164}
if (i == 3){ SupABb0 = 0.179}
return(SupABb0) }
#*************************************************************#
# FUNCIO´N FITER
#*************************************************************#
FITER <- function(b,c){-abs(b)*(c*delta/2)-eps}
#*****************************************************************#
# FUNCIO´N FHIIS
#*****************************************************************
FHIIS <- function(a,b,valor,c){
if (c == 1){ fi <- FHI1[(Ymax+1)-(b+valor),a]}
if (c == 2){ fi <- FHI2[(Ymax+1)-(b+valor),a]}
if (c == 3){ fi <- FHI3[(Ymax+1)-(b+valor),a]}
return(fi) }
#*****************************************************************#
# FUNCIO´N FHIES
#*****************************************************************
FHIES <- function(a,b,valor,c){
if (a==(NumStep-1)){
if(c==1) {fie <-FHI1[(Ymax+1)-(b+valor),a]}
if(c==2) {fie <-FHI2[(Ymax+1)-(b+valor),a]}
if(c==3) {fie <-FHI3[(Ymax+1)-(b+valor),a]}
} # Cierra if (a==NumStep-1)
else {
if (c == 1){ fie <- 2*MIN1[(Ymax+1)-(b+valor),a+1]-MIN1[(Ymax+1)-(b+valor),a+2] }
if (c == 2){ fie <- 2*MIN2[(Ymax+1)-(b+valor),a+1]-MIN2[(Ymax+1)-(b+valor),a+2] }
if (c == 3){ fie <- 2*MIN3[(Ymax+1)-(b+valor),a+1]-MIN3[(Ymax+1)-(b+valor),a+2] }
}
return(fie) }
#*****************************************************************#
# FUNCIO´N LIMITEMARKET
#*****************************************************************#
limitemarket <- function(b){
if (( b > -Ymax ) && ( b < -Ymax + 101)) {limitmarket <- -Ymax -b}
if (( b > Ymax - 101 ) && ( b < Ymax) ) {limitmarket <- Ymax - b}
if (( b > - Ymax+100) && ( b < Ymax - 100 )) {limitmarket <- longe}
return(limitmarket) }
#*****************************************************************#
# FUNCIO´N TERFHIE
#*****************************************************************#
TERFHIE <- function(a,b,c){
if (a == NumStep){
if ( (b > -Ymax) && (b < -Ymax+101) ) {
sube <- c( -limitemarket(b) : 100)
FHEFinal <- rep(0, length(sube)) # Condiciones Finales FHIE
for (k in 1: length(sube) ) {
FHEFinal[k] <- -abs(b+sube[k])*(c*delta/2)-eps -(c*delta/2)*abs(sube[k])-eps}
Sup <- max(FHEFinal)
eopt <- which.max(FHEFinal) # e Optimo
VolMerc <- sube[eopt]
tmp <- c(Sup, VolMerc) } # Cierra IF ((b > -Ymax) && (b < -Ymax+101))
if (( b > Ymax - 101 ) && ( b < Ymax) ) {
sube <- c( -100: limitemarket(b))
FHEFinal <- rep(0, length(sube)) # Terminal Finales FHIE
for (k in 1: length(sube) ) {
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FHEFinal[k] <- -abs(b+sube[k])*(c*delta/2)-eps -(c*delta/2)*abs(sube[k])-eps}
Sup <- max(FHEFinal)
eopt <- which.max(FHEFinal) # e Opt.
VolMerc <- e[eopt]
tmp <- c(Sup, VolMerc) } # Cierra IF (( b > Ymax - 101 ) && ( b < Ymax) )
if ( (b > -Ymax+100) && ( b < Ymax - 100 )) {
FHEFinal <- rep(0, limitemarket(b) ) # Terminal FHIE
for (k in 1:length(FHEFinal) ) {
FHEFinal[k] <- -abs(b+e[k])*(c*delta/2)-eps -(c*delta/2)*abs(e[k])-eps}
Sup <- max(FHEFinal)
eopt <- which.max(FHEFinal) # e o´ptimo
VolMerc <- e[eopt]
tmp <- c(Sup, VolMerc) } # Cierra IF ((Invent > -Ymax) && (Invent <= Ymax))
if ( b == Ymax ) {
FHEFinal <- rep(0, 101)
for (k in 1:101){
FHEFinal[k] <- -abs(b+e[k])*(c*delta/2)-eps -(c*delta/2)*abs(e[k])-eps}
Sup <- max(FHEFinal)
eopt <- which.max(FHEFinal) # e Optimo
VolMerc <- e[eopt]
tmp <- c(Sup, VolMerc) } # Cierra IF (Invent == Ymax){
if (b == -Ymax){
FHEFinal <- rep(0, 101)
for (k in 1:101){
FHEFinal[k] <- -abs(b+e[100+k])*(c*delta/2)-eps -(c*delta/2)*abs(e[100+k])-eps}
Sup <- max(FHEFinal)
eopt <- which.max(FHEFinal) # e Opt.
VolMerc <- e[eopt+100]
tmp <- c(Sup, VolMerc) } } # CIerra if (a = NumStep)
#*********************************#*********************************#
else {# si es diferente de (a = NumStep)
if ( (b > -Ymax) && (b < -Ymax+101) ) {
sube <- c( -limitemarket(b) : 100)
FHEFinal <- rep(0, length(sube)) # Terminal Condition FHIE
for (k in 1: length(sube) ) {
FHEFinal[k] <- FHIES(a,b,sube[k],c)-(c*delta/2)*abs(sube[k])-eps }
Sup <- max(FHEFinal)
eopt <- which.max(FHEFinal) # e Opt.
VolMerc <- sube[eopt]
tmp <- c(Sup, VolMerc) } # Cierra IF ((b > -Ymax) && (b < -Ymax+101))
if (( b > Ymax - 101) && ( b < Ymax) ) {
sube <- c( -100: limitemarket(b))
FHEFinal <- rep(0, length(sube)) # Terminal Condition FHIE
for (k in 1: length(sube) ) {
FHEFinal[k] <- FHIES(a,b,sube[k],c)-(c*delta/2)*abs(sube[k])-eps}
Sup <- max(FHEFinal)
eopt <- which.max(FHEFinal) # e Opt.
VolMerc <- e[eopt]
tmp <- c(Sup, VolMerc) } # Cierra IF (( b > Ymax - 101 ) && ( b < Ymax) )
if (( b > -Ymax + 100) && ( b < Ymax - 100 )) {
sube <- c( - limitemarket(b):100)
FHEFinal <- rep(0, limitemarket(b)) # Condiciones Finales FHIE
for (k in 1: length(FHEFinal) ) {
FHEFinal[k] <- FHIIS(a,b,e[k],c)-(c*delta/2)*abs(e[k])-eps}
Sup <- max(FHEFinal)
eopt <- which.max(FHEFinal) # e Opt.
VolMerc <- e[eopt]
tmp <- c(Sup, VolMerc) } # Cierra IF (( b > Ymax - 101 ) && ( b < Ymax) )
if (b == Ymax){
FHEFinal <- rep(0, 101)
for (k in 1:101){
FHEFinal[k] <- FHIES(a,b,e[k],c) - (c*delta/2)*abs(e[k])-eps}
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Sup <- max(FHEFinal)
eopt <- which.max(FHEFinal) # e Opt.
VolMerc <- e[eopt]
tmp <- c(Sup, VolMerc)
} # Cierra IF (Invent == Ymax){
if (b == -Ymax){
FHEFinal <- rep(0, 101)
for (k in 1:101){
FHEFinal[k] <- FHIES(a,b,e[100+k],c) - (c*delta/2)*abs(e[100+k])-eps}
Sup <- max(FHEFinal)
eopt <- which.max(FHEFinal) # e Opt.
VolMerc <- e[eopt+100]
tmp <- c(Sup, VolMerc)
} # Cierra IF (Invent == -Ymax)
} # Cierra else (a = NumStep)
return(tmp)}
#*****************************************************************
# FUNCIO´N LIMITESELL
#*****************************************************************
limitesell <- function(b){
if ( (b > -Ymax)&&(b < -Ymax+longla) ){limitsell<- min (longla,Ymax+1+b)}
else{limitsell<- longla}
return(limitsell) }
#*****************************************************************
# FUNCIO´N LIMITEBUY
#*****************************************************************
limitebuy <- function(b){
if ( (b <Ymax) && (b > Ymax-longlb) ){limitbuy<- min (longlb, Ymax+1-b)}
else{limitbuy <- longlb}
return(limitbuy) }
#*****************************************************************
# FUNCIO´N TERFHIASK
#*****************************************************************
TERFHIASK <- function(a,b,c){
if (a == NumStep){
if ( ((b > -Ymax) && (b < Ymax)) | (b == Ymax)) {
CambSell1 <- rep(0,limitesell(b))
CambSell0 <- rep(0,limitesell(b))
MaxCambSell <- 0
for (r in 1: length(CambSell0)) {
CambSell1[r] <- SupABa1(c)*( -abs(b-la[r])*(c*delta/2)-eps-
FITER(b,c)+ ((c*delta/2)-delta*1)*la[r] ) # Change Sell, pongo 1 en la indicadora
CambSell0[r] <- SupABa0(c)*( -abs(b-la[r])*(c*delta/2)-eps-
FITER(b,c) +((c*delta/2)-delta*0)*la[r] ) # Change Sell, pongo 0 en la indicadora}
MaxCambSell1 <- max(CambSell1)
MaxCambSell0 <- max(CambSell0)
MaxCambSell <- max(MaxCambSell1,MaxCambSell0)
if (MaxCambSell == MaxCambSell1){
LambdaAsk <- SupABa1(c)
VolAsk <- which.max(CambSell1)-1}
if (MaxCambSell == MaxCambSell0){
LambdaAsk <- SupABa0(c)
VolAsk <- which.max(CambSell0)-1 }
tmpa <- c(MaxCambSell,LambdaAsk,VolAsk)
} # Cierra IF ((Invent > -Ymax) && (Invent <= Ymax))j
if (b == -Ymax){
CambSellLim1 <- SupABa1(c)*( -abs(b-la[1])*(c*delta/2)-eps- FITER(b,c)+
((c*delta/2)-delta*1)*la[1] ) # Change Sell, pongo 1 en la indicadora
CambSellLim0 <- SupABa0(c)*( -abs(b-la[1])*(c*delta/2)-eps- FITER(b,c)+
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((c*delta/2)-delta*0)*la[1] ) # Change Sell, pongo 0 en la indicadora
MaxCambSell <- max(CambSellLim1,CambSellLim0)
if (MaxCambSell == CambSellLim1){
LambdaAsk <- SupABa1(c)
VolAsk <- la[1]}
if (MaxCambSell == CambSellLim0){
LambdaAsk <- SupABa0(c)
VolAsk <- la[1]} }
tmpa <- c(MaxCambSell,LambdaAsk,VolAsk)} # Cierra if (a = NumStep)
#*********************************
else {# (a = NumStep)
if ( ((b > -Ymax) && (b < Ymax)) | (b == Ymax)) {
CambSell1 <- rep(0,limitesell(b) )
CambSell0 <- rep(0,limitesell(b))
# length(CambSell0)
for (r in 1: length(CambSell0)) {
CambSell1[r] <- SupABa1(c)*(FHIIS(a,b,-la[r],c-FHIIS(a,b,0,c)+
((c*delta/2)-delta*1)*la[r] ) # Change Sell, pongo 1 en la indicadora
CambSell0[r] <- SupABa0(c)*( FHIIS(a,b,-la[r],c)-FHIIS(a,b,0,c)+
((c*delta/2)-delta*0)*la[r] ) # Change Sell, pongo 0 en la indicadora
} # cierra for
MaxCambSell1 <- max(CambSell1)
MaxCambSell0 <- max(CambSell0)
MaxCambSell <- max(MaxCambSell1,MaxCambSell0)
if (MaxCambSell == MaxCambSell1){
LambdaAsk <- SupABa1(c)
VolAsk <- which.max(CambSell1)-1
tmpa <- c(MaxCambSell,LambdaAsk,VolAsk)}
if (MaxCambSell == MaxCambSell0){
LambdaAsk <- SupABa0(c)
VolAsk <- which.max(CambSell0)-1
tmpa <- c(MaxCambSell,LambdaAsk,VolAsk)}
} # Cierra IF ((Invent > -Ymax) && (Invent <= Ymax))
if (b == -Ymax){
MaxCambSell <- 0
LambdaAsk <- sample(c(SupABa1(c),SupABa0(c)),1)
VolAsk <- 0
tmpa <- c(MaxCambSell,LambdaAsk,VolAsk)} # Cierra if (Invent == -Ymax)
} # Cierra else (a = NumStep)
return(tmpa)}
#*****************************************************************
# FUNCIO´N TERFHIBID
#*****************************************************************
TERFHIBID <- function(a, b,c){
if (a == NumStep){
if (((b>-Ymax)&&(b < Ymax))|(b==-Ymax)) {
CambBuy1 <- rep(0, limitebuy(b))
CambBuy0 <- rep(0, limitebuy(b))
for (k in 1:length(CambBuy0)){
CambBuy1[k] <- SupABb1(c)*(-abs(b+lb[k])*(c*delta/2)-eps-FITER(b,c)
+((c*delta/2)-delta*1)*lb[k]) # Change Bid, pongo 1 en la indicadora
CambBuy0[k] <- SupABb0(c)*(-abs(b+lb[k])*(c*delta/2)-eps -FITER(b,c)
+((c*delta/2)-delta*0)*lb[k]) # Change Bid, pongo 0 en la indicadora} # cierra for
MaxCambBuy1 <- max(CambBuy1)
MaxCambBuy0 <- max(CambBuy0)
MaxCambBuy <- max(MaxCambBuy1,MaxCambBuy0)
if(MaxCambBuy == MaxCambBuy1){
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LambdaBid <- SupABb1(c)
VolBid <-(which.max(CambBuy1))-1
tmp <- c(MaxCambBuy, LambdaBid,VolBid) }
if(MaxCambBuy == MaxCambBuy0){
LambdaBid <- SupABb0(c)
VolBid <- (which.max(CambBuy0))-1
tmp <- c(MaxCambBuy, LambdaBid,VolBid)}} # Cierra IF
if (b == Ymax){
CambBuyLimi1 <- SupABb1(c)*(-abs(b+lb[1])*(c*delta/2)-eps -FITER(b,c)
+((c*delta/2)-delta*1)*lb[1]) # Change Bid, pongo 1 en la indicadora
CambBuyLimi0 <- SupABb0(c)*(-abs(b+lb[1])*(c*delta/2)-eps -FITER(b,c)+
((c*delta/2)-delta*0)*lb[1]) # Change Bid, pongo 0 en la indicadora
MaxCambBuy <- max(CambBuyLimi1,CambBuyLimi0)
if (MaxCambBuy==CambBuyLimi1){
LambdaBid <- SupABb1(c)
VolBid <- 0
tmp <- c(MaxCambBuy, LambdaBid,VolBid)}
if(MaxCambBuy == CambBuyLimi0){
LambdaBid <- SupABb0(c)
VolBid <- 0
tmp <- c(MaxCambBuy, LambdaBid,VolBid)}}}
#*********************************
else {# (a = NumStep)
if (((b>-Ymax)&&(b<Ymax))|(b==-Ymax)){
CambBuy1 <- rep(0, limitebuy(b) )
CambBuy0 <- rep(0, limitebuy(b))
# length(CambBuy0)
for (k in 1:length(CambBuy0)) {
CambBuy1[k] <- SupABb1(c)*(FHIIS(a,b,lb[k],c)-FHIIS(a,b,0,c)
+((c*delta/2)-delta*1)*lb[k]) # Change Bid, pongo 1 en la indicadora
CambBuy0[k] <- SupABb0(c)*(FHIIS(a,b,lb[k],c)-FHIIS(a,b,0,c)+
((c*delta/2)-delta*0)*lb[k]) # Change Bid, pongo 0 en la indicadora
} # cierra for
MaxCambBuy1 <- max(CambBuy1)
MaxCambBuy0 <- max(CambBuy0)
MaxCambBuy <- max(MaxCambBuy1,MaxCambBuy0)
if (MaxCambBuy == MaxCambBuy1){
LambdaBid <- SupABb1(c)
VolBid <- (which.max(CambBuy1))-1
tmp <- c(MaxCambBuy, LambdaBid,VolBid) }
if(MaxCambBuy == MaxCambBuy0){
LambdaBid <- SupABb0(c)
VolBid <- (which.max(CambBuy0))-1
tmp <- c(MaxCambBuy, LambdaBid,VolBid)}} # Cierra IF
if (b == Ymax){
CambBuyLimi1 <- SupABb1(c)*(FHIIS(a,b,lb[1],c)-FHIIS(a,b,0,c)
+((c*delta/2)-delta*1)*lb[1]) # Change Bid, pongo 1 en la indicadora
CambBuyLimi0 <- SupABb0(c)*( FHIIS(a,b,lb[1],c)-FHIIS(a,b,0,c)
+((c*delta/2)-delta*0)*lb[1]) # Change Bid, pongo 0 en la indicadora
MaxCambBuy <- max(CambBuyLimi1,CambBuyLimi0)
MaxCambBuy<-0
LambdaBid <- sample(c( SupABb1(c), SupABb0(c)) ,1)
VolBid <- 0
tmp <- c(MaxCambBuy, LambdaBid,VolBid)} # Cierra if (Invent == Ymax)
} # Cierra else (a = NumStep)
return(tmp) }
#*****************************************************************
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# FUNCIO´N dFI
#*****************************************************************
dFI = function(a,b,FIi,c) { # RETURNS LIMIT ORDERS
FIMake <- -sum(Rij(a,c)*(FHJ-FIi))- TERFHIBID(a,b,c)[1]- TERFHIASK(a,b,c)[1]- gam*(b^2)
return(FIMake) }
#******************************************************************************
# SOLUCIO´N ME´TODO DE EULER
#******************************************************************************
# Informacio´n Venta, compra y mercado
INFOMERCA1 <- matrix(0,longy,2);INFOMERCA2 <- matrix(0,longy,2)
INFOMERCA3 <- matrix(0,longy,2);INFOVENTA1 <- matrix(0,longy,3)
INFOVENTA2 <- matrix(0,longy,3);INFOVENTA3 <- matrix(0,longy,3)
INFOCOMPRA1 <- matrix(0,longy,3); INFOCOMPRA2 <- matrix(0,longy,3)
INFOCOMPRA3 <- matrix(0,longy,3)
#******************************************************************************
# CONDICIONES FINALES FHI Y FHIE
#******************************************************************************
for( s in 1:longy){
Invent <- y[longy-s+1]
j= NumStep
MIN1[s,NumStep]=FHIE1[s,NumStep]=FHI1[s, NumStep] <- FITER(Invent,1)
MIN2[s,NumStep]=FHIE2[s,NumStep]=FHI2[s, NumStep] <- FITER(Invent,2)
MIN3[s,NumStep]=FHIE3[s,NumStep]=FHI3[s, NumStep] <- FITER(Invent,3)
INFOMERCA1[s,] <- TERFHIE(j,Invent, 1) # Informacio´n Venta Spread 1
INFOMERCA2[s,] <- TERFHIE(j,Invent, 2) # Informacio´n Venta Spread 2
INFOMERCA3[s,] <- TERFHIE(j,Invent, 3) # Informacio´n Venta Spread 3
INFOVENTA1[s,] <- TERFHIASK(j,Invent, 1) # Informacio´n Venta Spread 1
INFOVENTA2[s,] <- TERFHIASK(j,Invent, 2) # Informacio´n Venta Spread 2
INFOVENTA3[s,] <- TERFHIASK(j,Invent, 3) # Informacio´n Venta Spread 3
INFOCOMPRA1[s,] <- TERFHIBID(j,Invent, 1) # Informacio´n Venta Spread 1
INFOCOMPRA2[s,] <- TERFHIBID(j,Invent, 2) # Informacio´n Venta Spread 2
INFOCOMPRA3[s,] <- TERFHIBID(j,Invent, 3) # Informacio´n Venta Spread 3
} # Cierra for(s in 1:longy); For Para cambiar en el inventario
##************************************
# GUARDA EN EL U´LTIMO PASO LOS MA´XIMOS DE VENTA Y COMPRA Y MERCADO
#*************************************
# Maximo de Venta y Compra O´ptimas
FHIASK1[ ,NumStep] <- INFOVENTA1[ ,1] ; FHIASK2[ ,NumStep] <- INFOVENTA2[ ,1]
FHIASK3[ ,NumStep] <- INFOVENTA3[ ,1] ;
FHIBID1[,NumStep] <- INFOCOMPRA1[,1] ; FHIBID2[,NumStep] <- INFOCOMPRA2[,1]
FHIBID3[,NumStep] <- INFOCOMPRA3[,1] ;
# Lambda Cotizacion Venta y Compra O´ptimas
QuoteAsk1[ ,NumStep] <- INFOVENTA1[,2]; QuoteAsk2[ ,NumStep] <- INFOVENTA2[,2]
QuoteAsk3[ ,NumStep] <- INFOVENTA3[,2];
QuoteBid1[,NumStep] <- INFOCOMPRA1[,2]; QuoteBid2[,NumStep] <- INFOCOMPRA2[,2]
QuoteBid3[,NumStep] <- INFOCOMPRA3[,2];
# Volumen O´ptimo de Venta, Compra, Mercado, en el paso final para cada spread :
VOLUMAsk1[,NumStep] <- INFOVENTA1[,3] ; VOLUMAsk2[,NumStep] <- INFOVENTA2[,3]
VOLUMAsk3[,NumStep] <- INFOVENTA3[,3] ;
VOLUMBid1[,NumStep] <- INFOCOMPRA1[,3]; VOLUMBid2[, NumStep] <- INFOCOMPRA2[,3]
VOLUMBid3[,NumStep] <- INFOCOMPRA3[,3];
VOLUMMERC1[, NumStep]<- INFOMERCA1[,2];VOLUMMERC2[, NumStep] <- INFOMERCA2[,2]
VOLUMMERC3[, NumStep]<- INFOMERCA3[,2];
#******************************************************************************
# ECUACIONES DE RECURSIO´N
#******************************************************************************
# For Para cambiar iteracion en la ecuacion diferencial y en el sup mercado
for( j in (NumStep-1):1) {
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#************************************************#
# MATRICES PARA GUARDAR, CAMBIAN EN CADA TIEMPO #
#************************************************#
INFOVENTA1 <- matrix(0,longy,3); INFOVENTA2 <- matrix(0,longy,3)
INFOVENTA3 <- matrix(0,longy,3); INFOCOMPRA1 <- matrix(0,longy,3)
INFOCOMPRA2 <- matrix(0,longy,3);INFOCOMPRA3 <- matrix(0,longy,3)
INFOMERCA1 = INFOMERCA2 = INFOMERCA3 <- matrix(0,longy,2 ) # Informacio´n Ventas Spread 1,2,3
#*****************************************************************
for( s in 1:longy){ # For Para cambiar en el inventario
Invent <- y[longy-s+1]
### ITERACIO´N FUNCIO´N FHI
#*******************************
FHJ <- c(FHI1[s,j+1],FHI2[s,j+1],FHI3[s,j+1])
LIMORDS1[s,j+1] <- dFI(j+1,Invent,MIN1[s,j+1],1) # LIMITE ORDEN Spread 1
LIMORDS2[s,j+1] <- dFI(j+1,Invent,MIN2[s,j+1],2) # LIMITE ORDEN Spread 2
LIMORDS3[s,j+1] <- dFI(j+1,Invent,MIN3[s,j+1],3) # LIMITE ORDEN Spread 3
FHI1[s,j] <- MIN1[s,j+1] - DELTAt * LIMORDS1[s,j+1]
FHI2[s,j] <- MIN2[s,j+1] - DELTAt * LIMORDS2[s,j+1]
FHI3[s,j] <- MIN3[s,j+1] - DELTAt * LIMORDS3[s,j+1]
INFOVENTA1[s,] <- TERFHIASK(j,Invent,1) # Informacio´n Venta Spread 1
INFOVENTA2[s,] <- TERFHIASK(j,Invent,2) # Informacio´n Venta Spread 2
INFOVENTA3[s,] <- TERFHIASK(j,Invent,3) # Informacio´n Venta Spread 3
INFOCOMPRA1[s,] <- TERFHIBID(j,Invent,1) # Informacio´n Compra Spread 1
INFOCOMPRA2[s,] <- TERFHIBID(j,Invent,2) # Informacio´n Compra Spread 2
INFOCOMPRA3[s,] <- TERFHIBID(j,Invent,3) # Informacio´n Compra Spread 3
INFOMERCA1[s,] <- TERFHIE(j,Invent,1) # Informacio´n Mercado Spread 1
INFOMERCA2[s,] <- TERFHIE(j,Invent,2) # Informacio´n Mercado Spread 2
INFOMERCA3[s,] <- TERFHIE(j,Invent,3) # Informacio´n Mercado Spread 3
} # Cierra for(s in 1:longy);
##************************************
# GUARDA EN LA MATRIZ FHIASK EN EL PASO j EL VALOR EN EL CUAL ENCUENTRA EL MA´XIMO DE VENTA
#*************************************
FHIASK1[ ,j] <- INFOVENTA1[ ,1]
FHIASK2[ ,j] <- INFOVENTA2[ ,1]
FHIASK3[ ,j] <- INFOVENTA3[ ,1]
##************************************
# GUARDA EN LA MATRIZ FHIBID EN EL PASO j EL VALOR EN EL CUAL ENCUENTRA EL MA´XIMO DE COMPRA
#*************************************
FHIBID1[, j] <- INFOCOMPRA1[,1] # Terminal condition FHIASK, of Spread 1
FHIBID2[, j] <- INFOCOMPRA2[,1] # Terminal condition FHIASK, of Spread 2
FHIBID3[, j] <- INFOCOMPRA3[,1] # Terminal condition FHIASK, of Spread 3
##************************************
# GUARDA EN LA MATRIZ QuoteAsk EN EL PASO j LA COTIZACIO´N EN EL CUAL OBTIENE EL MA´XIMO DE VENTA
#*************************************
QuoteAsk1[ ,j] <- INFOVENTA1[,2] # Lambda Final ASK, of Spread 1
QuoteAsk2[ ,j] <- INFOVENTA2[,2] # Lambda Final ASK, of Spread 2
QuoteAsk3[ ,j] <- INFOVENTA3[,2] # Lambda Final ASK, of Spread 3
##************************************
# GUARDA EN LA MATRIZ VOLUMAsk EN EL PASO j EL VOLUMEN EN EL CUAL OBTIENE EL MA´XIMO DE VENTA
#*************************************
VOLUMAsk1[, j] <- INFOVENTA1[,3] # Tama~no Optimo ASK, of Spread 1
VOLUMAsk2[, j] <- INFOVENTA2[,3] # Tama~no Optimo ASK, of Spread 2
VOLUMAsk3[, j] <- INFOVENTA3[,3] # Tama~no Optimo ASK, of Spread 3
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##************************************
# GUARDA EN LA MATRIZ QuoteBid EN EL PASO j LA COTIZACIO´N EN EL CUAL OBTIENE EL MA´XIMO DE COMPRA
#*************************************
QuoteBid1[, j] <- INFOCOMPRA1[,2] # Lambda Final BID, of Spread 1
QuoteBid2[, j] <- INFOCOMPRA2[,2] # Lambda Final BID, of Spread 2
QuoteBid3[, j] <- INFOCOMPRA3[,2] # Lambda Final BID, of Spread 3
##************************************
# GUARDA EN LA MATRIZ VOLUMBid EN EL PASO j, EL VOLUMEN EN EL CUAL OBTIENE EL MA´XIMO DE COMPRA
#*************************************
VOLUMBid1[, j] <- INFOCOMPRA1[,3] # Tama~no O´ptimo BID, of Spread 1
VOLUMBid2[, j] <- INFOCOMPRA2[,3] # Tama~no O´ptimo BID, of Spread 2
VOLUMBid3[, j] <- INFOCOMPRA3[,3] # Tama~no O´ptimo BID, of Spread 3
##************************************
# GUARDA EN LA MATRIZ VOLUMMERC EN EL PASO j, EL VOLUMEN EN EL CUAL OBTIENE EL MA´XIMO DE MERCADO
#*************************************
VOLUMMERC1[, j] <- INFOMERCA1[,2]
VOLUMMERC2[, j] <- INFOMERCA2[,2]
VOLUMMERC3[, j] <- INFOMERCA3[,2]
##************************************
# GUARDA EN LA MATRIZ FHIE EN EL PASO j, EL CALCULO DEL MA´XIMO DE MERCADO
#*************************************
FHIE1[,j] <- INFOMERCA1[,1]
FHIE2[,j] <- INFOMERCA2[,1]
FHIE3[,j] <- INFOMERCA3[,1]
#*************************************
for( s in 1:longy){
## Este for es para actualizar los FHI en cada paso
MIN1[s,j] <- min(FHI1[s,j],FHIE1[s,j])
MIN2[s,j] <- min(FHI2[s,j],FHIE2[s,j])
MIN3[s,j] <- min(FHI3[s,j],FHIE3[s,j])
} # Cierra for( s in 1:longy)
} # Cierra for( j in NumStep:0)
#############################
FHI1[,j] <- INFOMERCA1[,1]; FHI2[,j] <- INFOMERCA2[,1]
FHI3[,j] <- INFOMERCA3[,1]; FHIE1[,j]<- INFOMERCA1[,1]
FHIE2[,j] <- INFOMERCA2[,1]; FHIE3[,j]<-INFOMERCA3[,1]
MIN1[s,j] <- min(FHI1[s,j],FHIE1[s,j])
MIN2[s,j] <- min(FHI2[s,j],FHIE2[s,j])
MIN3[s,j] <- min(FHI3[s,j],FHIE3[s,j])
#******************************************************************************
# CALCULO PRIMER PASO O´RDENES LI´MITE
#******************************************************************************
for( s in 1:longy){ # For Para cambiar en el inventario
Invent <- y[longy-s+1]
j=1
FHJ <- c(FHI1[s,j],FHI2[s,j],FHI3[s,j])
LIMORDS1[s,j] <- dFI(j,Invent,FHI1[s,j],1) # LIMITE ORDEN Spread 1
LIMORDS2[s,j] <- dFI(j,Invent,FHI2[s,j],2) # LIMITE ORDEN Spread 2
LIMORDS3[s,j] <- dFI(j,Invent,FHI3[s,j],3) # LIMITE ORDEN Spread 3
} # Cierra for (s in 1:longy)
#******************************************************************************
#******************************************************************************
# SOLUCIO´N MINIMO ; SISTEMA O´RDENES LI´MITE Y DE MERCADO
#******************************************************************************
INDICLIM1 <- matrix(0,longy,NumStep) # Venta Spread 1
INDICLIM2<- matrix(0,longy,NumStep) # Venta Spread 1
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INDICLIM3<- matrix(0,longy,NumStep) # Venta Spread 1
for( s in 1:longy){
for( j in 1:NumStep){
INDICLIM1[s,j] <- ifelse(MIN1[s,j] == FHIE1[s,j], ’MERCADO’, ’LI´MITE’)
INDICLIM2[s,j] <- ifelse(MIN2[s,j] == FHIE2[s,j], ’MERCADO’, ’LI´MITE’)
INDICLIM3[s,j] <- ifelse(MIN3[s,j] == FHIE3[s,j], ’MERCADO’, ’LI´MITE’) }}
#***************************************************************
# FUNCIO´N DE VALOR
#***************************************************************
PRECIOINVENTARIO <- matrix(0,nrow=longy, ncol=NumStep)
for (i in 1:(longy)){
Invent <- y[longy-i+1] # Inventory is Fixed
PRECIOINVENTARIO[i,] <- Invent*P}
CAPINI <- 0 # Capital Inicial
VALOR1 <- CAPINI + PRECIOINVENTARIO + MIN1
VALOR2 <- CAPINI + PRECIOINVENTARIO + MIN2
VALOR3 <- CAPINI + PRECIOINVENTARIO + MIN3
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