Abstract: The paper presents a distributed model predictive control (DMPC) scheme for continuoustime nonlinear systems based on the alternating direction method of multipliers (ADMM). A stopping criterion in the ADMM algorithm limits the iterations and therefore the required communication effort during the distributed MPC solution at the expense of a suboptimal solution. Stability results are presented for the suboptimal DMPC scheme under two different ADMM convergence assumptions. In particular, it is shown that the required iterations in each ADMM step are bounded, which is also confirmed in simulation studies.
Introduction
Model predictive control (MPC) has become a popular control method due to its applicability for linear and nonlinear systems, the ability to handle constraints, and its optimal performance in terms of the cost function to be minimized [40, 4, 39] . Recently, the research on MPC for large-scale systems has led to the concept of distributed model predictive control (DMPC), see e.g. [5, 54, 51] , where subsystems of the global systems are controlled by local MPCs. The union of subsystem and controller is commonly called agent. If the MPC agents are allowed to exchange information among each other and apply a suitable coordination scheme, they can cooperatively solve the optimal control problem (OCP) underlying the MPC formulation for the complete system. The motivation for this multi-agent setup of the controller lies within its flexibility, since adding or removing agents does not require a complete redesign of a central MPC.
Dynamically coupled systems have been in the focus of DMPC research over the last years. Typically, the coupling between these systems is given by physical interconnection and cover a wide range of applications, for instance, cooperative payload transport in robotic applications [17] or transportation systems such as smart grids [62, 58] and water distribution networks [36, 49, 30] . There exists a variety of DMPC schemes in the literature that can be structured in terms of the considered system class and coupling, stability proporties and algorithmic considerations.
The majority of the literature on DMPC for dynamically coupled systems considers linear, discrete-time systems, see e.g. [23, 64, 44, 34, 15] , though continuous-time as well as nonlinear systems have been in the focus of the recent past as well [16, 43, 35, 14] . In most cases, the subsystems are assumed to be linearly coupled to the state and/or control variables of their neighbors [23, 64, 34, 14] . Alternative formulations concern linear output variables or functions [35, 15] or coupling constraints [44, 43] .
A common approach to ensure stability of a DMPC scheme for dynamically coupled systems is to use local terminal costs and terminal set constraints, which in connection with local controllers are rendered invariant and lead to a reduction of the terminal costs in the sense of control Lyapunov functions (CLF) [64, 44, 43, 34] . A further approach to guarantee stability is relaxed dynamic programming (RDP), where the existence of a control law in connection with a suitable descent condition is assumed [27] , that can be extended to DMPC as well [16, 23] . From a practical point of view, an important issue directly linked to stability is the tradeoff to be made between communication effort and control performance. For instance, a limited number of communication steps within a DMPC scheme will lead to a suboptimal solution, for which stability still has to be ensured. Moreover, terminal set constraints that are often assumed for stability are unfavorable from a numerical viewpoint, leading to an increased computational load for the single MPC agents compared to an MPC formulation without terminal constraints [37, 25] .
The numerical realization of DMPC requires a suitable decomposition scheme to allow for a parallel solution on the single MPC agents. One approach is to discretize the high-dimensional MPC optimization problem and use tailored parallelization schemes [60, 11, 45, 46] . These contributions mainly consider linear, discrete-time dynamics due to their favorable decomposability over nonlinear systems, which so far have been considered only sporadically [46, 35] . Another numerical realization of DMPC for coupled dynamical systems concerns primal decomposition, where a distributed solution is realized by local sensitivity-based approximations of the objective function of the neighboring subsystems [61, 62, 56] . The primal decomposition approach takes advantage of the superposition principle of linear systems, though certain extensions to nonlinear systems exist [55, 59] . A drawback of primal decomposition is that all local agents require knowledge of the overall system dynamics (an exception is [56] ), which restricts the flexibility and scalability of the DMPC scheme.
Another class of decomposition schemes concerns dual decomposition, where coupling constraints are taken into account by multipliers. The resulting formulation consists of a sum of cost functions that are coupled via equality constraints [52] and enable a parallel solution. The single subproblems are coordinated by the update of the multipliers serving as dual variables in the optimization. A variety of DMPC schemes relies on dual decomposition, see e.g. [7, 47, 46, 22, 11, 41] . Recent contributions in this field also consider extensions of dual decomposition to improve convergence, such as accelerated gradient methods [23] and in particular ADMM (Alternating Direction Method of Multipliers) [33, 16] .
This contribution presents a DMPC scheme for nonlinear, continuous-time systems, where the coupling of the subsystems is given by the state variables of its neighbors. The centralized MPC problem is formulated without terminal set constraints as the basis for an efficient numerical solution. The DMPC scheme is realized by dual decomposition and ADMM. A suitable stopping criterion is introduced to limit the ADMM iterations and therefore the communication effort between the local MPC agents. Besides the neighbor-to-neighbor communication between the ADMM iterates, the stopping criterion requires one global communication step or alternatively the definition of a master agent. The premature stopping of the ADMM algorithm leads to a suboptimal solution, where the remaining residual of the consistency conditions can be interpreted as the optimization error in each DMPC step. Assuming a linear convergence property for the ADMM algorithm itself, asymptotic stability as well as exponential decay of the optimization error is shown.
Though linear convergence of ADMM has recently been proved for different ADMM settings in finite and infinite dimensions [57, 31, 9, 21] , only few results exist for non-convex problems or nonlinear coupling. To this end and motivated by practical experiences, the linear ADMM convergence is relaxed to R-linear convergence in a next step. Under this assumption, it is shown that there exists an upper, finite bound on the ADMM iterations, such that the ADMM stopping criterion is satisfied and exponential stability in closed loop as well as exponential decay of the optimization error hold. This result also implies that the stopping criterion can be replaced by a (sufficiently large) fixed number of iterations in each DMPC step to circumvent the aforementioned global communication step for the stopping criterion. Two example systems are used to illustrate the ADMM-based DMPC scheme and to show the finiteness of the ADMM iterations as well as the scalability of the approach. The paper is outlined as follows: Section 2 introduces the coupled system dynamics and MPC formulation without terminal constraints and summarizes stability results for the centralized MPC case. The decomposition and the DMPC scheme based on ADMM with a tailored stopping criterion is described in Section 3. The stability analysis of the suboptimal DMPC scheme is carried out in Section 4. Finally, Section 5 presents simulation results for two coupled systems to illustrate the ADMM-based DMPC scheme, before conclusions are drawn in Section 6.
Several notations and norms are used within the paper. The standard norm used for a vector z ∈ R n is the Euclidean norm z := z 2 along with its induced matrix norm A := A 2 . The supremum norm z ∞ will be used occasionally. In addition, the supremum norm of a function
Finally, system variables are underlined (e.g. x), in order to distinguish them from MPC-internal variables.
System description and centralized MPC properties
The DMPC scheme in this paper is presented for nonlinear continuous-time systems, where the subsystems are coupled via their state variables. This section presents the problem statement along with the considered MPC formulation and summarizes the stability properties in a centralized MPC setting that serve as the basis for the subsequent DMPC scheme in the following sections.
Problem formulation
Distributed systems consisting of coupled dynamical systems are conveniently described by a directed graph G = (V, E), where the nodes i ∈ V = {1, . . . , N } represent the dynamical subsystems and the edges E ⊆ V × V reflect the coupling between two subsystems. The dynamics of subsystem i ∈ V is described bẏ
with the state x i ∈ R n i and control u i ∈ R m i . The coupling to neighboring subsystems is given by the states x j using the stacking notation [x j ] j∈N i← ∈ R p i with p i := j∈N i← n j and p = i∈V p i , whereby N i← = {j : (j, i) ∈ E, j = i}. Vice versa, N i→ = {j : (i, j) ∈ E, j = i} represent the neighbors that subsystem i ∈ V influences. In view of a distributed control scheme, N i← represent the "sending" neighbors, whereas N i← denote the "receiving" neighbors. Figure 1 shows an example of a coupled system with the dynamicṡ
The directed graph is defined by the knots V = {1, 2, 3} and edges E = {(1, 2), (1, 3), (2, 1), (3, 2)}. The sending and receiving neighborhoods are N 1← = {2}, N 2← = {1, 3}, N 3← = {1} and N 1→ = {1, 3}, N 2→ = {1}, N 3← = {2}, respectively.
The coupled subsystems (1) can be equivalently written in the centralized forṁ
with F = [f i ] i∈V and the stacked state and control vectors x = [x i ] i∈V ∈ R n , u = [u i ] i∈V ∈ R m of dimension n := i∈V n i and m := i∈V m i , respectively. Without loss of generality, the control task consists in controlling each subsystem (1) to the origin, i.e. 0 = f i (0, 0, 0), i ∈ V or equivalently 0 = F (0, 0) in the centralized form (3).
The MPC scheme to be considered is based on the online solution of the optimal control problem (OCP)
where the cost functional (4a) with the horizon length T > 0 consists of the integral and terminal cost functions for the single subsystems, i.e.
with l i : R n × R m → R + 0 and V i : R n → R + 0 , respectively. The set U is the Cartesian product i∈V U i of the compact and convex constraint sets U i for the controls u i of the subsystems (1). The initial value x(t k ) = x k = [x k,i ] i∈V is the current (measured or observed) state of the system (1) at sampling instant t k . The optimal solution of (4) is denoted by x * (τ ; x k ) and u * (τ ; x k ), τ ∈ [0, T ] with the optimal (minimal) cost
As ususally done in MPC, the first part of the control trajectory is applied to each subsystem (1) on the current sampling interval
with the sampling time ∆t > 0. From the centralized viewpoint and by the principle of optimality, the optimal control can be interpreted as a nonlinear control law of the form
The integral and terminal cost functions in (4d) are typically designed in quadratic form. In particular, it is assumed that there exist constants m l , M l > 0 and m V , M V ≥ 0 such that the centralized cost functions satisfy
The dynamics function (1), resp. (3), and the cost functions (4d) are supposed to be continuously differentiable. Moreover, throughout the paper, it is assumed that every bounded control trajectory u(t) ∈ U , t ∈ [0, T ] yields a bounded state response x(t), t ∈ [0, T ] and that an optimal solution of (4) exists.
Centralized MPC
The MPC scheme is based on an OCP formulation (4) without terminal constraints, which is motivated from the practical viewpoint to reduce the computational burden in an actual implementation. This section summarizes stability results from the literature on MPC without terminal constraints [37, 25, 26] . These results also serve as the basis for investigating the stability properties of the DMPC scheme developed in the next sections.
Several assumptions are necessary at this point. A common assumption in MPC is that the terminal cost V (x) is designed as a control Lyapunov function (CLF) detailed as follows.
Assumption 1.
There exists a feedback law u = κ V (x) ∈ U and a non-empty compact set
Provided that the linearization of the system (3) about the origin is stabilizable, the terminal cost V (x) and a linear feedback law κ V (x) can be computed by solving a Riccati or Lyapunov equation, which stabilizes the nonlinear system on a (possibly small) set Ω β [42, 50, 6] .
Lemma 1. Suppose that Assumption 1 holds and consider the set
Then, x * (T ; x k ) ∈ Ω β and Ω β ⊆ Γ α .
Lemma 1 states that the end point of the optimal trajectory x * (T ; x k ) automatically lies inside the region Ω β of the CLF terminal cost. Moreover, Γ α contains the region Ω β and can be enlarged by increasing T as indicated by (9) . The proof of Lemma 1 can be found in [26] .
This result eventually leads to the following Theorem 1 concerning the stability of the centralized MPC scheme over the domain of attraction Γ α . Theorem 1. Suppose that Assumption 1 holds. Then,
and the centralized MPC scheme stabilizes the origin in the sense of lim t→∞ x(t) = 0 for all
Theorem 1 (and the corresponding proof) is a simplified version of the one given in [25] . The stability in the sense of lim t→∞ x(t) = 0 follows from standard arguments in MPC using Barbalat's lemma. Stronger results such as exponential stability require additional continuity assumptions that will be employed later on in the paper.
Decomposition and ADMM scheme
The dynamically coupled OCP (4) of the centralized MPC scheme can be separated in terms of the single subsystems using dual decomposition in connection with an augmented Lagrangian formulation [3] . This is achieved by introducing local copies of the coupling variables along with further coordination variables to allow for a decomposable form of the augmented Lagrangian and a distributed solution based on ADMM.
Decomposition
The coupled subsystems (1) are decomposed by introducing local copies of the coupling variables [x j ] j∈N i← ∈ R p i that render the subsystem dynamics independent of its neighbors j ∈ N i← , i.e.
The local copies are defined as
where v ji represents the local copy of state x j , j ∈ N i← for subsystem i ∈ V. In order to use a separable augmented Lagrangian formulation for the distributed ADMM algorithm, further "coordination" variables z i along with the consistency constraints
are introduced. 3 Figure 2 illustrates the decomposition for the previous example system in (2) and Figure 1 . The local copies of the subsystems are given by
and the consistency constraints (13a) and (13b) read
accordingly.
To ease notations, we introduce the stacking notation and multipliers and define the augmented Lagrangian
subject to the dynamics (11). The consistency constraints (13) are adjoined to (17) by means of the multipliers defined in (16), where µ ii and µ ij are associated with (13a) and (13b), respectively. The consistency constraints are additionally penalized in (17) with parameter ρ > 0, as typically done in augmented Lagrangian formulations.
Provided that strong duality holds, the optimal pairing (w * , z * , µ * ) = (w * , z * , µ * )(τ ; x k ) satisfies the saddle point condition
which implies that the optimal value J ρ (w * , z * , µ * ; x k ) is minimized w.r.t. the primal variables (w, z) and maximized in terms of the multipliers µ respresenting the dual variables. Instead of solving OCP (4) directly, we can employ an ADMM algorithm where each iteration q is given by An assumption and discussion on the convergence of the ADMM algorithm can be found in Section 4. The next subsection exploits the separability of the augmented Lagrangian (17) to derive a distributed MPC algorithm for the dynamically coupled system (1). In particular, a suitable stopping criterion for the ADMM iterates (19) is necessary, which will be in the focus of the remainder of the paper.
Distributed solution by ADMM
The augmented Lagrangian (17) can be separated in the single subsystems i ∈ V, which allows to solve the ADMM iterations in a distributed manner. Moreover, the minimization (19b) can be solved analytically, as z is not involved in the system dynamics (11) . The following lines summarize the distributed ADMM algorithm for each local MPC agent associated to subsystem i ∈ V that is executed in each MPC step with the current system state
The dependency of the trajectories on τ ∈ [0, T ] and x k is omitted in the algorithm for the sake of readability.
1) Local initialization
• Choose ρ > 0 (penalty parameter) and d > 0 (stopping criterion).
• Initialize (z 0 i , µ 0 i ) and set q = 1.
• Receive z 0 j from neighbors j ∈ N i← and µ 0 ij from neighbors j ∈ N i→ . 2) Local minimization
• Receive z q j from neighbors j ∈ N i← . 3) Local multiplier update
• Compute local copies of µ q ij with
4) Stopping criterion
• Quit, if
is satisfied in iteration q k := q and for all i ∈ V.
• Otherwise, increment q and return to 2).
The minimization problems (20) are local MPC problems directly following from the splitting of the augmented Lagrangian (17) subject to the decoupled dynamics (11) . The explicit computations of the local variables z q i according to (21) directly follows from the analytic solution of the minimization problem (19b), as mentioned before. The multiplier update in Step 3) computes µ q i as defined in (16) . Moreover, the additional step (23) generates local copies of the multipliers µ q ij associated with the neighboring MPC agents j ∈ N i→ in order to avoid an additional communication step.
An important part of the algorithm concerns the stopping criterion in Step 4) that terminates the ADMM algorithm at a certain iteration number q k in the current MPC step k. The criterion (24) evaluates the progress of (z q i , µ q i ) between two iterations. In particular, the norm of µ
is a direct measure for the residual of the consistency constraints (13) , which becomes obvious in view of the multiplier update (22) . The stopping criterion is formulated in terms of the norm of the current local system state x k,i with the constant d > 0. This leads to a contraction of the stopping criterion during the stabilization of the overall system to the origin. The stopping criterion (24) is locally evaluated, but has to be satisfied by all MPC agents i ∈ V. This requires one global communication step, either by broadcasting the convergence flag of each MPC agent to the whole network or alternatively by defining a master agent that collects all convergence flags and in turn communicates the termination of the algorithm to all agents if (24) is satisfied. Note that the evaluation of the stopping criterion involves the only global communication step of the algorithm, as the updates during one ADMM iteration only require neighbor-to-neighbor communication. 4 In the first MPC step k = 0, the ADMM algorithm is locally initialized in Step 1) with appropriate trajectories (z 0 i , µ 0 i ). The subsequent MPC steps k ≥ 1 rely on the solutions from the previous run,
When the stopping criterion (24) is satisfied, the control trajectories u q k = u q k (τ ; x k ) from the last iteration q k are used as local controls for the actual subsystems (1), i.e.
Similar to (7), the principle of optimality allows one to express the computed controls u q k = [u q k i ] i∈V as a nonlinear control law of the form
with
Note, however, that in contrast to the centralized MPC case (7), κ is parametrized by the trajectories of the previous iteration z q k −1 (·; x k ) and µ q k −1 (·; x k ).
Distributed MPC stability
The distributed MPC scheme presented in the last section is suboptimal in the sense that the stopping criterion leads to a premature stop of the iterations. As a consequence, the ADMM-based solution is not consistent with the centralized MPC solution in Section 2.2 and requires to take a closer look at the distributed MPC scheme and the effects of the stopping criterion. This section therefore derives stability results for the DMPC scheme under linear convergence assumptions on the ADMM algorithm that are subsequently relaxed in a second step.
Preliminaries
The stopping criterion (24) has the advantage to limit the ADMM iterations and the corresponding communication effort in each MPC step. On the downside, the premature exit implies that the computed trajectories u q k (·; x k ) do not correspond to the optimal ones u * (·; x k ) from the centralized OCP (4). In particular, the consistency constraints (13) are not exactly satisfied, leading to different state trajectories of the local MPC predictions, the actual realizations and the optimal ones of the centralized MPC solution. In detail, we have to distinguish between the following state trajectories:
• the individual predicted state trajectories x q k (·; x k ) = [x q k i (·; x k,i )] i∈V as part of the solution of the local OCPs (20), i.e.
where f = [f i ] i∈V and v = [v i ] i∈V stack the dynamics functions f i and local copies v i in (20b),
• the actual predicted state trajectory x q k F (·; x k ) following from applying the controls u q k (·; x k ) to the system (3), i.e.
• the optimal predicted state trajectory x * (·; x k ) = [x * i (·; x k,i )] i∈V following from solving the centralized OCP (4), i.e.
In general, the single trajectories will differ from each other due to the premature stopping criterion (24) . In the receding horizon fashion of MPC this implies that the system state x k+1 = x(t k+1 ) at the next sampling instant will lie on the actual state trajectory x k+1 = x q k F (∆t; x k ) and not on the individual trajectory x q k (∆t; x k ) or the optimal one x * (∆t; x k ). This discrepancy is captured in the error between the actual and optimal trajectory
that can be interpreted as the optimization error or suboptimality measure in each MPC step k. The error (31) will be of importance for the stability analysis in Section 4.2. To this end, several assumptions are necessary to proceed.
Assumption 2. The optimal cost (5) is twice continuously differentiable and the optimal feedback laws (7) and (27) are locally Lipschitz in their arguments.
The continuity properties in Assumption 2 are necessary to derive certain bounds during the stability analysis. Another assumption concerns the existence of optimal multipliers for the augmented Lagrangian formulation (17).
Assumption 3. There exist unique bounded multipliers µ * (τ ; x k ), τ ∈ [0, T ] satisfying the saddle point condition (18) . Moreover, µ * (·; x k ) and z * (·; x k ) are locally Lipschitz for all x k ∈ Γ α .
For the ADMM algorithm (19) and its distributed solution in Section 3.2, we have to assume boundedness as well as convergence for the iterated solutions. To this end, denote M α := {µ * (·; x k ) | x k ∈ Γ α } and Z α := {z * (·; x k ) | x k ∈ Γ α } the compact and non-empty sets of optimal multipliers µ * and variables z * and let M σµ α and Z σz α be corresponding σ-neighborhoods with σ µ , σ z > 0.
Assumption 4. The ADMM algorithm (19) generates bounded trajectories in the sense that ∃σ µ , σ z > 0 such that µ q (·; x k ) ∈ M σµ α , z q (·; x k ) ∈ Z σz α for a given initialization (q = 0) and the subsequent iterations (q = 1, 2, . . .).
Assumption 5. The ADMM iterates are linearly convergent in the sense
for some C ∈ [0, 1).
The linear convergence assumption is certainly the strongest assumption for proving stability of the suboptimal ADMM-based DMPC scheme. The investigation of convergence for ADMM algorithms has been in the focus of research over the last years, mostly assuming finite-dimensional and convex optimization problems. For instance, linear ADMM convergence rates either for primal and/or dual variables are shown in [29, 57, 10, 31] . For ADMM in an infinite-dimensional setting but with convexity assumptions, [18, 8, 20, 9, 21] prove convergence by applying the Peaceman-Rachford or Douglas-Rachford method to the dual problem, which is equivalent to using ADMM in the primal case. However, non-convex problems or nonlinear couplings have only been considered sporadically or for specific problems [1, 2, 38, 63] . In particular and to the best knowledge of the authors, there exist no convergence results in the case of ADMM for state-coupled nonlinear OCPs as considered in this paper, though the above-mentioned references may lead to similar convergence results in the future. Moreover, a relaxation of Assumption 5 will be considered in Section 4.3.
Stability results
The investigation of stability requires to look at the error ∆x 
Proof. See Appendix A.1.
In the optimal, centralized MPC case, the system state in the next sampling step t k+1 = t k + ∆t lies on the optimal state trajectory (30) and the optimal cost J * (x * (∆t; x k )) decreases according to (10) . This is not the case for the DMPC scheme, since the error ∆x q k F (·; x k ) has a direct influence on the behavior of the optimal cost from one step to the next. In particular, the next system state is given by
The next lemma bridges the gap between the optimal cost decay given in (10) and the distributed, suboptimal ADMM solution.
Lemma 3. Suppose that Assumption 2 holds. Then, there exists a set Γα ⊂ Γ α withα =α(d, ∆t) such that x q k F (∆t; x k ) ∈ Γ α for all x k ∈ Γα. Moreover, there exist constants 0 < a ≤ 1 and b, c > 0 such that ∀x k ∈ Γα,
Proof. To prove the first statement of the lemma, consider the bound on the actual state trajectory at sampling time ∆t as given in (34)
where the second line follows from (33) To ease notations in the following lines, we define x k+1 = x q k F (∆t; x k ) and x * k+1 = x * (∆t; x k ) that both are located inside Γ α and consider the following line integral along a linear path x * k+1 + s ∆x k+1 with ∆x k+1 = ∆x q k F (∆t; x k ) and s ∈ [0, 1], which by the choice ofα likewise lies completely within Γ α :
Since J * (·) is two times differentiable over the compact set Γ α , there exists a constant B > 0 such that ∇J * (x) ≤ B x and ∇ 2 J * (x) ≤ B for all x ∈ Γ α , which yields the last line in (37) . The first term in (37) can be expressed as J * (x * k+1 ) ≤ (1 − a)J * (x k ) using (10) In contrast to the centralized MPC case, where the optimal cost (10) decreases from one MPC step to the next, the relation (35) reveals the influence of the error ∆x q k F (·; x k ) that opposes the contraction term (1 − a)J * (x k ). Moreover, Lemma 3 restricts the original domain of attraction Γ α from the centralized MPC case to the smaller set Γα. Based on Lemma 2 and 3, the stability of the DMPC scheme is shown in the following theorem.
Theorem 2. Suppose that Assumptions 1-5 hold. Then, there exists a sufficiently small constant d > 0 in the ADMM stopping criterion (24) such that the optimal cost (5) as well as the error (31) decay exponentially for all x 0 ∈ Γα and the DMPC scheme stabilizes the origin exponentially.
Proof. The result (33) of Lemma 2 can be expressed in terms of the optimal cost using the quadratic bound (A.15), i.e.
Combining this relation with (35) of Lemma 3 results in
In particular,
which implies exponential decay of both the optimal cost J * (x k ) ≤ C k J J * (x 0 ) ≤ C k Jα and the error ∆x
Exponential stability in continuous time requires to look at the state trajectory in closed-loop, i.e.
Employing the triangle inequality, the bound (A.12), the definition of the stopping criterion (24) and the bounds on d and x k ,
bounds the trajectory for τ ∈ [0, ∆t] in every MPC step k. The asymptotic decay of this bound with increasing k implies the existence of an exponential envelope function with constants
The proof of Theorem 2 shows that an explicit value for d can be computed, cf. (40) . However, this value is usually too conservative to be used for design purposes due to the different Lipschitz and continuity estimates that are involved. Nevertheless, Theorem 2 states that the constant d > 0 in the ADMM stopping criterion (24) can always be chosen small enough to ensure stability and incremental improvement of the DMPC scheme. The explicit choice of d depends on the DMPC problem at hand and also represents a trade-off between control performance and the number of ADMM iterations in each MPC step. An interesting statement on the number of iterations q k that are actually needed to fulfill the stopping criterion (24) follows as outcome of the next section.
Relaxed ADMM convergence assumptions
The stability results in Section 4.2 assume linear convergence of the ADMM algorithm (Assumption 5). Though linear convergence for ADMM has recently been shown in different settings, see the literature overview at the end of Section 4.1, it can be restrictive in practice. To this end, we consider a relaxation of Assumption 5 in form of R-linear convergence.
Assumption 6. The ADMM iterates are R-linearly convergent in the sense of
for some C 0 > 0 and C ∈ [0, 1).
Assumption 6 is clearly weaker than Assumption 5, as the right-hand side of (43) describes an envelope function that allows for temporary increases of the iterates on the left-hand side of (43) . R-linear convergence for ADMM has been investigated in the literature, for instance, in [48, 19, 10, 31] , also see [28] for a corresponding literature overview. An example for R-linear ADMM convergence will also be part of the simulation results in Section 5.
Theorem 3. Suppose that Assumptions 1-4 and 6 hold. Then, there exists a fixed number of iterationŝ q > 0 for the ADMM algorithm without evaluating the stopping criterion (24) such that the optimal cost (5) and the error (31) decay exponentially for all x 0 ∈ Γα and the DMPC scheme stabilizes the origin exponentially.
Proof. To simplify the following considerations, we use the compact notation z q|k := z q (·; x k ) as well as δz q|k := z q|k − z q−1|k and ∆z q|k := z q|k − z * |k for z as well as for the multipliers µ. The R-linear convergence property (43) together with Minkowski's inequality yields the bound
Hence, given the current system state x k = [x k,i ] i∈V , the previous stopping criterion (24) can always be satisfied for q ≥ q k with
As a consequence of (44), this also implies
with C ∈ [0, 1). The latter bound can be used to substitute the linear convergence bound in the third line of (A.8). Hence, if q ≥ q k for all MPC steps k and provided that q k is finite, the results of Lemma 2 and Theorem 2 also hold for the R-linear convergence case.
The boundedness of a fixed upper iteration limitq := max k∈N + 0 q k for all k can be shown by induction. In the initial MPC step k = 0 and according to (45) , q 0 depends on the initial state x 0 ∈ Γα and the errors (∆z 0|0 , ∆µ 0|0 ) of the initial trajectories µ 0|0 ∈ M σµ α and z 0|0 ∈ Z σz α . The compactness of the sets Γα and M σµ α , Z σz α guarantees that there exists an upper bound on q 0 that holds for all admissible x 0 and (∆z 0|0 , ∆µ 0|0 ). Following the lines of the proof of Theorem 2 then shows that J * (x 1 ) ≤ C J J * (x 0 ) with C J < 1 provided that d is sufficiently small.
For an arbitrary MPC step k, assume that q k iterations yield
and MPC step k + 1 is initialized according to (25) . As reasoned above, the proof of Theorem 2 then yields J * (x k+1 ) ≤ C J J * (x k ). Next, consider the following bound in step k + 1
that follows from Minkowski's inequality, the R-linear convergence property in Assumption 6, and the warm start (25) for MPC step k + 1. Regarding the second bracket term in the last line of (48), Assumption 3 implies that there exist finite Lipschitz constants L z , L µ > 0 over the compact set Γ α such that
for all x k ∈ Γα (remember that x k+1 ∈ Γ α as shown in Lemma 3). The norm of the current state x k can be related to
where the reverse triangle inequality together with (A.13) and (33) was used (note that Lemma 2 holds as reasoned above). If d is sufficiently small such that d < e −L∆t /D, then x k is upper bounded by x k+1 according to
This shows together with (47) that (48) can be expressed in terms of x k+1 and the iteration number q δz q|k+1 δµ q|k+1
with the constant E 3 :
+ L µ + L z and the second bound directly following from (48) as reasoned before. Hence, if q satisfies q ≥ q k+1 with
the bounds (52) become
which completes the induction step. Note that q k+1 in (53) is independent of k. This shows that there exists a fixed number of iterations, given byq = max{q 0 , q k+1 } such that exponential stability and exponential decay of the error (31) follows along the lines of Theorem 2.
Theorem 3 states that using a sufficiently large number of iterationsq instead of the stopping criterion (24) is sufficient in order to guarantee exponential stability of the DMPC scheme. In fact, showing stability based on the stopping criterion requires the linear convergence assumption (see Theorem 2). On the one hand, using a fixed number of ADMM iterations avoids the global communication step that is required to check the satisfaction of (24) for all MPC agents i ∈ V. On the other hand, the number of iterations q k for satisfying the stopping criterion (24) will in practice be lower for achieving the same performance.
The following corollary is a straightforward consequence of Theorem 3 applied to the linear convergence case of Section 3.2. This result in connection with the stopping criterion (24) coincides with numerical experiences showing that q k is typically largest for the first MPC step k = 0 and subsequently converges to a constant limit for increasing k that depends on the choice of d > 0, i.e. on the strictness of the stopping criterion.
The numerical examples in the following Section 5 will further highlight this behavior.
Simulation Results
Two simulation examples are used to demonstrate the performance of the ADMM-based DMPC scheme. The general solution behavior and influence of the stopping criterion are investigated for a system of coupled Van der Pol oscillators, whereas the scalability for larger systems is shown for a spring mass system with a variable number of masses. The problems are implemented within an object-oriented framework in Matlab. The local OCPs (20) are solved with the toolbox GRAMPC [32].
Van der Pol oscillators
The following system describes a set of three coupled Van der Pol oscillators [13, 12] 
with the controls u i subject to the constraints |u i | ≤ 1 rad/s 2 , i ∈ V = {1, 2, 3}. The single subsystems can be written in the form (1) with the states x i = [φ i ,φ i ] T and the neighborhood of each subsystem given by
Note that the original representation of the dynamics [12] was transformed into (55) , in order to shift the setpoint to be stabilized to the origin.
The cost functions for the MPC formulation (4) are chosen in quadratic form
The weights Q = diag (30, 30) and r = 0.1 as well as the weighting matrices P i = P T i > 0 for the terminal costs are taken from [12] . In particular, P i is obtained by solving the Lyapunov equation
given by the jacobians (
) evaluated at the origin. The block-diagonal matrix K = diag(K 1 , K 2 , K 3 ) determines the linear feedback law u = κ V (x) = Kx with K 1 = [3.6, 5.3] and K 2 = K 3 = [2.0, 5.0], cf. [12] . The additional weighting parameter γ = 0.2 in (57) ensures Assumption 1, since compared to [12] not onlyV (x, κ V (x)) ≤ 0 butV (x, κ V (x)) + l((x, κ V (x))) ≤ 0 must be satisfied. Finally, the MPC horizon and the sampling time are set to T = 3 s and ∆t = 0.1 s, respecticely. The initial values for the DMPC simulation are chosen as φ 1,0 = 0.698, φ 2,0 = 0.279, φ 3,0 = −0.611 andφ i,0 = 0 corresponding to [12] in the untransformed system representation. The upper half of Figure 3 shows the angles φ i and constrained controls u i for two values of the constant d in the stopping criterion (24) . In addition, the lower half of Figure 3 shows the exponential decay of the optimal cost value and the iterations q k in each MPC step for satisfying the stopping criterion. The difference between the two values d = 0.5 and d = 0.005 is particularly visible in terms of the controls u i and ADMM iterations q k . The "softer" setting d = 0.5 leads to slightly delayed trajectories with larger magnitudes, while the stricter choice d = 0.005 requires a clearly higher number of iterations q k than in case of the more relaxed setting d = 0.5.
In both cases, it is visible that q k in the right lower part of Figure 3 is bounded and converges to a fixed limit, which is inline with Corollary 1. Figure 4 additionally shows the average number of iterations q k for different values d which again illustrates the higher computational effort for satisfying the stricter stopping criterion (24) as d is decreased.
An interesting question concerns the convergence behavior of the ADMM iterations in view of the linear and R-linear convergence assumptions (32) and (43), respectively. Figure 5 shows the residual norm plotted over the iterations q for different initializations of the ADMM algorithm. Although linear convergence is not guaranteed in each iteration q, the algorithm is at least R-linearly convergent. The corresponding envelope function according to the right-hand side of (43) in Assumption 6 is shown in Figure 5 .
Scalable spring mass system
The second example is a scalable spring-mass system that is used to investigate the scalalility and behavior of the ADMM iterations q k for increasing numbers of subsystems N . The setup is similar to [53] , where a damped spring-mass system was considered. Figure 6 shows the system for N = 3. The masses m i are connected by springs with spring constant c. The displacements s i denote the deviation from the equilibrium point. Figure 6 : Coupled spring-mass-system for N = 3 agents.
The equations of motion for each mass read
if coupled with only one neighbor j, cf. m 1 and m 3 in Figure 6 , or
if coupled with two neighbors j and k, cf. m 2 in Figure 6 . We assume normalized quantities in the dynamics (60) for the sake of simplicity. Each mass i can be effected by a control u i subject to the constraint |u i | ≤ 1, i ∈ V = {1, . . . , N }. By defining the state vector x i = [s i ,ṡ i ] T , the dynamics can be written as (1) with the sending and receiving neighbor sets
The explicit values for the masses m i and the initial (stationary) values of s i (0) = s i,0 are randomly distributed over the intervals [5, 10] and [−0.5, 0.5], respectively, whereas the spring constant is set to c = 0.5. The MPC formulation follows the first example in Section 5.1 with (57) and (58) . For γ = 0.5 and any stabilizing feedback law u = κ V (x) = Kx equationV + l = 0 holds in this linear case.
The scalability of the ADMM-based DMPC scheme was examined by varying the agent numbers N between 10 and 140 and investigating the iteration numbers q k . To obtain representative results, 20 different initial value scenarios were simulated for all cases of agent numbers N . For each initial value scenario, the maximum, the average, and the minimum of all ADMM iteration numbers q k were determined. Figure 7 shows the corresponding mean value and standard deviation for the 20 scenarios plotted over the respective number N of agents. The maximum values of q k typically occurs in the first MPC step k = 0, since afterwards the warm-start (25) of the ADMM scheme leads to significantly lower iteration numbers. The large standard deviation of the maximum iteration number is caused by the random initial values which directly effect the iterations required to satisfy the stopping criterion (24) in the first MPC step. The minimum number of iterations shown in Figure 7 corresponds to the value that the ADMM scheme tends to after the initial phase of the simulation time. The corresponding green plots indicate that this value and its standard deviation is almost independent of the agent number N , which demonstrates the good scaling of the ADMM-based DMPC scheme as the number of agents increases.
Conclusions
The distributed MPC scheme in this paper is presented for continuous-time nonlinear, coupled systems. The decoupling and distributed solution are based on dual decomposition and using the alternating method of multipliers in connection with a contracting stopping criterion that limits the communication effort but renders the single DMPC solutions suboptimal. Exponential stability is shown under the assumption of linear convergence of the ADMM algorithm. Under the weaker assumption of Rlinear convergence, exponential stability can still be ensured for a sufficiently large number of ADMM iterations. Two examples are used to illustrate the performance and scalability of the DMPC scheme. Current research concerns the modularization of the DMPC implementation for a flexible (re-)configuration of coupled nonlinear systems. Further future work concerns the experimental evaluation of the ADMM-based DMPC scheme and its extension to further system classes.
A. Appendix
A.1. Proof of Lemma 2
To prove (33), the error norm ∆x
and considering the terms ∆x q k := x q k − x * and ξ q k := x q k F − x q k separately. Note that ξ q k can be interpreted as the individual error of each subsystem. In the following lines, arguments will be omitted where it is convenient in order to simplify notations.
A bound on ξ q k can be derived in view of the dynamics (28) and (29) and the Lipschitz property in Assumption 2
where the hat notationx = [[x j ] j∈N i← ] i∈V ∈ R p is introduced to achieve equivalence between f and F . Note that by assumption any solution of the system (3) is bounded for bounded controls, i.e. x(t) = x(t; u, x k ) ∈ X with X being compact for all u(t) ∈ U and x k ∈ Γ α , which implies the existence of a finite Lipschitz constant L f < ∞ in the second line of (A.2). The third line in (A.2) eventually follows from the triangle inequality. The second term under the integral can be bounded by 5
5 The Euclidean and supremum norms for a vector a ∈ R n are related by a ≤ √ n a ∞ and a ∞ ≤ a .
by taking advantage of the fact that the stacked vectorsx q k F andx q k exclusively consist of elements of x q k F and x q k . The third term in (A.2) can be bounded in a similar manner using the stacked vector z = [[z j ] j∈N i← ] i∈V and the stopping criterion (24) in connection with the multiplier update (22) , i.e.
Inserting both bounds in (A.2), applying Gronwall's inequality, and taking the L ∞ -norm eventually leads to
The other term in (A.1) is treated in a similar manner
with ∆u q k := u q k − u * . The v q k −x * -term can be further bounded using the triangle inequality and (A.4)
The last integral term in (A.6) can be expressed in terms of the optimal feedback laws (7) and (27) and using the relation κ * (·; x k ) = κ(·; z * , µ * ,
Note that the states (x q k , x * ) are defined on a compact set as mentioned above. The same holds for (z q k −1 , z * ) and the multipliers (µ q k −1 , µ * ), cf. in particular Assumption 5. Hence, the local Lipschitz property of κ implies that there exists a Lipschitz constant L κ < ∞. The last two lines in (A.8) follows from the linear convergence property (32) that implies
together with the stopping criterion (24) . Coming back to (A.6) eventually gives
, and using Gronwall's inequality. Finally, the bound on the error (A.1) follows from the L ∞ -norm of (A.10) together with the bound (A.5) on the individual error .11) with D = D + K 1 T e K 2 T , which completes the proof of the lemma.
A.2. Helpful Bounds
Some bounds on the optimal state trajectory x * (τ ; x k ) can be derived using Assumption 2. Note that for x k ∈ Γ α , the optimal trajectory satisfies x * (τ ; x) ∈ Γ α for all τ ∈ [0, T ], which follows from (10) . Considering the equilibrium F (0, 0) = 0 as well as κ * (0; x k ) = 0 for the optimal feedback (7), we have the Lipschitz estimates F (x, u) = [f i (x i , u i , [x j ] j∈N i← )] i∈V ≤ L f ( x + u ) and κ * (x; x k ) ≤ L κ * x for all x ∈ X α , u ∈ U with some finite Lipschitz constants L f , L κ * > 0. Using Gronwall's inequality, the optimal state trajectory can be bounded by
withL := L f (1 + L κ * ). A lower bound is derived in a similar manner using an inverse formulation of Gronwall's inequality [24] x * (τ ;
The estimates (A.12) and (A.13) can be used for an upper bound on the optimal cost (5) 
