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Abstract
In this paper we present a. generalized version of a parallel iterative technique introduced by
Patel and Jordan. Our modifications were inspired by previous work with pipelined iterative
techniques and involve the introduction of a spacing parameter which allows fine-tuning of the
algoritbm for maximum efficiency. The algorithm is implemented on a Sequent Balance 21000
and the experimental results are presented.
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1 Introduction
Much research has been performed in the parallelization of sequential iterative methods for solving
the sets of linear equations generated from the discretization of elliptic partial differential equations
(PDEs). This research has been geared toward both vector and multiprocessor machines. Indeed,
the Jacobi algorithm has been recognized as an ideal algorithm for parallelizatioD, since the update
of any matrix element in each pass can be done independently of all the others elements. However,
parallel Jacobi schemes suffer from the same drawbacks as does serial Jacobi, namely very slow
convergence rates.
Several different parallel modifications have been performed on the classical. Gauss-Seidel and
successive overrelaxation (SOR) methods. A general survey of these methods is given in Ortega
and Voigt [8}. One family of methods involve the multicoloring of grid elements and the dovetail
update of those elements of like color. The simplest of these methods is the Red-Black method,
in which two colors are assigned to the grid elements in a checkerboard manner. Then, all grid
elements of one color can be updated in a Jacobi-like sweep in odd numbered passes, while those of
the second color are updated in even numbered passes. Work has been performed on this scheme
by Ericksen [4] and Evans [5]. A second parallel variation is to assign each processor a set of grid
elements to update, and then to allow all processors to run asynchronously (see Baudet [1] and
Kung [7]). Thus no attempt is made to synchronize each iterative sweep. This method avoids two
problems which are inherent in any algorithm that attempts to synchronize sweeps. First, e.xtra
computational work must be performed by each processor at the end of a sweep to verify when it
can start the next sweep. Second, a processor may waste time while waiting for all other processers
to finish a sweep. However, the asynchrony makes analysis of algorithms and proofs of convergence
difficult.
Recently we introduced a new parallel technique which can be applied to many existing sequen-
tial iterative methods (Bonomo and Dyksen [2]). This technique consists of assigning one iterative
sweep to each processor, and having the processors "pipelined" one after the other as they process
the matrix. Each iteration is prevented from overtaking the previous iteration via a set of syn-
chronization flags which enforce a minimum spacing between iterations. This minimum spacing
is determined by a user controlled parameter called the pipeline spacing. The algorithm can be
fine· tuned by adjusting this parameter for maximum performance. In particular, in Bonomo and
Dyksen [3] we present a pipeline version of the classical SOR method called PiSOR.
The introduction of the pipeline spacing parameter and the use of synchronization flags can
be applied to another parallel iterative algorithm, namely that of Patel and Jordan [9]. These
modifications allow more fle.'Cibility and fine-tuning of the Patel-Jordan (PJ) algorithm and frees
it from its dependence on the Heterogeneous Element Processor (HEP), a machine on which the
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algorithm was implemented and to which it is intrinsically tied. In Section 2 we briefly describe
SOR, and in Section 3 we summarize the Patel and Jordan algorithm. In Section 4 we describe our
modifications to the P J algorithm. Section 5 gives pertinent details of the Balance 21000, a shared
memory machine manufactured by Sequent Computer Systems, Inc. on which we implemented our
Generalized PJ algorithm. In Section 6 we present and discuss our e..xperimental results. "Ve present
our conclusions in Section 7.
2 The SOR method
As an example elliptic problem, consider a Poisson equation with Dirichlet boundary conditions
given by




One approach to solve this problem is to first impose a grid over the domain and then replace the
partial derivatives of 11. with finite difference approximations. We use a uniform grid with N + 2
grid lines in the x and y directions, and seek approximations for N2 values of 1£, namely
Ui,i = u(ih,jh), i = 1, ... ,N, j = 1, ... N,
where
h = 1.0/(N +1).
If one uses standard finite differences, the continuous problem (1) is transformed into a discrete
problem of the form
4u;,i - Ui_l,; - 1/,i,i_l - 1/,i+1,i - 11.;,;+1 = /i,i
1/,o,i = 90,i
u"'+1,i = 9"'+1,i (2)
1/,i,O 9i,O
Ui,"'+l = 9i,N+l
for i = I, ... ,N and j = 1, ... ,N. We refer to the N 2 1£i,;'S as grid elements.
The SOR iterative method modifies the discrete problem (2) and treats it as a recurrence
relation of the form
(') W (') (') ('-1) ('-1) ( ('-1)Ui,i = 4'(li,i +1/,i_l,i +Ui,i_l +Ui+ 1,; + 1£i,i+l) + 1- w)ui,i (3)
where W is the relaxation pammeter which is used to accelerate convergence. The grid elements
d t d · the 0 de u u u U U N Note that each iteration uses the mostare up a e In . r r 1,1, 2,1···, N,lt 1,2, ... , N, •
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current values of each grid element. For example, the k th update of grid element 11,2,2 uses the
already calculated k th update of both 11,1,2 and 11,2,1. Th.us any parallel algorithm implementing the
SOR algorithm must ensure that during any iteration k, grid elements Ui_l,j and Ui,j_l have been
updated before grid element 1li,j for all i,j.
3 The Patel-Jordan Algorithm
In order to parallelize SOR, the Patel·Jordan algorithm assigns each processor the task of updating
one row of grid elements. If there are p processing elements (PEs) then PEl updates rows 1,1 +
p, 1+2p, ... , PE2 updates rows 2,2 +p,2 +2p, ..., and so on. Since SOR re-uses updated values as
soon as they are available, each processor must wait for the previous processor's iterative updates
before it can begin updating the elements in its row. For example, before P E 2 can update its first
grid element, 11.1,2, it must first wait until PEl finished updating 11.1,1'
Synchronization between the processors is controlled by binary flags assigned to the memory
location associated with. each grid element. These flags are built into the REP on which this
algorithm was developed (Smith (10], Jordan [6]). These flags can be in one of two states, full
or empty. Initially all flags are set to empty, e."Ccept those associated with grid elements on the
boundaxy. Before any PE updates a grid element Ui,j it must wait until the flag associated with
grid element Ui.j_l is set to full. Once this occurs, the PE updates its grid element and then sets
the flag corresponding to Ui,j to full, which allows the next P E waiting on this flag to proceed, and
so on. Thus each iteration proceeds in a diagonal sweep across the grid.
4 The Generalized P J Algorithm
One drawback of the PJ algorithm is that each processor must wait on a full/empty flag prior to
every update of a grid element. More flexibility can be achieved if we explicitly implement the
synchronization flags in the code (as opposed to their implicit presence on the HEP). Once this is
done, we can introduce a free parameter which adjusts the spacing of the flags over the grid instead
of having one flag for each grid element. We define 6 to be the flag spacing which specifies the
distance between any two adjacent flags in a grid row. Each P E will now update 0 grid elements
at a time before checking a synchronization flagj if that flag indicates that the PEcan proceed. it
will continue by updating the next 0 grid elements, and so on.
We now give a more formal specification of the algorithm. For a given "alue of 0, synchronization
flags are associated with grid elements Ui,j, i = 0,20, . .. , (.J.\'! - 1)0, N, j = 1, ... I N - 1 wllere
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Note that there are lvI synchronization flags associated with each grid row, and that the last
two flags in each row may be separated from each other by from one to 6 grid elements. The
synchronization flags will be evenly spaced out along each row only when 6 evenly divides N. Note
also that there are no synchronization flags associated with the last grid row, since there are no
other grid elements which depend on their updated values. We label the synchronization flags
s1,i, 82,j,··· ,SM,j, j = 1, ... , N -1. Each synchronization flag can have the value 0, 1, 2, ... , and all
are initialized to O. Throughout the execution of the algorithm, the value of each synchronization
flag sm,i indicates how many iterations have updated the values of ul+(m_1)6,j through umS,i - if
the value of sm,i is k, then iterations 1,2, ... ,k have completed their updates of these grid elements.
Throughout an iteration, each processor performs two operations with the synchronization flags,
check and update. A synchronization flag is checked prior to updating grid elements U1,j, ul+5.i,
U1+25,i,'." Ul+(M_1)o,j,j = 2, .. . ,N. We define these grid elements as check points and label each
check point Ul+(m_1)5,; as em,;_1. Suppose that a processor is performing the k 1h iteration and
is currently at check point cm ,;. In order to proceed to update the ne:d 5 elements u1+(m-1)5,i+I
through Umo,;+!, the processor must check to see if grid elements U1+(m-1)6,i through Um5,; have
been updated by the k th iteration. This is accomplished by checking synchronization flag Sm,j. If its
value is equal to k, then the processor can proceed to update the next 6 grid elements. Otherwise,
it must wait for the previous processor to update sm,i' Note that processor PE1 does not need to
check any synchronization flags when updating the first grid row. A synchronization flag is updated
by each processor after it updates the grid element associated with that synchronization flag. Thus,
once aPE has performed the k1h iteration on grid element Um5,;, it updates sm,i by setting its
value to k, which allows the PE working on the next grid row to continue its k1h iteration.
The determination of stopping criteria for the Generalized PJ algorithm is complicated by the
fact that each processor updates only a subset of all the grid elements. While processing a row,
each processor can easily calculate some stopping metric for each grid element in the row. When
it reaches the end of the row the processor can update a global stopping metric and then proceed
on its next row. In order to ensure that it is the only processor updating this global metric, each
processor updates the metric prior to incrementing the synchronization flag at the end of the row.
This ensures that this processor will be the only one working on a grid element at the end of a row,
and consequently the only processor updating the global metric. The processor that finishes the
last row in the grid checks the global metric and make the appropriate stopping decision. If the
global metric indicates that the iterations should stop, this processor sets a global stop flag and
exits. All other processors eventually stop when they reach the end of the row they are currently
working on and check the global stop flag.
The value of the flag spacing limits the number of processors that can be used efficiently to
solve a problem. Since there are only Al == rN/61 flags per each grid row, there can only be at
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most ),,1 processors updating the grid at one time. Thus, if more than ikE processors are used, there
will always be some processors idle throughout the entire execution, which is clearly inefficient. In
actuality this is not a limitation, since when running the algorithm the user should not let the value
of 6 dictate the number of processors to use. Instead the number of processors available to the user
will dictate what value of 6 to use. In our experiments we use more than the required number of
PEs in several cases in order to show how this effects the efficiency, whereas in practice this should
be a.voided..
The Generalized. PJ algorithm is illustrated in Figure 1 for the case N = 6, 0 = 2. In Figure 1a
P£1. and P E3 wait while PEl begins updating the first row. AJ:. soon as PEl updates grid element
1£1.,1 it sets the synchronization flag associated with this element (51,1) to 1 and continues to update
its row. This allows PE2 , which is waiting at check point Cl,!, to start updating the second row
(Figure Ib). Figures lc and Id show two more steps in the process. Note that once PEl finishes
updating grid row 1, it waits at check point Cl,3 for the value of flag 51,3 to be set to 1 and then
starts updating grid row 4. After it finishes row 4, it returns to row 1 and starts iteration 2,
incrementing 51,1, 51.,1 and 53,1 to 2 as it proceeds.
5 The Balance 21000
The Balance 21000 is a shared memory multiprocessor machine manufactured by Sequent Com-
puter Systems, Inc. The machine running at our installation is equipped with 12 processors and
16 Mbytes of memory. The Balance System Bus is a 64-bit bus used to connect the processors to
the memory. Currently the processors use only 32 bits and can achieve a sustained data transfer
rate of 26.7 Mbytes per second. The operating system developed by Sequent is called DYNIX and
is completely compatible with both UNIX. 4.2bsd and UNIX System V. In addition, DYNIX has
certain enhancements which allow it to take advantage of the multiprocessor environment. For ex-
ample, the DYNIX kernel is shared over the entire system, and all operating system responsibilities
(e.g. executing processes, handling interrupts, etc.) are divided among all PEs. Because of this, it
is advisable to use at most all but one of the PEs when running a parallel task, saving at least one
to perform the necessary DYNIX functions.
The Balance supports enhanced, parallel versions of several languages, including FORTRAN
77, C and Pascal. Our software was written exclusively in FORTRAN 77. The Balance supplies
two methods with which to include parallel features in this language. The first is the automatic
generation of parallel code for FORTRAN DO loops. Tltis method requires the user to classify all
varia.bles in the DO loop with regards to their read and write usage, and then to include various
directives which instruct the compiler to generate parallel code. The second method requires
























































Figure 1: Sample iteration with N =6,6 = 2. Only interior grid points are shown. Squares indicate
synchronization flag locations and their values. Black circles indicate check points. Only pertinent
flags and check points are labeled for grids (b) through (d).
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application of the Generalized P J algorithm. The pertinent rOlltines used include the following:
m...seLprocs sets the number of child processes; m..fork exet:utes a subprogram in parallel over p
processors, where p is determined by the most recent call to m..seLprocsi m....get..myid allows each
process to determine its unique identification number in the range 0 to p - Ii m...get..nurnprocs
returns the number of current processes set by the most recent call to m-set_procs. The Balance
does not allow the user to specify the processor on which each process should run. Instead, the user
specifies only the number of processes needed, and the operating system automatically distributes
them across the processors.
6 Experimental Results and Discussion
The Generalized P J algorithm was applied for a variety of values of N, 0" and p on the elliptic
problem
in f! = [0,1] x [0,1]
on an, (4)
for which the exact solution is 'It = x2 + y2 + y. When solving this problem we used the optimal
value for the relaxation factor
2
w = ~~..,....:;,..,,~=1 + sin(~/(N + 1))"
Tables 1 to 5 show the e.,<perimental results for N 2 = 400, 1600,3600,6400, and 10000, respectively.
For each value of N2 our algorithm was executed with 0" = 1,2, ... ,10, and p = 1,2,4, 8 and 11.
Table 6 shows the execution times and iteration counts for sequential SOR. All times represent just
the solution time; they do not include startup and discretization time.
Execution time speedups for five values of N2 with 0" = 1, 5 and 10 are graphed in Figures 2, 3
and 4, respectively. We use the standard definition of speedup, S(p), namely
S( ) = Sequential SOR time
p Generalized P J time using p processors
As expected, the speedup is less than 1 if one processor is used, due to the overhead involving
parallel processing system calls. Note also that as the number of processors become greater than
fN/61 the speedups decrease significantly, as e.,<pected. This effect is very evident in Figure 4 for
0= 10 .
The efficiency of the Generalized PJ algorithm is show in Figures 5, 6 and 7 for N 2 = 3600,




Typically for any given parallel algorithm, E(p) decreases as the number of processors increases;
this is true for the Generalized P J algorithm. However, for N 2 = 6400 and 10000 and a suitable
choice for 6, efficiency levels over 0.8 can be obtained even if using 11 processors. When p :$ 4,
efficiency levels over 0.9 are obtained over a wide range of 6 values. Note again that once the
number of PEs exceeds rN /61 the efficiency of the algorithm diminishes rapidly.
Examination of our results shows that for any Nand p there exists an optimal value of the
flag spacing parameter, 5opt , which maximizes the speedup and efficiency of the algorithm. For
small N and large p our results show that 60pt = 1, indicating that the standard PJ algorithm is
optimal. However for most other cases, and particularly for large N, the overhead of checking a
synchronization flag at each grid element becomes more dominant and it then becomes prudent to
increase the spacing between the flags. Comparisons between the speedups obtained from the PJ
algorithm and Generalized PJ algorithm using 60pt are shown in Tables 7 and 8 for p = 8 and 11.
Notice that as N increases so does the percentage increase of the speedups. This implies that while
gains in speedup and efficiency are modest for the size of problems presented in this paper, we can
e.,<pect much better improvements for larger problems (N > 1000). An estimate for this optimal
spacing parameter from our e.'Cperiments is
7 Conclusions
We have generalized the Patel·Jordan parallel iterative algorithm by introducing a synchroniza-
tion flag spacing parameter. This parameter allows fine-tuning of the algorithm to maximize its
speedup and efficiency. For small test problems, improvements are minimal. For realistic, larger
size problems, the percentage gains in" speedup and efficiency increase significantly. Our current
research involves the creation of a theoretical model of the Generalized PJ algorithm to model the
execution times for any given N, p and 6. Once known, this will lead to a more exact specification
of 5opt ' Furthermore, this will enable a determination of the expected increase in speedup between
the PJ algorithm (6 = 1) and the optimal Generalized PJ algorithm (6 = 6opt ).
9
Number of Processors
Ii 1 2 4 8 11
1 4.813 2.467 1.313 .833 .693
2 4.560 2.353 1.267 .820 .740
3 4.480 2.317 1.290 .930 .933
4 4.433 2.303 1.303 1.147 1.130
5 4.400 2.303 1.377 1.323 1.380
6 4.400 2.320 1.513 1.513 1.523
7 4.373 2.317 1.713 1.707 1.713
8 4.380 2.310 1.883 1.893 1.903
9 4.377 2.330 2.073 2.097 2.097
10 4.350 2.370 2.273 2.287 2.307
Table 1: Generalized PJ e.xecution times (sees) for N 2 = 400.
Number of Processors
Ii 1 2 4 8 11
1 34.900 17.757 9.037 4.783 3.890
2 32.983 16.807 8.537 4.647 3.780
3 32.400 16.527 8.467 4.717 3.883
4 32.000 16.347 8.430 4.750 4.187
5 31.793 16.247 8.470 5.077 5.017
6 31.703 16.237 8.487 5.617 5.640
7 31.620 16.193 8.537 6.250 6.373
8 31.487 16.153 8.547 7.100 7.237
9 31.497 16.173 8.607 7.807 7.863
10 31.383 16.130 8.907 8.657 8.720
Table 2: Generalized PJ execution times (sees) for N 2 = 1600.
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Number of Processors
5 1 2 4 8 11
1 110.727 56.197 28.343 15.310 11.683
2 104.517 52.997 26.817 14.517 11.087
3 102.467 52.040 26.390 14.310 11.040
4 101.430 51.503 26.153 14.253 11.060
5 100.720 51.140 26.090 14.267 11.157
6 100.373 50.990 26.040 14.253 12.373
7 100.133 50.953 26.093 14.473 13.653
8 99.913 50.887 26.107 15.543 15.510
9 99.687 50.810 26.120 16.680 17.003
10 99.380 50.677 26.180 18.437 19.193
Ta.ble 3: Generalized PJ e.'Cecution times (sees) for N 2 = 3600.
Number of Processors
5 1 2 4 8 11
1 264.600 133.973 67.340 34.287 27.223
2 249.747 126.380 63.620 32.677 25.763
3 244.923 124.007 62.543 32.220 25.373
4 242.270 122.710 62.017 32.183 25.207
5 240.603 121.910 61.690 32.217 25.100
6 239.987 121.590 61.557 32.357 25.103
7 239.227 121.413 61.513 32.513 25.900
8 238.327 120.923 61.347 32.730 27.733
9 237.947 120.767 61.373 32.900 30.627
10 237.373 120.507 61.450 34.097 33.543
Ta.ble 4: Genera.lized PJ execution times (sees) for N 2 = 6400.
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Number of Processors
0 1 2 4 8 11
1 531.983 269.213 135.027 70.713 53.600
2 502.143 253.677 127.787 66.830 50.837
3 492.490 249.277 125.147 65.577 49.980
4 487.073 246.250 123.917 64.970 49.680
5 483.637 244.677 123.293 64.697 49.213
6 482.190 244.013 123.003 64.667 49.153
7 480.837 243.337 122.720 64.663 49.060
8 479.400 243.023 122.710 64.680 49.097
9 478.723 242.077 122.713 64.653 52.797
10 477.167 241.613 122.560 64.700 54.790
Table 5: Generalized PJ execution times (sees) for N 2 = 10000.
Time Number of






Ta.ble 6: Sequential SOR execution times and number of iterations
12
N' 400 1600 3600 6400 10000
PJ 4.87 6.17 6.11 6.64 6.45
Generalized PJ 4.95 6.35 6.57 7.07 7.05
% increase 1.58 2.93 7.42 6.54 9.37
Table 7: Speedup comparison between the PJ algorithm and the Generalized PJ algorithm using
the optimal flag spacing for p =::. 8.
N' 400 1600 3600 6400 10000
PJ 5.85 7.58 8.01 8.36 8.52
Generalized PJ 5.85 7.81 8.48 9.07 9.30
% increase 0.00 2.91 5.82 8.46 9.25
Table 8: Speedup comparison between the PJ algorithm and the Generalized PJ algorithm using
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