0. Introduction. In this paper we define a Lie algebra R of dimension p2n+1 over a field F of characteristic p > 2, which we show to be central simple if n + 2 is not divisible by p. From the fact that all derivations of R are inner we conclude that R is not isomorphic to known algebras of identical dimension (except, possibly, if n -i(p2r + 2r -1), r 3:1). If n + 2 = 0 (mod p), it is shown that the algebra R2, of dimension p2n+1 -1 over F, is central simple and also new. We finally perform a Cartan decomposition of both algebras.
As R is a subalgebra of the Jacobson-Witt algebra(2), we start with a brief description of the latter: If F is an arbitrary field of characteristic p > 0, let Bn be the algebra of all polynomials in x1,---,x" subject to the condition that x{ = ■ ■ • = x* -0. Then the space W" of all derivations over F of B" is the set of all transformations a:f=f(xi,-,x")-*fa = ^-a1 + ■■■ + ^-a," Let F" denote the Lie algebra over F of all n-rowed square matrices with elements in F, with respect to the product [^^l = AXA2 -A2AU where AtA2 stands for the associative product of the two matrices. If M is a subalgebra of F", the direct product M x B" will denote the Lie algebra over F of sums of n-rowed square matrices A<p = (au^), where A = (ay) e M, (j>e B", and the product of two matrices is given by [Al<j)l, A2aS2] = {AlA2']4>i<t>2-The construction leading to the definition of the new algebras is based on the following easily proved result(3).
Theorem 0.1. Let M be a Lie subalgebra of F". Then the subspace Lof all derivations a = (ax,-~,a") in W" whose "associated matrix" (2) \dXj/U-l.n belongs to M x B", is a Lie algebra. In the following, we shall specify the algebra M to be the normalizer of the algebra of matrices which represent B" in the regular representation with respect to a natural basis. We characterize this algebra-as a linear subspace of Fpn-by linear equations over F. Owing to Theorem 0.1, these in turn yield a set of linear first order differential equations which cut out a subalgebra of Wp"-the new algebra R alluded to in the first paragraph.
(3) A generalized version of this result is at the center of another paper in preparation. It provides a common framework for all known simple Lie algebras of characteristic p > 0 not analogous to algebras of characteristic zero (namely, all those of [1] , [2] , [3] , [4] , [7] , [8] , [9] , [12] ). Aflrst incomplete draft of both papers is to be found in [5], 1 . Characterization of M. We assume from now on that p> 2. We proceed to construct first of all a regular representation in Fp" of the associative commutative p"-dimensional algebra Bm 5=F[*i, "'»xj. We call the integer i, satisfying the constraints 1 ^ i ^ p", an index. Using p-adic notation we can denote the index in a unique way by its n digits-which we consider as ordinary integers, not as elements of the prime field, unless they belong explicitly to relations over Fand we write Similarly, we shall write
for all basis monomials in Bn, and order those in a natural way by the relation
In these first sections, we will work with pairs of indices i and i + m'. The following convention is used throughout: If m' ^ 0, let m = m' + 1; if m' < 0, let m = -m'. In either case, m or m is an index.
The next two lemmas, which clarify certain properties of p-adic notation, will be stated without proof, as they are easily established by elementary computation. Lemma 1.1. Let i and j = i + m' be two indices with m' ^ 0. Then (a) i" + ro" ^ p -1 (n ^ k)ojß = i" + mß(jt£ k) oi" <,jM (n g k). In order to simplify the notation, we introduce for a pair of arbitrary indices i and / the constraint symbols iYj and i Y*;> for /c = 0,1, 1, as follows:
(all ^). Denote by B" the associative algebra of matrices ■ over F, and let M be the normalizer of §" in Fpn. That is, M is the Lie algebra over F generated by all matrices A in Fp" such that {AX]eBn (a\\XzBB).
Then M contains at least the subspace B". Moreover if A is a derivation of B", {b,b2)A -(b^b, = b^A) (all bt eB"), 
., if j = i+m' and (!" («) Since 5" is commutative, £" is its own jy>-commutator.
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Hence M is spanned exactly by all matrices corresponding to the multiplications and derivations of B", and we have proved Theorem 1.1. The algebra M has as basis the (n + l)p" matrices given by (5) and (7).
2. Defining equations of M. In this section we shall consistently use the following notation:
We note that if j and k are distinct from n, Nj < Nk if j > k. Denote by {i, t} the (i, /)-component of matrices in Ff>". For every fixed m', -(p" -1) ^ m' ^ p" -1, we single out in particular-whenever these are defined-the components (9) 6j(m') = {Nj -m', Nj} (J = 0,1,-,fi).
We observe that 0" (m') is defined if and only if 0 ^ m' S! p" -1, and that 9k(m') is defined for indices k < n such that (10) -pk ^ m' ^ Nk -1.
We characterize these conditions further by Let m' <0. If ek{m') is not defined, by (10) , p"-pk-m' > p", m' < -pk, in = -m' > pk so that rhj S: 1 for some J ^ k. But then by Lemma 1.2, we must have (i + m'\ < ik -1.
Define further
as the component 0/m') of the matrix Ak,, for k = 0,1, Then the value of these components is exhibited in the following two lemmas, the first of which is derived from (5) and (7) Subtracting the first row from the remaining rows of A, we obtain a matrix which is clearly regular for all values of If m' < 0, the lemma follows directly from Lemma 2.3.
We are now ready to prove the main theorem of this section. In particular for k = n, we know from Lemma 2.2 that 6"n(m') = 0"(m') = 1; so that expression (18) has components bi + 1 = (i + l)r <j), bj = 0 for j > (i + 1). Moreover, if all a, are homogeneous pth degree polynomials, it is obvious from (1) and (22) that all bj, for j < (i + 1) also have that property.
Lemma 3.2. Let 0 # a = {au ap") belong to R. If i is the maximal index for which at ^ 0, then af e C".
Proof. We prove this by induction on -i. Let first i = p", ap» ^ 0. Then we have p" Y j or p" Y*7 only if; = Nn or Nk, k < n; that is, by (1.6), {p",j} = 0 unless j = Np, p = 0,1, n, and ap" e C". That such a derivation exists in Pv follows directly from Lemma 3.1; while its uniqueness is a consequence of Lemma 3.2. Since for each i, there are pn+1 linearly independent D^), we have proved Theorem 3.1. The algebra R is p2n + 1-dimensional over F, and is spanned by derivations D;(</>), given by (24), (25),for all monomials (j> in Cn,and all indices i. And if we denote this product in R by (Jfc-l,-,p").
for polynomials ^ in C", we see by (24) and (25) that nk is equal to the C"-projection of ck. Since by (25), bp, for p ^ jt ap, for p ^ /, are in U", the C"-projections of ck and of
coincide. It follows from equations Jif*(j -k) that for every element in R, the function {k,j} is either zero or equal to a linear combination of functions
If Np -(j -k)i= i, the function 9p(j -k) assumes at the element D^) a value in Un. Thus, if k ^ i + j -Np for any p, the function {k,j} of a is in U". By interchanging / and a and b, it follows symmetrically, in that case, that dbJdXj must also be in U". But then the C"-projection of (28) is zero, and nk = 0 for k^i+j-N".
Consider next an index k = i +j -Nr, 0 ^ r < n.
Then Nr -(j -k) = i, and the C"-projection of dakjdxj is equal to the value of the where Er is the element in R given by (22) (5).
(5) It is easy to show that Er = -D^r+i(Zf).
Proof. Relation (35) is an immediate consequence of Theorem 3.1. As for relation (36), it follows directly from (1) and the fact that all components of Dj($) are homogeneous polynomials in Bpn of degree p. While relations (37) and (38) are based on (1) and (22), and the fact that Z is the only monomial of maximum degree in C". Assume p| n + 2 and let 31 be a nonzero ideal in R2. It follows as before that 31 contains all A,, and hence also Dj(<t>) for monomials (/> in C" distinct from Z if 7 > 1, and D^cj)) for monomials </> distinct from Z or dZjdZp for any p. Since p>2, and n ä: 1, 31 contains in particular the elements / and £p for p = 0,1, -1. The degree of dZjdZu being = 0 (mod p), we can then conclude from (36) that all D^dZ/dZ,,) belong to 31. We must now show that D/Z) £31 for;>:2. By Theorem 3.2, we write
where, by Lemma 4.2, i]/" being of maximum degree in C", must vanish identically.
Moreover, since (d2ZldZ0dZp)Z^= dZljdZp = 0 for p ^ 0, we have (45) ikp = 4>n = 0 (0 < p < n).
Finally, since (N")0 + 1 = p, and (1)0 + 1 = 1, by (27),
As the left expression of (44) is in 31, it follows that D2(Z) is also in 31, and from (38) with Vj = 0 by Lemma 4.2, we can conclude that 31 contains all Dj(Z),j ^ 2. Thus R2 = 31, and R2 is simple and clearly also central simple.
5. Derivation algebras. In this section we shall follow the technique of Block(6) and distinguish R and R2 from certain known algebras by exhibiting differences in their respective derivation algebras. In order to show that every derivation of R is inner, we need a few preliminary definitions and lemmas. To simplify the notation we shall at first obtain general results by considering subalgebras of W" for n ^ 1 arbitrary.
If Q is a subalgebra of W" and x in Wn is such that Qx £ Q, we denote by ad (x), the derivation of Q over F: de Q-+dx. We shall say that two derivations A, Ä of Q are equivalent, and write A = A, if A -A = ad(x) for some x in Q.
Denote by Qp for p = 0,l,•~,m the subspaces of Q generated by all vectors (ai,---,ar) with the property that al,---,a" are all homogeneous polynomials in Bn of identical degree p. If Qm ^ 0, Qm+i = 0, we say that m is the maximum degree of Q.
Similarly, denote by Q* for p = 0,1, p -1, the subspace (48) fifay = {aVl tfi+i"1<?'
I g,*+j_(p+1) otherwise.
The algebra Q will be called admissible if it can be expressed as a vector direct sum (49) ß = ß0 + Ö! +•• +Qm, and if moreover Q0 is n-dimensional over F. We shall say that a polynomial in Bn is truncated in Xj, if the Xy-exponent of all its monomials with nonzero coefficients is inferior to p -1. By extension, a vector in W" will be truncated in Xj if all its components are. (1), expresses the fact that ed e QX. Since d was arbitrary, we have eQi = 6i> and moreover by (55), eAf -(A,)A has zero projection on Q0. This completes the proof of the lemma. As the algebras R and R2 are, by Theorem 3.1, clearly both admissible, we may apply to them the above two lemmas. But before doing so, we now establish certain specific properties of these algebras which will be needed for the main result of this section.
Lemma 5.3. // ee(lfp")1 is such that then eeR.
Proof. We can assume that, modulo R, e = (au •■■,ap"),
where the components a-, are all homogeneous polynomials of degree one in Um. Suppose e ^ 0, and let the index i be maximal with the property that at ^ 0. If i # p", let r be minimal with the property that (t + 1), ^ 0. Then by assumption, the product Ere is in R, where Er is given by (22). But for j > i + i the ./'-components of Ere are zero, while its (i + l)-component is equal to (i + l)ra, in U", in contradiction with Lemma 3.2.
Suppose next that ap" ^ 0, and let the function {N",k} = t # 0 on e for some fixed index k ^ JY0, •••,#"• Then there exists an r for which kr + p -1. Now the "diagonal" vector v in RX whose associated matrix is Ar0, has by (7), {i,i} = ir, {>J} = 0 for i #Thus by (1), the function {N",k} on the product ev is given by t(kr -(N")r) = t(kr + 1) ^ 0. Again by Lemma 3.2, ev cannot be in R, and this contradiction implies that e = 0, as required. Proof. Property (i) follows from Lemma 3.2. Now clearly, the maximum degree m of R is equal to the maximum degree (n +1) (p-1) of polynomials in C". If d in R is homogeneous of degree r <m, then by Theorem 3.2, d is a linear combination over F of derivations D^j), where each monomial aSj of degree r < m in C" is necessarily truncated in Zß for some 0 ^ p -n, (j>j = dij/jIdZ^, il/j in C". Hence by (35), £>,(<£,) = Ad^A^, and £>,(<£.,) is truncated in Z". Thus R has property (ii).
To prove that (iii) holds in R, let d be truncated in Zj. Again by Theorem 3. . Let p^ n -1 be such that d<j>jdZu= $¥=0.
Since is of degree s -l^m -2, ^ZaZx ^ 0 for some 0 -a,x -n. We will now show the product dDNit(Z"Zx) to be nonzero. Indeed, by Theorem 3.2, we see that DNn((j))DNJZaZt) has its p"-component equal to ^ZJZX # 0. For j < Nn, consider the remaining products Proof. The simple p2n+^dimensional Albert-Zassenhaus algebras(8) generalized by Block in [3] are shown there to possess an outer derivation algebra of dimension 2n over F. This class, which includes-for the value m = 1-the (7) The known fact (cf. [7] ) that every derivation of W" over F is inner follows in a similar way from Lemmas 5.1., 5.2, 5.3, 5.4, 5.6, the last three of which remain valid if we substitute fV" for both Ifp"and R, and replaceZj by xj for; in the set/now given by {l, •••,«}. simple mp2n+'-dimensional algebras of Jennings and Ree denned in [8] , is thus distinct from the class of algebras R. Now the mp*-dimensional algebras of [8] are denned for 1 ^ m < k, and may share the dimensionality of R for m = pr < k with 2n + 1 = r + k> p' + r, r -0. The same situation arises with the Kaplansky algebras(9), which are also mp*-dimensional and defined for 1 ^ m -k. When these are restricted, they become the Jacobson-Witt algebras Wk (10) . Whether for k = m = pr and In + 1 = pr + r (with r necessarily even, since p > 2) R is isomorphic to Wpr remains an open question. But if m <k, we now show that the outer derivation algebras of members of the above two classes are at least (k -m)-dimensional.
For 1 -m < k the simple mpk-dimensional algebras of [8] and those of [9] share the following schematized definition and will be alluded to jointly asSmt. Let Em+1 be an (m + l)-dimensional vector space over F, and Gk be an elementary p-group of order pk. Then Smik is spanned over F by elements (xx,<x) with <xeGk and xxeEx, where for every a in Gk, Ex is a specific m-dimensional subspace of Em+1. for some fixed y0 in E0. Since there are k linearly independent additive functions on Gk to F, the space of outer derivations of Smik with property (65) is (k -m)-dimensional, and it follows that R is not isomorphic to members of either class for m<k.
(9) Cf. [9] , [10] .
(10) Cf. [11] .
(!') Although relation (5.0.5) of [8] is more general than (64), the simple algebras considered in that paper all belong to a class ^e for which (5.0.5) reduces directly to (64) (cf. §7 of [8] ).
As for the algebras of [9] , their basis over F can be given by elements (;'. a) for i=l, m, aeGk, with (/, a) o (;", ß) = hiß) (/, a + ß) -A/a) (/, a + ß), where the ht are m linearly independent additive functions on Gk to F(with additional properties). If for coefficients A( in F we let ZjixAiO'.a) = (A,a), with A = (Ah AJ in Em, and Y^LiA,/i|(a) = ^(A,a), all a in C),, we obtain relation (64) in the special instance where E" = Em for all a in G*.
Let p| n +2. Block has shown in [2] that his class of (p2n+1 -l)-dimensional simple algebras, which includes those of Albert in [1] and Jennings and Ree in [8] sharing the same dimensionality (12) , has an outer derivation algebra which is exactly (2n + l)-dimensional over F, and we can thus conclude by Theorem 5.2 that this class does not contain R2.
6. Cartan decomposition. We select the following monomials of C", defined for every index i: We prove Theorem 6.1. Let H be the subspace of R spanned by the vectors £>,(«;) for i = l,"-,p", where tj, are monomials in C" given by (66), (67). Then H is an abelian Cartan subalgebra of R.
Proof. We start by showing that H is abelian. Indeed consider the product D^n^Dp)}). Applying Theorem 3.2, we see at once that for all k = i +j -Np, 0 ^ p ^ n, the polynomial i/fp given by (27) If n +2 = 0 (mod p) the subspaceRof R2, spanned by all Dfad except D1(Z), is a Cartan subalgebra of R2.
Denoting by Gn+1 the p-group of order pn+1 whose elements can be represented by vectors = (a0,--,an) with components a, in the prime field Fp, we prove Hence (76) certainly holds for k = 1. Assume it holds for some fixed k ^ 1. Then
