Introduction
Soil and terrain information is needed for policy-making, land resource management, and for monitoring the environmental impact of development. Lack of comprehensive information about global, national or local land resources increases the risk of releasing uninformed policy decisions, avoidable continued degradation of land and water resources, and excessive carbon emission to the atmosphere and renders it finally less likely that the Millennium Development Goals will be achieved. The viability and cost of vital infrastructure is affected by this information shortage just as much as the food and water security and response to environmental change (van Engelen, 2008) . Global and regional models that address climate change, land degradation and hydrological processes need soil input parameters with complete area coverage, but currently there are only few spatially exhaustive datasets available (Anderson, 2008; Bastiaanssen et al., 2005) .
In recent decades the soil science community has made great efforts to develop regional and global soil and terrain databases. Currently, there are several georeferenced soil databases available at map scales smaller than 1:250,000; namely the Harmonized World Soil Database at a map scale of 1:5 M (million) developed by the FAO-UNESCO (FAO et al., 2008) ; The European Soil Database at a map scale of 1:1 M, which is part of the European Soil Information System -EUSIS (Le Bas et al., 1998) . The latter is the product of a collaborative project involving all the European Union and neighboring countries, that has been active for the past 20 years (King et al., 1994) . Further, the latest version of the European Soil Database (v2.0) includes an extended geometric component 'The Soil Geographical Database of Eurasia' (Lambert et al., 2002) , which also covers the Russian Federation, Belarus, Moldova and Ukraine (Morvan et al., 2008) ; The Soil and Terrain Digital Database (SOTER), which incorporates quantitative information on soils and terrain at map scales 1:1 M and 1:5 M (Oldeman and van Engelen, 1993) ; Although partly implemented, the Geo-referenced Soil Database for Europe at a map scale of 1:250,000, is an extendable database to which users can submit their local soil and terrain databases. For the latter, there is a manual aiming for consistence among soil surveyors (Finke et al., 2001) . Other examples of soil databases with a continental scale are the SOTER database for different parts of Africa at a scale of 1:2 M (Dijkshoorn, 2003; van Engelen et al., 2006) and the SOTER database for Latin America and the Caribbean at a scale of 1:5 M (Dijkshoorn et al., 2005) . There are many national soil databases such as the American Web Soil Survey (WSS) (Soil Survey Staff, 2010a ) and the Soil Survey Geographic Data Base (SSURGO) from the Natural Resources Conservation Service (NRCS) (Soil Survey Staff, 2010b) ; the Australian Soil Resource Information System (ASRIS) from CSIRO Australia (CSIRO, 2010) ; Available from the Agriculture and Agri-Food Canada: the Canadian Soil Information System (CANSIS) and the National Soil Database (NSDB) of Canada (AAFC, 2010) ; and the Russian Soil map at a scale of 1:2.5 M (Stolbovoi and McCallum, 2002) . For an extended inventory of available soil databases we refer to Rossiter (2004) and Nachtergaele (1999) .
The above suggests there is already much soil information available. Nevertheless, a major problem is inconsistency in data acquisition because the data have been collected nationally at various scales, using different standards and methods. Apart from that, developing and transitional countries typically lack digital and accessible soil information. Available data sets for these countries are mostly at small-to-medium scales and have been produced through international projects. Larger scale digital soil data are limited in availability to the USA, Canada, Australia and Europe. However, available soil databases mapped at large scale often have inconsistencies, e.g. the present geographical coverage for the European continent is uneven between and even within countries. National and regional European networks are much denser in northern and eastern regions than in southern Europe (Morvan et al., 2008) .
Remote sensing may offer possibilities for extending existing soil survey data sets. The data it provides can be used in various ways. Firstly, it may help in segmenting the landscape into internally more or less homogeneous soil-landscape units for which soil composition can be assessed by sampling using classical or more advanced methods. Secondly, remotely sensed data can be analysed using physicallybased or empirical methods to derive soil properties. Moreover, remotely sensed imagery can be used as a data source supporting digital soil mapping (Ben-Dor et al., 2008; Slaymaker, 2001) . Finally, remote sensing methods facilitate mapping inaccessible areas by reducing the need for extensive time-consuming and costly field surveys.
Although remote sensing and soil spectroscopy have been recognized as a potentially effective and cost-efficient technology, they are not yet routinely used in soil surveys. Our knowledge of how to apply advances in remote sensing to soil and terrain mapping is still incomplete (Ben-Dor et al., 2008) . The ability to apply remote sensing methods and improve coherence in soil and terrain mapping on a global scale, could contribute to the Global Soil Observing System, which is planned by the Global Earth Observation System of Systems (GEOSS) to meet the need for land resources information (Battrick, 2005) . Using more coherent data sets with exhaustive coverage would also improve the identification of threats to soil quality as identified by e.g. UNCCD (United, 1994) , the EU Soil Thematic Strategy (Commission of the European Communities, 2006), the Canadian Soil Quality Program (Spiess, 2003) , the United States Natural Resources Conservation Service (United States Department of Agriculture, 2006) and the Australian natural resource management (NRM) programs (Australian Government, 2010) . Remote sensing has been used to identify these threats and to support soil functional mapping such as water and nitrogen stress (Liaghat and Balasundram, 2010; Yi, et al., 2008) and soil erosion (Ben-Dor et al., 2009; Metternicht and Fermont, 1998) .
This paper aims to review publications from a wide range of sources and outlines a methodological framework that facilitates soil and terrain mapping from a soil survey-oriented view in combination with remote and proximal sensing methodologies. The review focuses on the use of optical and microwave data for soil science applications. Airborne geophysical (e.g. magnetic, electromagnetic and radioactive) surveys have been used in geological and soil mapping (Martelet et al., 2006; Saunders et al., 1999; Wilford et al., 1997) . However, the data used in these surveys are not as extensively available as optical and microwave data, which makes them less suitable for regional soil and terrain mapping.
The structure of this paper is based on the well-known State Factor Equation of soil formation, where soil is described as a function of CLimate, Organisms, Relief, Parent material and Time, referred to as CLORPT (Jenny, 1941) and its closely related SCORPAN soil spatial prediction function (SCORPAN -SSPFe). SCORPAN includes the same factors as CLORPT but also spatial (cross) correlation of soil properties and presence of spatially autocorrelated errors (McBratney et al., 2003) . Several factors of soil formation can be derived from remotely sensed data (Buis et al., 2009; French et al., 2005; Schmidtlein et al., 2007; Singhroy et al., 2003) .
We review the use of remote and proximal sensing for (1) identifying any of the factors of soil formation to stratify the landscape, i.e. into large relatively homogeneous soil-landscape units which can be used as covariate for digital soil mapping or whose soil composition can be determined by classical sampling, (2) allowing measurement or prediction of soil properties by means of physically-based and empirical methods, and (3) supporting spatial interpolation of sparsely sampled soil property data as a primary or secondary data source. Note that in this review we use the term proximal sensing for laboratory and field measurements. The following definition of digital soil mapping is adopted: 'the creation and population of spatial soil information by the use of field and laboratory observational methods coupled with spatial and non-spatial soil inference systems (Lagacherie et al., 2007; McBratney et al., 2003) ' (Carré et al., 2007) .
Spatial stratification of the landscape
A common way of spatially segmenting the landscape is to divide it into internally more or less homogeneous and mutually contrasting landform units (Hewitt, 1993; Hudson, 1992) . Soil-landform units are specialized landform units expected to be relatively homogeneous in terms of the main factors including parent material (Hengl and Reuter, 2008; McBratney et al., 2003) . Soil-landform maps thus provide a tool for identifying locations where different geomorphic processes dominate. Landform maps are typically suitable predictors of soil types because soil development often occurs in response to the underlying lithology and water movement in the landscape (Ballantine et al., 2005; McKenzie and Ryan, 1999) . For classical soil mapping, such as the SOTER methodology, the landform maps can be used to draw soil boundaries. Within these units, soil samples can be taken and a soil type or soil association can be assigned to the different units (van Engelen and Wen, 1995) . In digital soil mapping, soil landform maps may be used as auxiliary data source (discussed later).
Landform mapping
Traditionally, landform mapping is done by visually interpreting aerial photographs (Dent and Young, 1981) . Nowadays, with access to fast computers and digital sources such as digital elevation models (DEMs) -typically acquired by remote sensing -it can be done digitally. Typically, the surface is parameterized by attributes such as elevation, slope, aspect, plan and profile curvature, and flow accumulation (Moore et al., 1993) to obtain relief or surface topography units (Fig. 1) . These attributes quantify the role of topography in redistributing water in the landscape and in modifying the amount of solar radiation received at the surface which may affect the pedogenesis and thereby the soil characteristics (Wilson and Gallant, 2000) . There are many definitions for landform mapping, as is described by Dehn et al. (2001) . In this review the description of landform mapping given by Minár and Evans (2008 p. 1 ) is being adopted; Hence, the main objective of landform mapping is "The identification of the most specific geometrical geomorphic elements with maximal change of genetic, geometric and process character" (Minár and Evans, 2008 p. 1) . In other words, the internal homogeneity and external contrasts of landforms in terms of their geometry should reflect their genesis and recent dynamic (Minár and Evans, 2008) . Consequently, the land surface form is characterized by a complex structure of nested hierarchies of relief units (Dikau, 1989) . Three types of relief units are distinguished, based on increasing complexity. Firstly, elementary forms, which represent the smallest and simplest geometric units. Secondly, the landforms which are composites of elementary forms and thirdly, the landform patterns which are associations of landforms (Minár and Evans, 2008) .
Most of these topographic attributes are calculated from directional derivatives of a digital elevation model (DEM) (Florinsky, 1998) . Supervised or unsupervised classification for landscape segmentation can be performed using crisp or fuzzy clustering methods, ranging from local up to global studies (Dobos et al., 2005; Klingseisen et al., 2008; Moore et al., 2003; Prima et al., 2006; Schmidt and Hewitt, 2004; Tribe, 1992; van Asselen and Seijmonsbergen, 2006) , as well as objectbased landform mapping (Otto et al., 2010a, b; Raper and Livingstone, 1995) .
There are several general problems which occur with the use of most automated landform classification methods. One of these problems concerns scale dependence of the geomorphic elements that can be recognized. To determine the scale on which the desired elements can be retrieved, the algorithms should be applied over DEMs at various resolutions. Secondly, the definition of class boundaries and semantics may differ for different classification methods, which makes it difficult to compare them (Dehn et al., 2001) . Furthermore, the recognition of geomorphic elements is strongly dependent on the input data used, and it is influenced by DEM accuracy (outlined below). Separation of small geomorphic units and recognition of different geomorphic elements in flat areas is often hindered by the presence of vegetation; therefore research is ongoing for the correction of DEM's for vegetation cover (Gallant and Read, 2009; Hofton et al., 2006; Petersen et al., 2009 ). Another problem is that segmentation methods developed for mountainous areas do not work well in flat areas. Therefore, when dealing with large heterogeneous landscapes, methods for different terrain types have to be combined (Dobos et al., 2005; Quiel, 2008, 2009; Klingseisen et al., 2008; Moore et al., 2003; Prima et al., 2006; Rasemann et al., 2004; Schmidt and Hewitt, 2004) . The LandMapR program developed by MacMillan et al. (2004) has been very successful in classifying a hierarchy of landform entities over a full range of spatial scales. Iwahashi and Pike (2007) developed a global terrain map with an automated nested-means classification of topography. Their map of terrain classes for the world is freely available online [http://gisstar.gsi.go.jp/terrain/front_page.htm].
Landform mapping based on combined data sources
The combination of a DEM with spectral data can improve landform classification in complex landscapes. From a DEM the basic morphometric identifying parameters are derived, as described in Section 2.1, and additional spectral segmentation has been used to refine morphometrically similar landforms (Saadat et al., 2008) . Different landform models have been developed for using spectral data in combination with Data from SRTM and Landsat Thematic Mapper + (TM+). The combination of these data sources resulted in better classification of landform types which are dominated by slope processes (Ehsani and Quiel, 2009; Martin and Franklin, 2005; Taramelli and Melelli, 2009 ). Other satellites whose data have been used for landform recognition in combination with a DEM are e.g. ASTER (Glasser et al., 2008; Saadat et al., 2008; Schneevoigt et al., 2008) , Satellite Pour l'Observation de la Terre (SPOT) (Hansen et al., 2009) and Compact High Resolution Imaging Spectrometer (CHRIS) (Ulrich et al., 2009 ). All studies referred to above, concluded that spectral data improved classification because of increased distinction between topographically similar landforms. Unlike these studies, which were carried out at local scale, Ballantine et al. (2005) and Iwahashi and Pike (2007) used MODIS (Moderate Resolution Imaging Spectroradiometer) and SRTM30 data respectively as the sole data source for producing a general landform map at global or regional scale.
Application of Synthetic Aperture Radar (SAR) data and combinations of SAR and multispectral data have also been extensively studied within the context of improved landform recognition on a local scale (Madhavan et al., 1997; Singhroy and Molch, 2004) . Different wavelengths of the SAR signal enable structural analysis of elements in specific size classes, while polarization angles are particularly sensitive for directional structures. The lineament orientations or faults of geomorphological units are enhanced by different single polarized images and multipolarization combinations from SAR (Fig. 2) . Moreover, SAR is cloud-penetrating while the strength of backscatter depends on the dielectric properties of surface materials (e.g. soil water content), and the copolarization sensitivity to surficial sediments, both improve the classification of exposed surficial sediments (Singhroy and Molch, 2004) . Singhroy et al. (2003) used fused RADARSAT with TM images and employed spectral classification for distinguishing surficial deposits, moisture conditions and vegetation cover, which facilitated the interpretation and delineation of terrain units within an area of about 4800 km 2 (Singhroy, 2000; Singhroy et al., 2003) . Subsequently, C-band SAR images were used in densely vegetated areas to produce an image of the surface envelope of the canopy enhanced by highlights and shadows related to surface structures and erosional features. The above examples illustrate how automated analyses can benefit from complementary information provided by radar and spectral imagery. Combinations of SAR and multispectral images have also been visually interpreted for identifying geological structural features. However, visual interpretation is time consuming and it is sensitive to human interpretation errors (Madhavan et al., 1997) .
Digital elevation models
The most widely used sources of DEM data are Light Detection and Ranging (LIDAR) and SAR and stereo-correlation of images. Dependent on the sensor flight altitude, LIDAR allows highly accurate and very densely sampled elevation points (Woolard and Colby, 2002) . Processing of LIDAR data involves filtering irregularly spaced data points to obtain terrain elevation projected onto a regular grid (Brennan and Webster, 2006; Hodgson et al., 2003) . SAR data are typically processed using interferometric techniques. SAR data are either airborne or spaceborne; near-global coverage, between approximately 60°northern latitude and 56°southern latitude has been achieved with the Shuttle Radar Topography Mission (SRTM) (Farr, 2000) . Compared to typical LIDAR data sets, SRTM has much poorer spatial resolution, but unlike the former, SRTM data is easily accessible and even available for free (Farr, 2000) . Recently, the ASTER Global Digital Elevation Map (GDEM), created by stereo-correlation of ASTER imagery, has been made available for free to the public. The ASTER GDEM has a spatial resolution of 30 m and has near global coverage (METI/ERSDAC et al., 2009) . A fine resolution (2.5 m) DEM can be generated with the ALOS/PRISM which is a panchromatic remote-sensing instrument specially designed for stereo mapping (Earth Observation Research Center, 2010) .
A main limitation for both, LIDAR and SAR based approaches is vegetation cover density. For LIDAR, too small gap fractions in the canopy prevent the laser pulse to reach the ground, for SAR decorrelation of moving foliage is the main issue. Further, in rugged terrain, the observational geometry of SAR limits assessing continuous DEMs. Vertical and horizontal accuracies vary for the different data sets. For example, SRTM is claimed to have a vertical absolute accuracy, which is a measure of how accurate elevation is at each pixels, less than 16 m, and an absolute horizontal accuracy of 20 m (Farr, 2000) . Cloud and land Elevation Satellite (ICEsat) Geoscience Laser Altimetry System (GLAS) are 16.1 m horizontally and 13.2 m vertically. GLAS offers global coverage of raw altimetric data, but processed DEM's are available only regionally owing to the necessity of specific corrections for surface types (Pagnutti and Ryan, 2009) .
There are many different airborne LIDAR sensors on the market; for example, the ALTM Airborne Laser Terrain Mapper of Optech has a vertical accuracy of 8-11 cm and a horizontal accuracy of 2-3 cm on the ground (Rayburg et al., 2009 ).
Vegetation patterns and indices
Spatial and temporal variations in vegetation indices have been have been found to be linked to prevailing climate, ecosystem, terrain and physical soil properties (Singh et al., 2004) ; The Normalized Difference Vegetation Index (NDVI) is one of the most common indicators of crop growth characteristics and, indirectly, of specific site qualities (Sommer et al., 2003; Sumfleth and Duttmann, 2008) . Tucker (1979) introduced NDVI and the Global Inventory Modeling and Mapping Studies (GIMMS) data set, the latter of which provides a time series of NDVI data (Julien and Sobrino, 2009; Los et al., 1994) .
A serious problem in partly vegetated areas is the influence of soil background reflectance on NDVI, which produces decreasing NDVI values with increasing soil brightness under otherwise identical circumstances (Huete, 1988; Tucker et al., 1985) . Therefore, several variations on the NDVI have been developed, e.g. the Soil Adjusted Vegetation Index (SAVI) (Huete, 1988; Rondeaux et al., 1996) , the Transformed SAVI (TSAVI) (Baret et al., 1989; Rondeaux et al., 1996) , the Modified SAVI (MSAVI) and the Global Environment Monitoring Index (GEMI) (Qi et al., 1994; Rogan and Yool, 2001; Rondeaux et al., 1996) . For a more extensive overview of vegetation indices the reader is referred to Dorigo et al. (2007) and Huete (1988) .
Examples of soil properties that have been related to monotemporal NDVI imagery in local scale studies are root zone soil moisture (Wang et al., 2007) , soil colour (Singh et al., 2006) , soil texture and waterholding capacity (Lozano-Garcia et al., 1991) and soil carbon and nitrogen content (Sumfleth and Duttmann, 2008) . Alternatively, NDVI time series have been used to derive soil patterns by analysing changing NDVI values during a growing season and the onset of senescence during a dry season, for example Lozano-Garcia et al. (1991) . Hansen et al. (2009) found larger changes in vegetation greenness and canopy water absorbance on steeply sloping valley sides with sandy soils than in nearly flat, waterlogged valley bottoms. Dobos et al. (2000) found that the use of spectral indices such as NDVI in combination with a DEM often produced soil pattern deliniations comparable to existing regional scale soil and terrain data. To our knowledge, in regional studies NDVI data have been related to soil type patterns rather than to specific soil properties.
The use of biogeographical gradients in non-linear ordinations combines the information from vegetation ecology and remote sensing methods (Schmidtlein et al., 2007) . The approach entails analysing trends present in sets of floristic variables and establishing the nature of interrelationship between them (Armitage et al., 2004) . Reflectance values have been related to ordination axes by PLSR and the resulting regression equations were then applied on the spectral image. By this method the compositional variation was mapped for an area of 25 ha (R 2 = 0.79), using continuous fields (Schmidtlein et al., 2007) . Such biogeographical patterns can be related to precipitation, temperature and soil conditions on a regional scale (Mahecha and Schmidtlein, 2008; Schmidt and Hewitt, 2004) . Alternatively, stratification using indicator species of vegetation for specific habitats enables soil types to be allocated to specific strata, and vice versa (Mücher et al., 2009 ). However, the success of the latter method is limited to the availability of data for potential natural vegetation (PNV) and indicator species, and has been unsuccessful in ecoregions significantly altered by humans. Obviously, vegetation does not allow direct measurement of pure soil spectra. Removing the spectral influence of vegetation from the signal may improve the mapping of soil attributes (Bartholomeus, 2009 ). Both Bierwirth (1990) and Luo et al. (2005) describe a spectral unmixing technique which is based on the assumption that pixel reflectance is a linear mix of component reflectances. With the unmixing technique the abundance of the different endmembers were determined. Then the signature of vegetation corresponding to its abundance fraction was eliminated, and other endmember signatures covered by vegetation were replaced by scaling their abundance fractions to sum the original pixel total.
3. Measurement of soil properties on bare soil Stoner and Baumgardner (1981) identified five characteristic soil spectral reflectance curve forms which they considered representative of the diversity of soil reflectance found in wide ranges of naturally occurring surface soils. These curve forms were identified by curve shape and the presence or absence of absorption features representing distinctive organic matter and iron content, as well as texture. Several decades later it was demonstrated that many soil attributes can be measured by spectral analysis of soil samples under laboratory conditions. Examples include sand, silt and clay (Chang and Laird, 2002; Hahn and Gloaguen, 2008; Nanni and Demattê, 2006; Salisbury and D'Aria, 1992) , Fe 2 O 3, SiO 2 , Al 2 O 3 (Boardman, 1994; Genú and Demattê, 2006; Nanni and Demattê, 2006; Stoner and Baumgardner, 1981) , soil organic matter (Ben-Dor et al., 2002; Chang and Laird, 2002; Gomez et al., 2008; McCarty et al., 2002; Metternicht and Zinck, 2003; Stoner and Baumgardner, 1981; Viscarra Rossel et al., 2006a) , soil moisture, salt and carbonates (Ben-Dor et al., 2002; Farifteh et al., 2006) . McBratney et al. (2006) introduced the use of pedotransfer functions for predicting functional soil properties such as water content and pH buffering capacity from spectrally analysed soil samples. Demattê and Garcia (1999) related spectral reflectance to soil weathering state associated to different forms of iron and the texture of soils developed from basaltic rock.
The above shows that under laboratory conditions several soil attributes can be determined by spectral analysis. However, airborne or space borne spectroscopy complicates the measurement owing to atmospheric influences (Gail et al., 1994; Richter and Schläpfer, 2002) , structural effects, lower spectral and spatial resolution, geometric distortions and spectral mixture of features (Kriebel, 1978; Richter and Schläpfer, 2002) . For soil applications, (partial) coverage of the soil with photosynthetic vegetation (PV), non-photosynthetic vegetation (NPV) and lichens can be a limitation as well; in densely vegetated areas the cover of PV and NPV can be up to 100%. In tundra and open woodland habitats, lichens and mosses can cover as much as 70% of the surface (Solheim et al., 2000) .
In the following subsections we review the different soil attributes that can be determined by laboratory and field spectroscopy (i.e. proximal sensing) as well as airborne and spaceborne spectroscopy (remote sensing) of bare or sparsely vegetated soil. Unlike globally important soil properties such as texture, organic matter, moisture and mineralogy, other soil properties are particularly of local or regional relevance. Examples are iron content which is pertinent to significantly weathered soils, soil salinity which affects semi-arid to arid climates and carbonates that are indicative of specific parent materials. Furthermore, the spatial coverage of different remote sensing products vary from near global coverage to local areas up to single scattered images. Table 1 gives an overview of various soil and terrain attributes that have been retrieved from remote and proximal sensing data. The feasibility of the retrieval has been scaled between 'low' and 'high'. This feasibility rating is based on a multi criteria analysis of the reviewed literature cited in this paper. The criteria taken into account are the quality of the dataset i.e. being the number of samples and the research methodology, the accuracy of obtained results, the number of studies reported and the applicability to field surveys. Each criterion was assigned separately and weighed equally to obtain the final rating. Accompanying tables (Tables 2a, 2b and 2c) give the specifications of the different sensors used in the reviewed work.
Mineralogy
The analysis of mineralogy with spectral proximal sensing has made great progress over the last years. Nowadays, several institutes provide spectral libraries with comprehensive collections of a wide variety of materials. For example, the ASTER spectral library version 2.0, which is a collection of contributions from the Jet Propulsion Laboratory, Johns Hopkins University and the United States Geological Survey, is a widely used spectral library which contains over 2400 spectra of a wide variety of minerals, rocks, vegetation and manmade materials covering the wavelength range 0.4-15.4 μm (Baldridge et al., 2008) . Methods such as Partial Least Square Regression can be used to match collected spectral samples to those in the spectral libraries (Viscarra Rossel, 2008; Viscarra Rossel et al., 2009) .
With remote sensing, mineralogy can be determined from the spectral signature of rock outcrops or from the mineral composition of bare in-situ soils. In order to discriminate between different minerals, subtle differences in the spectral signature throughout the VNIR (Visible and Near Infra-Red) -TIR (Thermal Infrared) are used. Therefore, satellite data with a fine spectral resolution are needed, as only with a fine spectral resolution can subtle spectral differences be detected in the signal. Additionally, fine spatial resolution is beneficial, as it reduces the number of elements represented within a pixel, which enhances the unmixing results and thereby the detection of minerals. The spatial and spectral resolutions of Landsat TM and MODIS have been found to be too coarse for determining mineral composition (Dobos et al., 2000; Kettles et al., 2000; Teruiya et al., 2008) . However, the combination of Landsat TM data and ASTER data has been useful because the general lithological variability is mapped with Landsat TM whereas ASTER maps the different mineral groups.
Hyperion (Mahoney et al., 2002) , airborne AVIRIS ( Fig. 3) (Green et al., 1998 (Green et al., , 2003 Kruse et al., 2003) and Hymap (Bedini et al., 2009; Launeau, 2004; Martini et al., 2004) spectrometers may be better suited because of their higher spatial and spectral resolution. For example, AVIRIS data has been used to analyse the variation in soil type and their mineralogical and chemical compositions. This is achieved by mapping SiO 2 and Al 2 O 3 in order to estimate the Ki-index, an indicator of the degree of soil weathering . However, the spatial extent of the latter products is smaller, and this limitation applies also to Hyperion and airborne products (Tables 2a  and 2b ).
Several methods relying on remotely sensed spectral data have been developed for geological mapping. The spectral features of typical rocks on Earth are mostly found in the TIR region, where quartzoze, carbonate, silicate and mafic minerals can be discerned. Several indices have been developed, such as the Quartz Index, Carbonate Index and Mafic Index (Ninomiya et al., 2005) . They are claimed to be suitable for regional to global mapping, but so far they have only been tested in arid and semi-arid regions with ASTER data. Results suggest robustness of the indices for detecting rock types under different climatic circumstances and elevations which applied to reported case studies (Ninomiya et al., 2005) . In local studies, advanced methods for deriving minerals from ASTER data have resulted, in classification accuracies up to 86%. Examples of powerful subpixel unmixing analysis tools are the Successive Projection Algorithm (SPA) (Zhang et al., 2008) , Spectral Angle Mapper (SAM), Constrained Energy Minimization (CEM) and spatial-spectral endmember extraction (SSEE) tool (García-Haro et al., 2005; Kruse et al., 1993; Rogge et al., 2007; Rowan and Mars, 2003; Zhang et al., 2007) .
The Tetracorder tool, on the other hand, consists of a set of algorithms within an expert system decision-making framework for soil and terrain mapping. The expert system rules are implemented in a decision tree in which multiple algorithms are applied to the spectral data. The system contains a large spectral library with soil mineral properties and land cover types from all over the world. The results obtained with the Tetracorder show that many different minerals can be identified as has been shown in Fig. 3 (Clark et al., 2003) .
A comparison of the spaceborne Hyperion and airborne AVIRIS spectrometers revealed that Hyperion provides similar basic mineralogical information, but that it is unable to distinguish subtle spectral differences due to its much lower signal-to-noise ratios (Kruse et al., 
a Feasibility (1-5) = weighted average of scores for the number of studies reported, dataset quality, obtained result and applicability to field surveys. Low = 1, low-medium = 2, medium = 3, medium-high = 4 and high = 5. 2002, 2003). Cudahy et al. (2001) evaluated the impact of the characteristic low signal-to-noise ratio (S/Nb 40:1) of Hyperion. They minimized the influence of noise and improved diagnostic spectral signatures using radiative transfer based atmospheric correction of Hyperion radiance to surface reflectance. Even though the derived surface composition maps generated from endmember images were noisy, they showed the same spatial patterns and correlated well with known geology (Cudahy et al., 2001) . Also, in another study in which Hyperion data were used in combination with additional information obtained from spectral analysis of field samples, the resulting classification accurately mapped different types of rock outcrop (Mahoney et al., 2002) . When Hyperion imagery is used in combination with multispectral images such as ALI (Advanced Land Imager (Beck, 2003) or ASTER, both the calibration of the multispectral data and the mapping accuracy can be improved. The three sensors offer complementary capabilities: ALI is well suited for distinguishing iron oxides, iron hydroxides and iron sulphates, whereas ASTER enables distinctions to be made between clay and sulphate mineral species (Hubbard and Crowley, 2005; Hubbard et al., 2003) .
Soil texture
In proximal sensing, soil texture is typically determined by multiple linear regression or partial least-square regression. Calibration of these models is mostly done using data from a sample. Results show that these methods are useful tools for predicting soil texture, but calibration of the models is based on local conditions and therefore these models will typically not work outside the studied areas (Demattê et al., 2007; Thomasson et al., 2001; Viscarra Rossel et al., 2006b) . Apan et al. (2002) used ASTER bands 2, 8 and the first principal component of ASTER imagery for determining, broad texture classes. Differences between clay-rich and quartz-rich soils can be locally or regionally mapped based on specific absorption features. Clay minerals have typical hydroxyl absorption at 2200 nm, referred to as the SWIR Clay Index (Chabrillat et al., 2002) . This feature can be captured with bands 5 and 6 of ASTER. The presence of quartz can be detected using thermal bands between 8000 nm and 9500 nm in which the restrahlen feature occurs, which correspond with bands 10 to 14 of ASTER. The combination of ASTER bands 5 and 6 and thermal infrared bands 10 and 14 can then be used to discriminate both dark clayey soils and bright sandy soils from nonphotosynthetic vegetation on a local scale, but results are influenced by organic matter (Breunig et al., 2008; Salisbury and D'Aria, 1992) .
AVHRR (Advanced Very High Resolution Radiometer) has been used to map the spatial extent of clay content by means of multivariate prediction models . Landsat TM, SPOT and airborne spectroscopy have been used to determine different soil texture classes by correlation of image data with laboratory analysis (Barnes and Baker, 2000) . The different soils were classified with accuracy from 50% up to 100%. Note however that this study was conducted on a plot scale with an exhaustive soil sample dataset, due to the availability of this large dataset higher accuracies were obtained compared to other studies. Only few researchers explored Hyperion data for mapping soil texture; the main reason for this is the earlier mentioned low signal-to-noise ratio and additionally required heavy pre-processing. Even so, Chabrillat et al. (2002) successfully identified, after noise reduction, expansive clays in the Colorado Front Range Urban Corridor when vegetation cover was less than 10%.
In contrast with the use of optical imagery, there is little experience in using radar to retrieve soil texture. Singh and Kathpalia (2007) developed a modelling approach based on a Genetic Algorithm, which included empirical modelling to simultaneously retrieve soil moisture, roughness and texture from the dielectric constant derived from ERS-2 SAR backscatter data. Although the results were in agreement with field observations, they concluded that there are problems with the retrieval of input variables of the model.
Soil moisture
Microwave remote sensing of soil moisture content is based on the contrast in dielectric properties between dry soil and water. Currently, the most advanced index on soil moisture is the Soil Water Index (SWI) (Wagner et al., 2007) , in which the METOP ASCAT and ENVISAT ASAR GM data are combined into one layer with a resolution of 1 km. ENVISAT ASAR GM provides backscatter data on a monthly basis, at best, with a resolution of 1 km on a regional scale. The ERS 2 scatterometer and METOP ASCAT provide global backscatter data at a coarser spatial resolution (25 km) but on a finer temporal resolution. Surface soil moisture is derived from the backscatter data and then used to compute the SWI, which gives relative values of soil water content over the rooting depth. The boundaries of the backscatter data related to soil moisture are set on the basis of a long-term change detection approach. The temporal resolution of the SWI is 2 weeks. The index is particularly useful for monitoring changes in soil water content over time, and is unsuitable to quantify the soil water content (Wagner and Scipal, 2000; Wagner et al., 2007) .
The recently launched passive microwave SMOS (Soil Moisture and Ocean Salinity) and future satellite SMAP (Soil Moisture Active Passive) will have a global coverage with 1 km resolution and a temporal resolution up to approximately 3 to 5 days. The algorithms devised for the retrieval of soil moisture data from SMOS are promising. The core of the SMOS L2 processor is the inversion of the L-MEB (L-band Microwave Emission of the Biosphere) model (Wigneron et al., 2007) , which is used as a forward emission model to simulate the L-band emission from the soil-canopy layer. The L-MEB model uses a simplified (zero-order) radiative transfer equation to predict the surface brightness temperature. The modelled surface soil moisture (0-3 cm) is expected to be accurate to within 4.0% volumetric water content (Panciera et al., 2009; Wigneron et al., 2007) .
A different approach to estimating soil moisture is the use of surface energy balance models. These studies are typically done on plot to local scale and produce spatio-temporal predictions of actual evapotranspiration (ET) which can be linked with soil water. There are several models available; the most widely used are (1) the Soil Energy BALance (SEBAL), in which soil and vegetation contributions to ET are aggregated (Bastiaanssen et al., 2005) ; (2), the Two-Source Energy Balance (TSEB) modelling approach, which discriminates between soil and vegetation (Aly et al., 2007) ; and (3), the Surface Energy Balance System (SEBS) (Su, 2002) which uses both the optical and thermal parts of the electromagnetic spectrum to estimate turbulent atmospheric fluxes and surface evaporation (Van der Kwast, 2009). ASTER and MODIS images have been used for retrieving the surface variables required as inputs for energy balance modelling (French et al., 2005; Su et al., 2005) . The main difficulties using surface energy balance models are obtaining all the necessary data at the proper spatial resolution and the calibration of the model. Currently, the most advanced approaches used for estimating rootzone soil moisture are based on assimilation of remote sensing observations into soil-vegetation-atmosphere transfer (SVAT) model. These models can be divided into thermal remote sensing and water and energy balance (WEB) approaches. The WEB-SVAT (Water and Energy Balance -Soil Vegetation Atmosphere Transfer Modeling) model uses measured precipitation and predicted evapotranspiration. The model is based on forcing a prognostic root-zone water balance model with observed rainfall and predicted evapotranspiration. In remote sensing SVAT approaches, the radiometric temperature is derived from thermal remote sensing and combined with vegetation information obtained at the VNIR wavelengths in order to solve the surface energy balance; this method does not explicitly quantify soil moisture but uses a thermalbased proxy variable for the availability of soil water in the root zone and the onset of vegetation water stress (Crow et al., 2008) .
Under laboratory conditions, spectral proximal sensing with statistical methods has been used for quantifying soil water content. Examples of such methods are the soil line which plots near infrared as a function infrared reflectance (Baret et al., 1993; Demattê et al., 2006) and multiple regression with the water absorption features centred at 1400, 1900 and 2200 nm as the independent. However, the latter method will most likely not work under field conditions owing to strong absorption of radiance by water vapour in the atmosphere.
Soil organic carbon
Most research on the determination of soil organic carbon with remote sensing has been performed at plot scale (b1 km 2 ). The spectral data is usually obtained from proximal sensing so vegetation does not disturb the signal. Correlation coefficients in the range of 0.87 b R 2 b 0.98 between spectrally measured and chemically analysed samples have been obtained using mid infrared and combined diffuse reflectance spectroscopy (Barnes et al., 2003; Chang and Laird, 2002; McCarty et al., 2002; Viscarra Rossel et al., 2006b ). One of the indicators used for soil organic carbon mapping with remote sensing is soil colour; dark soils typically contain more soil organic matter than pale soils. This darkening of soil with higher organic carbon content is due to the effect of saturated organic matter and to variation in the composition and quantity of black humic acid and soil moisture (Viscarra Rossel et al., 2006a) . This is why the visible part of the spectrum has often been used to map SOC by soil colour. However, the relationships are not sufficiently robust for practical application in wide variety of soils (Viscarra Rossel et al., 2006a) .
Used techniques employ the shape of the reflectance spectrum, for example using band depth analysis and principal component analysis (Palacios-Orueta and Ustin, 1998; Palacios-Orueta et al., 1999) . Alternatively, multivariate regression modelling such as Partial Least-Square Regression (PLSR) and multiple linear regression can be used. By means of these methods, different topsoil parameters are determined from the spectral signature contained in a single imaging spectrometer image, where the various variables are represented by different combinations of absorption features across the spectra. Applying multiple linear regression to an airborne DAIS7915 calibration dataset obtained satisfying results for soil organic matter; results could be improved by use of better quality of spectroscopy data (Ben-Dor et al., 2002) . Selige et al. (2006) used both multiple linear regression and PLSR, with the latter having the highest predictive power. Spaceborne imaging spectrometer data have not been often used for predicting soil organic carbon, but Gomez et al. (2008) who applied advanced spectral unmixing methods to Hyperion data for a 16 km 2 study area obtained similar SOC fractions as those in field observations. When mapping soil organic carbon on a large mapping scale without extensive calibration by soil samples, a solution could be to use indices based on spectral reflectance for quantifying soil organic carbon. The amount of SOC is then detected with reflectance spectroscopy based on the constituents of SOC: cellulose, starch and lignin. Good relations have been found for indices based on the visible part of the spectrum (R 2 = 0.80) and for the absorption features related to cellulose (around 2100 nm) (R 2 = 0.81). The best index-based relations were compared to results for PLSR (R 2 = 0.87). PLSR proved to be much less sensitive towards extrapolation of the model beyond the mineralogy and SOC levels used during the calibration. Although, the indices seem promising, they must still be tested on spaceborne sensors which have lower signal-to-noise ratio. Application in areas that have significant vegetation cover will be a challenge as well (Bartholomeus et al., 2008) .
Iron content
Soil iron can be seen as an indicator of soil fertility and the age of the sediments (Bartholomeus et al., 2007) . Over the years, proximal sensing has proven to be useful for determining soil iron content in soil samples and at plot scale (Demattê, 2002; Nanni and Demattê, 2006) . But also, remote sensing imagery has been successfully used for determining the presence of iron over areas up to 500 km 2 . Both soil colour (Escadafal, 1993) and absorption features have been used to derive iron content (Farrand and Harsanyi, 1997; Palacios-Orueta and Ustin, 1998; Warell, 2003) . Iron oxide and iron hydroxides have specific absorption features that are located in the VNIR and can be measured from multispectral or imaging spectrometer images (Abrams and Hook, 1995) . However, these features are confounded if there is vegetation cover (Xu et al., 2004) . Only a few methods have been developed to quantify soil iron content. Though Landsat TM has been used for this purpose, the low spectral resolution means that the absorption features are not unequivocally discernable and therefore the results are not accurate (Deller, 2006) . Bartholomeus et al. (2007) were among the first to quantify soil iron content on the basis of airborne optical data. They determined the iron content in Mediterranean soils in partly vegetated areas, using ground-based spectral reflectances and airborne imaging spectroscopy. The use of two iron-related absorption features as well as a ratio-based Redness Index, which is the ratio of the reflectance in the red part of the spectrum divided by the sum of total visible reflectance, gave fairly good correlations (R 2 = 0.67 and R 2 = 0.51, respectively) on samples measured under laboratory conditions. Unfortunately, the relations were weak (R 2 = 0.26) when applied to airborne ROSIS (Reflective Optics System Imaging Spectrometer) data. The relations appeared to be sensitive to vegetation cover, but a combination of the Redness Index and relations based on the absorption feature made the model more robust against the influence of vegetation cover (Bartholomeus et al., 2007) .
Soil salinity
In arid and semi-arid climates, precipitation is insufficient to maintain a regular percolation of rainwater through the soil, so soluble salts accumulate, with consequences for soil properties such as structure. Both radar and optical remote sensing data have been used for mapping soil salinity. Microwave remote sensing of salinity is based on the dielectric properties of the soil, since salinity is a key element of the electric conductivity (Aly et al., 2007) . The dielectric constant is a complex number consisting of a real part, which is related to soil moisture, and an imaginary part, which is related to salinity. Using inverse modelling, the imaginary part can be calculated and calibrated with soil salinity (Bell et al., 2001; Taylor et al., 1996; Yun et al., 2003) . Soil salinity classes have been successfully derived on a local scale (b500 km 2 ) with the C-, P-, and L-bands of airborne and spaceborne radar systems; best results are obtained using L-band data because long wavelengths penetrate soil and vegetation to a greater extent than higher frequencies (Bell et al., 2001; Lasne et al., 2008; Taylor et al., 1996) . The spectral response patterns of saline soils are a function of the quantity and mineralogy of the salts they contain (Mougenot et al., 1993) . Using spectral absorption features, spectral proximal sensing can be used to provide information on the presence of salt minerals and it enables salt-affected soils to be quantified (Weng et al., 2008) . Salinized soils have distinctive spectral features in the VNIR parts of the spectrum, related to water in hydrated evaporite minerals. They show absorption features at 505 nm, 920 nm, 1415 nm, 1915 nm and 2205 nm. However, laboratory spectral analyses revealed that saltaffected soil samples did not exhibit all of the diagnostic absorption features that were found in the spectra of the pure salt minerals. Though the regression models had accuracies up to R 2 = 0.8 (Farifteh et al., 2008) . Salt scalds and highly salinized soil show additional absorption features at 680, 1180 and 1780 nm. These features enable the recognition of minerals such as gypsum, bassanite, and polyhalite that can be used as indicators. Another informative property is that at approximately 2200 nm hydroxyl features become less pronounced when samples are more saline. The reduction of the 2200 nm absorption intensity may be a result of a loss of crystallinity in clay minerals. Yet another potentially usable characteristic is that the overall slope of the reflection curve between 800 and 1300 nm decreases as samples become more saline (Taylor and Dehaan, 2000) . Using remote sensing on a local scale (b10 4 km) broad salinity classes can be mapped with ASTER (Melendez-Pastor et al., 2010) , Hymap (Dehaan and Taylor, 2003) , Landsat TM and ALI imagery -the latter two using the Salinity Index (SI) and the Normalized Salinity Index (NSI) (Bannari et al., 2008; Jabbar and Chen, 2008; Odeh and Onus, 2008) . Weng et al. (2008) were able to discriminate 5 classes of saline soils with Hyperion data for an area of about 1200 km 2 . Alternative methods for mapping saline areas are based on detecting the presence of salt scalds and halophytic vegetation. However, spectral resolution must be high in order to detect the different vegetation types (Dehaan and Taylor, 2001) .
A major constraint to using proximal and remote sensing data for mapping salinity is related to the fact that there is a strong vertical, spatial and temporal variability of salinity in the soil profile. Spectral data acquisition does not allow information to be extracted from the entire soil profile, since only the soil surface is observed. This can be overcome by integrating remote sensing data with simulation models and geophysical surveys (Farifteh et al., 2006; Metternicht, 2003; Mougenot et al., 1993) . Direct and precise estimation of salt quantities is difficult using satellite data with a low spectral resolution because these fail to detect specific absorption bands of some salt types and the spectra interfere with other soil chromophores (Mougenot et al., 1993) .
Carbonates
Remote sensing allows distinction between common carbonate minerals on the basis of unique spectral features found in the SWIR, and especially in the TIR region. In that region the minerals have a low emissivity from 1095 up to 1165 nm and high emissivity from 8125 to 1095 nm. The Calcite Index, for example, is based on this difference in emissivity and has been used on a single ASTER image of 60 * 60 km (Yoshiki et al., 2002 (Yoshiki et al., , 2004 . Alternatively, the specific absorption features of carbonate have been analysed with derivative analysis on proximal sensed data. Derivatives of second order or higher should be relatively insensitive to variations in illumination intensity whether caused by changes in sun angle, cloud cover, or topography (Hu, 2007; Plaza et al., 2008) . Under laboratory conditions this method worked well (R 2 = 0.64), but when applied to airborne data with a pixel size of 25 m 2 , the performance decreased (R 2 = 0.46). This was attributed to radiometric and wavelength calibration uncertainties as well as possible residual atmospheric effects (Lagacherie et al., 2008) .
Nonphotosynthetic vegetation
Nonphotosynthetic vegetation (NPV) such as crop residues, woody stems and forest litter influences the spectral response of bare soil and thus the accuracy of determined soil properties. For example, the presence of senescent vegetation and litter affects the relationship between reflectance and several soil attributes such as total Fe, TiO 2 and Al 2 O 3 in the transition from the red to the near-infrared interval. The lignin/cellulose spectral feature of the crop residues also effects the appearance of the 2200-nm absorption band related to clay minerals (Galvão et al., 2001) .
Imaging spectrometers and advanced multispectral sensors potentially allow discrimination between crop residues and soil. Attempts to measure crop residue cover using remotely sensed data have had mixed success, however. In areas having strongly contrasting soil and residue reflectances, Landsat TM-based indices such as the simple ratio-type vegetation indices (SRTVI) and normalized difference-type vegetation indices (NDTVI) successfully identified broad crop residue cover classes for an coverage ranging from small plots up to 1500 km 2 (Serbin et al., 2009 ). However, these indices were less effective when used in regions with different soil types because of the poor contrasts between crop residues and many soils (Qi et al., 2002) . This poor performance was partly ascribed to the broadness of the bands of Landsat TM, which are unable to discriminate between specific material absorptions that occur in the 1000 to 2500 nm wavelength region (Mirik et al., 2005) . By contrast, ASTER has been successfully used to discriminate NPV from bare soil by means of band ratios (Breunig et al., 2008) . Spectral unmixing of AVIRIS data (Asner and Heidebrecht, 2003; Galvão et al., 2001; Roberts et al., 1993) and Hyperion data (Asner and Heidebrecht, 2003; Huete et al., 2003) in areas up to 100 km 2 produced even better results. The imaging spectrometer Cellulose Absorption Index (CAI) and the multispectral Lignin-Cellulose Absorption (LCA) index are reflectance band height indices that use three spectral bands between 2000 and 2400 nm to estimate crop residue cover (Daughtry et al., 2005; Serbin et al., 2009) . Whereas CAI showed a clear separation of values between common soil minerals and crop residues, LCA did not. Spectral confusion may occur because common soil minerals such as amphiboles, chlorites, iron hydroxides, and -especially -carbonate have LCA values similar to those of crop residues (Daughtry and Hunt, 2008; Serbin et al., 2009 ).
Lichens
Exposed bedrock is often partly covered with lichens varying in colour, from blackish-brown to orange. Lichens might prevent the transmission of light to the underlying rock substrate and effectively mask the mineral substrate (Bechtel et al., 2002) . They may increase, decrease or not influence the spectral reflectance of a rock surface, depending on the spectral contrast between the lichen and the bare rock (Satterwhite et al., 1985) . and Bechtel et al. (2002) Zhang et al. (2005) found that, under laboratory conditions, a single lichen endmember allowed for spectral unmixing of lichens and rock, due to the spectral similarity of various crustose/foliose lichen species in the short-wave IR. For both the reflectance and normalized reflectance data, spectral mixture analysis results correlated well (R 2 N 0.9) with endmember abundances estimated from digital photography (Zhang et al., 2005) . A number of minerals (clay and carbonates, for example) also have absorption bands in the SWIR, but the shapes and positions of the mineral bands differ from those of the lichen. The absorption at 1700 nm might be most useful in determining areal lichen cover because this is not significantly affected by common mineral absorption bands (Cloutis and Edward, 1989) . Moreover, the discrimination of different lichen types is possible in the visible spectral region, but there the inference of mineral absorptions may be problematic (Bechtel et al., 2002; Cloutis and Edward, 1989; Kiang et al., 2007) . Kiang et al. (2007) studied the full reflectance spectrum of lichen under laboratory conditions and found that the 'red edge' which is typical for photosynthetic species is negligible in lichen and that the overall influence of lichen on the NIR is a lowering of the overall reflectance. Therefore, we expect that it is likely that the overall influence of lichen on the retrieval of soil properties is much lower compared to other vegetation types. But, in areas with exhaustive lichen cover, the overall lower reflectance has to be accounted for. We are not aware of any remote sensing based lichen mapping study on a plot or local scale.
Soil proxies
The efficiency of using remote sensing to map soil properties in densely vegetated areas depends on indirect relations between vegetation and soil attributes. As already outlined in Section 2.4, vegetation indices and time series can be used to delineate soil patterns. To retrieve soil properties, more detailed information on the vegetation cover is needed. Two useful but prospective proxy indicators have been used to retrieve soil properties from remote sensing data: Plant Functional Types (PFT) and Ellenberg indicator values. For a description of the determination of soil moisture in densely vegetated areas we refer back to Section 3.3.
A central tenet in the concept of PFT is that the morphological and physiological adaptations are linked in predictable ways by resource limitations, responses to disturbance, biotic factors or other aspects of the environment. The extent to which such linkages are generalized will determine the ability to detect functional types with remote sensing (Ustin and Gamon, 2010) . For example, abiotic factors that affect biodiversity are the nutrients available, such as nitrogen, and the prevailing climatic conditions. In some cases, low levels of nutrients lead to high levels of biodiversity (Forde et al., 2008) . Diekmann (2003) shows that the relation between nutrient requirements of plants and nutrient availability in soils can be used to derive soil attributes. Accordingly, the concept of plant functional types (PFT) can be used to derive the specific type or group of species that grow on typical soils. Schaepman et al. (2007) showed that PFT may be derived from high resolution imaging spectrometer data on a plot level. Sun et al. (2008) developed the current global MODIS PFT product, which is a map with the distribution and abundance of major plant functional types. Ustin and Gamon (2010) proposed the new concept of 'optical' types. They argue that functional types can be distinguished largely on the basis of optical properties detectable by remote sensing. To fully utilize the potential of remote sensing, data must be combined with ecological models linking structural, physiological and phenological traits based on resource constraints. See Ustin and Gamon (2010) for an overview of different sensors and their implications for assessing PFT's. Hence, PFT regulate or are regulated by ecosystem processes and have discrete different functions within the ecosystems.
Different PFT have a particular distribution in relation to geography or environment, e.g. species of ultramafic soils or acidophilous bog species (Wilson, 1999) . Therefore, PFT could be explained by the DEMderived terrain variables which describe the landscape structure. Buis et al. (2009) found that PFT strongly depended on bedrock cover, which emphasizes the dominance of local water redistribution processes for the PFT. However, for soil and terrain mapping the method should be inverted since the PFT should indicate soil attributes.
For the same reasons as the PFT, Ellenberg indicator values can be used to retrieve soil attributes. Originally, the Ellenberg indicator values were calculated for flora mapped on the basis of intensive fieldwork (Ellenberg, 1988) . However, Schmidtlein (2005) showed that imaging spectroscopy can be used as a tool for mapping Ellenberg indicator values for soil water content, soil pH and soil fertility. The Ellenberg indicator values scale the flora of a region along gradients reflecting light, temperature, moisture, soil pH, fertility and salinity. In this way, the flora can be used to monitor environmental change and thereby changes in the soil (Diekmann, 2003; Hill et al., 2000) .
The use of remote sensing in digital soil mapping
It is unlikely that the variables measured using remote sensing will exhaustively cover the area to be mapped. Accurate estimation of soil attributes is hampered if the pixels have a vegetation cover over 20% (Bartholomeus et al., 2007) . Another problem is that the spectral signatures of urban areas, roads and water surfaces do not contain information relevant for soil and terrain mapping. Therefore, these areas should be masked, but this produces incomplete coverage of the remaining area from which remotely sensed estimates of soil attributes can be obtained. Finally, remote sensing typically provides information about only the surface layer.
However, by combining remotely sensed imagery, DEM's and soil sample data using digital soil mapping (DSM) methods, a complete coverage can be produced and the accuracy of the estimated soil properties can be improved. Over the past decade many research papers have dealt with digital soil mapping (DSM), which has been defined as 'the creation and population of spatial soil information by the use of field and laboratory observational methods coupled with spatial and non-spatial soil inference systems (Lagacherie et al., 2007; McBratney et al., 2003) ' (Carré et al., 2007) . It allows for the prediction of soil properties or classes using soil information and environmental covariates of soil (Carré et al., 2007; Dobos et al., 2006) . As this paper concerns applications of remote sensing data, the reader is referred to Boettinger et al. (2010) , Grunwald (2009 ), McBratney et al. (2003 and Scull et al. (2003) for reviews on digital soil mapping.
Remote sensing and proximal sensing can provide data sources to be used in digital soil mapping. There are different ways in which the data can be used to obtain complete coverage. One way is to fill the gaps by directly interpolating remote sensing-based measurements of soil properties, using these data as primary data source. This approach is suitable if legacy soil data is scarce or unavailable. Alternatively, if legacy soil data are available, soil and terrain attributes derived from remote sensing or soil proxies can be used as secondary variables to improve the interpolation of existing soil data (McBratney et al., 2003) .
Soil spatial prediction
In this section some methods which can be used for soil spatial prediction using remote and proximal sensing are briefly discussed. A distinction is made between the use of remote sensing and proximal sensing as primary data source and the use of remote sensing as secondary data source. The single use of remote sensing retrievals as primary data is possible if the spatial coverage is high and well correlated in space, e.g. in sparsely vegetated areas. If the spatial coverage is sparse, e.g. in case of remote sensing in vegetated areas, or proximal sensing with a field spectrometer, then the data can be used as a primary data source but other secondary exhaustive data sources, such as a DEM or a geological map, or remote sensing images have to be used to obtain full area coverage and improve the interpolation results. Remotely sensed retrievals have been used both as primary or secondary variables by Ben-Dor et al. (2002 ), Castrignanò et al. (2000 , Knotters et al. (1995 ), McBratney et al. (1991 and Odeh et al. (1994) .
Remote sensing as primary data source
When mapping spatial patterns, pixels can be treated as regionalized variables using geostatistical techniques (Heuvelink and Webster, 2001; McBratney et al., 2003) . In this way, an exhaustive coverage of remote sensing retrievals can be used as a primary data source for mapping soil attributes in areas which are, for example, covered by vegetation or masked by clouds. Using univariate kriging it is possible to map continuous soil properties and classes by accounting for spatial correlation between sampled and nearby unsampled locations. Simple kriging may not be the method of choice in heterogeneous areas because the mean is deemed constant and known throughout the area. Ordinary kriging is often regarded more appropriate, because using a restricted search neighbourhood, it adapts to local fluctuation of the mean by limiting the domain of stationarity of the mean to the local neighbourhood (Goovaerts, 1999) .
Also (generalized) linear models with independent variables such as slope, curvature, wetness index and soil profile information have been used to derive soil attribute maps. Despite satisfactory results obtained in homogenous landscapes, multiple regression has its limits in complex heterogeneous areas (Gessler et al., 1995; Moore et al., 1993; Odeh et al., 1994) . However, the same limitation applies to ordinary and simple kriging.
Remote sensing as secondary data source
When measurements are sparse or poorly correlated in space, the estimation of the primary attribute is generally improved by accounting for secondary information from other related categorical or continuous attributes such as a digital elevation model, remote sensing data or land use maps. Proximal sensing can be used as a primary data source and remote sensing can be used as one of the secondary data sources to predict soil properties from proximal sensing. This way, the large spectral resolution of the proximal sensed data can be combined with the spatial coverage of the remote sensing data. In any case, with proximal sensing, either field or laboratory measurements are taken which generates a relatively sparse sample that can be used as primary data source or as a covariable (in co-kriging) for soil spatial prediction on a dense grid. The primary attribute can be predicted with kriging within strata, or some combination of regression analysis and kriging or cokriging (Heuvelink and Webster, 2001; Knotters et al., 1995) . If the secondary information is not exhaustively sampled, the estimation can be done by cokriging (Knotters et al., 1995) . In contrast to the previously described methods, regression kriging does not assume a stationarity of the observations themselves but rather of the residuals between observations and a modelled trend (Cressie, 1991) . The advantage of regression kriging is the ability to extend the method to a broader range of regression techniques and to allow separate interpretation of the two interpolated components (Hengl et al., 2007) .
Classification and regression trees
The technology involved in collecting and analysing data has become more and more powerful in recent years. Stimulated by the need to analyse massive amounts of data efficiently, data mining was born and has recently developed rapidly. When multisource data are used in a classification, advanced non-parametric classifiers such as neural network, classification tree, evidential reasoning, or knowledge-based approaches are typically preferred over parametric classification algorithms. The underlying assumption is that the relation between soil types and the additional attributes is expected to be non-linear (Hahn and Gloaguen, 2008; Lu and Weng, 2007; Zhai et al., 2006) . These methods have given good results when used to extract geographical information, such as land cover, from remote sensing data on a local scale and these methods appeared to be more flexible and robust to non-linear relations. However, the use of too many additional attributes appeared to be limiting the performance for univariate decisions trees (Friedl and Brodley, 1997; Pal and Mather, 2003; Santos and Amaral, 2004) .
Classification and regression tree analysis is a data mining technique which splits a full data set in a sequence of binary splits on dependent (remote sensing) variables aiming for pure nodes with respect to the target variable. The input variables are environmental variables that are believed to reflect the properties integrated by a soil surveyor when making the source map. A tree model is trained and tested by growing and pruning it, using only a proportion of the available data. The model is then used to predict the full extent of the original map (Quinlan, 1993; Salford-Systems, 2002) . Classification trees have been used to estimate soil properties and to create soil maps (Lagacherie and Holmes, 1997; McBratney et al., 2000; McKenzie and Ryan, 1999; Omuto and Shrestha, 2007; Scull et al., 2005; Xu et al., 2005) . Based on the soil-landscape paradigm, explicit links have been made between data, information and knowledge (MacMillan et al., 2007; Moran and Bui, 2002) . Accordingly, Quinlan (1993) concludes that there is sufficient predictive capacity in the environmental correlation attributes representing geology, terrain, and soil/water/vegetation interactions to model a known soil map. Note that regression tree analyses may also be used within a regression kriging context (see above) (Hengl et al., 2004; McBratney et al., 2000) .
Conclusions and outlook
This article reviewed the use of remote sensing for soil survey. To summarize: remote sensing provides data (1) supporting the segmentation of the landscape into rather homogeneous soillandscape units whose soil composition can be determined by sampling or that can be used as a source of secondary information, (2) allowing measurement or prediction of soil properties by means of physically-based and empirical methods, and (3) supporting spatial interpolation of sparsely sampled soil property data as a primary or secondary data source. Table 3 gives an overview of the various methods discussed in this paper.
Spatial segmentation by automated segmentation of the landscape to support soil-landscape mapping is typically based on first-and second-order derivatives of DEMs, observed parent material and vegetation patterns. Spatial and temporal changes in vegetation (2000) Local ( 
Soil attributes
indices and biogeographical gradients have been used to improve spatial segmentation. Extended spectral libraries are available which aid the research on soil attribute retrieval with proximal sensing (Abrams and Hook, 2001; Clark et al., 2003) . A wide variety of soil attributes have been derived with use of statistical and chemometric analysis of spectroscopic data Viscarra Rossel, 2008) which can be used for digital soil mapping (Minasny et al., 2009 ). However, as can be seen in Table 1 , the feasibility to derive these soil attributes is on average 'medium' which means that current methods are not fully developed yet. The retrieval of soil attributes with remote sensing has made progress, particularly since the launch of advanced multispectral sensors and imaging spectrometers such as ASTER and Hyperion, which have made it possible to detect subtle differences between spectral signatures. Either indices, proxies, quantities or patterns for many soil attributes that are important for deriving soil and terrain maps have been derived from remote sensing images. However, the number and feasibility of soil attributes that have been derived from remote sensing images is much lower compared to the use of proximal sensing (Table 1 ). Due to the heterogeneity of landscapes and the spatial resolution of the imagery (Tables 2a, 2b and 2c) it is often difficult to find pure pixels representing soil or bare rock. Advanced unmixing tool methods, such as Tetracorder (Clark et al., 2003) are needed to extract sub-pixel soil and rock composition. Finally, the spatial extent of most reported work was restricted to local studies (Table 3) .
Remote sensing data have been used in digital soil mapping as covariates for the prediction of soil classes or soil properties. Often, the use of spectral imagery for the spatial prediction of soil properties is based on the spatial relation between existing soil data and observed patterns in the imagery, and not on physically based retrievals, such as soil moisture (Dobos et al., 2000; Stoorvogel et al., 2009) . Over the last years spectral proximal sensing showed to be useful as part of digital soil mapping (Minasny et al., 2009; Viscarra Rossel and McBratney, 2008) . Dependent on spatial and spectral resolution, spatial coverage and the availability of legacy data, remote and proximal sensing data are either used as primary or secondary data source for the spatial prediction of soil properties. In vegetated areas soil proxies, such as NDVI, plant functional type or Ellenberg indicator values, have been used to derive soil properties, but with mixed success. Alternatively, data mining techniques such as classification trees -which are generated from a matrix of environmental variables -have been used to estimate soil properties and to create soil maps.
Although much progress has been made, current proximal sensing methods are not readily implemented at spaceborne level. There are, however, space based instruments that partially support such approaches (Pieters et al., 2009) or will be available soon (Stuffler et al., 2009 ). The spectral band settings and improved signal-to-noise performance of upcoming spectrometers in space will certainly improve the retrievals of soil based information using advanced spectral mixing approaches.
Secondly, most methods used for retrieving soil attributes have been developed using local or regional correlation approaches, and may not scale for operational use over vast areas. Considering the use of remote sensing for regional digital soil mapping, research is needed on extending current methods beyond the plot. Indications are, that perspectives exist to develop methods for large scale mapping as indicated in Ballantine et al. (2005) , Iwahashi and Pike (2007) , Ninomiya et al. (2005) and Wagner et al., 2007. Thirdly, although experiments retrieving soil information work well when using proximal sensing, their accuracy drops when (larger scale) remote sensing methods are being used. This accuracy drop is mainly caused by sensor noise (Phillips et al., 2009) , directional reflectance (Kriebel, 1978) , topographic (Richter and Schläpfer, 2002) , atmospheric distortions (Gail et al., 1994; Richter and Schläpfer, 2002) , and increased mixture of soil properties with decreasing mineral abundances. Since advances in proximal sensing have evolved much faster than in remote sensing, a technology gap still has to be bridged.
Future studies will therefore focus on the improved integration of proximal and remote sensing using scaling based approaches in order to make optimal use of all data sources available. Revisit time or temporal approaches are still limited by satellite orbital constraints and/or data download capacity. Soil moisture based retrievals have become increasingly feasible with the launch of SMOS (Soil Moisture Ocean Salinity), but its spatial resolution is still too coarse for soil plot size retrievals. Certainly, the planned availability of SMAP will further contribute to improved retrievals, including freeze/thaw status of the surface.
This review has shown that future research will focus on the integrated use of remote sensing methods for spatial segmentation, as well as measurements and spatial prediction of soil properties to achieve complete area coverage. In-situ or proximal sensing methods are readily available and we will be seeing future instruments launched soon supporting these methods at larger spatial scales finally enhancing the perspectives of digital soil mapping.
