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Abstract
A first attempt to measure the cross section of inclusive production of π0
mesons decaying into two photons using the HERA-B detector in the spring
of ’99 configuration is presented. The π0 cross section is determined using
data from the inner part of the electromagnetic calorimeter for two types of
target material, carbon and titanium, in the transverse momentum range of
2.75 < pT < 5.0 GeV/c and the center of mass rapidity range of −0.05 <
yC.M. < 0.55. From the data on C and Ti the nuclear dependence of π
0
production, parameterized as Aα, was extracted.
Various approaches for the luminosity determination at HERA-B are in-
vestigated. The average number of interactions in the target can be deter-
mined from the energy deposition in the electromagnetic calorimeter. This
method provides a high accuracy in the luminosity determination.
The feasibility to study hadronic production of dileptons in the high-
mass region at HERA-B is investigated with a Monte Carlo simulation. The
predicted Υ mass resolution will allow the clear observation of the Υ mass
peak above the background, and to separate the Υ(1S) and Υ(2S) states.
The possibility to perform an accurate measurement of Υ polarization is
demonstrated. This measurement provides an excellent opportunity to test
different mechanisms of heavy quarkonium production.
Keywords:
HERA-B experiment, luminosity determination, production of π0 mesons, Υ
polarization
Zusammenfassung
In dieser Arbeit wird ein erster Versuch vorgestellt, die inklusive Produktion
von π0 Mesonen durch ihren Zerfall in zwei Photonen mit dem HERA-B-
Detektor in der Konfiguration des Frühjahrs ‘99 zu messen. Für die Be-
stimmung des Wirkungsquerschnittes der π0-Produktion werden die Daten
aus dem inneren Bereich des elektromagnetischen Kalorimeters verwendet.
Die Messung wurde mit zwei verschiedene Target-Materialien, Kohlenstoff
und Titan, durchgeführt und erstreckt sich über einen Bereich des Trans-
versalimpulses von 2.75 < pT < 5.0 GeV/c und ein Rapiditätsintervall von
−0.05 < yC.M. < 0.55. Aus den mit Kohlenstoff und Titan gewonnenen
Daten wird die Abhängigkeit der π0-Produktion vom Target-Material, para-
metrisiert durch Aα, ermittelt.
Mehrere Methoden zur Bestimmung der Luminosität bei HERA-B wer-
den untersucht. Es wird gezeigt, dass die durchschnittliche Anzahl von Wech-
selwirkungen mit Hilfe der im elektromagnetischen Kalorimeter deponierten
Energie gemessen werden kann. Diese Methode bietet eine Möglichkeit zur
Luminositätsbestimmung mit hoher Genauigkeit.
Die Durchführbarkeit, die hadronische Produktion von Leptonpaaren in
hohen Massenbereichen mit HERA-B zu messen, wird in Monte-Carlo-Simulationen
untersucht. Diese zeigen, dass die erwartete Massenauflösung eine Beobach-
tung des Υ-Signals über dem Untergrund und eine Trennung der Zustände
Υ(1S) und Υ(2S) erlaubt.
Es wird gezeigt, dass eine genaue Messung der Υ-Polarisation möglich ist.
Diese Messung bietet eine sehr gute Möglichkeit, die verschiedenen Mecha-
nismen für die Produktion schwerer Quarkonium-Zustände zu testen.
Schlagwörter:
HERA-B-Experiment, Bestimmung der Luminosität, Production von π0-
Mesonen, Υ Polarisation
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Introduction
The main goal of the HERA-B experiment is the study of CP-violation in
the B-meson system. Being optimized for the detection of the CP asymmetry
in the “Gold-Plated Channel” B0 → J/ψK0S, the detector is well suited to
perform the study of various processes which give an opportunity to probe
perturbative quantum chromodynamics and study the mechanisms of heavy
quarkonium production. The goals of this thesis are to demonstrate the
HERA-B potential for the measurement of the inclusive π0 production cross
section and the possibility to perform accurate polarization measurements of
the Υ mesons, both prime examples of QCD tests.
In the first part of Chapter 1, a brief description of the hard proton nucleus
interaction is given. The discrepancies between theoretical calculations and
available experimental data on the production of inclusive direct-photons and
π0 mesons are shown. The mechanisms of heavy quarkonium production are
reviewed in the second part of this chapter. Special emphasis is put on the
production and decay dynamics of Υ mesons. The results presented in this
chapter are published in [8], where the degree of Υ polarization has been
calculated for HERA-B energies. It is shown that Υ polarization provides an
excellent opportunity to distinguish between different mechanisms of heavy
quarkonium production.
The description of the HERA-B detector components, trigger system and
detector simulation procedure is given in Chapter 2.
During the spring of 1999, HERA-B was in a stage of rapid detector
assembly. In parallel to the detector commissioning, several runs with high pT
electron triggers have been performed with the spectrometer magnet switched
off. In these runs the electromagnetic calorimeter (ECAL) has been used to
select candidates for electrons and photons of high transverse momentum.
The spring 1999 detector configuration and run conditions are described in
the first section of Chapter 4. An attempt to measure the cross-section for
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the inclusive production of π0 mesons with two photons in the final state is
presented in the second section of Chapter 4. The aim of this study is to
estimate the physics capabilities of the HERA-B detector and to evaluate
the detector performance. The analysis is based on a data sample of about
1.5·106 events which have been acquired for two types of target material,
carbon and titanium.
The physics interest in the cross section measurements makes the precise
luminosity determination a task of vital importance. HERA-B is operating
with several wires made of different materials inserted as target into the halo
of the proton beam. Multiple interactions may appear per bunch crossing.
Interaction rates have to be stabilized and equally distributed among wires.
The precise determination of the interaction rate (i.e. the average number
of interactions per bunch crossing) and the rate sharing among wires are
very important for the luminosity calculation. In Chapter 3, the principle
of the interaction rate measurement is discussed. Special emphasis is put
on the description of the “Energy Sum” method which was proposed and is
presently used for the interaction rate calibration. The feasibility to perform
a cross check of the interaction rate calibration by counting the number of
reconstructed tracks in the Vertex Detector System is demonstrated. Var-
ious approaches for the determination of the rate sharing among wires, in
particular, the direct counting of primary vertices, are presented.
Chapter 5 contains the study of the observability of Υ resonances in the
dilepton final state. The feasibility of an accurate polarization measurement
is demonstrated. The expected statistical errors for the measurement of the
polarization in one year of running of the HERA-B experiment are given.
Chapter 1
Theoretical models
1.1 Hard proton-nucleus interactions
1.1.1 Production mechanism
In the early days of the parton model [9, 10, 11] it was realized that the study
of the constituents within nucleons is possible in deep inelastic interactions.
Hadron-hadron collisions can provide important information about the con-
stituent nature of nucleons. In the cases of hadron-hadron interactions when
final state particles are produced with large transverse momenta the par-
ton approach is applicable and QCD perturbation theory can be employed
and tested. A hard scattering process between two hadrons is described as
the result of an interaction between quarks and gluons which are the con-
stituents of the colliding hadrons. A schematic diagram for large transverse
momentum production of hadrons in the process A + B → h + X is shown
in Fig. 1.1.
The interaction matrix element can be separated into long and short-
distance parts. The hard-scattering process is characterized by the short-
distance cross section dσ̂/dt, which is entirely determined by the parton level
and does not depend on the type of incoming hadron. The short-distance
cross section can be calculated within perturbative quantum chromodynam-
ics (pQCD) as a series in the running coupling constant αS.
There are two nonperturbative components, or long distance parts, which
can be parameterized by the parton distribution function (PDF) and the
fragmentation function. The PDF F (xi, Q
2) is defined as the density of
partons of type i within the hadron carrying a fraction xi of the hadron
3
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Figure 1.1: Illustration of the inclusive process A+B → h+X resulting from
the 2 to 2 hard scattering constituent subprocess a+b → c+d. F (xa,b, Q2) are
the parton distribution functions. D(zc, Q
2) is the fragmentation function.
momentum. PDFs are extracted from experiment; they can be measured,
for example, in deep inelastic scattering or Drell-Yan pair production. The
factorization ansatz assumes that PDFs characterize the nucleon structure
and that they are universal, i.e. do not depend on the particular reaction.
The separation of matrix elements into two parts introduces the factor-
ization scale Q2, which distinguishes between the perturbative and nonper-
turbative pieces. A parton emitted with a squared transverse momentum
larger than the value Q2, is considered to be a part of the short distance
cross section. On the contrary, a parton emitted with a squared momentum
less then Q2 is supposed to be part of the hadron structure and is absorbed
into the parton distribution. Therefore, the hard part of the reaction in-
volves squared momenta larger than Q2 whereas all soft scales are hidden in
the PDF.
The value of Q2 is typically selected according to the experimental ob-
servable such as the transverse momentum of the outgoing particle, the mass
of the pair of produced particles or the center of mass energy. Ideally the
value of Q2 has to be taken in order to minimize the dependence of the theo-
retical cross section on the factorization scale. Sometimes, factorization and
renormalization scales are chosen to be equal. This scale usually is chosen
to minimize the contribution from the higher order QCD terms (beyond the
leading order), and thereby may lead to an accurate approximation.
In the final stage, the scattered colored partons are fragmented into the
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colorless hadrons by the process in which the qq̄ pairs and gluons are created
out of the vacuum to combine with the partons to form outgoing particles.
This process is characterized by the fragmentation function D(zc, Q
2) which
is defined as the probability density for hadrons h produced with a fraction
zc of the original longitudinal momentum of the parton. The fragmentation
is associated with the scale Q2F which is typically assumed to be a square of
the transverse momentum of produced hadron. In the reactions with high pT
hadron production, the factorization scale can also be defined by the hadron
momentum so that both scales can be chosen to be identical.
The cross section for a hadron scattering process produced by two hadrons










Here σ̂i,j is the cross section for the scattering of partons of types i and j
carrying the fractions of the hadron momentum pi = xiPi. F (x ,Q
2 ) are the
distribution functions of partons, defined at a factorization scale, Q2, and µ2
denotes the renormalization scale.
1.1.2 Inclusive production of direct-photons and mesons
A direct way to study parton-parton scattering is the investigation of large-
pT production of direct photons since the photon couples directly to the
quark. In leading order (LO) real photons are produced by the quark-gluon
Compton scattering or by quark antiquark annihilation subprocesses:
g + q → γ + q,
q + q̄ → γ + g.
The presence of the gluon in the initial state in the Compton scattering sub-
process provides an opportunity to determine the gluon distribution function
in hadrons. This is especially important at large longitudinal momentum
fractions (x > 0.1) where the gluon distribution function is not well con-
strained by deep-inelastic scattering and Drell-Yan data.
High pT mesons appear as leading fragments of scattered partons in the
hard interaction. At leading order in αS the mesons can be produced via
various 2 → 2 hard-scattering subprocesses:
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q + q → q + q, q + g → q + g,
q + q̄ → q + q̄, g + g → q + q̄,
q + q̄ → g + g, g + g → g + g.
Therefore, the study of inclusive high pT meson production allows us to test
a different mix of the hard scattering processes and provides an insight into
parton fragmentation.
1.1.3 Parton transverse momentum
The cross sections for inclusive direct photon and π0 meson production have
been measured in many experiments operating at different energies and with
various beams and targets [1]. When the experimental results are compared
with the theoretical calculations, which are performed to next-to-leading or-
der, large deviations between data and theoretical predictions are observed
for both direct-photon and inclusive π0 cross sections. The origin of these
disagreements is suspected to be due to initial state soft-gluon radiation. The
emission of multiple soft gluons by the partons prior to the hard-scattering
process can generate a significant mean transverse momentum 〈kT 〉 of the
parton with respect to the incoming proton.
Evidence for large values of 〈kT 〉 has long been observed in measurements
of dimuons, diphotons and dijets. The average transverse momentum of the
pairs 〈pT 〉pair measured for various center of mass energies is shown in Fig. 1.2.
The value of 〈kT 〉 per parton can be estimated as ∼ 〈pT 〉pair/
√
2. As can be
seen, the 〈kT 〉 is increasing with the center of mass energy from about 1
GeV/c at fixed target energies up to ∼ 4 GeV/c at the Tevatron collider.
These values of 〈kT 〉 can not be explained by primordial parton transverse
momentum related to the confinement of the parton inside the finite size of
the hadron. In this case, the expected value of 〈kT 〉 would be only 0.3-0.5
GeV/c. Similar effects of kT smearing are expected in all hard-scattering
processes, particularly in inclusive production of direct photons and mesons.
The precise calculation of the soft gluon contributions is difficult to per-
form analytically. This effect is often treated in the Monte Carlo framework.
Usually parton motions are smeared in the transverse direction by a Gaus-
sian distribution with an average transverse momentum 〈kT 〉. This smearing
modifies the shape of the inclusive pT spectrum and also increases the pro-
duction cross section. As an example, direct-photon and π0 meson cross
sections measured by the E706 and WA70 experiments at
√
s = 38.8 and
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Figure 1.2: Mean transverse momentum 〈pT 〉 of pairs of muons, photons and




s = 23.0 GeV respectively are presented in Fig. 1.3. The cross sections are
compared to kT -enhanced next-to-leading order (NLO) calculations
1. As can
be seen, in the case of the Fermilab E706 experiment both direct photon and
π0 meson cross sections lie above the NLO calculations (〈kT 〉 = 0 GeV/c).
The cross sections are found to be in a good agreement with Monte Carlo
simulations for 〈kT 〉 ∼ 1.4 GeV/c. For the WA70 experiment, the π0 cross
section matches the Monte Carlo simulation for 〈kT 〉 ∼ 1.1 GeV/c, while the
photon data do not seem to require kT corrections. A detailed overview of
the kT effects and its application to the available direct-photon and π
0 data
can be found in [1].
From everything mentioned above, it is clear that more complete theoret-
ical calculations are needed to understand the nature of kT smearing effects.
A new generation of inclusive direct-photon and π0 meson measurements are
necessary to test the theoretical predictions and improve our knowledge of
the gluon distribution function and the parton fragmentation mechanism.
1Monte Carlo programs that include kT smearing are available for the LO calculations.
The effect of kT smearing is extended to the NLO calculations by multiplying the NLO
cross section by the leading order kT enhancement.
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−1.00 ≤ ycm ≤ 0.50
γ   [pb/(GeV/c)2 per nucleon]
π0 [nb/(GeV/c)2 per nucleon]
stat and sys uncertainties combined
NLO Theory (µ = pT/2)
CTEQ4M pdf
π0 uses BKK ff
〈kT〉 = 1.5 GeV/c
〈kT〉 = 1.3 GeV/c
〈kT〉 = 1.1 GeV/c
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〈kT〉 = 0.0 GeV/c
Figure 1.3: The photon and π0 meson cross sections measured by E706(top)
and WA70(bottom) experiments at
√
s = 38.8 and
√
s = 23.0 GeV respec-
tively. The cross sections are compared to kT -enhanced next-to-leading order
calculations. The quantity (Data-Theory)/Theory for direct-photons for var-
ious kT values is presented for both experiments [1].
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1.2 Bottomonium production at HERA-B
1.2.1 The mechanisms of heavy quarkonium produc-
tion
Heavy quarkonia, i.e. bound states of heavy quark-antiquark pairs, are
thought to provide a useful testing ground for perturbative quantum chro-
modynamics. The reason being that the charm and bottom quark masses
provide a large scale which makes the short distance behavior calculable us-
ing a perturbative approach whereas the nonpeturbative contributions can be
factorized into a wave function. In the color singlet model (CSM), pQCD is
used to calculate the production of a QQ̄ pair in a color singlet state [12, 13].
This forms a quarkonium state with the same angular momentum quantum
numbers 2S+1LJ by coupling to the nonperturbative wave functions at the
origin. It is worth mentioning that the CSM provides a recipe for calculat-
ing not only the inclusive production rate for a quarkonium state, but also
its inclusive decay rate into light hadrons and its decay rate into leptons or
photons. For example, the formula for the decay rate of the J/ψ into light
hadrons in the CSM can be written as
Γ(J/ψ) ' Γ̃(cc̄(3S1)) |RJ/ψ(0)|2, (1.1)
where Γ̃ is proportional to the annihilation rate of a cc̄ pair in the state (3S1).
The last factor in Eq.(1.1) is the square of the wave function at the origin,
which gives the probability for the cc̄ pair in the J/ψ to be close enough to
annihilate. Therefore, the wave function at the origin can be extracted from
the quarkonium decay rate into the light hadrons or from the leptonic decay
width and used in the calculations of inclusive production cross sections.
Recently, several discrepancies between color singlet model predictions
and experimental data were observed. For example, the CSM gives definite
predictions for the ratios σ(H(cc̄))/σ(J/ψ) of inclusive production cross sec-
tions for quarkonium states H to J/ψ. The ratio of χc production cross
sections and the J/ψ production cross section is expected to be rather differ-
ent for the two states χc1 and χc2. There is no diagram in the framework of
the CSM for χc1 production in lowest order of the QCD coupling constant.
Nevertheless, no strong variations in the ratios σ(H(cc̄))/σ(J/ψ) have been
observed experimentally. The color singlet model also predicts large trans-
verse polarizations of J/ψ mesons at fixed target energies,
√
s ' 30 − 60
GeV, however, no polarization for this state has been observed so far.
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Figure 1.4: Comparison of theoretical prediction to the CDF data of direct
J/ψ production.
The most dramatic discrepancy between the CSM prediction and ex-
perimental data was discovered, when the CDF collaboration measured the
production cross sections for charmonium states at the Tevatron pp̄ collider
[14, 15]. They found that the cross sections for the direct production of J/ψ
and ψ′ mesons at large transverse momentum were larger than the predic-
tions of the color singlet model by about a factor of 30. This can be seen in
Fig. 1.4, taken from reference [16].
In the last few years, a rigorous theoretical framework for treating heavy
quarkonium production and decays has been developed. The factorization
approach (FA) based on non-relativistic QCD (NRQCD) is used as a reli-
able starting point to study heavy quarkonium production and decay pro-
cesses [17]. Because the heavy quarkonium is a non-relativistic bound state,
there are several different scales which play an important role in quarkonium
physics. In general one can define four such scales:
•mQ, the mass of the heavy quark, which defines the scale of heavy quark
pair production and annihilation processes.
• mQv, the typical momentum of heavy constituents in a quarkonium,
connected to the size of the bound system via the Heisenberg uncertainty
relation. Here, v is the typical velocity of heavy quarks in the non-relativistic
bound state.
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• mQv2, the kinetic energy of heavy quarks in the bound state, which
defines the scale of interaction in the hadronization phase.
• ΛQCD, the scale of nonperturbative effects associated with light quarks
and gluons.
For heavy quark masses, the velocity v is small enough (for the charmo-
nium system v2 ' 0.3 and for the bottomonium system v2 ' 0.1) so that the
scales are well separated:
mQv
2 < mQv < mQ. (1.2)
According to the factorization approach the inclusive production cross
section for a quarkonium state H in the process
A +B → H +X (1.3)
can be factorized as:






where the short-distance coefficients, Fn, are associated with the production
of a heavy quark pair in the color and angular momentum state n. This part
of the cross section involves only momenta of at least the order of the heavy
quark mass, mQ, and can be calculated perturbatively. The factors of m
dn−4
Q
are introduced so as to make the coefficients Fn dimensionless. In the produc-
tion process two distinct scales are introduced: the heavy quark-antiquark
pair production process occurs at small distances, 1/mQ, and is factorized
from the hadronization phase which takes place at large distances, 1/(mQv
2).
The vacuum matrix elements of NRQCD operators, 〈0|OHn |0〉, describe the
evolution of the quark-antiquark state n into the final hadronic state H [17].
These long distance matrix elements cannot be calculated perturbatively, but
their relative importance in powers of velocity v can be estimated using the
NRQCD velocity scaling rules [18]. The important feature of this formalism
is that the cross section of heavy quarkonium production can be organized
as a double expansion in powers of v and αS(mQ). At higher order in v the
factorization approach implies that the quark-antiquark color octet interme-
diate states are allowed to contribute to heavy quarkonium production and
decay processes.
Unlike the color singlet long distance matrix elements, where each matrix
element is connected with the subsequent non-relativistic wave function at
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the origin, the color octet long distance matrix elements are unknown and
have to be extracted from the experimental data. The NRQCD factorization
approach implies universality, i.e. the values of long distance matrix elements
extracted from different experimental data sets must be the same. However,
due to the presently rather large theoretical uncertainties [19, 20, 21, 22, 16]
and the unknown size of higher twist process contributions [23] the existing
experimental data is insufficient to check the factorization approach univer-
sality.







Figure 1.5: J/ψ production cross sections in proton-nucleon collisions for
xF > 0. The dashed line is the direct J/ψ production rate in the CSM and
the dotted line includes the contribution from the color-octet process. The
total cross section (solid line) includes radiative feed-down from the χcJ and
ψ′ states [2, 3].
The data on direct J/ψ and ψ′ production at large transverse momenta
at the Tevatron indicates that the color octet contribution dominates. The S
state charmonia are produced through the gluon fragmentation into the 3S
(8)
1
octet state [24, 25, 26]. Recent investigations have shown that the contri-
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bution of color octet states to the charmonium (Fig. 1.5) and bottomonium
(Fig. 1.6) production cross sections is very important at fixed target energies,√
s ' 30−60 GeV, and reduces existing discrepancies between experimental
data and predictions of the color singlet model [27, 28, 29].
Figure 1.6: Total Υ(nS) production cross sections (for xF > 0), consecutively
summed over n. The data point refers to the sum of n = 1, 2, 3 [2, 3].
However, some experimental data contradicts the color octet model (COM)
predictions. In particular, theoretical predictions disagree with measure-
ments of the polarization of J/ψ and ψ′ particles produced at fixed target
energies [2, 3]. The color octet model predicts a too low relative yield of
the χc1 state compared to the χc2 [2, 3]. One possible solution of these
discrepancies was proposed in [23], suggesting that higher twist processes,
when more than one parton from projectile or target participate in the reac-
tion, might give a significant contribution to low pT production of J/ψ and
χc1 states. Problems exist also in charmonium photoproduction at HERA.
The color octet contribution overestimates the inelastic J/ψ photoproduc-
tion cross section at large values of z (z = EJ/ψ/Eγ in the laboratory frame)
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[30].
Other models which can describe the heavy flavour production are the
color evaporation model (CEM) and the related ’soft color interaction’ (SCI)
model [31]. In these models the cross section for a specific quarkonium state
is given as a fraction of the inclusive QQ̄ production cross section integrated
up to the open heavy flavour production, D meson pairs in the case of char-
monium production and B meson pairs for the bottomonium. For example,
in the CEM, the formula for the inclusive cross section for producing a J/ψ
is conventionally written in the form
σ(J/ψ) = σ̂(cc̄ : 4m2c < s < 4m
2
D)FJ/ψ, (1.5)
where σ̂ is the cross section for producing a cc̄ pair with invariant mass
below the DD̄ threshold. The cross section is summed over all color and
spin states of the heavy quark pair. The factor FJ/ψ is a phenomenologi-
cal parameter that defines the fraction of cc̄ pairs that form a J/ψ meson.
The production fraction is assumed to be universal in the CEM, while in
the SCI model it depends somewhat on the partonic state and the possible
string configurations. In both models the color and spin quantum numbers
of the intermediate QQ̄ state are irrelevant, and gluon emission during the
hadronization is assumed to be unsuppressed. This leads to unpolarized
quarkonium production. Multiple soft gluon exchange in the hadronization
phase destroys the initial polarization of the heavy quark pair and, therefore,
the heavy quarkonium is produced unpolarized [32, 33].
It is worth mentioning that predictions for the polarization of direct ψ’s
produced at large pT at the Tevatron are free from theoretical uncertainties
connected with higher twist effects and corresponding measurements will
provide an excellent possibility to test the NRQCD factorization approach.
Recently such a measurement was done at the CDF experiment. In Fig. 1.7
the experimental data and theoretical predictions are shown for J/ψ polar-
ization at the Tevatron [4]. The data includes the sum of both contributions,
direct J/ψ production and production from P -wave quark-antiquark states.
As can be seen from Fig. 1.7, the data is rather different from the theoretical
predictions at large pT .
At the same time it is not excluded that the mass of the charm quark is
not large enough to apply the NRQCD factorization approach to charmonium
production and decay processes. Due to the rather large value of v2, about
0.3 for the charmonium system, the Fock states at higher order in v2 may give
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Figure 1.7: Comparison of the theoretical prediction to the CDF data of direct
J/ψ production. The polarization parameter η is shown as a function of the
transverse momentum of the J/ψ meson [4].
the essential contribution and can then not be neglected. In contrast, the
NRQCD factorization approach predictions for the bottomonium system are
more reliable, since the expansion parameter v2 is much smaller (around 0.1),
than for the charmonium system. Higher twist processes are also expected
to be suppressed by Λ/mb ' 0.1 (compared with Λ/mc ' 0.3). Also the
QCD coupling constant is smaller for bottomonium system. Therefore, the
characteristics of Υ meson production are more appropriate for a stringent
test of the NRQCD factorization approach.
1.2.2 Υ production subprocesses and matrix elements.
At leading order in αS the different S- and P -wave quark-antiquark states
can be produced in the following 2 → 2 and 2 → 3 subprocesses:
• gluon-gluon fusion
gg → 1S(8)0 , gg → 1S(8)0 + g ,
gg → 3S(1,8)1 + g ,
gg → 3P (1,8)0,2 , gg → 3P (1,8)J + g ;
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• gluon-quark scattering
gq → 3S(8)1 + q , gq → 1S(8)0 + q ,
gq → 3P (1,8)J + q ;
• quark-antiquark annihilation
qq̄ → 3S(8)1 , qq̄ → 1S(8)0 + g ,
qq̄ → 3P (1,8)J + g ;
where the superscripts (1,8) denote the color singlet and color octet states,
respectively.
The total cross section of Υ production is given by the sum of the direct
production cross section and the cross section of χbJ states decaying through
Υ mesons,







Br(Υ(n) → ΥX)σ(Υ(n)). (1.6)
The production of each quarkonium state receives contributions from both
color octet and color singlet states (with the exception of the 1S
(1)
0 state).
The relative velocity for the bottomonium system is small, v2 ' 0.1, and
hence the production cross sections can be calculated with only the leading
order color octet contribution taken into account.
In Table 1.1 the color singlet and color octet long distance matrix ele-
ments for the production of χbJ states are presented. The values for the
matrix elements are taken from [2, 3]. The color singlet matrix elements are
computed from the wave functions of the Buchmüller-Tye potential tabulated
in [34]. The matrix elements 〈0|OH8 (3S1)|0〉 are obtained from fit to Tevatron
data [25, 26]. For the 3P bottomonium state the value of this matrix element
is obtained by extrapolation from the 1P and 2P states [2, 3].
The characteristics of Υ production at fixed target energies (
√
s ' 40
GeV) differ from charmonium production, as was mentioned in [2, 3]. The
Υ(nS) states are mainly produced in the quark-antiquark annihilation sub-
process through decays of P wave states of bottomonia. Unlike J/ψ pro-
duction, the color octet contribution to the Υ production in the gluon-gluon
fusion subprocesses is less important. At leading order in perturbative QCD
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Matrix Elements χb0(1P ) χb0(2P ) χb0(3P )
〈OH1 (3P0)〉/m2b 8.5 · 10−2 9.9 · 10−2 0.11
〈OH8 (3S1)〉 0.42 0.32 0.25







J color octet states contribute to Υ production. They are
suppressed as v4 and v2 compared to Υ production through color singlet 3S1
and 3PJ states, respectively. Hence, due to the small value of v
2 ' 0.1, it
turns out that in the gluon-gluon fusion subprocesses the main contribution
to Υ production comes from the color singlet states. The P -wave bottomo-
nium states are produced at lowest order in the pQCD expansion, O(α2S).
The subprocesses for direct production of S states (Υ(nS)) are suppressed by
the factor αS/π compared to those for χb0 and χb2 production. Consequently,
the indirect Υ meson fraction from the decay of χbJ states is expected to be
large in the gluon-gluon fusion subprocesses.
The main contribution to P -wave bottomonia production comes from
the quark-antiquark annihilation subprocess. First of all, the leading color
octet and color singlet contributions to P -wave quarkonium production scale
equally in v2, O(v5), the subleading corrections being only of the order O(v9).




1 . Moreover, at leading order in pQCD this state is
only produced in the quark-antiquark annihilation subprocesses. The values
of the matrix elements 〈0|OχbJ8 (3S1)|0〉 are large compared to the color singlet
matrix elements for the corresponding P states, connected to the quarkonium
wave functions derivatives at the origin (see Table 1.1) [25, 26]. Furthermore,
at fixed target energies the qq̄ luminosity effectively increases compared to
the gg luminosity due to the large mass of the (bb̄) system.
The Υ production cross sections in gluon-gluon fusion and quark-antiquark
annihilation subprocesses at different energies are presented in Table 1.2. The
contributions of all leading order subprocesses in double expansion in powers
of v and αS are taken into account. The b-quark mass of mb = 4.9 GeV is
chosen as in ref. [25, 26] in order to extract the values of color octet long
distance parameters from the Tevatron data for the Υ production. The cross
sections are calculated using the GRV LO parton distribution functions [35]
evaluated at the factorization scale Q2 = 4m2b . The long distance color octet
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parameters for direct Υ(nS) production are taken from [2, 3]. For the decays
of χbJ (3n) states
2 to Υ(3S) the same branching ratios are assumed as for the
corresponding n = 2 states [2, 3].
√
s 40 GeV 200 GeV 300 GeV 500 GeV
gg → Υg 0.002 nb 0.9 nb 2.44 nb 6.8 nb
gg →1S(8)0 ,3P (8)0,2 → Υ 0.01 nb 1.9 nb 4.3 nb 11.4 nb
gg → χb2 → Υγ 0.016 nb 2.7 nb 6.3 nb 16.4 nb
qq̄ →3S(8)1 → χb2 → Υγ 0.24 nb 6.82 nb 10.6 nb 17.8 nb
Table 1.2: Cross sections for Υ production through different subprocesses at
HERA-B and RHIC energies in the NRQCD FA.
All cross sections depend strongly on the mass of b-quark and the fac-
torization scale, but the relative yield of Υ from different subprocesses is
practically insensitive to these parameters.
From Table 1.2 one finds that the direct Υ production cross section for
the adopted values of the long distance parameters is more than one order
of magnitude smaller than the total cross section. Even in the color singlet
model the Υ mesons are mainly produced through decays of χbJ states. On
the other hand, the color octet contribution seems to be dominant in χbJ
production. The main contribution comes from the 3S
(8)
1 state, produced in
quark-antiquark annihilation.
As was already shown in [2, 3], the color octet contribution reduces the
large discrepancy between the CSM prediction for the total Υ production
cross section and experimental data at fixed target energies,
√
s ' 30 ÷ 60
GeV, [36, 37, 38, 39]. Nevertheless, there remain large uncertainties due to
contradictory experimental results. The cross sections obtained by integra-
tion of xF distributions for Υ(1S) production presented in [36] and [37, 38]
are three and four times smaller, respectively, than the central value quoted
in [39], 270 pb/nucleon. In addition, the theoretical value of the cross section
strongly depends on the assumed mass of the b-quark. It is therefore impossi-
ble to extract the color octet matrix elements with reasonable accuracy from
the fixed target bottomonia production data.
2As was suggested in [2, 3], the large yield of the Υ(3S) state at the E772 experiment
at FNAL [36] could be explained by assuming the unobserved χbJ (3P ) states to lie below
the open beauty threshold.
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1.2.3 Υ polarization
As already mentioned in [2, 3], the measurement of the cross section for direct
and indirect production of Υ′s would provide crucial information about the
color octet mechanism, e.g., new constraints on the long distance color octet
parameters would emerge. Such a measurement requires the reconstruction
of χbJ states in the Υ + γ decay mode which is not a trivial task at fixed
target experiments due to the small transverse momentum of the emitted
photon.
Another possibility to check the NRQCD factorization approach is to
measure the Υ polarization. InH → `+`− decays the polarization of a S-state
quarkonium is determined by the polar-angle distribution of its decay leptons
with respect to the beam direction in the meson rest frame. Integrating over
the azimuthal angle the distribution has the form
dσ
d cos θ
∝ 1 + η cos2 θ, (1.7)
where θ is the angle between the positively charged lepton, `+ (` = e, µ), and
the beam axis in the quarkonium rest frame. The parameter η in the angular







1 for ξ = 0
−1 for ξ = 1 (1.8)
The calculation of J/ψ and ψ′ polarization at fixed target energies and
Tevatron collider energies was performed in [16, 2, 3, 40, 41]. The most gen-
eral method to calculate the cross sections for heavy quarkonium production
with definite polarization within the NRQCD factorization approach was
proposed by Braaten and Chen [42]. Tang and Vänttinen used the covari-
ant projection method to calculate cross sections for polarized J/ψ and ψ′
production [41]. The χbJ (nP ) states are produced in quark-antiquark anni-
hilation through only one color octet state, 3S
(8)
1 . For this particular case
both methods give the same result. As an example we present the formulae
derived in [41] to obtain the polarization of Υ(nS) states produced in the
cascade qq̄ → 3S(8)1 → χbJ → Υ(nS) + γ:
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The scalar χb0 state yields unpolarized bottomonium S-wave states. From
Eq.(1.9) and Eq.(1.10) the values of η for χb1 and χb2 intermediate states are
found to be 0.2 and 0.29 respectively.
Taking into account all transitions from χbJ(1P ) and χbJ(2P ) states to
Υ(1S) the polarization parameter in quark-antiquark annihilation subpro-
cesses is found to be
η ' 0.24. (1.11)
In general the fraction ξ depends on the mechanism and the particular sub-
process of Υ production. Channels with dominating contributions to Υ
hadroproduction at small pT (with the corresponding values of η and ξ)
are:
i) Direct Υ production through the color singlet state, gg → Υg; the ratio
of longitudinally and transversely polarized quarkonia ξ = 0.23 and η ' 0.25
[23].
ii) Direct Υ production through color octet states, gg →1S(8)0 ,3P (8)0,2 → Υ.
For the intermediate scalar state, 1S
(8)
0 , ξ = 1/3 and η = 0; for intermediate
P -wave states ξ = 1/7 and η = 0.75 [2, 3].
iii) Υ production from χb2 decay, the CSM, gg → χb2 → Υγ. The χb2 at
small pT are produced with spin projection Jz = ±2 and Υ coming from χb2
is purely transversely polarized, η = 1 [23].
iv) Υ production from χb2 decay through the color octet state, qq̄ →3
S
(8)
1 → χb2 → Υγ. In this case Υ mesons are produced with sizeable trans-
verse polarization, η = 0.24 [8].
In Table 1.3 the expected polarizations of Υ mesons are presented at
different energies. These values are obtained by weighting all subprocesses
with their partial cross sections, see Table 1.2.
√
s 40 GeV 200 GeV 300 GeV 500 GeV
η 0.28 ÷ 0.31 0.37 ÷ 0.49 0.4 ÷ 0.54 0.43 ÷ 0.59
Table 1.3: Parameter η for the Υ polarization at different energies.
The range of the parameter η in Table 1.3 is due to different possible choices of
the parameters for the long distance color octet matrix elements, 〈0|OJ/ψ8 (1S0)|0〉
CHAPTER 1. THEORETICAL MODELS 21
and 〈0|OJ/ψ8 (3P0)|0〉. Only a combination of these matrix elements can be
obtained from fits to the experimental data [2, 3]. The lower bound of η cor-
responds to the extreme assumption that only the octet S-state contributes,
the upper bound is derived from the other extreme in which the octet P -wave
state dominates. The results for Υ polarization are in agreement with the
predictions of Ref. [43]. This result remains practically unchanged if the
contribution from χbJ (3P ) states with the same branching ratios as for the
corresponding 2P states is added.
The value η ' 0.24 as derived above represents a lower theoretical limit
for the polarization since it is calculated taking into account only the quark-
antiquark annihilation subprocesses. In gluon-gluon fusion subprocesses the
polarization of Υ mesons is larger due to the dominant contribution from χb2
decays which yield pure transverse polarization [23]. For the values of octet
long distance parameters (Table 1.1) the size of the polarization is η ' 0.3
and hence also exceeds 0.24. However, large uncertainties in color octet long
distance parameters for P -wave bottomonia do not allow to compute the
relative importance of the various subprocesses, so that the lower bound of
η = 0.24 remains as the only firm prediction.
In contrast to charmonium production the higher twist effects for the bot-
tomonium system are expected to be small. In particular, the higher twist
effect suggested in [23], when more than one parton from the projectile or
target is involved in the production of heavy quarkonium states, is expected
to be negligible for Υ production. Two partons should be within a trans-
verse distance of O(1/mQ) in order to interact with the other parton and to
produce a heavy quark-antiquark bound state. Consequently, such a higher
twist process is suppressed by a factor of O(Λ2QCD/m
2
Q) [23]. To explain the
discrepancies between the CSM predictions and the measured relative pro-
duction rate χc1/χc2 it has been suggested that the above suppression can be
compensated by a kinematical enhancement [23]. Thus the χc1 production
cross section in the higher twist process is expected to be at the same level
as the χc2 production cross section from gluon-gluon fusion subprocesses. In
bottomonium production such a mechanism is suppressed by the mass of the
bottom quark O(Λ2QCD/m
2
b) , i.e. the corresponding cross section should be
one order of magnitude smaller than in the charmonium case. The effect of
the kinematical enhancement is also smaller due to the larger mass of the
bottomonium system. Moreover, as can be seen from Table 1.2, the gluon-
gluon fusion subprocesses give small contributions to Υ production at fixed
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target energies compared to J/ψ production. Therefore, the measurement of
Υ polarization at fixed target energies will allow one to distinguish between
the NRQCD approach and the CEM, which predicts unpolarized production
of all bottomonium states.
The photon recoil in the decays of χbJ states and any intrinsic momentum
of colliding partons are neglected in this consideration. The intrinsic kT -
smearing reduces the polarization parameter in the case of J/ψ production
about 15% [23]. Both effects are expected to be small for the Υ production
due to the large mass of the botomonium system.
1.2.4 χb2 production.
In Ref. [44] it is shown that the contribution of color octet states is negli-
gible in P -wave charmonium production and hence the measurement of the
χc2 polarization can not provide valuable information about the color octet
mechanism. The reasons are that the color octet matrix elements parame-
terizing the transition 3S
(8)
1 → χcJ are small compared to the corresponding
color singlet matrix elements of P -wave states [2, 3, 25, 26]. As has been men-
tioned above, in leading order of αS, the
3S
(8)
1 octet state is produced in the
quark-antiquark annihilation subprocess. For charmonium production the
quark-antiquark luminosity is small compared to the gluon-gluon luminosity
at fixed target energies (
√
s ' 40 GeV). Consequently, the contribution of
color octet states to χc2 production is negligible and the photon angular dis-
tribution parameter ηγ in Eq.(1.12) is determined only by the color singlet
mechanism, i.e. ηγ ' 1.
The situation for bottomonium states is more subtle. The main contribu-
tion in the production of the bottomonium P -wave states is expected from
the 3S
(8)
1 color octet state [2, 3]. Therefore, as a test of different mechanisms
of heavy quarkonium production, the polarized production of χb2-states can
be considered. The photon angular distribution (after integration over the




∝ 1 + ηγ cos2 θ, (1.12)
where θ is the polar angle relative to the hadron beam axis.
Angular distributions for the decay of χb2 and χc2 states with the different
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spin projections, Jz, have been calculated in Ref. [45]:
W (Jz = ±2) ∝ 1 + cos2 θ,
W (Jz = ±1) ∝ 1 − 1
3
cos2 θ, (1.13)
W (Jz = 0) ∝ 1 − 3
5
cos2 θ.
The polarization of χb2 can be calculated using the spin orientation of
the intermediate quark-antiquark pair. The color singlet 3P2 state produced
in the gluon-gluon fusion subprocess has the spin projection Jz = ±2 [23].
Therefore, the color singlet model predicts the value of ηγ to be equal to
unity.
In the color octet model, in leading order of v only one color octet state,
3S
(8)




only be produced in the quark-antiquark annihilation subprocess3.
In Table 1.4 the χb2 production cross sections in gluon-gluon fusion and
quark-antiquark annihilation subprocesses at different energies are presented.
√
s 40 GeV 200 GeV 300 GeV 500 GeV
σ(qq̄ →3S(8)1 → χb2) 0.4 nb 11 nb 18 nb 30 nb
σ(gg → χb2) 0.033 nb 5.5 nb 13 nb 33 nb
Table 1.4: Cross sections for χb2 production through different subprocesses at
HERA-B and RHIC energies in NRQCD FA.
As is obvious from Table 1.4, the main contribution to the χb2 produc-
tion cross section at HERA-B energy (
√
s ' 40 GeV) is due to the quark-
antiquark annihilation subprocess. In Ref. [44] angular distributions from
Eq.(1.13) have been averaged according to the relative yield of χb2 with the
corresponding spin projections Jz. This gives the value of the angular dis-
tribution parameter ηγ ' 0.44. The relative contribution of the gluon-gluon
fusion subprocess in the total cross section increases for RHIC collider ener-
gies and correspondingly increases the value of ηγ . At
√
s = 500 GeV the
value of ηγ is found to be 0.7 (Ref. [44]).
3As was mentioned in [25, 26], the process gg →3S(8)1 is also allowed by conservation
laws but it vanishes in leading order in αS .
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In the color evaporation model [32, 33] spin-orbital and color quantum
numbers of intermediate quark-antiquark states are irrelevant, and gluon
emission during the hadronization phase is assumed to be unsuppressed.
This model predicts that all the quarkonium states are produced unpolarized.
Averaging the values of the angular distribution parameter in Eq.(1.13), one
obtains ηγ ' 0.15 for unpolarized χ2 production. This value does not depend
on the energy and is the same for charmonium and bottomonium states.
In conclusion, the differences between the predictions of different mecha-
nisms of heavy quarkonium production for the parameter ηγ, which describes
the polarization of χb2, are large. Therefore, measurement of the polarization
of χb2 can be used as a test of NRQCD FA and can extract information about
the color octet intermediate state.
Although the color octet contribution is negligible in the production of
P -wave charmonium, the measurement of the χc2 polarization provides a
possibility to distinguish between the color singlet mechanism and the CEM.
On the other hand, care has to be taken in the interpretation of the χc2
polarization data. It is not excluded that the mass of the charm quark is not
large enough to apply the NRQCD factorization approach to charmonium
production and decay processes. Because of the rather large value of v2,
about 0.3 for the charmonium system, the Fock states at high order of v2
may contribute significantly and thus can not be neglected.
1.3 Conclusion
A direct way to study parton-parton scattering is to investigate the produc-
tion of high-pT direct photons and π
0 mesons. More complete theoretical
calculations are needed to understand the nature of the kT smearing ef-
fects. A new generation of inclusive direct-photon and meson measurements
is needed to test the theoretical predictions and to improve our knowledge
of the gluon distribution function and parton fragmentation mechanism.
In the non-relativistic QCD factorization approach Υ mesons are expected
to be produced transversely polarized; the parameter η for the polar angle
distribution of quarkonium decay products is about 0.24 ÷ 0.3. In contrast,
the color evaporation model postulates that multiple soft gluon exchange in
the hadronization phase destroys the initial polarization of the heavy quark
pair and quarkonium is produced unpolarized. Therefore, the measurement
of Υ polarization provides an excellent opportunity to test different models
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of heavy quarkonium production. In particular, it allows one to distinguish
between the NRQCD FA and the color evaporation model. On the other
hand, the observation of an extremely large polarization would indicate that
Υ mesons are mainly produced through color singlet states and that the color
octet parameters for χbJ production extracted from the Tevatron data should
be much smaller than presently assumed.
Chapter 2
The HERA-B experiment
HERA-B is one of the four experiments located at the DESY electron-proton
storage ring HERA. HERA-B is a forward spectrometer which uses a 920
GeV proton beam incident on various nuclear targets. The top and side
view of the detector are shown in Fig. 2.1. The main physics goal of the
experiment is a measurement of CP violation in the “golden-plated” decay
channel B0d → J/ψK0S, with subsequent decays of J/ψ into two leptons and
K0S into two charged pions [46]. The spectrometer configuration is optimized
in order to meet the following physics requirements:
• Due to the small bb̄ production cross section, σbb̄/σtotal ∼ 10−6 and
the small value of the branching fraction of the “golden” decay, the detec-
tor has to operate at high interaction rates of about 40 MHz to produce a
sufficient number of B mesons. This rate leads to multiple interactions per
bunch crossing and high particle multiplicity (≈ 100-200 tracks) per event.
Therefore, the detector has to operate in a harsh radiation environment and
has to be able to reconstruct multiple interactions per event.
• The trigger has to provide a background suppression of almost a factor
of 106 while keeping an efficiency of order unity for the B decay channels
under investigation. The trigger should also not introduce any dead time in
the data acquisition system.
• A high efficiency of the reconstruction of the B decay modes of interest
is needed. Good lepton and kaon identification is required.
• In order to provide the necessary time resolution for CP violation,
lifetime, and flavour mixing measurements, secondary vertices from B decays
must be reconstructed with high efficiency and good resolution.
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Figure 2.1: Configuration of the HERA-B detector. The detector components
are: a Silicon vertex detector, main tracking system with a dipole magnet,
TRD, RICH, electromagnetic calorimeter and a muon system.
2.1 The internal target
In order to achieve a desirable precision in the CP violation measurement,
HERA-B has to operate with an average of 4-5 interactions per event. In
order to provide good reconstruction of secondary vertices from the B de-
cays, the interaction points have to be well separated. This is realized by
introducing two sets of wires into the halo of the proton beam, approaching
it simultaneously from all sides. The wires are positioned at about 4 r.m.s.
beam widths (≈2.5 mm) from the beam center and are organized into two
stations 5 cm apart along the beam, as shown in Fig. 2.2. The size of a wire
is 50 µm in the transverse direction and 500 µm along the beam. The di-
mensions are chosen such that they are comparable with the resolution of the
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Vertex Detector System. The wires are made of different types of material,
Al, C, Fe, Ti, which opens the possibility to perform, in parallel, measure-







Figure 2.2: Schematic view of the halo target, consisting of 8 wires on in-
dependently movable forks. Wires are organized into two stations with four
wires (inner, outer, below, above) in each.
The quality of the wire target may be characterized by a mean target
efficiency εT , which is defined as the ratio of the number of protons interacting
in the target to the total number of protons which are lost from the beam.
It can be calculated from the beam lifetime τ , the total number of stored





The target efficiency of 70% reached at HERA-B is fully sufficient to reach
the interaction rates of 40 MHz if beam lifetimes of 100 h are not exceeded.
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2.2 Tracking system
The main purposes of the tracking system are to perform efficient track
reconstruction in the multi-particle environment, to allow a high precision
momentum measurement and to provide fast trigger signals for the first level
trigger. The detector has to operate at a very high particle density. The
particle flux is increasing with the decrease of the radial distance R from the
beam like ∼ 1/R2. The required high precision in the reconstruction of the
secondary vertices forces the detector elements to be as close to the beam as
1 cm. In order to limit the occupancy of each detector cell, three different
types of technology are used in the tracking system:
• Vertex Detector System (VDS). The VDS consists of eight super-
layers of micro-strip detectors positioned close to the target and 1 - 6 cm
from the beam. Each superlayer provides four views: ±2.5◦ and (90± 2.5◦).
The strip pitch is 25µm which amounts to the spatial resolution of about
12µm. The expected resolution of secondary vertices from the B decay is
about 500µm along the beam and between 20 - 30 µm in the transverse
direction.
• Inner tracker (IT). Micro-Strip Gaseous Chambers (MSGC) with Gas
Electron Multipliers (GEM) are chosen for the intermediate region. The IT
is placed between 6 and 25 cm from the beam. Each IT superlayer contains
two or more layers with strip orientations of 0◦ or ±5◦. The expected space
resolution is ∼ 80µm.
• Outer tracker (OT). The outer region is using drift tubes in a hon-
eycomb structure. The OT covers almost the whole geometrical acceptance
of the detector down to a radius of 20 cm from the beam. Two types of
tubes, having 5 mm and 10 mm diameter depending on the distance from
the beam, are used. Each OT superlayer consists of several layers with 0◦
and ±5◦ stereo angles. The designed spatial resolution is 200µm.
For the momentum measurements, a dipole magnet with a field integral
of 2.2 Tm is used. The expected momentum resolution obtained with the
tracking system is about dp/p ∼ 5 ·10−3⊕5 ·10−5p [47]. The resolution shows
a multiple scattering dominated regime below momenta of ∼ 50 GeV, and
a transition into a linear rise at high momenta. This momentum resolution
provides a mass resolution for the B0 from the “golden decay” of about 6
MeV.
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2.3 Particle identification detectors
For particle identification, the following detector components are used:
• The Ring Imaging Čerenkov Counter (RICH) is designed to perform
identification of kaons in the large momentum range of 3 − 50 GeV/c.
• The electromagnetic calorimeter (ECAL) is used for the electron/hadron
discrimination and measurements of the energy of photons in the range from
5 GeV to 200 GeV.
• The Muon detector with absorbers (MUON) performs the separation
of muons from hadrons and registration of muons with momentum between
5 GeV/c and 200 GeV/c.
• The transition radiation detector (TRD) provides additional electron/hadron
separation from about 5 GeV to 150 GeV in the region close to the beam,
where the track density is very high.
2.4 Trigger
The HERA bunch crossing rate, i.e. the rate of primary interactions, is
about 10 MHz. The rate with which the data can be written to tape is
limited by 50 Hz. Therefore a rejection of almost a factor of 106 has to be
achieved by the HERA-B trigger system. The trigger is mainly concentrated
on B0 → J/ψ + X → l+l− + X channels, having two leptons in the final
state. It also allows for additional channels accepting different combinations
of dileptons like l+l− (l = e, µ) and involves the possibility to trigger on
high-pT hadrons. The trigger system is organized into several levels and has
the following structure:
• The pretrigger identifies the lepton or high-pT hadron candidates. Elec-
trons are identified as the high-ET clusters in the ECAL; muons as coinci-
dence in the muon pads; and hadrons as combinations of pads in the high-pT
chambers. The candidates define the fields for the track search in the track-
ing chambers behind the magnet. These fields are called regions of interest,
(ROI)’s.
• The first level trigger (FLT) uses the ROI defined by the pretrigger and
performs the hit search in the next tracking chambers as shown by Fig. 2.3.
The algorithm is based on Kalman filtering techniques. The chambers MU4,
MU3, MU1, TC2, TC1, PC4, and PC1 are used on this level. The transverse
momentum of the track is estimated from the visible deflection of the track













Figure 2.3: The detector components used in the First Level Trigger.
in the magnetic field, assuming that the track originates at the target, pT =
f(δx|z=0). To make event processing faster, look-up tables are used. The
invariant mass for each pair of lepton candidates is calculated, and cuts on
the invariant mass and on the transverse momentum of the tracks are applied
on this level.
• The second level trigger (SLT) performs a refit of track parameters
involving more superlayers of the tracking chambers, PC2, PC3, and also
more layers of PC1 and PC4. Additionally the drift-time information of the
chambers is used. The tracks are extrapolated through the magnet to the
vertex detector where the reconstruction of primary and secondary vertices
is performed. A cut on the vertex separation is applied on this level. When
event is accepted by the SLT, readout of data from the second level trigger
buffer and event building are performed.
• The third level trigger (TLT). In the case of B → J/ψ +X channels,
the cut on the vertex separation is sufficient to suppress the background and
reduce the trigger rate to a level acceptable for the full event reconstruction.
The third level trigger was designed to extend the physics interest to the
channels where the tracks are produced with a high impact parameter. The
TLT can, for example, perform the search of candidates for semileptonic
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decays.
• Finally the full event reconstruction and classification is done on the
fourth level trigger. The data quality monitoring and preparation of data for
calibration and alignment is also performed on this level. The output of the































Figure 2.4: The topology of the HERA-B higher level triggering system. The
SLBs are organized into blocks as are the second and third level processor
nodes. Event control connects to the input and output of each block. The fast
control system triggers event transfer into the SLBs on receipt of a first level
trigger.
The FLT is based on a parallel and pipelined hardware processor system.
The system consists of track finding units, track parameter units, and trigger
decision unit [48]. While awaiting the FLT decision, data is stored in pipelines
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Trigger level Pretrigger FLT SLT TLT 4LT
Input 10 MHz 10MHz 50 KHz 500 Hz 50 Hz
Latency 1µs 10µs 7ms 100ms 4 s
Reduction 1 200 100 10 2.5
Table 2.1: Overview of the HERA-B trigger levels.
in the front end electronics. When event is accepted by the FLT, data is sent
to the second level memory buffers (SLB).
The second and third level triggering system is based on the following
components:
• The SHARC cluster boards for buffering and switching. The SHARC
cluster board carries six ADSP21060(SHARC) processors which can commu-
nicate via a global memory bus. The SHARCs have 6 parallel link ports
which are used to bring data from the detector into processor memory. The
links are also used to connect the SLBs to the switch and for switch inter-
connections.
• Pentium II PCs (240 nodes) used as trigger processors.
During second and third level processing, event data resides in the SLB,
which is built from the SHARC cluster boards. The same cluster board is
used to implement a switch as well as to run the event controller. A switching
network is needed to route data requests from second level trigger processing
farms to SLB nodes, and event data from the buffers back to the second level
trigger processors.
The fourth level trigger consists of 200 CPUs in 100 dual-CPU PCs which
are integrated in Fast-Ethernet network. Each PC are equipped with 256 MB
of memory to allow for the buffering of a few tens of events. A scheme of the
HERA-B trigger architecture is presented in Fig. 2.4.
The performance of the trigger levels can be characterized by the rejection
factor and the latency, i.e. the time which is allocated to trigger for making
the decision. The requirements for the HERA-B trigger system are presented
in Table 2.1.
2.5 Detector simulation
The event generation is performed by the PYTHIA [49] and FRITIOF [50]
packages. The usage of these two programs is motivated by the fact that
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PYTHIA generates heavy quark production but can only handle nucleon-
nucleon interactions. FRITIOF simulates the proton-nucleus collisions in-
cluding nuclear effects such as energy loss or multiple scattering of partons
crossing the target nucleus. The Rutherford parton-parton scattering and
soft gluon radiation processes are also integrated into this package.
Generally the simulation of the events like cc̄ and bb̄ is performed in two
steps. The heavy quarks are generated with PYTHIA, and the remaining
energy is passed to FRITIOF to complement the event with low pT particles.
Detailed information about the event generation at HERA-B can be found
in [6].
The generated particles are subjected to a full GEANT detector simula-
tion, handled by the HBGEAN program [51]. The simulation is based on a
realistic description of detector geometry and detector materials and employs
all available physics processes such as multiple scattering, photon conversion,
and so on. The output of the program is the digitized information which can






3.1 Principle of cross section measurement
Many of the physics topics accessible by HERA-B require absolute cross sec-
tion measurements. The invariant inclusive cross section for the production
of a particle of momentum p and energy E can be expressed in terms of the







dφ dy pT dpT
.
In nucleon-nucleus interactions the cross-section is typically calculated per
target nucleon using the parameterization of its dependence on the atomic-
weight A in the form σA = σNA
α. For the given number of reconstructed
particles, Npart, in the rapidity and the transverse momentum bin 4y and










where εDAQ, εTrig and εRec are the data acquisition, trigger, and reconstruc-
tion efficiencies respectively, L is the integrated luminosity per target nucleon,
and Aα describes the cross section A-dependence.
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In the HERA-B experiment, the value of εDAQ is expected to be of order
unity. This is achieved by implementation of the multi-level trigger system
which was described in Section 2.1. The εDAQ can be calculated from the
number of lost trigger candidates. The number of lost trigger candidates is
counted on each trigger level and is written into the Data Base.
The trigger and reconstruction efficiencies for each sort of particle under
investigation are calculated with the Monte Carlo simulations.
As follows from Eq.(3.1), for precise cross-section calculation, reliable
estimates of the integrated luminosity L are necessary. Different approaches
for the luminosity determination will be discussed in this chapter.
3.2 Definition of luminosity





where Nproc are the number of interactions of a process of a specific type in
a given time interval and σproc is the process cross section. Since the cross
section of inelastic processes σinel dominates the total pN cross section for
HERA-B energies, it is suitable to use σinel as σproc in Eq.(3.2). The inelastic
cross section can be written in the form
σinel = σtotal − σcoherent−nucleus − σquasi−elastic,
where “coherent-nucleus” and “quasi-elastic” are small corrections for the
coherent scattering on the whole nucleus and elastic scattering on individual
nucleons in the nucleus respectively.
Another reason to use σinel is that it is known with a good accuracy. The
measurement of the inelastic cross section is a topic of many experiments.
As a reference one can take experimental results from [52] where the cross
section was measured for a large variety of target materials and different
beam energies (60, 200 and 280 GeV). It was found that the cross sections are
almost independent of beam energy and can be well fitted by the expression
σinel(A) = σ0A
α, where A is the atomic weight of the target nucleus, α ≈ 0.7,
and σ0 ≈ 38mb. HERA-B is operating with several wires made of different
materials simultaneously. As the inelastic cross section is material dependent,
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one can rewrite equation (3.2), introducing the luminosity Li for each wire





where βi is defined as the fraction of interactions per wire i. For the purpose
of luminosity determination in HERA-B the following values of inelastic cross




225 ± 7mb Carbon
409 ± 12mb Aluminium
665 ± 15mb Titanium.
Taking into account the HERA-p bunch structure as shown in Fig. 3.1,






where N totalBX denotes how many times filled bunches have passed the tar-
get region during the run and λ is the mean number of interactions for filled
bunches. The trigger and reconstruction efficiencies are functions of the num-
ber of superimposed interactions. Therefore, in the case when some bunches
have abnormally high or low number of interactions, the luminosity should
be calculated separately for each individual bunch. From formula (3.3) it
is obvious that accurate measurements of λ and βi are of particular impor-
tance for the precise luminosity determination. In this chapter the principle
of interaction rate measurement will be discussed. A special emphasis will
be put on the ECAL Energy Sum method proposed for the interaction rate
measurement and monitoring. The feasibility to use the VDS as a cross check
of the interaction rate measurement will be demonstrated. Also, the aspects
of the determination of rate sharing among wires will be discussed. Finally,
the feasibility to use reconstructed primary vertex distribution over wires for
calculation of the relative rate sharing will be presented.
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Figure 3.1: The HERA-p bunch structure. The proton beam is filled in 180
out of a total of 220 bunches, each of which is 1.3 ns length. The bunch
spacing corresponds to 96 ns.
3.3 Interaction rate measurement
3.3.1 Principle of interaction rate calculation









the average number of interactions λi can be determined by simply counting
the fraction of “empty” events using some sort of luminosity counter (for
the hardware implementation in HERA-B see below). Taking the accep-
tance A of the luminosity counters into account, the probability of having no
interactions can be expressed as
P (0) = e−Aλi .




(1 − e−Aλi) = 1
220
{
R0Aλi for Aλi  1
R0 for Aλi  1,
where R0 = 1/96ns is the bunch crossing rate. Therefore, in the case of small
acceptance, the overall averaged counting rate for 180 filled bunches can be
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Here λ is defined as the average number of interactions in filled bunches and
RBX = 180R0/220 is the mean rate with which the filled bunches pass the
target region. Consequently, the mean interaction rate can be calculated as




In the HERA-B ’99 setup, the interaction rate was measured by means of
four pairs of scintillators mounted in front of the ECAL, arranged symmet-
rically with respect to the proton beam1. The small value of the acceptance
of the counters, 0.15% each, guaranteed good linearity between the rate and
the mean number of interactions. On the other hand, when the acceptance
is small, it is difficult to determine acceptance from simulation because of
the necessary large statistics and because of the systematic sensitivity to
subtleties in the event generator. Therefore, the scintillator acceptance was
calibrated relative to a large acceptance hodoscope (54%), which has been
temporarily installed inside the magnet, at moderate rate. The acceptance of
the large hodoscopes could be determined reliably on the basis of simulation
[6] of inelastic interactions and the detector response. Due to easy handling,
the hodoscopes remained the only tool providing the interaction rate de-
termination at HERA-B. However, there are several reasons to introduce
additional sources for rate monitoring and calibration:
• The large-acceptance hodoscope had to be removed in December ’98
because the space was required for installation of tracking devices. Since
that time, there was no possibility for absolute interaction rate calibration
any more.
• The acceptance changes with changes in the detector setup, since it
depends on the amount of material leading to additional particles through
secondary interactions.
• The possible instability of the power supply for the counter photomul-
tipliers. When the HV power supply fails or is replaced the calibration could
not be precisely retained This happened once during the spring ’99 run.
1In the present setup, these scintillators are installed at the RICH vessel.
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• The sensitivity of the hodoscopes to the non-interaction related back-
ground.
As one of the alternative tools of interaction rate measurement the ECAL
Energy Sum method has been proposed. This method is presently used in
HERA-B for the absolute rate calibration. In this chapter a description of
this method is given. The analysis is based on the information obtained from
the inner part of the electromagnetic calorimeter (see Fig 4.3) and considers
data from the interaction rate scan performed in November ’99. In these
runs, events have been selected without any trigger requirements.
The possibility to use tracks reconstructed in the VDS as a cross check
of the interaction rate calibration will also be discussed.
3.3.3 ECAL Energy Sum method
Method overview
The basic idea of the method is to make use of the fact that the mean
total energy deposited in the ECAL is proportional to the average number
of superimposed interactions.
Let us consider a data sample consisting of Ntotal events. For each event i





Ecell I(Ecell > Ecut), (3.5)
where Ncell is the total number of cells in the inner part of the ECAL, Ecell is
energy deposited in an individual cell, Ecut is the given cell energy threshold,
and I(·) is an indicator function defined as
I(x) =
{
1, if x = true
0, if x = false.
(3.6)
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Let P (N) be the distribution function for the number of interactions N with





Assuming that the energy scales linearly with the number of interac-
tions, i.e. E(N) ' NE(1), the mean number of interactions can be simply






The assumed linearity of the ECAL energy with respect to the number of
interactions will be tested below.
From Eq.(3.8) it is obvious that only E(1) is needed for calibration of this
method. Various approaches for the determination of E(1) will be presented
in this section.
The energy cell cut in Eq.(3.5) is introduced in order to suppress possible
background contribution. On the other hand, increasing the cell cut energy
decreases the reconstruction efficiency, as will be discussed in the next section.
Therefore, the influence of the different energy cell cuts on the performance
of this method has to be tested, and value of the Ecut has to be optimized.
Linearity check
The linearity of the ECAL energy has been tested with Monte Carlo simula-
tion based on the FRITIOF event generator and the subsequent full detector
simulation. The ECAL reconstruction is performed with the CARE software
package [53]. Fig. 3.2 represents the average ECAL energy, summed over all
cells with Ecell ≥ Ecut as a function of the number of superimposed interac-
tions. It is observed that Monte Carlo simulation predicts a good linearity
of the ECAL response, independent of the cell cut up to Ecell of at least 5
GeV. A very good linearity is also observed using real data, when the average
energy is plotted versus the interaction rate as determined by the hodoscopes
(see Section 3.3.1). A typical example of the average energy dependence on
the interaction rate for two types of target materials carbon (wire inner 2)
and titanium (wire inner 1) is presented in Fig. 3.3 for an Ecell cut of 5 GeV.
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The results of straight line fits are also displayed. As is expected, the energy
deposition for titanium is larger than for carbon. This can be explained by
the fact that the track multiplicity increases with the atomic number, i.e. by
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Figure 3.2: Monte Carlo simulation. The ECAL energy, summed over the
cells with Ecell ≥ Ecut, is displayed as function of the number of superimposed
interactions.
Energy of a single interaction
There are several approaches to obtain the energy deposition in one interac-
tion:
• Determine E(1) from the data. Single interactions can be tagged at very
small rates (so that multiple interactions are highly unlikely), requiring
at least one cell in the ECAL with the energy deposition above Ecut
• Determine E(1) from the Monte Carlo simulation.
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Figure 3.3: ECAL energy, summed over cells with Ecell ≥ 5GeV for a carbon
(inner 2) and a titanium (inner 1) wire, as function of the interaction rate.
Also shown are fits using a linear function (3.14).
The Zero-Rate-Limit
The selection of events which contain only one interaction can be performed
at low interaction rates, taking into account the fact that the fraction of
events with multiple interactions decreases when the interaction rate tends
to zero, i.e. λ→ 0. For Poisson statistics one can write
P (N > 1)
P (N = 1)
∼ λ→ 0. (3.9)
On the other hand, requiring the total energy deposition in the ECAL Ei > 0,
one selects only “non-empty” or “tagged” events which contain at least one
interaction.
Let us define the efficiency for tagging events with exactly N interactions
by requiring the total energy deposited in the ECAL Ei > 0 (i.e., at least
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The efficiency dependence on the applied cell energy cut and the number of
superimposed interactions was studied with Monte Carlo simulations for two
types of target materials, carbon and titanium. The efficiency for tagging
single interactions as function of the cell energy cut is presented in Fig. 3.4.
One sees that the efficiency is slightly decreasing with the increase of the cell
energy cut, but is still high, about 80%, up to Ecut = 5 GeV. Due to the
A-dependence of the track multiplicity, the efficiency for the heavier target
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Figure 3.4: The efficiency for tagging single interactions as function of the
cell energy cut for carbon and titanium wires.
for tagging an event with N interactions, ε(N), is shown in Fig. 3.5 as function
of N for a cell energy cut of 5 GeV. As can be seen, the efficiency increases




















Figure 3.5: The tagging efficiency as function of the number of superimposed
interactions for a cell energy cut of 5 GeV. Lines show fits of the analytic
parameterization (3.11).
rapidly with the number of superimposed interactions. Due to the statistical
independence of interactions, the efficiency can be parameterized according
to a binomial distribution (see Fig. 3.5)
1 − ε(N) = (1 − ε(1))N . (3.11)
The parameterization (3.11) is valid as long as the total cell energy in over-
lapping clusters from different interactions only rarely exceeds Ecut. In the
simulation of the HERA-B ECAL, such higher order correlations between
different interactions were found to be negligible.





Ei I(ni = N) I(Ei > 0)
Ntotal∑
i=1
I(ni = N) I(Ei > 0)
. (3.12)
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I(ni = N) I(Ei > 0)
= E(N) · 1
ε(N)
.(3.13)
Taking Eq.(3.13) into account, and making assumptions about the Poisson
statistics for the number of interactions, and N -dependence of E(N) and













1 − e−λε(1) , (3.14)





〈E〉tagged → λE(1) λ→ ∞.
This means that the mean energy for tagged events is tending to ratio of
E(1) and efficiency ε(1) in the zero rate limit. The mean energy for tagged
events as a function of the interaction rate for the titanium (inner 1) wire
and different cell energy cuts is shown in Fig. 3.6. Also shown are fits using
the function (3.14).
The interaction rate determined with the ECAL method RECAL was com-
pared with the rate obtained with the hodoscope counters RHOD . The aver-
age energy Ē per unit of the the hodoscope rate was taken from the fit of the
dependence of the average energy on the interaction rate shown in Fig. 3.3,
to a linear function. The mean number of interactions λ was calculated ac-
cording to Eq.(3.8). In this equation, the energy E(1) was obtained from
the fit of the mean energy for tagged events shown in Fig. 3.6, to the func-
tion (3.14). The interaction rate RECAL was calculated using the obtained
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Figure 3.6: Tagged energy versus interaction rate for various Ecell cuts for
the titanium (inner 1) wire. Also shown are fits using the function (3.14).
value of the mean number of interactions according to Eq.(3.4). The ratio
of interaction rates determined with the ECAL method using different cell
energy cuts relative to the rate determined with the hodoscope counters for






1.05 ± 0.05 Ecell > 3 GeV
1.07 ± 0.05 Ecell > 4 GeV
1.06 ± 0.05 Ecell > 5 GeV.
(3.15)
From Eq.(3.15), it is clear that the interaction rate determined with the
ECAL method is not very sensitive to the cell energy cuts. However, as will
be discussed later, it is preferable to use Ecell cuts because of possible back-
ground contributions. The efficiency ε(1) is also determined in the fit using
function (3.14) and can, therefore, be directly compared with the predictions
from Monte Carlo simulation (see Table 3.1).
From Eq.(3.15) one can conclude that the rate determined with the ECAL
method is almost equal to the rate determined with the hodoscope counters;
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the hodoscope rate is about 6% higher for the titanium wire. This value was
used for the correction for the hodoscope acceptance for the titanium wire2.
After applying corrections for the hodoscope acceptances, the rate deter-
mined with the ECAL method versus the rate determined with the hodoscope
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Figure 3.7: ECAL rate versus the hodoscope rate for the carbon (inner 2)
and titanium (inner 1) wires. An energy cut of Ecut=5 GeV is applied.
Correlation with the Vertex Detector System
Another approach for tagging single interactions is to use correlations with
other detectors, for instance with the Vertex Detector System. In this case
events with the single interaction can be determined as discussed above at
2For the carbon wire the value of the hodoscope acceptance was corrected down by
about 20%. The different values of the acceptance corrections for carbon and titanium
materials can be explained by the fact that no corrections to the acceptance of the ho-
doscope counters due to the A-dependence of the track multiplicity were applied at the
time when this analysis has been performed.
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low rate, by requiring a track coming from a target region. The advantage
of this method is a suppression of a possible non-target related background.
On the other hand, stringent target constraints can increase the fraction of
events with more interactions than one and, therefore, exaggerate the mean
energy.
For the VDS analysis, the CATS reconstruction program [54] has been
used. As a target constraint, a track has been required to originate from a
box shaped region around the wire. The box length and width have been
chosen as 3σs of distributions of X and Y track coordinates at Z = Zwire.
The results of the mean energy for tagged events with one interaction
and efficiency of tagging single interactions, determined with the Zero-Rate-
Limit method and by means of Monte Carlo simulation are presented in
Table 3.1. In the case, when single interactions were tagged by requiring a
Parameters MC Zero Rate Limit
Fit VDS Correlation
Carbon
E(1) (Ecell > 5 GeV) GeV 37.3 44.6 ± 2.4 44.1 ± 1.8
ε(1) % 82 82.5 ± 5.5 -
Titanium
E(1) (Ecell > 5 GeV) GeV 43.8 47.57 ±2.5 49.4 ±2.0
ε(1) % 85 83.9 ± 4.8 -
Table 3.1: Average energy in one interaction and efficiency for tagging single
interactions obtained with Monte Carlo simulation and the Zero-Rate-Limit
method.
reconstructed track in the VDS, E(1) was calculated according to Eq.(3.10),
where the efficiency ε(1) was taken from the Monte Carlo simulations. As can
be seen from Table 3.1, both methods give consistent results, although the
values of the mean energy E(1) obtained from the Monte Carlo simulation
for both titanium and carbon wires are slightly lower. The errors on the E(1)
determination, obtained from the fit to the function (3.14) amount to about
5% for both carbon and titanium materials.
For a qualitative check of the agreement between Monte Carlo simulation
and data a direct comparison of the energy spectra has been made. As an
example, the 16 MHz interaction rate run from a rate scan taken in December
’98 has been analyzed. In the simulation, events have been generated with
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poissonian distribution adopted for the number of superimposed interactions,
the mean number of interactions being chosen according to the interaction
rate, see Eq.(3.4). Two Monte Carlo data samples have been produced cor-
responding to 16 MHz and 30 MHz interaction rates. The energy spectra for
the data and for simulated events are shown in Fig. 3.8. As can be seen, the
shapes of the spectra are similar for the data and for events simulated ac-
cording to the 16 MHz interaction rate. As is expected, Monte Carlo events
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Figure 3.8: Energy sum spectra for a 16 MHz interaction rate run together
with expectations from Monte Carlo simulation corresponding to the 30 MHz
(top) and 16 MHz (bottom) interaction rates.
Estimation of the background contribution
One of the most important aspects of the rate calculation is the estimation of
the contribution of possible non-target related background. There are several
sources of background such as hot channels in the ECAL, and particles com-
ing from the beam pipe originating from interactions in the beam collimators.
The background can increase the hodoscope counter rate and, therefore, can
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lead to an overestimation of the interaction rate. The background can also
affect the ECAL rate by increasing the average energy deposition. The back-
ground contribution can be taken into account by introducing an additional









BG denotes an average background energy deposition in the ECAL
for events with N superimposed interactions.
The background estimation is performed using runs with target fully re-
tracted from the beam. For these runs about 1% of events have been regis-
tered with total energy deposition above Ecut > 5 GeV. The average back-
ground energy is about 0.09 GeV. In Table 3.2 the average background energy
is compared with the mean energy observed for interaction rates 1 MHz, 5
MHz, and 10 MHz. It can be concluded that the background level is small.
Rate (MHz) λ Ētarget (GeV) ĒBG (GeV) BG fraction (%)
1 0.12 5.92 0.09 1.52
5 0.59 29.58 0.09 0.3
10 1.18 59.15 0.09 0.15
Table 3.2: Background energy contribution estimated from runs with the tar-
get fully retracted from the beam.
The background estimate has been been performed with bunches which
are not filled with protons, see Fig. 3.13. The average background energy,
summed over the cells with Ecell > 2.5 GeV and 5 GeV, within empty bunches
as a function of interaction rate is shown in the upper plot of Fig. 3.9. The
ratio of the average background energy to the average energy Ē determined
for the bunches which are filled with protons is presented in the lower plot.
The inspection of these distributions shows that the average background
energy is independent of the interaction rate and its contribution to the Ē is
negligible, less than 1%, even at low rate.
3As it was described in [55], besides the interactions due to the bunched protons, a
background from bunch uncorrelated interactions may appear, due to the so called coasting
beam.
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Figure 3.9: Top: ECAL background energy, summed over the cells with
Ecell > 2.5 GeV and 5 GeV, in bunches which are not filled with protons
as function of the interaction rate. Bottom: Ratio of the background energy
to the total energy versus the interaction rate.
3.3.4 Interaction rate measurement with the Vertex
Detector System
As a cross-check of the interaction rate calibration performed with the ECAL
Energy Sum method one can use information from the Vertex Detector Sys-
tem, exploiting the fact that a “linear response” method, discussed in Section
3.3.2, can be applied to any quantity which scales linearly with the interac-
tion rate. Such quantities can, for instance, be reconstructed space points,
tracks, primary vertices [54], and so on. On the other hand, each step of
the reconstruction involves additional uncertainties, which may break the
linearity and make the rate calibration a difficult task. In this section, the
possibility of using reconstructed VDS tracks as an additional rate calibra-
tion method is demonstrated. The present analysis is based on the same rate
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scan used for the analysis in the previous section.
Assuming that the reconstructed track multiplicity scales linearly with
the number of superimposed interactions N , i.e. 〈n〉(N)tracks ' N〈n〉(1)tracks, the
mean number of interactions λ (for an arbitrary distribution function P (N))









Here 〈n〉tracks is the average number of reconstructed tracks and 〈n〉(1)tracks is
the average number of reconstructed tracks in single interactions.
The linear scaling of the track multiplicity with the number of superim-
posed interactions has been checked by Monte Carlo simulation for inelastic
events, generated for two types of target materials, titanium and carbon.
Generated events have been passed through the full HERA-B detector sim-
ulation. For the VDS analysis, the CATS reconstruction program has been
used. As a target constraint, a track has been required to originate from a
box shaped region around the wire. The box length and width have been
chosen as a 3σs of distributions of X and Y coordinates of the reconstructed
tracks at Z = Zwire. The simulated X and Y coordinates of reconstructed
tracks for the carbon (inner 2) wire are shown in Fig. 3.10.
The relative deviation of the reconstructed track multiplicity from the
linear function for the cases with no target constraint and a 3σ target con-
straint applied are presented in Fig. 3.11 as a function of the number of
superimposed interactions. A small deviation from the linear dependence,
increasing with the number of interactions, is observed for both cases. This
can be explained by the interplay of two effects, an increase of the number of
ghost tracks and a drop of reconstruction efficiency (a more detailed study
of these effects can be found in [56]). In the case when a 3σ target constraint
is applied the average number of reconstructed tracks is smaller than that
expected for strictly linear scaling of track multiplicity versus the number of
superimposed interactions. The difference of the track multiplicity increases
with the number of interactions (and, therefore, increases with the interac-
tion rate, see Eq.(3.4)) and amounts to about 5% in the interaction rate
range of [30-40] MHz.
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Figure 3.10: Monte Carlo simulation. Distributions of X and Y track coor-
dinates at Z = Zwire for the inner 2 wire.
The average number of reconstructed tracks for a carbon and a titanium
wire is shown in Fig. 3.12 as a function of the interaction rate. Also shown
are fits to a linear function. As can be seen, the track multiplicity scales
almost linearly with the interaction rate. Some saturation at 30-40 MHz is
observed.
To determine the number of tracks in one interaction, the Zero-Rate-
Limit method described in previous section has been used. Events with
single interactions have been tagged, by requiring at least one reconstructed
track in the VDS. The average number of tracks in tagged events is shown
in Fig. 3.13 as a function of the interaction rate. This dependence is fit with
the function (see Eq.(3.14))
〈n〉taggedtracks =
λ〈n〉(1)tracks
1 − exp−λε(1) , (3.17)
where ε(1) is the efficiency of tagging single interactions. The track multi-
plicity per tagged single interaction 〈n〉(1)tracks is found to be 7.72 ± 0.19 and
5.80±0.16 for titanium and carbon, respectively. As is expected, the obtained
multiplicity for titanium is higher than for carbon due to the A-dependence
of the track multiplicity. The efficiencies for tagging single interactions ε(1)
are estimated from Monte Carlo simulations and are found to be 95.5% and
94.8% for titanium (inner 1) and carbon (inner 2) wires respectively.
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Figure 3.11: Ratio of mean reconstructed track multiplicity and the expec-
tation for strictly linear scaling of track multiplicity versus the number of
superimposed interactions.
The interaction rate obtained by the VDS tracks RV DS was compared
to the rate determined with the hodoscope counters RHOD. The average
number of reconstructed tracks 〈n〉tracks per unit of the hodoscope rate in
this formula was obtained from the fit of the dependence of the average
tracks multiplicity on the interaction rate shown in Fig. 3.12, to a linear
function. The fit was performed in the interaction rate range of [0-25] MHz,
where a good linearity of the track multiplicity versus the interaction rate has
been observed. The mean number of interactions λ was calculated according
to Eq.(3.16). The interaction rate RV DS was calculated using the obtained
value of λ according to Eq.(3.4). The ratio of the interaction rate determined




= 1.01 ± 0.03. (3.18)
As can be seen, this ration is in a good agreement with results obtained
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Figure 3.12: Average track multiplicity versus the interaction rate for the
carbon wire (inner 2) and the titanium wire (inner 1). Also shown are fits
using a linear function in the interaction rate range of [0,25] MHz (the fit
functions are extrapolated to the interaction rate region above 25 MHz).
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with the ECAL method presented in Eq.(3.15). Comparing interaction rates
obtained with the ECAL method and using reconstructed VDS tracks indi-
cates an uncertainty of about 5%. This uncertainty can be considered as the
systematic error on the interaction rate calibration.
Fig. 3.14 shows the rate determined by the VDS tracks versus the rate
determined with the hodoscope counters for carbon and titanium wires. As
can be seen, both rates are in a good agreement.
As a qualitative check of the rate calibration and the agreement between
simulation and real data a direct comparison of the reconstructed track spec-
tra has been performed. For this, Monte Carlo events have been generated
with a poissonian distribution adopted for the number of superimposed in-
teractions, the mean number of interactions being chosen according to the
interaction rate. An example of a multiplicity spectrum for a 12 MHz in-
teraction rate run with a titanium wire is shown in Fig. 3.15. The integral
of the distribution from simulated data is normalized to the total number of
real events. As can be seen a very good agreement between simulation and
real data is observed.
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3.4 Rate sharing among wires
3.4.1 Charge integrators
HERA-B is operating with multiple interactions per event. In order to pro-
vide a good vertex separation and perform a precise luminosity measurement
these interactions should be as equally as possible distributed among the
wires as possible. This is currently achieved by a feedback system, based on
the output of charge integrators [57]. Charge integrator devices measure the
charge induced by protons passing through the target. This charge is then
converted into an output frequency which is proportional to the interaction
rate and constitutes 10-30 Hz per MHz of interaction rate. For calibration
reasons, there is a constant current flowing through the targets from ’long
life’ batteries which contribute an additional baseline frequency of about 500
Hz. One charge integrator is connected to each wire. The system automati-
cally controls the total interaction rate and equalizes the rate sharing among
the wires by moving the target wires with respect to the beam.
An example from a multiwire run (RUN#136) is shown in Fig. 3.16. Four
titanium wires, all in the first target station, have been operated simultane-
ously. The rate contributions from the individual wires are shown in the
lower plot. The sum of four rates measured by the charge integrators and
the hodoscope rate is presented in the upper plot (to see the difference be-
tween these rates, the charge integrator rate is scaled up by a factor of 1.1).
One can see that the charge integrator measurements are in a very good
agreement with the hodoscopes. The rate sharing among wires for the 30
MHz interaction rate part of this run is plotted in Fig. 3.17. As can be seen,
the charge integrator based target steering program provides an almost equal
rate contribution for all operating wires.
Charge integrator devices appear to be a powerful tool for rate monitoring
and target steering. They are easy in construction and operation and are
independent of any acceptance. Drawbacks of charge integrator are:
• Relatively small sensitivity to the interaction rate, 10-30 Hz per one
MHz with respect to the baseline frequency 500 Hz require a high baseline
stability4. There is a “long term” drift of the baseline due to the slow dis-
charge of the batteries. Sources of possible “short term” baseline fluctuations
are also being intensively studied.
4New charge integrators with higher sensitivity, 5-8 kHz/MHz were installed in Decem-
ber 1999.
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• An absolute rate calibration is needed for each charge integrator. This
can be performed with the aid of the ECAL Energy Sum method.
3.4.2 Reconstruction of primary vertices
In addition to the charge integrator method the rate sharing among wires
can be determined with the VDS by direct counting of the interaction points
for each wire. The track reconstruction in the VDS is performed with the
CATS program. The vertex fitting is done by the ROVER [58] package. The
spatial distribution of reconstructed vertices for the 30 MHz interaction rate
run is shown in Fig. 3.18. As was mentioned in the previous section, the
determination of the absolute number of reconstructed vertices requires the
knowledge of the vertex reconstruction efficiencies. Here, we concentrate on






where Ri is the mean number of reconstructed vertices for an individual
wire i. Assuming that the vertex reconstruction efficiency is the same for
all wires within one target station, one can cancel it out in Eq.(3.19). It
should be noted that all four wires of the first station are made of the same
material, titanium. Therefore, no correction for the A-dependence of the
track multiplicity is needed. The results of the relative rate sharing for the
30 MHz interaction rate run determined with the charge integrators and
vertex counting are presented in Table 3.3.
It can be seen that the interaction rate is almost equally shared among
the four wires. Both methods, charge integrator and vertex counting, are
in good agreement, giving practically the same fractional contributions of
individual wires the interaction rate.
In Fig. 3.19, the number of wires where vertices have been found is plotted
versus the number of reconstructed vertices. In order to perform a qualitative
check of the vertex sharing among wires, a Monte Carlo simulation has been
performed for the same wire configurations. Events have been generated
for the mean number of superimposed interactions as calculated from the
interaction rate. The results of the Monte Carlo simulation are shown in the
upper plot of Fig. 3.19. The lower plot shows the result from real data. As
can be seen, the distribution patterns are similar for both simulation and
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Figure 3.13: Track multiplicity for tagged events as a function of the inter-
action rate. Also shown are fits using the function (3.17).
Wire Charge Integrators % Vertices %
Above 26.06 ±0.08 26.6 ±0.7
Below 24.26 ±0.10 25.9 ±0.7
Inner 23.49 ±0.06 21.4 ±0.7
Outer 26.20 ±0.07 26.1 ±0.7
Table 3.3: Relative rate sharing among wires obtained with the charge inte-
grators and from counting of primary vertices.
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Figure 3.14: Rate determined by VDS tracks versus the rate determined using
the hodoscope counters for the carbon wire (inner 2) and the titanium wire
(inner 1).
real data. The observed diagonal structure indicates that the interactions
are uniformly distributed among wires. The distribution of the number of
reconstructed vertices summed over all four wires for data and Monte Carlo
simulation is shown in Fig. 3.20. Again, fair agreement between simulation
and real data is achieved.
3.5 Conclusion
It has been shown that the ECAL Energy Sum method is a powerful tool
for the interaction rate measurement at the HERA-B experiment. The main
features of the proposed method are:
• It is easy to use. Only E(1) is needed for the calibration of the method.
• It is almost independent of any Monte Carlo simulations. Due to the
large acceptance of the calorimeter, only a small correction of the reconstruc-

















Figure 3.15: Reconstructed track multiplicity for a 12 MHz interaction rate
run with a titanium wire.
tion efficiency based on the Monte Carlo simulation is needed.
• There is a possibility to perform a cross check of the rate determination
by applying different cell energy cuts.
• The contribution of a possible background can be suppressed by apply-
ing cuts on the cell energy.
• Events with abnormally high number of interactions can be distin-
guished by applying cuts on the total energy deposited in the ECAL.
• The method is independent of the distribution function of the number
of interactions, P (N).
It has been shown that the interaction rate calibration can be cross
checked by counting the number of reconstructed tracks in the Vertex De-
tector System. This technique is based on the extension of the linear re-
sponse method and needs a precise estimate of the VDS track reconstruction
efficiency. However, determination of the reconstruction efficiency involves
additional systematic uncertainties, which make the rate calibration with the
help of the VDS a rather complex task.
It has also been demonstrated that counting of primary vertices can be
used to perform a direct check of the rate sharing among wires given by
charge integrators.
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Figure 3.16: Top: Hodoscope rate and sum of the rates from charge integra-
tors as a function of time. Bottom: rate contribution from the individual
wires.
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Figure 3.17: Rate sharing among the wires in the first target station for a
run of 30 MHz interaction rate.
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Figure 3.18: Spatial distribution of reconstructed vertices (in the target plane)
for the first target station at 30 MHz interaction rate as reconstructed using
VDS tracks.














































Real Data, 30 MHz
Figure 3.19: Number of wires on which vertices are found versus the number
of the reconstructed vertices for simulated events (top) and real events taken


















Figure 3.20: Distribution of the multiplicity of reconstructed vertices, summed
over all four wires of the first station, for a run at 30 MHz interaction rate.
Chapter 4
Measurement of the inclusive
π0 production cross section
4.1 The Spring 99 detector configuration
During the spring of 1999 HERA-B was in a stage of rapid detector assembly.
The ’99 detector configuration as simulated in the HBGEAN program is
displayed in Fig. 4.1. The installation of the RICH counter, the ECAL and
the MUON system was completed, although the ECAL and MUON detectors
were not fully equipped with readout and pretrigger electronics. Several
modules of the tracking system were installed in their final design positions
and fully instrumented. The available components of the VDS were arranged
as four superlayers. In order to provide maximal overlap with the ECAL
area, covered with readout electronics, the quadrants were arranged to form
an “L-shape” configuration as shown in Fig. 4.2. Almost all installed detector
components were integrated into the common data acquisition (DAQ).
In parallel to the detector assembly, several runs with the high pT electron
trigger were taken. The aim was to test the DAQ and detector performance,
take data for detector alignment and prepare for the first physics analyzes.
The detector was operated without a magnetic field at small interaction rates
(between 2 and 10 MHz) using only one target wire at a time. Data were
collected for two types of wires - carbon (inner 2) and titanium (above 1).
The next sections concentrate on the measurement of the cross section for
the inclusive π0 meson production using the ECAL information. Therefore,
the ECAL construction and performance will be described in more detail.
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Modules installed in 4 Superlayers
Figure 4.2: The geometrical layout of the silicon vertex detector in spring
1999. The available quadrants are installed in the position of four superlayers
(left). The Z-positions of the superlayers are indicated in the plot on the right
side.
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4.1.1 Electromagnetic calorimeter
Construction
The ECAL consists of inner, middle and outer parts. The three sections have
different segmentations, granularities are increasing with decreasing distance
from the beam pipe. The geometrical layout is presented in Fig. 4.3. Each
section is made of an alternating sequence of scintillator/absorber plates
which form a sandwich structure. The light is collected by wavelength
shifter fibers which run perpendicular to the planes through holes in the
module (“shashlik” design), and are connected to photomultipliers as shown
in Fig. 4.4. In order to keep occupancies acceptably small, cells with different
size are used for each section. To achieve good shower separation and spatial
resolution for the given cell sizes, two types of absorber material with differ-
ent Molière radii, tungsten and lead, are used for the inner and middle/outer
sections, respectively. The depth of a given section is also optimized to avoid
longitudinal shower energy leakage. The parameters of the ECAL sections
are listed in Table 4.1.
Inner Middle Outer
Number of channels 2100 2128 1728
Absorber Tungsten Lead Lead
Molière radius 1.42 cm 4.15 cm 4.15 cm
Cell size 2.24 cm 5.59 cm 11.18 cm
Depth 13 cm (23 X0) 34 cm (20 X0) 34 cm (20 X0)
Table 4.1: Parameters of the ECAL.
Calibration
In spring 1999 the ECAL calibration was performed in two steps:
• Since there was no magnetic field, the energy flow had to be symmetric
with respect to the beam axis, i.e. all cells at a radial distance R from the
beam had to contain the same average energy deposition. The ECAL surface
was divided into circular regions around the beam axes. The high voltages
of the photomultipliers were tuned to equalize the energy flow within each
region.
• The calibration was refined on the basis of the π0 mass peak, recon-
structed from π0 → γγ decays. For each cluster within one region, cell with




Figure 4.3: The geometrical layout of the ECAL. There are three sections:
inner, middle and outer with different granularities.
maximal energy deposition was selected. The invariant mass was calculated
for all combinations of selected cells, taken from the same region, with clus-
ters from other regions. (Cluster usually consists of several cells. The cluster
energy was calculated for a matrix of 3 × 3 cells with the most energetic
cell placed in the center). At the end, the calibration constant for each re-
gion was chosen such that the π0 mass peak moved to the correct position.
ECAL calibration was directly done on SLT, so that no data logging was
necessary. The calibration procedure was operated iteratively and provided
a calibration accuracy of about 5 - 8 % [59, 60].
4.1.2 The trigger system and data acquisition
In the spring of ’99 the DAQ and trigger systems were far from the designed
configuration. About 25% of the DAQ system, 40 second level trigger nodes,
and one PC from the fourth level trigger have been installed. In parallel
to the detector installation, several runs with high pT electron triggers were
performed. In this runs the ECAL was used to select candidates for elec-
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Figure 4.4: Schematic view of a module from the inner part of the ECAL.
trons and photons of high transverse momentum. The ECAL was equipped
to almost 80 % with readout electronics and with 10 pretrigger boards in-
strumented in the inner section as shown in Fig. 4.5. The trigger system was
organized as follows:
• The ECAL pretrigger was filtering events containing at least one cell
with pT ≥ 1 GeV/c in the regions shown in Fig. 4.5.
• The FLT hardware was not installed. The FLT functionality was re-
placed by one emulator test board, the function of which was to send the pre-
trigger signal to the Fast-Control-System (FCS). The FCS, in turn, pushed
data into the Second Level Buffer and notified the second level trigger about
new events to process.
• From the SLB the data was transferred to one of the 40 nodes of the
SLT PC farm, not currently “busy” with data processing. The online ECAL
reconstruction program (CARE) was run on each PC node. On this trigger
level the search for two clusters with pT ≥ 1.1 GeV/c and an invariant mass
above 2.2 GeV was performed. When event was accepted, the event building
was performed, and data was sent to the PC farm of the fourth level trigger.
• The accepted event was logged to tape through the fourth level trigger
PC farm.
The schematic view of the trigger/DAQ architecture is shown in Fig. 4.6.
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Figure 4.5: Spatial coverage of the electronics installed in the inner part of
ECAL. The dark hatched area shows the locations of the channels correspond-
ing to the 10 pre-trigger boards.
4.1.3 Measurement of the DAQ efficiency
The performance of the data acquisition is characterized by the efficiency
εDAQ, i.e. the number of triggers acquired by the DAQ divided by the total
number of triggers. In the relevant configuration there were the two reasons
for losses of trigger candidates, both due to bandwidth limitations in the
preliminary DAQ system:
• Limitations from processing speed of the test board. When busy, the
board was not able to notify the FCS about pretrigger candidates. This led
to losses of pretrigger messages.
• Limitations from data processing speed on the SLT PC farm and low
data logging rate to tape. Events are lost as soon as the SLB is com-
pletely full. The main limiting factor was the low data logging speed, which
amounted to about 30 Hz.
Therefore, the DAQ efficiency can be written in the form
εDAQ = εBoard εSLT , (4.1)
where εBoard is the efficiency of the test board and εSLT is the efficiency of
the SLT and data logging.
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The determination of εSLT was performed using random trigger events.
The random triggers were generated with an average rate of about 4 Hz and
were acquired in parallel to the high-pT pretriggered data.
The random trigger events were passed directly to the SLB, therefore
they were not sensitive to the dead time introduced by the test board
εRandDAQ = εSLT . (4.2)
The efficiency εSLT can be calculated, taking into account that the SLT
efficiency for both random and high-pT triggers is the same. The systematic
error of εSLT is estimated to be less then 1% [61].
The study of the properties of the test board, as well as the estimate of
εBoard can be found in [61], where, in particular, it was shown that the value
of εBoard is about 0.5 and that the uncertainty in εBoard does not exceed 30%.
The results on the εBoard calculation for the runs considered for the analysis
are listed in Table 4.2.
4.1.4 Luminosity determination and interaction rate
calibration
The luminosity determination was performed with the ECAL Energy Sum
method, described in Chapter 3. This method was applied to the random
trigger events. For each random trigger event the energy deposition was
summed over all active cells in the inner part of the ECAL. Then, the energy
was averaged over all filled bunches of the whole run. The energy in one
interaction, E(1), was determined from a interaction rate scan which had
been performed for calibration purposes prior to the physics runs. The same
map of active ECAL cells was used for both calibration runs and runs used
for analyzes. The average number of interactions and the luminosity were
calculated according to equations (3.8) and (3.3). The luminosity determined
for further analysis is presented in Table 4.2.
In Section 3.3.4 it was shown, that the systematic uncertainty of the
calibration of the ECAL Energy Sum method, i.e. the determination of the
energy deposition in single interactions, is about 5%.
The luminosity determined by the ECAL Energy Sum method LECAL
is compared with the luminosity determined using the hodoscope counters
LHOD (the average number of interactions obtained from the hodoscope coun-
ters has been used for the luminosity calculation using Eq.(3.3)). The ratios
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Figure 4.6: Schematic view of the DAQ/trigger system in the spring of ’99.
of the luminosity obtained from the ECAL methods to the luminosity cal-







(T itanium) = 1.15 (4.3)
As can be seen, the LHOD is larger than the LECAL for both carbon and tita-
nium runs. It could be explained, for instance, by the presence of interactions
with unbunched beam protons, so called coasting beam [55]1. The study of
1For the interaction rate determination, the hodoscope counters register charged parti-
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this effect is not included in the present analysis. Comparing the luminosity
determined with the hodoscope counters and the ECAL method indicates
the systematic uncertainty of the luminosity determination of about 15%.
As mentioned in Section 3.3.2, hodoscope counters are used for online
interaction rate monitoring. In spring 1999 the hodoscope acceptance was,
in turn, re-calibrated using the ECAL method. After calibration, acceptance
corrections of about 25% had to be applied for the hodoscopes [62]. A large
part of these corrections can be explained by the fact that the hodoscope
acceptance had not been calibrated since December 99 when the large accep-
tance hodoscope which had been used for that calibration was removed2.
cles in the whole bunch spacing range of 96 ns [46]. While the ECAL sensitivity is limited
to 60 ns. Therefore, in the case of bunch uncorrelated interactions, the interaction rate
determined with the hodoscope counters could be larger than the rate observed by the
ECAL method.
2There was a failure of the power supply for the counter photomultipliers which also
affected the value of the hodoscope acceptance.
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4.2 High-pT π
0 production
4.2.1 The data sample and data quality
In this section the measurement of the cross-section for inclusive production
of π0 mesons decaying into two photons is presented. The aim of this study is
to investigate the physics capabilities of the HERA-B detector and to test the
detector performance rather than to perform a high precision measurement.
The analysis is based on the information obtained from the inner part of the
ECAL. The experimental setup and trigger configuration are described in
Section 4.1. The data sample consists of about 1.5 · 106 events which were
acquired for two types of target material: carbon and titanium. The main
characteristics of the runs considered for this study are listed in Table 4.2.
Before the physics analysis a quality check of the data was performed. The
Carbon (A=12)
Run Event Overall λ Lumi/nucleus
(103) efficiency (N̄interactions) (10
−2 · pb−1)
4393 212 0.325 0.45 10.4
4424 376 0.3 0.41 15.8
4486 148 0.2 0.64 10.6
Titanium (A=48)
Run Event Overall λ Lumi/nucleus
(103) efficiency (N̄interactions) (10
−2 · pb−1)
4434 113 0.46 0.14 0.72
4436 71 0.45 0.2 0.62
4437 225 0.46 0.19 1.92
4492 257 0.11 0.61 6.58
Table 4.2: Overview of runs used in the analysis.
aim of this check was the monitoring of possible appearance of hot (i.e.
noisy) towers or failures of modules in the ECAL. For such a check, the total
energy released in the inner part of the ECAL and the average number of
reconstructed clusters were calculated as a function of the event number.
The time evolution of these variables are shown in Fig. 4.7 for runs 4393
and 4437. From this plot, it is clear that the total energy and the number
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Figure 4.7: Total energy deposited in the ECAL (upper curve) and the number
of clusters (lower curve) as function of the event number for runs 4393 (left)
and 4437 (right). The number of clusters is scaled up by a factor of 8.
of clusters are both constant in time for the entire run, showing no visible
signs of any ECAL performance degradation. The average energy is also well
correlated with the number of reconstructed particles. Only runs with stable
ECAL operation were selected for physics analysis.
4.2.2 Monte Carlo simulation
Event reconstruction
In order to estimate the π0 trigger and reconstruction efficiencies, and to
optimize kinematic cuts, which are important for π0 background suppression,
Monte Carlo simulation has been used. The simulation proceeded as follows:
• Two data samples of 46 · 103 and 11 · 103 events have been produced by
the FRITIOF generator using an importance sampling algorithm [6]. The
data samples contain at least one π0 meson per event with pT (π
0) > 2 GeV/c
and pT (π
0) > 4.5 GeV/c, respectively.
• Generated events were passed through the full GEANT detector sim-
ulation. The simulated detector geometry, corresponded to the spring 99
detector configuration.
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• The ECAL high-pT pretrigger simulation program [63] has been used to
select events which contain a cell in the pretrigger region (see Fig. 4.5) with
an energy deposition above a given threshold. The single cell threshold was
selected to provide an effective cut pcellT > 1.1 GeV/c according to the map
which was used for the “real” data.
• The trigger simulation was based on the online version of the CARE
ECAL reconstruction package3. The CARE algorithm is performed in three
steps [53]:
1. Selection of a cell in the ECAL with an energy deposition above the
given threshold. The cell energy is set to 0.8 GeV.
2. Clustering of hit cells.
3. Search of clusters for which the maximal cell energy is above 2.5 GeV.
Clusters are assumed to be separated if the energy difference between
their peaks is less than 0.5 GeV.
For the trigger simulation program the same CARE parameters (for example
energy thresholds) were used as in the online version. The program also
applied the map of active channels and calibration parameters which were
used in real data and simulated electronic noise. The calibration parameters
were smeared by 8%, corresponding to the precision of the calibration as
obtained from the measured mass resolution.
The trigger simulation required two ECAL clusters with pT ≥ 1.1 GeV/c
and with invariant mass M ≥ 2.2 GeV.
• The offline ECAL reconstruction was also performed with the help of
the CARE package.
Cut optimization
In order to reduce the combinatorial background under the π0 signal, a cut
optimization based on the Monte Carlo simulation has been performed. Gen-
erated π0 mesons have been passed through the full HERA-B detector simu-
lation, trigger simulation, and reconstruction chains as was described above.
The cuts are selected according to the kinematic distributions of the recon-
structed π0 mesons and their decay products as shown in Fig. 4.8. Due to the
3As was described in the previous section, the same program was running on one of
the SLT PC node.
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small trigger and reconstruction efficiencies a large Monte Carlo data sample
is needed to study the efficiency dependence on the applied cuts. Therefore,
conservative cuts have been used:
• Only clusters with an energy above 5 GeV are considered. The energy
distribution of the low energy photons from π0 decays is shown in Fig. 4.8(a).
• A cut of 20 GeV is applied on the energy sum of the reconstructed
pairs. The π0 energy distribution is shown in Fig. 4.8(b).
• A transverse momentum pmaxT > 1. GeV/c of the γ candidate with the
highest pT is required. The p
max
T distribution of photons from the π
0 decay
is shown in Fig. 4.8(c).
• A cut on the transverse momentum of the π0 candidate is set to
pT (γγ) = 2 GeV/c
4.
• The π0 decay asymmetry, defined by A = |E1 − E2|/(E1 + E2), with
E1 and E2 being the energies of the two decay photons, is presented in
Fig. 4.8(d). The cut A ≤ 0.85 is applied.
An example of the influence of the applied cuts on the invariant mass
spectra for run 4434 is shown in Fig. 4.9.
The Monte Carlo simulated invariant mass distribution of the recon-
structed π0 mesons for perfect ECAL calibration and 10% calibration ac-
curacy is shown in Fig. 4.10. From this plot it can be concluded that the
mass resolutions are about 10.3 MeV and 16.1 MeV for perfect ECAL cali-
bration and 10% calibration accuracy respectively.
As the differential cross section has a steep π0 transverse momentum
dependence, it is very sensitive to the π0 pT scale. Residuals of the recon-
structed transverse momenta of π0 mesons, pMCT − pRECT , are presented in
the upper plot of Fig. 4.11 as a function of pMCT . As can be seen, no bias in
the momentum reconstruction is expected up to a pT of at least 5.5 GeV/c.
A small visible deviation between reconstructed and generated momentum
in the high pT region can be explained by overlapping ECAL clusters. This
effect will be discussed later. Residuals of the energy determination of pho-
tons from the π0 decay, EMCγ −ERECγ , are presented in the middle and lower
plots of Fig. 4.11 as functions of the generated transverse π0 momentum and
photon energy, respectively.
The difference between the generated and reconstructed transverse mo-
mentum of π0 mesons integrated over the pMCT range [2.5 - 6] GeV/c for per-
fect ECAL calibration and 10% calibration accuracy, is shown in Fig. 4.12.
4This is mainly done to save computation time.
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From the Monte Carlo simulation, the uncertainty in the pT scale is expected
to be less than 2%.
The center of mass rapidity distribution for π0 mesons on the genera-
tor level and after full reconstruction is presented in Fig. 4.13 (the rapidity
distribution is arbitrarily normalized). One can see that the rapidity range
of reconstructed π0 mesons is rather narrow and covers mostly positive ra-
pidity values. The small width of the rapidity range is explained by the
small acceptance of the installed pretrigger electronics (see Fig. 4.5). In or-
der to eliminate edge effects in the calorimeter the geometrical acceptance is
restricted to a c.m.s. rapidity region from -0.05 to 0.55.
4.2.3 Trigger and reconstruction efficiencies
Trigger efficiency
The π0 trigger and reconstruction efficiencies have been determined using
Monte Carlo simulation. The kinematic cuts described in the previous section
have been applied in the reconstruction. In the low pT region, the trigger
efficiency can also be measured and then compared with the Monte Carlo
simulation, using the random trigger data sample which was acquired in
parallel to the high-pT data. The number of reconstructed events for the
random and high pT trigger samples of a run with an average number of
interactions, λ, can be expressed as
NRecRand ' λ N totalRand εRandDAQ εRec
NRectrig ' λ N totaltrig εDAQ εRec εtrig, (4.4)
where N totalRand and N
total
trig are the total number of random and high-pT triggers,
or, more precisely, the number of bunch crossings in the random and high-pT
trigger samples. εDAQ, ε
Rand
DAQ, εRec and εtrig are DAQ, reconstruction and
trigger efficiencies, respectively. Taking formula (4.1) and (4.2) for the DAQ









Due to the small statistics available for the random trigger data sample it
is impossible to reconstruct π0s in the pT region above 2 GeV/c. Therefore,
NRecRand and N
Rec
trig are obtained by summing the number of events within the
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mass region of [0.1 - 0.17] GeV, assuming that the kinematic distributions for
both π0s and the backgrounds are the same within the given mass region. The
resulting trigger efficiency is shown in Fig. 4.14 as a function of the transverse
momentum of the reconstructed π0 mesons. At low pT , the trigger efficiency
is estimated with the random trigger data sample whereas at higher pT it is
obtained by the Monte Carlo simulation. As expected, the trigger efficiency
increases rapidly in the pT range of [1 - 2] GeV/c and almost reaches a plateau
at higher transverse momenta. This can be explained by the fact that the
pT trigger threshold was set to 1.1 GeV/c. It can be seen that Monte Carlo
simulation and data are in a good agreement in the overlap pT region around
2 GeV/c.
Overall reconstruction efficiency
The overall trigger and reconstruction efficiency is defined as the number of
π0 mesons which pass the trigger simulation and are reconstructed, divided
by the number of generated π0 mesons. This efficiency is shown in Fig. 4.15
as a function of the transverse momentum of the π0 mesons. As can be seen,
the overall efficiency is about 1% and is almost constant in the whole pT range
up to 5 GeV/c. It decreases in the pT region above 5 GeV/c. The decrease
of the reconstruction efficiency in the high-pT range can be explained by the
fact that the opening angle between two photons from the π0 decay is getting
smaller with increasing transverse momentum of the π0 meson. This leads
to overlapping ECAL clusters and results in a drop of the efficiency. For
illustration, the average distance between two ECAL clusters from photons
originating from π0 → γγ decay as a function of the transverse momentum
of the π0 mesons is shown in Fig. 4.16.
Cluster overlaps also lead to overestimates of the photon energies. This
can also be observed in shifts of the reconstructed π0 mass. The effect of
overlapping clusters introduces additional systematic errors on the pT scale.
For the pT range used in this analysis this effect is negligible (as can be also
seen from Fig. 4.16), but should be taken into account in the analysis of
higher pT ranges.
Trigger uncertainty
As was described in the previous section, the trigger efficiency is determined
from Monte Carlo simulation, where only one interaction per event has been
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simulated. The εtrig used in Eq.(3.1) is the mean trigger efficiency of a run
with the average number of interactions λ, i.e, it should be written in the
form which takes multiple interactions into account
επ
0
trig(λ) = ε(0)P (0) + ε(1)P (1) + ε(2)P (2) + · · · + ε(N)P (N),
where ε(N) is the efficiency in N superimposed interactions and P (N) is the
probability distribution for the number of interactions with mean λ. As ε(N)
grows with the number of interactions, the mean efficiency also increases with
the interaction rate. However, for the runs under consideration, the deviation
of the mean efficiency from ε(1) is expected to be small due to the following
reasons:
• The data has been taken at relatively small interaction rates; the value
of λ varies between 0.2 and 0.6. The fraction of events with multiple interac-
tions decreases with the decrease of the interaction rate and is proportional
to λ (see formula (3.9)). For the interaction rates at which the data were
taken, the fraction of events with multiple interactions varies between 10%
and 30%.
• The π0 events are superimposed on inelastic events for which the high
pT trigger efficiency ε
inel
trig is several orders of magnitude smaller and is about
10−5.
The study of the trigger efficiency dependence on the number of superim-
posed interactions, as well as the estimate of the systematic uncertainties of
εDAQ, λ, and N
Rec
trig , can be done by direct comparison of the number of recon-
structed π0 mesons in runs with different interaction rates. Taking Eq.(4.4)
into account, the ratio R of the trigger efficiencies of two runs acquired with
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The ratio R, calculated for runs with the titanium wire, acquired at maximal
and minimal interaction rates is presented in Fig. 4.17 as a function of the
reconstructed transverse momentum of the π0 mesons. As can be seen, the
ratio is close to unity. This shows that the value of a possible correction to the
trigger efficiency due to the multiple interaction dependence is small and lies
within the systematic uncertainties of the λ, εDAQ, and N
Rec
π0 determination.
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The ratio R has also been calculated for various run combinations acquired
using the same target material. The deviation of R from unity has been
found to be always less than 14%.
4.2.4 Data analysis
For the data analysis, the cuts on kinematic variables of photons and π0
candidates as described in Section 4.2.2 have been applied. The number of
π0 candidates is calculated by fitting the γγ invariant mass spectra with a
sum of a Gaussian and a polynomial function of third order. π0 candidates
are selected in the invariant mass range corresponding to ±3σ of the Gaussian
distribution. The π0 background is evaluated by the number of events under
the polynomial function and is then subtracted from the total number of π0
candidates.
The two-photon effective mass spectra averaged over the transverse mo-
mentum range [3.0 - 3.25] GeV/c of the reconstructed γγ pair and the fit
functions for runs with a carbon target are presented in the upper plot of
Fig. 4.18. The same distributions are plotted in Fig. 4.19 for different trans-
verse momentum bins. The signal to background ratio with the background
determined using the polynomial fit of the invariant mass distribution, is also
shown in this plot. The π0 invariant mass resolution is found to be about 14
MeV. This corresponds to an ECAL calibration precision of about 6% (see
Fig. 4.10).
The background estimate has also been performed by using the event
mixing technique. The invariant mass is calculated for all combinations of
clusters belonging to pairs from different events which pass the kinematic
cuts. The invariant mass distribution of mixed events is normalized in the
mass region 0.19 < m < 0.3 GeV. An example of a mixed events spectrum
for run 4434 is shown in the lower plot of Fig. 4.18. It can be seen that the
invariant mass spectra for non mixed and mixed events are in a good agree-
ment in the regions below and above the π0 peak. An alternative calculation
of the π0 background has been performed within a ±3σ mass window around
the π0 peak using the shape of the mixed events spectra.
The number of reconstructed π0 candidates for carbon and titanium runs
for various pT bins is listed in Table 4.3. In this table, the number of π
0
mesons has been calculated by subtracting the background, obtained from
the polynomial fit. For carbon runs, the π0 statistics is also shown for the
case when the background is calculated using the event mixing method. The
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difference between the number of π0 candidates obtained for the two types
of background subtraction is less then 5% and is used as estimate of the
systematic uncertainty in the background subtraction procedure.
pT GeV/c 2.75-3. 3.-3.25 3.25-3.5 3.5-3.75 3.75-4. 4.-4.5 4.5-5.
Carbon
π0, Fit 8539 4716 2516 1288 718 540 124
π0, Mixed evnt 8763 4684 2507 1323 726 - -
Titanium
π0 (Fit) 6539 3755 1871 987 488 415 82
Table 4.3: The number of reconstructed π0 candidates for C and Ti runs for
different bins of transverse momentum for the reconstructed π0 meson. The
π0 background is calculated using the polynomial fit of the invariant mass
distribution (Fit) and using the event mixing method (Mixed evnt).
Fig. 4.20 shows the mean value of the reconstructed π0 mass as function
of the energy of the most energetic photon from the π0 decay, Emaxγ , and
the transverse momentum of the π0 mesons. As can be seen, the mean value
of the reconstructed π0 mass is almost constant in the whole Emaxγ and pT
ranges. The measured π0 mass is compatible with the world average to the
level of < 2%. This justifies the reliability of the Monte Carlo prediction on
the stability of the π0 transverse momentum scale (see Fig 4.11).
4.2.5 Cross section calculation
Taking the branching fraction Br(π0 → γγ) = 0.988 into account and assum-
ing a linear dependence of the cross section on the atomic number A, the











The number of π0 candidates, Nπ0 , the values of luminosity, L, and DAQ
efficiency, εDAQ, used for the calculation of the cross section are listed in
Table 4.3 and Table 4.2, respectively. The overall trigger and reconstruction
efficiency, εOverall, is obtained from a fit of the distribution presented in
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Fig. 4.15 by a straight line in the transverse momentum range of 2.5 < pT < 5
GeV/c. It is found to be equal to (99 ± 6) · 10−3.
The cross sections per nucleon for pC and pTi interactions averaged over
the rapidity range −0.05 < yC.M < 0.55 are presented in Fig. 4.21 and listed
in Table 4.4 as function of the π0 transverse momentum. The π0 cross section
measured by the Fermilab experiment E706 [64] for 800 GeV pBe interaction
is also shown in Fig. 4.21 for comparison. The error bars shown in this plot
are statistical only. The systematic errors in the cross section are:
• The uncertainty in the luminosity determination. As was discussed in
Section 4.1, this uncertainty amounts to about 15%.
• The error in the DAQ dead time determination. It is expected to be
about 30%, due to the poor knowledge of the test board efficiency [61] (see
Section 4.1). This error contributes as the main source of the systematic
uncertainty in the overall normalization.
• The uncertainties in the π0 background subtraction. They are calcu-
lated for each π0 transverse momentum bin and are estimated to be less than
5%. written • The Monte Carlo statistical errors in the calculation of the
trigger and reconstruction efficiencies. They amount to less than 10%.
• The pT scale uncertainty of less than 2%.
pT p+ C → π0 +X p+ T i→ π0 +X
(GeV/c) nb/(GeV/c)2 nb/(GeV/c)2
2.75 - 3.0 261.8 ± 2.8 234.4 ± 2.9
3.0 - 3.25 133.1 ± 1.9 123.8 ± 2.0
3.25 - 3.5 65.7 ± 1.3 57.1 ± 1.3
3.5 - 3.75 31.3 ± 0.9 28.1 ± 0.9
3.75 - 4.0 16.3 ± 0.6 12.9 ± 0.6
4.0 - 4.5 5.6 ± 0.2 5.0 ± 0.3
4.5 - 5.0 1.3 ± 0.1 1.0 ± 0.1
Table 4.4: Invariant cross section E d
3σ
d3p
for the inclusive reactions p + C →
π0 + X and p + T i → π0 + X averaged over the rapidity range −0.05 <
yC.M. < 0.55. The cross sections are calculated per nucleon according to
Eq.(4.6). Errors are statistical only.
A qualitative comparison of the cross sections for two beam energies, 800
and 920 GeV, has been performed using the Monte Carlo simulation. Two
data samples corresponding to these energies have been generated with the
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PYTHIA event generator using the CTEQ2 parton distribution functions [5].
The ratio of the invariant cross sections obtained for 800 GeV and 920 GeV
protons as a function of transverse momentum of the π0 mesons, is presented
in Fig. 4.22. From this plot it can be seen that the ratio of cross sections
is increasing with increasing transverse momentum of the π0 mesons. This
means that the shape of the cross section is expected to be steeper for the
beam energy of 800 GeV. In this simulation, the default PYTHIA settings
for primordial kT distribution of partons inside hadron have been used. Two-
dimensional kT distribution has a Gaussian form with σ = 0.44 GeV and the
average of the squared transverse momentum 〈k2T 〉 = (0.44 GeV/c)2 [49]. As
was described in [1], the kT smearing was introduced in order to describe
the transverse components of initial-state parton momenta, which could be
initiated due to the initial-state soft-gluon radiation . This kT smearing
modifies both the shape and normalization of the inclusive cross section.
4.2.6 A - dependence
Traditionally, the cross sections are calculated per target nucleon. However,
effects such as nuclear shadowing or secondary scattering in the nucleus can
result in deviations of the cross sections from the linear dependence on the
nucleon number [65]. The form Aα, with α being a parameter that can depend
on rapidity, transverse momentum, and on the nature of the studied particle
is often used to parameterize the A dependence. Taking into account that
trigger and reconstruction efficiencies are the same for carbon and titanium








· (L εDAQ)T i
(L εDAQ)C
, (4.7)
where A is the atomic number, Nπ0 is the number of pions, L is the luminosity,
and εDAQ = εBoard εSLT is the DAQ efficiency (see Eq.(4.1)) for carbon and
titanium runs.
The parameter α derived from Eq.(4.7) is shown in Fig. 4.23 as function
of the transverse momentum of the π0 meson. It can be seen that the value
of α is almost constant in the whole pT range and is about 0.95. The errors
shown in the plot are statistical.
As was described in Section 4.2.3, the deviation from unity of ratios of
the trigger efficiencies calculated according to Eq.(4.5) for runs, acquired
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pT GeV/c α αFermilab[7]
2.75 - 3.0 0.95 ± 0.01 ± 0.14 –
3.0 - 3.25 0.98 ± 0.02 ± 0.15 –
3.25 - 3.5 0.93 ± 0.02 ± 0.14 –
3.5 - 3.75 0.95 ± 0.03 ± 0.14 –
3.75 - 4.0 0.87 ± 0.04 ± 0.13 –
4.0 - 4.5 0.95 ± 0.05 ± 0.15 1.07 ± 0.03
4.5 - 5.0 0.85 ± 0.10 ± 0.13 1.10 ± 0.04
2.75 - 5.0 0.95 ± 0.01 ± 0.14
Table 4.5: Nuclear dependence exponent α obtained from the measured in-
clusive π0 cross section for pC and pTi interactions, averaged over −0.05 <
yC.M < 0.55. The measurements of the experiment E706 [7] at 800 GeV beam
energy, using pBe and pCu interactions and averging over −0.7 < yC.M < 0.7
are also shown.
at different interaction rates using the same target material, does not exceed
14%. This deviation can be mainly explained by the dependence of the εBoard
on the average number of interactions λ 5. The deviation was used for the
calculation of the systematic error on α, which was found to be 11%.
As was described in Section 4.1.4 the systematic uncertainty of the lu-
minosity determination does not exceed 15%. Therefore, the upper limit for
the systematic error on α is estimated to be about 15%.
The results are directly compared with the fixed target Fermilab exper-
iment E706 [7] which was operating with a 500 GeV proton beam incident
on Be and Cu targets and spanned rapidity range −0.7 ≤ yC.M ≤ 0.7. The
results are presented in Table 4.5.
4.3 Summary
A first attempt to measure the cross section of inclusive production of π0
mesons decaying into two photons using the HERA-B detector was presented.
The π0 cross section was determined using the information from the inner
5The estimation of the DAQ efficiency (see Eq.(4.1)) has been performed assuming that
the test board efficiency was constant, i.e. it was independent of the interaction rate in
the range where the data were taken [61]
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part of the ECAL for two types of target material, carbon and titanium, in
the transverse momentum range of 2.75 < pT < 5.0 GeV/c and the center of
mass rapidity range of −0.05 < yC.M. < 0.55.
The cross section analysis consisted of the following main steps:
• The luminosity determination was performed using the ECAL Energy
Sum method.
• A detailed quality check was performed for the ECAL data for all runs
considered in the analysis.
• The trigger and reconstruction efficiencies for π0 production were esti-
mated using Monte Carlo simulation. Due to the invariant mass cut of 2.2
GeV on the trigger level the overall efficiency was found to be small, about
1%.
• The background underneath the π0 mass peak was subtracted using
two independent methods, one based on a polynomial fit of the background
spectrum, the other based on event mixing techniques.
Various sources of systematic uncertainties, such as luminosity determi-
nation, DAQ efficiency, π0 background subtraction and stability of the π0 pT
scale were analyzed. The systematic uncertainty of the DAQ test board effi-
ciency of about 30% contributes as the main source of the systematic errors
in the overall cross section normalization6
The π0 cross sections per nucleon were fit for the two target materials
using a functional dependence Aα. The exponent α was measured to be
0.95±0.01±0.14. The value of α obtained from the measured by the Fermilab
experiment E706 inclusive π0 cross section for pBe and pCu interactions,
averaged over rapidity and pT ranges −0.7 < yC.M < 0.7 and 4.0 < pT < 6
GeV/c, is 1.08. Within the systematic error it is in a good agreement with
the measurement presented in this work.
The present analysis illustrates a remarkably good understanding of the
detector performance during the early stage of the HERA-B commissioning.
It also demonstrates the high potential for HERA-B to perform inclusive π0
(and direct photon) cross section measurements.
6As was mentioned in Section 4.1.3, the test board was used to replace the FLT func-
tionality in the preliminary DAQ system. The systematic uncertainty of the DAQ efficiency
for the complete DAQ system is small.
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Figure 4.8: The kinematic distributions of the reconstructed π0 mesons and
their decay products. Applied cuts are marked with arrows. a) Energy dis-
tribution of the low energy photons. b) π0 energy distribution. c) The pmaxT
distribution of photon candidates. d) Distribution of two-photon energy asym-
metry, A = |Eγ1 −Eγ2 |/(Eγ1 + Eγ2 ).
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Figure 4.9: Run 4434. Invariant mass distribution for various kinematic
cuts.
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Figure 4.10: Monte Carlo simulation. Invariant mass distribution for re-
constructed π0 mesons for perfect ECAL calibration and 10 % calibration
accuracy.
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Figure 4.11: Top: Mean difference between the generated and reconstructed
transverse momentum of π0 mesons as function of the generated pMCT . Middle
and Bottom: Mean residuals of the energy determination of photons from π0
decays, EMCγ −ERECγ , as function of the generated π0 transverse momentum
and of the photon energy.
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Figure 4.12: Residual distribution for the transverse momenta of π0 mesons
for all generated π0 mesons in the range pMCT ∈ [2.5 − 6] GeV/c, assuming
perfect ECAL calibration (left) and calibration accuracy at a level of 10 %
(right).
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Figure 4.13: Rapidity distribution for π0 mesons on the generator level and
after reconstruction. The distributions are arbitrary normalized (top). The
lower plot shows a blow-up of the rapidity distribution for the reconstructed
pions. Arrows indicate the range used for the cross section calculation.






















Figure 4.14: π0 trigger efficiency calculated from Monte Carlo simulation
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Figure 4.15: Overall trigger and reconstruction efficiency as function of the
transverse momentum of the π0 mesons.


















Figure 4.16: Average distance between two ECAL clusters from photons orig-
inating from π0 → γγ decays as function of the transverse momentum of the
π0 meson. The solid line indicates the cell size.
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Figure 4.17: Ratio of the reconstruction efficiencies for runs acquired with
the interaction rates corresponding to λ = 0.61 and λ = 0.14, as function of
the transverse momentum of the reconstructed π0 mesons.
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Figure 4.18: Two-photon invariant mass spectra of all runs with a carbon wire
for the transverse momentum range [3.0 - 3.25] GeV/c. The fit of the mass
spectrum with the sum of a Gaussian and a third order polynomial function
is superimposed in the upper plot. The invariant mass distribution together
with a spectrum from mixed events for run 4434 is shown in the lower plot.
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Figure 4.19: Two-photon effective mass spectra summed in various bins of
transverse momentum for the reconstructed photon pair for all runs using the
carbon wire.
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Figure 4.20: Mean value of the reconstructed π0 mass as function of the en-
ergy of the high energetic photon from the pion decay (top) and the transverse
momentum of the π0 mesons (bottom) for runs with the carbon wire.
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Figure 4.21: Invariant cross sections per nucleon for inclusive π0 meson
production on carbon and titanium. The cross sections are shown versus
pT averaged over the rapidity range −0.05 < yC.M. < 0.55. The invariant
cross section measured by the Fermilab experiment E706 at 800 GeV pBe
interactions averaged over the rapidity range −1 < yC.M. < 0.5 is shown for
comparison.














Figure 4.22: Ratio of the invariant cross sections for two proton beam energies
920 and 800 GeV. Cross sections are calculated on the basis of the PYTHIA
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Figure 4.23: Nuclear dependence exponent α obtained from the measured




Among the physics goals of Hera-B the study of hadronic production of dilep-
tons in the high-mass region seems to be one of the most interesting topics
to be explored, since it is a sensitive probe to test the internal structure of
hadrons with heavy quarks. As was described in Chapter 1, the investigation
of the production of Υ mesons is of particular interest because the measure-
ment of Υ polarization allows to distinguish between different mechanisms
of heavy quarkonium production.
The aim of this analysis is to evaluate the observability of Υ resonances in
the dilepton final state and to demonstrate the feasibility to perform accurate
measurements of Υ polarization. In this chapter the emphasis will be put on
the muon channel. The analysis of the electron channel has been performed
in reference [66].
The feasibility to measure the rate of Υ production for various detector
configurations has been studied by the author in reference [67]1.
5.1 Υ reconstruction
The acceptance for Υ production and the mass resolution in the Υ mass
region are determined using a detailed HERA-B detector simulation [51].
The production of Υ resonances has been implemented in PYTHIA in anal-
ogy to the J/ψ production algorithm provided by the standard version of
PYTHIA by simply replacing the charm quark mass by the b quark mass at
1At the time when this work has been done the HERA-B detector design allowed for
some modifications.
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Figure 5.1: Transverse momentum spectra of Υ mesons from the HERA-B
implementation of Υ production in PYTHIA for 800 GeV protons. Super-
imposed is the fit to the data of the E605 experiment. This plot is taken from
[6].
the subprocess level. Fig. 5.1 represents the spectrum of Υ resonances as was
implemented in HERA-B event generator together with the fit to the E605
data [6]. As can be seen, the Monte Carlo predictions are below the fit to
the experimental data for small transverse momenta. A small difference in
slope at large pT is also visible. In this analysis we concentrate on the study
of the reconstruction efficiency and the acceptance of Υ mesons. It will be
shown, that the reconstruction efficiency for Υ mesons is almost constant in
the whole range of the transverse momentum of the Υ mesons (see Fig.5.3).
Therefore, corrections for the reconstruction efficiency and the acceptance
related with subtleties in the event generations are expected to be small2
Generated events were processed through the simulation of the full de-
tector. The events were passed through the trigger simulation and then were
2In the present version of event generators for HERA-B [6] there is a possibility to
weight pT and xF inclusive spectra generated by PYTHIA according to, for instance,
measured spectra of pT and xF .
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reconstructed with the HERA-B standard reconstruction program [68]. The
reconstruction included pattern recognition in the outer tracker and the VDS,
the track segment matching, and the fit of Υ decay vertices. In the trigger
simulation and the reconstruction phases, the following kinematic cuts have
been applied:
• Trigger: pT (µ) > 0.5 GeV/c.
• Trigger: p(µ) > 5 GeV/c.
• Geometry: dp/p2 < 0.01/GeV/c.
• Reconstruction of Υ : χ2(vertex) < 10.











Figure 5.2: Transverse momentum and xF distribution for Υ mesons decay-
ing into muon pairs. Generated events are represented as open histograms,
accepted by the outer tracker reconstruction by shaded histograms.
The phase space distributions for Υ mesons on the generator level and
after being reconstructed in the outer tracker [67] are presented in Fig. 5.2.
The asymmetric acceptance in xF can be explained by the absence of inner
tracker in this simulation. The acceptance (the number of reconstructed Υ
mesons divided by the number of generated Υ mesons) as a function of the
transverse momentum of the Υ mesons is shown in Fig. 5.3. As can be seen,
the acceptance varies slowly over the entire spectrum of pT , covering most of
the highly populated dynamic range. The invariant mass distribution of the
reconstructed Υ mesons is shown in Fig. 5.4. The relative mass resolution of
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Figure 5.3: Acceptance for Υ mesons decaying into muon pairs as a func-
tion of the Υ transverse momentum, when reconstructed in the outer tracker
(inner tracker missing).
the reconstructed Υ(1S) resonance is about 1.1%.












Figure 5.4: Invariant mass distribution of reconstructed muon pairs from Υ
decays.
The cross sections for Υ production are taken from the measurements of
the E605 experiment (
√





















This experiment gives the lowest lying value for the Υ production cross sec-
tion, about 130 pb/nucleon for σ(Υ(1S) + Υ(2S) + Υ(3S)).
Figure 5.5 shows the Υ → µ+µ− mass distributions on top of the back-
ground spectrum due to Drell-Yan pair production expected in one year
(107sec) of HERA-B running at 40 MHz interaction rate. About 10000 fully
reconstructed Υ decays are expected per year. The background is largely
dominated by the Drell-Yan process. It is simulated by the PYTHIA gener-
ator based on the leading order cross section and scaled by a K factor of 2.3
[37]. As can be seen from Fig. 5.5, the predicted mass resolution of about
1% and a signal to background ratio S/B ' 1.3 (in a ±2σ mass window
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Figure 5.5: µ+µ− mass distribution in one year of nominal running of HERA-
B.
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around the Υ(1S) peak) allow to observe clearly the Υ mass peaks above the
background and to separate the Υ(1S) and Υ(2S) contributions.
5.2 Υ polarization
Apart from the study of the cross section, the polarization of the Υ provides
an important test of the dynamics of the production process (see Section
1.2). The HERA-B detector is well suited to perform accurate Υ polarization
measurements for the following reasons:
• HERA-B has a large acceptance (polar angle coverage in the laboratory
frame from 10 mrad up to 250 mrad), corresponding to about 90% of the full
solid angle in the CMS frame.
• The tracking system provides good momentum and mass resolution
which allows to separate the Υ(nS) states.
• The experiment can accumulate high statistics due to the steady run-
ning at high interaction rates.
The polarization can be measured through the distribution of the decay
angle θ in the Υ rest frame with respect to the boost direction (see Eq.(5.2)).
Therefore, the Υ reconstruction efficiency as a function of decay angle has
been studied. Figure 5.6 shows the acceptance for Υ events as a function of
the cosine of the polar angle between the momentum of the positive muon
and the beam direction in the rest frame of the Υ meson. The acceptance is
constant and close to unity almost in the full range of cos θ. Large acceptance
corrections are expected only for | cos θ| > 0.8.
The accuracy of the polarization measurement is estimated by simulating
various initial polarizations for Υ mesons and Drell-Yan pairs with various
signal to background ratios. After corrections for the acceptance the resulting
angular distributions are fit with the function
dN
d cos θ
= S(1 + η cos2 θ) +B(1 + η′ cos2 θ). (5.2)
Here S and B are signal and background normalization factors and η and η′
determine the angular distributions, hence the polarizations, for signal and
background. This procedure allows to extract the polarization not only for
Υ mesons but also for the Drell-Yan pair continuum, an interesting issue by
itself. Assuming that Drell-Yan polarization and signal to background ratio
can be precisely measured in the HERA-B experiment, the number of free
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Figure 5.6: Acceptance for the Υ → µ+µ− decays as function of the cosine
of the CMS polar angle.
parameters in the fit function is reduced to 2. Results on the parameter η ob-
tained from the fit to different simulated data samples of 10000 reconstructed
Υ events are shown in Table 5.1.
Input polarization S/B=1.3 S/B=1 S/B=2
η η′ = 0 η′ = 1 η′ = 1
η = 0.25 0.21 ± 0.08 0.21 ± 0.08 0.22 ± 0.09 0.23 ± 0.08
η = 0.5 0.52 ± 0.10 0.48 ± 0.09 0.51 ± 0.09 0.54 ± 0.09
η = 1 0.91 ± 0.12 0.96 ± 0.11 0.96 ± 0.12 0.98 ± 0.10
Table 5.1: Parameter η obtained from the fit for different input polarizations
used in the simulation.
As can be seen, the expected statistical error in η is largely dominated by
the Υ statistics rather than by the value of the background polarization and
the signal to background ratio. Figure 5.7 illustrates the statistical error δη as
a function of the number of reconstructed Υ events for various polarization
parameters.. As can be seen, an accuracy δη ' 0.08 for η = 0.25 can be
achieved for one year of HERA-B running. The expected error will allow to











Figure 5.7: Attainable accuracy in η for η =0.25, 0.5 and 1 as function of
the number of reconstructed Υ decays.
distinguish between η = 0 (CEM) and η ' 0.24 − 0.3 (NRQCD FA) with a
significance of three standard deviations.
5.3 Conclusion
The Monte Carlo simulation shows that the Υ meson analysis is a viable
physics topic for the early running phase of HERA-B. The predicted Υ mass
resolution will allow to observe clearly the Υ mass peak above the background
and to separate the Υ(1S) and Υ(2S) states. The expected statistical error
for the measurement of the polarization parameter η is about 0.08 for η '
0.25 for one year of running of the HERA-B experiment. The simulation
was performed for the µ+µ− decay channel which expected to be clearer
than the e+e− decay channel. Nevertheless, a gain in statistics of 1.5 − 2
is expected if the e+e− channel is included. The simulation conservatively
assumed the lowest value for the Υ production cross section measured in
different experiments [36, 37, 39] at
√
s ' 38.8 GeV which corresponds to a
proton beam momentum of 800 GeV/c.
Conclusion
The aim of this thesis was to demonstrate the possibility to investigate hard
proton-nucleus interactions and heavy flavour production at HERA-B. Two
problems were considered:
1. Measurement of the inclusive π0 production cross section.
2. Study of hadronic production of dileptons in the high-mass region and
the prospects of Υ polarization measurements at HERA-B.
In this thesis, special emphasis was put on the study of various approaches
for the luminosity determination, which is essential for the cross section mea-
surements.
For the interaction rate determination the ECAL Energy Sum method
was proposed. It was shown that this method provides a high accuracy in
the luminosity determination and, at the same time, is easy to operate. For
calibration of this method, only one constant, the average energy deposition
in single interactions, is needed. Due to the large acceptance of the calorime-
ter, only a small correction of reconstruction efficiency has to be obtained
from Monte Carlo simulations. All other ingredients are determined from
tha data itself.
In an alternative approach, the interaction rate measurement was per-
formed by counting reconstructed tracks in the Vertex Detector System. The
interaction rate obtained from this method confirmed the results obtained by
the ECAL method. However, the requirements on the determination of the
track reconstruction efficiency makes the interaction rate measurement with
the help of the VDS tracks a rather complex task.
For the determination of the interaction rate sharing among simultane-
ously inserted wires, counting of reconstructed primary vertices was studied.
It was demonstrated that this method can serve as a direct check of the
measurements provided by charge integrators.
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It was shown that in the early phase of the HERA-B detector commis-
sioning, using a limited part of its potential capabilities, the investigation of
the production of inclusive high-pT π
0 mesons could be successfully carried
out. Such measurements provide important QCD tests. The inclusive π0
production cross section was determined using the information from the in-
ner part of the electromagnetic calorimeter for two types of target material,
carbon and titanium, in the transverse momentum range of 2.75 < pT < 5.0
GeV/c and the center of mass rapidity range of −0.05 < yC.M. < 0.55. The
obtained value for the cross section agrees within errors with the cross section
measured by the Fermilab E706 experiment for 800 GeV proton-beryllium
interactions.
Comparing carbon and titanium cross sections, the nuclear mass number
dependence could be determined, assuming a power law dependence ∼ Aα.
The exponent α was measured to be 0.95 ± 0.01 ± 0.14 for the transverse
momentum range of the π0 mesons of 2.75 < pT < 5.0 GeV/c.
The second part of this thesis concentrated on the study of physics prospects
for heavy quarkonium production at HERA-B.
The feasibility to study hadronic production of dileptons in the high-mass
region was investigated with a Monte Carlo simulation. It was shown that
the predicted Υ mass resolution will allow the clear observation of the Υ mass
peak above the background, and to separate the Υ(1S) and Υ(2S) states.
Special attention was paid to the investigation of the possibility to per-
form an accurate measurement of Υ polarization. This measurement provides
an excellent opportunity to test different mechanisms of heavy quarkonium
production. It was shown that the expected statistical error for the measure-
ment of the polarization parameter α in one year of running at the HERA-
B experiment will allow to distinguish between the color evaporation model
(α = 0) and the non-relativistic QCD factorization approach (α ' 0.24−0.3)
with a 3σ significance. The simulation was done only for the µ+µ− decay
channel. A gain in statistics of a factor of 1.5 − 2 is expected if the e+e−
channel is included.
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Hiermit erkläre ich, daß ich diese Arbeit selbständig verfaßt habe und
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