Abstract-The use of network Newton methods for the decentralized optimization of a sum cost distributed through agents of a network is considered. Network Newton methods reinterpret distributed gradient descent as a penalty method, observe that the corresponding Hessian is sparse, and approximate the Newton step by truncating a Taylor expansion of the inverse Hessian. Truncating the series at K terms yields the NN-K that requires aggregating information from K hops away. Network Newton is introduced and shown to converge to the solution of the penalized objective function at a rate that is at least linear in a companion paper [3] . The contributions of this work are: (i) To complement the convergence analysis by studying the methods' rate of convergence. (ii) To introduce adaptive formulations that converge to the optimal argument of the original objective. (iii) To perform numerical evaluations of NN-K methods. The convergence analysis relates the behavior of NN-K with the behavior of (regular) Newton's method and shows that the method goes through a quadratic convergence phase in a specific interval. The length of this quadratic phase grows with K and can be made arbitrarily large. The numerical experiments corroborate reductions in the number of iterations and the communication cost that are necessary to achieve convergence relative to distributed gradient descent.
I. INTRODUCTION
In decentralized optimization problems a group of agents is tasked with minimizing a sum cost when each of them has access to a specific summand. They do so by working through subsequent rounds of local processing and variable exchanges with adjacent peers. This architecture arises naturally in decentralized control [4] - [6] as well as in wireless [7] , [8] and sensor networks [9] - [11] . In these problems agents have access to local information but want to achieve a common goal, administer a shared resource, or estimate the state of a global environment. Decentralized optimization is also relevant to large scale machine learning [12] - [14] , where problems are not inherently distributed but are divvied up to process big datasets.
Irrespectively of the specific application, various methods have been developed for decentralized optimization. These include distributed gradient descent (DGD) [15] - [18] as well as distributed implementations of the alternating direction method of multipliers [9] , [19] - [21] and dual averaging [22] , [23] .
At the core of all of these methods lies a gradient descent iteration that endows them with their convergence properties, but also results in large convergence times for problems with poor conditioning. In a companion paper, we introduced the network Newton family of decentralized optimization methods that incorporates second order information into DGD iterations to accelerate convergence [3] . Methods in the network Newton family are derived by introducing a penalty formulation of distributed optimization objectives (Section II) for which the resulting Hessians have the same sparsity pattern of the underlying network (Section II-A). The Hessian inverse that is necessary to compute Newton steps is then expressed as a Taylor series expansion that we truncate at K terms to obtain the Kth member of the network Newton family -which we abbreviate as NN-K. These truncations can be computed in a distributed manner by aggregating information from, at most, K hops away.
The network Newton methods have been proven to converge to the optimal solution of the penalized objective at a rate that is at least linear [3] . The main goal of this paper is to complete the convergence analysis of NN-K by studying its rate of convergence (Section III). We show that for all iterations except the first few, a weighted gradient norm associated with NN-K iterates follows a decreasing path akin to the path that would be followed by regular Newton iterates (Lemma 2). The only difference between these residual paths is that the NN-K path contains a term that captures the error of the Hessian inverse approximation. Leveraging this similarity, it is possible to show that the rate of convergence is quadratic in a specific interval whose length depends on the order K of the selected network Newton method (Theorem 2). Existence of this quadratic convergence phase explains why NN-K methods converge faster than DGD -as we indeed observe in numerical analyses. It is also worth remarking that the error in the Hessian inverse approximation can be made arbitrarily small by increasing the method's order K and, as a consequence, the quadratic phase can be made arbitrarily large.
Given that NN-K solves the minimization of a penalized objective, it converges to a point that is close to the optimum. To achieve exact convergence we introduce an adaptive version of NN-K -which we term ANN-K -that uses a sequence of increasing penalty coefficients to achieve exact convergence to the optimal solution (Section IV). We wrap up the paper with numerical analyses. We first demonstrate the advantages of NN-K relative to DGD for the minimization of a family of quadratic objective functions with varying condition number and network connectivity (Section V). As expected, NN-K methods reduce convergence times by substantive factors when the objective functions are not well conditioned. Advantages in terms of communication cost are less marked because NN-K aggregates information from K-hop neighborhoods but still substantial. Network Newton is also applied to solve a logistic regression problem. The results reinforce the conclusions reached for the quadratic objective problem (Section V-B). Numerical analyses also show that network Newton methods with K = 1 and K = 2 tend to work best when measured in terms of overall communication cost. Numerical experiments for ANN-K illustrate the tradeoffs that appear in the selection of the initial penalty coefficient and its rate of change (Section V-A). The paper closes with concluding remarks (Section VI).
Notation. Vectors are written as x ∈ R n and matrices as A ∈ R n×n . Given n vectors x i , the vector y = [x 1 ; . . . ; x n ] represents a stacking of the elements of each individual x i . The null space of matrix A is denoted by null(A) and the span of a vector by span(x). The i-th eigenvalue of matrix A is denoted by µ i (A). For matrices A and B their Kronecker product is denoted as A ⊗ B. The gradient of a function f (x) is denoted as ∇f (x) and the Hessian matrix is denoted by ∇ 2 f (x).
II. ALGORITHM DEFINITION
We consider a connected and symmetric network with n agents generically indexed by i = 1, . . . , n. The network is specified by the n neighborhood sets N i , each of which is defined as the group of nodes that are connected to i. Nodes have access to strongly convex local objective functions f i (x), but cooperate to minimize the global cost f (x) :
To rewrite the global problem in a form that is suitable for distributed implementation we define local variables x i ∈ R p and rewrite the cost to be minimized as
For a problem formulation equivalent to (1), we have to further add the restriction that local variables x i be the same as neighboring variables x j with j ∈ N i ,
The optimization problems in (2) and (1) are equivalent in the sense that x * i = x * for all i. This has to be true because the feasible set of (2) is restricted to configurations in which all variables x i are equal given that the network is connected.
The constraints x i = x j imposed for all i and all j ∈ N i are a way of making all local variables equal but there are other alternatives. The one that is germane to this paper consists of introducing weights w ij that we group in the matrix W ∈ R n×n . The weights w ij are chosen so that the matrix W is symmetric, row stochastic, and such that the null space of I − W is the span of the all one vector 1
We further define the extended weight matrix
as the Kronecker product of the weight matrix W ∈ R n×n and the identity matrix I ∈ R p×p as well as the vector y := [x 1 ; . . . ; x n ] as the concatenation of the local vectors x i . It follows that the equality constraint Z = W ⊗ I can be satisfied if and only if all the local variables are equal, i.e., if and only if x 1 = · · · = x n . Indeed, since the null space of I − W is null(I − W) = span(1) as per the last condition in (3), the null space of I − Z must be null(I − Z) = span(1 ⊗ I). Thus, vectors y := [x 1 ; . . . ; x n ] in the null space of I − Z, which, by definition, are the only ones that satisfy the equality (I − Z)y = 0 are multiples of 1 ⊗ I and therefore satisfy
Further observe that the matrix Z, being stochastic and symmetric, is positive semidefinite. Consequently, the square root matrix (I − Z) 1/2 exists and has the same null space of I − Z. It then follows that (I − Z)
1/2 y = 0 if and only if the components of y satisfy x 1 = · · · = x n . In turn, this implies that the optimization problem in (2) is equivalent tõ
Here, we solve (5) using a penalized version of the objective function. To do so we consider a given penalty coefficient 1/α and the squared norm penalty function (1/2) (I − Z) 1/2 y 2 = (1/2)y T (I−Z)y associated with the constraint (I − Z) 1/2 y = 0. With penalty function and coefficient so defined, we can now introduce the penalized objective F (y) := (1/2)y
) and the penalized optimization problem y * := argmin F (y)
As the penalty coefficient 1/α grows, or, equivalently, as α vanishes, the optimal argument y * of the penalized problem (6) converges towards the optimal argumentỹ * of (2) and (5). In that sense, (6) is a reasonable proxy for (2), (5) , and the equivalent original formulation in (1) .
The property that makes the penalized problem in (6) amenable to distributed implementation is that its gradients can be computed by exchanging information between neighboring nodes. This property is the basis for the development of the DGD method of [15] and the NN method of [3] . In the following section we study the idea of using Newton's method for solving (6) .
A. Newton's method and Hessian splitting
We proceed to minimize the penalized objective function F (y) in (6) using Newton's method. The Newton update with stepsize for function F (y) can be written as
where ∇ 2 F (y t ) and ∇F (y t ) are the Hessian and gradient of function F evaluated at point y t , respectively.
To compute the gradient ∇F (y t ) we introduce the vector h(y) := [∇f 1 (x 1 ); . . . ; ∇f n (x n )] that concatenates the local gradients ∇f i (x i ). Given the definition of the penalized function F (y) in (6) it follows that the gradient of F (y) at y = y t is g t := ∇F (y t ) = (I − Z)y t + αh(y t ).
The computation of the gradient g t can be distributed through the network because Z has the sparsity pattern of the graph. Specifically, define the local gradient component g i,t as the ith element of the gradient g t = [g i,t ; . . . ; g i,t ] and recall that x i,t and x i,t+1 are the ith components of the vector y t and y t+1 . The local gradient component at node i is given by
Using (9), node i can compute its local gradient using its local iterate x i,t , the gradient of the local function ∇f i (x i,t ) and the x j,t iterates of its neighbors j ∈ N i . To implement Newton's method as defined in (7) we also need to compute the Hessian H t := ∇ 2 F (y t ) of the penalized objective. Start by differentiating twice the objective function F in (6) in order to write the Hessian H t as
where the matrix G t ∈ R np×np is a block diagonal matrix formed by blocks G ii,t ∈ R p×p containing the Hessian of the ith local function,
It follows from (10) and (11) that the Hessian H t is block sparse with blocks H ij,t ∈ R p×p having the sparsity pattern of Z, which is the sparsity pattern of the graph. The diagonal blocks are of the form H ii,t = (1 − w ii )I + α∇ 2 f i (x i,t ) and the off diagonal blocks are not null only when j ∈ N i in which case H ij,t = w ij I.
Recall that for the Newton update in (7), the Hessian inverse
evaluated at y = y t is required not the Hessian H t . While the Hessian H t is sparse, the inverse H −1 t is not necessarily sparse. Therefore, the Hessian inverse is not necessarily computable in a decentralized setting. To overcome this problem we split the diagonal and off diagonal blocks of H t and rely on the Taylor's expansion of the inverse H −1 t . To be precise, write H t = D t − B where the matrix D t is defined as
In the second equality we defined Z d := diag(Z) for future reference. Observe that the matrix I − Z d is positive definite because in a connected network the local weights are w ii < 1. The block diagonal matrix G t is also positive definite because the local functions are assumed strongly convex. it follows from these two observations that the matrix D t is block diagonal and positive definite. Further note that the ith diagonal block D ii,t ∈ R p of D t can be computed and stored by node i as D ii,t = α∇ 2 f i (x i,t ) + 2(1 − w ii )I using local information only. To have H t = D t − B we must define B := D t − H t . Considering the definitions of H t and D t in (10) and (12), respectively, it follows that
Observe that B is independent of time and only depends on the weight matrix Z. As in the case of the Hessian H t , the matrix B is block sparse with blocks B ij ∈ R p×p having the sparsity pattern of Z, which is the sparsity pattern of the graph. Since B is block sparse, node i can compute the diagonal block B ii = (1−w ii )I and the off diagonal blocks B ij = w ij I using local information about its own weights.
Proceed now to factor D 1/2 t from both sides of the splitting relationship to write
t . This decomposition implies that the Hessian inverse H −1 t can be computed from the Taylor series expansion (I − X)
. Therefore, we can write
The sum in (14) converges if the absolute value of all the eigenvalues of the matrix D −1/2 BD −1/2 are strictly less than 1 -we prove that this is true in Proposition 1. Truncations of this convergent series are utilized to define the family of Network Newton methods in the following section.
B. Network Newton
Network Newton is defined as a family of algorithms that rely on truncations of the series in (14) . The Kth member of this family, NN-K, considers the first K +1 terms of the series to define the approximate Hessian inversê
NN-K uses the approximate HessianĤ (15) we write the NN-K step as
where, we recall, the vector g t is the gradient of the objective function F (y) defined in (8) . The NN-K update formula can then be written as
The algorithm defined by recursive application of (17) can be implemented in a distributed manner. Specifically, define the components d
n,t ] and rewrite (17) componentwise as
To determine the step components d (18) observe that considering the definition of the NN-K descent direction in (16), Network Newton descent directions can be computed by the recursive expression
If we expand the product Bd (k) t as a sum and utilize the fact that the blocks of the matrix B have the sparsity pattern of the graph, we can separate (19) into the following componentwise recursions
That the matrix B is block-sparse permits writing the sum in (20) as a sum over neighbors, instead of a sum across all nodes.
In (20), the matrix blocks
, and B ij = w ij I are evaluated and stored at node i. The gradient component g i,t is also stored and computed at i upon being communicated the values of neighboring iterates x j,t [cf. (9)]. Thus, if the NN-k step components d 
upon being communicated that information. We use this property to embed an iterative computation of the NN-K step inside the NN-K recursion in (18) . For each iteration index t, we compute the local component of the NN-0 step d
Upon exchanging this information with neighbors we use (20) to determine the NN-1 step components d i,t . They use this step to update x i,t according to (18) and move to the next iteration. We analyze the convergence rate of the resulting algorithm in Section III and develop a numerical analysis in Section V.
Remark 1 By trying to approximate the Newton step, NN-K ends up reducing the number of iterations required for convergence. Furthermore, the larger K is, the closer that the NN-K step gets to the Newton step, and the faster NN-K converges. We will justify these assertions both, analytically in Section III, and numerically in Section V. It is important to observe, however, that reducing the number of iterations reduces the computational cost but not necessarily the communication cost. In DGD, each node i shares its vector x i,t ∈ R p with each of its neighbors j ∈ N i . In NN-K, node i exchanges not only the vector x i,t ∈ R p with its neighboring nodes, but it also communicates iteratively the local components of the descent directions {d
i,t . Therefore, at each iteration, node i sends |N i | vectors of size p to the neighboring nodes in DGD, while in NN-K it sends (K + 1)|N i | vectors of the same size. Unless the original problem is well conditioned, NN-K also reduces total communication cost until convergence, even though the cost of each individual iteration is larger. However, the use of large K is unwarranted because the added benefit of better approximating the Newton step does not compensate the increase in communication cost.
III. CONVERGENCE RATE
Linear convergence of the sub optimality sequence F (y t ) − F (y * ) associated with NN-K iterates y t has been proven in [3] . We improve this result by showing that regardless of the choice of K, the rate of convergence is quadratic in a specific interval. To prove this result we utilize some of the results in [3] which we repeat here for completeness. We start by restating assumptions that are necessary for the convergence analysis.
Assumption 1 There exists constants 0 ≤ δ ≤ ∆ < 1 that lower and upper bound the diagonal weights for all i,
Assumption 2 The local objective functions f i (x) are twice differentiable and the eigenvalues of the local objective function Hessians are bounded with positive constants
Assumption 3 The local objective function Hessians ∇ 2 f i (x) are Lipschitz continuous with respect to the Euclidian norm with parameter L. I.e., for all x,x ∈ R p , it holds
The upper bound ∆ < 1 on the local weights w ii in Assumption 1 exits for connected networks. The non-negative lower bound δ on the local weights w ii is more a definition than a constraint since we may have δ = 0. Strong convexity of the local objective functions f i enforces the existence of a lower bound m for the eigenvalues of the local Hessian ∇ 2 f i as in (22) . The upper bound M for the eigenvalues of local objective function Hessians ∇ 2 f i (x) in Assumption 2 is equivalent to the assumption that local gradients ∇f i (x) are Lipschitz continuous with parameter M . Assumption 3 states that the local objective function Hessians are Lipschitz continuous with parameter L. A particular consequence of this assumption is that the penalized objective function Hessian H(y) := ∇ 2 F (y) is also Lipschitz continuous with parameter αL -see Lemma 1 of [3] . I.e. for all y,ŷ ∈ R np it holds,
Recall that the block diagonal matrix D t , being the sum of positive definite αG t and 2(I − Z d ), is positive definite and, therefore, invertible. Further recall that the matrix B, being symmetric and doubly stochastic, has eigenvalues that lie between 0 and 1 and is therefore positive semidefinite. These facts can be used to prove that the eigenvalues of the matrix D 
The result in Proposition 1 makes the expansion in (14) valid and is used in subsequent proofs. These proofs also rely on guarantees that the eigenvalues of the approximate Hessian inverseĤ Lemma 1 Consider the NN-K method as defined by (16)- (17) with the gradient g t as defined in (8) and the matrices B and D t defined as in (11)- (13) . If Assumptions 1 and 2 hold true, the eigenvalues of approximate Hessian inverseĤ
where constants λ and Λ are defined as
The lower bound λ > 0 for the eigenvalues of the approximate Hessian inverseĤ Theorem 1 Consider the objective function F (y) as introduced in (6) and the NN-K method as defined by (16)- (17) with the gradient g t as defined in (8) and the matrices B and D t defined as in (11)- (13) . If the stepsize is chosen as
and Assumptions 1, 2, and 3 hold true, the sequence F (y t ) converges to the optimal argument F (y * ) at least linearly with constant 1 − ζ. I.e.,
where the constant 0 < ζ < 1 is explicitly given by
Theorem 1 establishes linear convergence of the sequence of penalized objective functions F (y t ) generated by NN-K to the optimal objective function F (y * ) -which implies convergence of y t to the optimal argument y * . This result is identical to the convergence behavior of DGD as shown in, e.g., [17] . We expect to observe faster convergence for NN-K relative to DGD, since NN-K uses an approximation of the curvature of the penalized objective function F . In the following section we show that this expectation is fulfilled and that NN-K has a quadratic convergence phase regardless of the choice of K.
A. Quadratic convergence phase
To characterize convergence rate of NN-K, we first study the difference between this algorithm and (exact) Newton's method. In particular, the following lemma shows that the convergence of the norm of the weighted gradient D −1/2 t−1 g t in NN-K is akin to the convergence of Newton's method with constant stepsize. The difference is the appearance of a term associated with the error of the Hessian inverse approximation as we formally state next.
Lemma 2 Consider the NN-K method as defined by (16)- (17) with the gradient g t as defined in (8) and the matrices B and D t defined as in (11)- (13) . If Assumptions 1, 2, and 3 hold true, the sequence of weighted gradients D
where the constants Γ 1 and Γ 2 are defined as
Proof: See Appendix A.
As per Lemma 2 the weighted gradient norm D −1/2 t g t+1 is upper bounded by terms that are linear and quadratic on the weighted norm D −1/2 t−1 g t associated with the previous iterate. This is akin to the gradient norm decrease of Newton's method with constant stepsize. To make this connection clearer, further note that for all except the first few iterations the term Γ 1 (1 − ζ) (t−1)/4 ≈ 0 is close to 0 and the relation in (31) can be simplified to
In (33), the coefficient in the linear term is reduced to (1 − + ρ K+1 ) and the coefficient in the quadratic term stays at 2 Γ 2 . If, for discussion purposes, we set = 1 as in Newton's quadratic phase, we see that the upper bound in (33) is further reduced to
We do not obtain quadratic convergence as in Newton's method because of the term ρ K+1 D −1/2 t−1 g t . However, since the constant ρ (cf. Proposition 1) is smaller than 1 the term ρ
K+1
can be made arbitrarily small by increasing the approximation order K. Equivalently, this means that by selecting K to be large enough, we can make the quadratic term in (34) dominant and observe a quadratic convergence phase. The boundaries of this quadratic convergence phase are formally determined in the following Theorem.
Theorem 2 Consider the NN-K method as defined by (16)- (17) with the gradient g t as defined in (8) and the matrices B and D t defined as in (11)-(13) . Define the sequence η t :=
as the first time at which sequence η t is smaller than 1, i.e. t 0 := argmin t {t | η t < 1}. If Assumptions 1, 2, and 3 hold true, for all t ≥ t 0 when the sequence D
the rate of convergence is quadratic in the sense that
Proof : Considering the definition of η t we can rewrite the result of Lemma 2 as
we use this expression to prove that the inequality in (36) holds true. To do so rearrange terms in the first inequality in (35) and write
Multiplying both sides of (38) by
Substituting
t−1 g t in (37) for its upper bound in (39) implies that
To verify quadratic convergence, it is necessary to prove that the sequence D −1/2 i−1 g i of weighted gradient norms is decreasing. For this to be true we must have
But (41) is true because we are looking at a range of gradients that satisfy the second inequality in (35).
As per Theorem 1 y t is converging to y * at a rate that is at least linear. Thus, the gradients g t will be such that at some point in time they satisfy the rightmost inequality in (35). At that point in time, progress towards y * proceeds at a quadratic rate as indicated by (36). This quadratic rate of progress is maintained until the leftmost inequality in (35) is satisfied, at which point the linear term in (31) dominates and the convergence rate goes back to linear. We emphasize that the quadratic convergence region is nonempty because we have √ η t < 1 for all t ≥ t 0 . Furthermore, making = 1 and K sufficiently large it is possible to reduce η t arbitrarily and make the quadratic convergence region last longer. In practice, this calls for making K large enough so that √ η t is close to the desired gradient norm accuracy.
Remark 2 Making ρ K+1 small reduces the factor in front of the linear term in (34) and makes the quadratic phase longer. Exchange iterates xi with neighbors j ∈ Ni.
6:
Gradient: gi = (1 − wii)xi − j∈N i wijxj + α∇fi(xi).
7:
Compute NN-0 descent direction d
for k = 0, . . . , K − 1 do
Exchange elements d
of the NN-k step with neighbors 10:
end for 12:
Update local iterate:
This factor, as it follows from the definition in Proposition 1,
. Thus, other than increasing K, we can make ρ small by increasing the product αm. That implies making the inverse penalty coefficient α large relative to the smallest Hessian eigenvalue of the local functions f i [cf. (22)]. This is not possible if we want to keep the solution y * of (6) close to the solution ofỹ * of (5). This calls for the use of adaptive rules to decrease the inverse penalty coefficient α as we elaborate in Section IV. Further observe that ρ is independent of the condition number M/m of the local objectives. Making ρ small is an algorithmic choicecontrolled by the selection of α and K -, and not a property of the function being minimized.
Remark 3
For a quadratic objective function F , the Lipschitz constant for the Hessian is L = 0. Then, the optimal choice of stepsize for NN-K is = 1 as a result of stepsize rule in (28). Moreover, the constants for the linear and quadratic terms in (31) are Γ 1 = Γ 2 = 0 as it follows from their definitions in (32). For quadratic functions we also have that the Hessian of the objective function H t = H and the block diagonal matrix D t = D are time invariant, which implies that we can rewrite (31) as
We know that when applying Newton's method to quadratic functions we converge in a single step. This property follows from (42) because Newton's method is equivalent to NN-K as K → ∞. The expression in (42) states that NN-K converges linearly with a constant decrease factor of ρ K+1 per iteration. This factor is independent of the condition number of the quadratic function; see Remark 2. This in contrast with first order methods like DGD that converge with a linear rate that depends on the condition number of the objective.
IV. IMPLEMENTATION ISSUES
As mentioned in Section II, NN-K does not solve (1) or its equivalent (5), but the penalty version introduced in (6). The optimal solutions of the optimization problems in (5) and (6) are different and the gap between them is of order O(α), [17] . This observation implies that by setting a decreasing policy Algorithm 2 Adaptive Network Newton-K method at node i Require: Iterate xi. Initial parameter α. Flags sij = 0. Factor η < 1.
Call NN-K function: xi = NN-K(α, xi, tol) 3: Set sii = 1 and broadcast it to all nodes. 4: Set sij = 1 for all nodes j that sent the signal sjj = 1.
5:
if sij = 1 for all j = 1, . . . , n then 6: Update penalty parameter α = ηα.
7:
Set sij = 0 for all j = 1, . . . , n.
8:
end if 9: end for for α, or equivalently, an increasing policy for the penalty coefficient 1/α, the solution of (5) approaches the minimizer of (6), i.e.ỹ * → y * for α → 0.
There are various possible alternatives to reduce α. Given the penalty method interpretation in Section II it is more natural to consider fixed penalty parameters α that are decreased after detecting convergence to the optimum argument of the function F (y) [cf. (6) ]. This latter idea is summarized under the name of Adaptive Network Newton-K (ANN-K) in Algorithm 2 where α is reduced by a given factor η < 1.
Specifically, ANN-K relies on Algorithm 1, which receives an initial iterate x i , a penalty parameter α, and a given tolerance tol (Step 1) and runs the local NN-K iterations in (18) and (20) for node i until the local gradient norm g i becomes smaller than tol (Step 13). The descent iteration in (18) is implemented in Step 12. Implementation of this descent requires access to the NN-K descent direction d ii,t g i,t . The core of the loop is in Step 10 which corresponds to the recursion in (20) .
Step 8 stands for the variable exchange that is necessary to implement Step 7. After K iterations through this loop, the NN-
i,t is computed and can be used in Step 12. Both, steps 7 and 10, require access to the local gradient component g i,t . This is evaluated in Step 6 after receiving the prerequisite information from neighbors in Step 5. Steps 3 and 4 compute the blocks B ii,t , B ij,t , and D ii,t that are also necessary in steps 7 and 10. This process is repeated until g i < tol (Step 13). Notice however, that if Algorithm 1 is called with a variable x i with g i < tol we still run at least one iteration of NN-K.
ANN-K calls Algorithm 1 in Step 2 of Algorithm 2. The factor α is subsequently reduced by the factor η < 1 as indicated in Step 6 of Algorithm 2 that implements the replacement α = ηα. The rest of Algorithm 2 is designed to handle the fact that a small local gradient norm does not necessarily imply a small global gradient norm. To handle this possible mismatch, flag variables s ij are introduced at node i to signal the fact that node j has reached a local gradient g j with norm g j ≤ tol. Whenever node i completes a run of Algorithm 1 it broadcasts the signal s ii to all other nodes (Step 3) and updates the variables s ij to s ij = 1 for all the nodes that sent the signals s jj = 1 while Algorithm 1 was executing (Step 4). If all the variables s ij = 1 (Step 5) it must be that this is true for all nodes and it is thus safe to modify α (Step 6). The flag variables are reset to s ij = 0 and Algorithm 1 is called with the reduced α.
As is typical of penalty methods there are tradeoffs on the selection of the initial value of α and the decrease factor η. Small values of the initial penalty parameter and α and factor η results in sequence of approximate problems having solutions y * that are closer to the actual solution y * . However, problems with small α may take a large number of iterations to converge if initialized far from the optimum value because the constant ρ approaches 1 when α is small -as we discussed in Remark 2. It is therefore better to initialize Algorithm 2 with values of α that are not too small and to decrease α by a factor η that is not too aggressive. We discuss these tradeoffs in the numerical examples of Section V-A.
V. NUMERICAL ANALYSIS
We compare the performance of DGD and different versions of network Newton in the minimization of a distributed quadratic objective. The comparison is done in terms of both, number of iterations and number of information exchanges. For each agent i we consider a positive definite diagonal matrix A i ∈ S ++ p and a vector b i ∈ R p to define the local objective function
The difficulty of solving (43) is given by the condition number of the matrices A i . To adjust condition numbers we generate diagonal matrices A i with random diagonal elements a ii . The first p/2 diagonal elements a ii are drawn uniformly at random from the discrete set {1, 10 −1 , . . . , 10 −ξ } and the next p/2 are uniformly and randomly chosen from the set {1, p . For the quadratic objective in (43) we can compute the optimal argument x * in closed form. We then evaluate convergence through the relative error that we define as the average normalized squared distance between local vectors x i and the optimal decision vector x * ,
The network connecting the nodes is a d-regular cycle where each node is connected to exactly d neighbors and d is assumed even. The graph is generated by creating a cycle and then connecting each node with the d/2 nodes that are closest in each direction. The diagonal weights in the matrix W are set to w ii = 1/2 + 1/2(d + 1) and the off diagonal weights to
In the subsequent experiments we set the network size to n = 100, the dimension of the decision vectors to p = 4, the condition number parameter to ξ = 2, the penalty coefficient inverse to α = 10 −2 , and the network degree to d = 4. The network Newton step size is set to = 1, which is always possible when we have quadratic objectives [cf. Remark 3] . Figure 1 illustrates a sample convergence path for DGD, NN-0, NN-1, and NN-2 by measuring the relative error e t in (44) with respect to the number of iterations t. As expected for a problem that doesn't have a small condition number -in this particular instantiation of the function in (43) the condition number is 95.2 -different versions of network Newton are much faster than DGD. E.g., after t = 1.5 × 10 3 iterations the error associated which DGD iterates is e t ≈ 1.9 × 10 −1 . Comparable or better accuracy e t < 1.9 × 10 −1 is achieved in t = 132, t = 63, and t = 43 iterations for NN-0, NN-1, and NN-2, respectively.
Further recall that α controls the difference between the actual optimal argumentỹ * = [x * ; . . . ; x * ] [cf. (5) ] and the argument y * [cf. (6) ] to which DGD and network Newton converge. Since we have α = 10 −2 and the difference between these two vectors is of order O(α), we expect the error in (44) to settle at e t ≈ 10 −2 . The error actually settles at e t ≈ 6.3 × 10 −3 and it takes all three versions of network Newton less than t = 400 iterations to do so. It takes DGD more than t = 10 4 iterations to reach this value. This relative performance difference decreases if the problem has better conditioning but can be made arbitrarily large by increasing the condition number of the matrix n i=1 A i . The number of iterations required for convergence can be further decreased by considering higher order approximations in (16) . The advantages would be misleading because they come at the cost of increasing the number of communications required to approximate the Newton step.
To study this latter effect we consider the relative performance of DGD and different versions of network Newton in terms of the number of local information exchanges. As pointed out in Remark 1, each iteration in NN-K requires a total of K + 1 information exchanges with each neighbor, as opposed to the single variable exchange required by DGD. After t iterations the number of variable exchanges between each pair of neighbors is t for DGD and (K + 1)t for NN-K. Thus, we can translate Figure 1 into a path in terms of number of communications by scaling the time axis by (K +1). The result of this scaling is shown in Figure 2 . The different versions of network Newton retain a significant, albeit smaller, advantage with respect to DGD. Error e t < 10 −2 is achieved by NN-0, NN-1, and NN-2 after (K + 1)t = 3.7 × 10 2 , (K + 1)t = 3.1 × 10 2 , and (K + 1)t = 3.4 × 10 2 variable exchanges, respectively. When measured in this metric it is no longer true that increasing K results in faster convergence. For this particular problem instance it is actually NN-1 that converges fastest in terms of number of communication exchanges.
For a more comprehensive evaluation we consider 10 3 different random realizations of (43) where we also randomize the degree d of the d-regular graph that we choose from the even numbers in the set [2, 10] . The remaining parameters are the same used to generate figures 1 and 2. For each joint random realization of network and objective we run DGD, NN-0, NN-1, and NN-2, until achieving error e t < 10 −2 and record the number of communication exchanges that have elapsedwhich amount to simply t for DGD and (K + 1)t for NN. The resulting histograms are shown in Figure 3 . The mean times required to reduce the error to e t < 10 
A. Adaptive Network Newton
Given that DGD and network Newton are penalty methods it is of interest to consider their behavior when the inverse penalty coefficient α is decreased recursively. The adaptation of α for NN-K is discussed in Section IV where it is termed adaptive (A)NN-K. The same adaptation strategy is considered here for DGD. The parameter α is kept constant until the local gradient components g i,t become smaller than a given tolerance tol, i.e., until g i,t ≤ tol for all i. When this tolerance is achieved, the parameter α is scaled by a factor η < 1, i.e., α is decreased from its current value to ηα. This requires the use of a signaling method like the one summarized in Algorithm 2 for ANN-K.
We consider the objective in (43) and nodes connected by a d-regular cycle. We use the same parameters used to generate figures 1 and 2. The adaptive gradient tolerance is set to tol = 10 −3 and the scaling parameter to η = 0.1. We consider two different scenarios where the initial penalty parameters are α = α 0 = 10 −1 and α = α 0 = 10 −2 . The respective error trajectories e t with respect to the number of iterations are shown in figures 4 -where α 0 = 10 −2 -and 5 -where α 0 = 10 −1 . In each figure we show e t for adaptive DGD, ANN-0, ANN-1, and ANN-2. Both figures show that the ANN methods outperform adaptive DGD and that larger K reduces the number of iterations that it takes ANN-K to achieve a target error. These results are consistent with the findings summarized in figures 1-3.
More interesting conclusions follow from a comparison across figures 4 and 5. We can see that it is better to start with the (larger) value α = 10 −1 even if the method initially converges to a point farther from the actual optimum. This happens because increasing α decreases the constant ρ = 2(1 − δ)/(2(1 − δ) + αm). 
B. Logistic regression
For a non-quadratic test we consider the application of network Newton for solving a logistic regression problem. In this problem we are given q training samples that we distribute across n distinct servers. Denote as q i the number of samples that are assigned to server i. Each of the training samples at node i contains a feature vector u il ∈ R p and a class v il ∈ {−1, 1}. The goal is to predict the probability P (v = 1 | u) of having label v = 1 when given a feature vector u whose class is not known. The logistic regression model assumes that this probability can be computed as P (v = 1 | u) = 1/(1 + exp(−u T x)) for a linear classifier x that is computed based on the training samples. It follows from this model that the regularized maximum log likelihood estimate of the classifier x given the training samples (u il , v il ) for l = 1, . . . , q i and i = 1, . . . , n is given by
where we defined the function f (x) for future reference. The regularization term (λ/2) x 2 is added to reduce overfitting to the training set.
The optimization problem in (45) can be written in the form of the optimization problem in (1). To do so simply define the local objective functions f i as
and observe that given this definition we can write the objective in (45) as f (x) = n i=1 f i (x). We can then solve (45) in a distributed manner using DGD and NN-K methods.
In our experiments we use a synthetic dataset where each component of the feature vector u il with label v il = 1 is generated from a normal distribution with mean µ and standard deviation σ + , while sample points with label v il = −1 are generated with mean −µ and standard deviation σ − . The network is a d-regular cycle. The diagonal weights in the matrix W are set to w ii = 1/2 + 1/2(d + 1) and the off diagonal weights to w ij = 1/2(d + 1) when j ∈ N i . We set the feature vector dimension to p = 10, the number of training samples per node at q i = 50, and the regularization parameter to λ = 10 −4 . The number of nodes is n = 100 and the degree of the d-regular cycle is d = 4.
We consider first a scenario in which the dataset is linearly separable. To generate a linearly separable dataset the mean is set to µ = 3 and the standard deviations to σ + = σ − = 1. Figure 6 illustrates the convergence path of the objective function F (y) [cf. (6) ] when the penalty parameter is α = 10 −2 and the network Newton step size is = 1. The reduction in the number of iterations required to achieve convergence is a little more marked than in the quadratic example considered in figures 1-3. The objective function values F (y t ) for NN-0, NN-1 and NN-2 after t = 500 iterations are below 1.6×10 −4 , while for DGD the objective function value after the same number of iterations have passed is F (y t ) = 2.6 × 10 −3 . Conversely, achieving accuracy F (y t ) = 2.6 × 10 −3 for NN-0, NN-1, and NN-2 requires 68, 33, and 19 iterations, respectively, while DGD requires 500 iterations. Observe that for this example NN-2 performs better than NN-1 and NN-0 not only in the number of iterations but also in the number of variable exchanges required to achieve a target accuracy.
We also consider a case in which the dataset is not linearly separable. To generate this dataset we set the mean to µ = 2 and the standard deviations to σ + = σ − = 2. The penalty parameter is set to α = 10 −2 and the network Newton step size to = 1. The resulting objective trajectories F (y t ) of DGD, NN-0, NN-1, and NN-2 are shown in Figure 7 . The advantages of the network Newton methods relative to DGD are less pronounced but still significant. In this case we also observe that NN-2 performs best in terms of number of iterations and number of communication exchanges.
VI. CONCLUSIONS
Network Newton is a decentralized approximation of Newton's method for solving decentralized optimization problems. This paper studied convergence properties and implementation details of this method. Network Newton approximates the Newton direction by truncating a Taylor series expansion of the exact Newton step. This procedure produces a class of algorithms identified by K, which is the number of Taylor series terms that network Newton uses for approximating the Newton step. The algorithm is called NN-K when we keep K terms of the Newton step Taylor series. Linear convergence of NN-K is established in a companion paper [3] . Here, we completed the convergence analysis of NN-K by showing that the sequence of iterates generated by NN-K has a quadratic convergence rate in a specific interval. A quadratic phase exists for all choices of K, but this phase can be made arbitrarily large by increasing K. The analysis presented here also shows that for the particular case of quadratic objective functions, the convergence rate of NN-K is independent of the condition number of the objective function. This is in contrast to distributed gradient descent methods that require more iterations for problems with larger condition number. Numerical analyses compared the performances of distributed gradient descent and NN-K with different choices of K for minimizing quadratic objectives with large condition numbers as well as the log likelihood objective of a logistic regression problem. In either case we observe that all NN-K methods work faster than distributed gradient descent in terms of number of iterations and number of communications required to achieve convergence. Overall, the theoretical and numerical analyses in this paper prove that NN-K achieves the design goal of accelerating the convergence of distributed gradient descent methods. We further analyzzed a tradeoff on the selection of a penalty parameter that controls both, the accuracy of the optimal objective computed by network Newton methods and the rate of convergence. We proposed an adaptive version of network Newton (ANN) that achieves exact convergence by executing network Newton with an increasing sequence of penalty coefficients. Numerical analyses of ANN show that it is best to initialize penalty coefficients at moderate values and decrease them through moderate factors.
APPENDIX A PROOF OF LEMMA 2
To prove the result in Lemma 2, we first use the Funda-mental theorem of Calculus and the Lipschitz continuity of the Hessians H t := H(y t ) = ∇ 2 F (y t ) to prove the following Lemma.
Lemma 3 Consider the NN-K method as defined in (12)- (17) . If Assumption 3 holds true, then
Proof : Considering the definitions of the objective function gradient g t = g(y t ) = ∇F (y t ) and Hessian H t = H(y t ) = ∇ 2 F (y t ), the Fundamental Theorem of calculus implies that
Adding and subtracting the integral H(y t ) (y t+1 − y t )dω to the right hand side of (48) yields
Note that H(y t ) (y t+1 − y t ) is not a function of the variable ω and the first integral in (49) can be simplified as H(y t ) (y t+1 −y t )dω = H(y t ) (y t+1 −y t ). By considering this simplification and regrouping the terms in (49) we obtain
We proceed by computing the norm of both sides of (50).
Observing that for any vector a the inequality a dω ≤ a dω holds and considering that the product of norms is greater than the norm of the respective product, it follows that
Based on (24), the Hessians H(y t ) are Lipschitz continuous with parameter αL. Therefore, we can write
Substituting the upper bound in (52) for the term H(y t + ω(y t+1 − y t )) − H(y t ) in (51) leads to
where the equality in (53) is valid since 
Substituting the upper bound in (61) for the second summand in the right hand side of (58) implies that
By grouping the first two summands in (62) and using the inequality Ĥ −1 t g t ≤ Ĥ −1 t g t we can write
Now we proceed to find an upper bound for D The next step is to show that the block diagonal matrices D t are Lipschitz continuous with parameter αL. Notice that the difference D t − D t−1 can be simplified as α(G t − G t−1 ). Moreover, the difference of two consecutive Hessians can be simplified as H t − H t−1 = α(G t − G t−1 ). Therefore, we obtain that D t − D t−1 = H t − H t−1 . This observation in association with the Lipschitz continuity of the Hessians with parameter αL, i.e., H t − H t−1 ≤ αL y t − y t−1 , implies that D t − D t−1 ≤ αL y t − y t−1 . 
Considering the triangle inequality, and observing the simplifications |g 
Due to the fact that for a positive definite matrix the norm of its product by a vector is always larger than its minimum eigenvalue multiplied by the norm of the vector, we can write µ min (D 
Substituting g t by the upper bound in (74) and considering the definition λ := 1/(2(1 − δ) + αM ) follows that we can update the right hand side of (72) as 
Observe that the norms Ĥ −1 t and Ĥ −1 t−1 are upper bounded
