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Collective emission behavior is usually described by the decay dynamics of the completely symmetric Dicke
states. To study a more realistic scenario, we investigate alternative initial states inducing a more complex time
evolution. Superposition states of the fully inverted Dicke state and the Dicke ground state with unequal mutual
weights are studied as examples as well as superradiance stemming from atoms in separated chunks. The Monte
Carlo wave function method serves as framework to study the dynamics of quantum states, which is determined
by quantum jumps on the one hand and continuous evolution dynamics on the other hand. We contrast this
method analytically to the classical picture of a system of rate equations given as the diagonal components of
the density matrix.
I. INTRODUCTION
Since its theoretical prediction by Dicke in 1954 [1] many
aspects of superradiance have been studied. The term refers
to the collective enhancement of spontaneous emission of an
atom if it is part of a dense atomic ensemble, whose exten-
sion is much smaller than the radiation wavelength. This phe-
nomenon has been observed experimentally for the first time
in an optically pumped hydrogen-fluoride gas in 1973 [2].
The Hamiltonian describing the atom–light interaction be-
tween the dipole moment of the atomic ensemble and the
quantized field mode is known as the Dicke Hamiltonian.
In rotating-wave approximation it is called Tavis–Cummings
Hamiltonian [3], which is the extension of the Jaynes–
Cummings Hamiltonian [4] for collective spin operators re-
placing two-level Pauli spin matrices. It was found that Tavis–
Cummings and Dicke Hamiltonians show a phase transition
in the thermodynamic limit N → ∞ [5, 6]. This superradi-
ant phase has macroscopic occupations both in the electro-
magnetic field and the atoms. Later it was argued that a term
quadratic in the electromagnetic vector-potential A2 is miss-
ing in the Dicke Hamiltonian which makes the superradiant
phase inaccessible [7]. This no-go theorem initiated an ongo-
ing debate about the validity of the Dicke model. Recently,
the Dicke Hamiltonian in its well-known form was rederived
in the minimal and multipolar coupling regimes [8, 9]. The
experimental observation of the superradiant phase transition
[10] reinforced the relevance of the Dicke model also for sys-
tems very different from Dickes original setting. A connection
between the dynamical feature of superradiance [1] and the
phase transition picture [5, 6] was established by studying the
dynamics of a system of several atoms and a damped cavity
[11]. In this model the superradiant burst becomes apparent
as peak of the cavity excitation and the steady state’s occu-
pation mimics the superradiant phase transition depending on
the coupling strength between the atoms and the cavity mode.
In this paper we want to concentrate on one facet of su-
perradiance, namely the emission burst. Motivated by recent
experiments with excited molecules [12, 13], where not all
emitters can be brought into the excited state, the question
arises whether a partially excited ensemble of emitters still
emits superradiantly. In general there are several options for
a quantum state corresponding to a partially excited atomic
ensemble. In Ref. [14] superradiance from non-Dicke states
is investigated, where the proportionality of the intensity to
the squared number of atoms is considered as indicator for
superradiance. Mixed non-Dicke states are considered as an
initial state. Among other things, an initial density matrix of
an atomic ensemble is generated by the product of the single-
atom density matrices. This is contrasted to the Dicke model
and a connection to the phase operator for two-level atoms is
established. Reference [15] studies a partially inverted or ex-
cited slab of two-level atoms. The superradiant emission is
calculated in the basis of eigenmodes of the Lienard-Wiechert
Green’s function. Depending on the initial excitation level of
the slab three regimes are distinguished. If the initial excita-
tion is lower than the number of excitations at the maximum, a
superradiant burst is not observed. A weak superradiant burst
can be observed if the initial excitation is higher than the one
at the maximum but below a certain threshold. Above this
threshold the superradiant burst is significant.
Especially Refs. [14, 15] show the importance of initial
conditions for the observation of a superradiant burst. We
want to investigate the dependence of superradiance on dif-
ferent initial conditions, namely a completely inverted ensem-
ble of two-level systems, the classical mixture of the com-
pletely inverted state and the deexcited state and the semi-
excited Dicke state with half of the atoms in the excited state.
Moreover, we do not restrict ourselves to Dicke states only,
but study coherent superpositions of the excited and deexcited
Dicke states and additionally look at the radiation pattern of
an atomic ensemble split into several chunks.
This paper is organized as follows. Two different theo-
retical models to simulate different initial conditions are dis-
cussed in Sec. II: Emission rate equations for Dicke states II A
and the formalism of Monte Carlo wave functions for a single
two-level system II C. Section III discusses the application
of the Monte Carlo wave function to fully symmetric states,
namely Dicke states, and the dynamics is compared to the
classical rate equation approach. The dynamics using several
initial conditions, i.e. the coherent superposition of the com-
pletely inverted Dicke state and the ground state as well as the
semi-inverted completely symmetric Dicke state, is studied in
Sec. IV. Moreover, superposition states of the completely in-
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2verted Dicke state and the ground state of unequal weights are
investigated. Finally, we study superradiance with atoms in
two different chunks.
II. THEORETICAL MODEL
The Dicke model developed in Ref. [1] is outlined in
Sec. II A, where the mechanism of Dicke states and collective
decay rates are explained. Moreover, the system of rate equa-
tions of the Dicke states using these concepts is presented and
exemplified in the simplest model for 2 atoms in Sec. II B. Af-
terwards, in Sec. II C, we outline the basic idea Monte Carlo
wave functions based on quantum jumps.
A. Emission rate equations between Dicke states
The original description of superradiance was developed
in Dicke’s original paper [1] and has henceforth been named
Dicke model. It studies the collective emission of an ensemble
of two-level atoms with an extension of the ensemble which is
small compared to the wavelength. In this scenario the atoms
can be excited by a laser field and emit into free space. As
opposed to cavity QED scenarios, excitations cannot be re-
gained by the atoms once they are emitted. There is no mu-
tual exchange of excitations between the atoms and the quan-
tized laser field described by the Dicke Hamiltonian. More-
over other sources of energy loss such as atomic collisions are
not considered in this model. The description of this model is
mostly based on Refs. [16] and [17].
The atomic ensemble consists of N identical two-level
atoms each one having a ground state |g〉 and an excited state
|e〉 separated by the energy h¯ω . One two-level atom is de-
scribed by Pauli-spin matrices and raising and lowering oper-
ators for the ith atom are defined as
σˆ+i = |e〉〈g| ; σˆ−i = |g〉〈e| (1)
with the diagonal operator
σˆ zi =
1
2
(|e〉〈e|− |g〉〈g|) . (2)
These operators only act in the ith subspace and follow the
commutation relations for Pauli-spin matrices[
σˆ zi , σˆ
±
j
]
=±δi jσˆ±i ;
[
σˆ+i , σˆ
−
j
]
= 2δi jσˆ zi . (3)
Initially at t = 0 all N atoms are excited in level |e〉 and the
ensemble state reads
|ψ (t = 0)〉= |e,e, ...,e〉 . (4)
Since the atoms are confined to a volume that is small com-
pared to the wavelength, it is not possible to discern one spe-
cific atom emitting a photon of wavelength λ according to
Heisenberg’s uncertainty. The emission rather stems from the
entire collection of indistinguishable atoms. Therefore any
quantum state of the atomic system has to be symmetrical with
respect to the exchange of any two atoms of the ensemble dur-
ing its time evolution. In this model we will make use of this
plausible symmetry argument, even though it might not hold
in certain situations [16].
The states being invariant under the permutation of any two
atoms are named Dicke states and are eigenstates of the an-
gular momentum operator Jˆz for N spin-1/2 systems with the
maximum value of J=N/2. These N+1 states can be formed
starting from the maximally excited state (4)
|J,M〉=
√
(J+M)!
N!(J−M)!
(
N
∑
i
σˆ−i
)J−M
|e,e, ...,e〉 (5)
with −J ≤M ≤ J. The state |J,M〉 is fully symmetrical with
J+M atoms in the excited state |e〉 and J−M in the ground
state |g〉.
We introduce the collective symmetrical spin operators
Jˆ± =
N
∑
i
σˆ±; Jˆz =
N
∑
i
σˆ z (6)
and
Jˆ2 =
1
2
(
Jˆ+Jˆ−+ Jˆ−Jˆ+
)
+
(
Jˆz
)2
, (7)
which follow the commutation relations of angular momen-
tum operators. Acting on the Dicke state |J,M〉 (5), the cre-
ation and annihilation operators Jˆ± fulfill the relations
Jˆ+ |J,M〉= h¯
√
J (J+1)−M (M+1) |J,M+1〉 , (8)
Jˆ− |J,M〉= h¯
√
J (J+1)−M (M−1) |J,M−1〉 . (9)
Additionally, by using the collective operators (6) we define
the system Hamiltonian as
HˆS =
1
2
h¯ω Jˆz. (10)
The Dicke state |J,M〉 is an eigenstate of the operators of col-
lective angular momentum
Jˆz |J,M〉=M |J,M〉 ; Jˆ2 |J,M〉= J (J+1) |J,M〉 . (11)
The N+1 collective states |J,M〉 are equidistant with a level-
splitting of h¯ω . Starting with a completely excited atomic
ensemble in state (4), this system evolves along the ’ladder’
of all Dicke states (5) down to the collective ground state
|g,g, ...,g〉 and thereby emit radiation.
In order to compute the collective radiation intensity, the
system radiation rate for each single state |J,M〉 for a fixed
value of J is needed, given by the quantum mechanical aver-
age using the Dicke state (5)
ΓM,M−1 = Γ〈Jˆ+Jˆ−〉= Γ(J+M)(J−M+1) , (12)
where Γ denotes the emission rate of a single atom. This ex-
pression directly shows that the collective emission starts with
a value of 2JΓ in the fully excited state (4) with M = +J,
3where the atoms emit photons independently. It reaches
its highest value J (J+1)Γ at M = 0 proportional to N2,
where the atoms emit most collectively and which gives the
main contribution to the superradiant burst. Finally, radiation
comes to an end at M =−J.
The (dimensionless) intensity of the atomic ensemble I (t)
is the sum of the decay rate ΓM,M−1 for all Dicke states |J,M〉
multiplied by the time-dependent probability of the system to
occupy this state pM (t)
I (t) =
J
∑
M=−J+1
pM (t)ΓM,M−1. (13)
The differential equation for the probability distribution of the
state |J,M〉 is given by the relation
p˙M (t) =−ΓM,M−1pM (t)+ΓM+1,M pM+1 (t) , (14)
which can be expressed in matrix-vector representation with a
time-dependent probability vector p(t) as
p˙(t) = A·p(t) . (15)
Its solution is formally given by
p(t) = exp(At)p(0) . (16)
The matrix A contains the constant decay rates (12). This
model is elucidated for a simple example of 2 atoms in the
following.
The intensity shows a radiation burst, whose maximum
scales with N2 and whose peak width exhibits a 1/N behav-
ior. The integrated intensity over the time of emission is a
measure for the emitted energy and thus the number of pho-
tons. It reflects the total number of photons initially brought
into the system, which is equal to the total number of atoms
in case of maximally excited two-level systems. Thus the in-
tegrated intensity is identical to the value of N, if the atomic
ensemble’s initial state is equal to Eq. (4).
B. Simple manifestation of superradiance for 2 atoms
In order to elucidate this model we want to have a brief look
at the simple example of 2 atoms involving three Dicke states
(5)
|1,1〉= |e,e〉 ,
|1,0〉= 1√
2
(|e,g〉+ |g,e〉) ,
|1,−1〉= |g,g〉 . (17)
The system of rate equations (14) in matrix representation (16)
for this system of three Dicke states reads p˙1 (t)p˙0 (t)
p˙−1 (t)
=
−2Γ 0 02Γ −2Γ 0
0 2Γ 0
 p1 (t)p0 (t)
p−1 (t)
 , p(0) =
10
0
 .
(18)
The decay rates ΓM,M−1 are obtained from Eq. (12). Initially,
only |1,1〉 is assumed to be occupied with p1 (t = 0) = 1,
whereas the other probabilities p0 (t) and p−1 (t) are zero at
t = 0. This system of differential equations has the eigen-
values 0 and 2, where the latter is doubly degenerate leading
to the two solutions exp(−2Γt) and Γt exp(−2Γt). The first
solution of the doubly degenerate eigenvalue causes an ex-
ponential decay whereas the second one is responsible for a
peaked decay pattern. The occupation probabilities for these
states under the given initial condition are solved analytically
and read p1 (t)p0 (t)
p−1 (t)
=
 exp(−2Γt)2Γt exp(−2Γt)
1− (1+2Γt)exp(−2Γt)
 . (19)
Summing up probabilities and decay rates accord-
ing to Eq. (13), the total intensity gives I (t) =
2Γexp(−2Γt)(1+2Γt).
The basic structure of eigenvalues and solutions of the sys-
tem of rate equations (14) for an atomic ensemble of more
than two atoms is similar. There are pairs of doubly degen-
erate eigenvalues causing the peaked structure of the photon
emission I (t) (13) as opposed to a superposition of ordinary
exponential terms.
This simple model using two emitters can be used to eluci-
date the most primitive manifestation of collective emission,
which is outlined in Ref. [1]. A single neutron can have
two states: spin- down |g〉 and spin-up |e〉 and is thus gov-
erned by the simple Hamiltonian Hˆ = Hˆ ′+ Vˆ with the tran-
sition Hamiltonian Vˆ and the respective transition probability
p ∝
∣∣〈g|Vˆ |e〉∣∣2. This is contrasted to the situation, where two
neutrons, namely a and b, one in state |e〉 and one in state |g〉,
are in close vicinity. The Hamiltonian of the entire system is
thus given by Hˆ = Hˆ ′a+ Hˆ ′b+Vˆa+Vˆb. If the neutrons are inter-
acting with each other and considered to be in the triplet state
|1,0〉= 1√
2
(|e,g〉+ |g,e〉), cf. Eq. (5), the transition probabil-
ity to the lowest state |g,g〉 reads
ptot ∝
∣∣〈g,g|Vˆ1+Vˆ2 |1,0〉∣∣2 (20)
=
∣∣∣∣ 1√2 (〈g,g|Vˆ1 |e,g〉+ 〈g,g|Vˆ2 |g,e〉)
∣∣∣∣2 (21)
=
1
2
∣∣2〈g,g|Vˆ1 |e,g〉∣∣2 (22)
= 2pa = 2pb, (23)
where we use a simple symmetry argument between the two
identical neutrons. This shows that the presence of a second
identical but deexcited neutron doubles the transition rate as a
result of symmetrization. An equivalent calculation for the
singlet state |0,0〉 = 1√
2
(|e,g〉− |g,e〉) leads to a transition
probability of 0 due to destructive interference.
If, on the contrary, the particles are considered independent,
which is described by the state |e,g〉 = 1√
2
(|1,0〉+ |0,0〉), a
single transition probability pa is obtained. Collective en-
hancement due to the interaction of particles is thus already
observed in the case of only two contributors.
4C. Monte Carlo wave functions
The theoretical model described in Sec. II A considers the
Hilbert space of Dicke states. Any other collective atomic
state with a high number of excitations is not accessible by
applying the Dicke operators. In order to study superradiance
with other initial conditions a different approach, which is not
restricted to the Hilbert space of Dicke states, is needed. The
description of the Monte Carlo wave function approach, cf.
Ref. [18], is mostly based on Ref. [19] which coalesces ele-
ments of several preworks [20–25].
A small quantum system which is coupled to a reservoir
can be described by the standard master-equation approach
from quantum optics, cf. Ref. [26], or by the Monte Carlo
wave function method. Whereas the master-equation deals
with density matrices with N2 components, the Monte Carlo
wave function method averages over many realizations of a
quantum state with N components by solving the Schrodinger
equation for a particular situation. Both methods converge
to the same solution for a high number of realizations. Along
with other benefits this scaling behavior is highly attractive for
the study of the time evolution of large quantum systems. The
gain in computing time is predominantly due to the possibility
of parallelization of quantum trajectory realizations.
The master equation of a system with Hamiltonian HˆS,
where the index S refers to the Schro¨dinger picture, after ap-
plying the Markov approximation, reads
˙ˆρS =
i
h¯
[
ρˆS, HˆS
]
+L (ρˆS) (24)
with the relaxation Lindblad superoperator for a decay mech-
anism, such as the decay of photons into the reservoir (6) at a
temperature of T = 0
L (ρˆS) = Γ
(
−1
2
Cˆ+Cˆ−ρˆS− 12 ρˆSCˆ
+Cˆ−+Cˆ−ρˆSCˆ+
)
. (25)
Cˆ− and Cˆ+ are general annihilation and creation operators.
Suppose a system is in the normalized state |ψ (t)〉 at time t. In
order to obtain an equation for the wave function |ψ (t+δ t)〉
at time t+ δ t the Monte Carlo wave function approach con-
siders two different steps.
If there is no quantum jump, the state |ψ ′ (t+δ t)〉 is ob-
tained as solution to the Schro¨dinger equation with the non-
Hermitian Hamiltonian
HˆnH = HˆS− ih¯Γ2 Cˆ
+Cˆ−, (26)
which is equal to∣∣ψ ′ (t+δ t)〉= (1− iHˆnHδ t
h¯
)
|ψ (t)〉 . (27)
Since the new Hamiltonian (26) is not Hermitian, the wave
function |ψ ′ (t+δ t)〉 has to be normalized
〈ψ ′ (t+δ t) |ψ ′ (t+δ t)〉
= 〈ψ (t)|
(
1+ iHˆ
†
nHδ t
h¯
)(
1− iHˆnHδ th¯
)
|ψ (t)〉
= 1−δ p
(28)
with the partial probability
δ p= δ t
i
h¯
〈ψ (t)| HˆnH− Hˆ†nH |ψ (t)〉
= δ tΓ〈ψ (t)|Cˆ+Cˆ− |ψ (t)〉 ≥ 0. (29)
The time step δ t has to be very small so that the condition
δ p 1 is fulfilled.
The second option in the time evolution between t and t+
δ t is a quantum jump. A probability distribution ε for the
quantum jump which is uniformly distributed between 0 and 1
is introduced. Since δ p 1, it is very likely that δ p is smaller
than ε and no quantum jump occurs. The wave function at
t+δ t is obtained following Eq. (27)
|ψ (t+δ t)〉= 1√
1−δ p
∣∣ψ ′ (t+δ t)〉 . (30)
In case of ε < δ p a quantum jump occurs and the new wave
function is given by
|ψ (t+δ t)〉= 1√
δ p
δ t
Jˆ− |ψ (t)〉 . (31)
This procedure makes the study of the wave function’s prop-
agation possible. It can be shown that the Monte Carlo wave
function approach is equivalent to the master equation, i.e. the
averaged density matrix ρˆ (t) = |ψ (t)〉〈ψ (t)| over all possi-
ble realizations at time t starting at the same state |ψ (0)〉 is
equal to ρˆS, cf. Ref. [19].
One has to keep in mind that δ t cannot be arbitrarily small.
It has to be larger than the correlation time of the reservoir.
The non-Hermitian Hamiltonian HˆnH (26) causes a continuous
decay of excitations, whereas the part Cˆ−ρˆSCˆ+ is responsible
for quantum jumps.
The physical significance is exemplified with a two-level
system with the Hamiltonian HˆS = h¯ωσˆ+σˆ−, where the gen-
eral operators in Eq. (25) are replaced by Cˆ− = σˆ− and
Cˆ+ = σˆ+. The initial state is given by the superposition
|ψ (0)〉= α0 |g〉+β0 |e〉 , (32)
and the relaxation operator (25) acts on this state. There is a
probability of emitting a photon through a jump to the ground
state of |β0|2 and |α0|2 without emitting any photon. The wave
function at time δ t (27) is given by∣∣ψ ′ (δ t)〉= α0 |g〉+β0e−iω0δ te− Γδ t2 |e〉 (33)
with the probability of making a quantum jump and thus emit-
ting a photon between 0 and δ t (29) of δ p= Γ|β0|2δ t. In case
of δ p > ε a quantum jump happens and the wave function is
just projected on the ground state |g〉 without any more evolu-
tion. The normalized wave function for the case δ p< ε reads
[19]
|ψ (δ t)〉= α0
(
1+
Γδ t
2
|β0|2
)
|g〉
+β0
(
1− Γδ t
2
|α0|2
)
e−iω0δ t |e〉 (34)
5and it is apparent that besides the evolution with frequency
ω0 the probability amplitude for the ground state |g〉 is higher
and the probability of being in the excited state |e〉 has become
smaller.
If we assume no quantum jump between 0 and t, the nor-
malized wave function at the general time t can be written as
|ψ (t)〉= α (t) |g〉+β (t)e−iω0t |e〉 , (35)
where α (t) and β (t) can be computed as solutions of a set of
nonlinear differential equations from Eq. (34) and read [19]
α (t) =
α0√
|α0|2+ |β0|2 e−Γt
, (36)
β (t) =
β0e−
Γt
2√
|α0|2+ |β0|2 e−Γt
. (37)
With the help of these equations, one can derive the decaying
probability of having no quantum jump between 0 and t as
p(t) = |α0|2+ |β0|2e−Γt , (38)
making clear that no jump occurs with a probability of |α0|2
in the time interval between t = 0 and t → ∞ and the proba-
bility for a jump in the same time interval is given by |β0|2 =
1− |α0|2. We thus know that the initial state (32) evolves
as Eq. (35) with a probability of p(t) (38) and drops to the
ground state |g〉 after the jump with a probability of 1− p(t).
Simulations of open quantum systems can be simulated us-
ing the object-oriented framework C++QED. This software
is based on C++ and simple quantum mechanical operators
can be pieced together to form complex systems. There are
different options to simulate time evolutions of these systems,
namely single Monte Carlo wave function trajectories, ensem-
bles of many trajectories and master equations. The basic idea
and ways of implementation are discussed in Ref. [27]. An up-
dated version of this package C++QEDv2 [28, 29] is available
as free ware.
III. COMPARISON OF METHODS
Whereas the rate-equation model (14) works with the den-
sity matrix of dimension (N+1)×(N+1)with the total num-
ber of atoms N, the Monte Carlo wave function (MCWF)
method operates on the basis of states with N+1 entries. We
use these two methods to study the intensity I (t) with various
initial conditions and test them for the conditions of super-
radiance. Beside the photon emission from an initially com-
pletely excited pure Dicke state (4) we look at the radiation
from a statistical mixture of half of the atoms initially excited
and the other atoms deexcited (system of rate equations). This
is contrasted to a symmetrical superposition of an entirely ex-
cited state and a deexcited state (MCWF-method) and used to
check the accuracy of the two methods.
We want to illustrate the characteristics of the MCWF-
method by considering an initial state of equal weight between
the maximally excited Dicke state (4) |J,J〉= |e,e,e, ...,e〉 and
the completely deexcited state |J,−J〉= |g,g,g, ...,g〉
|ψ (0)〉= 1√
2
(|J,J〉+ |J,−J〉) . (39)
We make the following substitution for the operators Cˆ− = Jˆ−
and Cˆ+ = Jˆ+.
The evolution of an initial state |ψ (0)〉 is in principle gov-
erned by both continuous decay due to the non-Hermitian
Hamiltonian (26) and the jump part Jˆ−ρˆ Jˆ+, which is respon-
sible for the emission of photons, as explained in Sec. II C.
The Dicke states |J,M〉 (5) are eigenstates of the non-
Hermitian Hamiltonian (26). Since the state |ψ (t)〉 is contin-
uously renormalized during the time evolution [30], the non-
Hermitian Hamiltonian does not affect Dicke states at all in
the course of the dynamics. As a consequence the Dicke states
do not decay continuously, but in jumps only.
Since the coherent superposition of Dicke states (39) is not
an eigenstate of the non-Hermitian Hamiltonian (26), it de-
cays both in a continuous decay and by jumps. Until the first
jump occurs, the coherent superposition state (39) evolves ac-
cording to the non-Hermitian Hamiltonian (26) as the already
normalized quantum state
|ψ (t)〉= 1√
1+ e−NΓt
(
|J,−J〉+ e− 12NΓt |J,J〉
)
. (40)
This equation is equivalent to Eq. (35) except for the scaling
parameter N for Dicke operators. One can see that the excited
component of the state is damped gradually due to the non-
Hermitian evolution. If a jump occurs on a trajectory, the jump
rate is proportional to the expression
r (t) =
δ p
δ t
= Γ〈ψ (t)| Jˆ+Jˆ− |ψ (t)〉
= Γ
exp(−NΓt)
1+ exp(−NΓt) 〈J,J| Jˆ
+Jˆ− |J,J〉
= NΓ
exp(−NΓt)
1+ exp(−NΓt) , (41)
which is equivalent to Eq. (29). Instead of obtaining a rate
of δ p/δ t = Γ/2 for the infinitesimal time step δ t, this result
covers the entire time evolution. It is proportional to the pop-
ulation of the excited part of the initial state (39) |J,J〉. As
a consequence, the occurrence of a jump becomes less likely,
the longer one waits for the jump to happen. Its probability
even approaches 0 for t→ ∞.
The first jump, given by the application of the operator
Jˆ−, annihilates the deexcited component of the initial state
(39) |J,−J〉 and reduces the number of excitations in |J,J〉 by
one bringing the system to the pure Dicke state |J,J−1〉, cf.
Eq. (31)
|ψ (t+δ t)〉 ∝ Jˆ− |ψ (t)〉 ∝ |J,J−1〉 . (42)
From this point on, the system behaves as if the initial state
was a pure Dicke state and can lose its excitations only in
a series of jumps. Thus it becomes clear that there are two
6types of trajectories with equal probability of occurrence of
1/2 each: trajectories of continuous decay and trajectories of
jumps. The number of N/2 jumps is identical to the number of
emitted photons given as the integral of the photon emission
function (13). It also becomes apparent that the occurrence
of the first jump decides whether the respective trajectory is
responsible for continuous decay or for jumps.
Therefore the question arises whether there is a fundamen-
tal difference between the time evolution of a quantum state
|ψ (t)〉 starting with the coherent superposition (39) and the
statistical mixture of the density matrix ρˆ (t). Since a co-
herent superposition state exhibits nonvanishing off-diagonal
density-matrix elements in contrast to a classical mixture, it is
not clear from the outset whether the dynamics may be differ-
ent for the two cases. However, given our derivation above,
such differences can only stem from the first quantum jump.
In the following we answer this question by looking at the
waiting-time distribution of the first jump.
Based on the jump rate for the first jump r (t) (41), the prob-
ability is given by
p(time of first jump < t) = 1− 1
2
exp
− t∫
0
r (τ)dτ
 (43)
= 1− 1
2
[1+ exp(−NΓt)] , (44)
which is to be compared to the equivalent expression without
occurring jump (38). This shows that there is a probability
of 12 for the first jump to occur for t → ∞. The jump rate is
obtained from a derivation of the probability function p (44)
and reads
dp(t)
dt
=
N
2
Γexp(−NΓt) . (45)
There is no emitted photon in half of the trajectories. The
other trajectories yield an emitted photon with waiting-time
density 2dp(t)/dt = ΓN exp(−Γt) (45). After the photon is
emitted, the two kinds of trajectories behave the same. Even
though the mechanisms of the two methods are entirely dif-
ferent, the number of photons leaving the system is the same.
Based on this general concept of the Monte Carlo wave
function method, there are several tools implemented in
C++QED to improve the quality of the simulation. It is a first-
order MCWF-method, i.e. there is only one jump per time
step. Higher order methods require an increasing number of
jump operators and are not implemented in C++QED. Nev-
ertheless, the MCWF-algorithm creates erroneous trajectories
with two jumps per time step, whose possibility is governed
by ∆p [30]. The default value of 10−2 for instance states that
there is a probability of
(
10−2
)2
= 10−4 for two jumps to hap-
pen per time step. As a result one out of 10,000 steps is not
representing a correct result. Especially, in case of small ∆p
values, the peak seems shifted and is smaller compared to the
respective result from the system of classical rate equations.
This is no systematical difference owing to the difference of
our methods, but a simulation artifact.
The MCWF-algorithm delivers a histogram of data with a
certain number of bins covering the entire time range. The
Method Peak
height
Peak time Number of
jumps
Int. photon
emission
Rate Equations 2834 0.021 - 59.9
MCWF 2821 0.020 59.6 59.5
Table I. Comparison between the two methods based on a
set of classical emission rate equations (CRE) with the initial
value of the density matrix given by ρˆ (0) = |ψ(0)〉〈ψ(0)| =
1
2 (|J,J〉〈J,J|+ |J,−J〉〈J,−J|) and the Monte Carlo wave functions
(MCWF) approach for ∆p of 10−3 with the initial state from Eq. (39)
for a number of N = 120 atoms. The table shows the value of the
maximum and its position in time. The total number of jumps in the
MCWF-approach corresponds to the integrated photon emission and
deviates slightly from the value of 60 due to a numerical inaccuracy.
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Figure 1. Comparison between the method CRE with an initial den-
sity matrix of ρˆ (0) = |J,J〉〈J,J| and the MCWF-approach with the
initial state |ψ (0)〉= |J,J〉 (4) for a number of N = 120 atoms. Addi-
tionally, we compare the CRE method with the initial density matrix
of ρˆ (0) = 12 (|J,J〉〈J,J|+ |J,−J〉〈J,−J|) with the MCWF-method
having an initial state of |ψ (0)〉 = 1√
2
(|J,J〉+ |J,−J〉) (39). There
is a total number of 100 bin and the decay rate is set to γ = 2Γ with
the decay rate of a single atom of Γ.
values have to be scaled by the duration of time divided by the
number of bins and multiplied with the number of jumps. The
result’s accuracy can be improved by increasing the number of
bins, if the number of trajectories is raised as well. Otherwise
the curves will be more noisy. Since the total photon emission
can be traced back to a composition of several solutions of the
system of rate equations, cf. Sec. II B, a function to fit the data
from the histogram is difficult to find and we are satisfied with
an interpolation instead.
IV. SUPERRADIANCE FOR SEVERAL INITIAL STATES
In a next step we compare different initial conditions,
namely the semi-inverted Dicke state and the mix of a com-
pletely inverted state and the ground state (IV A). In addition,
we investigate the dynamics starting from a superposition of
the completely inverted state and the ground state with un-
7Figure 2. The initial state is either a statistical mixture of atoms in
their excited state and in their ground state (left) or a semi-inverted
Dicke state |J,M = 0〉 (right).
equal weights (IV B). Finally, we split the atomic ensemble of
N atoms into two chunks. The collective atomic states in each
chunk are Dicke states and follow the laws of superradiance.
Since there is no coupling between the chunks, the entire sys-
tem has a much bigger Hilbert space. We want to check in
Sec. IV C how the superradiant emission burst behaves in this
case and how it depends on the partitioning.
A. Comparison between semi-inverted Dicke state and Dicke
state mix
The initial state |ψ (0)〉 = 1√
2
(|J,J〉+ |J,−J〉) and the
semi-inverted Dicke state |ψ (0)〉 = |J,M = 0〉 possess the
same number of excitations, but initiate a completely different
dynamic behavior. In Fig. 2 these two different initial states
are sketched and Fig. 3 shows a comparison of dynamics.
Whereas the first scenario leads to a peak of reduced height,
the peak height of the semi-inverted Dicke state exceeds even
the one of the completely inverted Dicke state |ψ (0)〉= |J,J〉.
In case of a total number of 120 atoms with 60 excitations,
the integrated intensity reproduces this number in either case.
We conclude that the emission is faster for the semi-inverted
Dicke state due to the higher symmetry of the state.
B. Superposition state with unequal weight
The initial state of equal weight between the completely
excited state and the completely deexcited state |ψ (0)〉 =
1√
2
(|J,J〉+ |J,−J〉) can be generalized to an initial state with
arbitrary weight c
|ψ (0)〉= 1√
1+ c2
(|J,J〉+ c |J,−J〉) . (46)
We want to check if the collective emission starting from an
initial state (46) still fulfills the characteristics of superradi-
ance. To this end, we choose various values of c and plot the
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Figure 3. Collective emission for two different initial states: statis-
tical mixture of atoms in their excited state and in their ground state
and semi-inverted Dicke state. The decay rate is set to γ = 2Γ with
the decay rate of a single atom of Γ.
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Figure 4. Peak height of the intensity using the MCWF-approach as
a function of the number of atoms N for several initial states given
by the value c in Eq. (46). A total number of 100 bins is used and ∆p
is set to 10−2.
values of the peak height and the peak width as a function of
the number of atoms N. As mentioned in Sec. II A, the peak
height is supposed to scale with N2 and the peak width is pro-
portional to 1/N.
Figure 4 shows the peak height as a function of the num-
ber of atoms N for the values of c in Eq. (46) with c =
0.01, 0.5, 1, 2 and 5. Figure 5 shows the peak width as a
function of the number of atoms N for the same values of c in
Eq. (46). The plot in the inset shows a logarithmic plot and
the exponent can be read off Tab. IV B.
The results of the fit parameters in Tab. IV B show good
agreement with the conditions of superradiance. We conclude
that collective emission processes from all initial states (46)
lead to superradiant emission features.
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Figure 5. Peak width (FWHM) of the intensity using the MCWF-
approach as a function of the number of atoms N for several initial
states given by the value c in Eq. (46). A total number of 100 bins is
used and ∆p is set to 10−2.
c in Eq. (46) Exp. of peak height Exp. of FWHM
0.01 1.990 −1.009
0.5 1.985 −1.034
1 1.989 −0.947
2 1.974 −1.012
5 1.983 −1.096
Table II. Fit parameters for the exponents of the peak height and
peak width (FWHM) for several initial states given by the value c
in Eq. (46) as a function of the number of atoms N. We use atom
numbers of N = 30,60,90,120 and 150. The number of bins is set to
100 and ∆p is 10−2.
C. Collective emission from two chunks
In the next scenario we study the case of two chunks of
atoms. The atoms interact with each other within the chunks
and form Dicke states, but there is no coupling between the
two chunks. The total number of atoms is given by the product
of the number of chunks NCh and the number of particles per
chunk NPPCh: N = NCh ·NPPC. Thus the peak intensity Ip (13)
is proportional to the number of chunks NCh, but proportional
to the squared number of particles per chunk N2PPC. Firstly,
the particle number can be changed by keeping the number
of particles per chunk NPPC constant and the intensity scales
linearly with the total number of atoms N
Ip ∝
N
NPPC
N2PPC ∝ N, (47)
which is not superradiant. In a second step, the number of
chunks NCh is kept constant corresponding to a constant vol-
ume for the particles. The peak intensity Ip behaves as
Ip ∝ NCh
N2
N2Ch
∝ N2 (48)
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Figure 6. Peak height of the intensity using the MCWF-approach as
a function of the total number of atoms in the two chunks N for an
initial state given in Eq. (49) for one and two chunks with c = 1. A
total number of 100 bins is used and ∆p is set to 10−2.
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Figure 7. Peak width (FWHM) of the intensity I(t) using the MCWF-
approach as a function of the total number of atoms in the two chunks
N for an initial state given in Eq. (49) for one and two chunks with
c= 1. A total number of 100 bins is used and ∆p is set to 10−2.
showing the expected superradiant behavior.
Our initial state is a product state of two coherent superpo-
sitions of two Dicke states in each of the chunks
|ψ (0)〉= 1
1+ c2
(|J,J〉1+ c |J,−J〉1)⊗ (|J,J〉2+ c |J,−J〉2) ,
(49)
where the indices refer to the two chunks. We concentrate on
the second case in our analysis and keep the number of chunks
NCh constant. Figure 6 compares the peak height of the collec-
tive emission burst for the case of one chunk and two chunks
as a function of the total number of atoms N. The logarithmic
plot in Fig. 6 shows a linear curve confirming Eq. (48).
Figure 7 shows the peak width (FWHM) of the intensity
I(t) (13) for the case of one chunk and two chunks as a func-
tion of the total number of atoms N in the two chunks. The
logarithmic plot in the inset reveals the superradiant behavior
again.
9V. SUMMARY
We have shown that the Monte Carlo wave function ap-
proach is appropriate to investigate the decay of Dicke states.
It was proven analytically that the decay of an initial state
comprised of a coherent superposition of the maximally ex-
cited Dicke state |J,J〉 and the ground state |J,−J〉, |ψ (0)〉=
1√
2
(|J,J〉+ |J,−J〉), using the Monte Carlo wave function
approach is in accord with the time evolution of a system
of coupled classical rate equations starting from ρˆ (0) =
1
2 (|J,J〉〈J,J|+ |J,−J〉〈J,−J|). This agreement was con-
firmed numerically, where the precision of the Monte Carlo
wave function approach plays a central role. A comparison
with the dynamics of the rate equation model starting from
the semi-inverted Dicke state |J,0〉 gives an insight into the
complexity of superradiance.
In a next step, we made use of this method and stud-
ied the behavior of the decay from initial states |ψ (0)〉 =
1√
2
(|J,J〉+ c |J,−J〉) without equal weight between the max-
imally excited Dicke state and the ground state, which is
tuned by the parameter c. The emission behavior shows
the features of superradiance given by the characteristic peak
height and width for any value c. Moreover, the emission
dynamics in two separate chunks with initial state |ψ (0)〉 =
1
1+c2 (|J,J〉1+ c |J,−J〉1)⊗ (|J,J〉2+ c |J,−J〉2) was investi-
gated again showing the characteristics of superradiance.
There the superradiant scaling behavior is governed not by
the total number of atoms, but only by the number of atoms in
each Dicke chunk.
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