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A nonlinear and singular bifurcation problem is studied to illustrate to what 
extent the singularity given by a pole can influence the bifurcation behavior. 
Due to the singularity, well-known bifurcation analysis is not applicable. An 
approximation by regular problems yields the result: A compact branch which 
ends in a special “singular” solution bifurcates from each eigenvalue of the 
linearized problem. 
1. INTRODUCTION 
We consider the following boundary eigenvalue problem 
-4” + [(u’)3]’ = Au, 
The equivalent formulation, 
u(0) = u(1) = 0. (1.1 
-24” = hu/(l - 324, u(0) = u(1) = 0, (1.2 
shows that we are dealing with a singular equation, which therefore cannot b 
attacked immediately with well-known bifurcation analysis. Using some elemen 
tary arguments (Section 3), the existence of solutions of (1.1) can be guarantees 
by considering auxiliary problems arising from a truncation. 
Since the oscillating solutions of (1.1) can be constructed from the positivt 
ones, we are only interested in the set S C C,[O, I] n C.JO, I[ x R of positiv 
symmetric solutions (u, X) of (1.1) together with the trivial solution (0, 9) 
As the main result, we prove 
THEOREM 1.1. (i) S C C,[O, I] x R is a compact subset of C,[O, I] x R! 
(ii) S consists of a continuous brunch (uA , A) (8 Q A < 7~~) bifurcating a 
(0, x2) from the trivial line of solutions. The brunch ends at (w, 8) with w(x) = 
x( 1 - x)/31/2. Secondary bifurcation is excluded. 
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(iii) For (u,, , A) E S 1) u, jl := max(u,(x) 1 0 < x < l} is a strictly decreasing 
function of A. 
Our real interest in this eigenvalue problem is rather theoretical. With this 
completely solvable example we want to illustrate and clarify the kind of bifurca- 
tion behavior that can be expected in problems which have a discontinuity 
given by a pole. In this case, the pole causes the compactness of the branch. 
Singular bifurcation problems 
-4 =f(x, 24, u’), u(0) = u(1) = 0, (1.3) 
where f (x,..., q) is allowed to jump have recently been studied by Nussbaum 
and Stuart [6, 8, 91. In particular, they give sufficient criteria to guarantee the 
existence of an unbounded component in the solution set. 
The differential operator A(u) := --Ic” + [(z/)~]’ with the boundary conditions 
u(O) = u(1) = 0 is monotone for sufficiently differentiable functions satisfying 
u’“(x) < 4, as was pointed out to the author by H. Melzer. Further, its iineariza- 
tion A,’ along the branch is selfadjoint except at the point (zc, 8). 
Problem (1.1) may be considered as a one-dimensional approximation to the 
nonlinear model of a continuous vibrating string studied first by Fermi, Pasta, 
and Ulam [3]. In Section 2 we show how Eq. (1.1) is obtained by an application 
of Duffing’s method to the partial differential equation in [3]. This method has 
been used by Hu and Kirmser [5] to describe the nonlinear vibrations of free- 
free beams. We also note that another heuristic approximation technique which 
might be applied to this problem has just been presented by Hsieh 141. 
2. DERIVATION OF THE EQUATION 
The eigenvalue problem (1.1) can be obtained for the special case g(x) = x4/4 
as the Euler equation of the following variational problem 
min f [-0/2 +g(u’)] (t) dt, 
s 
u(O)=u(l)=O, %(t)dt=l. 
I 0 
We note that the more general problem 
-2f + (g(d)) = Au, u(0) = u(1) = 0 
can be treated in a similar way and that the basic results carry over under 
suitable assumptions about g. 
Further, motivated by Hu and Kirmser [5], problem (1.1) may be regarded 
as a one-dimensional approximation of the following nonlinear model of a 
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continuous vibrating string studied by Fermi, Pasta, and Ularn 133 and Zabusky 
[ll]: 
Ytt = Y-m + 4(YJ% * WI 
Boundary conditions: ~(0, t) = y( 1, t) = 0. 
Initial data: y(x, 0) = J+,(X), y&v, 0) = 0. 
Starting with y” = 0, we obtain yl(x, t) = Ao(x) cos wt by the iteration 
scheme 
and 
y;+l + wyl = YL! + 02yn + 4(Ytc”)% 
yf* + w2y2 = A[W2W + (1 + 3&4a/4(w’)*)o”] cos wt 
+ EA3~4(W')"W" cos 3wt. 
To avoid resonance (for fixed x E 10, l[) in the t direction, Duffing’s argument 
(see [5]) requires 
[(I + 3&/4w’2) w” + &w](x) = 0 (0 < x < 1). (2.4 
Thus for any solution w of (2.2) with w(O) = w(l) = 0 the product y2(x, t) = 
Aw(x) cos wt might be regarded as an approximation to a solution of (2.1) for 
the special initial data ye(x) = /lo(x). Equation (1.1) may be (for B < 0) obtained 
by the transformation IC = A 1 Q (1/2 w/2. 
3. BASIC PROPERTIES OF THE SOLUTION SET 
The oscillating solutions of the autonomous equation (1.1) can be constructed 
from the positive ones and vice versa. 
LEMMA 3.1. If(u,, A) is a posifiwe solution of (1. l), therr (u, , GA) is a solution 
with ‘(n - 1) seros in IO, l[, where u, is giwen by 
un(x) := (-1)i s(nx - i)/n, i/n < x < (i + 1)/n (i = O,..., n - 1). 
Therefore, we restrict ourselves to the following set S L CJO, l[ n C,[O, l] x R 
of positive symmetric solutions (u, A) of (1 .l) together ‘with the trivial solution 
(0, r2). We list some elementary properties of S: 
LEMMA 3.2. Let (u, A) E S. Then 
(i) 2@/3 < X < r2. 
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(ii) zJ2(x) = l/3 - [B + 2Au2(x)/3]“’ (0 < x < l), 
B = (l/3 - u’“(O))2 = l/9 - 2x (! u //z/3. 
For B = 0 there exists a special solution (w, 8) with w(x) =: x(1 -- ~)/3l/~. 
(iii) Any 24 qi& 0 is strictly concave. 
Proof. (ii) is obtained by multiplying (1 .l) with u’, integrating once and 
solving for (u’)~( ) x with respect to the boundary conditions. If ~‘~(0) = 4, 
then the integration can be carried further, to give w. As u = 0 is the only 
piecewise constant solution, the strict concavity follows from the differential 
equation and formula (ii). 
(i) follows by considering the linear operator A,v := [-(I - u’a)v’J’ 
with the boundary conditions v(0) = v(1) = 0. The positive eigenfunction 
v = UOfA, corresponds to the lowest eigenvalue h. 
As zJ2(x) < 4 by (ii), the Rayleigh quotient gives: 
2a213 G h = “(o)&f,)=o [[ [(l - U’s)v’s] (t) d/l, 7qt) dt] < 79. 
LEMMA 3.3. S is a compact subset of CIO, I] x R. 
Proof. Let (ui , &) be an arbitrary sequence in S. Then, because of 
u:“(x) < 6, the ui are uniformly bounded and equicontinuous; therefore, we can 
extract a convergent subsequence by the Arzela-Ascoli theorem. Since 2?ra/3 < 
hi < rr2 we can also extract a convergent subsequence of (ui , /\J. Assume now 
that (ui , hi) converges to (u, h). For any S ~10, 1/2[ there exists an r] > 0 
such that 
5 - u:2(s) 3 7j > 0. (3.1) 
For 8 - ui2(6) -+ 0 implies by Lemma 3.2, u,(6) -+ 0 and, on the other hand, 
the existence of a p > 0 so that U:“(X) > uj’(6) > ~(0 < x < S), giving u,(6) > 
p8 = $12, which is a contradiction. 
From (3.1) we obtain 
1 u; 1 < &/(l - 3~4::~) < ~~/(27l’~~) (6 < x < 1 - 6). 
Therefore, the {ui’) are equicontinuous and uniformly bounded on [6, 1 - S] 
which means that we can extract a convergent subsequence converging uniformly 
to v E C,[S, 1 - 61. Since all ui satisfy the differential equation, the U: will 
also converge uniformly on [S, 1 - 61 to w E C,[6, 1 - 61 such that 
-w = k/(1 - 3v2) (6 < x < 1 - 8). 
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But because of the uniform convergence we have 
u(x) = u(S) + IaZ w(t) dt 
v(x) = v(6) + jz w(t) dt8 
and therefore -u” = Au/(1 - 3~‘~) on [6, 1 - 61. That means (u, A) is a solution 
of (l.l), contained in C,,[O, I] n C,]O, l[ x R. If (Ui , Xi) - (0, A), then in 
particular 11 ui ]I--+ 0 and by Lemma 3.2 U:“(X) < u:‘(O) < y (0 < x < 1) for 
some y < +. For ~‘~(0) < y < 4, Eq. (1.1) coincides with a regular bifurcation 
problem (see also Section 4) without bifurcation points (0, I”) with ,u < r2. 
Therefore we have h = yr2 and (IL, A) E S. 
4. THE EXISTENCE OF SOLUTIONS 
For the application of general theorems in bifurcation theory we consider 
another equivalent formulation of problem (1.1): 
-d = Au + 3huu’s/(l - 3u’Z), u(0) = u(l) = 0 (4.1) 
Because of the singularity, however, general results on bifurcation theory do 
not apply immediately. Therefore, we consider first the following truncation 
of the nonlinear term which leads for 0 < E < & to a problem which can be 
solved by traditional methods 
-u” = Au + K,(u, u’, A), u(0) = u(1) = 0 (4.2) 
K(& 5% 4 := 3~2&V(l - 37?2) q2<!t-e 
:= (1 - 3E) [A/(36) 7jJ > 5 - E 
LEMMA 4.1. Fix E E 10, 41. There exists a continuous branch S, of positive 
and symmetric solutions (u, A) of (4.2), bf i urcating at ~2 from the trivial line of 
solutions. This branch is unbounded in the C,[O, I] x R topology. Further, for each 
ti E [0, 4 - l ] there exists an (u+ , A,) E S, such that z&(O) = 01. 
Proof. General bifurcation theory (see, for example, [7, lo]) applied to 
-EZH = Au’ + K&Z, ~2, A), u’(0) = z-q&) = 0 (4.3) 
gives the existence of a continuous branch of positive solutions of (4.3) which 
bifurcates at 7r2 and which is unbounded in the Cr[O, #J X R topology. By 
symmetrization one easily constructs a symmetric solution (21, A) of (4.2) from 
each (c, A). 
Further, if there were an Or < & - E such that for all (u, A) E S, ~‘~(0) < &, 
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then with respect to Lemma 3.2 (since then (u, A) E S!) the branch would be 
bounded, which is a contraction. 
Let C, denote the maximal connected component of S, containing (0, 9) 
such that ~‘~(0) < 4 - E. Then of course C, _C C, C S for E > < > 0. 
LEMMA 4.2. Each C, (0 -=zl E < g) is a compact subset of C,,[O, l] x R 
(and even C,[O, I] x R) endowed with the usual topology. 
Proof. Since for each (u, A) E C, we have 
) u” 1 < Au/(1 - 3~‘~) < G/(271/2e) (0 < N < l), 
Lemma 4.2 follows by arguments similar to those used in Section 3. 
Let C := (J ,,<EsI,3 C, denote the closure of all C, taken in C,,[O, I] x R. 
Lemma 3.3 and 4.2 together yield: 
LEMMA 4.3. CC S. 
5. DESCRIPTION OF THE BRANCH 
By use of the implicit function theorem we show that S consists of a con- 
tinuous branch (z+ , A) bifurcating at (0, r2) f rom the trivial line of solutions. 
The branch ends at (w, 8) and does not contain solutions (uA , A) with A < 8. 
Secondary bifurcation is excluded. 
LEMMA 5.1. Let (u, A) E S. Then 
0 = H(A, 11 u 11) := J 
l (1 + (1 - 6X (( u 1/212)1’2)1’2 dt _ 
0 
& 1’2 
(i) 
0 (1 - ty 2 * 
(ii) H(h, (( u 11) is continuous for 0 6 a! := 1 - 6A 11 u \I2 and dz~ermtduble 
fOY 0 < a. 
(iii) 1 - 6h I/ u (I2 = 0 * h = 8, (1 u /I2 = l/48. 
Proof. Multiplication of (1.1) with zi and integration from 0 to )/ u Ij gives 
rzz Ilull (1 + (1 - 6X(\/ u /I2 - ~~))t’~)l’~ du
(II 24.112 - uy 
= 
I 
’ (1 + (1 - 6h 11 u 112t”)l’2)f” dt 
0 
(1 _ t2)1/2 - 
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Continuity and differentiability of H follow, for example, from Duschek [2]. 
For any (u*, A*) ES with 1 - 6X* 11 u* II2 = 0, we have 
= 2 - (!T)1’2. 
Consequently, h* = 8 and 11 u* JJ2 = l/48. 
LEMMA 5.2. Let (ui , Ai) E S be a convergent sequence with u:‘(O) -+ i. Then 
(us 3 A) + (W, 8). 
Proof. First ui2(0) + $ implies 1 - 6hi 11 ui 1123 0 by Lemma 3.2 and 
hi + 8 by Lemma 5.1. Since Bi := 4 - u:‘(O) --f 0, there exists by (3.1) an 
7 > 0 for any 6 E IO, &[ such that for (6 < x < 1 - S) u12(x) > u:(6) = 
3[($ - ~~‘(8))~ - Bi]/2X, > 7/2 > 0. The identity 
-ui” = Xpi/(9Bi + 6h,~2)“2 
= 1/[9Bi/(hPi)2 + 6/hi]1’2 
proves uniform convergence of -u; on [a, 1 - 81 to 2/3112, which immediately 
gives convergence of ut’ to (1 - 2x)/31i2 and ui to x(1 - x)/3112 = w. 
LEMMA 5.3. Let (u*, A*) ES with 0 < 1 - 6X* II u* 112. There exists G 
neighborhood U of (u*, A*) and differentiablefunctions h, , h, , fi , f2 such that fm 
(u, h) E s n u: 
(i) h = hdll u II), h,’ < 0 and II u II = h,(h), h,’ < 0, 
(ii) 9[4 - ~‘~(011~ = fi(ll u II) = f,(h) with fi’ < 0 < fi. 
Remark 5.4. Secondary bifurcation is excluded by conditions (i) and (ii). 
Further, u’(0) is a strictly decreasing function of A and an increasing function 
of II u )I. Therefore, (u, A) E S implies h >, 8. 
Proof. H is differentiable by Lemma 5.1. 
aH 
I 
3h (1 u )I t2 dt -= 
a II u II ,,’ (1 - t2)“2 (1 + (1 - 6h II u )12t2)1’2)1’2 (  - 6X I( u I(2t2)1’2 < ’ 
aH 3 l 
s 
-1) u (Iat dt 
ax=- 2 o (1 - t2)1’2 (1 + (1 - 6X 11 u l12t2)1’2)1’2 (1 - 6h II u l12t2)1’2 
1 -- 
2(2h)“2 < OS 
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The implicit function theorem implies the existence of U, h, , h, with 
A = h,(jj 24 II), h,’ == - “;:;:I” , 1) 24 Ii = h,(X), h,’ = - aiE’F ,, . , u 
9[Q - zP(O)]~ = 1 - 6h 11 II (I2 
= 1 - 6&2(h) =: f2(h) 
= 1 - 6Qll u II) II u /I* =: Ml 1~ II). 
An easy calculation shows: 
6. NUMERICAL RESULTS 
Numerical (discrete) solutions (Us , h) of (1.1) have been calculated for several 
values of h by B&n-Beck [I]. By an evaluation of the functions H, h, , h, , 
fi , f2, he was able to provide a quantitative supplement to the theoretically 
proved qualitative bifurcation behavior. 
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