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Since their discovery, it has been suggested that pairing in pnictides can be mediated by spin
fluctuations between hole and electron bands. In this view, multiband superconductivity would
substantially differ from other systems like MgB2, where pairing is predominantly intraband. Indeed,
interband-dominated pairing leads to the coexistence of bonding and antibonding superconducting
channels. Here we show that this has profound consequences on the nature of the low-energy
superconducting collective modes. In particular, the so-called Leggett mode for phase fluctuations
is absent in the usual two-band description of pnictides. On the other hand, when also the repulsion
between the hole bands is taken into account, a more general three-band description should be used,
and a Leggett mode is then allowed. Such a model, that has been proposed for strongly hole-doped
122 compounds, can also admit a low-temperature s + is phase which breaks the time reversal
symmetry. We show that the (quantum and thermal) transition from the ordinary superconductor
to the s + is state is accompanied by the vanishing of the mass of Leggett-like phase fluctuations,
regardless the specific values of the interaction parameters. This general result can be obtained by
means of a generalized construction of the effective action for the collective degrees of freedom that
allows us also to deal with the non-trivial case of dominant interband pairing.
I. INTRODUCTION
At microscopic level the appearance of superconduc-
tivity requires the pairing of electrons into Cooper pairs,
which can then form a macroscopic coherent state re-
sponsible for the superfluid behavior. Within BCS the-
ory, which successfully explained the superconducting
(SC) phenomenon in the so-called conventional super-
conductors, electrons can overcome their mutual repul-
sion thanks to the presence of phonons, which overscreen
the Coulomb repulsion leading to a residual attraction
responsible for the pairing. However, such a mechanism
poses an upper limit to the attainable transition tempera-
ture, that has been widely exceeded in the so-called high-
temperature superconductors, as cuprate or iron-based
systems.1,2 In all these cases superconductivity emerges
and/or competes with strong electron-electron repulsion,
that can be accommodated by Cooper pairs by means
of an unconventional form of the wave function, as it is
the case in cuprates, where the d-wave symmetry of pair-
ing allows the pairs to overcome the on-site Hubbard-
like repulsion. In the case of pnictides the mechanism
is somehow similar, once that the multiband nature of
the Fermi surface is taken into account. Indeed, it has
been suggested by several microscopic approaches3 that
at low energy the intraband Coulomb repulsion is over-
come by the interband repulsion, which allows the pairs
to be formed in different bands with a gap having oppo-
site sign, the so-called s± symmetry. Roughly speaking,
such a sign change converts a repulsion in attraction,
making the pairs formation possible. Notice that such
a pairing mechanism is fundamentally different from the
one observed in other multiband superconductors, as e.g.
MgB2. Here indeed the largest pairing channel is the in-
traband phononic one,4 and the interband interaction is
only responsible for a relatively small Josephson-like cou-
pling of pairs in different bands. In this respect, pnictide
superconductors represent a completely different class of
SC systems with respect to MgB2.
A fundamental question associated to the unconven-
tional nature of pairing is how it can affect the behavior
of the SC collective modes, which in turn can influence
the observable physical quantities, giving indirect infor-
mation on the nature of the underlying SC state. Such
an issue has been widely discussed in the past within
the context of cuprate superconductors,5–11 and it has
been the subject of intense investigation in the recent lit-
erature on pnictide superconductors.12–17 Here the issue
is made even more involved by the presence of several
bands, that would suggest the presence of multiple col-
lective modes associated to the fluctuations of the ampli-
tude and phase of the condensates in the various bands.
For example, it has been discussed12,15 the possibility to
observe the so-called Leggett mode,18 that corresponds
to the relative density (phase) fluctuations of the con-
densate in the various bands. As it has been shown
long ago in a seminal paper by Leggett,18 such a mas-
sive mode could eventually lie below the threshold for
particle-hole excitations, avoiding then its overdamping.
Such a situation is partly realized in MgB2,
20–23 where
indeed experimental signatures of the Leggett mode have
been identified in Raman spectroscopy.22 In the case of
pnictides it has been also suggested the intriguing possi-
bility that the Leggett mode14,15,17 becomes massless at
the quantum transition between an ordinary s± state and
a time-reversal-symmetry broken (TRSB) state. Such
2a TRSB state can emerge for example in a three-band
case when interband repulsion is equally large between all
the bands:24–27 in this situation the sign change between
one band and the remaining two is frustrated, leading to
an intrinsically complex order parameter (∆∗1,∆
∗
2,∆
∗
3) 6=
(∆1,∆2,∆3).
24 Since the emergence of a massless col-
lective mode could bear several observable consequences
in physical observable, as e.g. Raman response15 or in-
tervortex interactions,14 it could be used as a smoking
gun to test the appearance or not of a TRSB state in
pnictides.
Quite interestingly, the theoretical investigation of the
properties of collective modes in pnictides suffered un-
til now of a fundamental limitation. Indeed, as we
discussed at the beginning, pairing in pnictides arise
mainly from interband interactions. However, very of-
ten a modelization has been used in the literature based
on multiband models with predominant intraband pairing
interactions.13–15 While this makes it possible to derive
the collective modes using standard procedures based on
the construction of the effective action for the collective
degrees of freedom,13,15 it makes these results unsuitable
for the specific case of pnictides. On the other hand,
an alternative derivation based on the direct diagram-
matic derivation of the collective response functions, as
the one used in Refs.16,17, does not allow for a simple
general understanding of the number and nature of the
collective modes. As we discuss in the present paper, the
difference between the two cases is not only quantita-
tive but qualitative. Indeed, when interband interaction
dominates, as it is the case physically relevant for pnic-
tides, the number itself of available low-energy collective
modes is smaller than the number of bands involved in
the problem. In this case the correct understanding of
the SC collective modes should be based on the number
of SC bonding channels, that is usually smaller than the
number of bands involved. This leads to several profound
differences between pnictides and ordinary (intraband-
dominated) multiband superconductors, like e.g. MgB2.
A powerful root to enlighten these differences is the ex-
plicit construction of the action for the collective modes
starting from a microscopic model for pnictides that as-
sumes predominant interband pairing. In the ordinary
case of intraband-dominated pairing such a procedure
relies on the use of the so-called Hubbard-Stratonovich
(HS) decoupling of the SC interaction by means of a
bosonic fields associated to the pairing operators.28 This
approach has been successfully applied to two20 or three-
band13,15 models with predominant intraband pairing.
However, when interband coupling dominates, as it is the
case for pnictides, the HS decoupling must be properly
modified to account for the presence of antibonding SC
channels, an issue that has been often overlooked in the
recent literature in the derivation of effective functionals
both above17,30 and below12 Tc. Here we follow instead
the strategy outlined recently in Ref. [29], where the cor-
rect implementation of the HS procedure has been used
to describe the fluctuations above Tc. We then intro-
duce a transformation of the pairing fields in the various
bands that allows us to show that below Tc the fluc-
tuations associated to the antibonding SC channels do
not give rise to observable collective modes. This re-
sult follows immediately from a general correspondence
between the low-energy collective phase fluctuations and
the multiband mean-field equations. When applied to the
two- or three-band case with dominant interband pairing,
relevant for pnictides, this correspondence allows one to
show that: (i) in the two-band case the Leggett mode
is absent, in contrast to intraband-dominated supercon-
ductors as MgB2; (ii) in the three-band case a Leggett
mode is present, it becomes massless at the TRSB transi-
tion and it acquires again a small mass inside the TRSB
phase due to the mixing to amplitude fluctuations. A sec-
ond low-energy mode appears in the TRSB state, even
though it is usually found very near to the threshold for
single-particle excitations. In contrast to the previous
literature, which focused on the softening of the Leggett
mode at T = 0 as a function of the SC coupling lead-
ing the system through a quantum phase transition to a
TRSB state,15–17 we discuss its occurrence as a function
of temperature. Indeed, the thermal phase transition be-
tween a TRS and TRSB phase is possibly realized in
a much wider range of parameters for realistic systems,
and then it has definitively more chances to be observed
experimentally.
The structure of the paper is the following. In Sec.
II-A we outline the main steps that lead to the effective
action for the collective degrees of freedom starting from
a microscopic two-band model with interband-dominated
pairing. The character of the amplitude and phase modes
is discussed in Sec. II-B, where we also show the absence
of the ordinary Leggett mode, found instead in two-band
superconductors with intraband-dominated pairing. The
three-band case is discussed in Sec. III. Sec. III-A is de-
voted to a brief review of the possible relevance for pnic-
tides of three-band models which admit a TRSB state.
The general structure of the collective modes is discussed
in Sec. III-B, where it is established the correspondence
between the TRSB transition and the vanishing of the
mass of a Leggett-like mode. In Sec. III-C we consider a
specific set of SC couplings to show explicitly the temper-
ature (and quantum) evolution of the low-energy modes
across the TRSB transition. The results of Fig. 4 sum-
marize the main physical messages relevant for the reader
who is not interested in the theoretical aspects of their
derivation, and Sec. III-D contains a general discussion
on the experimental probes that can be used to test the
behavior of the phase collective modes near the TRSB
state. Sec. IV contains our final remarks and the sum-
mary of the main results of the paper. Additional techni-
cal details, which are useful to make a direct comparison
with previous work in the literature, are reported in the
appendices. Appendix A shows the equivalence between
the derivation of the Gaussian action for SC fluctuations
done in polar or cartesian coordinates. Appendix B dis-
cusses the two-band case with dominant intraband pair-
3ing by means of the formalism of the present manuscript.
Finally, in Appendix C we discuss the general connection
between the TRSB transition and the effective action for
the three-band model.
II. THE EFFECTIVE ACTION FOR A
TWO-BAND MODEL
A. Construction of the effective action
To show explicitly the peculiar role of interband inter-
actions in determining the nature of the collective modes
we first describe the two-band case. Having in mind pnic-
tide systems, such an effective modelization is usually ap-
propriate for systems not too far away from half-filling.
Indeed, in this case one can assume that the most relevant
interactions are between the two hole pockets centered at
Γ and the two electron ones centered at M, with no in-
teraction between the hole bands (see also discussion in
Sec. IIIA below). Assuming also that the electron bands
are degenerate, this four-band model can be mapped29,31
into an effective BCS-like two-band one as
H = H0 +Hint,
H0 =
∑
k,l,σ
ξlkc
l†
kσc
l
kσ
Hint = −
∑
q,ij
gˆlmφ
†
l,qφm,q (l,m = 1, 2) (1)
where
φl,q =
∑
k
clk+q↓c
l
−k↑ (2)
is the pairing operator in each band and the matrix gˆlm
gˆ =
(
α γ
γ β
)
, det gˆ < 0 (3)
describes predominant interband pairing. The bare elec-
tronic dispersion in Eq. (1) will be approximated with a
parabolic one, ξlk = ε
l
0±k2/2ml−µ, with the plus or mi-
nus sign for electrons or holes, respectively, and the chem-
ical potential µ will be taken equal to zero. We notice
that while to account quantitatively for the correct spec-
tral and thermodynamic properties of pnictides a more
refined Eliashberg-like multiband approach is needed,32
the Hamiltonian (1) can be considered an appropriate
starting point to discuss the general structure of collec-
tive modes in most pnictides.
As customary, the microscopic effective model for the
collective modes can be derived by considering the action
corresponding to the Hamiltonian (1), within the finite-
temperature Matsubara formalism,
S =
∫ β
0
dτ


∑
l,kσ
cl†kσ(τ)[∂τ + ξk]c
l
kσ(τ)dτ +HI(τ)

 ,
(4)
where τ is the imaginary time and β = 1/T . To obtain
the effective action in terms of the order-parameter col-
lective degrees of freedom, the interaction HI is usually
decoupled in the particle-particle channel by means of
the Hubbard-Stratonovich33 field hHS :
e±Λφ
†φ =
∫
DhHS e−|hHS|
2/Λ+
√±1(φ†hHS+h.c.). (5)
In the above equation the imaginary unit
√−1 ≡ i sig-
nals the presence of a repulsive particle-particle inter-
action. In the usual single-band case28 one deals with
an interaction attractive in the particle-particle channel,
so no imaginary unit appears. However in the present
multiband case with predominant interband coupling the
diagonalization of the gˆ matrix with a proper rotation R
will lead in general also to a negative eigenvalue, corre-
sponding to repulsion in the particle-particle channel:
gˆ = R−1ΛˆR = R−1
(
Λ1 0
0 −Λ2
)
R, Λ1,2 > 0. (6)
As we shall see below, the saddle-point values of the HS
fields hHS are connected to the SC gaps in the various
bands. However, the imaginary unit in the transfor-
mation (5) would force us to shift the integration con-
tour of Reh2 by a finite imaginary quantity, so that
Reh2 ∈ R + iA, see discussion below Eq. (18). To
preserve an ordinary integration contour we will enforce
A = 0 by taking advantage of the fact that the interaction
Hamiltonian HI can be put in the diagonal form under a
more general transformation T = HˆϕR (with det T = 1),
where the matrix Hˆϕ
Hˆϕ =
(
1/
√
Λ1 0
0 1/
√
Λ2
)(
coshϕ sinhϕ
sinhϕ coshϕ
)(√
Λ1 0
0
√
Λ2
)
(7)
leaves Λˆ invariant:
HˆTϕ ΛˆHˆϕ = Λˆ. (8)
As one can see, the Hˆϕ matrix is essentially proportional
to the matrix of hyperbolic rotations, which commutes
with the diag(1,−1) matrix which arises when the two
eigenvalues of gˆ have opposite sign. The relation (8) holds
regardless the value of the parameter ϕ, which will be
chosen to decouple the two SC channels, see Eq. (22)
below. Indeed, thanks to Eq. (8) gˆ can be diagonalized
by T as well:
T = HˆϕR ⇒ gˆ = T T ΛˆT, Λˆ−1 = T gˆ−1T T . (9)
Thus, if we introduce the new combinations of fermionic
fields: (
ψ1
ψ2
)
= T
(
φ1
φ2
)
, (10)
Hint can be rewritten as:
Hint = −
∑
q,lm
gˆlmφ
†
l,qφm,q =
= −
∑
q
(
Λ1ψ
†
1,qψ1,q − Λ2ψ†2,qψ2,q
)
. (11)
4Once defined the new combinations of fermionic fields34
ψi we can use the HS decoupling (5) to write the following
partition function:
Z =
∫
DclσDcl
†
σDhiDh†i e−S,
S = S0 +
∑
q
|h1,q|2
Λ1
+
|h2,q|2
Λ2
−
∑
q
(
h
∗
1,qψ1,q + h.c.
)
− i
(
h
∗
2,qψ2,q + h.c.
)
,(12)
where q ≡ (iΩm,q). The action (12) is now quadratic in
the fermionic fields, that can be integrated out exactly.
By introducing the Nambu operators N †l,k = (c
l†
k,↑, c
l
−k,↓)
we can indeed rewrite the action as:
S =
∑
lk,k′
N †l,k
[
−G¯−1k,l δk,k′ +Σlk,k′
]
Nl,k′ +
+
∑
q
|h1,q|2
Λ1
+
|h2,q|2
Λ2
, (13)
where:
G¯−1k,l =
(
iωn − ξk,l T1lh¯1 + iT2lh¯2
T1lh¯
∗
1 + iT2lh¯
∗
2 iωn + ξk,l
)
, (14)
Σlq=k−k′ =
√
T
V
(
0 T1lh1,q + iT2lh2,q
T1lh
∗
1,q + iT2lh
∗
2,q 0
)
.
(15)
In Eq. (14) we put h¯i =
√
T/V hi,0. By integrating out
the fermions one gets as usual a contribution to the ac-
tion equal to − ln det(G¯−1 − Σ) = −Tr ln(G¯−1 − Σ) =
−Tr ln G¯−1 − Tr ln(1 − G¯Σ), where the trace acts both
on momentum and Nambu space. One can then separate
the mean-field action from the fluctuating part as:
S = SMF + SFL (16)
SMF =
h¯21
Λ1
+
h¯22
Λ2
−
∑
l
Tr ln G¯−1l (17)
SFL =
∑
q
|h1,q|2
Λ1
+
|h2,q|2
Λ2
+
∑
l
∑
n
Tr
(G¯lΣ)
n
n
(18)
From Eq. (14) one can see that the HS fields play the role
of the SC gaps in each band, provided that one assumes
a saddle-point value of the antibonding field such that
h¯2 = iA, h¯
∗
2 = iA, (19)
to guarantee the Hermitian form of the saddle-point ac-
tion. Here we will use instead the generalized transfor-
mation (10) to impose h¯2 = h¯
∗
2 = 0 at the saddle point.
This can be understood by minimizing the mean-field ac-
tion (17), which gives the set of equations:( 1
Λ1
−∑l T 21lΠl −∑l T1lΠlT2l
−∑l T2lΠlT1l − 1Λ2 −∑l T 22lΠl
)(
h¯1
ih¯2
)
= 0, (20)
where we defined the Cooper bubble Πl as:
Πl =
T
V
∑
k,n
1
ω2n + E
2
k,l
, (21)
with the identification E2k,l = ξ
2
k,l +(
T 21lh¯
∗
1h¯1 − T 22lh¯∗2h¯2 + 2iT1lT2l(h¯∗1h¯2 + h¯1h¯∗2)
)
. Once
again this quantity cannot be identified with the energy
of the quasiparticles in each band, unless we use Eq. (19).
On the other hand, we can choose the ϕ parameter of
the transformation (9) to decouple the two saddle-point
equations (20): ∑
l
T1lΠlT2l = 0. (22)
In this case one immediately sees that since Πl > 0 the
equation for h¯2 can only be satisfied for h¯2 = 0, so that
the SC transition is only controlled by the bonding field
h¯1, whose self-consistent equation is[
1
Λ1
−
∑
l
T 21lΠl
]
h¯1 = 0, (23)
where we also assumed that h¯1 is real. This choice cor-
responds to the gauge where both gaps are real, as given
by (see Eq. (14)):
∆l = T1lh¯1. (24)
We stress once more that even if the saddle-point value
of the antibonding HS field h2 vanishes both gaps are in
general different from zero, and their relative strenght or
temperature dependence is controlled by the microscopic
couplings via the elements of the T matrix. The possi-
bility to describe the SC state as a function of a single
order parameter reflects the fact that at Tc only one SC
channel becomes active. To make the connection with
a more standard notation, we observe that the matrix
T in practice diagonalizes the multiband self-consistency
equation, that is usually written as:
(gˆ−1 − Πˆ)~∆ = 0, (25)
where Πˆij = δijΠi and ~∆ is a vector formed by the gaps
∆l in each band. The above equation admits a non-zero
solution ~∆ when the determinant vanishes, i.e. when (at
least) one eigenvalue is zero. By means of the relations
(9) above, we see that the set of equations (20) and (22)
corresponds to put the matrix (Πˆ− gˆ−1) in diagonal form
Λˆ−1 − T ΠˆT T = T (gˆ−1 − Πˆ)T T ≡ Yiδij (26)
so that the SC state is reached when the element Y1 ≡
1/Λ1−
∑
l T
2
1lΠl corresponding to the bonding eigenvalue
vanishes, leading to Eq. (23) above. It should be noticed
that in the two-band case, regardless the intra-band or
inter-band dominated nature of the pairing, the eigen-
values of the matrix (25) cannot be both zero, unless the
5interband coupling vanishes (see discussion in Appendix
C). On the other hand, in the three-band case discussed
in Sec. III below the matrix (26) has three eigenvalues:
as we shall see, when only one of them vanishes one is in
the usual SC phase, while the vanishing of a second eigen-
value signals the emergence of a TRSB phase. Finally, we
notice also that the procedure introduced here to describe
a multiband superconductor in terms of a single ordering
field can be applied also to the case of spatially inhomo-
geneous superconducting condensates, whose Ginzburg-
Landau expansion near Tc has attracted some interest in
the recent literature.35,36
B. Collective modes in the SC state
Within the present formalism the collective modes in
the SC state can be easily obtained by expanding the
action (18) up to second order in the HS fields. In the
single-band case, where a single HS field is used to de-
couple the interaction, one can follow two alternative but
equivalent roots. Indeed, as relevant variables one can
use either (i) the amplitude and the phase (polar coordi-
nates) or (ii) the real and imaginary part (cartesian coor-
dinates) of the HS field. In Appendix A we show how to
recover the equivalence between the two approaches. In
our case, where a single HS field condenses at the tran-
sition, the second root is the only available one. On the
other hand, when the interaction has a dominant intra-
band character one does not need to use the transfor-
mation (10) to get rid of the antibonding field, and one
can introduce HF fields associated directly to the two
gaps in each band. In this case the approach (i) can be
again used, as it has been done for example to study the
Leggett mode in MgB2 in Ref. [20], and more recently to
investigate Leggett modes across a TRSB transition for
intraband-dominating interactions in Refs. [13,15]. How-
ever, this is not the case physically relevant for pnictides,
as we discussed in the introduction.
From Eq. (18) one can see that the coefficients of the
Gaussian action for the HS field will be given in general
by BCS correlation functions computed with the mean-
field Green’s functions (14), with the identification (24) of
the band gaps. Following the straightforward procedure
described in Appendix A one then finds that
SFL =
∑
q
ηT−qSˆFL(q)ηq, (27)
ηTq = (Reh1,q, iReh2,q, Imh1,q, iImh2q). (28)
Notice that once fixed h¯1 as real, see Eq. (24), one can
identify the real and imaginary parts of the h1 fluctua-
tions as the leading orders in the amplitude and phase
fluctuations of the field, respectively:
Reh1,q = |h1,q|, Imh1,q = h¯1θ1,q. (29)
While the same identification cannot be done for the h2
field, we can still associates its fluctuations to the real
and imaginary parts of the gap fluctuations in each band.
Indeed, by following the same root described in Appendix
A to derive the relation between the averages of the HS
fields and the averages of the physical fermionic operators
(10), one can show that:
〈ψ1,q〉 = 1
Λ1
〈h1,q〉, 〈ψ2,q〉 = − 1
Λ2
〈ih2,q〉, (30)
〈ψ∗1,qψ1,−q〉 =
1
Λ21
(〈h∗1,qh1,−q〉 − Λ1) , (31)
〈ψ∗2,qψ2,−q〉 =
1
Λ22
(〈ih∗2,qih2,−q〉+ Λ2) . (32)
Since the gap operators in each bands are given by ∆l =
glmφm = T
T
lmΛˆmnψn one can also express the average
values of the gap fluctuations in terms of fluctuations of
the hi HS fields as:
〈∆l,q +∆∗l,q〉 = T1l〈Reh1,q〉+ T2l〈iReh2,q〉, (33)
〈∆l,q −∆∗l,q〉 = T1l〈Imh1,q〉+ iT2l〈iImh2,q〉, (34)
and analogous expressions for the correlations functions.
As a consequence, we included the imaginary unit in the
h2 components of the fluctuating vector (28) and we will
refer in what follows to the first two components of ηq as
“amplitude” fluctuations and to the last two as “phase”
fluctuations. Such a decomposition allows one also to eas-
ily identify the character of the fermionic bubbles which
appear in the Gaussian action. Indeed, from Eq. (15)
one sees that amplitude fluctuations are associated to
a σ1 Pauli matrix in the Nambu notation, while phase
fluctuations to σ2 (see also Eq. (A3) in Appendix A).
Moreover, as shown in Appendix A, at long-wavelength
the amplitude and phase sectors decouple, so that they
are described respectively by the following 2×2matrices:
SˆAFL(q) = T Λˆ
11T T /2 + Λˆ−1 =
=
(1
2
∑
l Λ
11
l (q)T
2
1l +
1
Λ1
1
2
∑
l Λ
11
l (q)T1lT2l
1
2
∑
l Λ
11
l (q)T1lT2l
1
2
∑
l Λ
11
l (q)T
2
2l − 1Λ2
)
(35)
SˆPFL(q) = T Λˆ
22T T /2 + Λˆ−1 =
=
(1
2
∑
l Λ
22
l (q)T
2
1l +
1
Λ1
1
2
∑
l Λ
22
l (q)T1lT2l
1
2
∑
l Λ
22
l (q)T1lT2l
1
2
∑
l Λ
22
l (q)T
2
2l − 1Λ2
)
(36)
where the Λijl bubbles are defined in the Appendix A and
the corresponding diagonal matrices are Λˆiilm ≡ Λiil δlm.
In what follows we shall investigate the possibility that
any collective mode is defined in the two sectors, by hav-
ing in mind that a mode corresponds to a solution of the
equation detSˆFL(ω = m,q = 0) = 0 with m < 2∆min,
where ∆min is the smallest gap. In practice we are in-
terested in well-defined resonances below the threshold
of the quasiparticle excitations: thus it is enough to take
into account the real part of the bubbles Λ11l ,Λ
22
l after
6analytical continuation iΩm → ω+ iδ to real frequencies,
since the imaginary parts vanish at ω < 2∆min. The
different behavior of the collective modes will then fol-
lows simply from the different frequency and momentum
dependence of these two bubbles, whose value at q = 0
is connected to the Cooper bubble (21). Moreover, as it
is shown in the Appendix A (Eq. (A29)), at small q and
low T one can write:
Λ11l (q) = −2Πl +Al∆2l +O(q2) (37)
Λ22l (q) = −2Πl +
1
4∆2l
(
Ω2mκl + q
2 ρs,l
ml
)
(38)
where κ, ρs/m represent the compressibility and su-
perfluid density of each band, respectively, and Al =∑
k tanh(βEk/2)/E
3
k (see Eq. (43) below).
By using Eq. (38) one can write down the q = 0 limit
of the phase sector (36) as:
SˆPFL(q = 0) =
(−∑l ΠlT 21l + 1Λ1 0
0 −∑lΠlT 22l − 1Λ2
)
(39)
where we used the constraint (22) for the T matrix to
cancel out the off-diagonal terms at q = 0. Eq. (39) is
one of the first crucial results of the use of the general-
ized transformation T : indeed, not only it decouples the
saddle-point equations, but it also decouples the phase
fluctuations at long wavelengths, connecting their masses
to the eigenvalues of the saddle-point equations them-
selves, leading to a straightforward interpretation of the
roles of the HS fields. Indeed, since below Tc h¯1 = 0,
the self-consistent equation (23) implies that the quan-
tity in square brackets vanishes, so that one immediately
sees that Imh1,q fluctuations describe a massless mode.
This is not surprising, since from Eq.s (24), (29) and (34)
one sees that a phase fluctuation for the ordering h1 field
corresponds to a simultaneous change of the overall SC
phase in all the gaps:
∆l + iT1lImh1 = T1lh¯1 + iT1lh¯1θ1 ≃ ∆leiθ1 . (40)
As a consequence, Imh1 is the Goldstone mode of the
SC transition, that is expected to be massless in the SC
phase. For what concerns instead the fluctuations of the
antibonding field h2 we can first analyze the small fre-
quency expansion of Eq. (36) that follows from Eq. (38),
i.e.:
SˆPFL = −


ω
2
8
∑
l
κl
T
2
1l
4∆2
l
ω
2
8
∑
l
κl
T1lT2l
4∆2
l
ω
2
8
∑
l
κl
T1lT2l
4∆2
l
ω
2
8
∑
l
κl
T
2
2l
4∆2
l
+
(∑
l
ΠlT
2
2l +
1
Λ2
)

,
(41)
where the analytic continuation iΩm → ω + iδ has been
made. As ω → 0 one sees that Imh1 and Imh2 decouple,
and one recovers the massless Imh1 mode, as discussed
above. On the other hand, the fluctuations of the anti-
bonding h2 field do not give rise to any collective mode.
Indeed, the 22 element of the matrix (41) does not admit
any real solution for ω, due to the fact that the quan-
tity in brackets is strictly positive. This result, which
is confirmed by the explicit calculation of Λ22l (ω) at all
frequencies and temperatures, is a direct consequence of
the fact that the h2 field is associated to the antibonding
SC channel of the system. Indeed, as we show in details
in the Appendix B, if h2 were associated to a bonding
SC channel (i.e. a positive eigenvalue in Eq. (6)), the
−1/Λ2 term in Eq. (36) would be replaced by +1/Λ2,
leading to a well-defined mode in Eq. (41), that coin-
cides with the usual Leggett mode, see Eq. (B12). It is
also worth stressing that the absence of the Leggett mode
in a two-band modelization of pnictides does not mean
that relative phase fluctuations of the gaps in the two
bands are absent, but simply that these fluctuations do
not define a coherent collective mode of the system.
For what concerns instead the amplitude sector (35),
by using again the self-consistent equations (22)-(23) and
the relation (37) one sees that at q = 0 in general
SˆAFL =
(
A+O(ω2) B +O(ω2)
B +O(ω2) −C +O(ω2)
)
(42)
where A = 12
∑
lAl∆
2
l T
2
1l, B =
1
2
∑
l Al∆
2
l T1lT2l,
C =
∑
l ClT
2
2l +
1
Λ2
are positive constants, with Cl =∑
k(ξ
2
k/E
3
k) tanh(βEk/2). As one could expect, there
is no massless mode in the amplitude sector, since am-
plitude fluctuations are always costly in the SC phase.
One could then wonder if massive modes are present.
In the single-band case one knows that amplitude fluc-
tuations at q = 0 correspond to a well-defined mode
with frequency m = 2∆, which get easily damped by
interactions37,38. This result follow from the fact that
the coefficient of the amplitude fluctuations reduces (see
Eq. (A5)) to (g being the SC coupling)39
Λ11(ω,q = 0) +
2
g
=
=
∑
k
tanh
(
Ek
2T
)[
− ξ
2
k
E2k
(
1
2Ek + ω
+
1
2Ek − ω
)
+
1
Ek
]
.
(43)
This function of ω vanishes at ω = 2∆ with a square-root
singularity,39 and it is positive everywhere else, see Fig.
1a. In the multiband case described by Eq. (36) above
one is then mixing the Λ11l bubbles of the two bands,
which have in general zeros for two different values 2∆l.
For this reason, unless one considers strictly identical
bands, the detSˆPFL(ω,q = 0) never vanishes, as shown
in Fig. 1b, so that well-defined amplitude modes are ab-
sent. This example shows also that one should be very
careful in computing the collective modes by making a
low-energy expansion of the Λ11l ≃ −2Πl+Al∆2−Bl2ω2
bubbles.16,17 Indeed, one could obtain either spurious re-
sults or masses which are quantitatively wrong, especially
in the TRSB phase where amplitude and phase fluctua-
tions get mixed.14,16,17 We will come back to this point
at the end of the next Section.
Finally, we observe that above Tc the phase and am-
plitude sectors become degenerate, as expected, and one
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FIG. 1: (color online) Left panel: frequency dependence of the
amplitude fluctuations as given by Eq. (43) in the single-band
case. The vanishing at ω = 2∆ signals the presence of an am-
plitude mode with mass m = 2∆. Notice that the quadratic
low-frequency expansion, given by the dashed line, would lead
to a wrong mass m ≃
√
12∆. Right panel: determinant of the
action (35) at T = 0 in the amplitude sector as a function of
ω for coupling values N1 = 1 eV
−1, N2 = 2.2 eV
−1, g12 = 0.5
eV, ω0 = 15 meV. The determinant never vanishes, so that no
well-defined mode is found in this case. The overall negative
sign is due to the presence of the antibonding channel, see
also Eq. (42).
recovers the results discussed in Ref. [29]. Indeed, the
Λ11l and Λ
22
l bubbles coincide, and the leading terms at
small q go like ηq2, γ|Ωm|. More specifically, we observe
that at q = 0 the action for the Gaussian fluctuations
coincides with the usual quadratic expansion of the free
energy, and it s given by:
SFL(q = 0) =
[
1
Λ1
−
∑
l
T 21lΠl
]
|h1|2 +
+
[
1
Λ2
+
∑
l
T 22lΠl
]
|h2|2. (44)
As one can see the coefficient of the h2 field is always pos-
itive, showing that it never orders. In contrast, a wrong
application of the HS transformation (5) lead the au-
thors of Refs. [17,30] to the counterintuitive result that
the coefficient of the antibonding field is always negative,
making it difficult to justify why it should not order.
This shows once more that an extra care is needed to
extend to interband-dominated interactions the results
known for single-band systems, where a single bonding
SC channel exists.
III. THREE-BAND MODEL FOR THE TRSB
TRANSITION
A. Occurrence of a TRSB state in pnictides
Once established the general properties of the collec-
tive modes in a superconductor where bonding and an-
FIG. 2: (color online) Schematic of the band structures
in pnictides in the unfolded Brollouin zone. (a) Typical
band structure for optimally-doped 122 compounds (like e.g.
Ba0.4K0.6Fe2As2), formed by two hole pockets around Γ and
two electron ones at (0, pi) and (pi, 0). In this case the largest
coupling is an interband repulsion between the hole and elec-
tron Fermi sheets, leading to the s± symmetry of the order
parameter with a sign change of the gap between hole and
electron bands. (b) Strong hole doping: in this case the elec-
tron pockets reduce considerably and a third hole pocket ap-
pears at (pi, pi). In the case of KFe2As2 (c) the electron pock-
ets disappear completely. It has been argued that s-wave (b)
and d-wave (c) symmetries are nearby in energy at strong
hole doping. In the s-wave symmetry the change of sign of
the gaps occurs between the two hole pockets at Γ, while on
the remaining bands the order parameter is very small. In the
d-wave symmetry (c) instead the largest gap is on the third
hole pocket and nodes are present on all the Fermi surfaces.
tibonding SC channels coexist, let us now focus more
specifically on the case of a three-band model for pnic-
tides, where an additional repulsion between the two
hole bands is considered. This case has attracted con-
siderable interest in the recent literature due to the ex-
perimental advances in making 122 samples42–44 heavily
hole-doped away from half-filling, until the end member
KFe2As2 is reached.
44–48 Even though a full agreement
between theoretical predictions and experimental results
has not been reached yet, we would like to summarize
here some results relevant for the focus of the present
manuscript. A schematic of the band-structure evolution
from Ba1−xKxFe2As2 to KFe2As2 in the unfolded Bril-
louin zone (one Fe atom per unit cell) is shown in Fig.
2. At intermediate doping (Fig. 2a) the system admits
two hole pockets at Γ = (0, 0) and two electron pock-
ets at (π, 0) and (0, π). The largest interactions in this
situation are the spin-fluctuations mediated inter-pocket
repulsions between hole and electron bands,40,41 that lead
to the s± symmetry of the order parameter, i.e. constant
gaps on all the FS with a change of sign between hole and
electron bands. In this situation, by neglecting nematic
effects making the electron pockets inequivalent, an ef-
fective two-band description as the one discussed in the
previous section is possible.29,31 As doping increases the
electron pockets shrink and a third hole pocket around
(π, π) appears (Fig. 2b), until that only hole pockets re-
main for KFe2As2 (Fig. 2c). In this compound several
theoretical calculations25,26,41 have shown that s-wave
and d-wave symmetry are almost degenerate in energy.
However, the gap hierarchy would be very different in the
8two cases: in the s-wave case the leading interaction is
an interband repulsion at small momentum between the
hole pockets at Γ, so that the sign change between the
gaps is now realized between the two central hole bands
(having eventually accidental nodes27), while on the re-
maining pockets the gap is vanishing. Instead the d-wave
symmetry is driven by a large intraband repulsion within
the hole pocket at (π, π), so that the gap is largest here
and nodes are present on all the FS. The experimental
situation is quite controversial: while ARPES measure-
ments show no nodes at large (x = 0.7) K doping42,43
or accidental nodes for KFe2As2,
48 thermal probes of the
quasiparticle excitations indicate nodal gaps.45,46
From the point of view of the general description of
the collective modes that we will give here, the relevant
aspect is that once that two SC channels are almost de-
generate in energy one can eventually access a phase
where both of them coexist, leading to a TRSB state.
To slightly simplify the notation and to make contact
with previous work on this topic16,17,24 we will discuss
here the case where the order parameter remains in the
s-wave symmetry class, so that the most relevant interac-
tions are interband repulsion between hole and electron
bands, and within the hole pockets at Γ. By assuming
again degenerate electron pockets one can then inves-
tigate for example the minimal three-band model pro-
posed in Ref.[24] where the two hole bands (bands 1,2)
are equal, so that the matrix gˆ of Eq. (3) becomes for
this three-band case:
gˆ = −

 0 Vhh VheVhh 0 Vhe
Vhe Vhe 0

 (45)
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FIG. 3: (color online) Phase diagram of the model (45) ob-
tained by numerical solution of the mean-field equations (25).
Here we used as bosonic scale ω0 = 15 meV. Notice that the
TTRSB line ends at a finite value of λ/η for λ > η, while for
λ < η TTRSB is in principle always finite but it is exponen-
tially suppressed as one moves to small λ values.
As it has been noticed in Ref. [24], despite the fact that
the mean-field equations in this three-band model appear
as a straightforward generalization of the two-band case
discussed in the previous Section, the intrinsic frustration
hidden in the SC model (45) leads to the appearance of
a qualitatively new effect, i.e. the possible emergence of
a s + is state which breaks time-reversal symmetry. In-
deed, in the model (45) each band would like to have a
gap of opposite sign with respect to the gap in the other
bands: when three gaps compete one then realizes a situ-
ation analogous to the antiferromagnet in the triangular
lattice, where spins orients themselves at relative 2π/3
angles. In the SC problem the frustration occurs in the
range of parameters (i.e. interactions and/or tempera-
ture) where two eigenvalues of the matrix Πˆ− gˆ−1 vanish
(see Sec. III-B and Appendix C), allowing for an intrin-
sically complex SC order parameter. Since in this case
∆∗l 6= ∆l time reversal (which corresponds to complex
conjugation) is spontanously broken and the system is in
a s+ is TRSB state. To give a general idea of the range
of parameters for the TRSB phase we show in Fig. 3 the
phase diagram of the specific model (45). Here we as-
sumed for simplicity that the DOS Nl ≡ N in all bands
are equal, so that we can introduce the dimensionless
couplings
η = VhhN, λ = VheN. (46)
As it has been discussed previously17,24, the TTRSB sep-
arating the normal superconductor from the TRSB state
ends at a finite value λcr(η) > η, while for λ < η
the TRSB phase is always present at T = 0, but the
TTRSB is exponentially suppressed. By using η = 0.5
and ω0 = 15 meV for the BCS bosonic scale in the Πl
bubbles, as roughly appropriate for pnictides,32 one ob-
tains λcr ≃ 1.3, leading to a reasonable wide range of
parameters where the TRSB transition can occur. Even
though these numbers have to be considered only indica-
tive for real materials, due to the simplifications of the
model (45) and the overestimation of the critical temper-
atures in mean-field like calculations, for a specific sample
one could indeed observe one of the thermal transitions
marked by vertical lines in Fig. 3.
As we discussed above, several other possibilities ex-
ist for an intermediate TRSB state in pnictides, depend-
ing on the nature of the competing SC channels, that
reflects on the structure of the matrix (45) and on its
eigenvalues. For example, to account for a possible d-
wave symmetry in KFe2As2 one should include a third
hole pockets with a large intraband-repulsion term.41 On
the other hand, the same matrix structure (45) but with
a different identification of the bands30 can be used to
describe the s+ id state that has been proposed for the
electron-doped pnictides.30,49–51 In this case, by adding
to the schematic structure of Fig. 2a an interband re-
pulsion between the electron pockets30,49 one could in-
duce a SC state with a sign change of the gap between
the (0, π) and (π, 0) pockets, that corresponds to d-wave
symmetry, even if without nodes on the FSs. As we shall
see below, our approach allows us to establish a gen-
eral correspondence between the structure of mean-field
equations (25) and the evolution of the collective modes,
providing thus a general scheme to test experimentally
9whether or not a TRSB state is realized, regardless the
specific symmetry of the two degenerate SC channels ac-
tive in the TRSB phase. For this reason, while previous
work has focused on the T = 0 behavior of the collective
modes as a function of the tuning parameter (i.e. the
doping) for the quantum TRSB transition, here we focus
on the possibility to identify the occurrence of a thermal
TRSB transition. Indeed, while the quantum phase tran-
sition between the TRS and TRSB state has in general
only two end points, the thermal transition occurs in a
much wider range of parameters, making eventually its
identification a more accessible experimental task.
B. Collective mode across the TRSB transition
To extend the collective-modes derivation of Sec. II
we will start by considering the most general three-band
model which admits a TRSB state and has one antibond-
ing SC channel. Thus, gˆ must have two positive and one
negative eigenvalue, so that after the rotation R the di-
agonal matrix Λˆ is:
gˆ = R−1

Λ1 0 00 Λ2 0
0 0 −Λ3

R, (47)
where we also set by definition Λ1 ≥ Λ2. For example, in
the simplified model (45) one has that for η > λ is Λ1 = η,
Λ2 = (
√
η2 + 8λ2 − η)/2 and Λ3 = (
√
η2 + 8λ2 + η)/2,
while for η < λ the role of Λ1 and Λ2 is interchanged.
The derivation of the effective action is then a straight-
forward generalization of the procedure used in Sec. II.
In particular, also in this case one has to introduce a HS
field h3 associated with the repulsive channel Λ3, and one
can take advantage of the generalized transformation T
(depending now on three parameters, see Appendix C)
to impose h¯3 = 0 at the saddle point. Indeed, the equiv-
alent of the saddle-point Eq.s (20) can be made diagonal
again by using the three conditions which generalize Eq.
(22), i.e.
∑
l
TilΠlTj 6=i,l = 0, i, j = 1, 2, 3, (48)
so that one is left with
 1Λ1 −
∑
l
T 21lΠl 0 0
0 1
Λ2
−
∑
l
T 22lΠl 0
0 0 − 1
Λ3
−
∑
l
T 23lΠl


(
h¯1
h¯2
ih¯3
)
=
= Y1h¯1 + Y2h¯2 + iY3h¯3 = 0, (49)
where the Yi are the eigenvalues of the matrix gˆ
−1 −
Πˆ which enters the usual mean-field equations (25). As
one can see, in full analogy with the two-band case (20)
above, the coefficient Y3 which multiplies the antibonding
HS field h¯3 is always positive, so that one imposes h¯3 = 0
at the saddle point. The remaining two coefficients Y1, Y2
can both in principle vanishing, leading to finite saddle-
point values of the corresponding HS fields.
Let us discuss the thermal evolution equivalent to one
of the paths (a),(b) in Fig. 3, starting from the non-SC
state. As T decreases and the Cooper bubbles increase
the first coefficient which vanish at Tc in Eq. (49) is for
example Y1. Then h1 is the first HS field which orders.
Its phase can be chosen real h¯1 = R1 real, so all the gaps
are given by Eq. (24) and are real. As the temperature
decreases further, according to the range of parameters
of the matrix g, it is possible that at T = TTRSB also
Y2(TTRSB) vanishes,
Y2(TTRSB) =
∑
l
T 22l(TTRSB)Πl(TTRSB)− 1/Λ2 = 0.
(50)
In this case, as we discuss in the Appendix C, one can also
show that at lower temperatures the imaginary part of h¯2
acquires a finite saddle-point value. More specifically, one
can always choose a gauge where h¯2 is purely imaginary,
i.e. h¯2 = iI2. As a consequence, the mean-field gaps at
T < TTRSB are given by
∆l = T1lh¯1 + T2lh¯2 = T1lR1 + iT2lI2 = |∆l|eiϑ¯l (51)
so that they are intrinsically complex and a TRSB state is
reached. Moreover, the additional Z2 symmetry between
the two possible time-reversal-symmetry breaking ground
states (51) is encoded in the complex conjugation for the
h¯2 field, that leads to a change of sign of all the phases
ϑl without changing the ground-state energy.
The emergence of a finite imaginary part of h¯2 below
TRSB has a precursor effect on the behavior of the col-
lective phase modes above TTRSB. Indeed, in the TRS
phase where all the gaps have trivial phases one can
obtain a straightforward extension of Eq.s (35)-(36) for
the amplitude and phase fluctuations of the HS fields.
In particular, by using again the constraints (48) for
the T transformation, the equivalent of Eq. (39) for the
phase sector ηTq = (Imh1,q, Imh2,q, iImh3,q) in the long-
wavelength q ≃ 0 limit can be written as:
SˆPFL(q = 0) =
=

−
∑
l
ΠlT
2
1l +
1
Λ1
0 0
0 −
∑
l
ΠlT
2
2l +
1
Λ2
0
0 0 −
∑
l
ΠlT
2
3l − 1Λ3


(52)
Eq. (52) is one of the central results of our paper. Indeed,
it establishes a direct correspondence between the masses
of the phase modes and the saddle-point equations (49),
showing that as soon as one reaches the TRSB state,
defined by Eq. (50), the fluctuations of the Imh2 HS
field become massless. It must be emphasized that the
this result holds regardless the structure of the coupling
matrix. Indeed, one can prove (Appendix C) that neces-
sary and sufficient condition to have gaps with non-trivial
phases is that two eigenvalues of the matrix gˆ−1− Πˆ, i.e.
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two Yi coefficients in the diagonal form (49), must van-
ish. Since the T transformation decouples also the phase
modes and connects their masses at T ≥ TTRSB to the
Yi coefficients, it makes possible to show in full gener-
ality that at the boundary between a TRS and TRSB
phase one additional phase mode becomes massless. By
considering then the phase diagram of Fig. (3), such a
massless mode emerges along all the line TTRSB, as well
as for isothermal transitions14,15,17 as a function of the
coupling parameters for the matrix gˆ, like path (c). In
this case the TRSB state would be equally determined
by the condition Y2 = 0, considering Y2 a function e.g.
of the SC coupling λ:
Y2(λTRSB) =
∑
l
T 22l(λTRSB)Πl(λTRSB)− 1/Λ2 = 0
(53)
It is worth stressing that our derivation shows also that
in the three-band case only one additional mode (other
than the Bogoliubov-Anderson Goldstone mode) can be
massless at the TRSB transition. Indeed, for interband-
dominated coupling the fluctuations of the antibonding
h3 field in Eq. (52) do not identify a mode, as explained
in Sec. II. On the other hand, if also the third eigen-
value Λ3 of the matrix (47) were positive, the associ-
ated h3 fluctuations would describe a Leggett-like mode
that cannot become massless, since at least one eigen-
value of the decomposition (49) must be finite (see Ap-
pendix C). The possibility to establish these results on
general grounds is crucial to identify the total number
of massless modes a-priori. Indeed, an explicit numerical
calculations of the collective modes, done e.g. by using
the low-frequency expansion of the bubbles,16,17 becomes
very delicate when one of the gap vanishes, as we shall
discuss in more details in the next Section.
Below TTRSB the behavior of the collective modes is
more complex, due to the mixing between amplitude and
phase fluctuations.14,16,17 Indeed, when the SC gaps ∆l
in each band are complex numbers the fermionic bubbles
which appears in Eq.s (35)-(36) acquire an explicit de-
pendence on the saddle-point values ϑ¯l of the phases of
the SC order parameters. More specifically one has that
Λ11l (q) = Λ¯
22
l (q) + 2 cos
2 ϑ¯lFl(q), (54)
Λ22l (q) = Λ¯
22
l (q) + 2 sin
2 ϑ¯lFl(q), (55)
Λ12l (q) = 2 sin ϑ¯l cos ϑ¯lF (q) +O(q2), (56)
where Λ¯22l is a function of |∆l|, so it coincides with the
expression (A7) of the Λ22 bubble computed assuming a
real gap, and
Fl(q) = 2|∆l|2 T
V
∑
k,n
1
(Ωm + ωn)2 + E2k+q
1
ω2n + E
2
k
(57)
is also a function only of the gap amplitude |∆l|. When
the gaps have trivial phases ϑl = 0, π these definitions
coincide with the ones given in Appendix A and one re-
covers the expansion (37)-(38) used above. Below TTRSB
the most important difference is that the bubbles Λ12l
which appear in the coupling between the amplitude and
phase sectors (see Eq. (A5)) cannot be neglected, making
the structure of the Gaussian fluctuations (27) consider-
ably more complicated. In this situation the structure of
the collective modes is not simplified by the use of the
transformation T . Thus, in order to simplify the numer-
ical computation, we will take advantage of the fact that
thanks to Eq.s (35)-(36) the overall action for mixed am-
plitude and phase fluctuations is a six times six matrix
given by:
SˆFL =
1
2
(
T Λˆ11T T + 2Λˆ−1 T Λˆ21T T
T Λˆ12T T T Λˆ22T T + 2Λˆ−1
)
=
=
1
2
Tˆ
(
Λ11 + 2gˆ−1 Λˆ21
Λˆ12 Λˆ22 + 2gˆ−1
)
Tˆ T ≡ Tˆ MˆTˆ T(58)
where we used the property (9) that Λˆ−1 = Tg−1T T and
we defined Tˆ as a 6×6 diagonal matrix having the 3×3
matrix T on the diagonal. Since detTˆ = 1 the collec-
tive modes will be given by the solutions of the equation
detMˆ = 0. It is worth noting that the corresponding
eigenvectors can be associated to amplitude and phase
fluctuations in the various bands: indeed, the relations
(33)-(34) between the fermionic operators and the HS
fields will read in this case:
〈Re∆l,q〉 = Tl1〈Reh1,q〉+ Tl2〈Reh2,q〉+ Tl3〈iReh3,q)〉(59)
〈Im∆l,q〉 = Tl1〈Imh1,q〉+ Tl2〈Imh2,q〉+ Tl3〈iImh3,q〉(60)
which correspond in a short notation to e.g. 〈Re∆〉 =
T T 〈Reh〉, with the usual inclusion of the imaginary unit
in the fluctuations of the antibonding field h3. Thus it
is not surprising that the Mˆ matrix coincides with the
derivation done in Refs. [16,17] by means of linear re-
sponse theory in the band basis. In addition, in the case
of dominant intraband pairing, where no imaginary unit
is associated to the HS fields, the relations (59)-(60) can
be used to define new bosonic variables. In this case,
when all the gaps are opened so that Im∆l,q = ∆lϑl,q,
by means of the identity (A29) one recovers for the phase
sector the same structure reported in Ref. [15]. Notice
also that the coupling between fluctuations in different
bands is provided by the inverse matrix gˆ−1 of the SC
couplings, while the coupling between the amplitude and
phase sector is diagonal in the band index and it is given
by the Λ12l bubbles of Eq. (56), which are proprtional
to the sin ϑ¯l, so that they differ from zero only in the
TRSB state. This result s very general, and indeed it
can be found also within the phenomenological multiband
Ginzburg-Landau approach of Ref. [14], where the inter-
band couplings are provided by Josephson-like terms.
C. Temperature and coupling dependence of the
Leggett mode
To show explicitly the temperature evolution of the
Leggett modes we will refer for simplicity to the set of
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FIG. 4: (color online) Temperature evolution of the low-
energy modes along the path (a) of Fig. 3, corresponding
to λ = 1.12η. Here Tc = 35.5 K and TTRSB = 23 K. (a):
Temperature dependence of the low-energy mode along with
the minimum gap threshold, obtained by the temperature de-
pendence of the gaps reported in the inset along with the
phases of the hole gaps. (b) and (c): components of the
eigenvectors corresponding to the modes labeled as L1 and
L2 in panel (a). (d): schematic structure of the modes below
and above TTRSB. Here big full arrows denote the equilib-
rium gaps while the thin arrows denote the gaps including
the fluctuations, identified by the big empty arrows. As one
can see, L1 evolves in the ordinary Legget mode for the order
parameters in the two hole bands, while L1 evolves towards
an amplitude mode.
coupling constants defined by eq. (45), which gives rise
to the phase diagram shown in Fig. 3. As one can see,
while Eq. (58) does not allow for a simple identification
of the number and nature of the collective modes, it sim-
plifies the numerical evaluation of the modes since one
does not need to determine also the T matrix. We then
solved self-consistently the gap equations and computed
the matrix Mˆ in Eq. (58), looking for well-defined modes
below the threshold 2∆min provided by the smallest gap
in the problem. We assume conventionally that the gap
in the electron band ∆3 is real and positive, while the
gaps in the hole bands are ∆1 = ∆e
iφ1 , ∆2 = ∆e
iφ2 . Ac-
cording to the phase diagram of Fig. 3, the three phases
correspond respectively to:
3 gaps− SC : ∆3 6= 0, φ1 = φ2 = π (61)
TRSB− SC : ∆3 6= 0, φ1 = φ, φ2 = −φ (62)
2 gaps− SC : ∆3 = 0, φ1 = π/2, φ2 = −π/2 (63)
Let us start from the path labeled by (a) in Fig. 3, see
Fig. 4. Here we identify a mode L1 which softens at
the TTRSB and remains always below the gap threshold.
Above TTRSB L1 is an ordinary Leggett mode associ-
ated to the phase fluctuations in the two hole bands.
Indeed, in this state the pairing in each hole band is
provided by the interband coupling to the third electron
band. Thus, within the hole-bands sector the problem
is formally equivalent to a two-gaps superconductor with
dominant intraband pairing, and the Leggett mode is well
defined. Below the TTRSB the SC order parameter in the
hole bands becomes complex, so that the Leggett-like os-
cillation drives also amplitude fluctuations both in the
hole and electron bands. Observe that below TTRSB a
second low-energy mode appears, labeled L2 in Fig. 4,
which is only slightly below the gap threshold. Indeed,
at T > TTRSB this mode coincides with pure amplitude
fluctuations in the two hole bands, and thus it appears
right at the gap edge 2∆1,2 ≡ 2∆min. However, as one
moves at higher λ/η values or one makes the two hole
pockets inequivalent this mode approaches rapidly the
gap edge, becoming then overdamped. On the other hand
at the full symmetric point λ = η L1 is exactly degener-
ate with the L2 mode. Indeed, at the λ = η point the
three bands are completely equivalent, and the L1 and
L2 describe the same oscillation: the gaps in two bands
approach each other, inducing a change of modulus of
the third gap.16
When one moves in the regime λ < η (path (b) in
Fig. 3) the role of the two modes in the TRSB state
changes and L2 becomes softer. More interestingly, at
T > TTRSB the situation is completely different in this
case, since no soft mode can be found. This result can be
easily understood: at T > TTRSB the gap in the electron
band closes and the system is formally equivalent to a
two-band superconductor with dominant interband cou-
pling. This is the situation discussed in Sec. II, where
no Leggett-like mode is present since only one bonding
SC channel exists. By close inspection of the eigenvector
components in Fig. 5b,c,d one sees that as T → T−TRSB
the L2 mode tends to the Goldstone mode while the L1
mode would coincide to the ordinary Leggett oscillation,
which does not identify a mode above TTRSB for the
reason explained above. We then recover the same result
discussed below Eq. (52) in the language of the h1,2 fields,
i.e. that exactly at T = TTRSB there are two solutions at
ω = 0. However, while the Goldstone mode is always well
defined and it remains massless, the other solution can
be connected to a well-defined mode only below TTRSB,
where all the three gaps are opened. In this respect, as
soon as one modifies slightly the coupling matrix (45)
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FIG. 5: (color online) Temperature evolution of the low-
energy modes along the path (b) of Fig. 3, corresponding to
λ = 0.92η. Here Tc = 18.6 K and TTRSB = 23 K. (a): Tem-
perature dependence of the low-energy mode along with the
minimum gap threshold, obtained by the temperature depen-
dence of the gaps reported in the inset along with the phases
of the hole gaps. (b) and (c): component of the eigenvectors
corresponding to the modes labeled as L1 and L2 in panel
(a). (d): schematic structure of the modes below and above
TTRSB, with the notation of Fig. 4. In contrast to the case
λ > η shown in Fig. 4 here the fluctuations above TTRSB do
not identify a mode. Nonetheless, exactly at T = TTRSB L2
coincides with the Goldstone mode while L1 appears as an
ordinary Leggett-like oscillation of the gaps in the two hole
bands.
in order to make the two hole pockets inequivalent, the
gap in the electronic band in general survive up to Tc.
In this case, a soft mode can be found also in the whole
temperature interval TTRSB < T < Tc, with a similar
temperature dependence as the one shown in Fig. 4.
It is worth noting that in evaluating numerically the
collective modes we retained the full frequency depen-
dence of the electronic bubbles in Eq. (58). Indeed,
the close proximity of one of the soft modes in the
TRSB phase to the gap edge makes the low-frequency
expansion16,17 dangerous, as observed also in Ref. [17].
This is shown explicitly in Fig. 6, where we report the
temperature dependence of the collective modes obtained
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FIG. 6: (color online) Evaluation of the collective modes by
means of a low-frequency expansion of the fermionic bubbles
for the case (a) λ = 1.12η and (b) λ = 0.92η, whose exact
solutions are reported in Fig. 4 and 5, respectively. Notice
that in both cases the frequencies of the low-energy modes are
largely overestimated, and no soft mode is found for λ = 0.92,
in contrast to the correct result.
by using the low-frequency approximation (37)-(38) of
the fermionic bubbles that appear in Eq. (58). As one
can see, while the massless character of the h2 fluctua-
tions is correctly recovered at T = TTRSB, the absolute
value of the low-energy modes in the TRSB state is com-
pletely wrong in this approximation. In particular, in
the case η < λ (Fig. 6b) no mode is found below the
threshold for the quasiparticle excitations. Even adding
the next-order term in the low-frequency expansion (37),
as suggested in Ref. [17], only one mode moves below the
gap edge, in contrast to the correct result (Fig. 5a).
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FIG. 7: (color online) (a) Evolution of the low-energy modes
along the path (c) of Fig. 3, i.e. as a function of the ratio
λ/η at T = 0. The corresponding gap and phase values are
shown in the inset. (b) and (c): eigenvectors components of
the two modes. Notice that at λ = η the L1 and L2 mode
are degenerate, as already observed before.16,17. On the other
hand as soon as one moves away from the symmetric point
one mode moves rapidly towards the gap edge.
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To make also a closer connection to previous work15–17
we show in Fig. 7 the evolution of the low-energy mode
across the quantum TRSB transition, i.e. the path la-
beled with (c) in Fig. 3. Here (see Fig. 7a) the crossing
between L1 and L2 at λ = η is evident, and it is also
clear that in the regime λ < η the vanishing of the elec-
tronic gap will make it more difficult to resolve experi-
mentally the soft mode. Indeed, even if ωL1 remains well
below the gap in the hole bands, it rapidly approaches
2∆min ≡ 2∆3. As we discussed above, this mode is miss-
ing in Ref. [17] since the authors used a low-energy ex-
pansion of the fermionic bubbles in the numerical evalua-
tion of the collective modes. On the other hand, as soon
as one makes the hole pockets inequivalent17 the TRSB
state admits an end point at a finite critical value λminc
also for η < λ, so that all the gaps are finite at TTRSB
and only one mode becomes massless at λminc .
D. Experimental signatures of the Leggett mode
Let us discuss now the relevance of the present re-
sults to the experimental investigation of a TRSB state
in pnictides. A natural probe for the identification of
low-energy phase mode is Raman spectroscopy, in full
analogy with the case of the intra-band dominated su-
perconductor MgB2.
22,23 Even though a full calculation
of the Raman response is beyond the scope of the present
manuscript, by following the results of several previous
works,15,19,23,51 we outline the basic mechanism which
can make phase modes visible in Raman. Raman scat-
tering allows one to measure the response function for a
charge density ρ˜(q) =
∑
k γkρ(q) weighted with a struc-
ture factor γk that accounts for the specific geometry of
the incoming/outgoing light polarization. Since density
and phase fluctuations are conjugate variables,6,9,11,15
phase fluctuations couple to the Raman response as well,
with some caveats on the allowed symmetry for multi-
band superconductors.23 In practice, this means that on
top of the bare Raman response due to quasiparticle ex-
citations, that vanishes below 2|∆min| at T ≪ Tc, col-
lective phase excitations manifest themselves in the Ra-
man response as a peak at the typical frequency ωL of
the corresponding modes.15,23,51 More specifically, when
ωL lies below the treshold 2|∆min| for quasiparticle ex-
citations the mode at low T is weakly damped by resid-
ual impurity-induced scattering processes, so the peak
is sharp. In the specific case of pnictides we have shown
that Fig. 4 represents the typical thermal evolution of the
phase modes across the transition from the TRS to the
TRSB state, see path (a) of Fig. 3 . Since the Leggett-like
mode which becomes massless at the TTRSB lies always
below 2|∆min| it should be visible already when entering
the normal SC state, with a non-monotonic temperature
dependence: it first softens until TTRSB is reached and
then hardens again, saturating at low T , see ωL1(T ) in
Fig. 4. Observe that in Fig. 4 the L1 mode involves above
Tc fluctuations in the two hole bands, which are assumed
here for simplicity to have the same DOS, so that the
interaction anisotropy can be tuned by a simple param-
eter λ/η. However, in real materials the two hole bands
have different DOS, and then different weighting factors
γlk, which are simply proportional to the band masses.
According to the discussion of Ref. [23], this guarantess
that the L1 mode will be visible in Raman, despite it in-
volves phase fluctuations between bands having the same
character.
We also verified that even in the region at λ > λcr ≃
1.3 of the phase diagram of Fig. 3, where the TRSB tran-
sition does not explicitly occurr, the Leggett mode lies
well below the gap treshold 2∆min in a wide range of
temperatures and couplings, as shown also by the T = 0
results reported in Fig. 7. Thus, if in realistic materials
with more anisotropic interactions the phase space where
a TRSB state is realized will shrink,17 making more dif-
ficult to realize a sample which displays the s+ is state,
its proximity can be still evidenced by the emergence of a
phase mode at low (but finite) energy. In this situation,
one can also investigate the effects of the Leggett mode
on other quantities, as for example the superfluid den-
sity. Indeed, by expanding the phase-only action (52) at
low frequency one finds that the Goldstone mode and the
Leggett one are coupled at finite frequency (see e.g. Eq.
(41)). Thus, whenever the Leggett modes is massive it
couples to fluctuations of the overall SC phase, which
in turn can affect the temperature dependence of the
superfluid density,7,11 that has been recently shown to
be highly non-monotonic when 122 systems are strongly
hole doped.44 This issue, which requires to account prop-
erly also for density fluctuations and long-range Coulomb
interactions,11 not included so far, will be the subject of
a future investigation.
IV. DISCUSSION AND CONCLUSIONS
In the present manuscript we analyzed the behavior of
collective phase and amplitude modes in a multiband su-
perconductor with predominant interband pairing, which
is the case physically relevant for pnictide superconduc-
tors. The interband nature of the pairing mixes bond-
ing (attractive) and antibonding (repulsive) SC channels,
that must be treated with care while deriving the effective
action for the SC fluctuations by means of the standard
Hubbard-Stratonovich decoupling. Here we implement
a generalized transformation T of the multiband pairing
operators which has two crucial consequences:
(1) It allows to put the mean-field equations in a diag-
onal form:
(gˆ−1 − Πˆ)~∆ = 0⇒ (Λˆ−1 − T ΠˆT T )~¯h ≡
∑
l
Ylh¯l = 0
(64)
The saddle-point values of the HS fields ~¯h characterize
the SC state. In the ordinary SC phase the eigenvalue
Y1 = 0 connected to the largest SC bonding channel van-
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ishes, and the saddle-point value h¯1 of the corresponding
HS field is finite and can be taken real. The eigenvalue
connected to the antibonding SC channel is always pos-
itive, so that the corresponding HS field is always zero.
In this way, one sees that antibonding channels do not
contribute to the SC state. A TRSB phase in the three-
band model occurs when a second bonding SC channel
becomes active, so that the corresponding eigenvalue, say
Y2, vanishes. In this situation the corresponding imagi-
nary part of the HS fields h¯2 acquires a finite saddle-point
value, and the gaps are intrinsically complex:
Y1 = 0 ⇒ TRS− SC, h¯1 = R1 (65)
Y1 = Y2 = 0 ⇒ TRSB− SC, h¯1 = R1, h¯2 = iI2 (66)
(2) The low-energy behavior of the collective phase
fluctuations is uniquely determined by the mean-field
equations. More specifically, one sees that at q = 0 the
fluctuations in the TRS phase sectors are described as
SPFL(q = 0) ∼
∑
l
Yl(Imhl)
2 (67)
This has several implications: (i) the fluctuations of the
ordering field Imh1 are trivially massless (Y1 = 0) since
this is the Goldstone mode of the SC transition; (ii) for
the two-band case the fluctuations on the antibonding
HS fields do not identify any collective mode, so that for
interband-dominate pairing the Leggett mode is absent,
in contrast to ordinary intraband-dominated supercon-
ductors as MgB2; (iii) in the three-band case the transi-
tion to a TRSB phase (Y2 = 0) is uniquely associated to
massless phase fluctuations described by the imaginary
part of the ordering field h2.
The absence of the Leggett mode in a two-band model
for pnictides can be understood on physical grounds by
having in mind the marked difference between a two-band
superconductor with dominant intra- or inter-band pair-
ing. In the former case one has two bonding SC channels:
the SC transition is controlled as usual by the one giving
rise to a larger condensation energy, i.e. larger gaps. On
the other hand, there exists a second possible solution
with smaller gap values: the Leggett mode describes in-
deed deviations from the ground state in the direction of
this second possible solution. For example, when the in-
terband pairing is positive the two gaps ∆1,∆2 have the
same sign, i.e. the same saddle-point phases ϑ¯1 = ϑ¯2.
In this situation, the Leggett mode identify phase fluc-
tuations of opposite sign in the two bands, that would
lead the system towards the solution ϑ¯1 = −ϑ¯2 with
higher energy, as reflected in the massive character of the
Leggett mode. In this respect, antiphase oscillations can
be put in resonance with the additional SC channel, so
that they identify a collective mode. On the other hand,
when the coupling is predominantly interband there is no
additional SC channel in the problem, so that the same
kind of oscillations do not identify any proper mode of
the system.
For the three-band case, it must be emphasized that
the massless character of the Legget phase mode found
in item (2) above holds regardless the specific nature of
the two SC bonding channels which become degenerate
at the TRSB transition. Thus, it can be applied as well
also to other (multiband or multichannel) systems where
a TRSB phase as been predicted, as e.g. highly doped
graphene52–54, water-intercaled sodium cobaltates55 and
locally noncentrosymmetric SrPtAs.56 The last system is
particularly promising in this respect, since recent muon
spin rotation (µSR) measurements could be actually in-
terpreted as evidence of a TRSB phase.57 Indeed, the
massless character of the phase mode at the transition is
a unique signature of the TRSB transition, that can be
used to rule out other possible interpretation of the µSR
data.
In the specific case of pnictides, by performing an ex-
plicit numerical calculation of the collective modes we
also established some additional results. In particular,
we found that below TTRSB the massless mode becomes
massive again, while a second low-energy mode can ap-
pear in some range of parameters. For the case of pnic-
tides, by scanning in temperature a given sample which
is either in case (a) or (b) of Fig. (3) the appearance of a
mode below the gap threshold will signal the emergence
of the TRSB state. Since phase fluctuations couple to
density fluctuations,11,15,18,19,23 the most direct probe of
this mode is via Raman scattering, in analogy with the
result found for MgB2.
22. Even though a full calcula-
tion of the Raman response is beyond the scope of the
present manuscript, we expect that in the realistic case of
pnictides the temperature evolution of the Raman spec-
tra can offer a powerful mean to the identification of a
TRSB state, shedding then new light on the theoretical
understanding of the pairing mechanism itself in these
unconventional superconductors.
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Appendix A: Equivalence between the Gaussian
action derived in cartesian or polar coordinates
In this Appendix we show that in the single-band case
the Gaussian action for amplitude and phase fluctuations
can be equally derived by using a cartesian (real and
imaginary part) or polar (amplitude and phase) descrip-
tion of the SC fluctuations. In the multiband case, as
we discussed in the present manuscript, one chooses as
convenient variables (i.e., as HS fields) proper combina-
tions of the gaps in the various bands. Nonetheless, when
all the the SC channels are bonding one can still intro-
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duce a set of HS fields associated to the fluctuations in
each band. Indeed, in this case the equivalent of the re-
lations (33)-(34) between the physical fields and the HS
fields do not contain imaginary units. Thus, they are
not only valid for the average values, but they represent
a change of variables for bosonic fields in the functional
integral defining the partition function. This case will
be discussed indeed in Appendix B, where we explicitly
apply our formalism to the two-band case with predomi-
nant intraband pairing. However, as soon as at least one
channel is antibonding the only possible route is to use
collective HS fields properly defined in each channel, as
we have done in the present manuscript. Still, the gen-
eral relations between the fermionic bubbles that we will
establish below can be used to interpret the low-energy
behavior of the collective modes. In particular, it will be
useful to compare the derivation of collective modes in
the TRSB phase given in Refs. [13,15], based on a polar
description, and the one presented here, based on the use
of cartesian coordinates, equivalent also to the approach
of Refs. [16,17].
Let us start again from Eq. (1) written for a single-
band superconductor, and let us decouple the interaction
term by means of the HS decoupling (5), by introducing
an HS field ∆(x). The equivalent of Eq. (12) will then
read:
S = S0 +
∫
dτdx
|∆(x)|2
g
− (∆∗c↓c↑ + h.c.) (A1)
After integration of the fermions the saddle-point value
∆ ( chosen to be real) of the HS field will appear in the
mean-field Green’s function G¯, while its fluctuations will
be decomposed as ∆q = Re∆q + iIm∆q, so that Eqs.
(14) and (15) will be explicitly given by:
G¯−1k =
(
iωn − ξk ∆
∆ iωn + ξk
)
, (A2)
Σq=k−k′ =
√
T
V
(Re∆qσ1 + Im∆qσ2) , (A3)
where ∆ is the solution of the self-consistency equation:
Π =
1
g
⇒ 1
V
∑
k
tanh
βEk
2
1
2Ek
=
1
g
, (A4)
where Π is the Cooper bubble (21) and Ek =
√
ξ2k +∆
2.
The explicit connection established by Eq. (A3) above
between the real and imaginary part of the fluctuating
field and the σ1, σ2 Pauli matrices, respectively, allows
one to derive immediately the coefficients of the action
SFL (18) at Gaussian order:
SCarFL =
1
2
∑
q
ηT−q
(
Λ11(q) + 2g Λ
21(q)
Λ12(q) Λ22(q) + 2g
)
ηq, (A5)
where in analogy with Eq. (27) we defined ηTq =
(Re∆q, Im∆q). The fermionic bubbles are defined as:
Λij(q) =
T
V
∑
k
Tr
[
G¯k+qσ
iG¯kσ
j
]
. (A6)
More specifically we have:
Λij(q) =
1
V
∑
k
[
(uu)ij
E′k − Ek − iΩm
+
(vv)ij
E′k − Ek + iΩm
]
[f(E′k)− f(Ek)] +
+
[
(uv)ij
E′k + Ek − iΩm
+
(vu)ij
E′k + Ek + iΩm
]
[f(E′k)− f(−Ek)] (A7)
where E′k = Ek+q and the coherence factors are given
by:39
(uu)11 = (vv)11 =
1
2
(
1− ξ
′
kξk −∆2
E′kEk
)
(A8)
(uv)11 = (vu)11 =
1
2
(
1 +
ξ′kξk −∆2
E′kEk
)
(A9)
(uu)22 = (vv)22 =
1
2
(
1− ξ
′
kξk +∆
2
E′kEk
)
(A10)
(uv)22 = (vu)22 =
1
2
(
1 +
ξ′kξk +∆
2
E′kEk
)
(A11)
(uu)12 = −(vv)12 = 1
2
(
ξk
Ek
− ξ
′
k
E′k
)
(A12)
(uv)12 = −(vu)12 = −1
2
(
ξ′k
E′k
+
ξ′k
E′k
)
(A13)
As one can easily check, Λ12(q) ∼ ΩmO(q2), so that in
the static limit it can be neglected, leading to the effective
decoupling between the amplitude and phase fluctuations
that has been used in Sec. IIB. Moreover, from Eq. (A7)
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and (A10)-(A11) above it follows that:
Λ22(0) = − 1
V
∑
k
tanh
βEk
2
1
Ek
= −2Π = −2
g
, (A14)
where we used the self-consistency equation (A4) above.
Thus, one immediately recovers the massless character of
the Im∆q fluctuations from Eq. (A5). Notice that since
we did not introduce explicitly the density fluctuations,
other phase modes like the Carlson-Goldman one10,21,58
cannot be explicitly obtained. On the other hand, these
sound-like modes are usually relevant only at high tem-
perature or strong disorder,21 unless the gap has nodes10,
that are not the cases relevant for the present discussion.
Let us now discuss the derivation of the Gaussian fluc-
tuations within the polar-coordinate scheme.11 In this
case, before integrating our the fermions in Eq. (A1),
one can make explicit the dependence on the phase θ of
the HS field by means of a Gauge transformation on the
fermionic fields, cσ(x) → cσ(x)eiθ/2. As a consequence,
while G¯k is unchanged, the self-energy Σkk′ describing
the SC fluctuations will be expressed in terms of the vari-
ables |∆|q, θq:11
Σkk′ =
T
V
|∆|k−k′σ1 +
√
T
V
i
4m
(k − k′) · (k+ k′)θk−k′σ0 +
+
√
T
V
ωk−k′
2
θk−k′σ3 +
+
T
V
∑
s
(k− s) · (s− k′)
8m
θk−sθs−k′σ3 (A15)
As one can see, in this case the self-energy contains only
spatial and time derivatives of the phase, associated re-
spectively to the Pauli matrices ∼ kσ0 and σ3, which
describe in Nambu formalism the fermionic current and
density. Thus, using Eq. (A15) in the expansion (18) one
can write the effective Gaussian action as:
SPolFL =
1
2
∑
q
ζT−q
(
Λ11(q) + 2g − i2qµΛµJ1
− i2qµΛµ1J 14qµqνΛ˜µνJJ(q)
)
ζq,
(A16)
where ζq ≡ (|∆|q, θq). Here we used the quadrivector no-
tation qµ = (iΩm,q), qµ = (iΩm,−q) and we introduced
the generalized current-current bubbles
Λ˜µνJJ = −
n
m
ηµν(1− ην0) + ΛµνJJ , (A17)
ΛµνJJ =
T
V
∑
k
Tr
[
G¯k+qγ
µ(k, k + q)G¯kγ
ν(k + q, k)
]
,(A18)
ΛµJi =
T
V
∑
k
Tr
[
G¯k+qγ
µ(k, k + q)G¯kσi
]
, (A19)
where ηµν = diag(1,−1,−1) and the current vertex is
γµ(k, k + q) =
(
σ3,
k+ q/2
m
σ0
)
. (A20)
Notice that the above definitions (A6) and (A18)-(A19)
are slightly redundant, since e.g. Λ00JJ ≡ Λ33. Neverthe-
less, Eqs. (A18)-(A19) allow for a transparent interpre-
tation of the phase mode in Eq. (A16), whose dispersion
is given explicitly by:
qµqνΛ˜
µν
JJ(q) ≡ −Ω2mΛ˜00JJ + qiqjΛ˜ijJJ −2iΩmqiΛ˜0iJJ . (A21)
Indeed, since only time or spatial derivatives of the phase
field enter the self-energy (A15), the hydrodynamic limit
of the phase mode is easily obtained by taking the q = 0
limit of the current-current fermionic bubbles which ap-
pear as coefficients in Eq. (A21). More specifically, since
Λ00JJ(0) = −κ, where κ is the compressibility, ΛijJJ(0) =
(ρs/m)δij and Λ
0i
JJ(0) = 0, one finds immediately that in
the long-wavelength limit the phase mode has the well-
known sound-like dispersion
qµqνΛ˜
µν
JJ (q) ≃ −ω2κ+ q2
ρs
m
(A22)
which characterizes the Bogoliubov-Anderson mode. In-
stead, in the cartesian notation of Eq. (A5) the disper-
sion of the phase mode must be obtained by performing
the low-q expansion of the Λ22(q) bubble. An alternative
root is to exploit the equivalence between the two deriva-
tions (A5) and (A16), that must be valid at all orders in
q. Here we prove explicitly this equivalence by using the
definitions of the fermionic bubbles and the identity59:
G¯−1k+qσ3 − σ3G¯−1k = qµγµ(k + q, k)− 2i∆¯σ2. (A23)
One can then prove the three equalities:
qµΛ
µ
J2(q) = 2i∆¯
[
Λ22(q) +
2
g
]
, (A24)
qµΛ˜
µν
JJ(q) = 2i∆¯Λ
ν
2J(q), (A25)
qµΛ˜
µ
J1 = 2i∆¯Λ21. (A26)
Let us show for example the demonstration of Eq. (A24).
By means of the definitions (A6) and (A19) and the
equivalence (A23) we have:
qµΛ
µ
J2(q)− 2i∆¯Λ22 =
=
T
V
∑
k
Tr
[
G¯k+q(qµγ
µ(k, k + q)− 2i∆¯σ2)G¯kσ2
]
=
=
T
V
∑
k
Tr
[
σ3G¯kσ2
]− T
V
∑
k
Tr
[
G¯k+qσ3σ2
]
=
= 2i
T
V
∑
k
Tr
[
G¯kσ1
]
= 4i∆¯Π =
4i∆¯
g
(A27)
where we used the definition of the Π bubble, Π ≡
T
2V
∑
k Tr
[
G¯kσ1
]
and the self-consistency equation (A4)
Π = 1/g. The remaining equalities (A25)-(A26) can be
obtained with a similar procedure.59 By means of Eq.s
(A24)-(A25), and using Λµ2J(q) = Λ
µ
J2(−q) = −ΛµJ2 we
then have:
1
4
qµqν Λ˜
µν
JJ(q) = −
i
2
∆¯qνΛ
ν
J2(q) = ∆¯
2
[
Λ22(q) +
2
g
]
(A28)
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so that, since Im∆q = ∆¯θq, we recover the equivalence
between the phase-fluctuation propagator in Eqs. (A5)
and (A16). Analogously, by means of Eq. (A26) we re-
cover the equivalence in Eq.s (A5) and (A16) between
the off-diagonal terms in the amplitude-phase fluctua-
tions, completing the demonstration of the full equiva-
lence of the two procedures. Notice that the above re-
lations (A22) and (A28) allow one to easily derive the
low-momentum expansion of the Λ22 bubble, that has
been used in Eq. (38) of the main text. Indeed, we have
that:
Λ22(q) = −2Π + 1
4∆2
qµqν Λ˜
µν
JJ(q) ≃
= −2Π + 1
4∆2
(
Ω2mκ+ q
2 ρs
m
)
(A29)
Notice that in Eq. (A29) above the coefficient of the
Ω2m term, i.e. the density-density correlation function
Λ00JJ(q), has been taken in the static limit, where it gives
the compressibility. On the other hand, as it is well
known,9 at finite T the dynamic limit of Λ00JJ(q), which
is the one relevant to compute the collective modes at
q = 0 in Sec. II and III, differs from κ. On the other
hand, the low-q expansion of the Λ22(q) can still be con-
nected to the generalized current-current bubbles, that
is the relation needed to recover the equivalence between
the two derivations of the collective modes.
It is worth noting that in the single-band case the de-
scription in terms of cartesian or polar coordinates is
equivalent since one usually chooses a gauge where the
saddle-point gap value ∆¯ is real. Thus, the two descrip-
tions correspond to the same choice of fluctuations di-
rections and are then trivially equivalent. On the other
hand, if one had chosen a finite saddle-point phase for the
gap then the cartesian description of fluctuations would
be very inconvenient, since in this case the Λ12(q = 0)
bubble which couples real and imaginary parts in Eq.
(A5) would be non zero, as we already emphasized in
Eq. (56) above for the TRSB. However, in the single-
band case one could still make a proper rotation to polar
coordinates that would lead again to decoupled ampli-
tude and phase fluctuations. The multiband TRSB case
discussed in Sec. IIIB is instead different. Indeed, in
the TRSB state each gap acquires a non-trivial saddle-
point value for the phase. In this situation, even thought
the choice of polar coordinates for each band could still
make the part of fluctuations described by fermionic bub-
bles ortogonal, the coupling matrix gˆlm in Eq. (58) will
not be diagonalized by this rotation, making amplitude
and phase fluctuations always intrinsically mixed.
Finally, let us derive for the sake of completeness the
relations between the average values of the HS field ∆q
and the physical correlation functions expressed in terms
of the fermionic operators φq defined in Eq. (2) above.
5
Let us discuss it for the case of cartesian coordinates:
starting from Eq. (A1) we add a source field Ψq which
couples to φq such that:
Z =
∫
DcσDc†σD∆D∆† e−S+
∑
q
(φ†qΨq+h.c.)
〈φq〉 = ∂ lnZ
∂Ψ∗q
∣∣∣∣
Ψ=0
, (A30)
〈φ†qφ−q〉 =
∂2 lnZ
∂ΨqΨ∗−q
∣∣∣∣
Ψ=0
. (A31)
To perform explicitly the derivatives on the right-side of
Eqs. (A30)-(A31) we can notice that the total action in
Eq. (A30) can be written as:
S′ = S −
∑
q
(φ†qΨq + h.c.) =
=
∑
q
|∆q|2
g
−
∑
q
[
(Ψ∗q +∆
∗
q)φq + h.c.
]
=
=
∑
q
|∆˜q|2
g
−
∑
q
[
∆˜∗qφq + h.c.
]
+
+
∑
q
|Ψq|2
g
− (∆˜
∗
qΨq + h.c.)
g
, (A32)
where we shifted Ψq + ∆q = ∆˜q. One can then easily
derive the relations:
∂ lnZ
∂Ψ∗q
∣∣∣∣
Ψ=0
=
1
g
〈∆q〉 = 〈φq〉, (A33)
∂2 lnZ
∂ΨqΨ∗−q
∣∣∣∣
Ψ=0
= −1
g
+
1
g2
〈∆∗q∆−q〉 = 〈φ†qφ−q〉,(A34)
where we also used the fact that at Ψ = 0 the averages
of the ∆q and ∆˜q fields coincide. By direct inspection on
the Gaussian action (A5) for the HS-field fluctuations, we
recover the well-known result that the correlator for the
HS field ∆q corresponds to the RPA resummation of the
potential, while the correlator of the physical field gives
the RPA resummation on the corresponding fermionic
susceptibility. For example for the real components we
have:
〈Re∆−qRe∆q〉 = g
1 + g2Λ
11(q)
, (A35)
〈Reφ−qReφq〉 = −Λ
11(q)/2
1 + g2Λ
11(q)
. (A36)
Appendix B: Derivation of the Leggett mode for
dominant intraband pairing
In this Appendix we show explicitly how the general-
ized transformation (9) can be used to obtain the Leggett
mode in the two-band case with dominant intraband pair-
ing, as it would be appropriate for example to MgB2.
20,21.
As it has been shown in Ref. [20] in this case one could
easily obtain the Leggett’s mode dispersion by using a
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straightforward generalization to a two-band case of the
derivation (A16) reviewed above in terms of polar coor-
dinates. By introducing a HS field for each band, with
phases (θ1(q), θ2(q)), the long-wavelength q = 0 phase
fluctuations (decoupled from the amplitude ones) are de-
scribed by the matrix:
SˆPFL =
1
8
( −N1ω2 +A −A
−A −N2ω2 +A
)
(B1)
where A is a constant connected to the matrix gˆ of the
SC couplings and to the saddle-point gap values ∆¯l in
each band
A =
8g12∆¯1∆¯2
detgˆ
. (B2)
In Eq. (B1) we recognize the ω2 expansion derived in Eq.
(A21) above, with the compressibility κl in each band
approximated by the corresponding density of states Nl.
The phase collective modes are found as usual as solu-
tions of the equation detSˆPFL = 0. The first solution
ω = 0 corresponds as to the Bogoliubov-Anderson (BA)
mode, while a second solution exists corresponding to the
Leggett mode18:
ω2 = ω2L = A
N1 +N2
N1N2
. (B3)
Notice that, as already observed by Leggett in his orig-
inal paper,18 this solution only exists when A > 0, i.e.
when detgˆ > 0 (since sign(∆¯1∆¯2) = sign g12), which cor-
responds to intraband-dominated coupling. One can also
easily verify that the BA mode corresponds to fluctua-
tions having θ1 = θ2, while the Leggett mode corresponds
to
(−N1ω2L +A)θ1 −Aθ2 = 0⇒
θ1
θ2
= −N2
N1
(B4)
i.e. to antiphase oscillations in the two bands, weighted
with the respective DOS. As usual, the Leggett mode (as
well as the Carlson-Goldman one) can be equally found
in linear-response theory.21
Let us rewrite instead the effective phase-only action
after using the generalized transformation T . In this case,
since both the eigenvalues Λ1 > Λ2 > 0 of gˆ are positive,
the hyperbolic matrix in Eq. (7) will be replaced by an
ordinary rotation matrix, which preserves the structure
diag(1, 1) present in this case. The T matrix will again
be used to decouple the mean-field equations for the HS
fields:(
1
Λ1
−
∑
l
T 21lΠl 0
0 1
Λ2
−
∑
l
T 22lΠl
)(
h¯1
h¯2
)
= Y1h¯1+Y2h¯2 = 0.
(B5)
where now no imaginary unit is associated to h¯2 since it
decouples an ordinary bonding SC channel, and also Y2
could in principle vanish. However, as soon as Y1 = 0
and one enters the SC state Y2 can never vanish (see Ap-
pendix C), so the h¯1 will still be the only order param-
eter of the SC transition. The effective action will have
the same structure of Eq. (36) derived above, with the
remarkable difference that now the HF field h2 used to
decouple the Λ2 channel will not carry out an additional
i unit, so that the −1/Λ2 term in Eq. (36) is replaced by
+1/Λ2:
SˆPFL(q) =
(1
2
∑
l Λ
22
l (q)T
2
1l +
1
Λ1
1
2
∑
l Λ
22
l T1lT2l
1
2
∑
l Λ
22
l T1lT2l
1
2
∑
l Λ
22
l (q)T
2
2l +
1
Λ2
)
(B6)
To compute the above Eq. (B6) at q = 0 and small ω
we use the expansion (38) of the Λ22 bubbles, so that we
obtain:
SˆPFL = −
(
Bω2 Cω2
Cω2 Dω2 −m2
)
(B7)
where
B =
1
8
∑
l
Nl
∆2l
T 21l (B8)
D =
1
8
∑
l
Nl
∆2l
T 22l (B9)
C =
1
8
∑
l
Nl
∆2l
T1lT2l (B10)
m2 =
1
Λ2
−
∑
l
ΠlT
2
2l (B11)
Notice that m2 in Eq. (B11) above in nothing else than
the second eigenvalue Y2 of the matrix of mean-field equa-
tions (B5) above, which is always non-zero below Tc for
a system with finite interband coupling. It is then clear
that also the matrix (B7) leads to two solutions. The
first one at ω = 0 corresponds to the BA mode: it in-
volves only fluctuations of the Imh1,q field, which thanks
to the gap definitions (24) is indeed an uniform phase ro-
tation for the gaps in both bands, see Eq. (40) above.
The second solution is found at the frequency:
ω2 =
Bm2
BD − C2 . (B12)
We will now show that Eq. (B12) coincides with the ex-
pression (B3) above, by deriving the explicit expressions
of the T matrix from the three conditions established in
Sec. II: det T = 1, Eq. (22)
∑
l T1lΠlT2l = 0 and the
saddle-point equation (23), which defines also the mean-
field gaps ∆l in Eq. (24). One can then easily show that
T =
1√∑
lΠl∆
2
l
(
∆1/
√
Λ1 ∆2/
√
Λ1
−√Λ1Π2∆2
√
Λ1Π1∆1
)
, (B13)
where we also have that the saddle-point value of the HS
ordering field h¯1 is given by
h¯1 = Λ1
∑
l
Πl∆
2
l (B14)
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By means of Eqs. (B13)-(B14) we can then express the co-
efficents (B8)-(B11) in terms of the gap values ∆l and of
the eigenvalues, connected to the matrix gˆ of the SC cou-
plings. With lengthly but straightforward calculations we
then have:
B =
1
8h¯21
∑
l
Nl, (B15)
D =
Λ21
8
N1Π
2
2∆
4
2 +N2Π
2
1∆
4
1
∆21∆
2
2
, (B16)
C =
Λ1
8h¯1
−N1Π2∆22 +N2Π1∆21
∆1∆2
, (B17)
m2 =
Λ1
h¯1
(1−Π1Π2detgˆ) = g12
detgˆ∆1∆2
. (B18)
As a consequence, we get in Eq. (B12) that (BD −
C2)/B = N1N2/8∆
2
1∆
2
2(N1 + N2) and we then recover
the expression (B3) for the frequency of the second eigen-
mode. By means of the same relations one can also prove
that the eigenvector corresponding to the (B12) solution,
i.e. Imh1 = −(C/B)Imh2 describes the antiphase fluc-
tuations (B4) identified above for the Leggett mode.
Appendix C: TRSB transition in a three-band model
In this Appendix we discuss the TRSB transition in the
three-band case in terms of the action for the HS fields. In
general, once given the matrix (47) of the SC couplings,
we are interested to the case where there are two bonding
eigenvalues Λ1,Λ2 and one antibonding one −Λ3. The
T = Pα,β,ϕR transformation in Eq. (9) is defined through
the rotationR which diagonalizes g and the matrix Pα,β,ϕ
consisting in a 3D Poincaré transformation in the h-space
with h1,2 being the spatial (x, y) dimensions and h3 the
time (t) one:
Pα,β,ϕ =


1√
Λ1
0 0
0 1√
Λ2
0
0 0 1√
Λ3

Rxyα H~vxy(β),tϕ


√
Λ1 0 0
0
√
Λ2 0
0 0
√
Λ3

 α, β ∈ [0, 2π] ϕ ∈ R (C1)
Here Rxyα is an ordinary rotation of angle α (with re-
spect to the x axis) in the (x, y) plane, while H
~vxy(β),t
ϕ is
a hyperbolic rotation of angle ϕ in the plane identified
by the t direction and by the versor ~vxy(β) of the (x, y)
plane, β being the angle with respect to x. After the HS
decoupling the equivalent of the action (12) will read:
S = S0 +
∫
dτdx
|h1(x)|2
Λ1
+
|h2(x)|2
Λ2
+
|h3(x)|2
|Λ3|
−
(
h
∗
1ψ1 + h
∗
2ψ2 + h.c.
)
− i
(
h
∗
3ψ3 + h.c.
)
(C2)
We can then proceed as in the two-band case, having
in mind that now the HS field h3 associated to the an-
tibonding channel will enter with an imaginary unit in
both the saddle-point Green’s function (14) and the self-
energy (15), playing then the role of h2 for the two-band
case. We observe that the T matrix depends on three
parameters, i.e. the rotation angles α, β, ϕ of the ma-
trix (C1) above: they are fixed (self-consistently) by the
three conditions (48) above which are used to decouple
the saddle-point equations for the HS fields. In the ordi-
nary SC phase, when only the h1 field has a finite saddle-
point value, the derivation of the action is a straightfor-
ward extension of the calculations presented in Sec. II.
Now we prove briefly that, if exists TTRSB such that
Eq. (50) holds, then the system undergoes a second-order
phase transition to a TRSB phase. In particular, h¯2 will
emerge purely imaginary. First of all we recall that the
T transformation is used to put the saddle-point equa-
tions (25) in diagonal form, see Eq. (26). In the ordinary
TRS phase only one element of the matrix T ΠˆT T − Λˆ−1
vanishes, while at T ≤ TTRSB Eq. (50) holds and a sec-
ond element vanishes. In this situation the h1 and h2
spaces are degenerate and any additional rotation α in
the transformation matrix Pα,β,ϕ will leave the result un-
changed. Hence, if we define in general h¯i = Ri + iIi we
can use the parameter α, along with the U(1) gauge sym-
metry, to impose I1 = R2 = 0. Indeed, even if at some
T < TTRSB one has I1, R2 6= 0 we can pass to an other
solution (~R′, ~I ′) with vanishing I ′1 and R
′
2 by means of
the transformation
ˆ|Λ|−1/2


cosα − sinα 0 0
sinα cosα 0 0
0 0 cosα − sinα
0 0 sinα cosα

 ˆ|Λ|1/2


cosϑ 0 − sinϑ 0
0 cosϑ 0 − sinϑ
sinϑ 0 cosϑ 0
0 sinϑ 0 cosϑ




R1
R2
I1
I2

 =


R′1
0
0
I ′2

 (C3)
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where ϑ is the U(1) angle. Once established the possibil-
ity to choose R2 = 0 we should prove that at T < TTRSB
the ground state favors indeed a finite value of the imag-
inary part of h¯2. Indeed, even if at T = TTRSB Eq. (50)
is satisfied, at lower temperatures there are still three
possibilities: (i) I2 remains zero and Eq. (50) does not
hold anymore, so that R1 reamins the only order param-
eter; (ii) h¯2 opens with a real component R2 only or (iii)
h¯2 opens with an finite imaginary component I2, and a
TRSB phase is established. To show that the case (iii) is
the ground state we make use of the fact that the imag-
inary fluctuations of h2 at q = 0 become massless at
T = TTRSB, as proven in Eq. (52) above. Indeed, let us
write down the expansion of the action at a temperature
T . TTRSB with respect to the mean-field action S˜MF
computed with the solution (i), i.e. ~R = (R1, 0, 0), ~I = ~0.
By using in the fluctuation action the T matrix and the
fermionic bubble evaluated at the expansion point and
the results of Sec. III we have
S = S˜MF +
1
2
δ ~RT (T Λˆ11T T + 2Λˆ−1)δ ~R +
+
1
2
δ~IT (Tˆ Λˆ22Tˆ T + 2Λˆ−1)δ~I +O(R3, I3, RI2, IR3)
(C4)
where δ ~R, δ~I are the displacements with respect to the
expansion point, and δ~I includes the imaginary factor i
of the antibonding channel, in accordance with the def-
inition given above Eq. (52). Observe that in Eq. (C4)
the linear terms do not appear since S
(1)
MF is a stationary
point for the action, and the phase-amplitude couplings
are absent since above TTRSB we have chosen the gauge
where all the gaps are real. Using the relations (37)-(38)
for the q = 0 values of the fermionic bubble we can then
see that δ ~R fluctuations are always costly, so that case
(ii) leads to an increase of the energy. On the other hand,
thanks the identity Λˆ22(q = 0) = −2Πˆ the δ~I fluctuations
have explicitly the form:
δ~ITdiag(0,−a,−b)δ~I = a′(T−TTRSB)I22+bI23 , a, a′, b > 0
(C5)
where we used the fact that at T = TTRSB Eq. (50)
holds and δI2 fluctuations are massless. As one can see,
δI3 fluctuation increase the energy while δI2 fluctuations
decrease it, making the TRS phase unstable towards a
phase with a finite I2, which leads to non-trivial phases
for the gaps (51) and then to a TRSB phase. This in-
stability will be of course compensated by higher-order
terms in the expansion (C4), that can also lead to a fi-
nite δI1 and δR2 along with a finite δI2. However, as we
discussed above, these components can be eliminated by
the trasformation (C3), making the definition (51) fully
general.
We have then proven that the vanishing of a second
eigenvalue of the matrix Πˆ − gˆ−1, i.e. Eq. (50), is a
sufficient condition for a TRSB phase, since when this
happens the h¯2 field acquires a finite imaginary part.
We will now show that this is also a necessary condi-
tion for having a TRSB phase. Let us go back to the set
of self-consistency equations (25), and let us decompose
the matrix Πˆ− gˆ−1 in its eigenvectors at a temperature
T ≤ Tc where the ordinary SC state is established:
Πˆ− gˆ−1 = λ2(T )uT2 u2 + λ3(T )uT3 u3 (C6)
where λi(T ) and ui are real, since the matrix Πˆ − gˆ−1
is real and symmetric. Here we used the fact that below
Tc one eigenvalue vanishes, allowing for a finite solution
~∆. In general, ~∆ is a vector of complex numbers, that
satisfy the self-consistency equation (25), i.e.:
λ2(T )(Re~∆ · u2)u2 + λ3(T )(Re~∆ · u3)u3 = 0(C7)
λ2(T )(Im~∆ · u2)u2 + λ3(T )(Im~∆ · u3)u3 = 0(C8)
Since u2 and u3 are orthogonal, the above equations im-
ply that the vectors Re~∆ and Im~∆ are also orthogonal
to both u2 and u3. Thus, either one of the two vanishes,
or they are paralell to u1. In all these cases the gaps
have all the same phases, and then the state is TRS. On
the other hand, when one additional eigenvalue vanishes
in Eq. (C6), say λ2 = 0, then Re~∆ and Im~∆ belong to
the two-dimensional subspace spanned by u1 and u2, so
that their phases can be complex. In this respect, it can
also be instructive to show how simple geometrical argu-
ments can be used to establish if a TRSB phase exists a
T = 0 for a generic coupling matrix. Let us start from
Eq. (C6) with λ2 =, and let us redefine V =
√
λ3u, so
that Πˆ− gˆ−1 is written explicitly as a projector:
Πˆ− gˆ−1 = VTV. (C9)
This equation allows one to determine V in terms only
of the couplings: indeed, it gives explicitly:
g−1 = −

V 21 −Π1 V1V2 V1V3V1V2 V 22 −Π2 V2V3
V3V1 V3V2 V
2
3 −Π3

 (C10)
Thus, temperature or bands parameters, which only en-
ter via the Cooper bubbles, do not affect the forbidden
direction V, that is fully determined as (let Gˆ be the
inverse of gˆ):
V 21 = −
G12G31
G23
, (C11)
V 22 = −
G21G32
G13
, (C12)
V 23 = −
G31G23
G12
. (C13)
Observe also that V can be identically zero only if all the
interband couplings vanish. Thus is any real multiband
system, where at least one interband coupling is finite,
there must exist one forbidden direction. In the two-
band case this guarantees that the second eigenvalue of
21
the matrix πˆ − gˆ−1 never vanishes. Once V is known,
the self-consistency equations for the gap amplitudes are
also determined by the diagonal terms in Eq. (C10), that
give explicitly:
Πi = Gii + V
2
i = Gii −
GikGji
Gkj
(∀i, k 6= j 6= i) .
(C14)
As one can see, in the TRSB phase the equations for
the gap amplitudes in the various bands decouple, and
they all reduce to a single-band BCS equation with dif-
ferent effective couplings. This allows us also to express
in the self-consistency equations (C7)-(C8) the gap am-
plitudes as a function of the Cooper bubbles, by inverting
the relation Πi(T = 0) = Niasinh(ω0/|∆|i). Thus, Eq.s
(C7)-(C8) above reduce in the TRSB state to
~V ·Re~∆ = 0⇒
∑
l
Vl
ω0 cos ϑ¯l
sinhΠl/N l0
= 0, (C15)
~V · Im~∆ = 0⇒
∑
l
Vl
ω0 sin ϑ¯l
sinhΠl/N l0
= 0. (C16)
As usual, gauge invariance allows us to fix one of the
phases to zero, say ϑ3 = 0. Thus, Eqs. (C15)-(C16)
determine the two remaining non-trivial phases ϑ1, ϑ2 in
terms only of the coupling matrix and band parameters,
given by Eqs. (C11)-(C14) above. For example, in the
case of the coupling matrix considered in Eq. (45) one
has for the the inverse matrix (in units Nl = N = 1):
G = −1
2

−
1
η
1
η
1
λ
1
η − 1η 1λ
1
λ
1
λ − ηλ2

 , (C17)
so that one immediately determines
V 21 = V
2
2 =
1
2η
, V 23 =
η
2λ2
, (C18)
Π1 = Π2 =
1
η
, Π3 =
η
λ2
. (C19)
Thus, Eqs. (C15)-(C16) lead to ϑ1 = −ϑ2 where
cos θ1 = − η
2λ
sinhΠ1
sinhΠ3
≃ − η
2λ
exp
(
1
η
− η
λ2
)
, (C20)
which admits, at fixed η, a finite solution only for λ ≤
λcr(η), see the phase diagram shown in Fig. 3.
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