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Abstract
Direct methods are becoming the most used technique to solve nonlinear optimal control problems. Regular time meshes having
equidistant spacing are most frequently used. However, in some cases, these meshes cannot cope accurately with nonlinear be-
haviour unless a very large number of mesh nodes is used. One way to improve the solution involves adaptive mesh reﬁnement
algorithms which allow a non uniform node collocation. In the method presented in this paper, a time mesh reﬁnement strategy
based on the local error is developed. The technique was applied to solve two problems involving nonholonomic vehicles and it led
to results with higher accuracy and yet with lower overall computational time when compared to a mesh having equidistant nodes.
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1. Introduction
Direct methods have become increasingly useful when computing the numerical solution of nonlinear optimal
control problems (OCP) [2]. These methods directly optimize the discretised OCP without using the maximum
principle. Such methods are known to provide a very robust and general approach. In a direct collocation method,
the control and the state are discretised in a chosen mesh of the time interval. After that, the OCP is transcribed to a
ﬁnite–dimensional nonlinear programming problem (NLP) which can be solved using widely available software [11].
In general, in the discretisation procedure, regular time meshes having equidistant spacing are used. In some cases,
these meshes are not the most adequate to deal with nonlinear behaviours. One way to get results with better accuracy
is to construct a mesh iteratively allowing it to have diﬀerent time steps.
The goal of a mesh–reﬁnement procedure is to improve the accuracy of the solution. Typically, the problem is
initially solved in a coarse uniform mesh in order to capture the basic structure of the solution and of the error. Then,
this initial mesh is sequentially reﬁned according to a chosen strategy until some reﬁnement criteria are achieved.
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Several mesh reﬁnement methods have been described in recent years. In [2] and [3] the authors developed a mesh
reﬁnement procedure for changing the discretisation involving an integer programming technique. In [15] a density
function to generate a ﬁxed-order mesh is used.
In this article, a mesh–reﬁnement strategy based on a block-structured adaptive mesh reﬁnement method [6,10]
for solving continuous–time nonlinear open–loop OCP is presented. The convergence is achieved by increasing the
number of nodes and by selecting their placement according to the local error. The procedure is iterative and it stops
when the local error reaches a user–speciﬁed threshold. To improve computational eﬃciency, in subsequent iterations,
the solution computed in the coarser mesh is used as a warm start in the next iteration, which proved to be of major
importance to decrease the overall computational time.
This mesh–reﬁnement technique is applied to solve two problems involving nonholonomic wheeled robots and
aiming minimum energy. The results show solutions with higher accuracy obtained in less overall computational time
when compared to the ones computed with a mesh having equidistant spacing [12]. When using this strategy there
is no need to know a priori the most appropriately mesh, which is a major advantage of this procedure. Moreover,
with this mesh–reﬁnement strategy, nonlinear OCP solvers can be used in real–time optimization, in particular using
model predictive control to generate close–loop controls [7], since an approximated solution can be produced even
when the optimizer is interrupted at an early stage.
2. Optimal Control Problem
Let one consider the following optimal control problem in Bolza form with input and path constraints [13]:
Minimize
t f∫
t0
L (t, x(t), u(t)) dt + g
(
t f , x(t f )
)
subject to the dynamic constraints
x˙(t) = f(t, x(t), u(t)) a.e. t ∈ [t0, t f ] ,
the input constraints
u(t) ∈ U(t) ⊂ Rm a.e. t ∈ [t0, t f ] ,
the boundary conditions
x(t0) ∈ X0 and x(t f ) ∈ X1
and the path constraints
h (t, x(t)) ≤ 0 ∀t ∈ [t0, t f ]
where x : [t0, t f ]→ Rn is the state, u : [t0, t f ]→ Rm is the control and t ∈ [t0, t f ] is time.
The functions L (t, x(t), u(t)), g
(
t f , x(t f )
)
, f (t, x(t), u(t)) and h (t, x(t)) are deﬁned by the mappings:
L : [t0, t f ] × Rn × Rm → R
g : Rn × Rm → R
f : [t0, t f ] × Rn × Rm → Rn
h : [t0, t f ] × Rn × Rm → R.
3. Time–Mesh Reﬁnement Algorithm
The proposed strategy is based on block-structured adaptive reﬁnement method. It became popular within ﬂuid
mechanics since multigrid algorithms can be used for time and space domains [6].
The adaptive mesh reﬁnement process starts by discretising the time interval t ∈ [t0, t f ] in a coarse mesh, T0,
containing N0 equidistant nodes. After being transcribed into a NLP problem, the OCP is solved in this coarse mesh
to catch the main structure of the solution and of the error. Then, the mesh is progressively reﬁned and it can be
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reﬁned locally or entirely. According to a decision based on some reﬁnement criteria, the mesh is divided in K mesh
subintervals with limits coinciding with nodes in such way that the reﬁned mesh will contain the nodes of the prior
one. Those subintervals that verify the reﬁnement criteria are reﬁned by adding a ﬁxed numberN of equidistant nodes
between each two mesh points.
The local error is computed at each reﬁnement step and this information is taken into account when deciding if
the reﬁnement procedure should continue. The relative error estimate is the L∞ norm of the diﬀerence between the
obtained state trajectory and an higher order approximation of the solution of the dynamic diﬀerential equation. In this
case a 4th order approximation was used by applying the Hermite-Simpson method [2,3]. This procedure is repeated
until the local error reaches a user-speciﬁed threshold (εmax) or when the maximum number of mesh reﬁnement
iterations is reached. This is the reﬁnement criterion chosen on the mesh generation process.
Since the proposed procedure increases the number of nodes, more computational time would be expected. To
decrease the CPU time, when going from a coarser mesh to a reﬁned one progressively, the previous solution is used
as a warm start for the next iteration. To create this warm start the solution obtained in the coarser mesh is projected
in the reﬁned one using the cubic Hermite interpolation. This action proved to be vital in the decreasing of the overall
computational time.
The proposed procedure was implement in MATLAB R2008a combined with the Imperial College London Optimal
Control Software – ICLOCS – version 0.1b [5]. ICLOCS is an optimal control interface and it uses the IPOPT –
Interior Point OPTimizer – solver [14] with the multifrontal massively parallel sparse direct solver MUMPS [1].
4. Nonholonomic Systems
To systems are considered: a car–like robot and a diﬀerential drive robot. A car–like vehicle that moves in a
plane generally has three degrees of freedom: translation along the two axes in the plane and rotation about the axis
perpendicular to the plane. These vehicles cannot move freely in all three degrees of motion due to their steering
constraints. The geometry of such vehicle is presented in Fig. 1a where (x, y) is the position of mid-point of the
axle connecting the rear wheels, ψ is the heading angle and δ is the steering angle. The movement of a diﬀerential
drive robot is based on two separately driven wheels placed on either side of the robot body. There is no need for an
additional steering motion since it can change its direction just by varying the relative rate of rotation of its wheels.
The geometry of such robot is presented in Fig. 1b. Both problems belong to the class of nonholonomic systems [8].
The car–like vehicle (P1) and the diﬀerential drive robot (P2) problems are described as follows. Aiming minimum
energy and considering x(t) = (x(t), y(t), ψ(t)) and u(t) = (u(t), c(t)), the problem (P1) can be stated as
Minimize
t f∫
t0
u2(t) dt
subject to the dynamic constraints
f(t, x(t), u(t)) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
u(t) cos(ψ(t))
u(t) sin(ψ(t))
u(t) c(t)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ a.e. t ∈ [t0, t f ] ,
and the input constraints
u(t) ∈ U(t) = [umin, umax] × [−cmax, cmax] a.e. t ∈ [t0, t f ].
where u(t) is the speed in
[
ms−1
]
, c(t) is the curvature and t is time in [s].
In the other hand, considering x(t) = (x(t), y(t), ψ(t)) and u(t) = (u1(t), u2(t)), the problem (P2) can be stated as
Minimize
t f∫
t0
u21(t) + u
2
2(t) dt
181 L.T. Paiva and F.A.C.C. Fontes /  Procedia Technology  17 ( 2014 )  178 – 185 
x
y ψ
δ
(a) Car–like vehicle
x
y ψ
(b) Diﬀerential drive robot
Fig. 1: Geometry
subject to the dynamic constraints
f(t, x(t), u(t)) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣
(u1(t) + u2(t)) cos(ψ(t))
(u1(t) + u2(t)) sin(ψ(t))
u1(t) − u2(t)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦ a.e. t ∈ [t0, t f ] ,
and the input constraints
u(t) ∈ U(t) = [−umax, umax] × [−umax, umax] a.e. t ∈ [t0, t f ] ,
where u1(t) and u2(t) are the speed of each wheel in
[
ms−1
]
.
For both problems, let one consider the initial and terminal conditions
x0 = (x0, y0, ψ0)(
xn − x f
)2
+
(
yn − y f
)2
+
(
ψn − ψ f
)2 ≤ r2 (1)
where x f = (x f , y f , ψ f ) is an user-deﬁned target point. Let one also consider the path constraint
(y − y¯) + k (x − x¯)2 ≥ 0 ∀t ∈ [t0, t f ] (2)
where k = 10 and (x¯, y¯) = (5, 1).
The main goal is to drive these vehicles from x0 to some point near x f according to the terminal condition (1) and
they have to overcome the obstacle deﬁned by the path constraint (2). The terminal state constrained to be a speciﬁc
point x f is a much harder constraint than the terminal state being near x f , resulting in a much harder optimization
problem as discussed in [9].
5. Main Results
To test and to validate the proposed algorithm, the two problems described in section 4 are solved considering two
meshes:
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· TR time mesh obtained by the reﬁnement strategy;
· TF time mesh considering the smallest time step of TR used for comparison.
In both problems the mesh reﬁnement strategy is highly recommended since the optimal trajectories have highly
nonlinear intervals.
Let one consider t ∈ [0, 10], the starting point x0 = (x0, y0, ψ0) = (0, 0, 0), the target point x f = (x f , y f , ψ f ) =
(10, 0, 0), εmax = 5 × 10−5, r = 0.1 and, for the ﬁrst problem, the input constraints
(P1)
⎧⎪⎨⎪⎩ −1 ≤ u(t) ≤ 1 ∀t ∈ [0, 10]−0.7 ≤ c(t) ≤ 0.7 ∀t ∈ [0, 10]
As can be seen in Fig. 2a, the car–like vehicle successfully overcomes the obstacle and it stops inside of the terminal
condition (1). According to the Fig. 2b, where the controls associated to this problem are shown, the constraint for
the curvature becomes active at the start, at the middle and at the end of the trajectory. Nevertheless, the constraints
for both controls are fully satisﬁed.
The local errors in logarithmic scale for all meshes are shown in Fig. 2c. The subintervals that need reﬁnement
are at the start, at the middle and at the end of the time interval, since the local errors are greater than the speciﬁed
threshold, coinciding with the subintervals where the constraint for the curvature becomes active.
The numerical results concerning the two meshes are shown in Table 1, which shows information about the number
of nodes, the smallest time step, the number of iterations needed to solve the NLP problem, the objective functional,
the maximum absolute local error and the CPU times for solving the OCP problem and for computing the local error
as well. According to Table 1, to solve the OCP using TR results in a solution with maximum absolute local error of
the same order of magnitude when compared using TF and TR has 34% of the nodes of TF . Since the procedure to
obtain TR uses a warm start at each reﬁnement step, the OCP can be solved ﬁve consecutive times and it is still much
faster than to solve this problem with the mesh TF . In fact, it is 23 times faster.
Table 1: Comparing results for the Car-like Vehicle problem
j T j Nj Δt j I j Objective
∣∣∣∣∣∣ε j∣∣∣∣∣∣∞ CPU Solve (s) CPU Error (s)
0 T0 101 1/100 25 9.770017396 1.0294 × 10−2 3.3425 1.0504
1 T1 182 1/400 21 9.779851840 2.5721 × 10−3 2.8055 1.6255
2 T2 577 1/1600 31 9.780493298 6.4075 × 10−4 7.9383 5.4944
3 T3 2193 1/6400 38 9.780537229 1.5982 × 10−4 35.1560 23.1298
4 T4 8707 1/25600 31 9.780539297 3.9958 × 10−5 162.7313 118.2773
TR 8707 1/25600 153 9.780539297 3.9958 × 10−5 211.9736 149.5774
TF 25601 1/25600 406 9.780537787 3.9956 × 10−5 4840.1849 773.1916
Considering the input constraints
(P2)
⎧⎪⎨⎪⎩−1 ≤ u1(t) ≤ 1 ∀t ∈ [0, 10]−1 ≤ u2(t) ≤ 1 ∀t ∈ [0, 10]
the second problem that involves a diﬀerential drive robot is also successfully solved. As shown in Fig. 3a, the robot
overcomes de obstacle in order to get near the target point. The controls are presented in Fig. 3b and the local errors
in logarithmic scale for all meshes are shown in Fig. 3c.
The results for the second problem are given in Table 2. In this case, the reﬁned mesh TR has only 41% of the
nodes of TF however the results have maximum absolute local errors of the same order of magnitude. To solve the
OCP using TR is 6 times faster than using TF even if it takes ﬁve iterations of the reﬁnement procedure.
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(a) Optimal trajectory (b) Controls
(c) Local error for all meshes
Fig. 2: Car–like Vehicle
Table 2: Comparing results for the Diﬀerential Drive Robot problem
j T j N j Δt j I j Objective
∣∣∣∣∣∣ε j∣∣∣∣∣∣∞ CPU Solve (s) CPU Error (s)
0 T0 101 1/100 22 4.986297416 5.3929 × 10−3 3.0716 1.0965
1 T1 401 1/400 18 4.994300676 1.4488 × 10−3 4.6328 3.8348
2 T2 1388 1/1600 62 4.994763257 3.6700 × 10−4 40.6046 14.3451
3 T3 3872 1/6400 46 4.994727562 1.9694 × 10−4 91.0157 45.5956
4 T4 10659 1/25600 43 4.994764934 8.9624 × 10−5 245.9375 156.1778
TR 10659 1/25600 191 4.994764934 3.9624 × 10−5 385.2623 221.0498
TF 25601 1/25600 153 4.994724610 2.2996 × 10−5 2397.8323 863.8204
6. Concluding Remarks
The algorithm using the proposed reﬁnement strategy showed more eﬃciency, since it was much faster to obtain a
solution than the traditional approach by starting with a very ﬁne mesh and still with maximum absolute local error
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(a) Optimal trajectory (b) Controls
(c) Local error for all meshes
Fig. 3: Diﬀerential Drive Robot
of the same order of magnitude. In addition, when using this strategy there is no need to deﬁne a priori the most
appropriately mesh, which is another advantage of this procedure.
The applications presented in this paper demonstrate the advantage of the proposed adaptive mesh strategy, which
leads to results with greater accuracy and with lower overall computational time when compared to using the common
approach [4,12]. At the end of the procedure the problem is solved using an adapted mesh which has a higher
concentration of nodes where they are needed.
The use of adaptive mesh reﬁnement algorithm in real time optimization problems, such as MPC, has beneﬁts since
it is possible to obtain a solution very quickly even if the procedure is interrupted in an early stage. According to Table
1, if the procedure is interrupted after 6 seconds, a solution with local error lower than 2.6 × 10−3 is obtained.
Acknowledgements
The authors acknowledge the support from FCT – Fundac¸a˜o para a Cieˆncia e Tecnologia – under Grants PTDC/EEA-
CRO/116014/2009 and PTDC/EEI-AUT/1450/2012 and from the European Union Seventh Framework Programme
[FP7-PEOPLE-2010-ITN] under grant agreement n. 64735-SADCO.
185 L.T. Paiva and F.A.C.C. Fontes /  Procedia Technology  17 ( 2014 )  178 – 185 
References
[1] MUltifrontal Massively Parallel Solver (MUMPS 4.10.0) Users guide. May 2011.
[2] John T. Betts. Practical methods for optimal control using nonlinear programming. SIAM, 2001.
[3] John T. Betts and William P. Huﬀman. Mesh reﬁnement in direct transcription methods for optimal control. Optimal Control Applications and
Methods, 19(1):1–21, 1998.
[4] M.H.A. Biswas, L.T. Paiva, and M.d.R. Pinho. A seir model for control of infectious diseases with constraints. Mathematical Biosciences and
Engineering, 2013 (in press).
[5] P. Falugi, E. Kerrigan, and E. Van Wyk. Imperial College London Optimal Control Software. User Guide (ICLOCS). 2010.
[6] J.H. Ferziger and M. Peric. Computational Methods for Fluid Dynamics. Springer-Verlag, Berlin, 3 revised edition, 2002.
[7] Fernando A.C.C. Fontes. A general framework to design stabilizing nonlinear model predictive controllers. Systems and Control Letters,
42(2):127–143, 2001.
[8] I. Kolmanovsky and N.H. McClamroch. Developments in nonholonomic control problems. IEEE Control Systems, 15(6):20–36, 1995.
[9] H. Michalska and D.Q. Mayne. Robust receding horizon control of constrained nonlinear systems. IEEE Transactions on Automatic Control,
38(11):1623–1633, 1993.
[10] N. Nikiforakis. Mesh generation and mesh adaptation for large-scale earth-system modelling. Philosophical Transactions of the Royal Society
A: Mathematical, Physical and Engineering Sciences, 367(1907):4473–4481, 2009.
[11] L.T. Paiva. Optimal control in constrained and hybrid nonlinear system: Solvers and interfaces. Technical report, Faculdade de Engenharia,
Universidade do Porto, 2013.
[12] L.T. Paiva and F.A.C.C. Fontes. Mesh reﬁnement strategy for optimal control problems. In 11th International Conference on Numerical
Analysis and Applied Mathematics, AIP Conference Proceedings. American Institute of Physics, September 2013.
[13] Richard B. Vinter. Optimal Control. Springer, 2000.
[14] Andreas Wa¨chter and Lorenz T. Biegler. On the implementation of an interior-point ﬁlter line-search algorithm for large-scale nonlinear
programming. Mathematical Programming, 106(1):25–57, March 2006.
[15] Yiming Zhao and Panagiotis Tsiotras. Density functions for mesh reﬁnement in numerical optimal control. Journal of Guidance, Control, and
Dynamics, 34(1):271–277, January 2011.
