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Summary 
Mathematical models of the interaction between predator and host populations 
have been expressed aa systems of nonlinear ordinary differential equations. 
Solutions of such systems may be periodic or aperiodic. Periodic oscillatory 
solutions may depend on the initial conditions of the system or may be limit 
cycles. Aperiodic solutions can, but do not necessarily, exhibit oscillatory be- 
havior. Therefore, it is important to characterize predatory-prey models on 
the basis of the possible types of solutions they may possess. This characteriza- 
tion can be accomplished using some well-known methods of nonlinear analysis. 
Examination of the system singular points and inspection of phase plane por- 
traits have proved to be useful techniques for evaluating the effect of various 
modifications of early predator-prey models. Of particular interest is the exis- 
tence of limit cycle oscillations in a model in which predator growth rate is a 
function of the concentration of prey. 
INTRODUCTION 
Lotka' and Volterra2 utilized nonlinear hfferential equations to 
assist their study of predator-prey relationships. The results of 
their investigations for batch cultures are well known and are given 




- = pH - k IHP 
where t = time, H = concentration of hosts (prey), P = concentra- 
tion of predators, kl  = constant, kf = constant, p = specific growth 
rate of the hosts, and 6 = specific death rate of the predators. 
@ 1970 by John Wiley I% Sons, Inc. 
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Bungay and Bung& have written similar equations for a com- 
pletely mixed culture with a continuous input of sterile medium. 
These equations are : 
dH 




- = LZHP - D P  (4) 
where D is the dilution rate. Equations (3) and (4) have incorpor- 
ated the assumption that the overflow of predator and prey, D P  and 
D H ,  is much larger than the decrease in population due to death. 
Such an assumption seems justified except for very low dilution rates. 
Second order kinetic expressions have been used to describe both the 
predator growth and the host consumption. 
A critical examination of eqs. (1) and ( 2 )  and eqs. (3) and (4) 
reveals some obvious difficulties. Equation (1) and eq. (3) indicate 
that in the absence of predator populations the host will increase 
exponentially with time. This unrealistic behavior can be altered 
by assuming that the specific growth rate of the host is a function of 
some nutrient in the environment, 
P = A s )  ( 5 )  
where s is the concentration of a limiting nutrient. A functional 
relationship based on second order kinetics can be proposed for the 
growth of the host. This is similar to the original Lotka-Volterra 
assumptions and results in eq. (6) for p(s)  : 
S 
S 
P = P ;  
where F and *s are any reference values for p and s as illustrated in 
Figure 1. Combining eqs. (3), (4), and (6), and writing a material 
balance equation for s results in the following model: 
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where SI = concentration of s in the inflowing medium, 1- = host 
yield constant, host produced/substrate consumed, and W = preda- 
tor yield constant, predator produced/host consumed and where the 
following definitions have been introduced 
The model given by eqs. (7), (8), and (9) assumes that the host 
and predator yields are constant. S o  claim can be made that such 
an assumption is exactly true in any specific food chain over long 
periods of time. Holyever, experimental studies by Nonod,* Herbert 
e t  at.,5 Schultze,6 Proper and Garver,’ and Curds and CockburnX sug- 
gest that the assumptions are approximately true for the food chain: 
Soluble Organic ~ heterotrophic - holozoic 
nutrients bacteria protozoa 
The Lotka-Volterra model and the model proposed by eqs. (7), (S), 
and (9) do not indicate the existence of an upper limit on the host or 
Fig. 1. Linear variation of p and S. 
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predator specific growth rate. 1I  onod4 introduced the following 
function to account for saturation of bacterial specific growth rates, 
S 
P = P m a x  ___ 
K + s  
where K is a constant. Proper and Garvrr' have used a similar 
expression to describe the specific growth rate of a protozoan popula- 
tion as a function of its food supply, 
H 
L t H  tl = tlrnax ~ 
By introducing eqs. (10) and (11) into eqs. (7),  (S), and (9) a more 
refined model is obtained as given by eqs. (12), (13), and (14): 
ds p m a x  sH - = D(s1 - s) - ~ __ 
dt I' K + s  
(12) 
(13) 
sH tlrnax H P  DH dH 
dt K f S  
_ -  
W L + H  - P m s x  __ - 
The model as given by eqs. (12), (13), and (14) has been described 
previously by Drake et al.,9 Bungay and B ~ n g a y , ~  and Canale'OJl for 
bacterium-protozoan systems. 
It is important to be able to characterize the behavior of the solu- 
tions of the above models. 1;or example, the solutions of the Lotka- 
Volterra equations are a family of closed curves on the HP-plane. 
These closed curves represent a cyclic variation of both H and P with 
time. Much interest has been expressed by the scientific community 
regarding the existence or nonexistence of such cycles in nature. In  
1934 Gausel* published his famous experiments on predation in a 
protozoan system. SlobodkinI3 has discussed the reality of cycles in 
nature. A recent monograph by Salt1* has reviewed much of the 
writings on predation. 
The Lotka-Volterra model is easy to solve for the relationships 
between H and P.  The solutions of the modified predator-prey 
models are much more difficult to obtain. Both modified forms are 
highly nonlinear and general solutions have not been found. The 
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purpose of this paper is to use the methods of nonlinear mechanics to 
study the behavior of the solutions of the modified models. It is of 
interest to know whether periodic solutions are possible in the modi- 
fied models. If periodic solutions exist, are they limit cycles or 
oscillations which depend on the system initial conditions? I t  is 
hoped that such a study will increase our insight into the basic 
biological mechanisms involved in predator-prey interactions. 
Phase Plane Analysis 
The behavior of nonlinear predator-prey models niay be studied 
by a technique known as phase plane analysis. As an introduction 
to this method of analysis, consider a system of two first order dif- 
ferential equations in the general, unspecified variables x and y :  
d x  
dt 
- = F(x,y) 
The goal will not be that of finding solutions of the equations, but 
rather that of determining the possible geometric configurations of the 
solution curves. The solution curves will be studied on the xy-plane 
with the independent variable t treated as a parameter. A curve is 
thus traced which may have a variety of configurations as shown in 
Figure 2. The arrows show the direction in which the point P(x,y)  
moves as t varies from - to + a. 
A S T A B L E ~ T I N  B UNSTABLEmlTION 
Fig. 2. Phase plane configurations. 
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A point (Z,c) at  which both F(x,y) and G(x,y) are zero is called an 
equilibrium point, or a singular point. A singular point is called 
isolated if a circle exists which has a center a t  (Z,$) and contains no 
other singular points. The singular points of a system are important 
since they denote stationary values of x and y. If the system initial 
conditions happen to be at  a singular point, then the solution of the 
system is given by the equations x = 2 ,  y = $ for all t .  In  Figure 2a, 
P(x,y) approaches the singular point in the limit as t approaches + a. 
The resulting motion converges toward the singular point and the 
singular point is called stable. If however, the arrows point out- 
ward and diverge from the singular point as t approaches + a the 
singular point and resulting motion are considered unstable. Figure 
2b illustrates such a case. 
Consider a system represented by eqs. (15) with an isolated singular 
point (2,jj) at the origin where Z = 0, y' = 0. If the singular point 
is not located a t  the origin, a simple translation u = x - Z, 11 = 
y - ij, can be imposed. To study the solutions near the singular 
point expand F(x,y) and G(x,y) in a power series: 




So te  that the constant terms are missing since F(0,O) and G(0,O) are 
zero. Xear the origin the magnitude of x and y is small and the 
terms of second and higher order are very small compared to those of 
first order. Therefore i t  is reasonable to approximate eqs. (16) and 
(17) by the linear system : 
- -  dy - a2x + bny + c2x2 + dtxy  + e2y2 4- . . , 
dt 
dx 
- = alx + bly 
at 






a l =  b x  
bl = 
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It is also reasonable to conjecture that the configuration of the non- 
linear system is the same as that of the approximating linear system 
near the singular point. These expectations can be proven true 
except for a few borderline cases.* In  the borderline cases the linear 
terms are not sufficient to characterize the solution trajectory pat- 
terns. In  these cases i t  is necessary to include second or higher order 
terms in the analysis. 
1;or the study of singular points of nonliner systems it is seen that 
the configurations to be expected for the approximating linear system 
are indispensable. Fortunately, the knon-n theory of linear differ- 
ential equations is sufficient to classify the configurations which 
arise. The general solution of the linear approximating equation can 
be written in the form: 
x = aeAlt + beA2f (20) 
where a, b, c, and d are constants and X I  and X2 are the characteristic 
roots satisfying the determinant 
l a l - - X  bi I 
I = o  ( 2 2 )  , 
a2 b 2 - X  
The behavior of the solution curves can be related to the values of h1 
and X B .  
A singular point is classified as a node if the roots XI and h2 of 
eq. (22)  are real and of the same sign. Examples of nodes are shown 
in Figure 3. If the real roots are both negative the node is stable 
and the solution trajectories approach the origin as t approaches + m . 
This behavior is also apparent from eqs. (20) and (21). If the roots 
are both positive the node is unstable and the trajectories diverge 
from the origin as t approaches + m . 
*The rigorous proof of these and other results can be found in any text covering 
the analysis of nonlinear differential equations, for example, Chapter 7 in Stern.16 
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STABLE UNSTABLE 
Fig. 3. Soda1 points. 
A singular point is called a saddle point if the characteristic roots 
are real and of the opposite sign. Equations (20)  and (21) show 
that the motion is unstable. Figure 4 shows a saddle point and its 
divergent pattern. 
A singular point is known as a focal point if the characteristic 
roots are complex conjugate numbers with nonzero real parts. Sear  
a focal point the solution trajectories behave as spirals as shown in 
Figure 5. If the real part of the characteristic roots is negative the 
focal point is stable and the solution trajectories spiral toward the 
Fig. 1. Unstable saddle point. 
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STABLE UNSTABLE 
Fig. 5. Focal points. 
origin as t approaches + m . If the real part is positive the motion 
is unstable and the spiral diverges. 
If the characteristic roots are pure imaginary numbers all the 
trajectories in the neighborhood of the singular point are closed 
curves and correspond to periodic solutions of the linear differential 
equations. Such a singular point is known as a vortex point and is 
illustrated in Figure 6. It is not possible to extrapolate this type of 
periodic motion from linear approximating equations to the cor- 
responding nonlinear problems. The exact behavior of the non- 
linear system will depend on higher order terms. 
In  summary, second order nonlinear differential equations can be 
studied in the phase plane by an analysis of the system singular 
points. In  many cases the behavior of the nonlinear system is 
similar to an approximating linear system near the singular points. 
It is proposed to use such techniques of analysis to study predator- 
prey models. 
Analysis of Predator-Prep Models 
The three predator-prey models introduced earlier will be studied 
by the method of phase plane analysis. This analysis will quanti- 
tatively demonstrate the differences in the behavior of the solutions 
of each of the models. The effects of including host nutrients in the 
model while retaining second order kinetics can be evaluated by 
comparing the resulting solutions with the Lotka-Volterra model. 
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Fig. 6. Vortex point. 
The effects o including a saturation in the growt.. rates of the host 
and predator can be studied by comparing the resulting solutions with 
the solutions obtained assuming second order growth kinetics. 
The transformation, 
u = H - &  
v = P - P converts eqs. ( 3 )  and (4) for the continous culture 
form of the Lotka-Volterra model to eqs. (23)  and (24). 
~ = ( p  - D - k1P)u - (klC7)v - kluv (23) 
(24) 




__ = k2PU f ( l i l f i  - D)v  f k z ~ ~  
where fi and P are the singular points of eqs. (3) and (4). 
linear approximation of eqs. (23)  and (24) is 
The 
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The singular points of the system are obtained by setting the left 
hand side of eqs. (3) and (4) equal to zero and solving for the appro- 
priate values of H and P.  The system has two singular points, 
(i) z7 = 0, P = 0 
where p must be greater than D for positive P .  
Sear the singular point (i) the linear approximating equations are 
and the characteristic roots satisfying 
~ p - D - - X  0 ,  
, = o  
I0 -D - x i  
are X1 = p - D and X 2  = - D. 
sign for p greater than D .  
point. 
The roots are real and of opposite 
Singular point (i) is therefore a saddle 
Sear the singular point (ii) the linear approximating equations are 
and the characteristic roots satisfying 
are X = f j d D ( p  - D )  for p greater than D ,  where j = dy. 
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Fig. 7. Solution of Lotka-Volterra model. 
Since both roots are imaginary, singular point (ii) is a vortex point.* 
Figure 7 shows a sketch of the solution trajectories. 
The predator-prey model containing second order effects of host 
food supply given by eqs. (7), (8) ,  and (9) can be written in the 
dimensionless form 
dx 
- = 1 - x - 312y 
d0 
_ -  dy  Alxy - y - Nyz 
d0 (37) 
where 6 = Dt, x = S / S I ,  111 = Esr/Di, y = H/Z-sr ,  N = i jYsr/Dfi ,  
and z = P/WI'SI. 
In general, given an initial condition, the solution of eqs. (26), (27), 
and (28) will trace a curve in the xyz-space. However, it can be 
*This example, as a borderline case, should include an analysis of second order 
However, it has been shown by Volterra2 that eqs. (3) and (4) possess terms. 
periodic solutions as indicated by the singular point analysis. 
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shown that for any given initial condition the sum (x + y + Z) 
always approaches unity. Let 4 = x + y + z ,  and add eqs. (as), 
(27) and (28) to obtain: 
d 4  - = I - +  
dB 
the solution of which is 4 = 1 - (1 - &,)e-O, where &, is the initial 
value of the sum 4. All the solution trajectories in three dimensional 
space approach the plane x + y + z = 1 as B approaches infinity. 
Further, if &, = x + y + z = 1 to start with, then dd/dB equals zero, 
and the solution trajectories remain on the plane x + y + z = 1. 
Thus the characteristics of the singular points of the three-variable 
problem represented by eqs. (26 ) ,  (27), and (28) can be studied as a 





- = My2 - 2 
where y is the dimensionless host variable and z is the dimensionless 
predator variable. 
With the change of variables u = y - i j  and v = z - i the linear 
approximation of eqs. (29) and (30) can be written as 
where 2, i j ,  and Z are the values of 2, y, and z a t  a singular point. 
The model given by eqs. (29) and (30) has three singular points 
(i) Z = 0 
g = o  
z = 1  
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(ii) z = 0 
1 
N 
(iii) f j  = - 
- N x=- 
M + N 
1 N 2 = 1 - - - -  
N + N 
where in each case 2 + + E = 1. 
N / ( N  - l), and A 1  - 1 > (M,”). 
The values of 5, fj, and E remain positive provided N > 1, AI > 




A * - 1  1 U 
which have characteristic roots XI = 111 - 1 and Xz = -1. 
M must be greater than 1 this singular point is a saddle point. 
Since 
The linear approximating equations near singular point (ii) are 
u-hich have characteristic roots XI = 1 - A 1  and X2 = ( N / M ) ( M  - 
1) - 1. Since it has been required that 111 - 1 > (M,”), singular 
point (ii) is also a saddle. 
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Sear  singular point (iii) the linear approximating equations of 






M + N 
- -  
- 1  'I V 
which has the characteristic roots 
In  this case singular point (iii) is a stable node if 4[M - 1 - (M,")] 
< ( M / N ) 2  and a stable focal point if 4[X - 1 - (Jf/N)] > ( M / N ) * .  
Figures 8 and 9 demonstrate the possibilities. 
Higher order sophistication can be obtained in predator-prey 
models by considering saturation in the growth rates of the predator 
and the host. This model described by eqs. ( la) ,  (13), and (14) can 
be put in the dimensionless form 
dz Byz 
- - 2  
dB b + y  
where 0 = Dt, x = s j s I ,  A = pmax/D, a = K / s ~ ,  y = H / Y s I ,  B = 
qmBX/D, b = L / Y s I ,  and z = P/YWSI .  Equations (32), (33), and 
(34) can be added and integrated to show that the sum t#J = x + y + 
z approaches 1 as 0 approaches infinity, and that if t#Jo = 1 at  t = 0 
then t#J = 1 for all t. Thus the above model can be studied on the 
plane x + y + z = 1 with the equations 
(35) 
dY A(1 - Y - Z)Y BY2 
db' a + l - y - z  b + Y  - Y - -  
_ -   
dz Byz 
dB b + y  
- - 2  (36) 
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-1 
Fig. 8. Phase plane trajectories for predator-prey model without growth rate 
saturation. 
Fig. 9. Phase plane trajectories for predator-prey model without growth rate 
saturation. 
BIOTECHNOLOGY AND BIOENGINEERING. VOL. XII, ISSUE 3 
MODELS DESCRIBING PREDATOR-PREY INTERACTION 369 
where y is the dimensionless host variable H /  Y s r ,  and z is the dimen- 
sionless predator variable P/  Y W S I .  
The change of variables u = y - Q and v = z - i is introduced to 
obtain the linear approximation of the model near the singular point 
(2,  i j ,  5 )  which gives 




The model with saturation of growth rates as given by eqs. (32), (33) , 
and (34) has three singular points 
(i) z = 0 
i j = o  
(22) i = 0 
Z = 1  
a x=----- 
A - 1  
Q = 1 - -  a 
A - 1  
b 
(iii) Q = __ 
B - 1  
Ab 
% = - -  a + - -  
2 '( B - 1  B - 1  
1 A b  1) i = 1 - -  b +;(a+,- 
B - 1  - 
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where each singular point is on the plane x + y + z = 1. The 
values of 2, ij, and Z a t  each singularity should not be negative. This 
is guaranteed if A > a + 1, B > b + 1, and [(B - l)/b] [(A - 1 
- a ) / ( A  - l)]  > 1. 
The linear approximating equation near singular point (i) are 
which have characteristic roots A1 = [ A / ( a  + l ) ]  - 1 and A? = - 1. 
Since it has been required that A > a + 1 singular point (i) is a 
saddle point. 
The model near singular point (ii) has a linear approximation 
which may be written as 
a A  
0 
B ( A  - 1 - a 
b(A - 1) + A  - 1 - a  
- - ( A  - 1 - U)(A  - 1) 
aA X 
(B - 1)(A - 1 - a)-b(A - 1) 
b(A - 1) + il - 1 - a 
U i 2, 
with the characteristic roots 
- (A  - 1 - a ) ( A  - 1) 
A1 = 
a A  
B - 1 A - 1 - u  
b A - 1  
- 1  
A? = 
A - 1 - a  
+ b(A - 1) 
This singularity represents a saddle point since it has been required 
that A > a + 1, B > b + 1, and [ ( B  - l)/bl [ ( A  - 1 - a ) / ( A  - 
l ) ]  > 1. 
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Sear  the singular point (iii) the model has a linear approximation 
given by 
clUi r l -  5 - A C +  '42 - . Z(1 - B)  r'' I - I &  
t a + Z  b + G  
= [E(B - 1) 
b + G  
- 1  A a + l  
1 - 2 - A j j  1 
-'I ':] V 0 
where 
The linear equations have the characteristic roots 
1 1 l - Z - A i j + A Z  E(l - B)  A = - [  2 a + Z  b + j j  
;[(l - Z - A 5  + AZ 
a + 5  
1 - 5 - A 5  - 
( i ( H  
- 1))]"2 
+ 4 (  a + 5  b + Q  
It is possible to show that the above characteristic values can be 
real and negative indicating that the singularity at (iii) is a stable 
node. Figure 10 shows the solution trajectory configuration for 
the case where A = 30, a = .02, b = . I ,  and B = 2 .  By selecting 
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2 - P r n ,  t 
*I 
Fig. 10. Phase plane trajectories for predator-prey model with growth rate 
saturation. 
A = 30, a = .02,6 = .l, and B = 3, the characteristic values become 
complex conjugates with negative real parts indicating a stable 
focal point. Figure 11 shows the results for this case. The char- 
acteristics roots become complex conjugates with positive real parts 
when A = 30, a = .02, 6 = .1 and R = 4. In this case singular 
point (iii) is an unstable focal point. The solution trajectories 
eventually approach a closed curve on the plane x + y + z = 1. 
Figure 12 shows a sketch for this case. The closed curve is called a 
limit cycle and represents a periodic solution to the predator-prey 
model. The shape, amplitude, and frequency of the periodic solu- 
tion are independent of the initial values of x, y, and z and depend 
only on the values of A ,  B,  a,  and 6. An approximate solution for 
this limit cycle has been obtained by Canale'O using the method of 
perturbation. 
DISCUSSION AND SUMMARY 
Phase plane sketches of predator-prey relationships can be used to 
gain a more complete understanding of the Lotka-Volterra model. 
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Fig. 11. Phase plane trajectories for predator-prey model with growth rate 
eaturation. 
Fig. 12. Phase plane trajectories for predator-prey model with growth rate 
saturation. 
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The effects of two proposed refinements in the model can also be 
evaluated. Such phase plane sketches can be obtained with the 
aid of an analysis of the singular points. 
The Lotka-Volterra model has only two singular or equilibrium 
values, 
(i) l2 = 0, P = 0 
If p > D, singular point (i) is a saddle point and singular point (ii) 
is a vortex point. The 
solution of this model gives these type oscillations and no other 
possibilities for solutions exist. Thus in his text Gausel* stated: 
“We expected at the beginning of this chapter to find ‘classical’ 
oscillations in numbers arising in consequence of the continuous 
interaction between predators and prey as was assumed by Lotka 
and Volterra.”* The inflexible nature of this model has brought 
about these and many other difficulties during recent years. For 
example, Burbanck and E k e d 5  have suggested that Gause’s experi- 
ments failed to produce cycles because of nutritional deficiencies in 
the system. 
The model considering second order effects in the host growth due 
to a limiting nutrient in the substrate has three equilibrium values: 
A sketch of the system is shown in Figure 7. 
- 0  
P 
w Ysr (i) -  
- 0  
P 
w Ysr (ii) -  
*G. F. Gause, “The Stuggle for Existence,” The Williams and Wilkim Co., 
Baltimore, Md., p. 140. 
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If N > 1, 41 > [ N / ( N  - l)], and J l  - 1 > ( M / N )  thensingular 
points (i) and (ii) are saddle points and singular point (iii) is either 
a stable focal point or a stable nodal point. Sote that no periodic 
solutions are possible and that all oscillations eventually decay to 
steady values. 
A more sophisticated model has also been studied by singular 
point analysis. The model considers a situation where the host 
growth rate is limited by some nutrient, and where the predator and 
prey growth rate values saturate with increasing food supply. This 
model also has three singular points: 
d 
(i) 1 - 0
WYSI 
(ii) - 0   w Ysr 
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D I - s r ( Y  - 1) 1 
L 
a s ”  
w Ysr I’sr SI __-  
P 
If A > a + 1, B > b + 1, and [ ( B  - l ) /b]  [(A - 1 - a ) / ( a  - 111 
> 1 singular points (i) and (ii) are saddle points, and singular point 
(iii) may be a stable node, stable focus, or unstable focus depending 
on the values of A ,  a,  B, and b .  If singular point (iii) is a stable 
node no oscillatory phenomena are observed. If the singular point 
is a stable focal point a damped cycle is produced. This type of 
behavior is also possible in the model without growth rate saturation. 
If the singular point becomes an unstable focal point, a limit 
cycle is produced in the phase plane. 
A limit cycle is an oscillation which does not depend on the system 
initial conditions. This type of behavior has been suggested for 
predator-prey systems by Gausel* from a study of his experimental 
results: “It must be remarked that the equation (Lotka-Volterra 
model) does not hold absolutely true because the oscillations (experi- 
mental) do not apparently belong to the ‘conservative’ type. In  
other terms they do not keep the magnitude initially given them but 
tend to inherent magnitude of their own.”* 
Slobodkin13 has discussed in great detail the dependence of ecologi- 
cal steady states on outside energy sources. The suggested modifica- 
tions of the Lotka-Volterra model also provide for a continuous and 
constant input of energy. The energy is supplied in the form of 
*G. F. Gause, “The Struggle for Existance,” The Williams and Wilkins Co., 
Baltimore, Md., p. 137. 
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host nutrients and is represented mathematically as Dsr in eqs. (7) 
and (12). In  certain cases the explicit inclusion of energy input 
terms in predat,or-prey models will lead to limit cycle oscillations. 
Other cases lead to damped oscillations, or exponential approaches 
to steady state. By including such energy sources and growth rate 
saturation effects in the description of predator-prey interactions, 
a flexible model is obtained which may be useful for simulating ex- 
perimental data, and may provide a basis for gaining more insight 
into the basic mechanisms underlying predation. 
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