Glasses-free automultiscopic displays are on the verge of becoming a standard technology in consumer products. These displays are capable of producing the illusion of 3D content without the need of any additional eyewear. However, due to limitations in angular resolution, they can only show a limited depth of field, which translates into blurred-out areas whenever an object extrudes beyond a certain depth. Moreover, the blurring is device-specific, due to the different constraints of each display. We introduce a novel display-adaptive light field retargeting method, to provide high-quality, blur-free viewing experiences of the same content on a variety of display types, ranging from hand-held devices to movie theaters. We pose the problem as an optimization, which aims at modifying the original light field so that the displayed content appears sharp while preserving the original perception of depth. In particular, we run the optimization on the central view and use warping to synthesize the rest of the light field. We validate our method using existing objective metrics for both image quality (blur) and perceived depth. The proposed framework can also be applied to retargeting disparities in stereoscopic image displays, supporting both dichotomous and non-dichotomous comfort zones.
the accommodation-convergence mismatch of stereoscopic dis- Figure 1: Our 3D content retargeting for a glasses-free lenticular display. Due to the limited depth of field of all light field displays, some objects in a 3D scene will appear blurred. Our remapping approach selectively fits the 3D content into the depth budget of the display, while preserving the perceived depth of the original scene. Top: actual photographs of the original and retargeted scenes, as seen on a Toshiba GL1 lenticular display. Notice the improvement in the blue bird or the legs of the green bird in the retargeted version. Middle: close-ups. Bottom: original and retargeted depths yielded by our method.
depth of field (DOF) that is governed by their limited angular 32 resolution [10, 11] . Due to the fact that most light field dis-33 plays only provide a low angular resolution, that is the number 34 of viewing zones, the supported DOF is so shallow that virtual 35 Figure 2: Simulated views of the three-birds scene for three different displays. From left to right: Holografika HoloVizio C80 movie screen, desktop and cell phone displays. The last two displays fail to reproduce it properly, due to their intrinsic depth-of-field limitations. The insets plot the depth vs. cut-off frequency charts for each display.
the particular case of stereoscopic disparity, thus demon-66 strating its versatility.
67
• For this extension, we account for a non-dichotomous 68 zone of viewing comfort which constitutes a more ac-69 curate model of discomfort associated with the viewing 70 experience.
71
As a result of our algorithm, the depth of a given 3D scene shown that, while both cues are effective, stereopsis is more rel-95 evant by an order of magnitude [13] . In any case, our approach 96 is general enough so that as studies on these and other cues ad-97 vance and new, more sophisticated models of human perception 98 become available, they could be incorporated to our framework. 
Related Work

100
Glasses-free 3D displays were invented more than a cen-101 tury ago, but even today, the two dominating technologies are 102 parallax barriers [1] 
where N a is the number of angular views, d 0 is the distance
166
to the front plane of the display (i.e. the parallax barrier or 167 lenslet array plane), h represents the thickness of the display,
, and p is the size of the view-dependent subpixels
169
of the back layer of the display, making the maximum resolu-170 tion of the display at the front surface
171
For multilayered displays, the upper bound on the depth of field 172 for a display of N layers was derived by Wetzstein et al.
[11] to
Note that in this case d 0 represents the distance to the middle of 175 the display, and p the pixel size of the layers. Optimizing luminance and contrast: We model the displayspecific frequency limitations by introducing spatially-varying, depth-dependent convolution kernels k(d). They are defined as Gaussian kernels whose standard deviation σ is such that frequencies above the cut-off frequency at a certain depth f ξ (d) are reduced to less than 5% of its original magnitude. Although more accurate image formation models for defocus blur in scenes with occlusions can be found in the literature [28] , their use is impractical in our optimization scenario, and we found the Gaussian spatially-varying kernels to give good results in practice. Kernels are normalized so as not to modify the total energy during convolution. As such, the kernel for a pixel i is:
where K is its number of pixels. The standard deviation σ is computed as:
with p being the pixel size in mm/pixel.
225
To take into account how frequency changes are perceived by a human observer, we rely on the fact that the visual system is more sensitive to near-threshold changes in contrast and less sensitive at high contrast levels [29] . We adopt a conservative approach and employ sensitivities at near-threshold levels as defined by the contrast sensitivity function (CSF). We follow the expression for contrast sensitivities ω CS F proposed by Mantiuk et al. [30] , which in turn builds on the model proposed by Barten [31] :
where l is the adapting luminance in [cd/m 2 ], f l represents the spatial frequency of the luminance signal in [cpd] and p i are the fitted parameters provided in Mantiuk's paper 1 . MT F (modulation transfer function) and s A represent the optical and the luminance-based components respectively, and are given by:
where a k and b k can again be found in the original paper. Taking into account both the display-specific frequency limitations and the HVS response to contrast, we have the following final expression for the first term of our optimization: Preserving perceived depth: This term penalizes the perceived difference in depth between target and retargeted scene using disparity sensitivity metrics. As noted by different researchers, the effect of binocular disparity in the perception of depth works in a manner similar to the effect of contrast in the perception of luminance [8, 33, 34] . In particular, our ability to detect and discriminate depth from binocular disparity depends on the frequency and amplitude of the disparity signal. Human sensitivity to binocular disparity is given by the following equa- The error in perceived depth incorporating these sensitivities is then modeled with the following term:
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Given the viewing distance v D and interaxial distance e, the 257 operator φ υ (·) converts depth into vergence as follows:
where vectors v L and v R are illustrated in Figure 6 . The Lapla-259 cian decomposition transforms this vergence into frequency-260 dependent disparity levels.
262
Objective function: Our final objective function is a combination of Equations 8 and 10:
For multilayer displays, we empirically set the values of µ DOF = Vergence ν P of a point P depends on its position, the viewing distance v D and the interaxial e. The corresponding disparity for P is (ν P − ν F ). vd refers to the viewing distance and d P is the depth of point P.
Jacobian, which can be found in Annex A. Our objective function thus becomes:
where ϕ (·) is a function mapping depth values to visual discomfort:
where v D is the distance from the viewer to the central plane of 
Results
327
We have implemented the proposed algorithm for differ- fields with a resolution of 9 × 9, with a field of view of 10
• .
342
Since We have also fabricated a prototype multilayer display (Fig-354 ure 9). This display is composed of five inkjet-printed trans- As shown in this section, our algorithm works well within a 389 wide range of displays and data sets of different complexities.
390
However, in areas of very high frequency content, the warp- 
Comparison to Other Methods
403
Our method is the first to specifically deal with the par- in Just Noticeable Difference (JND) units. The linear scaling is straightforward to implement. For the bounded Cornsweet profiles method, where profiles are carefully controlled so that they do not exceed the given disparity bounds and create disturbing artifacts, we choose n = 5 levels as suggested by the authors. For the logarithmic remapping, we use the following expression, inspired by Lang et al.
[6]: We hope that our work will provide a foundation for the 592 emerging multiview content production pipeline and inspire oth- where M L,i is the i − th row of M L . As explained in the main text, φ υ (d) converts depth d P of a point P into vergence ν P . This, given the viewing distance v D and the interaxial distance e, is done using function φ υ (·):
where vectors v L and v R have their origins in P and end in the eyes (please also see Figure 6 in the main text). Placing the coordinate origin in the center of the screen (z-axis normal to the screen, x-axis in the horizontal direction) we can rewrite the previous equation for a point P = (x i , y i , d i ) as:
where:
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Finally, differentiating Equation A.13 with respect to depth:
where Ψ(d i ) is as follows:
Appendix B. A Dichotomous Zone of Comfort
746
As explained in the paper, Equation B.1 describes our objective function for the simplified case of stereo remapping: For a practical, numerically-robust implementation, a smooth function that approximates Equation B.2 is preferable, ensuring C 1 continuity. Our choice for such a function is the Butterworth function which is commonly used as a low-pass filter in signal processing:
where γ controls the position of the cut-off locations and s the
