Abstract Traces of inverse powers of a positive definite symmetric tridiagonal matrix give lower bounds of the minimal singular value of an upper bidiagonal matrix. In a preceding work, a formula for the traces which gives the diagonal entries of the inverse powers is presented. In this paper, we present another formula which gives the traces based on a quite different idea from the one in the preceding work. An efficient implementation of the formula for practice is also presented.
Introduction
A lower bound of the minimal singular value of a matrix has historically been investigated for estimation of an upper bound of the condition number of a matrix. The condition number κ of a matrix A is given with its maximal singular value σ max and minimal singular value σ min of A as κ = σ max /σ min . An upper bound of the maximal singular value σ max is given as σ max ≤ √ A 1 · A ∞ , where A 1 and A ∞ are the 1-norm and the infinity norm of A, respectively [9] . Then, we have an upper bound of the condition number κ if a lower bound of the minimal singular value σ min is obtained. As another application, such a lower bound for an upper bidiagonal matrix may be used to accelerate convergence of iteration in some singular value computing algorithms [5, 8, 14, 15] . In the standard procedure for computing the singular values, one first reduces the input matrix to an upper bidiagonal matrix by orthogonal transformations and then computes the singular values of the obtained upper bidiagonal matrix by some iterative algorithms. The iterative algorithms referred above use a technique called the shift of origin. This technique requires a quantity called a shift. A lower bound of the minimal singular value of the upper bidiagonal matrix can be used to determine this quantity.
Several lower bounds of the minimal singular value of a matrix have been proposed. For example, see [7, 9, 10, 13, 16, 20] . [1, 3, 6] , for example. Though these methods can deal with a wide class of matrix, they give only a range in which the trace exists or an approximate value of the trace. In the singular value computing algorithms, too large shift causes failure. On the other hand, conservative determination of a shift harms performance of the algorithms. Then, the exact values of the traces are desired. A few formulae for the exact value exist. In [14] , von Matt presented a method to compute the diagonal entries of these inverses of (BB ) −1 and (BB ) −2 for application to his singular value decomposition algorithm. Kimura et al. [11] presented a formula for computation of the traces of J M (B) for an arbitrary positive integer M. This formula gives the diagonal entries of the inverse powers (B B) −M and (BB ) −M (M = 1, 2, . . . ) in a form of recurrence relation. In [18] , Yamashita et al. derived another formula for these diagonal entries starting from the formula in [11] . While the formula in [11] includes subtraction in it in the case of M ≥ 2, the formula in [18] consists of only addition, multiplication and division among positive quantities. Namely, the formula in [18] is "subtraction-free". This property clearly excludes any possibility of cancellation error.
In this paper, we present another formula for computation of the traces J M (B)(M = 1, 2, . . . ). This formula is subtraction-free and gives the exact values of the traces in exact arithmetic as well as in [18] . We derive the formula with an idea which is quite different from that in [18] . We do not aim to obtain the diagonal entries of (B B) −M or (BB ) −M (M = 1, 2, . . . ) in the derivation. Instead, equations on the determinant and the entries of A − λI , where A is B B or BB , λ is a parameter and I is the unit matrix, are considered. The new formula is obtained by differentiating these equations with respect to the parameter λ repeatedly. Computational cost for the traces are also discussed. Moreover, an efficient implementation for the trace J 2 (B) is presented. The trace J 2 (B) is useful in practice as a shift of origin for singular value computation algorithms because it enables us to develop an effective shift strategy. In fact, as mentioned above, von Matt [14] developed his method to compute the trace J 2 (B) for use in his singular value decomposition algorithm. From the traces J 1 (B) and J 2 (B), a lower bound of the minimal singular value of B reviewed in Section 2 is obtained. Computation of the traces J M (B) for M ≥ 3 by the formula in [18] or in this paper requires more computational cost than computation of the trace J 2 (B). That is why, we focus on the trace J 2 (B). The presented implementation has a few merits compared with that in [18] . This paper is organized as follows. In Section 2, a brief review of lower bounds of the minimal singular value of B is given. In Section 3, the new formula is derived and its computational cost for the new formula is discussed. Moreover, an efficient implementation for the trace J 2 (B) is presented. In Section 4, numerical results are shown. Section 5 is devoted for concluding remarks.
A review of lower bounds of the minimal singular value of an upper bidiagonal matrix
In this section, we briefly review lower bounds of the minimal singular value of an upper bidiagonal matrix. Let B be an upper bidiagonal matrix where all the diagonal and the upper subdiagonal entries are positive. We can impose the condition of positivity without loss of generality [5] . We focus on lower bounds which are obtained from the traces
The following two lower bounds
where N is the matrix size of B, are known. They are obtained by applying one iteration of the well-known Newton method and the Laguerre method (see [17] , for detail) to the characteristic equation det(BB − λI ) = 0 or det(B B − λI ) = 0, where I is the N × N unit matrix, starting from λ = 0. For detail, see [14] by von Matt. Kimura et al. [11] presented a sequence of lower bounds of the minimal singular value of B. These lower bounds, which we denote by θ M (B)(M = 1, 2, . . . ), are given with the traces
They are obtained by applying one iteration of the Newton method to the characteristic equations det((B B) M − λI ) = 0 for M = 1, 2, . . . . It holds = θ 1 (B). They increase monotonically and converge to the minimal singular value σ min (B) of B as M goes to infinity [11, Theorem 3.1] , that is,
We derive a formula for the traces which is different from the one in [18] in the next section. The ideas to derivate the recurrence relations are quite different from those in [18] .
Hereafter, we fix some notations. Let B be 
Then, the summation
is the trace of (B B) −p . We derive a formula to compute this summation. The matrix B B is given as
It can be readily verified that we obtain the following matrix
by similarity transformation. Then, the matrices A and B B have the same eigenvalues. A key point of this derivation is to express the determinant of A − λI in two ways. As the first way, the determinant is expressed as
For the second way, let us consider decomposition of the matrix
into the matrix product expressed as
. . , N − 1 are functions of λ. These functions are repeatedly differentiated in the discussion shown below. The superscript (0) indicates that the function has not been differentiated yet. Comparison of the diagonal and the upper subdiagonal entries of A − λI gives
where e (0)
. . , N − 1 are obtained by the following recurrence relation
Thus, the second expression of the determinant of A − λI is given as
By (2) and (5), we have
We differentiate this equation (6) . The result of differentiation of the left-hand side of (6) is
Before differentiation of the right-hand-side of (6), we introduce functionsq
From (7) and (9), we derive
Then, by substituting λ = 0 into the left-hand-side of (10), we have the summation
i which is equal to the trace of (B B) −1 . For i = 1, . . . , N and p = 2, 3, . . . , it holds that
This relationship implies that we have the summation
by differentiating (10) repeatedly. From this summation, we obtain the summation
which is equal to the trace of (B B) −p by substitution of λ = 0. To make handling of the right-hand-side of (10) easier, let us introduce functionsĤ
We can readily verify that it holds that (13) for p = 1, 2, . . . by differentiating (10) repeatedly and taking care of (10), (11) and (12) . Thus, the trace of (B B) −p is obtained by substituting λ = 0 into (13).
Let us introduce constants H (p) i
. The trace of (B B) −p is expressed as
Thus, we can obtain these traces if the constants H 
Lemma 1 Let functionsĥ
Proof In this proof, let i = 1, . . . , N. Substituting p = 1 into (15) and comparing with (12), we have (16) . We give the derivative ofĥ
from (8) and (15) . Then, it holds that
from (15) . UsingĤ
i in (16), we have another form
We use mathematical induction for proof. We write the definition ofĤ
We derive (17) for p = 2. Differentiating (16) and using (19) and (20), we obtain
i +ĥ
i .
Thus, (17) holds for p = 2. Hereafter, let r be an integer such that r ≥ 2 in this proof. Assume that (17) holds for p = 2, . . . , r. We consider differentiation of the functionĤ (r) i . Differentiating (17) for p = r and using (18) and (20), we derivê We rearrange the third term in the right-hand-side of (23). Since it holds that
The fourth term in the right-hand-side of (23) is rewritten as
From (23), (24) and (25), we derivê
It can readily be verified that the summation of the combinations in (26) is
in the case of r ≥ 3. In the case of r = 2, the summation of the third term in the right-hand-side of (26) is zero. Then, we finally obtain
Thus, (17) holds for p = r + 1.
By Lemma 1, we obtain a recurrence relation forĤ 
(1)
For i = 1 and p = 2, 3, . . . , the recurrence relation iŝ
For i = 2, . . . , N and p = 2, 3, . . . , the recurrence relation iŝ
Proof In this proof, another key point of the derivation of the recurrence relation is applied. The key point is as follows. We differentiate the relationships q i +e i−1 −λ = q 
Solving this equation forê
i from the definition. We show that (28) and (29) hold. Differentiating (3), we havê
Then,ĥ
Substituting p = 1 into (32), we havê
From (34), (35) andê (0) 0 = 0, we immediately obtain (28) and (29). Hereafter, let p = 2, 3, . . . in this proof. We show that the relationships (30) and (31) hold. Differentiating (33) repeatedly, we obtain
From this relationship and the definitionĥ
i , the functionsĥ
We show that (30) holds. It holds thatê
into (37), we have (30).
We show that (31) holds. Hereafter, let i = 2, . . . N in this proof. Substituting (32) into (37), we obtainĥ
It follows from (35) that
From (38) and (39), it holdŝ
Then, we obtain (31) from (37) and (40).
Remark 1 From Lemmas 1 and 2, the functionsĤ
i satisfy the following recurrence relationĤ
Obviously, it holds that q i =q (14), we finally obtain one of the main theorems in this paper.
Theorem 1 Let B be an upper bidiagonal matrix defined in (1).
Let us introduce constantsF i for i = 2, . . . , N defined as 
be constants which satisfy the following recurrence relation
The traces Tr((B B)
The formula in Theorem 1 consists of only summation, multiplication and division among positive quantities. Then, possibility of cancellation error is clearly excluded.
Remark 2
The recurrence relation of h (1) i (i = 1, . . . , N) in Theorem 1 is equivalent to the recurrence relation for the diagonal entries of (BB ) −1 shown in Remark 4.6 in [11] . Then, the constants h (1) i and H (1) i are the (i, i)-entry of (BB ) −1 . See also Remark 4.7 in [11] .
Considering BB instead of B B, we obtain the other of the main theorems in this paper.
Theorem 2 Let B be an upper bidiagonal matrix defined in (1).
Let us introduce constants F i for i = 1, . . . , N − 1 defined as 
be constants which satisfy the following recurrence relatioñ
The traces Tr((BB
The formula in Theorem 2 has the same merit as that of the formula in Theorem 1.
Remark 3
The recurrence relation ofh (1) i (i = 1, . . . , N) in Theorem 2 is equivalent to the recurrence relation for the diagonal entries of (B B) −1 shown in Remark 4.6 in [11] . Then, the constantsh In this subsection, we present an algorithm for the trace J M (B)(M = 1, 2, . . . ). In addition to this algorithm, we present an efficient implementation of this algorithm for M = 2. We present an algorithm computing the trace J M (B)(M = 1, 2, . . . ) and discuss its computational cost. The presented algorithm is based on the recurrence relation in Theorem 1. We consider the case where the matrix size N of B and the order M are sufficiently large. In this section, let input be the diagonal and the upper subdiagonal entries of B.
An algorithm for computation of the trace J M (B) is given in Algorithm 1.
Thus, the following remark follows.
Remark 4
In Algorithm 1, there exist three nested loops. Then, the order of computational cost for the trace
. This order is same as that in [18] . On the other hand, this order of [11] is O(MN) (see [18] ). However, in efficient implementations for the trace J 2 (B) which is practically important, the number of operations of [11] is more than that of [18] (see [18] ).
Now, we present an efficient implementation of the formula for the trace J 2 (B). Computation of this trace is practically important. For example, see [14, 19] .
It is obvious that a way for computing of such a trace with a smaller number of arithmetic operations is more desirable. Then, we rearrange the recurrence relation in Theorem 1 to reduce the number of arithmetic operations. Note that H ( 
1) i
= h (1) i for i = 1, . . . , N as defined in Theorem 1. Then, the constants H (1) i satisfy the following recurrence relation
whereB i is defined in (41), from Theorem 1. We rearrange the recurrence relation for H ( 
2) i
and h (2) i which are shown in Theorem 1. The recurrence relation for H (2) 
The recurrence relation for h (2) i is
Using H ( 
1) i
= h (1) i , we readily derive
from (42) and (44). Substituting (43) or (45) into (42) and using H (1) 
i , we obtain
Then, the constants h (1) i and h (2) i are not necessary in computation of H (2) i . Let us introduce auxiliary constants i for i = 1, . . . , N defined as
We have the following corollary of Theorem 1.
Corollary 1 The constants H (2) i
for i = 1, . . . , N are obtained from the following recurrence relation.
Now, we give an implementation. We compare this implementation with that in [18] . Similarly to the implementation in [18] , we use techniques for optimization of implementation. Firstly, we try to reduce the number of "loops" by the technique of "loop fusion". We try also to reduce the number of divisions which takes a longer time than multiplications. Next, we try to raise "register hit rate" or "cash hit rate" by an attempt to reduce "working memories". We avoid use of an "array" if it is not necessary. In contrast to the implementation in [18] , the implementation in this paper does not require an array except for the ones to store the input data. Lastly, we try to raise "cash hit rate" by using the same "variable" consecutively. The numbers of arithmetic operations in our implementation and that in [18] are shown in Table 1 . The presented implementation has the following merits compared with that in [18] .
-The number of operations is smaller compared with the implementation in [18] . -Only one "loop" is required while the implementation in [18] requires two loops.
-No "array" except for the ones to store the input data is necessary, in contrast to the implementation in [18] .
Thus, it is expected that the execution time for the computation of the traces with our implementation is shorter than that with implementation in [18] . 
Numerical results
We perform numerical experiments to show the effectiveness of our formula. We compare performance of computation of a lower bound of the minimal singular value
which is reviewed in Section 2, by four methods. The four methods are based on the papers by von Matt [14] , Kimura et al. [11] and Yamashita et al. [18] , and this paper, respectively. All the algorithms were implemented in FORTRAN using double precision arithmetic. However, there is some exceptions. In the methods of Kimura et al. and Yamashita et al., computations of the traces J 1 (B) and J 2 (B) by summing the diagonal entries of (BB ) −1 or (BB ) −2 are performed by using pseudo-quadruple (double-double) precision arithmetic (see [2, 4, 12] ) to avoid loss of information, which can occur when adding two positive numbers of very different magnitudes. In such summation, one addition in double precision arithmetic is replaced with four additions and six subtractions in double precision arithmetic. Similarly, in the method of this paper, computation of the traces J 1 (B) and J 2 (B) by summing the constants H (1) i or H (2) i (i = 1, . . . , N) are performed by using pseudo-quadruple (doubledouble) precision arithmetic. In [14] , von Matt presented a careful device to compute the lower bound υ. In the method of von Matt, using of pseudo-quadruple precision in the summing part for the traces does not give improvement for accuracy of the lower bound υ. Thus, we do not use pseudo-quadruple precision but use double precision arithmetic and we basically implement the algorithm as von Matt describes. All the computations were done on the Intel Core i7-4770K CPU running at 3.50GHz using the gfortran 4.8.2 compiler. Computing time of the lower bound υ is compared with one random bidiagonal matrix whose diagonal and subdiagonal entries follow a uniform distribution in [0, 1] for each size of matrix. The size of the matrices was varied from 100 to 10,000. Since computation time of υ is very short, we compute the same lower bound for 10,000 times and compare the total computation times. Note that the computation time does not depend on the input matrix B, because none of the algorithms are of iterative type. The results are shown in Table 2 . As can be seen from Table 2 , the method of this paper is the fastest. This seems to be because the proposed method requires smaller number of operations than other methods and requires no working arrays. On the other hand, von Matt's method is by far the slowest. This is because it is based on the Givens rotations and requires O(N) square roots.
To compare the accuracy of the four methods, we use relative accuracy of the lower bound υ. We regard the value of the lower bound υ computed with the method of this paper, which is modified to use quadruple precision arithmetic, as the true value υ true . For the computed lower bound υ comp , the relative error is given as |υ comp − υ true |/υ true . The size of the matrices is varied from 100 to 10,000. We use two types of test matrices for comparison. The type I test matrices are random bidiagonal matrices whose diagonal and subdiagonal entries follow a uniform distribution in [0, 1]. The type II test matrices are bidiagonal matrices that have 1's on the main diagonal and 0.9's on the subdiagonal. For the type I test matrices, we generate 10,000 sample matrices for each size and take the average of the relative errors. For the type II test matrices, the matrix is only one for each size. The relative errors for the type I and type II test matrices are shown in Tables 3 and 4 , respectively. The method of this paper achieves sufficient accuracy.
From the results of numerical experiments, our formula has sufficient effectiveness. Table 3 Relative errors of the lower bound υ for the type I matrices (average of the 10,000 samples) N = 100 N = 1, 000 N = 10, 000 
Concluding remarks
In this paper, we present a new formula for the traces of inverse powers of a positive definite symmetric tridiagonal matrix. From these traces, lower bounds of the minimal singular value of an upper bidiagonal matrix are obtained. The formula consists of only addition, multiplication and division among positive quantities, namely, it is subtraction-free. This property clearly excludes any possibility of cancellation error. Derivation of this formula is based on an idea quite different from that in [18] . An efficient implementation for the trace J 2 (B) is also presented. This implementation has a few merits compared with that in [18] . Numerical results are also presented. Our method achieves the fastest speed among the compared four methods and sufficient accuracy.
