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Abstract
In the present contribution, we consider Helmholtz equation with material coecients
being constants in each subdomain of a geometric partition of the propagation medium
(discarding the presence of junctions), and we are interested in the numerical solution
of such a problem by means of local multi-trace boundary integral formulations (local-
MTF). For a one dimensional problem and congurations with two subdomains, it has
been recently established that applying a Jacobi iterative solver to local-MTF is exactly
equivalent to an Optimised Schwarz Method (OSM) with a non-local impendance. In
the present contribution, we show that this correspondance still holds in the case where
the subdomain partition involves an arbitrary number of subdomains. From this, we
deduce that the depth of the adjacency graph of the subdomain partition plays a critical
role in the convergence of linear solvers applied to local-MTF: we prove it for the case
of homogeneous propagation medium and show, through numerical evidences, that this
conclusion still holds for heterogeneous media. Our study also shows that, considering
variants of local-MTF involving a relaxation parameter, there is a xed value of this
relaxation parameter that systematically leads to optimal speed of convergence for linear
solvers.
Keywords Domain Decomposition, Optimized Schwarz Method, boundary integral formu-
lation, multi-domain, Helmholtz
Introduction
To deal with the the numerical simulation of harmonic wave propagation in piecewise constant
media, multi-trace formulations (MTF) have been introduced some years ago as a new family
of boundary integral equations. As a salient feature, these formulations rely on doubling un-
known traces at each point of each interface, and the traces on the boundary of a subdomain
are a priori disconnected from the traces on the boundary of other subdomains. This apparent
decoupling of the traces renders MTF a natural framework for rolling out a domain decompo-
sition (DDM) methodology. Transmission conditions are enforced only weakly, by means of a
transmission operator.
There exist several variants of MTF that dier through the corresponding choice of trans-
mission operators. From a DDM perspective, the most appealing variant appears to be the
so-called local-MTF [9] because, in this case, the transmission operator acts by exchanging
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the traces of neighbouring subdomains and it is thus local. After discretization of this trans-
mission operator, the corresponding matrix is block sparse, each block being a surface mass
matrix supported on a single interface.
In the context of domain decomposition, the analysis of block linear solvers applied to
multi-trace formulations arises as a natural question. In [10] the authors introduced new
variants of local-MTF involving a relaxation parameter α that could be used to improve the
performance of linear solvers. With the convention of the present contribution, the original
local-MTF corresponds to the value α = 0. Very few analysis was proposed in [10] regarding a
proper tuning of this parameter. A rst detailed discussion on this point was proposed in [7],
where an elementary situation in 1D with two subdomains and one interface was studied. Con-
sidering a Jacobi linear solver, the discussion in [7] pointed to a critical value of the relaxation
parameter α = 1 that minimizes the spectral radius of the Jacobi iteration. This discussion
was extended to two and three subdomains in arbitrary dimensions in [3], for a strongly el-
liptic equation. Considering a one dimensional problem paritionned in two subdomains, the
authors in [3] observed that the local-MTF with relaxation parameter α = 1 can be identied
as a particular instance of the Optimised Schwarz Method (OSM) in a conguration with two
subdomains and one interface involving no material contrast in the coecients of the PDE.
The rst goal of the present contribution is to show that this identication between OSM and
local-MTF still holds for more general congurations with arbitrary number of subdomains
(rulling out the presence of junction points though).
The fastest convergence of Jacobi solvers is reached for α = 1: this was clearly put into
evidence in [3, 7] for the case of positive strongly elliptic problems. However for Helmholtz
equation, in most cases, Jacobi solvers do not converge anymore. Yet, considering a Krylov
type solver, one may ask what is the value of α leading to the fastest convergence. In the
present contribution, on the basis of numerical results, we show that α = 1 remains the optimal
value with GMRes as linear solver.
The analysis presented in [3, 7] does not hold anymore with constrasts in material carac-
teristics and varying coecients of the PDE. This was partly adressed in [2] that proposed
a detailed study of the essential spectrum of the local-MTF operator for Helmholtz equation
∆u + κ2u = 0 with piecewise constant wave number κ. However [2] did not discuss the con-
vergence of linear solvers. In the present contribution, we show how the results of [2] lead
to nilpotence of the Jacobi iteration operator for the case of constant material caracteristics.
Finally considering an equation of the form div(µ−1∇u) + κ2u = 0 with contrasts in both µ
and κ, we present numerical results suggesting that the conclusions [3, 7] remain valid.
The outline of this article is as follows. In the rst section we describe in detail the
geometrical congurations and the scalar wave scattering problem that we wish to consider i.e.
Helmholtz equation with piecewise constant coecients, with contrasts appearing both in the
wave number and in the principal part of the operator. In the second section we x notations
related to function spaces and trace operators, and in the third section we review classical
results related to boundary integral equations. The fourth section is dedicated to a detailed
analysis of Calderón projectors in a multi-domain context. In section 5 we derive the local
multi-trace formulation and, in Section 6 we discuss the block-Jacobi iterative scheme applied
to this formulation and we show that, for homogeneous propagation media, the Jacobi method
converges in a number of steps connected to the depth of the adjacency graph of the subdomain
partition. In Section 7 we show that local-MTF can be considered as a particular instance
of Optimized Schwarz Method (OSM). The last section is dedicated to the presentation of
various numerical results, considering two geometrical congurations (one with stable depth
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of the adjacency graph, and one with growing depth) and paying attention to cases with
varying material caracteristics.
1 Problem under consideration
Let us describe the problem under consideration for the remaining of this contribution. Let
d = 2 or 3 refer to the dimension of the ambient space. We shall consider a non-overlapping
partition of the space Rd = ∪nj=0Ωj , where the Ωj 's are Lipschitz open sets with Ωj ∩ Ωk = ∅
for j 6= k, and all Ωj are bounded except Ω0. The boundaries will be denoted Γj := ∂Ωj , and
Γj,k := Γj ∩ Γk. We will also make the strong assumption that the geometrical conguration
does not involve any junction point, which can be rewritten
Γj ∩ Γk ∩ Γl = ∅
for j 6= k, k 6= l, l 6= j
(1)
We consider an equation modeling propagation of acoustic waves in harmonic regime. Let $ >
0 refer to the pulsation of the wave. We consider two positive functions µ, % : Rd → (0,+∞)
supposed to be constant in each subdomain, and denote µj = µ|Ωj > 0 and %j = %|Ωj > 0.
Then we consider the problem{
div(µ−1(x)∇u) +$2%(x)u = 0 in Rd,
u− uinc κ0-outgoing radiating.
(2)
In this problem uinc ∈ L2loc(Rd) refers to any function satisfying the wave equation of the
exterior domain µ−10 ∆uinc +$
2%0uinc = 0 in Rd. Plane waves uinc(x) = exp(ıκ0 ν ·x) for xed
ν ∈ Rd, |ν| = 1 and κ0 := $
√
µ0%0 t this assumption. The outgoing radiation condition,
also known as Sommerfeld's radiation condition, writes




|∂rv − ıκ0v|2dσr = 0 (3)
where Br is the ball of radius r centered at 0, and σr refers to its surface measure. For more
details about Sommerfeld's radiation condition, we refer the reader to e.g. [13, 2.6]. For the
sequel, let κj := $
√
µj%j refer to the eective wave number in subdomain Ωj . Problem (2)
can be rewritten equivalently as a system of n+ 1 wave equations coupled through interfaces
by transmission conditions, {
∆u+ κ2ju = 0 in Ωj
u− uinc κ0-outgoing radiating
(4)
{
µ−1j ∂nju|Γj + µ
−1
k ∂nku|Γk = 0
u|Γj − u|Γk = 0 on Γj ∩ Γk
(5)
In the transmission conditions (5), the traces at Γj should be understood as taken from the
interior of Ωj , and ∂nj refers to the normal derivative at Γj with normal vector eld nj directed
toward the exterior of Ωj .
3
2 Function spaces
In the sequel, for Ω ⊂ Rd a Lipschitz open set, denote Γ := ∂Ω its boundary. The space
L2(Ω) will, as usual, refer to the space of square integrable measurable functions equipped
with the norm ‖v‖2L2(Ω) :=
∫
Ω |v|dx, and H
1(Ω) := {v ∈ L2(Ω), ∇v ∈ L2(Ω)} equipped with








(ϕ) := ϕ|∂Ω, ϕ ∈ C∞(Ω) (6)
can be extended as a continuous map γΩ
d
: H1(Ω) → L2(∂Ω), and its range H1/2(∂Ω) :=
range(γΩ
d
) turns out to be an Hilbert space when equipped with the following choice of norm
‖v‖H1/2(∂Ω) = min{‖u‖H1(Ω), γΩd (u) = v}. Its topological dual space H−1/2(∂Ω) = H1/2(∂Ω)′






where we have denoted 〈·, ·〉∂Ω the duality pairing between H1/2(∂Ω) and H−1/2(∂Ω). Dening
H1(∆,Ω) := {v ∈ H1(Ω), ∆v ∈ L2(Ω)} equipped with the norm ‖v‖2H1(∆,Ω) := ‖v‖
2
H1(Ω) +
‖∆v‖2L2(Ω), the so-called Neumann trace operator
γΩ
n
(ϕ) := nΩ · ∇ϕ|∂Ω ϕ ∈ C∞(Ω), (8)
can be extended as a continuous map from H1(∆,Ω) onto H−1/2(∂Ω), where nΩ refers to
the normal vector at Γ directed toward the exterior of Ω. We also need to introduce γΩ :






This trace operator maps into the space of pairs of Dirichlet/Neumann traces H(Γ) :=






. This space is realised as its own topological dual through the bilinear pairing
[·, ·]Γ : H(Γ)×H(Γ)→ C dened by
[(u, p), (v, q)]Γ := 〈u, q〉Γ − 〈v, p〉Γ
∀u, v ∈ H+
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from the exterior. In particular, in the denition of γΩ
n,c, the normal vector is still assumed to
be directed toward the exterior of Ω. The jump and average traces are dened by
[γΩ] := γΩ − γΩc ,
{γΩ} := (γΩ + γΩc )/2.
(11)
Denote for a moment Ωc = Rd\Ω and let nc refer to the normal vector eld to Γ = ∂Ω pointing




does not coincide with γΩc . These trace operators are both taken from the interior of Ωc but
they are dierent due to n = −nc. To be more explicit we have






From this we also deduce that {γΩc} = Q · {γΩc } and [γΩc ] = −Q · [γΩ]. These elementary
identities will prove handy later on.
3 Potential theory
Now we introduce classical potential and integral operators associated with homogeneous
Helmholtz equation in each subdomain. Through this paragraph Ω will refer to a Lipschitz
open set that is either bounded or the complementary to a bounded domain. For a given
κ > 0, denote Gκ(x) := exp(ıκ|x|)/(4π|x|) the outgoing Green kernel for Helmholtz equation.










The rst term in the right hand side above is known as double layer potential, and the second
term is known as single layer potential. The potential GΩκ induces a continuous map from
H(Γ) into H1loc(∆,Ω) × H1loc(∆,Rd \ Ω), see e.g [14, Thm.3.1.16]. For Ωc = Rd \ Ω, observe
that we have GΩκ ·Q = −GΩcκ . When combined with trace operators, it yields a representation
of any solution to the homogeneous Helmholtz equation inside Ω, see e.g [14, Thm.3.1.8].
Proposition 3.1.
Let u ∈ H1loc(∆,Ω) refer to any solution to the homogeneous Helmholtz equation ∆u+κ2u = 0
in Ω. Assume in addition that u is κ-outgoing radiating if Rd \ Ω is bounded. Then we have
GΩκ (γ
Ω(u))(x) = u(x)1Ω(x) ∀x ∈ Rd.
Similarly if v ∈ H1loc(∆,Ω) satises ∆v + κ2v = 0 in Rd \ Ω (and v is κ-outgoing if Ω is
bounded), then GΩκ (γ
Ω
c (v))(x) = −v(x)1Rd\Ω(x) for all x ∈ Rd.
In the proposition 1Ω (resp. 1Rd\Ω) refers to the characteristic function of the set Ω (resp.
Rd \Ω). The potential operator satises the so-called jump formulas that can be summarised
by the identity
[γΩ] ·GΩκ = Id. (14)
Both terms in the identity above should be understood as continuous operators mapping H(Γ)
into H(Γ). The representation theorem above involves a particular class of traces obtained
from solutions to the homogeneous Helmholtz equation. This leads to the introduction of the
space
C+κ (Ω) := {γ(u), u ∈ H1loc(∆,Ω), ∆u+ κ2u = 0 in Ω}. (15)
Similarly we introduce C−κ (Ω) := {γc(u), u ∈ H1loc(∆,Rd \Ω), ∆u+κ2u = 0 in Rd \Ω}. These
are closed subspaces of H(Γ). A rst characterisation of these spaces is obtained through
polarity identity. The following result is proved in [4, Lemma.6.2].
Lemma 3.1.
Take any u ∈ H(Γ) and σ = ±. We have u ∈ Cσκ (Ω) ⇐⇒ [u, v]Γ = 0 ∀v ∈ Cσκ (Ω).
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4 Calderón projectors
Alternatively, the spaces C±κ (Ω) can be characterised by means of so-called Calderón projectors.
The following result can be found e.g. in [14, Prop.3.6.2].
Proposition 4.1.
The operator γΩ ·GΩκ is a continuous projector from H(Γ) into H(Γ). Its range is C+κ (Ω) and
its kernel is C−κ (Ω). In particular H(Γ) = C+κ (Ω)⊕ C−κ (Ω).
It is customary to introduce the operator AΩκ := 2{γΩ}·GΩκ which is equivalent to decomposing




(Id + AΩκ ) (16)
In the present section we will discuss in thorough details the structure of the operator AΩκ .
This operator satises several interesting and useful properties. First of all γΩ · GΩκ being a
projector is equivalent to the identity (AΩκ )
2 = Id.
In the present contribution, we are interested in domain decomposition with geometric con-
gurations involving multiple subdomains, so we pay a particular attention to the case where
the boundary Γ = ∂Ω is multiply connected. Since, by assumption (1), we discard triple junc-
tions, Rd \Ω can be decomposed into disjoint connected components each of which induces a
connected component of Γ = ∂Ω,




p ∩ ωcq = ∅ for p 6= q,
ωp := Rd \ ωcp so that Ω = ∩
mΩ
p=1ωp,






Introduce the restriction operator RpΓ : H(Γ)→ H(∂ωp) dened by R
p
Γ(u) := u|∂ωp . Consider
also its adjoint (RpΓ)
∗ : H(∂ωp) → H(Γ) with respect to the duality pairing (10) dened by
[(RpΓ)
∗(u), v]Γ := [u,R
p
Γ(v)]∂ωp for all u ∈ H(∂ωp), v ∈ H(Γ). In more explicit terms we have
(RpΓ)







in H(Γ), each (RpΓ)∗R
p





∗ in H(∂ωp). As a consequence
from (16) we deduce
RpΓ · γ















This shows that the diagonal contributions of AΩκ take the form A
ωp
κ , p = 1 . . .mΩ. Next we











Obviously we have RpΓ · (R
q
Γ)





κ )2 = Id.
We conclude that (DΩκ )
2 = Id. This result was already established in [2, Lemma 6.2]. This is
summarised, together with [2, Lemma 6.3], in the next proposition.
Proposition 4.2.
Decompose the operator AΩκ given by (16) into its diagonal part D
Ω
κ dened by (19), and its
extra-diagonal part TΩκ := A
Ω
κ −DΩκ . Then we have
(DΩκ )
2 = Id and (TΩκ )
2 = 0.
Since on the other hand we know that (AΩκ )







κ = 0. The next proposition establishes a slightly more precise result.
Proposition 4.3.
With the same notations as in the previous proposition, we have
TΩκD
Ω
κ = −TΩκ and DΩκTΩκ = +TΩκ .
Proof:










κ = −TΩκ .
















∗. Moreover a careful














Take an arbitrary u ∈ H(∂ωq) and denote for a moment ψ(x) := G
ωq
κ (u)(x). Since Γq∩Γp = ∅,





c (ψ). In addition ψ(x) is solution to the homogeneous Helmholtz equation
with wave number κ (and with appropriate radiation condition) in Rd \ ωp so, according


























κ · γωpc Gωqκ = −γωpc Gωqκ .







5 Local Multi-Trace Formulation
Now we briey recall the derivation of the so-called local Multi-Trace formulation (local-MTF)
for the boundary value problem (2). We rst need to introduce notations related to the multi-







n . Next we introduce a multi-trace space
H(Σ) := H(Γ0)× · · · × H(Γn) with
‖u‖2H(Σ) := ‖u0‖
2





j=0 [uj , vj ]Γj
(21)
for u = (uj)
n
j=0, v = (vj)
n
j=0, uj , vj ∈ H(Γj). As easily checked, the bilinear form [[·, ·]] : H(Σ)×
H(Σ) → C puts H(Σ) in self-duality. Next we also introduce an operator Π : H(Σ) → H(Σ)
whose action consists in swapping traces from both sides of each interface. For u = (uj), v =
(vj) ∈ H(Σ), it is dened by
Π(u) = v ⇐⇒ uj = Q · vk on Γj ∩ Γk,






Let us emphasize that, here, we assume that there is no junction point according to Assumption
(1). Under this assumption the operator Π : H(Σ) → H(Σ) is continuous, but would not
be continuous otherwise. This operator allows a convenient reformulation of transmission
conditions i.e. if u = (τµj · γj(u))nj=0 ∈ H(Σ) where τα(v, q) := (v, q/α) and u ∈ L2loc(Rd)
refers to the unique solution to the BVP (4)-(5), then (5) rewrites Π(u) = u. We also dene




[Ajκj (uj), vj ]Γj ,
where Ajκj := 2{γ
j} ·GΩjκj
(23)




is a projector, so that (Id + A(κ))/2 is itself a projector mapping H(Σ) to H(Σ). The tuples
u = (uj) ∈ H(Σ) such that u = A(κ)(u) satisfy uj = γj · G
j
κj (uj) so that uj ∈ C+κj (Ωj) for all
j = 0 . . . n according to Proposition 4.1.
Let us denote uinc = (γ
0(uinc), 0 . . . , 0), and observe that γ
0(uinc) = γ
0
c (uinc) since uinc ∈




0 according to Proposition 4.1, and nally (A(κ) − Id)uinc = −2uinc.
Now let us recall the derivation of local-MTF for Problem (4)-(5). Let u ∈ H1loc(Rd) refer to the
unique solution to this boundary value problem, and take u = (τµj · γj(u))nj=0 ∈ H(Σ) as the
unknown of our local-MTF formulation, where τα(v, q) := (v, q/α). Equation (5) then simply
rewrites u = Π(u). For µ = (µ0, · · · , µn) and v = (vj) ∈ H(Σ), denote τ(µ)(v) := (τµj (vj))nj=0.
We have in particular τ−1(µ)(u) = (γ
j(u))nj=0, so that Equation (4) can be reformulated as
(A(κ) − Id)(τ−1(µ)(u)− uinc) = 0.
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Multiply this equation on the left by τ(µ), take account of the equation u − Π(u) = 0 as well
as the simplications on uinc mentioned in the previous paragraph. Choosing an arbitrary
parameter α ∈ C, and setting A(κ,µ) := τ(µ) · A(κ) · τ−1(µ), we can combine the previously
discussed identities to obtain{
u ∈ H(Σ) such that
(A(κ,µ) − Id + (1− α)(Id−Π))u = −2τ(µ)(uinc)
(24)
Local Multi-Trace formulation (local-MTF) was initially proposed in [9] with the value α = 0.
The above formulation, that is a variant of local-MTF involving in addition the relaxation
parameter α, was considered in [10]. Let us denote MTF(α) : H(Σ) → H(Σ) the operator
associated to (24) dened by
MTF(κ,µ)(α) := A(κ,µ) − αId− (1− α)Π (25)
It was established in [9] that MTF(κ,µ)(0) is a continuous isomorphism for any choice of the
parameters κj , µj > 0. For the case µ0 = · · · = µn = 1, it was proved in [2] that MTF(κ,µ)(α)
is still an isomorphism for any choice of κj > 0 as soon as α 6= 1. The value α = 1 is
clearly forbidden because in this case MTF(κ,µ)(1)/2 is a non-trivial projector, hence cannot
be invertible.
6 Optimal convergence result for homogenous media
Let us examine a possible iterative strategy to solve (24), denoting u(k), k ≥ 0 the sequence
of iterates constructed in this solution process. We choose here to separate diagonal and
extra-diagonal terms, and apply a block-Jacobi method, considering
( A(κ,µ) − αId ) u(k+1) = (1− α)Π · u(k) − 2τ(µ)(uinc) (26)
Here we use the identity ( A(κ,µ)+αId )( A(κ,µ)−αId ) = (1−α2)Id to compute ( A(κ,µ)−αId )−1
explicitly. On the other hand, we have A(κ,µ)τ(µ)(uinc) = −τ(µ)(uinc), so multiplying (26) on










( A(κ,µ) + αId ) ·Π.
(27)
Let us briey discuss the convergence of this algorithm by examining the spectral radius of
the iteration operator Jα. In the next result we give the explicit expression of this spectrum
for a simplied case.
Proposition 6.1.
Assume that µ0 = · · · = µn = 1 and κ0 = · · · = κn. Then the spectrum of the operator Jα :
H(Σ)→ H(Σ) dened in (27) is given by S(Jα) = {+ı
√
(1− α)/(1 + α),−ı
√
(1− α)/(1 + α)}.
Proof:
Let denote A = A(κ,µ). Under the simplifying assumptions µ0 = · · · = µn = 1 and
κ0 = · · · = κn, we know from [2, Thm.6.1] that A + βId + γΠ is invertible if and only if
9
β2 − γ2 6= 1. From this, and Π2 = Id, we conclude that
λ /∈ S(AΠ + αΠ) ⇐⇒ (A + αId)Π− λId is invertible
⇐⇒ A + αId− λΠ is invertible
⇐⇒ α2 − λ2 6= 1




The spectral radius %(Jα) := sup{|λ|, λ ∈ S(Jα)} is a critical parameter as regards the
convergence of the iterative scheme (27). The parameter α should be chosen so as to obtain
the fastest possible convergence, hence minimizing the spectral radius %(Jα). Since (1 −
α)/(1 + α) = 0 ⇐⇒ α = 1, the previous proposition suggests to take α = 1 even though it





(A(κ,µ) + Id) ·Π(u(k)) + τ(µ)(uinc) (28)
Under Hypothesis (1), the adjacency graph of the partitionning of the computational domain
admits a tree structure. In this tree, vertices are identied with subdomains, and two vertices
are connected by an edge if the associated subdomains are adjacent. Taking the distance
between two vertices as the minimum number of edges in a path going from one vertex to the
other, the depth of the adjacency graph is then dened as its diameter with respect to this
distance. The next result relates the convergence of (28) to these notions.
Proposition 6.2.
Assume that µ0 = · · · = µn = 1 and κ0 = · · · = κn. Let N > 0 refer to the depth of




As in the previous proof, denote A = A(κ,µ). We only need to prove that ( (Id+A)Π )
N = 0.
Let D : H(Σ)→ H(Σ) refer to the purely diagonal part of A dened, for u = (uj), v = (vj) ∈






κ (uj), vj ]Γj . (29)
Besides we set T := A−D. Proposition 4.2 and 4.3 readily imply T2 = 0, D2 = Id, DT = −T
and TD = T. In addition we know from [2, Lemma 6.2] that DΠ = −ΠD. Using these
identities, let us rst compute ( (Id + A)Π )2. We obtain
((Id + A)Π)2 = (Id + D + T)Π(Id + D + T)Π
= (TΠ)2 + ((Id + D)Π)2 + (Id + D)ΠTΠ + TΠ(Id + D)Π
= (TΠ)2 + Π(Id−D)(Id + D)Π + Π(Id−D)TΠ + T(Id−D)Π2
= (TΠ)2 + 2ΠTΠ
10
Now let us prove by recurrence that ((Id + A)Π)p = 2Π(TΠ)p−1 + (TΠ)p for all p ≥ 2. We
already know that this is correct for p = 2. Suppose this holds for some p. Then we have
((Id + A)Π)p+1 = (Id + D + T)Π(2Π(TΠ)p−1 + (TΠ)p)
= 2(Id + D + T)TΠ(TΠ)p−2 + Π(Id−D)TΠ(TΠ)p−1 + (TΠ)p+1
= 2(T− T + T2)Π(TΠ)p−2 + 2ΠTΠ(TΠ)p−1 + (TΠ)p+1
= 2Π(TΠ)p + (TΠ)p+1
This proves the recurrence. According to [2, Prop.6.1], we have (TΠ)N = 0. From this we
deduce (J1)
N+1 = 0. 
Whereas α = 1 was pointed as a forbidden value at the end of Section 5, Proposition 6.1
and 6.2 suggests that this is the value that should be considered for the iterative scheme
(26). These two messages seem to be contradictory. Here is an explanation for this apparent
paradox. Consider the multi-trace formulation (24) for α = −1 which consists in nding
u ∈ H(Σ) such that
(Π− (A(κ,µ) + Id)/2)u = τ(µ)(uinc). (30)
The operator−MTF(−1)/2 associated to this formulation is an isomorphism. Besides we know
that the solution to this problem satises the transmission conditions u = Π(u), so we may
also replace u by Π(u) in (30), which leads to the equation (Id−(A(κ,µ)+Id)Π/2)u = τ(µ)(uinc),
which takes the form (Id − Jα)u = τ(µ)(uinc) with α = 1. Hence, we will study the following
the resolution of (30), obtained from the local-MTF formulation (24) with α = −1, and
preconditioned by Π.
7 Equivalence with Optimised Schwarz Methods
In the present section we show that, in certain situations, the iterative strategy (28) can be
identied with the Optimised Schwarz Method (OSM), a well established Domain Decompo-
sition strategy that, in its most classical form, is formulated in terms of volume PDEs. For an
overview on OSM, we refer the reader to [8], and for a detailed study of OSM in the context
ow wave propagation see [5, 6, 1]. We will prove that (28), can be re-written as an instance of
OSM involving exact Dirichlet-to-Neumann maps as impedance operators. This has already
been established in [3] for the simpler case where the geometric partitionning only involves
two subdomains and one interface for a one dimensional problem. Our goal is to generalise
this result to the present context. For the sake of simplicity, we will assume in this section
that
µ0 = µ1 = · · · = µn. (31)
7.1 A few observations on Dirichlet-to-Neumann (DtN) maps
In the context of domain decomposition (DDM) a more classical manner to describe solution
to homogeneous PDEs relies on Dirichlet-to-Neumann (DtN) maps, also known as Steklov-
Poincaré operators. There is a close connection between these maps and Calderón's projectors,
and we discuss this connection here.
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In this subsection, Ω will refer to any Lipschitz domain that is either bounded or the com-
plementary of a bounded domain, and Γ will refer to its boundary. Dene the continuous
operator DtNκΩ : H
1/2(Γ)→ H−1/2(Γ) by DtNκΩ(v) := γΓn (ΦΩ(v)) where
ΦΩ(v) ∈ H1loc(∆,Ω) solves
∆ΦΩ(v) + κ
2ΦΩ(v) = 0 in Ω
γΓ
d
(ΦΩ(v)) = v on Γ
ΦΩ(v) κ-outgoing radiating if Rd \ Ω bounded
(32)
For more details regarding the properties of the Dirichlet-to-Neumann map, we refer the reader
to [11, Chap.4]. The Dirichlet-to-Neumann maps DtNκΩ are non-local, coupling any part of
Γ with any other part of it. However, when Ω is not connected, this operator satises a
localisation property.
Lemma 7.1.
Assume that Ω ⊂ Rd is a Lipschitz subdomain such that either Ω or Ωc is bounded. If ω refer
to any connected component of Ω, we have DtNΩ(u)|∂ω = DtNω(u|∂ω) for all u ∈ H1/2(∂Ω).
Taking account of (32), the proof of the above lemma is obvious. As a consequence of this
lemma, in the following we shall commit a slight abuse of notation, regarding DtNΩ as an
operator mapping H1/2(∂ω)→ H−1/2(∂ω) for any connected component ω of Ω.
7.2 DtN based impedance operators
With the above notations, we introduce bounded one-to-one operators SκΩ : H1/2(Γ) → H(Γ)
dened by
SκΩ(v) := (v,DtNκΩ(v)). (33)
By construction we have Range(SκΩ) = C+κ (Ω). Using the polarity property of Lemma 3.1, we







Ω(u)dσ. Next introduce the bounded operator (SκΩc)∗ : H(∂Ωc) → H−1/2(Γ) dened
by
(SκΩc)∗(u, p) = DtNκΩc(u) + p (34)
The map (SκΩc)∗ is clearly surjective. Denoting Q(v, q) := (v,−q) as in (22), routine calculus
shows that 〈(SκΩc)∗(u), v〉Γ = [Q(u),SκΩc(v)]Γ for all u ∈ H(Γ) and all v ∈ H1/2(Γ). From this
formula, and the polarity property of Lemma 3.1, we deduce that Ker((SκΩc)∗) = Q · C+κ (Ωc) =
C−κ (Ω). Finally let us consider the operator
(SκΩc)∗SκΩ = DtNκΩc + DtNκΩ (35)
Since H(Γ) = C−κ (Ω) ⊕ C+κ (Ω) and, on the other hand, SκΩ maps onto C+κ (Ω), and C−κ (Ω) is
exactly the kernel of (SκΩc)∗, we conclude that (SκΩc)∗SκΩ : H+1/2(Γ)→ H−1/2(Γ) is a bijection.
Finally we claim that
γΩ ·GΩκ = SκΩ((SκΩc)∗SκΩ)−1(SκΩc)∗. (36)
Indeed the right hand side above is clearly a projector whose kernel is C−κ (Ω) and range is
C+κ (Ω), and these properties characterise γΩ ·GΩκ . This factorised form leads in particular to
the identity
(SκΩc)∗γΩ ·GΩκ = (SκΩc)∗. (37)
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7.3 Reformulation of the multi-trace iterative algorithm
We now come back to the geometrical setting of Section 1. First of all let us denote u∞ =
(u∞j )
n
j=0 ∈ H(Σ) the unique solution to (24), so that (28) rewrites u(k+1) − u∞ = (1/2)(Id +
A(κ))Π(u
(k) − u∞) under the assumption (31) that µ0 = · · · = µn. According to Proposition
4.1 we have Range(Id + A(κ)) = Π
n
j=0C+κj (Ωj), so that u
(k)
j − u∞j ∈ C+κj (Ωj) for k ≥ 1. As a
consequence, denoting






j )(x),x ∈ Ωj
we have γj(ψkj ) = u
(k)




and taking account of (37), we obtain
S∗(κ)(u
(k+1) − u∞) = S∗(κ)Π(u
(k) − u∞)







Note that (SκjΩj )
∗(u
(k)
j −u∞) = DtN
κj
Ωcj
(ψkj |Γj )+∂njψkj |Γj The term in the right hand side of (38)
can be interpreted in a similar manner, taking account of the denition of the transmission




maps H1/2(Γj,p)→ H−1/2(Γj,p) for any p 6= j. This nally leads to the recurrence
∂njψ
k+1




= −∂npψkp |Γj,p + DtN
κj
Ωcj
(ψkp |Γj,p) on Γj,p,
∀j, p = 0 . . . n, j 6= p ∀k ≥ 1.
(39)
This recurrence denes OSM, see e.g. [5, Eq.(93)], [1, Eq.(4)] or [12, Eq.(12)], with DtN
κj
Ωcj
taken as impedance in subdomain Ωj . Formula (39) reveals a strong analogy between Opti-
mised Schwarz Methods and local Multi-Trace formulations solved by a block Jacobi strat-
egy. From this perspective, let us point a strong feature shared by these two methods. The
nilpotence property exhibited in Proposition 6.2 shows that, in the case of an homogeneous
propagation medium, the iterative algorithm (28) converges in a number of steps related to
the depth of the adjacency graph of the subdomain partition. As presented in [12, Result 3.1],
when the impedance operator is chosen to be the exact exterior Dirichlet-to-Neumann map,
the Optimised Schwarz Method also converges in nite number of steps related to the depth
of the adjacency graph.
8 Numerical evidences
In this section, we present numerical results conducted on PDEs in 2D that conrm the
conclusions of the previous sections. Denote D(x, r) the disk of center x and radius r > 0.
We introduce two geometric congurations that we will use in our numerical experiences, and
that are dened as follows.
Conguration I In the rst conguration, represented in Figure 1, we look at centered
nested disks. Considering a sequence of radii rj = n− j, we set Ω0 := R2 \D(0, r0), and then
Ωj = D(0, rj−1) \ D(0, rj), j = 1 . . . n − 1 and Ωn = D(0, 1). In this conguration, the depth






Figure 1: Conguration I
Ω0
Ω1 Ω2 Ω3
Figure 2: conguration II
Conguration II In the second conguration, represented in Figure 2, we consider a se-
quence of centers xj = (3 · (j−1), 0), and we consider translated unit disks Ωj = D(xj , 1), j =
1 . . . n as well as Ω0 = R2 \ (Ω1 ∪ · · · ∪ Ωn). In this conguration, the depth of the adjacency
graph systematically equals 1, so it does not grow with n.
The point of these geometries is to have one test case where the depth of the adjacency graph
increases linearly, which corresponds to the conguration I, and another test case where this
depth is constant, which is conguration II. This two test cases will allow us to illustrate
numerically Proposition 6.2.
8.1 Discretisation
We solve Equation (24) with a Galerkin discretisation using the BEMTool library∗. We ap-
proximate H(Σ) with the space Vh = Πnj=0Vh(Γj)×Vh(Γj), where each Vh(Γj) is P1-Lagrange
function space over a regular mesh (here a set of straight panels forming a polygonal line) with
h as the maximal length of the panels. After discretisation, Equation (24) becomes
(A(κ) −M + (1− α)(M−Π))uh = −2Muh,inc, (40)
where uh, uinc,h ∈ Vh and A(κ), M and Π are the Galerkin matrices associated to, respec-
tively, A(κ), Id and Π. The discrete counterpart of the multi-trace operator will be denoted
MTF(κ)(α) := A(κ) − αM− (1− α)(M−Π). We will be interested in the following system
−1
2
MTF(κ)(α)uh = Muinc,h, (41)
for several values of α and various choices of κ0, . . . , κn and µ0, . . . , µn. As explained at the
end of Section 6, a good choice would be α = −1, taking Π as right preconditionner, so that




Figure 3: Spectrum of −MTF(κ)(α)/2 with
conguration I and n = 3
Figure 4: Spectrum of −MTF(κ)(α)/2 with
conguration II and n = 3
In [9, Section 5.3], the authors introduced a preconditioning strategy for (24) with α = 0 where
the diagonal part of the operator MTF(κ)(0), that is to say A(κ), is used as a preconditioner.
However we have the following relation
A(κ)MTF(κ)(0) = A(κ)(A(κ) −Π) = Id−A(κ)Π
= −(A(κ) −Π)Π = −MTF(κ)(0)Π,
using A2(κ) = Id and Π
2 = Id. So that, the preconditioning strategy suggested in [9, Section
5.3] corresponds also to a right preconditioning by Π for the case α = 0.
8.2 Spectrum
We rst examine the spectrum of the local multi-trace operator for various values of α. At the
continuous level, we are interested in nding u 6= 0 and λ ∈ C such that−(1/2)MTF(κ)(α)Π−1u =
λu, which is equivalent to determining v 6= 0 and λ ∈ C such that MTF(κ)(α)v = −2λΠv.




We show the results in Figures 3 and 4 for the homogeneous case κ0 = κ1 = κ2 = κ3 = 1 and
µ0 = µ1 = µ2 = µ3 = 1, we see that for α 6= −1, there are two clusters of eigenvalues, while
there is only one cluster for α = −1 around the real value 1.
8.3 Convergence
We now solve our problem (41) using GMRes with 10000 as maximum number of iterations
and a relative tolerance of 10−5, for several α, Π as a preconditioner and a varying number of
interfaces. Notice that in the case where κj = 1 for every 0 ≤ j ≤ n, we know that the solution
is uinc so that we checked that the relative L2 norm between the approximated solution uh
and uinc is of order of 10
−6 with our discretisation for every test cases and independently
of the number of interfaces, so that they are comparable. In this homogeneous case, we
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Figure 5: Number of iterations solving Equa-
tion (41) with conguration I, Π as as precon-
ditioner and a homogeneous material
Figure 6: Number of iterations solving Equa-
tion (41) with conguration II, Π as as pre-
conditioner and a homogeneous material
Figure 7: Residual history solving Equa-
tion (41) with conguration I and a homoge-
neous material
Figure 8: Residual history solving Equa-
tion (41) with conguration II and a homo-
geneous material
obtain Figures 5 and 6 where we see that the number of iterations increases linearly in the
case of conguration I and stagnates in the case of conguration II for α = −1, which is
consistent with Proposition 6.2 and the remark at the end of Section 6, even if we do not
obtain exactly that the number of iterations is equal to the number of interfaces because of
numerical approximation. In Figure 5, we also remark that the closer α is to −1, the smaller
is the number of iterations. This last remark will prevail in all our numerical tests.
We show in Figures 7 and 8 the residual history during the GMRes iterations for three inter-
faces and compare them to the case without preconditioner. We can observe the eciency of
this simple preconditioner for α = −1, going from 81 iterations without preconditioner to 7
iterations with Π as a preconditioner in the case of the conguration I, and from 43 to 4 in
the case of conguration II.
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Figure 9: Number of iterations solving Equa-
tion (41) with conguration I, Π as as precon-
ditioner and (κ) obtained randomly between 1
and 3
Figure 10: Number of iterations solving Equa-
tion (41) with conguration II, Π as as precon-
ditioner and (κ) obtained randomly between 1
and 3
All the calculus in Sections 6 and 7 hold in the case of a homogeneous material, κ0 = κ1 =
· · · = κn. Dierences between κi and κj with i 6= j will only induce compact perturbations
of the formulation. That is why, we expect the behavior observed previously to hold to some
extent. We rst consider the following case: κ0 = 1.00002, κ1 = 1.26308, κ2 = 2.51121,
κ3 = 1.9173, κ4 = 2.06553 and κ5 = 1.43792, where the values between 1 and 3 were obtained
randomly and we keep µ0 = µ1 = · · · = µ5 = 1. In this case, we obtain Figures 9 and 10 where
we can see that we no longer have a linear increasing or constant behavior of the number of
iterations with the number of interfaces. But we see that the value α = −1 associated with
our preconditioner is still the one leading to the smallest number of iterations. For example,
we can see Figures 11 and 12, where we show the residual history for n = 3, that for α = −1,
we obtain 126 iterations without preconditioner and 26 with Π as a preconditioner in the
case of conguration I while we obtain 74 iterations without preconditioner and 17 iterations
with Π as a preconditioner in the case of conguration II. Of course, if the dierence between
the κj increases, the number of iterations will increase, as we can see in Figures 13, 14, 15
and 16 where we show the results from the same kind of numerical experiences but with
κ0 = 1.00039, κ1 = 7.57689, κ2 = 38.7803, κ3 = 23.9325, κ4 = 27.6384 and κ5 = 11.948,
theses values between 1 and 40 being again obtained randomly. We observe in these gures
that the number of iterations greatly increases, even if the value α = −1 is still giving the
best results. For example, for α = −1, it does not converge without preconditioner and we
obtain 587 iterations with Π as a preconditioner in the case of conguration I, while it goes
from 507 iterations without a preconditioner to 86 with Π as a preconditioner in the case of
conguration II. The fact that higher contrasts in (κ) make such an impactlead us to think
that the formulation needs be modied in this case, even if our preconditioner helps to lower
the increase of the number of iterations.
Figures 17, 18, 19 and 20 show the results for the same numerical tests as before but with
κj = 1 if j is even and κj = 10 otherwise in the case of conguration I and κ0 = 1 and κj = 10
with 1 ≤ j ≤ n for conguration II. The same observations as in the preceding paragraph can
be made. For example, for α = −1 and n = 3, it does not converge without preconditioner
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Figure 11: Residual history solving Equa-
tion (41) with conguration I and (κ) obtained
randomly between 1 and 3
Figure 12: Residual history solving Equa-
tion (41) with conguration II and (κ) ob-
tained randomly between 1 and 3
Figure 13: Number of iterations solving Equa-
tion (41) with conguration I, Π as as precon-
ditioner and (κ) obtained randomly between 1
and 40
Figure 14: Number of iterations solving Equa-
tion (41) with conguration II, Π as as precon-
ditioner and (κ) obtained randomly between 1
and 40
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Figure 15: Residual history solving Equa-
tion (41) with conguration I and (κ) obtained
randomly between 1 and 40
Figure 16: Residual history solving Equa-
tion (41) with conguration II and (κ) ob-
tained randomly between 1 and 40
and we obtain 180 iterations with Π as a preconditioner in the case of the conguration I, and
it goes from 149 iterations to 57 using Π as a preconditioner in the case of conguration II.
Finally, we take κ0 = · · · = κn = 1 and µ0 = 1.00078, µ1 = 14.1538, µ2 = 76.5605, µ3 =
46.865, µ4 = 54.2767 and µ5 = 22.8959, random values between 1 and 100, to study the
inuence of a perturbation coming from (µ). According to Figures 21, 22, 23 and 24, we see
that the impact on the number of iterations due to this kind of perturbation is weaker that
the one due to a perturbation on (κ). Indeed, in this case, we see Figures 21 and 22 that it
still converges in every test cases without preconditioner, contrary to the last two numerical
experiences. For examples, for α = −1 and n = 3, it goes from 3187 iterations without
preconditioner to 35 with our preconditioner for conguration I, while it goes from 82 to 29
using our preconditioner in conguration II.
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