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Abstract
We analyse an extension of Shoup’s (Inform. Process. Lett. 33 (1990) 261{267) deterministic
algorithm for factoring polynomials over nite prime elds to arbitrary nite elds. In particular,
we prove the existence of a deterministic algorithm which completely factors all monic polynomi-
als of degree n over Fq; q odd, except possibly O(n2 log2 q=q) polynomials, using O(n2+ log2q)
arithmetical operations in Fq. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction
Nowadays the average case analysis of algorithms becomes an important topic. In
the present article we analyse an extension of Shoup’s [8] deterministic algorithm for
factoring polynomials over nite prime elds Fp to arbitrary nite elds Fq.
If q − 1 is a prime or q=2 then we only get a trivial bound for the running time.
So we restrict ourselves to the case that q−1 is not a prime and q 6= 2, and we denote
by s the smallest divisor > 1 of q−1. This is s=2 for odd q; s=3 for q=22r ; s=7
for q=26r+3, etc. In particular, for a polynomial of degree n over Fq we show that the
fraction of all monic polynomials of degree n for which the extended algorithm fails
to halt in (s− 1)O(n2+ log2 q) operations in Fq is O(n2 log2 q=q), where n denotes a
xed but unspecied polynomial in log n.
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Shoup himself generalised his algorithm to arbitrary nite elds in a dierent way
(see [2, 4]), but he did not prove any bounds on the average case complexity (cf. [10,
Problem 1:2]).
For a complete analysis we need a non-trivial worst-case bound. Using the natural
ordering of the elements of an arbitrary nite eld Fq dened in Winterhof [11], we give
proof to the worst-case running time of the algorithm, which is (s−1)O(q1=2n2+ log q)
Fq-operations.
Although Shoup’s algorithm for arbitrary Fq is better in the worst case and there
are probabilistic algorithms with a better expected running time, an average case anal-
ysis of a deterministic algorithm over arbitrary Fq of this quality has not been found
yet.
2. Extension of Shoup’s algorithm
In this section we describe a straightforward extension of Shoup’s algorithm.
We expect the reader to be familiar with the basic results on factoring methods. For
a recent survey see [6].
We may restrict ourselves to the case of equal-degree factorisation, i.e. we want to
factor g= g1    gk 2Fq[X ] where the gi’s are distinct monic irreducible polynomials of
degree d.
Let R :=Fq[X ]=(g) = Fq[X ]=(g1)   Fq[X ]=(gk); x=X mod g and i= mod gi 2
Fq[X ]=(gi) = Fqd for 2R. B= f2Rjq= g= f2Rji 2Fq; i=1; : : : ; kg is called
the (relative) Berlekamp subalgebra, and a subset S B is called a (relative) sep-
arating set if for all 16i; j6k; i 6= j, there exists an element 2 S such that
i 6= j.
The algorithm constructs a separating set in the following way. We compute a poly-
nomial h(Y )= h0 +   + hd−1Yd−1 + Yd 2R[Y ] where
h(Y )= (Y − x)(Y − xq)    (Y − xqd−1 ):
xmod gi 2Fqd is a zero of the irreducible polynomial gi 2Fq[Y ] and thus
h(Y )mod gi=(h0 mod gi) +   + (hd−1 mod gi)Yd−1 + Yd= gi(Y ):
For i 6= j there exists an l such that the coecients hlmod gi of gi(Y ) and hlmod gj
of gj(Y ) are dierent. Hence, S = fh0; : : : ; hd−1g is a separating set.
For U Fq[X ] and v2Fq[X ] let
Rene(U; v)=
[
u2U

gcd(u; v);
u
gcd(u; v)
-
f1g:
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Let (x0; : : : ; xq−1) be an ordering of the elements of Fq. For odd q 6=3 we can factor g
as follows:
Initially, we put U = fgg and z=0.
While jU j 6= k do the following renement step
for i=0; : : : ; d− 1 do
1. replace U with Rene(U; hi + xz).
2. replace U with Rene(U; (hi + xz)(q−1)=2 − 1).
increment z.
In the case of even characteristic we replace Step 2 by
for t=0; : : : ; s− 2
replace U with Rene(U; (hi + xz)(q−1)=s − t);
where  is a primitive sth root of unity in Fq.
If q=2 or q− 1 is a prime we omit Step 2.
The correctness of the algorithm follows from the fact, that fh0; : : : ; hd−1g is a
separating set.
3. Worst-case analysis
The running time depends on the choice of the ordering of Fq. We choose the
following special ordering:
Let q=pr and fb0; b1; : : : ; br−1g be a basis of Fpr over Fp. If
k = k0 + k1p+   + kr−1pr−1; 06ki < p; i=0; : : : ; r − 1
is the p-adic expansion of k, then let
xk = k0b0 + k1b1 +   + kr−1br−1: (1)
To determine the complexity of the algorithm, we have to estimate the number of
times the renement step is executed. Therefore, we need the following lemma.
Lemma 1. Let  be a non-trivial multiplicative character of Fq and f2Fq[X ] a poly-
nomial which is not an ordth power and has w distinct zeros in its splitting eld over
Fq. Let L= L(q; f) denote the largest number of consecutive elements x0; x1; : : : ; xL−1
in (1) satisfying
(f(x0))= (f(x1))=    = (f(xL−1))= 1: (2)
Then
L(q; f)63wq1=2 − 1:
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Proof. Let x0; x1; : : : ; xL−1 be the longest sequence of elements in (1) satisfying (2)
and M = bL=3c. For 06u; v6M let xk = xM + xu − xv. Then we have
k = (m0 + u0 − v0)| {z }
mod p
+(m1 + u1 − v1)| {z }
mod p
p+   + (mt + ut − vt)| {z }
mod p
pt
6 (p− 1)(1 + p+   + pt−1) + 2mtpt < 3M6L;
where M =m0 + m1p+   + mtpt; 06mi < p; i=0; : : : ; t; mt 6=0; t < r,
u= u0 + u1p+   + utpt; 06ui < p; i=0; : : : ; t − 1; 06ut6mt;
and
v= v0 + v1p+   + vtpt ; 06vi < p; i=0; : : : ; t − 1; 06vt6mt:
Hence,
xM + xu − xv 2fx0; : : : ; xL−1g
and we get by Weil’s Theorem (see e.g. [7, Theorem 2G])
(M + 1)2 =
MP
u;v=0
(f(xM + xu − xv))
=
MP
u;v=0
P
z2Fq
(f(xM + z))
1
q
P
y2Fq
 (y(z + xv − xu))
6
1
q
P
y2Fq
 Pz2Fq (f(xM + z)) (yz)
 MPu;v=0  (y(xv − xu))
6wq−1=2
MP
u;v=0
P
y2Fq
 (y(xv − xu))=w(M + 1)q1=2;
where  denotes the additive canonical character of Fq. We get M6wq1=2 − 1, and
thus L63wq1=2 − 1.
For prime elds Fp we can choose M = bL=2c which yields
L(p;f)62wp1=2 − 1:
For prime elds, quadratic characters and f(X )= (X + a)(X + b); a 6= b, this result
was proved by Shparlinski [10, Theorem 1:1].
Theorem 1. Let f2Fq[X ]; q 6=2; be a polynomial of degree n; s>1 an integer and
q 1mod s.
Then the algorithm completely factors f in (s − 1)O(q1=2n2+ log q) operations
in Fq.
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Proof. The proof is a straightforward extension of Shoup’s proof for prime elds
based on the previous lemma. We are able to perform square free and distinct degree
factorisation in O(n2+ log q) operations in Fq (see e.g. [3]).
Let g; deg g=m= kd, be a polynomial to be factored after these steps.
We need O((dm)1+ log q) operations in Fq to compute the separating set S.
Each execution of the renement step can be performed using (s−1)O(dm1+ log q)
operations.
Now, we prove the number of executions of the renement step to be O(q1=2).
Suppose that for some 16i < j6k the renement step has been executed for z=0; : : : ;
L − 1 and that gigjju for some u2U . Since S is a separating set, there is an 2 S
such that i 6= j. Then we have (i+ xz)= (j+ xz), i.e. ((i+ xz)(j+ xz)s−1)= 1
for z=0; : : : ; L−1, where  denotes a multiplicative character of order s. The previous
lemma provides L66q1=2 − 1. So g can be factored with (s− 1)O(q1=2(md)1+ log q)
operations, and an arbitrary polynomial of degree n can be factored with (s − 1)
O(q1=2n2+ log q) operations in Fq.
4. Average case analysis
Let f=f1   fn be the distinct degree factorisation of a polynomial f, where
fd is the product of irreducible polynomials of degree d, and Kd the number of
times the renement step is executed to factor fd. In the previous section we proved
Kd66q1=2−1.
Let B be the probability that a polynomial f is bad in the sense that Kd>t for some
16d6n, where t= dlog qe.
Theorem 2. For an arbitrary polynomial f2Fq[X ]; deg f= n; we have
B= n2 log2 q=q:
We prove the theorem after some preliminary results.
Lemma 2. Let 16t6q and  be a non-trivial multiplicative character of Fq with
ord= s.
Then for the number J of pairs (a; b)2F2q with
(a+ xz)= (b+ xz) for z=0; : : : ; t − 1;
we have
J6t + q
 
q
st
+ t(t − 1)

s− 1
s
2
− t s− 1
s
+ 1− 1
st
!
:
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Proof. J can be expressed as J = t + J 0, where J 0 is the number of pairs (a; b)2F2q
with ((a+ xz)(b+ xz)s−1)= 1; z=0; : : : ; t − 1. We have
stJ 0 =
P
a; b2Fq
t−1Q
z=0

s−1P
i=0
i((a+ xz)(b+ xz)s−1)

=
s−1P
e0 ;:::;et−1=0
P
a; b2Fq

t−1Q
z=0
ez ((a+ xz)(b+ xz)s−1)

=
s−1P
e0 ;:::;et−1=0
 P
a2Fq


t−1Q
z=0
(a+ xz)ez
! P
b2Fq


t−1Q
z=0
(b+ xz)(s−1)ez
!
:
By Weil’s theorem we get
J 06
1
st

q2 + q
tP
l=1
 t
l

(s− 1)l(l− 1)2

= q
 
q
st
+ t(t − 1)

s− 1
s
2
− t s− 1
s
+ 1− 1
st
!
:
The factorisation pattern of a polynomial f of degree n is the n-tuple =(k1; : : : ; kn)
where kd is the number of irreducible factors (counting multiplicity) of degree d that
divide f.
Let B be the conditional probability that f is bad given its factorisation pattern .
We can write
B6B;1 +   + B;n;
where B;d is the probability that Kd>t given the factorisation pattern .
Lemma 3. For xed 16d6n we have
B;d=O(k2d log
2 q=q):
Proof. Two elements a; b2Fq are called indistinguishable if (a+ xz)= (b+ xz) for
z=0; : : : ; t − 1, where t= dlog qe and  is a non-trivial character of Fq.
Two polynomials gi; gj of equal degree are called indistinguishable if each pair
of corresponding remainders of the d polynomials hi 2 S modulo gi and gj is indis-
tinguishable. The number J of indistinguishable pairs is bounded by O(q log2 q) by
Lemma 2.
Let ~f(d) be the product of all irreducible factors of f of degree d (including mul-
tiplicity). We can regard f as being taken from a uniform distribution on all monic
polynomials with factorisation pattern , and ~f(d) as being chosen from a uniform
distribution on all monic polynomials with kd irreducible factors of degree d. B;d is
not larger than the probability that ~f(d) is divisible by two indistinguishable monic
polynomials of degree d. As ~f(d) contains kd irreducible factors, this probability is
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no greater than k2d times the probability B
0 that a randomly chosen pair of irreducible
polynomials of degree d is indistinguishable. For the number I(d) of indistinguishable
pairs of monic irreducible polynomials of degree d we have
I(d)6(q log2 q)d
by Lemma 2.
For the number N (d) of all monic irreducible polynomials of degree d we have
N (d)= (qd=d):
Hence,
B0= I(d)=N (d)2 =O((log2 q=q)dd2)=O(log2 q=q)
and thus
B;d6k2dB
0=O(k2d log
2 q=q):
Proof of Theorem 2 The theorem follows immediately by Lemma 3.
So taken an arbitrary polynomial f2Fq[X ]; degf= n, the expected running time
is polynomial in n and log q and equals O(n2+ log2 q).
Remark This average case analysis does not depend on the distribution of the factorisa-
tion patterns, which is needed for example for an average case analysis of
Berlekamp’s algorithm (see [1]):
We take a square-free polynomial f2Fq[x]; q=pr , of degree n. Then the complex-
ity of Berlekamp’s algorithm is O(n3r2 + kqn2r2) operations in Fp, where k = k(f) is
the number of irreducible factors of f (see e.g. [6]). With the following inequality
(see [4, 5, Chapter 6, pp. 239{241]) we can prove (worse) results (q vs. log q) of the
same avour as Theorem 2:
For any n>3 and any positive real number  the number of monic polynomials of
degree n with
jk(f)− log nj>
p
log n
is at most 3qn−2.
It seems that this technic is not applicable to our algorithm, since the estimate for
the number of executions of the renement step does not depend on k.
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