forming the coefficients. The third approach is to iteratively This paper presents a progressive image transmission scheme encode the residue or difference image, either in the spatial in which polynomial approximation coding is effectively ap-domain or in the transform domain [9] [10] [11] [12] [13] . At each stage, plied to encoding residual images at each stage. This polynomial an error or difference image is generated and then encoded approximation coding is derived from a regressive model based at the next stage.
FIG. 1. The block diagram of polynomial approximation coding.
The simple block diagram that roughly describes polyno-is the constant matrix formed by position variables, mial approximation coding is illustrated in Fig. 1 . The polynomial-coefficient estimator (PCE) is used to estimate the b T ϭ [ͱ 0 ͱ 1 ͱ 2 ͱ 3 ] polynomial coefficient. According to the diagram, after the stages of quantization and variable-length coding, f (x, y) is the coefficient matrix, and will be transmitted in the form of encoded bit streams. At the end of the encoder, the polynomial coefficients are e T ϭ [e 0 e 1 и и и e n ] obtained by regression techniques. The mathematical model will be presented shortly in the later part of this is an error term matrix. section.
After some simple numerical procedures, the leastIdeally speaking, the continuous function which de-squares estimation of the polynomial coefficient vector b scribes the image would be will be obtained with the equation
Since the elements of X are fixed, we may replace part of Taking a 4 ϫ 4 case, for example, let Eq. (4) with a generator matrix G:
The computation of b will finally be expressed as and recall what was mentioned previously, that f (x, y) ϭ p(x, y) ϩ e(x, y), where e(x, y) is the error term. Now we b ϭ GF.
define the matrix form of the polynomial approximation, As for the decoding process, each point of the image data F ϭ Xb ϩ e, (3) can be reconstructed according to Eq. (2). In other words, the reconstructed data matrix F of interpolation or decimation is directly computed by where
where is the original data matrix with n elements,
The set of (x, y) for X, (b) the set (x, ỹ ) for X . and x and ỹ are the position mapping variables of extension transmission will be limited in a certain number of stages. that is, f
where f R is the error image in decoding for interpolation or decimation. This means, for this m-stages system. a set of fixed polynomial coefficients, that the interpolation Let f k be the input frame at the kth stage; then the input of data is implemented by a polynomial equation with the frame at the next stage is generated by
The progressively reconstructed image is expressed as of (x, y) is illustrated in Figs. 2a and 2b.
where Step 1. Divide the frame f k into regular blocks, whose The m-stage PIT algorithm is described by the following procedures: size is N ϫ N. 
Step 3. The subsampled image is encoded by PAC.
Step 4. If k ϭ m, stop the procedure.
Step 5. Reconstruct the block image f k from PAC decoder.
Step 6. The residual image f kϩ1 is the difference between
An encoder of the three-stage PIT system is illustrated in Fig. 3 . Since the original image is divided into a series of nonoverlapped blocks of size 16 ϫ 16 at the first stage, m ϭ 3 is revealed. These blocks are downsampled to be Fig. 4 .
The peak signal-to-noise ratio (PSNR) is used to deter-tion coding, derived from a regressive model, obtains a set of optimum coefficients of a polynomial expression for a mine image reconstruction fidelity. The PSNR is defined as square image. Since the residual images are approximated by continuous functions, the scaling property of the recon-PSNR ϭ 10 log 10 ͩ 
In order to design a row-column computation architecture, we redefine the matrix form in Eq. (3) to the form in Eq. (8): with F and F denoting the original and reconstructed images, respectively, and N the image size.
F ϭ X row BX col (8) The PIT system transmits images in three stages. The image is first subdivided into pixel blocks of 32 ϫ 32, which are processed in left-to-right, top-to-bottom directions. As where data matrix each 32 ϫ 32 block or subimage is encountered, its 1024 pixels are downsampled into a block of 4 ϫ 4 pixels. Then the polynomial coefficients of this block are computed and quantized. In particular, the nonzero AC coefficients are
΅ , encoded using a variable-length code that defines the coefficient's value and the number of preceding zeros. The DC coefficient is differentially coded relative to the DC coefficient of the previous subimage (Table 1) . Tables 2  beta matrix  and 3 Table 4 .
We present two sets of decoded images of different sizes. The first set of decoded images are of sizes 128 ϫ 128, and constant matrices 256 ϫ 256, and 512 ϫ 512 at three different stages. The first two images are illustrated in Fig. 5 , while the other set of decoded images are of the same size, 512 ϫ 512, as shown in Fig. 6 . The bit rate and the PSNR of the coded X ϭ X row ϭ X Table 5 .
V. CONCLUSION

By utilizing a customized method of incorporating the
The computation of the beta matrix could be obtained polynomial regression coding for the residual images, an with the following equation: 
