[1] This paper addresses the formation of a cloud system associated with an arctic polynya in Beaufort Sea during springtime. Data were obtained as a part of the First International Satellite Cloud Climatology Project (ISCCP) Regional Experiment (FIRE) Arctic Clouds Experiment from the Canadian Convair 580 aircraft during 25 April 1998. These data include in situ observations of cloud microphysics and meteorological variables and remote measurements from satellite and airborne lidar. A three-dimensional cloud-resolving model with explicit bin-resolving cloud microphysics is used to simulate the atmospheric boundary layer and cloud evolution associated with the polynya. After initialization with the aircraft sounding profiles, a quasi-steady polynya-induced atmospheric boundary layer (ABL) and a cloud system form. Strong turbulence in the ABL occurs above the polynya, the internal thermal boundary layer (ITBL) develops and grows upward in the downwind direction, and the ABL downwind of the polynya is separated into two decoupled layers. The cloud forms in the middle of the polynya, and its upper boundary lifts downwind while the lower boundary lowers and reaches the surface beyond the polynya southern boundary as a light fog. Farther to the south, the fog evaporates and transforms into an elevated cloud plume that extends for several tens of kilometers downwind. This cloud morphology is in good agreement with the lidar observations, which showed a cloud layer extending for more than 100 km downwind, and with the numerous previous observations. The simulated microphysical properties of a mixed cloud are similar to those observed. A new ice nucleation scheme resulted in cloud plume gradual crystallization along the wind and eventual transformation into diamond dust. Detailed evaluation of the water budget, supersaturation, and crystal size spectra showed that the ice crystal supersaturation relaxation times are 10-60 min; thus deposition on the crystals is rather slow, and only 1-5% of the available vapor is deposited on the crystals. The large ice crystal supersaturation relaxation time explains the relatively slow growth and gravitational fallout of the ice crystals, as well as the extensive propagation downwind of the plume. 
Introduction
[2] Successful climate modeling in the polar regions is hampered by uncertainties in understanding of arctic clouds, caused by difficulties in observations and by the unusual forms of these clouds [e.g., Curry et al., 1990 Curry et al., , 1996 Randall et al., 1998 ]. These unusual cloud forms include plumes formed near open leads and polynyas. Polynyas are large regions of open water within the ice pack that are quasi-stationary and often recur on an annual basis. Polynyas are differentiated from leads, which are linear breaks in the sea ice. Formation of the internal boundary layer (ITBL), convection, and clouds associated with wide leads and polynyas have the potential to modify the heat and moisture content of the atmospheric boundary layer, the boundary layer stability, and the surface heat and freshwater budget over, and considerably downwind of, the polynya.
[3] During the cold season, the processes of plume and cloud formation over leads and polynyas are essentially similar to those processes in cold air outbreaks that occur under offshore winds in the marginal sea ice zone and off cold continents. These clouds form from the intense surface fluxes of heat and moisture associated with the cold air flowing over the open water [e.g., Andreas, 1980; Andreas and Cash, 1999; Alam and Curry, 1998; Renfrew and Moore, 1999; Brummer and Pohlmann, 2000] . The evolution downstream of the boundary layer and clouds associated with wide leads and polynyas is, however, fundamentally different from the cold air outbreak schematized by Agee [1987] . In contrast to the cold air outbreaks, there is only a limited fetch over the open water associated with leads and polynyas, so downwind the boundary layer becomes stable, although a cloud plume is often evident downwind for more than 100 km of wide leads and polynyas [e.g., Schnell et al., 1989; Curry et al., 1997 Curry et al., , 2000 .
[4] There is also a close analogy of the lead and polynyainduced cloud plumes with those caused by cooling ponds and the towers of power plants. The temperature of a cooling pond in winter can be slightly above 0°C, while the surrounding surface may have temperatures as low as À15 to À20°C and can be covered by snow [Shannon and Everett, 1978; Leahey et al., 1979; Yamada, 1979] . Cloud plumes and snowfall from the cooling ponds and towers were extensively studied during the last 20 -30 years [International Atomic Energy Agency (IAEA), 1975; Cotton and Pielke, 1992] . Satellite images showed that these plumes during the cold weather in the US and Canada may extend several hundred km. Measurements of snowfall from these plumes under clear sky conditions indicated that the downwind snowfall can reach 12-16 cm in 5 hours [IAEA, 1975; Yamada, 1979] .
[5] Simulations of convection from leads and polynyas have been conducted using mesoscale and large eddy simulation models (LES) [e.g., Glendening and Burk, 1992; Alam and Curry, 1995; Zulauf and Krueger, 2002; Mailhot et al., 2002] . Numerous simulations of cold air outbreaks have also been conducted [e.g., Chlond, 1992; Bakan et al., 1995; Rao and Agee, 1996; Olsson and Harrington, 2000; Brummer and Pohlmann, 2000; Flamant et al., 2001; Pagowski and Moore, 2001] as well as simulations of cloud plumes from the cooling ponds [e.g., Shannon and Everett, 1978; Leahey et al., 1979; Yamada, 1979; Khvorostyanov, 1991] .
[6] These simulations have generally focused on the boundary layer evolution and the microphysical processes in these clouds have been studied with models of various complexity. and found that the vertical structure and phase of lead-induced clouds depended strongly on the rate of snow production and the partitioning of cloud water between the liquid and ice phases. Bakan et al. [1995] showed that noticeable crystallization rate and snow precipitation occurs under cold air outbreaks even in relatively thin cloud streets, which influences the dynamics of the atmospheric boundary layer. Rao and Agee [1996] found that inclusion of snow processes in the simulation produced fundamentally different boundary layer turbulence and convective organization. Olsson and Harrington [2000] found that inclusion of mixed-phase microphysics had a large impact on boundary layer depth and structure. Icephase precipitation processes rapidly depleted the boundary layer of condensate, and the less humid boundary layer was able to maintain a larger surface latent heat flux and continuously extract heat through condensation and deposition. All of these studies noted a strong dependence of the modeled radiation fluxes on assumptions made in the microphysical parameterizations.
[7] Although some of these models were based on the explicit bin-resolving microphysics [e.g., Khvorostyanov, 1991 Khvorostyanov, , 1995 Bakan et al., 1995; Olsson et al., 1998; Harrington et al., 1999; Jiang et al., 2000 Jiang et al., , 2001 Olsson and Harrington, 2000; Khvorostyanov et al., 2001] , most of the aforementioned simulation studies used bulk microphysical parameterizations. In bulk microphysical parameterizations, assumptions must be made about the temperature at which ice nucleation occurs, the threshold for the so-called autoconversion of cloud water to rain or snow, the relative humidity threshold for nucleation, and the relaxation times for condensation and sublimation. Assumptions used in these parameterizations have been determined from studies of clouds at lower latitudes. Clouds associated with leads and polynyas present particular challenges to bulk microphysics schemes because of the large ice supersaturations observed near the surface [e.g., Andreas et al., 1979; Blanchet, 2001a, 2001b] , the complexities of mixed phase microphysics with no simple temperature for the phase transition [e.g., , the large supersaturation relaxation time for ice crystals [e.g., Khvorostyanov and Sassen, 1998a , 1998b Khvorostyanov et al., 2001] , and the apparent low autoconversion threshold for cloud water in the arctic .
[8] Explicit bin-resolving microphysics models have several advantages relative to bulk microphysics. Explicit models do not use any a priori prescribed forms of the size spectra (e.g., lognormal or gamma distributions), but can simulate the evolution of the size distribution of both liquid and ice particles in response to nucleation, condensation/deposition, and collision and coalescence processes. Also, no specific arbitrary thresholds and tunings are required in explicit models for autoconversion, coagulation, accretion, etc. Explicit models simulate the cloud supersaturation and its interaction with the particles growth, so that arbitrary assumptions for threshold relative humidity for nucleation or residual water and ice supersaturations after condensation and deposition are not needed. Hence explicit microphysics can provide a much more realistic simulation of cloud microphysical processes and properties. Ice nucleation still remains a major uncertainty even in explicit microphysics models, since several various parameterizations existing now may produce substantially different ice amounts and are usually expressed in terms of either temperature [Fletcher, 1962] or supersaturation [Huffman, 1973] , while a unified approach was still absent, although recent theoretical developments in ice nucleation [e.g., Sassen, 1998c, 2002; Khvorostyanov and Curry, 2000] are improving its treatment in the models.
[9] To date, only a few simulations of polar clouds have been performed using an explicit bin-resolving microphysics. These simulations include boundary layer stratus formed during the summertime [Buikov et al., 1981; Khvorostyanov, 1995; Olsson et al., 1998 ], and transition seasons [Harrington et al., 1999; Jiang et al., 2000] ; cloud streets formed during a cold air outbreak [Bakan et al., 1995] ; and a two-layer cloud system consisting of cirrus and altostratus [Khvorostyanov et al., 2001] . These simulations showed high sensitivity of the simulated cloud properties to the cloud microphysics. Because of the complexity of the microphysical processes occurring in clouds associated with leads and polynyas, simulations using explicit microphysics models are needed to correctly simulate these clouds, to understand the relevant processes, and to improve bulk microphysical parameterizations for application to polar clouds.
[10] In this paper, for the first time, a three-dimensional (3-D) cloud model with explicit bin microphysics of both water and ice phases is used to simulate an arctic boundary layer cloud on the mesoscale. The model is applied to the formation and evolution of the cloud plume associated with the Cape Bathurst polynya in the Beaufort Sea on 25 April 1998. Observations of this case were obtained from the Canadian Convair 580 research aircraft during the FIRE Arctic Clouds Experiment Mailhot et al., 2002; Gultepe and Isaac, 2002; Gultepe et al., 2003 Gultepe et al., , 2001 ]. The simulation is compared with the observations. Extensive analysis is conducted of the evolution of the cloud microphysical processes and properties. Recommendations are provided for the parameterization of bulk microphysical processes of arctic clouds.
Model Description
[11] A 3-D cloud-resolving model with explicit microphysics is used in this study. This model has been under development for about 30 years, and can be configured as 1-D, 2-D or 3-D versions. The model has been applied to a variety of cloud types: boundary layer stratus, multi-layered orographic cloud systems, deep convective clouds, frontal stratiform clouds, cirrus clouds, and mid-and high-level clouds in the Arctic [Khvorostyanov, 1995; Sassen, 1998a, 1998b; Khvorostyanov et al., 2001] .
[12] The original 3-D version of the model was developed primarily for simulation of clouds, fog seeding, and artificial crystallization [e.g., Khvorostyanov, 1987] . For this study it was substantially modified: a new heterogeneous ice nucleation theory [Khvorostyanov and Curry, 2000] was incorporated to describe various natural mechanisms of crystal nucleation; drop nucleation was also upgraded using a new recent aerosol model by Curry [1999a, 1999b] . Computational domain was increased and the initial and boundary conditions were modified to account for the 3-D structure of the cloud plume formed over polynya. The current version of the model contains four basic units: (1) dynamics of the atmospheric boundary layer (ABL); (2) cloud thermodynamics and microphysics (3) radiative transfer of longwave (LW) and shortwave (SW) radiation; and (4) heat and moisture exchange with the underlying surface. This model allows for detailed calculations of phase transformations, precipitation, and the optical and radiative characteristics of the simulated clouds.
Dynamics
[13] The dynamics of the airflow is assumed to be hydrostatic, and is determined by solving the equations of motion and the continuity equation for the horizontal (u, v) and vertical components (w) of the wind speed:
Here x, y, z are the coordinates; t is time, k z the coefficient of vertical turbulent diffusion, and
is the operator of horizontal eddy diffusion, k x , k y are the horizontal components of the turbulent exchange coefficient, U g (z), V g (z) are the components of the geostrophic wind at a level z, f c is the Coriolis parameter, h(x, y) is the height of surface relief, l s = g/q is the static stability parameter with g being the acceleration of gravity, q is the potential temperature, q 0 = q À q 0 is the deviation of the potential temperature from the background value, h x = @h/ @x, h y = @h/@y are the slopes of the relief height.
[14] A prognostic equation for turbulence kinetic energy, b, is used:
where U denotes the three-dimensional wind velocity vector. The vertical turbulence coefficient, k z , and dissipation rate of turbulence energy e are determined from the Kolmogorov-Obukhov similarity and dimensional relations:
respectively, where a b = 0.73, c b = 0.046 and l is the mixing length.
[15] This system of equations is closed with a generalization of Prandtl's mixing length
where k = 0.4 is von Karman's constant and l 1 = 27 m is the asymptotic value of l at large z. 
where e fr and e m are the specific freezing/melting rates, L w , L i , L f and L m the corresponding latent heats, c p is the specific heat capacity, (@T/@t) rad is the radiative temperature change including longwave and shortwave heating rates. The integral condensation/evaporation rate e cw and deposition/sublimation rate e ci are expressed via the integrals over the drops and crystals size spectra with the corresponding size distribution functions f d (r d ) and f i (r i ):
The expressions for e cw and e ci can be derived under assumption that the droplets can be considered as spheres with radius r d , and the crystals are approximated by prolate or oblate spheroids with axes (r i , d c , d c ), where r i is the symmetry semi-axis and d c denotes the other two semi-axes of spheroid, or r i can be interpreted as the radius of the equivalent volume sphere. Crystal shapes are accounted for by specifying the axis ratio x i = d i ,/r i ; hereafter, r i is called crystal radius. The drop and crystal diffusional growth or evaporation rates _ r d and _ r i are evaluated as [Pruppacher and Klett, 1997] (hereinafter referred to as PK97):
where D is the water vapor diffusion coefficient; d w = q À q sw and d i = q À q si are the specific supersaturations over water and ice; q, q sw , and q si are the specific humidity and saturation humidities over water and ice; r w and r i are the densities of water and ice; r a is the air density; F kin and F ven are the ventilation factors (PK97); Q w = 1 + (L w /c p )(@q sw / @T), and Q i = 1 + (L i /c p )(@q si /@T) are the psychrometric corrections due to latent heat of condensation; k fi = C e /r i the electrical capacitance factor and C e is the crystal shape factor defined from the electrostatic analogy (C e = r i for spherical droplets or crystals). Substituting equation (11) into equation (10), we obtain e cw and e ci :
where supersaturation relaxation times for droplets t fd and for crystals t fc are related to the droplet and crystals concentrations, N d , N i , and mean radii " r d , " r i .
t fd , t fc are characteristic times of supersaturation absorption by droplets and crystals and are discussed below.
[17] Following Buikov [1970] and Buikov and Pirnach [1975] , calculation of drop and crystal diffusion growth and nucleation is performed using the equations for supersaturations over water and ice, d w , d i , that are written as given by Sassen [1998a, 1998b] , Curry [1999c, 1999d] and Khvorostyanov et al. [2001] :
where b i = k fi /x i 2 is the shape factor (b i = 1 for spheres); and Q iw = 1 + (L i /c p )(@q sw /@T), and w rad = À(1/g a )(@T/@t) rad is the ''effective radiative velocity''. The first term on the right-hand-side of equations (14) and (15) describes the relaxation of supersaturation due to absorption of the vapor by droplets and crystals. The second term describes the water vapor flux from droplets to crystals when supersaturation is intermediate between water and ice saturations causing crystal growth at the expense of evaporating drops (Bergeron-Findeisen mechanism), and the third term describes generation of supersaturation due to upward vertical velocities w and radiative cooling (@T/@t) rad , or supersaturation depletion and evaporation of the cloud, if (w + w rad ) < 0. This last term with w rad also accounts for the radiative effects on supersaturation and on the growth rates of individual droplets and crystals.
Kinetic Equations for the Drop and Crystal Size Spectra
[18] The size distribution functions of the droplets f d (x, y, z, t, r d ) and crystals f i (x, y, z, t, r i ) are calculated at each time step with use of two prognostic kinetic equations introduced in cloud physics by Buikov [1961 Buikov [ , 1963 (hereinafter, m = d denotes droplets and m = i denotes crystals):
where r m is the droplet radius or crystal semi-axis (effective radius), and v m (r m ) is the terminal velocity evaluated following Khvorostyanov and Curry [2002] . The last five terms on the right-hand-side of equation (16) describe the following microphysical processes: nucleation, drop and crystal diffusion growth and evaporation, aggregation (coagulation and accretion), freezing and melting, and the multiplication of particles.
[19] The diffusional growth-evaporation is calculated as:
with _ r m and is followed by the coalescence-accretion growth, which is calculated with the coagulation equations as described by Khvorostyanov [1995] (hereinafter referred to as K95). The process of drop freezing is discussed below. It is assumed that if T > 273.15 K, then all crystals melt and transform into drops of the same mass with corresponding correction to the temperature due to latent heat. The process of crystal multiplication is parameterized in a way similar to that described by Cotton et al. [1986] when corresponding conditions are met.
[20] After calculating the distribution functions f d , f i , many characteristics can be calculated as the integrals (moments) over the size spectra at each grid point and time step, such as liquid water content (LWC), ice water content (IWC), concentrations N d , N i , mean radii, radar and lidar reflectivity, absorption and extinction coefficients, optical thickness and emissivity, the integral terminal velocities. The model also allows for the detailed evaluation of the supersaturation budget (generation and absorption rates) along with the crystal mass budget: the gravitational flux of crystals (precipitation rate), the regular flux due to vertical velocities, the turbulent flux, and the total budget of crystal mass, which is the sum of four gradients (influxes) of the corresponding fluxes defined above (see examples given by Sassen [1998a, 1998b] ).
Nucleation of Drops and Crystals
[21] The concentration of drops activated at each time step is calculated based on the aerosol model by Curry [1999a, 1999b] (hereinafter referred to as KC99ab), which gives a simple analytical representation of the size spectra of deliquescent aerosol and leads to an expression similar to the Twomey's power law for the concentration of nucleated drops:
where s w = (q À q s )/q s Â 100 is the relative water supersaturation expressed in %, m is the Junge index of dry aerosol, b describes its soluble fraction. The parameter C T is also simply related to the aerosol microphysics given by KC99ab. Equation (18) 
. The term J 1a (1) accounts for the CCN activation when positive water supersaturation occurs for the first time at some point at some time: J 1a
(1) = N d,nuc (s w )/Ár d /Át, assuming that all activated drops are prescribed to the first size bin Ár d . The second term describes CCN nucleation due to the penetration of air through cloud boundaries from the subsaturated environment into the cloud, and is proportional to the fraction f fr = u k /(Áx k /Át) of the grid cell that the air may pass in one time step: J 1a (2) = N d,nuc (s w )f fr /Ár d /Át. Finally, the third term accounts for the CCN activation, when supersaturation grows with time inside the cloud,
[23] The treatment of crystal nucleation is based on a new thermodynamical heterogeneous ice nucleation theory by Khvorostyanov and Curry [2000] (hereinafter referred to as KC00), which considers an ice germ formation on an insoluble substrate with radius r N inside a solution drop (CCN) and yields expressions for the critical ice germ radius r cr and energy ÁF cr that account for dependencies on both the temperature and supersaturation ratio S w = q/q s :
[24] Here a new dimensionless parameter G(T) = RT/ M w L m ef is related to the universal gas constant R, the molecular weight of water M w , and the effective latent heat of fusion L m ef ; s is is the surface tension at the solution-ice interface; r i is the ice density; T 0 is the triple point 273.15 K, e is the elastic misfit strain produced in ice embryo by the insoluble substrate; the constant C = 1.7 Â 10 11 dyn cm À2 [Turnbull and Vonnegut, 1952] ; m is = cosq is is the cosine of the contact angle q is or ''wettability parameter'' at the solution-ice interface; and the relative area a describes (following Fletcher [1962] ) the fraction of ''active sites'' with m is = 1. The geometric factor f (m is , x) in equation (20) accounts for geometry of the spherical cap and an aerosol substrate and can be expressed via the ratio x = r N /r cr and is calculated as given by Fletcher [1962] .
[25] The rate of heterogeneous germ formation in a supercooled droplet of water or solution per unit time per particle, J S,fr [s À1 ], is then calculated following PK97 as:
where k and h are Boltzmann's and Planck's constants, ÁF act is the activation energy at the solution-ice interface, ÁF cr is the critical energy of germ formation, and c 1,S = 10 15 cm À2 is the concentration of water molecules adsorbed on 1 cm À2 of a surface. To calculate the three main characteristics of heterogeneous nucleation, r cr , ÁF cr , and nucleation rate J s,fr , from the above equations, we use the temperature parameterizations of r i , r w , L m , s s/a , s i/s , ÁF act (T) from PK97 (chap. 3 and 5). Equations (19) - (21) provide the solution to the problem of heterogeneous nucleation on a single IN and create a basis for the description of all four nucleation modes.
[26] The polydisperse nucleation rate is obtained then by integration over the wet aerosol size spectrum following KC00. Thereby, freezing of deliquescent aerosol (condensation-freezing mode) and freezing of the drops (immersion mode) are accounted for. The deposition mode is included but its contribution is small and becomes noticeable only at T < À30 to À35°C (KC00), while the cloud considered in this study is warmer. For the simulations here, we exclude contact mode nucleation because this mode is significant only for relatively large drops.
[27] Homogeneous ice nucleation is incorporated in the model following Sassen [1998c, 2002] (the latter is hereinafter referred to as KS02); however, this process does not play any significant role at the temperatures of this case (T > À25°C).
Radiative Transfer
[28] The longwave (LW) and shortwave (SW) radiative fluxes are described by K95 and Sassen [1998a, 1998b] (hereinafter referred to as KS98ab), and are calculated by solving the radiative transfer equations using the two-stream approximation. The scheme is based on the schematization of Kondratyev [1969] for the longwave spectrum, which represents a simplified version of the k-distribution method [Liou, 1992] . The absorption spectrum of water vapor for longwave radiation is described by dividing the spectrum into four regions with different transparency and vapor absorption coefficients a vn in each n-th region. The spectral divisions and coefficients were tuned by comparison with the results of line-by-line calculations from the Intercomparison of Radiative Codes for Climate Models (ICRCCM) [Ellingson and Fouquart, 1990] . After tuning, an error in fluxes does not exceed 3 -8% through the entire troposphere, and an error in the LWR balance is less than 2 -5%, which is quite sufficient for the cloud model with a rather short time of integration.
[29] The spectral shortwave fluxes are calculated using the two-stream first-order Chandrasekhar's approximation similar to that given by Herman and Goody [1976] , generalized to account for the cloud microstructure, phase state and spectral dependence of scattering and absorption for 31 wavelengths in the 0.4-4 mm. This resolution enables the study of the spectral and vertical dependence of absorption, transmission, and albedo in the cloud layer (K95, KS02).
[30] The mass scattering coefficients and absorption coefficients of droplets and crystals are calculated based on van de Hulst [1957] anomalous diffraction theory and expressed in a form that relates them to the mean radius and the index of gamma-distribution p i ; calculated size spectra are approximated by gamma-distributions in the radiative units of the model, and then the methods of moments is used to obtain the indices p i (KS98ab).
Surface Energy Balance
[31] The surface temperature and heat flux are evaluated using the heat conduction equation for the temperature T s inside the underlying substance (ice or water here):
along with the heat balance equation:
where k s is the ice or water thermal conductivity coefficient, B T is the sensible heat flux (SHF), B q is the latent heat flux (LHF), B s = Àr s c s k s dT s /dz is the heat flux from the surface, r s is the density of the underlying surface substance (water or ice) and c s is its heat capacity, R lw is the net surface longwave flux, and R sw is the net surface shortwave flux.
[32] The heat and moisture fluxes are parameterized with the bulk formulae:
where C H , C q are the bulk aerodynamics coefficients, and were evaluated based on the methods by Zeng et al. [1998] , and Louis [1979] adapted by Curry and Webster [1999] .
Equations (22) - (23) contain two unknown quantities, T s and atmospheric temperature T.
Numerical Realization
[33] The system of equations is solved by a splitting method according to physical processes and components. The equations of ABL dynamics (1) - (7) are integrated by use of matrix and scalar sweeping techniques, also employing iteration procedures [Vager and Nadezhina, 1978] . The fields of temperature, humidity, supersaturations, and of the droplet and crystals size spectra are calculated using the splitting method in six substeps. The first, second and third substeps account for the evolution of fields due to turbulent and wind transport along x, y, and z. The growth or evaporation of droplets and crystals by condensation and deposition are calculated during the fourth substep, using the equations for supersaturation with respect to water (14) and ice (15) as described by KS98ab. Coalescence and accretion of droplets and crystals are calculated at the fifth substep as described by K95, and nucleation of droplets and crystals is calculated at the sixth substep. The radiative units are called at the beginning of the time step using input information from the previous step.
[34] The 3-D version of the model used for this simulation includes 21 Â 21 horizontal grid points and 31 vertical grid points in the microphysical units. The ABL dynamics is calculated with 151 vertical grid points for better resolution of the wind and turbulent energy gradients in the surface layer, with z varying from a few centimeters near the surface to a few meters near the ABL top (1 km here). The unit of solar radiation includes 64 levels from the surface to the top of the atmosphere, TOA (25 km) and the sweeping method is employed (K95). In the LWR unit, each of 31 layers is divided into 10 sublayers to insure computational stability with Euler's method; the downward LW fluxes are calculated by integration from the TOA down to the upper ABL boundary only at the beginning implying that the T-, q-fields are constant above ABL during simulation time.
Observations
[35] Observations used in the present study were obtained during 25 April 1998 as a part of the FIRE Arctic Clouds Experiment Gultepe et al., 2003] that took place over the Beaufort Sea, in the vicinity of 70.5°N, 135°W, in Cape Bathurst. The general synoptic situation on 25 April is illustrated in Figure 1 by the NOAA-12 infrared satellite image together with the National Center for Environmental Prediction (NCEP) surface and 500 hPa analyses. Winds at 500 hPa were from the north at 10 m s
À1
. The surface temperature was around À10°C, and the surface pressure was 1028 hPa. An upper level trough existed over the region and caused formation of a cirrus layer that was confirmed by the aircraft observations. The low-level clouds are not seen from the satellite.
[36] Observations obtained from the Canadian Convair 580 aircraft are described in detail by Curry et al. [2000] , Mailhot et al. [2002] , and Gultepe and Isaac [2002] ; therefore only a brief outline is given here. In situ measurements were collected during ascents/descents or spirals, and constant altitude flight legs in the vicinity of the polynya. A persistent Beaufort Sea polynya and several leads were observed from the aircraft on this day in the vicinity of 70.5°N and 135°W.
[37] The air temperature was measured by a reverse flow temperature probe. The Li-Cor 6262 CO 2 /H 2 O Infrared Gas Analyzer was used to obtain the vapor mixing ratio. Wind measurements were made using a wingmounted Rosemount 858 pressure probe and a Litton LTN-90-100 Inertial Reference System. Cloud microphysical measurements were made using the King probe, the Particle Measuring Systems Forward Scattering Spectrometer Probe (FSSP) and 2D-C and 2D-P probes, the Nevzorov liquid water content and total water content probes, and the Rosemount Icing Detector. The LAND-SAT simulator developed by Exotech Incorporated was used to obtain reflectance values. The Barnes PRT-5 IR radiometer measurements were used to obtain ocean surface temperature. [38] Cloud morphology was determined from the airborne lidar data collected on 25 April over the polynya (Figure 2) . The upwind edge of the cloud plume is seen at time 2321 UTC (70.5°N and 135°W). The size of the polynya in the along wind direction was estimated as 18.5 km, and extends at least 5 -7 km north of the upwind edge of the lidar cloud. No boundary layer cloud was evident upwind of the polynya. The cloud lower boundary is at the surface from 2321 (70.5°N and 135°W) to about 2327 UTC (70.2 N, 134.76 W), which is about 10 km downwind of the polynya southern boundary. After 23.27 UTC, the fog transforms into a cloud (with an elevated base) and its thickness decreases. The cloud boundaries are 400 and 800 m at the end of the flight leg at 23.50 (69 N, 134 W). The total distance shown in the lidar image (Figure 2 ) is 1.5 degrees in the North-South direction, or more than 150 km. From this figure, it is inferred that the low-level cloud formed due to the evaporation from the open water surface and mixing process.
Simulation Results
[39] For this simulation, the vertical domain of the model is 1 km with 31 equally spaced vertical levels, with grid interval of 33.33 m. The horizontal domain is 60 Â 60 km with 21 grid points in both the x and y directions, with grid interval of 3 km. This domain allows the entire polynya region to be included along with sufficient areas upwind to avoid perturbations from the boundary conditions and downwind to study the cloud evolution.
[40] Two series of runs were performed with different lower boundary conditions. In the first (test) series, the surface temperature was specified to be at the freezing point of seawater over the polynya and À12°C over the surrounding sea ice. The model produced a cloud system consisting of the fog over the polynya that gradually evaporates around downwind (southern) edge of polynya and transforms into a cloud. Although this picture is not inconsistent with the lidar figure that shows the presence of a light fog or wet aerosol in the lower several tens of meters, over polynya, the analysis of aircraft microphysical data indicates that the main condensate was located higher than 100 m.
[41] Therefore it was decided to change the boundary conditions in the second series of experiments. The lower model boundary was assumed to be located at a height of 10 m, while the energy exchange in the lower 10 m layer was parameterized using the unit of surface energy budget described above with parameterization of the surface fluxes by Zeng et al. [1998] or (in the sensitivity runs) by Louis [1979] , adapted by Curry and Webster [1999] . The thermodynamic parameters of pack ice were taken from Curry and Webster [1999] without account for the ice salinity and air bubbles:
. The surface temperature was again À2°C and À12°C at the surfaces of water and ice respectively, with corresponding humidities RHW = 98% over water and RHI = 100% over ice, but the values of T and q at the lower model boundary were evaluated using the values of fluxes as described in section 2.4.
[42] The dimensions and configuration of polynya were chosen so that the size in the N-S direction was 18-20 km and the size in the W-E direction was about 50 km. Analysis of the NOAA-14 AVHRR satellite images with resolution of 1 km (visible and IR, not shown) indicated that this region of open water was a part of a larger polynya (elongated mostly in the W-E direction) that was separated into discrete regions by the wide N-S oriented ''ice bridges'' at 135.4 W [Gultepe et al., 2003] . Since the cloud formation is influenced mostly by the cold N-S advection, the limited domain in the E-W direction has little influence on the cloud, while limiting the E-W domain reduces computational costs and allows the southerly extent of the plume to be simulated.
[43] The model atmosphere is initialized to be horizontally homogeneous, using the observations from the aircraft spiral profile over the polynya. Figure 3 shows the vertical profiles of the temperature (Figure 3a) , the relative humidity with respect to water (RHW) and to ice (RHI) (Figure 3b) , measured wind speed (Figure 3c ) and direction (Figure 3d) .
[44] The u-and v-wind components at y = 30 km and various x-locations simulated with the geostrophic wind 8 m s À1 are also shown here in Figures 3e and 3f . Their time variations are small after the model initial spin-up. One can see that there is a low-level jet stream at z = 400 -700 m on the upwind side. Growing instability over polynya (see Figure 6 below) causes increasing momentum transfer from the upper layers downward and its redistribution in vertical; the wind weakens over polynya at z = 400 -700 m by 15-25% and increases by this amount at z = 50-400 m; the wind reversibility level is 400 m.
[45] The lowest aircraft observations were obtained at 117 m, with T = À14.8°C, and RHI = 104%. These values were extrapolated to the surface using the values of the temperature gradient in the lower layer from Gultepe et al. [2003] . Note that this atmospheric profile includes the temperature and humidity perturbations associated with the impact of the polynya. Additional runs with different initial humidity profiles show that the model spins up its own humidity field after an hour, and hence the simulation is not too sensitive to the initial humidity. The lateral boundary conditions were chosen in such a way that these initial profiles of T and q were kept constant in time at the upwind (northern) boundary, assuming no changes of the actual large scale fields during 3 -4 hours of simulation, and the free boundary conditions at the downwind boundaries allowed transport across the boundary.
[46] The model spin-up time is about 1.5-2 hours, after which time the fields have adjusted to the boundary conditions and the cloud exists in quasi-steady state. Several test runs were performed in order to choose the cloud condensation nuclei concentration N a that would yield a reasonable agreement with the measured drop concentration, and the value N a = 150 cm À3 was chosen, which is close to the measured values .
Surface Turbulent Fluxes and the ABL Dynamical Structure
[47] The surface sensible heat flux (SHF) and latent heat flux (LHF) were simulated using the method by Zeng et al. [1998] ; the ocean roughness height was evaluated with Charnock's formula. The temperature and humidity differences were taken between the surface (T s , q s ) and lowest model level (T 1 , q 1 ) where the wind speed was about 4 m s and 52 W m À2 , respectively, near the upwind edge of polynya at x = 12 km. Then T s is fixed while T 1 is increasing along the wind, causing fluxes decrease, to 35-25 W m À2 for SHF and 20 W m À2 for LHF. The effect of the surface wind is seen also in the 2-D surface fluxes (Figure 4) : the flux gradients are directed not along the N-S direction, but rather from the NW to the SE, along the wind direction in the surface layer which differs from the northerly geostrophic wind by approximately 30 degrees.
[48] The fluxes calculated with the same input information by the method of Louis [1979] adapted by Curry and Webster [1999] are comparable with the described above and based on Zeng et al. [1998] if roughness length z 0 = 0.1 cm, and are 2 -3 times larger with z 0 = 1 cm with maximum SHF = 350 W m À2 . So, the fluxes depend on z 0 , which in turn may depend on the stormy conditions on the sea. This may partially explain the spread of the measured fluxes for the close conditions [e.g., Alam and Curry, 1998; Zulauf and Krueger, 2002; Gultepe et al., 2003] .
[49] The corresponding values of SHF and LHF observed from aircraft at an altitude of 120 m were 53.3 ± 108 and 23.3 ± 35 W m À2 respectively in the flight across polynya [Gultepe et al., 2003] [Zeng et al., 1998 ] used here may not contain the complete physics required for simulation of surface fluxes over a polynya, and a more complex model may be required [e.g., Alam and Curry, 1998; Andreas and Cash, 1999] ; (2) the surface temperature and roughness over the polynya may be incorrectly specified if the polynya is partially frozen, or the wavy conditions cause larger roughness height than assumed by the Charnock formula; (3) the aircraft measurements are obtained at a height above the surface layer, and are not directly comparable to the simulated fluxes; and (4) specific mesoscale circulations may occur over polynya (e.g., organized convection), which may increase the fluxes; these effects are not accounted for by this hydrostatic model version with the mean vertical velocities of ±1 to 3 cm s À1 for this case.
[50] The vertical structure of the ABL after 3 hours of simulation is illustrated in Figure 6 , which corresponds to the vertical x-z plane at y = 30 km. This figure illustrates the classical development of the internal thermal boundary layer (ITBL) over of the polynya. The ITBL forms above the polynya, its height grows in the southerly direction and reaches 600 m, and turbulence increases associated with increased vertical temperature gradients and thermal instability. Beyond the downwind polynya boundary, at x > 32 km, one can see the layering of the ABL: the surface layer is cooled by the ice surface, thermal stability increases, and the turbulence is suppressed. However, in the upper portion of ABL, the temperature perturbation extends 20- 30 km beyond the polynya boundary, and the ABL is still growing upward, reaching 800 m at x = 60 km. Note the region of maximum turbulence occurs downwind of polynya, in agreement with results from LES and high-resolution mesoscale simulations [Vager and Nadezhina, 1978; Glendening and Burk, 1992; Zulauf and Krueger, 2002] . Thus, downwind of the polynya, the upper portion of the ABL and the cloud are decoupled from the surface and the lower portion of the ABL.
Cloud Mesostructure and Microstructure
[51] The main variation in the microphysical properties is in the x-direction, although there is some variation in the y-direction owing to the westerly component of the wind and configuration of the polynya. A vertical (x-z) crosssection of the cloud microphysics after 3 hours of simulation at y = 30 km is shown in Figure 7 .
[52] First, a cloud forms above the southern half of polynya at a height of 250-300 m. Its upper boundary grows up along the wind together with the ITBL height, and a lower boundary goes down and approaches the surface beyond the polynya southern boundary forming a very light transparent fog with N d = 5-10 cm
This fog is caused by the advection of the warm moist air from polynya above the cold ice surface. The surface humidity beyond the polynya gradually adjusts to the saturation over ice and subsaturation of À16% over water, [53] This picture is consistent with the lidar backscatter shown in Figure 2 , with observations and modeling given by Matveev [1984] and generalization of satellite images and surface observations of cold air outbreaks given by Agee [1987] , Cotton and Anthes [1989] , and Brummer and Pohlmann [2000] . These studies indicate that a steam fog of various intensity frequently forms under the cold air outbreaks at the various distances from the ice edge as the cold air is advected over the open water due to the increased surface sensible and latent heat fluxes. However, the cloudfog properties in the lower 100-150 m in our simulated case are such that visibility is larger than 2 -4 km, in agreement with aircraft observations that did not measure a significant condensate below 100 m.
[54] The droplet concentration in the cloud aloft reaches 100 -150 cm À3 (Figure 7a ), liquid water content has maximum value of 0.07-0.1 g m À3 in the layer about 300 -400 m, and drop mean radius is 4 -5 mm. The ice crystal nucleation rate is rather slow at these warm temperatures, so the crystal concentration increases to 4 L À1 toward the downwind polynya boundary, where ice water content and crystal mean radius reach 4 mg m
À3
, and 60 mm respectively owing to high ice supersaturation.
[55] The dominant mode of ice nucleation here is condensation freezing. The immersion-freezing mode gives a smaller contribution: IWC and N i are 10-15% less in the run where immersion mode is switched off. The contactfreezing mode is inactive here, since contact nucleation is prohibited by the mostly positive supersaturation in the cloud (see Figure 11 below). The deposition mode acts mostly at T < À25 to À30°C and is not important for this cloud.
[56] Farther downwind, the ice nucleation rate increases because the temperature warm perturbations from the polynya weaken along the wind (see Figure 5) . The ice concentration reaches its maximum at the downwind boundary, with maximum ice crystal number concentrations of 6-7 L À1 in the layer at 200-400 m, maximum ice water content of $6-7 mg m À3 around 200 m, and maximum mean crystal radius of 55 -65 mm in the lower 200 m. The maxima of N i and IWC occur near the boundary of the computational domain, about 30 km downwind of the polynya.
[57] The location of the cloud relative to the polynya and evolution of the liquid and crystalline plumes in the horizontal plane at a height of 400 m are shown in Figure 8 . One can see that the cloud plume at this height forms around the middle (in N-S direction) of the polynya, and gradually crystallizes downwind. There are also significant variations of all properties along the y-axes (not seen in the vertical x-z plane) due to the v-component of the surface wind along polynya and horizontal turbulence. The maximum N d = 130 - 
cm
À3 is reached near the downwind edge due to effects of warm advection from polynya, while maximum LWC = 0.09-0.13 g m À3 is located slightly downwind of polynya. The maxima of IWC and N i are displaced by 20-30 km in the southward direction. One can infer from Figures 7 and 8 that the process of ice nucleation and growth would proceed farther downwind, and that the plume would become gradually completely crystallized. Hence a crystalline plume may be observed significant distances downwind of the polynya.
[58] Vertical profiles of the simulated cloud microphysical properties are shown in Figure 9 at three different locations relative to the polynya. It is seen that at all x here the maxima of particle number concentration, water content, and particle radii are located at z = 200-400 m. Hence, the primary nucleation and condensation processes over the polynya occur in the surface layer. At 33 km (slightly beyond the southern polynya boundary), the cloud extends to the surface and forms very light fog as described above, and at 54 km (23 km beyond the boundary), one can see the elevated cloud again. The maxima of crystals concentration and ice water content are located by 200 m below the liquid water maxima owing to much larger radii and greater precipitation rate. [59] Figure 11 shows that the maximum value of water supersaturation is approximately 0.01% over the major portion of the cloud with the narrow band of 0.04 -0.06% near the cloud top caused by the LW cooling with a maximum of À25 K day
À1
. The ice supersaturation is much larger, 10-15%. The different values of ice versus water supersaturation and the different locations of the maxima reflect the temperature dependence of the ratio of the RHW to RHI and also the different supersaturation relaxation times of drops versus crystals. The supersaturation relaxation time is the characteristic time for supersaturation depletion by condensation or sublimation and determines the e-folding time for decrease of supersaturation (see Khvorostyanov et al. [2001] for details). The supersaturation relaxation times defined by equation ( ice crystals in the main cloud volume. Note that bulk microphysical schemes implicitly assume supersaturation relaxation times of zero, which is clearly a deficiency for the parameterization of ice crystal microphysics and would produce ice water contents that are more than an order of magnitude too large.
[60] The kinetics of the cloud microphysics is determined by the interaction and relative rates of the three processes: (1) supersaturation generation by the radiative, convective and advective cooling along with horizontal and vertical mixing; (2) supersaturation absorption/depletion by the drops and crystals (relaxation); and (3) transport of the cloud particles and supersaturation by the wind and turbulence. The rates of these processes and their relative importance are analyzed here.
[61] Figure 13 shows vertical profiles of the ice supersaturation budget for x = 27 and 54 km, for both ice and liquid water. The ice and water supersaturation generation rates (Figures 13a and 13b ) are very similar, with maxima of 60-80 mg m À3 h À1 in the upper layers of the cloud above and downwind of the polynya. The rate of condensation e d on the drops defined by equation (12) (Figure 13c ) reaches a maximum of 0.5 g m À3 h À1 in the center of the cloud layer. In the upper and lower layers, e d < 0, i.e., the drops transported here by turbulence are evaporating. The deposition rate on the crystals reaches 25 -80 mg m À3 h À1 (Figure 13d ), its maxima are located lower, and are smaller than the condensation rate by a factor of 6 -20 in the cloud because of the much lower supersaturation absorption capability by the crystals. The balance of ice supersaturation production (generation minus absorption) is positive (i.e., generation dominates) in the upper layer of the cloud just below the ABL top, and is negative in the much thicker lower layer where absorption by the particles prevails.
[62] Analysis of the gravitational fallout of the ice crystals shows that it is quite comparable to the deposition ; (e and f) vapor excess uncondensed on the drops and undeposited on the crystals, mg m À3 h
; (g and h) relative amounts of condensed water and ice, %. rate in magnitude but has the opposite sign. This means that a quasi-equilibrium state occurs when the deposition rate (a source of ice) is mostly compensated by crystal precipitation (sink of condensed ice). Some imbalance still exists, and the remainder of cloud ice is advected away by the wind, while the turbulent flux of the crystals is much smaller (not shown here).
[63] The excess of the supersaturated vapor uncondensed on the drops is quite negligible, does not exceed 1.2 mg m À3 Figure 13e) , and is only 1% of the LWC (see Figures  9 -11 ). In contrast, the excess of the ice-supersaturated vapor undeposited on the crystals reaches 200 mg m À3 in the thick layers and is 30-50 times greater than the IWC (compare Figure 13f and Figure 9d) . Bulk cloud models typically condense the major fraction of the vapor excess (supersaturation) in one or a few time steps, and the residual supersaturation is close to zero. The difference between the rates of condensation and deposition in this microphysical model and a bulk model can be characterized by the relative amount of condensed water, RACW (ratio of LWC to the sum of LWC plus liquid-supersaturated vapor) and similar relative amount of condensed ice, RACI (ratio of IWC to the sum of IWC plus ice-supersaturated vapor). Figure 13 shows that RACW is really 97-99%, so that the assumption made in the bulk models on the instantaneous condensation on the drops is justified. In contrast, ice deposition is very slow, and RACI is only 2 -5% (except for thin layers where ice supersaturation changes the sign and its absolute value is small, Figure 13h) , that is the assumption on the instantaneous deposition and nearly zero residual ice supersaturation in a bulk model would overestimate IWC by 20-50 times. The consequences of this overestimation are discussed below.
[64] The size spectra of drops and crystals are shown in Figure 14 at y = 30 km for x = 27 and 54 km. The drop spectra at both x in the cloud are similar: relatively narrow, with modal radius about 4 mm. The crystal size spectra are more inhomogeneous in the horizontal in vertical (Figures  14b and 14d) . Crystal modal radii increase along the wind, and toward the lower levels in the cloud. The shapes of droplet and crystal size spectra exhibit similar behavior: a steep increase in the region of small radii to the modal radius Figure 14 . Size spectra of the droplets in the left column (a and c) and crystals in the right column (b and d) after 3 hours of simulation at y = 30 km and x = 27 and 54 km at three various heights. and then a much smoother decline at larger radii that looks like an exponential tail. This indicates that both droplet and crystal size spectra simulated here numerically can be satisfactory parameterized as gamma distributions in agreement with numerous observations and analytical solutions to the kinetic equations [e.g., Curry, 1999c, 1999d] . There is no indication of bimodality in the size spectra in this case since the cloud is rather thin and gravitational coalescent/accretion processes are not effective enough to produce the bimodal spectra in this case. These features can be accounted for the parameterizations of the particles size spectra in the bulk cloud models.
Discussion and Conclusions
[65] A 3-D cloud model with explicit bin-resolving microphysics of water and ice is used to simulate a cloud system observed over a polynya in the Beaufort Sea. The model is based on the two kinetic equations for the drops and crystals size distribution functions along with the supersaturation equation, and a new treatment of heterogeneous ice nucleation. Observational data were obtained from the Canadian Convair 580 aircraft and include in situ measurements of cloud microphysics and meteorological variables, and remotely sensed observations from satellite and airborne lidar. The model was initialized with the aircraft sounding profiles, and evolution of the atmospheric boundary layer with a cloud was simulated in the horizontal domain of 60 Â 60 km and a vertical domain of 1 km over a period of 4 hours.
[66] After the model spin-up of 1.5 -2 hours, a quasisteady polynya-induced atmospheric boundary layer (ABL) and a cloud system form. Evaluation of the turbulent structure of the ABL shows that the ABL evolution along the wind proceeds as follows: (1) an original ABL upwind of the polynya is mostly wind shear driven; (2) strong turbulence in the ABL occurs above the polynya, and the internal thermal boundary layer (ITBL) develops and grows upward in the downwind direction; and (3) the ABL downwind of the of polynya is separated into 2 layers: the lower layer with strong temperature inversion and weak turbulence, and the turbulent upper cloud layer that is decoupled from the lower sublayer and the surface.
[67] The cloud system consists of a cloud formed approximately in the middle of the polynya (along the wind in the N-S direction). Its upper boundary lifts downwind along with the ITBL height, while the lower boundary lowers and the cloud reaches the surface just beyond the polynya southern boundary in the form of a very light fog. However, the LWC below 100 m at all horizontal locations does not exceed 0.02 g m À3 and horizontal visibility is larger than 2 -4 km in agreement with aircraft observations. The fog gradually evaporates and transforms into an elevated cloud layer downwind. This cloud morphology is in good agreement with the lidar observations that showed a cloud layer extending for more than 100 km downwind, and with the numerous previous observations and simulations of the cloudiness formed under the cold air outbreaks [e.g., Matveev, 1984; Agee, 1987; Cotton and Anthes, 1989] . The simulated microphysical properties of a mixed cloud are similar to those observed.
[68] Analysis of the simulated water and ice supersaturation fields shows that the survival of such plumes over long distances is possible because: (1) the upwind background humidity is close to ice saturation; and (2) the additional moistening by the polynyas can lead to the supersaturation over water and formation of the liquid phase. The cloud/fog are mixed phase in the vicinity of the polynya; however, gradual crystallization occurs downwind. This crystallization and vanishing of the liquid phase is caused by the following processes:
[69] 1. Initially, heterogeneous ice nucleation via condensation-freezing mode acts over the polynya and a few tens of kilometers downwind.
[70] 2. Later along the wind, Bergeron-Findeisen process acts in some layers (crystal growth at the expense of evaporating drops when saturation ratio is intermediate between water and ice levels). It starts from the lower layer downwind of polynya where s w < 0, this layer grows in height downwind (Figure 11a) . In a usual stratiform cloud with weak updrafts, Bergeron-Findeisen process with drop evaporation would start much earlier, just after formation of a few crystals per liter; however supersaturation generation rate by polynya in this cloud plume is high enough (Figure 13 ) to maintain positive water supersaturation over long distances. In this respect, the cloud over polynya resembles not a typical St, but rather an orographic cloud in a standing mountain wave where newly formed crystals grow due to supersaturation, and not at the expense of the drops.
[71] 3. Finally, mixing with the environmental air and lowering the humidity below water saturation, which causes evaporation of the drops.
[72] The simulated process of crystallization occurs over the distances larger than 30 -50 km, which agrees with observations of such very long (more than 100 km) plumes in the Arctic [Schnell et al., 1989; Curry et al., 1990 Curry et al., , 1997 Curry et al., , 2000 . Note that the crystals grow mostly by vapor diffusion because the crystal sizes are sufficiently small (40 -60 mm), the terminal velocities of such crystals usually do not exceed 6 -15 cm s À1 and the accretion rate is relatively low.
[73] Thus, the mixed-phase cloud plume formed over the polynya transforms downwind into a crystalline ''diamond dust'' with small optical thickness but significant crystal concentration. An observer at the surface located downwind of polynya may observe a very weak crystal precipitation falling from almost clear sky and known as ''diamond dust,'' but may be unable to identify the origin of this phenomenon. These simulations indicate that moistening from polynyas and advection of the condensate downwind may produce the observed ''diamond dust. '' [74] A detailed evaluation of the water budget, supersaturation and size spectra showed that the droplet supersaturation relaxation times are 5 -10 s, so condensation on the drops is almost instantaneous and LWC is close to what can be obtained in a bulk model. In contrast, the crystal supersaturation relaxation times are 10-60 min, thus deposition on the crystals is rather slow and generally only 2 -5% of the available vapor is deposited on the crystals, the rest 95-98% exists as the large residual ice supersaturation and is advected by the wind. The limited capability of the crystals to absorb water vapor slows down Bergeron-Findeisen process, the crystal growth and fallout, keeps humid-ity level high enough (10 -20% above saturation over ice), and this is an additional reason of the propagation of the polynya-induced plumes over tens to hundreds of kilometers.
[75] Since many bulk cloud models and GCMs transform the major fraction of vapor excess in a single or a few time steps (i.e., 5-10 min) to relax the residual supersaturation to zero or a small residual level, IWC may be overestimated by a factor of 20-50 or more. Based on our model results, the following recommendations of increasing complexity can be suggested: (1) decrease the amount of ice condensed in 1 -3 h by a factor of 5 -20, to test sensitivity to the ice deposition rate; (2) introduce some characteristic deposition time t fc (typically from $0.5-1 h) to calculate the residual equilibrium supersaturation; and (3) use N i , and " r i as prognostic or diagnostic variables in order to calculate the deposition time t fc and then the residual supersaturation from equation (14) which can be written for the quasiequilibrium state dd i /dt % 0 during slow large-scale weak ascent (e.g., ''large-scale condensation'' in GCMs) as (e.g., KC99ab, KS02):
This expression can be applied in a liquid or mixed cloud with not very large N i (up to 20 -50 L À1 ). In case of crystalline clouds like diamond dust or cirrus, this expression can be used for evaluation of the equilibrium ice supersaturation d i,eq with substitution of N i , " r i instead of N d , " r d ; then this d i,eq should be subtracted from the bulk IWC if it is evaluated at a time step as q-q is . These equations can be useful in bulk cloud and climate models for evaluation of the water budget and nucleation processes that require supersaturations.
