I. INTRODUCTION
Shear flows are present in a variety of fluid phenomena, such as in jets, locally separated boundary layers, parallel streams with different speeds and wakes behind solid objects, among many other examples. These motions are a prime example of flows that are susceptible to hydrodynamic instabilities, i.e., systems in which a perturbation completely modifies the initial configuration of the flow. Shear instabilities play a fundamental role in physical phenomena due to the transfer of energy and momentum to different length and time scales. Our primary motivation, in this study, is related with the evolution of shear flows in geophysical fluid dynamics, which can occur in a variety of scales, ranging from mixing layers in seas to wind patterns in the Earth's atmosphere or other planets (such as the Jupiter's Great Red Spot). In particular, we look for gaining a better understanding on the unstable behavior of oceanic shear flows which often lead to the formation of oceanic vortices in semi-enclosed seas, that is, in a confined flow domain.
In the context of experimental fluid dynamics, we study the behavior of a two-dimensional (2D) shear flow established by two parallel streams with opposing directions in a homogeneous fluid. The main characteristics of the problem are (a) that the shear is produced by a localized constant forcing in a thin layer of fluid, and (b) the flow is enclosed in a rectangular geometry. The purpose is to study the response of the shear flow to a constant injection of energy in a confined domain.
In order to generate a (quasi) two-dimensional flow, we use a shallow layer of a conductive fluid which is electromagnetically forced. 1, 2 This technique has been extensively used recently because its ability to force the flow in a very controlled and non-intrusive way. [3] [4] [5] In addition to the experimental work, we performed quasi-two-dimensional (Q2D) numerical simulations to determine whether the main observations can be explained by means of dynamical mechanisms in two dimensions.
A number of experimental studies on shear flows have been performed in annular or cylindrical geometries, in which the fluid is forced by using mechanical devices [6] [7] [8] [9] or electromagnetic methods. [10] [11] [12] In such experiments, a stable shear layer is obtained for weakly forced flows. At critical values of the Reynolds number, the shear flow becomes unstable and a chain of vortices is observed. If the velocity is further increased, the number of vortices decreases, self-excited oscillations appear, and the vortex regimes are no longer unique. 13 In the present study, the vortex formation in the unstable shear flow is also observed, but now in different rectangular geometries. This is the main difference with respect to previous works, which are usually focused on the flow evolution without the influence of lateral walls. Few experiments consider a closed domain because lateral walls potentially affect the unstable evolution of the system. Probably, the most similar system to ours was studied by Manin, 14 who performed numerical simulations with periodic boundary conditions at the ends of a rectangular domain. Here, our attention is focused on the influence of the horizontal aspect ratio of the container over the unsteady behavior of the generated structures. The consideration of a closed domain is also motivated by recent experimental and numerical studies that have shown that boundaries act as a source of vorticity filaments, which can alter the structure of the flow. [15] [16] [17] Additionally, self-organization processes in two-dimensional flows have been shown to depend on the shape and size of the domain. For example, a fundamental behavior of a decaying flow in a rectangular container is to organize into a domain-filling pattern of counter rotating vortices, whose number depends on the aspect ratio of the tank. 18, 19 We explore the possible presence of these effects in a continuously forced flow. We shall also describe global oscillations of the system that resemble similar observations measured in other studies. 14, 20 This phenomenon is reflected by slow, periodic oscillations of the flow pattern that emerges from the unstable stage, and it is also registered in the time series of the two-dimensional total energy and enstrophy, directly measured in the experiments. Our discussion to explain the self-oscillations of the system will be focused on the competition between the injected energy by the continuous forcing and the damping produced by bottom friction.
The organization of the article is as follows: The experimental setup is described in Sec. II. The experimental results are presented in Sec. III. A description of the numerical model and the corresponding results of the simulations are given in Sec. IV. The results are thoroughly discussed in Sec. V, and the conclusions are outlined in Sec. VI.
II. EXPERIMENTAL METHOD

A. Setup and electromagnetic forcing
The experiments were carried out in four rectangular tanks with different horizontal aspect ratio defined as
being L x the length and L y the width of the containers along the Cartesian (x, y) directions, respectively. The horizontal dimensions of the tanks were 30.0 cm × 30.0 cm, 42.2 cm × 21.1 cm, 51.9 cm × 17.3 cm, and 60.0 cm × 15.0 cm, so δ was, respectively, 1, 2, 3, and 4. In the vertical direction z, the fluid depth in all the experiments was H = 1.3 cm. The vertical aspect ratio between H and any of the horizontal scales of the containers is much smaller than unity, which is a first indication that the system is shallow enough to expect a nearly 2D motion. We shall show that the experimental flows indeed behave in a 2D fashion, and in the Discussion section, we invoke more accurate scaling arguments that support this observation. Note that the horizontal surface of the containers is approximately the same (A ∼ 900 cm 2 ), and hence the total volume AH is constant as well. This way, it is ensured that the forcing is applied over the same fluid volume in all experiments.
The electromagnetic forcing is provided by a Lorentz force generated by the presence of an electric current density J and a magnetic field B in an electrically conductive fluid, such that
For this purpose, a shallow layer of electrolyte consisting of a mixture of water and sodium bicarbonate (with a concentration of 50 g/l, a density of ρ = 1.027 g cm −3 , and a kinematic viscosity ν = 1.089 × 10 −2 cm 2 s −1 ) was used to fill the tanks. The experimental setup is shown in Figure 1(a) . Two copper electrodes with horizontal length of L e ≈ 30 cm were placed inside of the tanks at the opposite walls along the x-direction. A horizontal electric current I was applied through the fluid in the y-direction by connecting the electrodes to a power supply. The electric density current was estimated as
(due to considerations that it was homogeneous in the area limited by the electrodes) withĵ the unit vector in the y-direction (î andk used below are unit vectors in the x− and z-directions, respectively).
In order to impose a magnetic field, an array of 24 cylindrical neodymium-iron-boron (NdFeB) permanent magnets was placed underneath the bottom of the tank in two rows with 12 magnets each, along the x-direction. Each row of magnets had opposite magnetic polarity. The distance between rows, as well as the distance between magnets in a row, was 2.4 cm. The magnets had a radius of 0.6 cm, and a height of 0.5 cm. The main contribution of the magnetic field is the vertical component B. We measured its value at different heights by using a gaussmeter (F. W. Bell, 5180 G/T meter) and found an exponential decay, approximately. 21 The absolute magnitude at mid-depth was B ∼ 0.014 T. A simplified expression for the magnetic field is obtained by suppressing the variations in the x-direction and considering only those in y caused by the distribution of the magnets,
The magnetic field induced by charges in motion is assumed to be very small in comparison with B, i.e., the experiments are in a small magnetic Reynolds number regime. Using (3) and (4) yields a Lorentz force directed along the x-direction, which can be approximated as
Using a positive electric current I > 0, the direction of the forcing depends on the sign of B( y), that is, on the orientation of the magnets at each row. In all cases, the polarity of the magnets at the upper row (positive y) was chosen negative, in order to generate a Lorentz force in the negative x-direction, while the polarity of the magnets at the lower row (negative y) was chosen positive so the forcing is directed in the positive x-direction. Figure 1 (b) shows the direction of the forcing used in all experiments. Note that the forcing area A f is delimited between −L e /2 < x < L e /2 and −2.5 cm < y < 2.5 cm, so A f ≈ 150 cm 2 . The ratio between the forcing area and the total area is
which is constant in all the experiments (≈ 1/6), regardless of the aspect ratio of the tank. The magnitude of the forcing depends on the intensity of the injected electric current. Three different magnitudes (I = 160 mA, 370 mA, 770 mA ± 10 mA) were applied in the fluid by connecting the electrodes to a power supply with a maximum output of 36 V. The electrical potential difference was varied to obtain a constant value of I in each experiment.
B. Procedure
All of the experiments started when the fluid was at rest. At t = 0 s, the power source was turned on, establishing the forcing shown in Figure 1 (b) and setting the fluid in motion. The forcing remained constant during approximately 4 min. The experiments were interrupted at this time (240 s) due to the electrochemical reaction of the bicarbonate solution with the copper electrodes, which produced a continuous contamination of the fluid.
To visualize and measure the horizontal velocity field components (u, v), a Particle Image Velocimetry (PIV) technique was used. For this, Polyamid seeding particles (PSP) with a diameter of 20 µm were added, which were floating approximately at the free surface during the whole experiments. The fluid surface was illuminated with two 20 mW laser devices located at both sides of the tank in the x-direction, which projected two horizontal laser sheets through the transparent walls of the containers. Images of the surface flow were obtained by taking the frames of a video recording of the experiment using a CANON XA10 camera set at 30 fps, placed at about 60 cm above the geometrical center of the tank. These images were cross-correlated using the PIV software from DANTEC Dynamics to approximate the horizontal velocity field. In all experiments, the measurements covered nearly the whole horizontal domain, except within a thin area of about 0.5 cm near the walls, where measurements become unreliable because of reflections from the walls.
An error of approximately ±0.25 cm/s is estimated for the measurements of the velocity field (roughly an absolute error of ∼12%). This is a standard value for typical PIV measurements under optimal experimental conditions. To determine this error, we first simulated numerically the evolution of two idealized flows, a dipole and a Gaussian monopole (using the numerical scheme that shall be presented in Sec. IV). Afterwards, a sequence of images that represented the displacement of virtual particles in these flows was generated. These images were subjected to the same PIV method as the flows observed in the experiments in order to obtain the velocity fields; then, the results were compared with those obtained numerically. The error of the vorticity is estimated to be about 20%. 
III. EXPERIMENTAL RESULTS
Besides the horizontal aspect ratio of the containers δ, the experiments are characterized by the imposed forcing provided by the applied electric current I, which is the control parameter. The magnitude of the forcing can be represented by the Chandrasekhar number (Ch) as defined by Duran-Matute et al.
This ratio compares the Lorentz force with dominant viscous forces in the context of a low magnetic Reynolds number flow. In this limit, the flow is assumed to be slow enough so the Lorentz force is only due to the imposed electric and magnetic fields, according to (5), whereas induced density currents due to the fluid motion (and hence the corresponding induced Lorentz forces) are considered negligible. The Chandrasekhar number appears naturally in the dimensional analysis in Sec. V. Considering the three different forcing currents, the parametric space explored by 12 experimental configurations (Ch, δ) is shown in Figure 2 . Table I presents the experimental parameters that were kept fixed in all experiments.
A. Initial stage: flow establishment
Starting from the flow at rest, the initial stage of the experiments consists of the progressive establishment of two opposing jets in the x-direction due to the forcing. Figure 3 shows an example of the localized shear flow in an elongated tank with aspect ratio δ = 4. The first panel presents the horizontal velocity field (u, v) of the two jets measured at t = 5 s, which is used to calculate the vertical component of the vorticity field ω = (∂v/∂ x − ∂u/∂ y), shown in the second panel. This field distribution is characterized by a central core of intense positive vorticity over the forcing area, flanked by two stripes of negative vorticity. Note the absence of motion at the right and left zones of the container. The first panel shows the velocity profile u(0, y).
The initial flow configuration in all experiments presented a constant acceleration due to the continuous forcing. To determine how the velocity increased with time, let V (t) be the mean velocity measured in the jets, and F = I B/H L e be the mean magnitude of the applied Lorentz force (5). Thus, we assume that the flow acceleration in the x-direction is only due to the imposed constant forcing, such that
This is a reasonable assumption for early times shorter than the advective timescale T a = L e /V ∼ 10 to 20 s. As a consequence, the velocity increases linearly in time,
In order to measure this behavior, we consider the ratio V ρ/F as a function of time in the 12 experimental configurations indicated in Figure 2 . Figure 4 shows the linear increase in time of this quantity for the different aspect ratios in each panel. Note that the three curves, corresponding to the three magnitudes of the forcing, collapse into one at early times. This behavior is interrupted at a certain time. For instance, the stronger the forcing, the shorter the time to arrest the linear growth (approximately 10 s). In contrast, the increase of the velocity continues during a longer time for weaker forcing (about 20 s). This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded Why is the linear increase of the velocity interrupted? Essentially, because at a certain time (depending on the forcing) the flow becomes unstable, so that the jets are deformed and the flow evolves in a completely different way.
B. Unstable evolution: vortex formation
The basic configuration shown in Figure 3 begins to distort due to the recirculation caused by the exit and reentry of the flow to the forcing region. The beginning of the unstable evolution is shown in Figures 5(a) and 5(b) for the same example with δ = 4 at later times, t = 10 and 16 s. Note that the jets are deflected at the ends of the forcing region. The process begins approximately at the advective time scale T a , which is shorter for stronger forcing. Up to this stage, no dependence on the aspect ratio was observed.
The distortion of the jets grew with time, eventually leading to the total deformation of the whole shear flow in an oscillatory pattern, as seen in Figure 5 (c) (t = 25 s). The central stripe of positive vorticity is divided in two parts, causing the formation of two positive vortices within the forcing area, surrounded by patches of negative vorticity with a weaker magnitude (t = 32.5 s). The intense, positive vortices slowly changed their form from circular into a more elongated shape and back again to circular. This behaviour is associated with the temporal pairing with the negative patches. For instance, at t = 50 s, the positive vortices are circular and aligned along the horizontal axis of the tank (along y = 0). At later times (t = 75 s), the vortices pair with the central patches of negative vorticity and form two dipolar-like structures moving in opposite directions, towards the upper and lower walls, where they are immediately stopped. As the weaker patches of negative vorticity are advected between the walls due to the recirculation associated with the positive vortices, the latter recover their circular shape along the central axis of the container. Motions outside the forcing area are dissipated. Thus, a remarkable characteristic of this experiment is that the unstable evolution of the flow leads to the formation of a quasi-steady pattern of vortices, despite the presence of the continuous forcing. This was the most common vorticity distribution observed in most of the experiments with δ = 2, 3, and 4. In some cases, a different behavior was registered. For intense forcing, the unstable evolution of the shear flow led to the formation of three vortices in the containers with δ = 2 and 3. Figure 6 shows two examples of this arrangement. The third vortex is formed when the two dominant, positive eddies separate a distance long enough to produce a shear flow between them, which in turn generates a new structure at the center of the tank. It seems that the separation of the vortices is possible given the more ample available space in the y-direction, i.e., a smaller aspect ratio of the containers, in contrast with the δ = 4 case. The three-vortex configuration was less persistent during the experiments, in some cases turning back to the two-vortex configuration again.
For the case of the square tanks δ = 1, the unstable flow behavior was even more irregular. Figure 7 shows two examples: In one case, the direct forcing of the fluid against the walls produced the ejection of strong vorticity filaments from the boundaries, and the formation of a dominant pattern of four cells distributed over the whole domain (panel (a)). In another case, an important displacement of the central vortices was observed, causing the formation of a solitary central vortex (with positive circulation, panel (b)). These arrangements tend to persist only for a few seconds, being replaced by large-scale meandering motions. Evidently, in the square tank the forced jets directly interact with the lateral walls at x = ±L x /2, which seems to be the cause for the more irregular evolution.
C. Self-oscillations of the system
Now, we calculate global quantities over the whole domain, namely, the two-dimensional kinetic energy and enstrophy. Our aim is to examine the relation between the continuous injection of In the first case, the flow generates a four-cell pattern covering the whole domain. In the second example, the unstable evolution of the flow leads to the formation of a single vortex at the centre of the tank. In both cases, the vorticity distributions change continuously in time.
energy (due to the forcing) and its dissipation. The total kinetic energy E(t) and enstrophy Z(t) are defined, respectively, as Figure 8 shows the time evolution of E and Z in three panels for different Ch or imposed forcing. In all cases, the global quantities clearly present an oscillatory behavior. This is in contrast with our first expectations, in which a balance between the continuous injection of energy and dissipation (mainly due to bottom friction) was expected. Such a balance would imply a constant value of the energy after a certain time, a behavior that is not observed. From these plots, the following important characteristics are emphasized:
1. Starting from rest at t = 0 s, an increase of E and Z was observed, until reaching a first maximum.
The time needed to arrive at such a maximum depended on the magnitude of the forcing (Ch), and did not depend on the aspect ratio (δ). By comparing the times at which the energy maxima occurred, we determined that this stage corresponds to the establishment of the shear flow. 2. After reaching the first maximum, a repeated decrease and increase of E and Z was observed, implying a quasi-periodic oscillation. Evidently, this behavior corresponds to the unstable evolution of the system. 3. The oscillations are rather regular for low and moderate forcing (left and central panels), being the frequency greater for the latter. In contrast, for the strongest applied forcing there was a loss of regularity in the oscillations (right panel).
To further examine the oscillatory behavior of E and Z, the kinetic energy and enstrophy fields were calculated: Figure 9 shows the oscillation of E and Z measured in the experiment with δ = 4 and Ch = 0.56 × 10 5 . This case was chosen as an example due to the regularity of the oscillations. The energy (E f ) and enstrophy (Z f ) fields measured at the times of the two first maximum and minimum values of the oscillation are also shown. The strong positive vortices generated during the unstable evolution are manifested as ring-shaped or elongated regions with high energy values (panel (a) ), or as semi-circular regions with high enstrophy values (panel (b) ). These plots reveal that relative maxima of global energy and enstrophy are reached when the flow structures are elongated in the direction of the forcing, that is, along the x-direction. In contrast, relative minima are registered when the flow shows less alignment with the forcing, i.e., when the vortices recover their quasi-circular shape.
We now proceed to investigate the problem numerically, in order to examine the establishment of positive vortices along the tanks, and the oscillatory character of global quantities observed in all the experiments.
IV. NUMERICAL SIMULATIONS
A. The model
Numerical simulations were performed by solving a Q2D model based on the vorticity evolution equation with lateral (Laplacian) viscous effects, linear bottom friction, and a forcing term (the vertical component of the curl of the Lorentz force),
where J and ∇ 2 are the Jacobian and the two-dimensional Laplacian operators, respectively, and λ is the Rayleigh friction parameter. 5, 13 The stream function ψ is defined such that the horizontal velocities are u = ∂ψ/∂ y and v = −∂ψ/∂ x (because the two-dimensional flow is incompressible). flows, which has been modified by van Geffen to consider the effects of background rotation, and by Zavala Sansón and van Heijst 22, 23 to include nonlinear Ekman friction as well as variable topography. In this work, we further modified the code by including the external Lorentz force. To obtain a similar forcing to those applied in the experiments, the following curve was fitted to the measured forcing y-profile, proportional to the velocity profile (as shown in Figure 3 (c)):
where both α = 25.8 cm and τ = 3.3 × 10 −4 s are fitting parameters. Note that the temporal dependence implies that the forcing is initially zero and rapidly tends to the desired y-profile by setting a small time τ (simulating the experimental procedure of turning the power source on at t = 0 s and rapidly establishing the forcing). As in the experiments, the forcing acts only in the central region of the domain.
Fluid parameters (such as ρ, ν, and H) were chosen to be similar to those in the experiments. For the frictional parameter λ, there are different values proposed by a number of authors. 5, 10, 13, [24] [25] [26] In this study we use λ = k ν/H 2 , with k a fitting parameter that depends on the applied forcing. For Ch = (0.24, 0.56, 1.15) × 10 5 , we use k = (1/4, 1/2, 3/4) × π 2 , respectively. To justify these values, it must be recalled that Rayleigh friction is a parameterization of the viscous term ν∂ 2 U/∂z 2 , with U(x, y, z) the velocity vector depending also on the vertical coordinate. 5 For a shallow fluid layer with a rigid lower boundary and an upper free surface, one can assume a velocity vector of the form U = u(x, y) sin(πz/2H). Then, the bottom friction term becomes νπ 2 u/(4H 2 ), so k = π 2 /4, see Ref. 27 . For rigid lower and upper boundaries, the vertical profile is ∼ sin(πz/H) which yields 5 k = π 2 . However, these arguments are based on the assumption of a simple sinusoidal vertical velocity profile, which is not necessarily true, so k can be regarded as an unknown parameter if we insist on parameterizing the bottom friction as a linear term. In our simulations, we found necessary to increase the k value as we increased the imposed forcing, in order to maintain stability of the numerical solutions.
Several preliminary tests with different temporal and spatial resolutions were performed to verify the reliability of the simulations (stability, convergence). The simulations had a time step of 0.0625 s and a duration of 240 s. The spatial resolution of the domains with aspect ratio 1 and 2 was 257 × 257 grid points. For the tanks with aspect ratio 3 and 4, we used a grid with 129 × 513 points. It was verified that the main results were approximately the same when using different combinations of the spatial resolution, e.g., 129 × 129 or 513 × 513 grid points. No-slip boundary conditions were considered at the lateral walls.
B. Simulations of the experiments
As shown in the sequence in Figure 10 , the qualitative behavior of the simulated flow is similar to that observed in the experiments. In this example, with δ = 4 and Ch = 0.56 × 10 5 , panel (a) shows the establishment of the shear flow at t = 5 s, followed by the deformation at the ends at t = 20 s (panel (b) ). This gives place to the unstable evolution of the flow (panel (c)) and the formation of two strong, positive vortices surrounded by weaker structures with negative vorticity (panel (d)). The positive eddies also showed a distribution and evolution similar to those observed experimentally. In particular, their interaction with the negative vorticity patches continued during the whole simulation, causing a repeated deformation of their shape from circular to elliptical.
Some other results were also numerically reproduced. Specifically, a solitary central vortex was formed in some cases with the strongest forcing (not shown), which was also observed experimentally for a strong forcing with δ = 1, 2, and 3.
The quasi-steady state of the generated positive vortices suggests that the Q2D dynamics are able to reproduce the global oscillations found in the experiments. In order to explore this, the total kinetic energy E(t) and total enstrophy Z(t) were calculated in 12 simulations representing the corresponding experimental cases indicated in the parameter space (Ch, δ). Figure 11 shows the time evolution of these global quantities, which displayed the characteristic behavior observed experimentally. This was an increase in E and Z until a maximum is reached, followed by a sharp drop and an oscillatory behavior. Some discrepancies with the experimental results are the differences in magnitude of the global quantities: numerical values of energy and enstrophy were approximately 50% lower than in the experiments.
Summarizing the performance of the Q2D model to reproduce the experiments, it can be concluded that the two-dimensional dynamics is able to capture qualitatively the most relevant experimental results, as well as the time evolution of global quantities. An important conclusion is that the oscillatory character of the global energy and enstrophy is predominantly two-dimensional.
C. Ideal examples
The fact that the essential behavior of the shear flow can be reproduced with the physical Q2D model, allows one to explore different aspects of the experimental results by performing idealized simulations under particular circumstances. Some of these aspects are the formation of a line of strong vortices, the influence of the no-forcing zone at the ends of the tanks, and the persistence of the resulting configuration of vortices despite the continuous forcing.
Chain of vortices in an elongated box
Several simulations using large aspects ratios δ have been performed. These cases revealed additional details of the formation of a quasi-steady array of vortices. As a first example, consider an elongated rectangular tank with aspect ratio δ = 13.33, presented in Figure 12 . The domain has the same y-dimension as the experimental tank with δ = 4, that is, L y = 15 cm; thus L x = 200 cm. In this simulation, the strength of the forcing is moderate (I = 370 mA) . The physical extension of the forcing goes from x = −85 to x = +85 cm, so there is a no-forcing zone of 15 cm at each side of the tank; note that this is the same size of the buffer zone in the experiments with δ = 4. In other words, this case analyzes the flow behavior under exactly the same circumstances as in those experiments but now using a much more elongated box. Figure 12 shows four stages of the numerically calculated relative vorticity field. As for the case of shorter containers, the shear flow is initially established (panel (a)), and being deformed at the extremes of the forcing area at later times (panel (b) ). This example clearly shows that the deformation propagates towards the center of the domain from both sides (panel (c)), a result that was not so clearly noted in the experiments. At later times, a long line of 18 positive vortices is generated, which remains in a quasi-steady state during the rest of the simulation.
The previous example would seem to suggest that the establishment of a line of vortices is triggered by the presence of the buffer zones. This is not the case, as shown in the simulation of Figure 13 . In this numerical run, the forcing and the rest of the flow parameters are the same, but now the flow is initially perturbed in a random fashion, i.e., the initial vorticity in each grid point has an arbitrary value of ±0.01 ω ma x , where ω ma x ∼ 2 s −1 is the maximum vorticity measured in the experiments. As a result, the unstable evolution of the flow does not start at the ends of the forcing zone, but along the whole forcing area. The striking point to stress here is that the final configuration is essentially identical to that observed in the previous simulation: a line of 18 vortices in the x direction, which remains almost stationary.
Additional simulations include cases with a periodic domain in the x-direction, with free-slip boundary conditions at the lateral walls, and different forcing magnitudes (not shown). Although there are differences in the details, the formation of the line of vortices remains.
Persistence of the array of vortices
A natural question is why is the line of vortices so persistent when the forcing is continuously acting upon them? Additional simulations were performed in order to explore this matter, as well as the role of the forcing in their formation.
As initial condition, consider two positive, monopolar Bessel vortices 28 with size, intensity, and distance between them similar to those observed in the experiments, placed in a domain with δ = 4. In order to observe how the forcing changes the dynamics of the initial flow, two cases are considered: (a) the forcing is absent (F = 0) and (b) the forcing is present (F 0). The flow numerical parameters were the same as those chosen for the simulations described in Subsections IV A-IV C, including the bottom friction coefficient.
Recall that in the absence of solid walls, two vortices of the same sign of vorticity near each other exert a mutual influence that makes them rotate around each other in the same sense as their circulation. When the initial separation is shorter than a critical distance, vortices eventually merge (a well-known process described by several authors 29, 30 ). Figure 14(a) shows the evolution of the two vortices in the absence of external forcing. The mutual rotation of the vortices is observed at early times (second panel). However, the presence of the lateral walls along x force them to move closer to each other, and eventually the vortices merge at a later stage (last panel).
On the other hand, Figure 14(b) shows the case when the background forcing is continuously applied. An immediate effect is to strain the vortices in the x-direction, and to form the corresponding regions of negative vorticity enveloping the vortices. Note that the two eddies nearly remain in their original positions despite the continuous action of the forcing at all times. The final configuration is surprisingly similar to that shown in the simulation of Figure 10 . This resemblance is remarkable when taking into account that both arrangements were achieved under very different initial conditions.
V. DISCUSSIONS
We have discussed the main observations in terms of the Q2D dynamics of a shallow fluid layer. However, it must be recalled that detailed 3D flow measurements in similar experiments have shown that important vertical motions might occur during the flow evolution 3, 4 (see also a general review on shallow-layer flow experiments 31 ). In order to justify the predominantly 2D motion in our experiments, we consider a recently proposed scaling to determine the two-dimensionality of a shallow flow, 5, 32 which establishes that the crucial parameter is not the smallness of the vertical aspect ratio δ v , but the product δ 2 v Re < 6, with Re the Reynolds number representing the response of the flow to the forcing. These nondimensional numbers can be defined as
with L e the length of the electrodes and U a velocity scale, estimated as the measured average velocity of the flow over the whole domain. The vertical aspect ratio is constant for all experiments δ v ∼ 0.043, while typical measurements of U yield Re ∼ 800, 1200, and 2200, for weak, medium and strong forcing, respectively. Thus, the average value of δ 2 v Re in our experiments is approximately 1.5, 2.5, and 4, which indicates that the flow can be assumed as Q2D.
In addition to these estimates, we calculated the divergence field over the whole domain (not shown) and found that peak values are about 10% of the average vorticity of the measured flows. These values are of similar order as the experimental error (or even smaller, see Subsection II B). Thus, we concluded that, although there must be necessarily some vertical motions, the flow is essentially 2D.
The qualitative agreement between experiments and Q2D simulations seem to justify this assumption. The numerical simulations allow the exploration of specific processes that are difficult to discern from the experiments. For instance, the simulations with very elongated domains illustrate the formation process of the quasi-steady chain of vortices along the tank (Figures 12 and 13) . With these simulations, we learned more about the influence of the buffer zones at the extremes of the forcing area, and on the role of the initial condition.
To analyze the results quantitatively, consider the two-dimensional Navier-Stokes equations with lateral viscous effects, bottom friction, and the external force, where u is the horizontal velocity vector, p is the pressure, and λ is the Rayleigh friction parameter. In addition, the fluid is incompressible ∇ · u = 0. The non dimensional equations of motion are:
where we have introduced the arbitrary time scale T i , the advective time scale T a = L e /U, ρU 2 for pressure and I B/H L e for the forcing term.
The first stage of the flow (a linear increase of the velocity of the jets) is explained by assuming that the flow acceleration in the x-direction at early times is only due to the constant forcing (du/dt ≈ F/ρ over the forcing area), while the advective terms, lateral viscous effects, and bottom friction are considered negligible. Indeed, the non dimensional analysis indicates that the last two terms at the right-hand side (bottom friction and forcing) are much more important than lateral viscous effects because δ v << 1 and Re >> 1. In addition, the forcing term is about 20 times greater than the bottom damping term (over the forcing area). The resulting balance was simplified by means of expression (8) , which is considered valid for times T i shorter than the advective timescale T a ∼ 10 to 20 s, and of course to the much larger time associated with lateral viscous effects T ν = L 2 e /ν ∼ 10 4 s, and also to the effective time related with bottom friction
/k ν ∼ 50 s (according with the definition of the Rayleigh friction coefficient and using k = π 2 /2 ∼ 5). Thus, the speed of the jets forming the shear flow increased linearly at early times, as clearly illustrated in Figure 4 for all the experimental configurations. The strength of the forcing determined the time lapse during which this increase was observed.
The much more complex second stage is characterized by the generation of coherent vortices along the direction of the forcing, which is the typical fate of an unstable shear flow (see the Introduction section). The most remarkable arrangement is the formation of two semi-permanent vortices over the forcing area, with the same circulation as that of the shear flow. This is observed specially in the elongated tank with δ = 4 (see Figure 5 ), but also in containers with δ = 2 and 3. In the containers with δ = 1, the flow evolution was much more irregular presenting the formation of a general pattern of four large cells covering the whole square domain (Figure 7(a) ). The reason is that the forcing impulses the fluid directly against the walls, generating strong filaments to the domain interior, a process clearly visible in the vorticity surfaces. This pattern was not always observed, however. In some cases, the occasional formation of a single vortex at the center of the container was observed (Figure 7(b) ).
A very remarkable behavior of the unstable flow configuration (conformed either by a line of vortices or chaotic patterns) is that the whole system presents oscillations of the two-dimensional global energy and enstrophy, regardless of the aspect ratio, but dependent on the forcing magnitude ( Figure 8 ). These oscillations strongly suggest that the forcing and the damping terms have an alternate dominance during the experiments: when the forcing term dominates the energy increases, while decreasing when the damping term becomes more relevant. This competition can be shown from the time evolution equation for the global energy, according to definition (9) . Taking the dot product of the dimensional equations of motion (16) with the velocity vector, and integrating (and dividing) over the whole horizontal area yields
The non dimensional bottom friction and forcing terms are of order
Note that these expressions are identical to the non dimensional numbers in the equations of motion, except that the damping term is multiplied by 2 and the forcing term contains the additional factor δ A ≈ 0.16 [the ratio between the forcing area and the total area defined in (6) ]. The change of energy due to the forcing term scales with δ A because it is zero everywhere except over the rows of magnets. This factor does not appear in the bottom friction term because damping acts over the whole domain. The ratio between the forcing and damping numbers is
The time evolution of this number is shown in Figure 15 . It should be noted that the resulting curves oscillate in a similar fashion as the reciprocal of the energy curves in Figure 8 . The reason is because the Reynolds number Re (or, to be more precise, U) represents the response of the flow to the imposed forcing, so that the velocity scale is calculated as U = (2E) 1/2 . What we want to emphasize with these plots is that the ratio FD oscillates and it is O(1), i.e., it represents the alternate dominance between the forcing and the damping during the flow evolution. To calculate FD, we have used k = (0.3, 0.4, 0.5) × π 2 for increasing forcing, as the numerical runs suggested. The self-oscillations of the system are explained as follows: as the flow is accelerated by the forcing the Reynolds number is increased. At some time, the forcing term in the energy equation (proportional to Re −2 ) becomes smaller than the damping term (proportional to Re ), and then bottom friction dominates and produces the energy decay, as well as the decay of Re. Then Re is reduced up to a certain time at which the forcing term dominates again, and the cycle starts again. The flow pattern during the energy-growing stage is mainly oriented along the direction of the forcing, while the decaying stage is characterized by the formation of vortices, as shown in Figure 9 . The exact balance FD = 1 is not reached in the experiments. Note that if the forcing was applied over the entire domain (δ A = 1) then such a balance would be equivalent to the viscous regime described by Duran-Matute et al. 5 The frequency of the oscillation increases for stronger forcing regimes because in that case the alternate competition between forcing and damping changes more rapidly. This is in agreement with the observations in Figure 8 . Due to the relatively simplified dynamics of the experiments it is difficult to establish a direct comparison with geophysical systems, which is the primary motivation of this study. However, a Q2D flow can still be used as a basic model of a geophysical flow in the context of a rapidly rotating planet, since the background rotation promotes the columnar motion of the fluid (rotation effects drop-out from the vorticity equation for a constant Coriolis parameter and a flat topography 31 ). In this context, the experiments and the simulations demonstrate that a Q2D shear flow leads to the formation of very persistent vortical structures, which remain coherent during long periods of time despite the presence of the continuous forcing. This configuration is akin to the case of long-lived vortices in planetary shear flows, e.g., the Great Red Spot.
The formation of semipermanent vortices and the oscillations of global quantities are results that resemble the flow regimes observed in different systems, for instance, the well-known thermally forced rotating annulus experiments (for a general, recent review see Ref. 33 ). These experiments, initially designed and performed by Raymond Hide in the 50's, have been widely used as an idealized model of the Earth's atmosphere under the influence of the differential heating between the equator and one of the poles. Different regimes characterized by arrays of vortices are observed when the forcing parameters are varied; moreover, these configurations show the so-called vacillations, 34 which consist of the temporal oscillation of the flow pattern, either in amplitude or physical orientation. Some major differences with our experiments are the nature of the forcing, as well as the geometry of the confined domain and the role of background rotation. Nevertheless, the present case might regarded as a homogeneous case of a "forced dissipative hydrodynamical system," a term used by Lorenz 35 for flows in the presence of continuous forcing and viscous dissipation. In this context, our study supports the notion that the alternate competition between forcing and dissipation effects is an intrinsic behavior of some fluid systems (under appropriate conditions or FD values), in contrast to the more accepted paradigm of an exact balance between these two mechanisms. A future line of research is to explore the present results to the light of numerous theoretical tools developed to study such systems (e.g., low-dimensional models 34 could be used to simplify the flow structure and look for analytical formulae to explain the global energy oscillations).
VI. CONCLUSIONS
We have studied a continuously forced shear flow confined in rectangular containers with different horizontal aspect ratios δ and forcing magnitudes Ch, by means of laboratory experiments and numerical simulations. In both, experiments and simulations, the evolution of the flow was characterized by two stages: (1) the establishment of a shear flow which had a linear increase in velocity due to the continuous forcing; and (2) the deformation of the shear flow, which led to the generation of coherent structures (whose circulation was imposed by the form of the shear), and the emergence of non-stationary vortex patterns, which had an oscillatory character for low to intermediate forcing, or to more chaotic and irregular behaviors for strong forcing.
During the first stage, the forcing dominates the flow evolution, producing a linear increase (in time) of the flow velocity, regardless of the aspect ratio of the container. The unstable, second stage is characterized by the generation of intense vortices with the same circulation as the shear flow, which is a very persistent flow configuration under different circumstances, in both the experiments and the simulations. The current results indicate that these coherent structures can be formed and survive during long periods of time, even in the presence of the continuous forcing. This supports the notion of long-lived vortices in the presence of shear flows.
A remarkable result is the temporal oscillation of the global energy and enstrophy. We conclude that the experiments studied here are a system capable to gain energy due to the forcing, and then dissipate it by bottom friction, both processes repeated in an alternated way. We examined this phenomenon by means of the Q2D energy equation. The analysis, consistent with the experimental measurements, reveals that there is a competition between the injection of energy by the forcing at a localized area and the global bottom friction over the whole domain. The ratio of these two effects is given by FD = Chδ A /2kRe which oscillates around unity in all experiments.
