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Abstract— Ground extraction from three-dimensional (3D)
range data is a relevant problem for outdoor navigation of
unmanned ground vehicles. Even if this problem has received
attention with specific heuristics and segmentation approaches,
identification of ground and non-ground points can benefit from
state-of-the-art classification methods, such as those included in
the Matlab Classification Learner App. This paper proposes a
comparative study of the machine learning methods included in
this tool in terms of training times as well as in their predictive
performance. With this purpose, we have combined three
suitable features for ground detection, which has been applied
to an urban dataset with several labeled 3D point clouds. Most
of the analyzed techniques achieve good classification results,
but only a few offer low training and prediction times.
I. INTRODUCTION
Three-dimensional (3D) point clouds obtained from on-
board sensors like time-of-flight cameras, 3D laser scanners,
or stereo-vision systems [1], constitute a reliable source of
information for mobile robots [2]. Usually, 3D point clouds
need to be processed to determine traversable, forbidden or
uncertain areas on the terrain [3]. Furthermore, ground ex-
traction can be a fundamental step prior to the segmentation
of objects in the scene [4][5].
Many authors have addressed the crucial problem of
ground detection with specific segmentation algorithms that
use data characteristics such as height information, normals,
gradients, and thresholds [6]. Different machine learning
techniques have been proposed to classify 3D point clouds in
categories such as ground, poles, wires or vegetation [7][8].
With supervised machine learning, it is necessary to provide
representative examples previously labeled to obtain useful
predictive models that can be applied to new data [9].
Within its latest releases, the Matlab software has incor-
porated the Statistics and Machine Learning toolbox [10],
which contains a considerable number of machine learning
techniques. The Classification Learner App included in this
toolbox allows a quick access to supervised learning meth-
ods. The methods included in this toolbox can be employed
for a great variety of real world applications such as object
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detection in image processing [11] or brain-computer inter-
faces [12].
This paper proposes a comparative analysis of all the ma-
chine learning methods included in the Classification Learner
App applied to ground detection from 3D point clouds. With
this purpose, we have selected a set of three appropriate
features for ground identification. Then, 23 state-of-the-
art classification methods have been compared in terms of
training times and predictive performance. In particular, the
analysis has been based on several labeled 3D point clouds
from a representative urban dataset.
The paper is organized as follows. Next section overviews
the Classification Learner App of Matlab. Feature extraction
from a 3D point cloud for ground segmentation is presented
in section III. Then, experimental results are analyzed in sec-
tion IV. Finally, the conclusions section offers a discussion
of lessons learned and an outlook for future work.
II. THE CLASSIFICATION LEARNER APP
This section reviews the Classification Learner App, which
is contained in the latest versions of the Statistics and
Machine Learning toolbox of Matlab. This application allows
automated training for the set of state-of-the-art supervised
machine learning classifiers included in the toolbox. Training
requires a set of input data and known outputs to this data
(i.e., labeled classes). Then, trained classifiers can be ex-
ported to the Matlab workspace, where they can be employed
to compute predictions for new input data by using the
Matlab function predictFcn.
With the R2016b version of Matlab, the App supports a
total of 23 classifier types, which can be organized in six
major classification algorithms:
• Support vector machine (SVM), where mathematical
functions determine the limits between classes. The
available types of SVMs are Linear, Quadratic, Cubic,
Fine Gaussian, Medium Gaussian and Coarse Gaussian.
• Decision tree, where classes are predicted by choosing
branches in a tree starting from the root to the leaf
nodes. Types of decision trees include Simple, Medium
and Complex.
• K nearest neighbors (KNN), where data is classified
according to the class of its K nearest neighbors. KNN
has several types: Fine, Medium, Coarse, Cosine, Cubic,
and Weighted.
• Discriminant analysis, which finds combinations of fea-
tures that characterize or separate classes. Discriminant
analysis can be Linear or Quadratic.
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• Logistic regression, that involves a probabilistic ap-
proach for binary classification, where a logistic func-
tion is fitted to the feature space.
• Ensemble classification, where two or more classifica-
tion methods are combined to improve their individ-
ual performance. Different types are available: Bagged
Trees, Boosted Trees, Subspace Discriminant, Subspace
KNN and RUSBoosted Trees.
Furthermore, the Classification Learner App offers the fol-
lowing built-in validation schemes that indicate the predictive
accuracy of the trained model:
• No validation. All input data is used for training the
model. Then, the App computes the confusion matrix
by using the same training data.
• Holdout validation. The input data is divided into two
complementary sets: one is used for training and the
other to validate the resulting model.
• Cross-validation. This method selects q disjoint sets to
partition the data. While only one set is used for the
validation of the model, the other q − 1 are used for
training. This process is repeated q times and the re-
sulting confusion matrix is obtained with the arithmetic
means of the results at each iteration. This is the default
validation option, with q = 5.
Independently of the chosen scheme, the final predictive
model is always trained using the full data set.
III. FEATURE COMPUTATION
The definition of a suitable set of features is an impor-
tant issue for successful 3D point cloud classification [13].
Supervised classification can be performed in an individual
basis, where each point is assigned independently of its
neighbors’ class [14]. Nevertheless, the spatial features used
in classification need to be extracted from the neighborhood
of each 3D point, which can be computed by using a fixed
radius of proximity [15].
The commonly used approach for nearest neighbor search
is based on a k-d-tree data structure due to its compu-
tational efficiency [16]. To this end, the Matlab function
rangesearch has been employed with k = 3 and a
fixed radius of 0.3 m. Those 3D points that have less than
five neighbors are discarded from feature calculation (and
classification) to ensure a minimum of spatial information
that can lead to reliable features.
Spatial distribution can be studied through principal com-
ponents analysis (PCA) [15]. PCA begins with the n × 3
matrix Pi that contains the Cartesian coordinates in a global
frame XY Z of point pi and all its neighbors. Then, the 3×3
symmetric definite-positive covariance matrix Si associated
to pi is calculated as:
Si =
(Pi − Pi)T (Pi − Pi)
n
, (1)
where T represents the transpose operation, and Pi is a n × 3
matrix that contains the mean value of Pi: (x¯i, y¯i, z¯i) in
each of its n rows. The eigenvalues λ associated with Si
are calculated with the characteristic equation:
|Si − λ I| = 0, (2)
where I is a 3× 3 identity matrix. Eigenvalues are positive
real numbers that can be ordered as:
0 < λ1 ≤ λ2 ≤ λ3. (3)
The eigenvectors v associated with each eigenvalue λ are
calculated with the equation:
Si v = λ v. (4)
This analysis can be performed with the Matlab functions
cov and eig.
In this work, we combine three features {f1, f2, f3} com-
monly employed for ground identification. For leveled 3D
point clouds, the minimum height (f1) is the most relevant
geometric feature for terrain classification [17]. In addition,
the vertical orientation (f2) and the scatterness (f3) of the
local spatial shape can be employed as features to detect
traversable ground [18]. This selection keeps a reduced set
of features that are relevant to classify ground points.
Thus, the three real numbers used as features to classify
every pi are calculated as:
• Minimum height: The minimum Z coordinate among
all the points pj of Pi:
f1(Pi) = min∀pj
(zj). (5)
• Vertical orientation: The slope can be obtained from an
eigenvector v1 of the lowest eigenvalue λ1:
f2(Pi) = arccos((0, 0, 1) · v1). (6)
• Scatterness: The smallest eigenvalue can be employed
directly as an spatial dispersion index:
f3(Pi) = λ1. (7)
IV. EXPERIMENTAL ANALYSIS
This section proposes a comparative analysis of all the
machine learning methods included in the Classification
Learner App when applied to ground detection from 3D point
clouds with the set of features defined in (5)-(7). All in all, 23
state-of-the-art classification methods have been compared in
terms of training times and predictive performance. Exper-
iments have been carried out on a computer with an Intel
Core processor i7 at 3.5 GHz and 16 GB RAM. To make
the analysis manageable, the default options for each method
have been applied.
In the experimental analysis, accuracy is considered as a
performance index, which is computed as:
ACC = 100 · TP + TN
TP + FP + TN + FN
, (8)
where TP , FP , TN , and FN are the number of true
positives, false positives, true negatives, and false negatives,
respectively. In our binary classification problem, positive
refers to “ground” and negative to “non ground.”
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Fig. 1. Example of a classified 3-D laser scan from the VMR-Oakland-v2
dataset [22].
A. Dataset
Some published works on 3D point cloud classifications
in outdoor environments have made available their labeled
datasets through public repositories [13][19][20][21]. The
one chosen for this work is the VMR-Oakland-v2 dataset
that contains leveled urban 3D laser scans acquired at the
ground level [22].
Figure 1 shows a labeled 3D laser scan from the VMR-
Oakland-v2 repository, where several classes, including
“ground”, can be observed. To perform binary classification,
we have grouped together the points labeled as “vehicle”,
“vegetation”, “wire”, “tree trunk” and “facade” into the “non-
ground” class.
From this repository, six labeled 3D scans have been
chosen for training and another six for validation. All in all,
561277 points have been used for training and 495770 points
for the off-line validation (different from the App’s built-in
validation). The time employed for extracting features has
been 16.12 s and 15.33 s for training and validation data,
respectively. Due to the restriction of a minimum number of
5-neighbors to extract reliable features, the number of used
points is reduced to 458468 and 421995 for training and
off-line validation, respectively.
B. Training
Table I shows the training time (t) and the estimated
prediction accuracy (ACC) for every training method when
using the No-Validation and the Cross-Validation (with q =
5) options. In this case, the ACC values have been computed
by using the confusion matrix provided by the App’s built-in
validation.
As expected, the Cross-Validation option imposes a no-
ticeable overhead to training time when compared to No-
Validation. Cross-Validation does not alter the resulting
model, but is intended to give a better estimate of its pre-
dictive accuracy. However, in these experiments, the ACC
resulting from both built-in validation options yield similar
values, with those of Cross-Validation being slightly less
optimistic.
Fig. 2. Classification results with the Medium Gaussian SVM algorithm
for the 3D laser scan of Figure 1.
The estimated accuracy of the training functions obtained
with Cross-Validation is very high, with a mean value of
95.3 %. The only major exception comes from the Cubic
SVM (# 3) with a small percentage of only 22.3 %. This
exception represents an outlier with respect to the whole
range of classifiers, including the rest of SVM algorithms.
The average training time for the 23 methods with No-
Validation is very high: 14 000 s, i.e., about four hours. Three
SVM methods (#1, #2, #3) require enormous training times
of around 35 000 s. On the other hand, the Decision Tree
(#7, #8, #9), Discriminant Analysis (#16, #17), and Logistic
Regression (#18) methods stand out with low learning times
below 25 s. All in all, a dramatic difference of training time
can be observed between the fastest methods and the rest of
classifiers.
C. Validation
Trained classifiers have been validated with new input data
independently of the App’s built-in validation. Table II shows
the classification time (t), the confusion matrix values, and
the resulting accuracy (ACC).
It can be observed that classification times, with a mean
value of of 151 s, are considerably shorter than training times.
The Cosine KNN method (#13) stands out as the slowest,
with 2822 s (i.e., 47 minutes approximately). Conversely,
the Medium Tree (#8), Complex Tree (#9) and Quadratic
Discriminant (#17) methods are well below 1 s.
The average accuracy (94.0 %) is similar to the one
obtained with the built-in cross-validation results. As before,
the predictive model with the lowest percentage of success
is Cubic SVM (#3), but with a higher value of 42.4 %.
Figure 2 illustrates the classification results obtained with
Medium Gaussian SVM (#5) applied to the 3D point cloud
of Figure 1. Unclassified points due to the neighborhood
feature restriction (depicted in black) correspond mostly to
distant points. In particular, from 97207 points of this 3D
scan, 18295 do not reach the minimum number of neighbors
(18.82%). False positives, shown in green, correspond to
points very close to the ground. Thus, from 13953 non-
ground points, 1119 have been classified incorrectly (8.72%).
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TABLE I
TRAINING RESULTS FOR ”GROUND” CLASSIFICATION.
No validation Cross-validation
# Training method t (s) ACC (%) t (s) ACC (%)
1 Linear SVM 33553.0 98.9 151800.3 98.9
2 Quadratic SVM 36470.1 94.0 162090.0 91.9
3 Cubic SVM 33895.2 27.0 156110.1 22.3
4 Fine Gaussian SVM 6445.9 99.3 22534.4 99.2
5 Medium Gaussian SVM 8379.3 99.2 29452.8 99.2
6 Coarse Gaussian SVM 9449.1 99.1 33190.6 99.1
7 Simple Tree 7.8 98.8 17.2 98.8
8 Medium Tree 8.4 99.2 22.3 99.2
9 Complex Tree 11.5 99.3 38.7 99.3
10 Fine KNN 9457.9 100.0 33214.0 99.1
11 Medium KNN 9473.3 99.4 33246.2 99.3
12 Coarse KNN 9538.1 99.2 33332.5 99.2
13 Cosine KNN 20110.3 99.2 41620.4 99.1
14 Cubic KNN 20156.0 99.3 41695.0 99.3
15 Weighted KNN 20172.1 100.0 41723.2 99.3
16 Linear Discriminant 9.5 97.0 12.2 97.0
17 Quadratic Discriminant 12.9 98.8 15.3 98.8
18 Logistic Regression 23.3 98.6 58.1 98.6
19 Bagged Trees 20913.0 100.0 44541.6 99.4
20 Boosted Trees 20348.0 99.2 42393.6 99.2
21 Subspace Discriminant 20998.4 96.9 44764.2 97.0
22 Subspace KNN 21231.2 100.0 45310.8 99.0
23 RUSBoosted Trees 21339.0 99.2 45725.9 99.2
TABLE II
VALIDATION RESULTS FOR ”GROUND” CLASSIFICATION.
# Predictive model t (s) ACC (%) TP FP TN FN
1 Linear SVM 83.90 99.1 333508 1649 84702 2136
2 Quadratic SVM 46.60 94.5 334390 767 64324 22514
3 Cubic SVM 13.96 42.4 117811 217346 61068 25770
4 Fine Gaussian SVM 109.50 95.1 315338 19819 85764 1074
5 Medium Gaussian SVM 100.64 99.2 333048 2109 85612 1226
6 Coarse Gaussian SVM 132.10 99.2 333261 1896 85369 1469
7 Simple Tree 1.54 98.9 332638 2519 84692 2146
8 Medium Tree 0.27 99.1 332711 2446 85439 1399
9 Complex Tree 0.26 97.2 324389 10768 85643 1195
10 Fine KNN 2.93 86.8 281047 54110 85227 1611
11 Medium KNN 5.95 92.7 305656 29501 85550 1288
12 Coarse KNN 83.32 99.0 332200 2957 85602 1236
13 Cosine KNN 2822.02 99.1 332718 2439 85596 1242
14 Cubic KNN 21.11 92.5 304856 30301 85548 1290
15 Weighted KNN 6.11 92.2 303409 31748 85608 1230
16 Linear Discriminant 2.76 97.3 334211 946 76525 10313
17 Quadratic Discriminant 0.64 99.0 332425 2732 85275 1563
18 Logistic Regression 1.58 98.9 333914 1243 83392 3446
19 Bagged Trees 11.45 97.0 323678 11479 85727 1111
20 Boosted Trees 7.25 99.1 332302 2855 85805 1033
21 Subspace Discriminant 9.14 97.3 334214 943 76237 10601
22 Subspace KNN 9.00 85.8 277233 57924 84990 1848
23 RUSBoosted Trees 6.10 99.1 332141 3016 85833 1005
As for false negatives (shown in blue), from 64959 ground
points, only 155 have been classified incorrectly (0.24%).
V. CONCLUSIONS
In this paper, we have addressed identification of ground
and non-ground points from 3D lidar data, which is a
relevant problem for outdoor navigation of unmanned ground
vehicles. In particular, we have proposed a comparative
study of 23 state-of-the-art machine learning methods that
are available through the Matlab Classification Learner App.
With this purpose, we have combined three features suitable
for ground detection, which has been applied to an urban
dataset with several labeled 3D point clouds.
In general, the validation results have shown a high accu-
racy, but some methods have required a very high training
time. Methods such as decision trees, discriminant analysis,
and logistic regression have shown a very good performance
in terms of training and prediction times as well as in
prediction accuracy. These three methods are among the
simpler supervised learning techniques available on the App.
This result suggests that ground extraction from leveled 3D
point clouds of urban environments does not require complex
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Fig. 3. Photograph of the park scene.
classification algorithms. Thus, classifiers like the Medium
Decision Tree (# 8) have offered fast and very accurate
results that could be a suitable alternative to heuristic ground
segmentation methods in robotic applications.
A. Outlook
The real-time application of the binary classifiers for
autonomous navigation of a mobile robot in natural terrains
is a future issue of interest. As a matter of example, the
predictive models obtained in Section IV have been applied,
without further training, to a park scene captured with the
UNOlaser 3D rangefinder [23] located 1 m above the ground
(see Fig. 3).
Figure 4 shows excellent, acceptable and unsatisfactory
classification results provided by the Weighted KNN (# 15),
the Medium Tree (# 8) and the Cubic SVM (# 3) models,
respectively. It is remarkable that only 0.26 % of data (i.e,
345 points) have been discarded from classification (black
dots) due to the 5-neighbors restriction in comparison with
the 16.71 % of the VMR-Oakland-v2 dataset. This can be
explained because the maximum range of the 3D sensor is
limited to 30 m in the park scene.
From 130585 3D points, the Weighted KNN model has
classified 105688 as ground (red dots) and 24552 as non-
ground (yellow dots). The Medium Tree model have classi-
fied more points as ground (106071), which includes some
false positives on the tree crowns, and less as non-ground
(24169). In both cases, the ground points close to the tree
trunks are incorrectly classified as non-ground.
In view of these promising results, the performance of the
predictive models to classify non-urban ground will be eval-
uated in a future work. Furthermore, in order to include non-
traversable areas, such as steep slopes, into the non-ground
class, it will be necessary to prepare appropriate training data
sets and to evaluate different feature combinations.
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