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Lusztig’s conjecture for finite classical groups
with even characteristic
Toshiaki Shoji
Abstract. The determination of scalars involved in Lusztig’s conjecture con-
cerning the characters of finite reductive groups was achieved by Waldspurger
in the case of finite classical groups Sp2n(Fq) or On(Fq) when p, q are large
enough. Here p is the characteristic of the finite field Fq . In this paper, we
determine the scalars in the case of Sp2n(Fq) with p = 2, by applying the
theory of symmetric spaces over a finite field due to Kawanaka and Lusztig.
We also obtain a weaker result for SO2n(Fq) with p = 2, of split type.
0. Introduction
Let G be a connected reductive group defined over a finite field Fq of charac-
teristic p with Frobenius map F . Lusztig’s conjecture asserts that, under a suitable
parametrization, almost characters of the finite reductive group GF coincide with
the characteristic functions of character sheaves of G up to scalar. Once Lusztig’s
conjecture is settled, and the scalars involved there are determined, one obtains a
uniform algorithm of computing irreducible characters of GF . Lusztig’s conjecture
was solved in [S1] in the case where the center of G is connected. In [S2], the scalars
in question were determined in the case where G is a classical group with connected
center, when p is odd, and the scalars are related to the unipotent characters of
GF . By extending the method there, Waldspurger [W] proved Lusztig’s conjec-
ture (or its appropriate generalization) for Sp2n and On assuming that p, q are
large enough. He also determined the scalars involved in the conjecture. But these
methods cannot be applied to the case of classical groups with even characteristic.
In this paper we take up the problem of determining the scalars in the case of
classical groups with p = 2. We show that the scalars are determined explicitly in
the case where G = Sp2n with p = 2. We also obtain a somewhat weaker result
for the case SO2n of split type, when p = 2, containing the case related to the
unipotent characters. The main ingredient for the proof is the theory of symmetric
spaces over finite fields due to Kawanaka [K] and Lusztig [L4]. They determined the
multiplicity of irreducible representations of GF
2
occurring in the induced module
IndG
F2
GF 1 in the case where the center of G is connected (for arbitrary characteristic).
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Using this, one can determine the scalars for GF
2
in many cases for a connected
classical group with connected center, with arbitrary characteristic.
On the other hand, it was shown in [S3] that there exists a good representatives
of CF for a unipotent class C in Sp2n or SON for arbitrary characteristic. This
implies that the generalized Green functions of GF
m
turn out to be polynomials in
q (more precisely, rational functions in q if p = 2) for various extension field Fqm ,
and so certain values of almost characters are also rational functions in q. This
makes it possible to apply some sort of specialization argument for the character
values of GF
m
for any m ≥ 1, and one can determine the scalars of GF which are
related to the unipotent characters, from the result for GF
2
. Thus we rediscover
the results in [S2]. But this method works also for p = 2, and from this we can
deduce the result for GF .
The main result of this paper was announced in the 4th International Confer-
ence on Representation Theory, Lhasa, 2007.
1. Lusztig’s conjecture
1.1. Let k be an algebraic closure of a finite field Fq of characteristic p. Let G
be a connected reductive algebraic group defined over k. We fix a Borel subgroup
B of G, and a maximal torus T contained in B, and a Weyl group W = NG(T )/T
of G with respect to T . Let DG be the bounded derived category of constructible
Q¯l-sheaves on G, and letMG be the full subcategory of DG consisting of perverse
sheaves. Let S(T ) be the set of isomorphism classes of tame local systems on T , i.e.,
the local systems L of rank 1 such that L⊗n ≃ Q¯l for some integer n ≥ 1, invertible
in k. Take a local system L ∈ S(T ) such that w∗L ≃ L for some w ∈ W . Then
one can construct a complex KLw ∈ DG as in [L2, III, 12.1]. For each L ∈ S(T ) we
denote by ĜL the set of isomorphism classes of irreducible perverse sheaves A on G
such that A is a constituent of the i-th perverse cohomology sheaf pHi(KLw) of K
L
w
for any i, w. The set Ĝ of character sheaves on G is defined as Ĝ =
⋃
L∈S(T ) ĜL.
1.2. We consider the Fq-structure of G, and assume that G is defined over Fq
with Frobenius map F . We assume that B and T are both F -stable. We assume
further that the center of G is connected. Let G∗ be the dual group of G and T ∗ a
maximal torus of G∗ dual to T . By fixing an isomorphism ι : k∗ ≃ Q′/Z (Q′ is the
subring of Q consisting of elements whose numerator is invertible in k), we have an
isomorphism f : T ∗ ≃ S(T ) (see e.g., [S1, II, 1.4, 3.1]). Let W ∗ = NG(T ∗)/T ∗ be
the Weyl group of G∗. ThenW ∗ may be identified withW = NG(T )/T , compatible
with f . F acts naturally on S(T ), via F−1 : L 7→ F ∗L, and the action of F on
S(T ) corresponds to the action of F−1 on T ∗ via f .
For each s ∈ T ∗ such that the conjugacy class {s} in G∗ is F -stable, we put
Ws = {w ∈ W
∗ | w(s) = s},
Zs = {w ∈ W
∗ | F (s) = w(s)}.
Then Zs is non-empty, and one can write Zs = z1Ws for some element z1 ∈ Zs.
Since the center of G is connected, ZG∗(s) is connected reductive, andWs is a Weyl
group of ZG∗(s). We choose z1 so that γ = γs = z
−1
1 F :Ws →Ws leaves invariant
the set of simple roots of ZG∗(s) determined naturally from B and T .
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Similarly, for any L ∈ S(T ) such that F ∗L ≃ L, we define
WL = {w ∈W | w
∗L ≃ L},
ZL = {w ∈W | F
∗L ≃ (w−1)∗L}.
Then WL (resp. ZL) is naturally identified with Ws (resp. Zs).
1.3. Let IrrGF be the set of irreducible characters of GF . Then IrrGF is
partitioned into a disjoint union of subsets E(GF , {s}), where s ∈ T ∗ and {s} runs
over all the F -stable semisimple classes in G∗. According to [L1], two parameter
sets X(Ws, γ) and X(Ws, γ) are attached to E(GF , {s}), and a non-degenerate
pairing { , } : X(Ws, γ)×X(Ws, γ)→ Q¯l is defined. Here X(Ws, γ) is a finite set,
and X(Ws, γ) is an infinite set with a free action of the group M of all roots of
unity in Q¯∗l . More precisely, there exists a set X(Ws) with γ-action, and a natural
map X(Ws, γ) → X(Ws) whose image coincides with X(Ws)γ , the set of γ-fixed
points in X(Ws). In the case where γ acts trivially on Ws, X(Ws, γ) coincides with
X(Ws, γ)×M . In general, the orbits set X(Ws, γ)/M is in bijection with X(Ws)
γ .
Now the set E(GF , {s}) is parametrized by X(Ws, γ). We denote by ρy the
irreducible character in E(GF , {s}) corresponding to y ∈ X(Ws, γ). In turn, for
each x ∈ X(Ws, γ), an almost character Rx is defined as
(1.3.1) Rx = (−1)
l(z1)
∑
y∈X(Ws,γ)
{y, x}∆(y)ρy,
where ∆(y) = ±1 is a certain adjustment in the case of exceptional groups E7, E8.
If c is the order of γ on Ws, the almost characters Rx are determined, up to a c-th
root unity multiple, by the M -orbit of x in X(Ws, γ).
1.4. It is known by [L2, V], that the set ĜL is parametrized by X(WL) =
X(Ws) under the identification WL ≃ Ws. For each y ∈ X(Ws), we denote by Ay
the corresponding character sheaf in ĜL. Let Ĝ
F be the set of F -stable character
sheaves, i.e., the set of A ∈ Ĝ such that F ∗A ≃ A. Then ĜF =
⋃
L Ĝ
F
L , where
L runs over the elements in S(T ) such that (Fw)∗L ≃ L for some w ∈ W . The
set ĜFL is parametrized by X(Ws)
γ . For each A ∈ ĜFL , we fix an isomorphism
φA : F
∗A ∼−→A as in [L2, V, 25.1]. Then φA is unique up to a root of unity multiple.
We define a class function χA = χA,φA as the characteristic function G
F → Q¯l
of A. In the case of classical groups, we have the following theorem, which is a
(partial) solution to the Lusztig’ conjecture.
Theorem 1.5 ([S1,II, Theorem 3.2]). Assume that G is a (connected) classical
group with connected center. Then for each x ∈ X(Ws, γ), there exists an algebraic
number ζx of absolute value 1 such that
Rx = ζxχAx¯ ,
where x¯ is the image of x under the map X(Ws, γ)→ X(Ws)γ .
1.6. Assume that G is a connected classical group with connected center. Let
P be an F -stable parabolic subgroup of G containing B, and L be an F -stable Levi
subgroup of P containing T , UP the unipotent radical of P . Then WL = NL(T )/T
is a Weyl subgroup of W , and BL = B ∩ L is a Borel subgroup of L containing T .
Let L̂ be the set of character sheaves on L. We assume that L̂L contains a cuspidal
character sheaf A0 for L ∈ S(T ), where L is Fw-stable for some w ∈ W . Then A0
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may be expressed by the intersection cohomology complex asA0 = IC(Σ, E)[dimΣ],
whereΣ is the inverse image of a conjugacy class in G = G/Z0(G) under the natural
map pi : G → G, and E is a cuspidal local system on Σ. The pair (Σ, E), or its
restriction on the conjugacy class, is called a cuspidal pair on G. Then either L
is the maximal torus or L has the same type as G, and A0 is a unique cuspidal
character sheaf contained in L̂L. Consider the induced complex K = ind
G
P A0 on
G. Then K is a semisimple perverse sheaf on G whose components are contained
in Ĝ. By Lemma 5.9 in [S1,I], the endomorphism algebra EndMGK is isomorphic
to the group algebra Q¯l[WE ] of WE , where
WE = {n ∈ NG(L) | nΣn
−1 = Σ, ad(n)∗E ≃ E}/L,
ZE = {n ∈ NG(L) | F (nΣn
−1) = Σ, (Fn)∗E ≃ E}/L.
On the other hand, if we choose a positive integer r large enough, the set
E(LF
r
, {s}) contains a unique cuspidal character δ of LF
r
, where s ∈ T ∗ corre-
sponds to L under f . We define
Wδ = {w ∈ NW (WL) | wBLw
−1 = BL,
w δ ≃ δ},
Zδ = {w ∈ NW (WL) | wBLw
−1 = BL,
Fw δ ≃ δ}.
Since L̂L contains a unique cuspidal character sheaf, we have Wδ ≃ WE , Zδ ≃ ZE
by [S1, I, (5.16.1)]. Moreover there exists w1 ∈ Zδ such that Zδ = w1Wδ and that
γ1 = Fw1 : Wδ → Wδ gives rise to an automorphism of the Coxeter group Wδ.
We denote by (Wδ)
∧ the set of irreducible characters of Wδ, and (Wδ)
∧
ex the subset
of (Wδ)
∧ consisting of γ1-stable characters. Then A0 is Fw1-stable, and for each
E ∈ (Wδ)∧ex, there exists xE ∈ X(Ws, γ) and x¯E ∈ X(Ws)
γ such that AE = Ax¯E is
an F -stable character sheaf in ĜL which is a simple component of K corresponding
to E ∈ EndMK. Moreover, ρxE ∈ E(G
F r , {s}) is an F -stable irreducible character
which is a constituent of the Harish-Chandra induction IndG
Fr
PFr δ corresponding to
E ∈ (Wδ)∧ex, and the image of the Shintani descent ShF r/F of ρxE determines the
almost character RxE of G
F . (For the Shintani descent, see [S1]).
1.7. Let Lw1 be an F -stable Levi subgroup twisted by F (w1), i.e., Lw1 =
αLα−1 for α ∈ G such that α−1F (α) = F (w˙1) for a representative w˙1 ∈ NG(L)
of w1 ∈ ZE . Then by ad(α
−1) : Lw1 ∼−→L, ad(α
−1)∗A0 gives rise to an F -stable
cuspidal character sheaf on Lw1 which we denote by A
′
0. If we fix an isomorphism
ϕ0 : (Fw˙1)
∗E ∼−→E , ϕ0 induces an isomorphism ϕ
w1
0 : F
∗A′0 ∼−→A
′
0 on Lw1 . We choose
φA′0 : F
∗A′0 ∼−→A
′
0 as φA′0 = ϕ
w1
0 . Then by Theorem 1.5, we have
(1.7.1) R
Lw1
0 = ζ0χA′0
for some ζ0 ∈ Q¯∗l of absolute value 1, where R
Lw1
0 is the almost character of L
F
w1
corresponding to A′0 ∈ L̂w1 . The following result was proved in [S1] in the course of
the proof of the main theorem. (Note that in [S1], the constants ε0ξA0 and ε0ξAE
are used. But the proof shows that these constants are indeed given by ζ0 = ε0ξA0 .)
Lemma 1.8 ([S1, II, Lemma 3.7]). Let ζ0 be as in (1.7.1). Then we have
RxE = (−1)
dimΣζ0χAE
for any E ∈ (Wδ)
∧
ex.
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1.9. Lemma 1.8 shows that the determination of the scalars ζx appeared in
Theorem 1.5 is reduced to the case of cuspidal character sheaves. We note that
it is further reduced to the case of adjoint groups. In fact, let A0 be an F -stable
cuspidal character sheaf contained in ĜL. Let pi : G → G be as before. Then
A0 can be written as A0 ≃ E0 ⊗ pi∗A¯0[d], where d = dimZ(G), and E0 is a local
system on G which is the inverse image of E ′0 ∈ S(G/Gder) under the natural map
G → Gder (Gder is the derived subgroup of G), and A¯0 is a cuspidal character
sheaf on G¯. Since A¯0 is a unique cuspidal character sheaf in
̂¯GL, A¯0 is F -stable.
Then pi∗A¯0 is F -stable and so E0 is also F -stable. Then φA0 : F
∗A0 ∼−→A0 is given
by φA0 = ϕ0 ⊗ pi
∗φA¯0 , where φA¯0 : F
∗A¯0 ∼−→ A¯0 is the map chosen for A¯0, and ϕ0
is the pull-back of the canonical isomorphism F ∗E ′0 ∼−→E
′
0. Hence χA0 is written
as χA0 = θ0 ⊗ pi
∗χA¯0 , where pi
∗χA¯0 is the pull-back of χA¯0 under the induced
map pi : GF → G¯F , and θ0 is a linear character of GF corresponding to E0. A
similar description works also for almost characters. Let R0 (resp. R¯0) be the
almost character of GF (resp. G¯F ) corresponding to A0 (resp. A¯0). Then we have
R0 = θ0 ⊗ pi∗R¯0. (This follows from the fact that if δ is a cuspidal irreducible
character of GF
r
corresponding to A0 for sufficiently large r, then δ can be written
as δ = θ⊗ δ¯, where δ¯ is a cuspidal irreducible character of G¯F
r
corresponding to A¯0,
and θ is an F -stable linear character of GF
r
, and by applying the Shintani descent
on δ.) Thus ζ0 for A0 coincides with ζ0 for A¯0.
2. generalized Green functions
2.1. Under the setting in 1.6, we further assume that GF is of split type.
Let L be as before. Assume that A0 is a cuspidal character sheaf on L of the form
A0 = IC(Σ, E)[dimΣ], where Σ = Z0(L) × C with a unipotent class C in L and
E = Q¯l ⊠ E ′ for a cuspidal local system E ′ on C. Then WE = W = NG(L)/L.
For each w ∈ W , let Lw be an F -stable Levi subgroup of G obtained from L by
twisting w as in 1.7, i.e., Lw = αLα
−1 with α ∈ G such that α−1F (α) = F (w˙)
for a representative w˙ ∈ NG(L) of w. Put Σw = αΣα−1, Ew = ad(α−1)∗E , a local
system on Σw. We assume that the pair (C, E ′) is F -stable, and fix an isomorphism
ϕ0 : F
∗E ′ ∼−→E
′. Then one can construct an isomorphism (ϕ0)w : F
∗Ew ∼−→Ew as in
[L2, II, 10.6], and this induces an isomorphism ϕw : F
∗Kw ∼−→Kw, where Kw is a
complex induced from the pair (Σw, Ew). Note that Kw is isomorphic to ind
G
P A0,
with a specific mixed structure twisted by w ∈ W . We denote by χKw,ϕw the
characteristic function of Kw with respect to ϕw.
Since L is of the same type as G, and F is of split type, γ1 :W →W is identity.
Let K = indGP A0 =
⊕
E∈W∧ VE ⊗ AE be the decomposition of K into simple
components, where AE is a character sheaf corresponding to E ∈ W∧, and VE is
the multiplicity space of AE which has a natural structure of irreducibleW-module
corresponding to E. Then there exists a unique isomorphism φAE : F
∗AE ∼−→AE
for each E ∈ W∧ such that
(2.1.1) χKw,ϕw =
∑
E∈W∧
Tr (w, VE)χAE .
Let Guni be the unipotent variety of G, and G
F
uni be the set of F -fixed points in Guni.
The restriction of χKw,ϕw on G
F
uni is the generalized Green function Q
G
Lw,Cw,E′w,(ϕ0)
′
w
([L2, II, 8.3]), where Cw = αCα
−1, E ′w = ad(α
−1)∗E ′, local system on Cw , and
6 TOSHIAKI SHOJI
(ϕ0)
′
w is the restriction of (ϕ0)w on E
′
w. On the other hand, by the generalized
Springer correspondence, for each E ∈ W∧, there exists a pair (C1, E1), where C1
is a unipotent class in G and E1 is a G-equivariant simple local system on C1, such
that
(2.1.2) AE |Guni ≃ IC(C1, E1)[dimC1 + dimZ
0(L)].
Now the pair (C1, E1) is F -stable, and φAE : F
∗AE ∼−→AE determines an isomor-
phism ψE1 : F
∗E1 ∼−→E1 via (2.1.2) (cf. [L2, V, 24.2]). In other words, the choice
of ϕ0 : F
∗E ′ ∼−→E
′ determines ψE1 . Let χ(C1,E1) : C
F
1 → Q¯l be the characteristic
function of E1 with respect to ψE1 . Lusztig ([L2, V, 24]) gave an algorithm of com-
puting χAE = χAE ,φAE on G
F
uni. Here χAE |GFuni is expressed in terms of a linear
combination of various χ(C′1,E′1), where (C
′
1, E
′
1) is a pair as above corresponding to
some E′ ∈ W∧. Let pE,E′ be the coefficient of χ(C′1,E′1) in the expansion of χAE .
Then pE,E′ satisfies the following property; if we replace F by F
m for any integer
m > 0, we obtain a similar coefficient pE,E′ (with respect to G
Fm) starting from
ϕ
(m)
0 : (F
m)∗E ′ ∼−→E
′ induced naturally from ϕ0, which we denote by p
(m)
E,E′ . Then
there exists a rational function PE,E′(x) such that p
(m)
E,E′ = PE,E′(q
m). (Note : It
is shown in [L2, V] that PE,E′ turns out to be a polynomial if p is good.)
Now χ(C1,E1) is described as follows; take u ∈ C
F
1 and put AG(u) = ZG(u)/Z
0
G(u).
Then F acts naturally on AG(u), and in our setting F acts trivially on it. The set
of GF -conjugacy classes in CF1 is in 1:1 correspondence with the set AG(u) (note:
AG(u) is abelian). We denote by au a representative of a G
F -class in CF1 corre-
sponding to a ∈ AG(u). On the other hand, the set of G-equivariant simple local
systems on C1 is in 1:1 correspondence with the set AG(u)
∧ of irreducible characters
of AG(u). For each ρ ∈ AG(u)
∧, we defnie a function fρ on G
F
uni by
(2.1.3) fρ(v) =
{
ρ(a) if v = ua ∈ CF1 ,
0 if v /∈ CF1
for v ∈ GFuni. Let ρ ∈ AG(u)
∧ be the character corresponding to E1. Then there
exists ηE ∈ Q¯∗l of absolute value 1 such that
(2.1.4) χ(C1,E1) = ηEfρ.
Note that ηE depends on the choice of ϕ0 : F
∗E ′ ∼−→E
′ and on the choice of u ∈ CF1 .
We have the following theorem.
Theorem 2.2 ([S3]). Let G be a classical group, simple modulo center. Assume
that the derived subgroup of G does not contain the Spin group. Further assume
that G is of split type. Then for each unipotent class C1 in G, there exists u ∈ CF1
(called a split unipotent element) satisfying the following; Let (C, E ′) be the pair in
L as in 2.1 and u0 ∈ CF be a split element. Choose ϕ0 : F ∗E ′ ∼−→E
′ so that the
isomorphism (ϕ0)u0 : E
′
u0 → E
′
u0 induced on the stalk E
′
u0 of E
′ at u0 is identity.
Choose a split element u ∈ CF1 for defining fρ in (2.1.3). Then ηE = 1 for any
E ∈ W∧.
2.3. Returning to the setting in 2.1, we choose a split element u ∈ CF1 for
each unipotent class C1 of G. Then u ∈ CF
m
1 for any integer m > 0, (in fact, it is a
split element with respect to GF
m
), and we choose u
(m)
a ∈ CF
m
1 , a representative of
GF
m
-class in CF
m
1 for each a ∈ AG(u). For later discussion, we prepare a notation.
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Assume given a family of functions h = {h(m)}m>0, where h(m) is a class function
on GF
m
uni . Then we say that h is a rational function in q if there exists a rational
function HC1,a(x) for each pair (C1, a) such that h
(m)(u
(m)
a ) = HC1,a(q
m).
For each E ∈ W∧, we have an isomorphism φ
(m)
AE
: (Fm)∗AE ∼−→AE , and one
can define a function χ
(m)
AE
= χ
AE ,φ
(m)
AE
on GF
m
. Then in view of Theorem 2.2,
Lusztig’s algorithm implies that {χ
(m)
AE
|GFmuni }m>0 is a rational function in q.
Thus, by (2.1.1) we have the following corollary.
Corollary 2.4. Assume that G is as in Theorem 2.2, and that GF is of split
type. The generalized Green function QGLw,Cw,E′w,(ϕ0)′w
can be expressed as a rational
function in q.
2.5. More generally, if there exists a family of values h = {h(m) ∈ Q¯l}m>0
such that h(m) = H(qm) for some rational function H(x), we say that h is a rational
function in q.
3. Cuspidal character sheaves
3.1. Let G be an adjoint simple group of classical type. We assume that
G is of split type over Fq. Let Ĝ
0 be the set of cuspidal character sheaves on G.
A ∈ Ĝ0 is given in the form A = IC(C, E)[dimC], where C is a conjugacy class
in G, and E is a simple G-equivariant local system on C. We shall describe the
cuspidal character sheaves on G (cf. [L2, V, 22.2, 23.2], see also [S2, 6.6]) and their
mixed structures.
(a) G = PSp2n (n ≥ 1) with p : odd. Ĝ0 is empty if n is even. Assume that
n is odd. Then for each pair (N1, N2) such that Ni = d
2
i + di for some integers
di ≥ 0 and that n = N1 + N2, one can associate cuspidal character sheaves on G
as follows. Let C be a conjugacy class of g = su = us, where s is a semisimple
element of G such that Z0G(s) is isomorphic to H = (Sp2N1 × Sp2N2)/{±1}, and u
is a unipotent element of Z0G(s) ≃ H such that the unipotent class C0 containing
u gives a unique cuspidal pair (C0, E0) with unipotent support of H . Here (C0, E0)
is described as follows. There exists a cuspidal pair (Ci, Ei) for Sp2Ni such that
C0 = C1 × C2 and E0 = E1 ⊠ E2. Choose u = (u1, u2) ∈ C0 such that ui ∈ Ci.
Let ρi ∈ AHi(ui)
∧ corresponding to Ei, where Hi = Sp2Ni . Then ρ1 ⊠ ρ2 ∈
(AH1(u1)×AH2(u2))
∧ factors through AH(u) and defines an irreducible character
ρ0 of AH(u) corresponding to E0.
Now assume that N1 6= N2. Then ZG(s) is connected, and so AG(g) = AH(u),
and ρ0 gives an irreducible character ρ ∈ AG(g)∧ which determines a local system
E on C, and we denote by AN1,N2 the character sheaf corresponding to (C, E).
Next assume that N1 = N2. Then AG(s) ≃ Z/2Z and AH(u) is a subgroup of
AG(g) of index 2. We have Ind
AG(g)
AH(u)
ρ0 = ρ+ρ
′, where ρ, ρ′ are linear characters of
AG(u). If we write E , E ′ the simple local system on C corresponding to ρ, ρ′, then
the pairs (C, E), (C, E ′) are both cuspidal pairs of G. We denote by AN1,N2, A
′
N1,N2
the cuspidal character sheaves on G corresponding to (C, E), (C, E ′), respectively.
The set Ĝ0 consists of these elements.
We shall fix a mixed structure on (C, E). Since s ∈ GF , H is F -stable, and
so (C0, E0) is also F -stable. Choose u = (u1, u2) ∈ C
F
0 such that ui are split
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elements in Sp2Ni , and fix s ∈ T
F appropriately. We choose ϕ0 : F
∗E ∼−→E so that
the induced isomorphism (ϕ0)g : Eg → Eg on the stalk Eg at g is identity. Then
ϕ0 induces an isomorphism ϕ : F
∗AN1,N2 ∼−→AN1,N2 . We define φA = φAN1,N2 by
φA = q
(dimG−dimC)/2ϕ. A similar construction is applied also for (C, E ′).
(b) G = PSOm (m ≥ 3) with p : odd. Ĝ0 is empty unless m is either odd or
divisible by 8. Note that PSOm = SOm if m is odd. To each pair (N1, N2) such
that Ni = d
2
i for some di ≥ 1 and that m = N1 + N2, one can associate cuspidal
character sheaves A associated to (C, E) as follows. Let C be the conjugacy class of
G containing g = su = us, where s is a semisimple element such that H = Z0G(s)
is isomorphic to SON1 × SON2 if m is odd, and to (SON1 × SON2)/{±1} if m is
even, and u is a unipotent element in Z0G(s) ≃ H such that the unipotent class C0
containing u gives a unique cuspidal pair (C0, E0) with unipotent support on H .
Here C0 = C1 × C2, E0 ≃ E1 ⊠ E2 with the cuspidal pair (Ci, Ei) on SONi . Choose
u = (u1, u2) ∈ C0 such that ui ∈ Ci. Let ρi ∈ AHi(ui)
∧ corresponding to Ei, where
Hi = SONi . Then ρ1 ⊠ ρ2 ∈ (AH1 (u1) × AH2(u2))
∧ factors through AH(u) and
gives an irreducible character ρ0 ∈ AH(u)∧ corresponding to E0. Depending on the
structure of AG(s), the three cases occur.
(i) The case where N1 = 0 or N2 = 0. In this case, ZG(s) is connected and so
AG(u) ≃ AH(u). ρ0 gives ρ ∈ AG(g)∧, which determines a local system E on C,
and (C, E) corresponds to the cuspidal character sheaf AN1,N2 .
(ii) The case where N1 > 0, N2 > 0, N1 6= N2. Then AG(s) ≃ Z/2Z, and
AH(u) is regarded as an index 2 subgroup of AG(g). We have Ind
AG(g)
AH (u)
ρ0 = ρ+ ρ
′
for ρ, ρ′ ∈ AG(g)∧. If we write E , E ′ the simple local system corresponding to ρ, ρ′,
(C, E), (C, E ′) are both cuspidal pairs for G. We denote by AN1,N2, A
′
N1,N2
the
cuspidal character sheaves corresponding to them.
(iii) The case where N1 = N2. In this case AG(s) ≃ Z/2Z × Z/2Z and so
AG(g)/AH(u) ≃ Z/2Z × Z/2Z. Ind
AG(g)
AH(u)
ρ0 decomposes into 4 irreducible (lin-
ear) characters, ρ, ρ′, ρ′′, ρ′′′ of AG(g). Correspondingly, we have simple local sys-
tems E , E ′, E ′′, E ′′′ on C, and all of them give cuspidal pairs on G. We denote by
AN1,N2 ,A
′
N1,N2
, A′′N1,N2 , A
′′′
N1,N2
the cuspidal character sheaves corresponding to
them.
All of the above three cases give the set Ĝ0. We shall fix a mixed structure
on cuspial character sheaves. Since s ∈ GF , H is F -stable, and so (C0, E0) is F -
stable. Take u = (u1, u2) ∈ CF0 such that ui are split elements in SONi , and fix
s ∈ TF . We choose ϕ0 : F ∗E ∼−→E so that the induced isomorphism (ϕ0)g : Eg → Eg
on the stalk Eg at g is identity. ϕ0 induces an isomorphism ϕ : F ∗A ∼−→A for
A = AN1,N2 . We define φA by φA = q
(dimG−dimC)/2ϕ. We define similarly for
A′N1,N2 , A
′′
N1,N2
, A′′′N1,N2 .
(c) G = Sp2n (n ≥ 1) with p = 2. Ĝ0 is empty unless n = d2 + d for some
d ≥ 1. Assume that n = d2+d. Then G contains a unique cuspidal pair (C, E). The
set Ĝ0 consists of a single character sheaf A associated to (C, E). We fix a mixed
structure of A. C is an F -stable unipotent class of G, and we take a split element
u ∈ CF . We fix an isomorphism ϕ0 : F ∗E ∼−→E so that the induced isomorphism
(ϕ0)u : Eu → Eu on the stalk Eu of E at u is identity. ϕ0 induces ϕ : F ∗A ∼−→A. We
define φA by φA = q
(dimG−dimC)/2ϕ.
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(d) G = SO2n with p = 2 (n ≥ 1). Ĝ0 is empty unless n = 4d2 for some
d ≥ 1. Assume that n = 4d2. Then G contains a unique cuspidal pair (C, E). The
set Ĝ0 consists of a single character sheaf A associated to (C, E). C is an F -stable
unipotent class of G, and we take a split element u ∈ CF . We define φA in a similar
way as in the case (c), by φA = q
(dimG−dimC)/2ϕ.
We show the following lemma.
Lemma 3.2. Let ρ be the irreducible character of AG(g) corresponding to the local
system E on C, as in 3.1. Then ρ is a linear character such that ρ2 = 1. A similar
fact holds also for ρ′, ρ′′, ρ′′′ if there exists any.
Proof. Let ρ be one of the characters ρ, ρ′, ρ′′, ρ′′′ if there exists any. It is
enough to show that ρ(a2) = 1 for any a ∈ AG(g). By investigating the structure
of AG(g), we see that AG(g) is an elementary abelian 2-group if N1 6= N2. Thus
in this case, ρ(a2) = 1. We assume that N1 = N2. Then p is odd, and G is PSp2n
or PSO2n. Assume that G = PSp2n. We have AG(g) ≃ 〈σ〉⋉AH(u), where σ is
an element of order 2 permuting two factors of AH(u). In this case a ∈ AG(g) is of
order 2 or 4. If a has order 2, there is nothing to prove. Assume that a has order
4. Then we have a2 ∈ AH(u). Put θ = Ind
AG(g)
AH (u)
ρ0. Since AH(u) is an elementary
abelian 2-group, and ρ0 is σ-stable, we see that θ(a
2) = |AG(g)|/|AH(u)|. This
shows that ρ(a2) = 1 for any irreducible factor ρ of θ. Next assume that G = SO2n.
In this case, AG(g) ≃〈σ〉⋉A˜H(u), where A˜H(u) is an elementary abelian 2-group
containing AH(u) as an index 2 subgroup, and σ is an element of order 2 acting on
A˜H(u). σ stabilizes AH(u) permuting their two factors, and ρ0 is σ-stable. Thus a
similar argument shows that ρ(a2) = 1. The lemma is proved. 
4. Symbols and unipotent characters
4.1. Irreducible characters contained in E(GF , {1}) are called unipotent char-
acters. In the case of classical groups, unipotent characters are parametrized by a
combinatorial object called symbols. In this section, we review unipotent characters
of classical groups.
Let G be a classical group over Fq of type Bn, Cn or Dn. We assume that
GF is of split type if G is of type Dn. The set of unipotent characters of G
F is
parameterized by symbols. A symbol is an (unordered) pair
(
S
T
)
of finite subsets
of {0, 1, 2, . . .} modulo the shift operation
(
S
T
)
∼
(
S′
T ′
)
with S′ = {0} ∪ (S + 1),
T ′ = {0} ∪ (T + 1). The rank of a symbol Λ =
(
S
T
)
is defined by
r(Λ) =
∑
λ∈S
λ+
∑
µ∈T
µ−
[(
|S|+ |T | − 1
2
)2]
,
where [z] denotes the largest integer which does not exceed z. The defect d(Λ)
of Λ is defined by the absolute value of |S| − |T |. The rank and the defect are
independent of the shift operation.
For each integer d ≥ 0, we denote by Φdn the set of symbols of rank n and defect
d. In the case where Λ =
(
S
T
)
is defect 0, Λ is said to be degenerate if S = T , and is
said to be non-degenerate otherwise. We denote by Φ˜0n the set of symbols of rank
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n and defect 0, where the degenerate symbols are counted twice. We put
Φn =
∐
d:odd
Φdn, Φ
+
n = Φ˜
0
n
∐( ∐
d≡0 (mod 4)
Φdn
)
.
Then the unipotent characters of GF of type Bn or Cn (resp. Dn of split type)
are parametrized by Φn (resp. Φ
+
n ). In the notation of 1.3, Ws = W and γ = 1
since F is of split type, and Φn or Φ
+
n is nothing but X(Ws, γ) = X(W, 1). We
denote by ρΛ the unipotent character of G
F corresponding to Λ ∈ Φn or Φ+n . The
unipotent cuspidal character exists if and only if n = d2+d (resp. n = 4d2) for some
integer d ≥ 1 if G is of type Bn or Cn (resp. Dn). In these cases, the symbol Λc
(the cuspidal symbol) corresponding to the (unique) cuspidal unipotent character
is given as follows.
Λc =
(
0, 1, 2, . . . , 2d
−
)
∈ Φ2d+1n (G : type Bn or Cn, n = d
2 + d),
Λc =
(
0, 1, 2, . . . , 4d− 1
−
)
∈ Φ4dn (G : type Dn, n = 4d
2).
4.2. We introduce a notion of families in Φn or Φ
+
n . Two symbols Λ,Λ
′ belong
to the same family if Λ,Λ′ are represented by
(
S
T
)
,
(
S′
T ′
)
such that S ∪ T = S′ ∪ T ′
and that S ∩ T = S′ ∩ T ′. Families give a partition of Φn or Φ+n . A symbol Λ ∈ Φn
of defect 1 is called a special symbol if Λ =
(
S
T
)
with S = {a0, a1, . . . , am} and
T = {b1, . . . , bm} such that a0 ≤ b1 ≤ a1 ≤ · · · ≤ bm ≤ am. Similarly, a symbol
Λ ∈ Φ+n of defect 0 is called a special symbol if Λ =
(
S
T
)
with S = {a1, . . . , am},
T = {b1, . . . , bm} such that a1 ≤ b1 ≤ · · · ≤ am ≤ bm. Each family contains a
unique special symbol. Let F be a (non-degenerate) family. Then any symbol
Λ ∈ F can be expressed as
Λ = ΛM =
(
Z2
∐
(Z1 −M)
Z2
∐
M
)
,
for some M , where Z1, Z2 are determined by F ; Z2 is the set of elements which
appear in both rows of Λ, Z1 is the set of singles in Λ, and M is a subset of Z1.
The map M 7→ ΛM gives a bijective correspondence between the set of subsets M
of Z1 such that |M | ≡ d1 (mod 2) and F , where |Z1| = 2d1 + 1 (resp. |Z1| = 2d1)
if F ⊂ Φn (resp. F ⊂ Φ+n ) for some integer d1 ≥ 1. (In the case of F ⊂ Φ
+
n , we
further assume that the smallest element in M is bigger that that of Z1 −M .) In
particular, the special symbol in F can be written as ΛM0 for some M0 ⊂ Z1 such
that |M0| = d1. For M ∈ Z1, put M ♯ = M0 ∪M −M0 ∩M . We define a pairing
{ , } : F × F → Q by
(4.2.1) {ΛM , ΛM ′} =
1
2f
(−1)|M
♯∩M ′♯|,
where f = d1 (resp. f = d1−1) if F ⊂ Φn (resp. F ⊂ Φ+n ). We extend this pairing
to the pairing on Φn or Φ
+
n by requiring that F and F
′ are orthogonal if F 6= F ′,
which we denote by the same symbol. Note that the pairing { , } on Φn or Φ+n
coincides with the pairing { , } on X(W, 1) given in 1.3. Hence, for each Λ ∈ F ,
the almost character RΛ is given as
(4.2.2) RΛ =
∑
Λ′∈Xn
{Λ,Λ′}ρΛ′ ,
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where Xn = Φn or Φ
+
n according to the cases G is of type Bn or Cn, or G is of type
Dn. By the property of the pairing { , }, one can also write, for each Λ ∈ F ,
(4.2.3) ρΛ =
∑
Λ′∈Xn
{Λ,Λ′}RΛ′ .
4.3. Assume that GF contains a cuspidal unipotent character, and denote
by Fc the family containing the cuspidal symbol Λc. Then the special symbol Λ0
contained in Fc is given as follows.
Λ0 =
(
0, 2, 4, . . . , 2d
1, 3, . . . , 2d− 1
)
(G : type Bn or Cn, n = d
2 + d),
Λ0 =
(
0, 2, . . . , 4d− 2
1, 3, . . . , 4d− 1
)
(G : type Dn, n = 4d
2).
In the case where G is of type Bn or Cn, we have Z1 = {0, 1, . . . , 2d} and M0 =
{1, 3, . . . , 2d−1}. In the case where G is of type Dn, we have Z1 = {0, 1, . . . , 4d−1}
and M0 = {1, 3, . . . , 4d− 1}. In both cases, Λc is given by Λc = ΛM with M = ∅.
We denote by R0 = RΛc the cuspidal almost character.
4.4. Let A0 be the cuspidal character sheaf of G corresponding to R0 = RΛc .
Let (C, E) be the cuspidal pair corresponding to A0. Then it is contained in the
list in 3.1. If p = 2, it is uniquely determined since Ĝ0 consits of a single element.
In the case where p 6= 2, the explicit correspondence is known by [S2, Prop. 6.7],
see also [L3]. The conjugacy class is given as follows (though we don’t need it
in later discussions). We use the notation in 3.1. Let g = su = us ∈ C with
H = Z0G(s). Assume that G = PSp2n with n = d
2 + d. Then H is isogeneous
to Spd2+d × Spd2+d. Assume that G = PSO2n+1 with n = d
2 + d. Then H is
isogenous to SO(d+1)2 × SOd2 . Assume that G = PSO2n with n = 4d
2. Then H is
isogeneous to SO4d2 × SO4d2 .
5. Symmetric space over finite fields
In this section, we apply the theory of symmetric space over finite fields to the
problem of determining the scalars ζx occurring in Lusztig’s conjecture (Theorem
1.5)] for GF
2
.
5.1. Let G be a connected reductive group over a finite field Fq with Frobenius
map F . We consider the symmetric space GF
2
/GF . For a class function f on GF
2
,
we define m2(f) by
m2(f) =〈Ind
GF
2
GF 1, f〉GF2 =
1
|GF |
∑
x∈GF
f(x).
In the case where G has a connected center, m2(ρ) is determined by Kawanaka [K],
Lusztig [L4] for any irreducible character ρ of GF
2
.
5.2. Let C be an F -stable conjugacy class in G. Take x ∈ CF and let AG(x)
be the component group of ZG(x) as before. F acts naturally on AG(x). We assume
that F acts trivially on AG(x). Then the set of G
F -conjugacy classes in CF is in
bijection with the set AG(x)/∼ of conjugacy classes in AG(x). The correspondence
is given as follows; for each a ∈ AG(x), take a representative a˙ ∈ ZG(x). There
exists ha ∈ G such that h
−1
a F (ha) = a˙. Then xa = haxh
−1
a in contained in C
F ,
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and the set {xa | a ∈ AG(x)/∼} gives a complete set of representatives of the
GF -conjugacy classes in CF .
The above description works also for the case of CF
2
. We denote by {ya | a ∈
AG(x)/∼} the set of GF
2
-conjugacy classes in CF
2
. We define a class function fτ
on GF
2
for each τ ∈ AG(x)∧ as follows.
(5.2.1) fτ (g) =
{
τ(a) if g is GF
2
-conjugate to ya,
0 if g /∈ CF
2
.
We have the following lemma.
Lemma 5.3. Let τ ∈ AG(x)∧ be a linear character such that τ2 = 1. Then we
have
m2(fτ ) = |C
F |/|GF |.
Proof. Take g ∈ CF . Then g is GF -conjugate to an xa ∈ CF for some
a ∈ AG(x). Then there exists h ∈ G such that g = hxh
−1 and that h−1F (h) = a˙ ∈
ZG(x). Since F acts trivially on AG(x), we may choose a˙ ∈ ZG(x)F . We have
h−1F 2(h) = h−1F (h) · F (h−1F (h)) = a˙F (a˙) = a˙2.
It follows that any element g ∈ CF is GF
2
-conjugate to ga2 for some a ∈ AG(x).
Hence we have fτ (g) = τ(a
2) = 1 by our assumption. We have
m2(fτ ) =
1
|GF |
∑
g∈CF
fτ (g) = |C
F |/|GF |
as asserted. The lemma is proved. 
5.4. Assume that G is as in 3.1, and we use the notation there. Let A =
IC(C, E)[dimC] be the cuspidal character sheaf on G. (Here E represents one of
the simple local systems E , E ′, . . . on C if there exist more than one). Then A is
F -stable. Let ρ ∈ AG(g)∧ be the irreducible character corresponding to E . Note
that F acts trivially on AG(g). We consider the class function fρ on G
F 2
uni defined
as in (5.2.1) for τ = ρ. We show that
(5.4.1) m2(fρ) = q
−(dimG−dimC).
In fact thanks to Lemma 3.2, one can apply Lemma 5.3 and we have m2(fρ) =
|CF |/|GF |. Since F acts trivially on AG(g), CF splits into several GF -conjugacy
classes, which are parametrized by AG(g)/∼. Let a1, . . . , ar be the representatives
of the conjugacy classes in AG(g), and let Ci the GF -conjugacy classes in CF cor-
responding to ai. We choose gi ∈ Ci. Since |ZG(gi)F | = |AA(ai)||Z0G(gi)
F |, where
A = AG(g), we have
|CF |/|GF | =
r∑
i=1
|Ci|/|G
F | =
r∑
i=1
|ZA(ai)|
−1|Z0G(gi)
F |−1.
Here Z0G(gi)
F ≃ Z0Hi(ui)
F , where gi = siui = uisi and Hi = Z
0
G(si). Note that
Z0Hi(ui) ≃ Z
0
H(u), and since u ∈ C0, where (C0, E0) is a cuspial pair with unipotent
support, it is known by [L2,I, Prop.3.12] that Z0H(u) is a unipotent group. It follows
that
|Z0G(gi)
F | = |Z0Hi(ui)
F | = qdimH−dimC0 = qdimG−dimC .
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Hence we have
|CF |/|GF | = q−(dimG−dimC)
r∑
i=1
|ZA(ai)|
−1 = q−(dimG−dimC).
This proves (5.4.1).
Let ϕ0 : (F
2)∗E ∼−→E , ϕ : (F
2)∗A ∼−→A and φA : (F
2)∗A ∼−→A be as in 3.1, but
replacing F by F 2. Then the characteristic function χE,ϕ0 on C
F 2 coincides with
fρ|CF2 . Since A is clean, the function χA,ϕ coincides with fρ|CF
2 . It follows that
χA coincides with q
dimG−dimCfρ. This implies that
Lemma 5.5. Let A be a cuspidal character sheaf of G. Then we have
m2(χA) = 1.
5.6. Let s ∈ T ∗ be such that the class {s} is F 2-stable. Then there exists
s0 ∈ {s} such that F 2(s0) = s0. Let H = Z0G(s0). Then H is an F
2-stable reductive
subgroup of G. It is known, since the center of G is connected, that there exists a
natural bijection E(GF
2
, {s}) ↔ E(HF
2
, {1}), ρ ↔ ρuni. Concerning the values of
m2(ρ) and m2(ρuni), the following result is known. (For unipotent characters, we
follow the notation in Section 4.)
Theorem 5.7 ([K], [L4]). Let G be a connected classical group with connected
center. Then
(i) If there does not exist s0 ∈ {s}F
2
such that F (s0) = s
−1
0 , then m2(ρ) = 0
for any ρ ∈ E(GF
2
, {s}). If there exists such s0, then under the notation
of 5.6, m2(ρ) = m2(ρuni) for any ρ ∈ E(GF
2
, {s}).
(ii) Assume that G is of type Bn or Cn. Let F be a family in Φn such that
|Z1| = 2d1 + 1 (cf. 4.2). Then we have
m2(ρΛ) =
{
2d1 if Λ is special,
0 otherwise.
(iii) Assume that G is of type Dn. Let F be a non-degenerate family in Φ+n
such that |Z1| = 2d1 (cf. 4.2). Then we have
m2(ρΛ) =
{
2d1−1 if Λ is special,
0 otherwise.
If F = {Λ,Λ′} is a degenerate family, then we have
m2(ρΛ) = m2(ρΛ′) =
{
1 if F is of split type,
0 otherwise.
In view of (4.2.2), we have the following corollary.
Corollary 5.8 ([L4]). Let G be a classical group of split type. Assume that F is a
non-degenerate family. Then for any Λ ∈ F , we have m2(RΛ) = 1.
5.9. Let A be as in 5.4 and assume that A ∈ ĜL. Let s ∈ T ∗ be such that
the class {s} corresponds to L via f in 1.2. Then s2 = 1. Let R0 be the almost
character of GF corresponding to A as given in Theorem 1.5. Then by Lemma 5.5,
we have m2(R0) 6= 0. Note that R0 is a linear combination of irreducible characters
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contained in E(GF
2
, {s}). Thus by Theorem 5.7, (i), there exists s0 ∈ {s} such that
s0 ∈ GF
2
and that F (s0) = s
−1
0 = s0. Then H = Z
0
G(s0) is an F -stable reductive
subgroup of G, and so H is split over Fq2 . Recall that the almost character R0 is
given as in (1.3.1). Then it is known that (−1)l(z1) = σ(H)σ(G), where σ(G) is
a split rank of G with respect to Fq2 , and vice versa for H . Since G,H are split,
we have l(z1) = σ(H)σ(G) = 1. Let R
H
0 be the almost character of H
F 2 obtained
from R0 under the correspondence ρ↔ ρuni. Then we see that
(5.9.1) m2(R0) = m2(R
H
0 ) = 1.
In fact, the first equality follows from Theorem 5.7, (i), together with the fact that
l(z1) = 1. The second equality follows from Theorem 5.7, (ii), (iii).
Combining Lemma 5.5 with (5.9.1), we have the following theorem.
Theorem 5.10. Let G be an adjoint simple group of classical type. Let A be a
cuspidal character sheaf, and χA = χA,φA be the characteristic function of A on
GF
2
(defined as in 3.1). Let R0 be the almost character of G
F 2 corresponding to
A. Then we have
R0 = χA.
As a corollary we have the following result, which holds without any restriction
on p nor q.
Corollary 5.11. Let G be a connected classical group with connected center. Then
the constants ζx appearing in Lusztig’s, conjecture (Theorem 1.5) can be determined
for GF
2
in the following cases; under the notation of 1.6, assume that Wδ = Zδ.
Then we have
RxE = (−1)
dimΣχAE
for any E ∈ W∧δ . In other words, we have ζxE = (−1)
dimΣ.
Proof. Lemma 1.8 together with the argument in 1.9 shows that the deter-
mination of ζx is reduced to the case of ζ0 (the one corresponding to the cuspidal
character sheaf) in the case of adjoint simple groups. We know that ζ0 = 1 by
Theorem 5.10. Then the corollary follows from Lemma 1.8, together with 1.9 since
LF
2
w1 = L
F 2 . 
Remark 5.12. In the case where G = PSp2n or SO2n+1, Corollary 5.11 gives a
complete answer for the determination of constants ζx for G
F 2 since we have alwyas
Wδ = Zδ in that case. In the case where G = PSO2n, the corollary holds if RxE
is a linear combination of unipotent characters, i.e., if AxE ∈ ĜQ¯l . But it happens
that Wδ 6= Zδ for some δ.
6. From GF
2
to GF
6.1. The results Theorem 5.10 and Corollary 5.11 in the previous section
are only valid for the group GF
2
. In this section, by using a certain specialization
argument, we extend those results to the group GF as far as χA are concerned with
unipotent characters. In the case of p = 2, this implies the extension of Theorem
5.10 and Corollary 5.11 for the group GF of split type. We have the following
theorem.
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Theorem 6.2. Let G be a classical group of split type over Fq. Let A be a cuspidal
character sheaf contained in ĜQ¯l , and χA = χA,φA be the characteristic function
of A over GF . Let R0 be the almost character of G
F corresponding to A. Then we
have
R0 = χA.
As a corollary, we have
Corollary 6.3. Let G = Sp2n or SO2n with p = 2. Assume that G
F is of split
type. Then the constants ζx appearing in Lusztig’s conjecture (Theorem 1.5) can
be determined completely for Sp2n, and partly for SO2n. More precisely, under the
notation of 1.6, assume that Wδ = Zδ. Then we have
(6.3.1) RxE = (−1)
dimΣχAE
for any E ∈ W∧δ . In particular, (6.3.1) holds if AE ∈ ĜQ¯l in the case where
G = SO2n.
Proof. As in the proof of Corollary 5.11, the determination of ζx is reduced to
that of ζ0. Assume that G = Sp2n or SO2n with p = 2. In this case, it is known by
3.1, (c), (d), that a unique cuspidal character sheaf (if it exists) is always contained
in ĜQ¯l . Hence Theorem 6.2 can be applied, and the corollary follows from Lemma
1.8 (see also Remark 5.12). 
Remark 6.4. A similar argument as in Corollary 6.3 works also for the case where
p 6= 2. In particular the formula (6.3.1) holds for the case where AE ∈ ĜQ¯l . Thus
we rediscover the results in Theorem 6.2 in [S2]. Although the argument given in
[S2] can not be applied to the case where p = 2, the proof here works simultaneoulsy
for arbitrary p.
6.5. The remainder of this paper is devoted to the proof of Theorem 6.2. In
what follows, we assume that G is a classical group containing a cuspidal unipotent
character. Hence G is of type Bn or Cn with n = d
2 + d, or of type Dn with
n = 4d2. We assume further that GF is of split type. We follow the notation in
Section 4.
Let Iq be the G
F -module IndG
F
BF 1 induced from B
F toGF . Then the irreducible
component of Iq is in bijective correspondence with W
∧. We denote by ρE the
irreducible GF -module occurring in Vq corresponding to E ∈ W∧. ρE gives a
unipotent character, which we denote by ρΛE with ΛE ∈ Xn. Let H be the Iwahori-
Hecke algebra over Q[u1/2, u−1/2] associated to the Coxeter system (W,S) with
generators {Ts | s ∈ S}. H has a basis {Tw | w ∈ W}, where Tw is defined as
Tw = Tsi1 . . . Tsik for a reduced expression w = si1 · · · sik . H is characterized by
the following properties;{
(Ts − u)(Ts + 1) = 0,
TsTw = Tsw if l(sw) = l(w) + 1,
where l :W → Z>0 is the length function of W .
In the case of type Bn or Dn, the generator set S of W is described as follows.
Assume that W is the Weyl group of type Bn. Then W is realized as a group of
signed permutations of I = {1, 1¯, 2, 2¯, . . . , n, n¯}. The set S of generators is given as
S = {s0, s1, . . . , sn−1} with s0 = (1, 1¯), s1 = (1, 2), . . . , sn−1 = (n − 1, n), and we
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denote by Ti the generator of H corresponding to si. Note that the subalgebra of H
generated by T1, . . . , Tn−1 is isomorphic to the Iwahori-Hecke algebra of type An−1.
Next assume that W is of tyep Dn. Then W is a subgroup of the Weyl group of
type Bn, generated by s
′
0 = (1, 1)(2, 2), s1, . . . , sn−1. We denote by T
′
0, T1, . . . , Tn−1
the corresponding generators of H.
The endomorphism algebra EndGF Iq is isomorphic to the specialized algebra
Q¯l ⊗ H via the algebra homomorphism Q[u1/2, u−1/2] → Q¯l by u 7→ q, which we
denote by Hq. We denote by Eq the irreducible representation of Hq corresponding
to E ∈ W∧. Now Iq has a structure of G
F × Hq-module, and the trace for g ∈
GF , Tw ∈ Hq is written as
(6.5.1) Tr ((g, Tw), Iq) =
∑
E∈W∧
Tr (g, ρE)Tr (Tw, Eq).
By replacing ρE = ρΛE by RΛ by using (4.2.3), we have
(6.5.2) Tr ((g, Tw), Iq) =
∑
Λ∈Xn
fΛ(w)RΛ(g),
where
(6.5.3) fΛ(w) =
∑
E∈W∧
{Λ,ΛE}Tr (Tw, Eq).
It is known that Tr (Tw, Eq) is a polynomial in q in the sense of 2.3. Hence
fΛ(w) is also a polynomial in q. We are interested in fΛ(w) in the case where Λ
is the cuspidal symbol Λc, and we want to find some special w ∈ W such that
fΛc(w) 6= 0. Let W be the Weyl group of type Bn or Dn. Then any element
of W can be expressed as a product of positive cycles and negative cycles, where
the number of negative cycles is even if W is of type Dn. We have the following
proposition.
Proposition 6.6. There exists an element w ∈ W such that fΛc(w) 6= 0, where
either w is a Coxeter element in W , or w contains a positive cycle of length ≥ 2.
6.7. The proof of the proposition will be given in Section 7. Here assuming
the proposition, we continue the proof of the theorem. We prove the theorem by
induction on the semisimple rank of G, and so we assume that the theorem holds for
the classical groups of the smaller semisimple rank. Let A be the cuspidal character
sheaf on G as in the theorem, and let C be the conjugacy class which is the support
of A. We choose g = su = us ∈ CF as in 3.1. We choose w ∈ W as in Proposition
6.6. We consider the equation (6.5.2) simultaneously for the groups GF
m
for any
integer m ≥ 1. Note that g ∈ CF
m
and it has a uniform description for any m ≥ 1
since the split unipotent element for GF is split for any extended group GF
m
. Then
we can write (6.5.2) as
(6.7.1) Tr ((g, Tw), Iqm ) =
∑
Λ6=Λc
fΛ(w)(q
m)R
(m)
Λ (g) + fΛc(w)(q
m)R
(m)
Λc
(g),
where Tw is an element of Hqm , and R
(m)
Λ denotes the almost character of G
Fm .
By induction hypothesis and by Remark 6.4, the formula (6.3.1) holds for R
(m)
Λ if
Λ 6= Λc. We show the following lemma.
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Lemma 6.8. Assume that Λ 6= Λc. Then under the induction hypothesis, R
(m)
Λ (g)
is a rational function in q.
Proof. Let AΛ the character sheaf corresponding to RΛ, and denote by χ
(m)
AΛ
the characteristic function on GF
m
associated to AΛ. In view of (6.3.1), it is
enough to show that χ
(m)
AΛ
(g) ia a rational function in q. Since A ∈ ĜQ¯l , by
applying Corollary 4.10 in [S2] (a0 = 1 in the notation there since F is of split
type), the computation of χ
(m)
AΛ
(g) is reduced to that of χ
(m)
AΛ
(u) for a subgroup
HF
m
. So we consider χ
(m)
AΛ
on GF
m
uni . AΛ is a direct summand of a certain complex
K = indGP A0, where A0 ∈ L̂Q¯l is a cuspidal character sheaf of a Levi subgroup L.
Then the computation of χ
(m)
AΛ
|GFmuni is reduced to the computation of the generalized
Green functions of GF
m
associated to LF
m
. Hence by Corollary 2.4, we obtain the
lemma. 
6.9. Next we consider the left hand side of (6.7.1). The GF -module Iq is a
permutation representation of GF on GF /BF . Since the action of GF on GF /BF
is independent of the isogeny, we may assume that G = SpN or SON and that
g ∈ GF . Let V be the vector space over Fq of dim V = N , equipped with a non-
degenerated alternating form (resp. symmetric bilinear form) f on V if G = SpN
(resp. SON ). In the case where G = SON with p = 2 and N is even, we also
consider the quadratic form Q on V . Now the set GF /BF may be identified with
the set of flags Fq as follows; A flag F = (V0 ⊂ V1 ⊂ · · · ⊂ Vn) is a sequence of
subspaces of V such that dimVi = i and that Vi are isotropic with respect to f ,
whereN = 2n, 2n+1 or 2n according to the cases whereG = Sp2n, SO2n+1 or SO2n.
In the case where p = 2 and G = SO2n, we assume further that the restriction of
Q on Vn is zero. Now in the case where G = Sp2n or SO2n+1, Fq consists of all
flags on V . GF acts naturally on Fq via x : (V0 ⊂ · · · ⊂ Vn) 7→ (xV0 ⊂ · · · ⊂ xVn)
for x ∈ GF , and the GF -set Fq is identified with the GF -set GF /BF . In the case
where G = SO2n, we define F˜q as the set of all flags on V as above, then GF
acts on F˜q withtwo GF -orbits, Fq and F ′q. Either of them can be identified with
GF /BF , and we have a natural bijection between Fq and F ′q, which is given in the
form (V0 ⊂ V1 ⊂ · · · ⊂ Vn) 7→ (V0 ⊂ V1 ⊂ · · · ⊂ V ′n), (only the term Vn is changed
to V ′n).
We consider the vector space Jq over Q¯l with basis Fq, which is identified with
Iq. By the identification Iq ≃ Jq, Hq acts on Jq, whose action is given as follows;
let F = (V0 ⊂ · · · ⊂ Vn). For i = 1, . . . , n− 1, we have
FTn−i =
∑
W 6=Vi
(V0 ⊂ · · · ⊂ Vi−1 ⊂W ⊂ Vi+1 ⊂ · · · ⊂ Vn),
where the sum is taken over all the isotopic subspacesW such that Vi−1 ⊂W ⊂ Vi+1
and that dimW = i, W 6= Vi. In the case of Bn, we have
FT0 =
∑
W⊃Vn−1
(V0 ⊂ · · · ⊂ Vn−1 ⊂W ),
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where the sum is taken over all the isotropic subspaces W such that dimW = n
and W 6= Vn. In the case of type Dn, we have
FT ′0 =
∑
W⊃W ′⊃Vn−2
(V0 ⊂ · · · ⊂ Vn−2 ⊂W
′ ⊂W ),
where the sum is taken over the isotropic subspaces W ⊃ W ′ such that dimW =
n, dimW ′ = n− 1 and W ′ contains Vn−2 and some more conditions.
It follows from the description of the action of H on Iq, we see that
(6.9.1) Assume that w ∈ W contains a positive cycle of length ≥ 2. Then there
exists k ≥ 1 such that for any F = (V0 ⊂ · · · ⊂ Vn), FTw is a linear combination of
F′ = (V ′0 ⊂ · · · ⊂ V
′
n) such that Vk = V
′
k.
We show the following lemma.
Lemma 6.10. Under the induction hypothesis, Tr ((g, Tw), Iqm) is a rational func-
tion in q.
Proof. The following argument was inspired by [HR2], where the combinato-
rial properties of Tr ((u, Tw), Iq) is discussed in the case of GLn(Fq) with a unipo-
tent element u. First assume that w contains a positive cycle of length ≥ 2. Then
by (6.9.1), for any flag F = (V0 ⊂ · · · ⊂ Vn), FTw is a linear combination of
F′ = (V ′0 ⊂ · · · ⊂ V
′
n) such that Vk = V
′
k. We now prepare a notation. If v ∈ Jq,
and F ∈ Fq, we denote by v|F the coefficient of F in the expression of v as a linear
combination of base vectors. Let F = (V0 ⊂ · · · ⊂ Vn) ∈ Fq, and assume that
gFTw|F 6= 0. Since gFTw|F = FTw|g−1F, g
−1F = (V ′0 ⊂ · · · ⊂ V
′
n) is of the form
that Vk = V
′
k = g
−1Vk. It follows that Vk is stabilized by g. Thus we have
Tr ((g, Tw), Iq) =
∑
F∈Fq
gFTw|F
=
∑
W
∑
F=(V0⊂···⊂W⊂···⊂Vn)
gFTw|F
=
∑
W
∑
F′=(V0⊂···⊂W )
gF′Tw|F′
∑
F′′=(W⊂··· )
gF′′Tw|F′′
where W runs over all the isotropic subspaces in V such that dimW = k and that
gW =W . Let H ′ = GL(W ), and H ′′ be the group of isometries Sp(W ) or SO(W )
for W = W⊥/W . Let IWq ≃ J
W
q be the corresponding induced modules for H
′F ,
and similarly define IWq ≃ J
W
q for H
′′F . g acts naturally on W (resp. on W ), and
we denote by gW ∈ H
′F (resp. gW ∈ H
′′F ) the corresponding elements. Also the
action of Tw on Iq induces an action on JWq (resp. on J
W
q ) which is given by Tw′
(resp. Tw′′) with an element w
′ (resp. w′′) in the Weyl group of H ′ (resp. H ′′).
Then the last sum can be written as
(6.10.1) Tr ((g, Tw), Iq) =
∑
W
Tr ((gW , Tw′), I
W
q )Tr ((gW , Tw′′), I
W
q ).
Let F0 = (V
0
0 ⊂ · · · ⊂ V
0
n ) be the standard flag whose stabilizer in G
F is BF ,
and put Wk = V
0
k . Then there exists an F -stable maximal parabolic subgroup
P of G containing B such that PF is the stabilizer of Wk in G
F . Let L be an
F -stable Levi subgroup of P containing T . Then L is isomorphic to L′×L′′, where
L′ = GLk and L
′′ is a similar group as G of rank n − k. Let g′1, . . . , g
′
r (resp.
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g′′1 , . . . , g
′′
s ) be representatives of the conjugacy classes in L
′F (resp. L′′
F
) such that
gij = (g
′
i, g
′′
j ) ∈ L
F is conjugate to g under GF . We denote by X ijq the set of
W such that W = xWk and that x
−1gx is conjugate to gij in L
F . Then (6.10.1)
implies that
(6.10.2) Tr ((g, Tw), Iq) =
r∑
i=1
s∑
j=1
|X ijq |Tr ((g
′
i, Tw′), I
L′
q )Tr ((g
′′
j , Tw′′), I
L′′
q ),
where IL
′
q , I
L′′
q are corresponding induced modules for L
′F , L′′
F
. Choose xij ∈ GF
such that g = xijgijx
−1
ij for i, j. ThenX
ij
q is in bijection with the set ZG(g)
FxijL
F /LF ,
hence |X ijq | = |ZG(g)
F |/|ZL(gij)F |.
We now consider (6.10.2) for any GF
m
. Then the choice of representatives
gij ∈ GF
m
does not depend on m, and we see that |X ijqm | is a rational function in
q. On the other hand, one can write as in (6.5.1)
Tr ((g′′j , Tw′′), I
L′′
q ) =
∑
E∈WL′′
∧
Tr (g′′j , ρE)Tr (Tw′′ , Eq),
whereWL′′ is the Weyl group of L
′′. By induction hypothesis, R
(m)
Λ (g
′′
j ) is a rational
function in q for any almost character RΛ of L
′′F . Hence Tr (g′′j , ρ
(m)
E ) is a rational
function in q. It follows that Tr ((g′′j , Tw′′), I
L′′
qm ) is a rational function in q. Similarly,
and as it is known since L′ = GLk, Tr ((g
′
i, Tw′), I
L′
qm) is a rational function in q.
Thus we conclude that Tr ((g, Tw), Iqm ) is a rational function in q as asserted.
Next assume that w is a Coxeter elment of W . We note that
(6.10.3) Tr ((x, Tw), Iq) =
{
qr if xu is regular unipotent,
0 otherwise,
for x ∈ GF , where xu is the unipotent part of x and r is the semisimple rank of
G. In fact (6.10.3) is discussed in [HR2, Prop. 3.2] in the case where G = GLn.
The argument there works in general if we notice that ZG(v) = ZU (v) for a regular
unipotent element v ∈ UF and that |ZFU (v)| = q
r, where U is the unipotent radical
of B. (6.10.3) implies that Tr ((g, Tw), Iqm ) is a polynomial in q. Hence the lemma
holds. 
6.11 We now prove the theorem. In the formula (6.7.1) the lef hand side is
a rational function in q by Lemma 6.10. For for Λ 6= Λc, R
(m)
Λ (g) is a rational
function in q by Lemma 6.8. Since fΛ(w) is a polynomial in q, and fΛc(w) 6= 0
by Proposition 6.6, we see that R
(m)
Λc
(g) is a rational function in q. By Theorem
1.5, one can write R
(m)
Λc
(g) = ζ(m)χ
(m)
A0
(g) with some ζ(m) ∈ Q¯∗l of absolute value
1, where A0 = AΛc is the cuspidal character sheaf. We know that χ
(m)
A0
(g) is a
non-zero polynomial in q. We also know by Theorem 5.10 that ζ(m) = 1 for even
m. It follows that R
(m)
Λc
(q)/χ
(m)
A0
(g) is a rational function in q, and takes the value
1 for any power of q2. Hence R
(m)
Λc
(g) = χ
(m)
A0
(g) for any m, and we have ζ(m) = 1.
This shows that RΛc = χA0 , and the theorem is proved (modulo Proposition 6.6).
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7. Proof of Proposition 6.6
7.1. Recall that Φ1n is the set of symbols of rank n and defect 1 as in 4.1. In the
case whereW is the Weyl group of type Bn, the setW
∧ is in bijection with Φ1n. The
correspondence is given as follows; let Pn be the set of of double partitions (λ, µ)
such that |λ| + |µ| = n. Then W∧ is parametrized by Pn. For a double partition
(λ, µ) ∈ Pn, we write λ = (λ0 ≤ λ1 ≤ · · · ≤ λm) and µ = (µ1 ≤ µ2 ≤ · · · ≤ µm)
with λi, µi ≥ 0 for some integerm. We put ai = λi+i, bi = µi+(i−1), and define the
sets S, T by S = {a0, a1, . . . , am} and T = {b1, . . . , bm}. Then Λ =
(
S
T
)
∈ Φ1n, and
this gives a bijective correspondence between Φ1n and Pn, and so gives a bijection
between Φ1n and W
∧. As in 6.5, we denote by ΛE the symbol in Φ
1
n corresponding
to E ∈W∧. Assume that n = d2+d, and let Λ0 be the special symbol in Fc. Then
Λ0 = ΛE , where E corresponds to (λ, µ) ∈ Pn such that λ = (0 ≤ 1 ≤ 2 ≤ · · · ≤ d),
µ = (1 ≤ 2 ≤ · · · ≤ d).
Recall that Φ˜0n is the set of symbols of rank n and defect 0 as in 4.1. In the case
where W is the Weyl group of type Dn, W
∧ is in bijection with Φ˜0n, which is given
as follows; let P˜n be the set of unordered partitions (λ, µ) such that |λ| + |µ| = n,
where (λ, λ) is counted twice. Then W∧ is parametrized by P˜n. For (λ, µ) ∈ P˜n,
we write λ = (λ1 ≤ · · · ≤ λm), µ = (µ1 ≤ · · · ≤ µm) with λi, µj ≥ 0 for some
integer m ≥ 1. We put ai = λi + (i − 1), bi = µi + (i − 1), and define the sets
S, T by S = {a1, . . . , am}, T = {b1, . . . , bm}. Then Λ =
(
S
T
)
∈ Φ˜0n and this gives
a bijective correspondence between Φ˜0n and W
∧. As in 6.5, we denote by ΛE the
symbol in Φ˜0n corresponding to E ∈ W
∧. Assume that n = 4d2 and let Λ0 be the
special symbol in Fc. Then Λ0 = ΛE , where E corresponds to (λ, µ) ∈ P˜n such
that λ = (0 ≤ 1 ≤ · · · ≤ 2d− 1), µ = (1 ≤ 2 ≤ · · · ≤ 2d)
First we show the following lemma.
Lemma 7.2. Assume that E ∈ W∧ is such that ΛE ∈ Fc. If E corresponds to
(λ, µ) ∈ Pn (resp. (λ, µ) ∈ P˜n), in the case where W is of type Bn (resp. Dn),
then we have
{Λc, ΛE} =

1
2d
(−1)|λ|+d(d+1)/2 if G is of type Bn,
1
22d−1
(−1)|λ|+d(2d−1) if G is of type Dn.
Proof. In the case where F = Fc is the cuspidal family, Z1 = {0, 1, . . . , 2d}
(resp. Z1 = {0, 1, . . . , 4d−1}) andM0 = {1, 3, . . . , 2d−1} (resp. M0 = {1, 3, . . . , 4d−
1}) if G is of type Bn (resp. Dn) by 4.3. Moreover Λc = ΛM with M = ∅. Then
M ♯ = M0, and for any M
′ ⊂ Z1 such that |M ′| = d (resp. |M ′| = 2d), we
have M ′
♯ ∩ M ♯ = M0 − M ′. Now M ′ is written as M ′ = M ′odd
∐
M ′ev, where
M ′odd (resp. M
′
ev) is the subset of M
′ consisting of odd numbers (resp. even num-
bers). We haveM ′∩M0 =M ′odd and soM0−M
′ =M0−M ′odd. Moreover we have
Z1−M ′ = ((Z1)ev−M ′ev)
∐
(M0−M ′odd), where (Z1)ev is defined similarly. Assume
thatM ′ corresponds to (λ, µ) ∈ Pn (resp. (λ, µ) ∈ P˜n). Let γ =
∑d
i=1 i = d(d+1)/2
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(resp. γ =
∑2d−1
i=1 i = d(2d− 1)). Then
|λ| = (
∑
a∈Z1−M ′
a)− γ
≡ (
∑
a∈M0−M ′odd
a)− γ (mod 2)
≡ |M0 −M
′
odd| − γ (mod 2).
This proves the lemma. 
7.3. We consider fΛc(w) ∈ Z[u
1/2, u−1/2] for some w ∈ W , and compute it
by making use of the Murnaghan-Nakayama formula for H due to Halverson and
Ram [HR1]. We use the notation in 6.5.
First assume that W is of type Bn and H is the corresponding Hecke al-
gebra. For each 1 ≤ k ≤ n, we define Lk ∈ H inductively as L1 = T0 and
Lk = Tk−1Lk−1Tk−1 for k = 2, . . . , n. For 1 ≤ k < l ≤ n, we define
Rkl = TkTk+1 · · ·Tl−1, Rkl¯ = LkTkTk+1 · · ·Tl−1.
For an element i or i¯ in I, we put |i| = |¯i| = i. For a sequence r = (r1, . . . , rk) of
elements of I such that |r1| < |r2| < · · · < |rk|, we define Tr ∈ H by
Tr = R1,r1R|r1|+1,r2 · · ·R|rk−1|+1,rk .
Then Tr coincides with Twr , where wr ∈ W is given by a cyclic notation of the
signed permutation,
wr =(1, 2, . . . , |r1| − 1, r1)(|r1|+ 1, |r1|+ 2, . . . , |r2| − 1, r2)
· · · (|rk−1|+ 1, . . . , |rk| − 1, rk).
(7.3.1)
We also use the following cycle type expression of wr
(7.3.2) wr = [l1, . . . , lr],
where li ∈ I is such that |li| = |ri| − |ri−1| and li is barred if ri is barred. For
example, if r = (1¯, 4¯, 7, 12), then wr = [1¯, 3¯, 3, 5].
We now prepare some notation related to the skew diagram. Let λ be a double
partition of size n. Apart from the notation in 7.1, we express it as λ = (λα, λβ),
where λα, λβ are partitions. For µ ∈ Pn, we write µ ⊆ λ if µα ⊆ λα and µβ ⊆ λβ .
The Young diagram of λ is defined as a pair of Young diagrams of λα and λβ .
We often identify the double partition and the corresponding Young diagram. For
double partitions µ ⊆ λ, the skew diagram λ/µ = ((λ/µ)α, (λ/µ)β) is defined
naturally. For each node x in the skew diagram λ/µ, the content ct(x) is defined
as follows;
(7.3.3) ct(x) =
{
uj−i+1 if x is in position (i, j) in (λ/µ)α,
−uj−i if x is in position (i, j) in (λ/µ)β .
The skew diagram X is called a border strip if it is connected and does not
contain any 2×2 block of nodes (“connected” means that two nodes are connected
horizontally or vertically). The skew diagram X is called a broken border strip if
its connected components are border strip. Note that a double partition (α, β) with
both α, β non-empty consists of two connected components. For a border strip X ,
a sharp corner is a node with no node above it and no node to its left. A dull corner
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in a border strip is a node which has a node to its left and a node above it (and so
has no node directly northwest of it).
For a skew diagram X , let C be the set of connected components of X , and
put m = |C|, the number of connected components of X . We define ∆(X), ∆(X) ∈
Z[u1/2, u−1/2] as follows;
∆(X) =

(u1/2 − u−/2)m−1
∏
Y ∈C
(u1/2)c(Y )−1(−u−1/2)r(Y )−1
if X is a broken border strip,
0 otherwise.
∆(X) =

(u1/2)c(X)−1(−u−1/2)r(X)−1
∏
y∈DC
ct(y)−1
∏
z∈SC
ct(z)
if X is a (connected) border strip,
0 otherwise,
where SC and DC denote the set of sharp corners and dull corners in a border
strip, and r(X) (resp. c(X)) is the number of rows (resp. columns) in the border
strip X .
The Murnaghan-Nakayam formula for H by Halverson-Ram is given as follows.
Note that in the formula below, l′(w) denotes the number of s1, . . . , sn−1 (excluding
s0) occurring in the reduced expression of w ∈ W
Theorem 7.4 ([HR1, Theorem 2.20]). Assume that W is of type Bn. Let E
λ
u be
the irreducible representation of H associated to λ ∈ Pn. Then
Tr (Twr , E
λ
u) = u
l′(wr)/2
∑
∅=µ(0)⊆µ(1)⊆···⊆µ(k)=λ
∆(µ(1))∆(µ(2)/µ(1)) · · ·∆(µ(k)/µ(k−1)),
where the sum is taken over all the sequences ∅ = µ(0) ⊆ µ(1) ⊆ · · · ⊆ µ(k) = λ such
that |µ(k)/µ(k−1)| = |rk| − |rk−1| and the factor ∆(µ(k)/µ(k−1)) is barred if rk in r
is barred.
7.5. Next assume that W is the Weyl group of type Dn and H is the
corresponding Hecke algebra. Then under the notation of 6.5, we define L′k by
L′1 = 1, L
′
2 = T
′
0T1, and L
′
k = Tk−1L
′
k−1Tk−1 for k = 3, . . . , n. For 1 ≤ k < l ≤ n,
we define
Rkl = TkTk+1 · · ·Tl−1, Rkl¯ = L
′
kTkTk+1 · · ·Tl−1.
For a sequence r = (r1, . . . , rk) of elements I such that |r1| < |r2| < · · · < |rk| and
that the even numbers of ri are barred, we define Tr ∈ H by
Tr = R1,r1R|r1|+1,r2 · · ·R|rk−1|+1,rk .
Note that Tr does not always correspond to Tw for some w, but it corresponds to
Twr for wr ∈W as given in (7.3.1) in the following two cases,
(i) ri > 0 for i = 1, . . . , k,
(ii) r1 = −1, r2 < 0 and ri > 0 for i = 3, . . . , k.
In what follows, we only consider r as above, and so assume that Tr = Twr .
Note that wr is regarded as an element of the Weyl group of type Bn in the notation
of 7.3.
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As in 7.3, we consider the skew diagram λ/µ, and define ct′(x) by modifying
(7.3.2),
ct′(x) =
{
uj−i if x is in position (i, j) in (λ/µ)α,
−uj−i if x is in position (i, j) in (λ/µ)β .
For a skew diagram X , we define ∆(X), ∆
′
(X) ∈ Z[u1/2, u−1/2] by the formula in
7.3, but for ∆
′
(X), we modify the definition of ∆(X) by replacing ct(x) by ct′(x).
Concerning the irreducible characters of H, we have the following result.
Theorem 7.6 ([HR1, Theorem 4.21]). Assume that W is of type Dn. Let E
λ
u
be the irreducible representation of H associated to λ ∈ P˜n such that λα 6= λβ.
Then Tr (Twr , E
λ
u) can be computed by the formula in Theorem 7.4 for type Bn, by
replacing ∆(X) by ∆
′
(X).
7.7. Let Fc is the cuspidal family as in 4.3, where Fc is a subset of Φn or Φ+n .
Let F1c (resp. F
0
c ) be the set of symbols of defect 1 (resp. defect 0) contained in
Fc. First assume that Fc ⊂ Φn. Let Pdn be the set of double partitions λ such that
ΛEλ ∈ Fc. Then λ ∈ P
d
n can be written as λ = (α, β) with α : α1 ≥ α2 ≥ · · · ≥
αd ≥ αd+1 ≥ 0, and β : β1 ≥ β2 ≥ · · · ≥ βd ≥ 0. Let β∗ : β∗1 ≥ β
∗
2 ≥ · · · be the
dual partition of β. The following fact is easily checked.
(7.7.1) F1c ≃ P
d
n = {λ = (α, β) ∈ Pn | αi + β
∗
d−i+2 = d for 1 ≤ i ≤ d+ 1}.
Next assume that Fc ⊂ Φ+n . Let P˜
d
n be the set of double partitions λ ∈ P˜n such
that ΛEλ ∈ Fc, where λ = (α, β) with α : α1 ≥ · · · ≥ αd ≥ 0, β : β1 ≥ · · · ≥ βd ≥ 0
(in this case always α 6= β). Let β∗ be the dual partition of β. Then we have
(7.7.2) F0c ≃ P˜
d
n = {λ = (α, β) ∈ P˜n | αi + β
∗
2d−i+1 = 2d for 1 ≤ i ≤ d}.
(7.7.1) shows that λ = (α, β) ∈ Pdn,2 is obtained from a diagram γ = (d
d+1) of
rectangular shape as follows; take any partition α ⊆ γ, and let β be the dual of the
partition obtained by rearranging the skew diagram γ/α. Similarly, (7.7.2) shows
that λ = (α, β) ∈ P˜dn is obtained from the diagram γ = ((2d)
2d) of rectangular
shape by a similar process as above.
For example, in the case of type Bn with d = 2, we have n = d(d+ 1) = 6 and
P26 = {(21; 21), (2
2; 12), (12; 31), (23;−), (221; 1),
(212; 2), (13; 3), (2; 22), (1; 32), (−; 32)}.
In the case of type Dn with d = 1, we have n = 4d
2 = 4 and
P˜14 = {(2
2;−), (212; 1), (2, 12)}.
7.8. Let wr be an element in W associated to some r = (r1, . . . , rk) as in
(7.3.1). By Lemma 7.2 and by (6.5.3), we have
(7.8.1) fΛc(wr) = δ
∑
(α,β)
(−1)|α|Tr (Twr , E
(α,β)
u ),
where the sum is taken over all λ = (α, β) in Pdn (resp. in P˜
d
n), and the constant δ
is given as δ = (−1)d(d+1)/22−d (resp. (−1)d(2d−1)2−2d+1) if G is of type Bn (resp.
Dn).
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We shall compute this sum for some specific choice of r by applying the
Murnaghan-Nakayama formula (Theorem 7.4 or Theorem 7.6). In order to dis-
cuss the case Bn and Dn simultaneously, we consider the following setting. Let
Pa,bn be the set of double partitions λ = (α, β) ∈ Pn, where α : α1 ≥ · · · ≥ αa ≥
0, β : β1 ≥ · · · ≥ βb ≥ 0 and n = ab, such that
(7.8.2) Pa,bn = {λ = (α, β) ∈ Pn | αi + β
∗
a−i+1 = b for 1 ≤ i ≤ a}.
Hence Pa,bn is the set of λ contained in the Young diagram γ = (b
a) of rectangular
shape in the above sense. In particular, Pd,d+1n coincides with P
d
n, and P
2d,2d
n (under
the identification (α, β) = (β, α)) coincides with P˜dn.
Put
(7.8.3) fa,b(wr) =
∑
(α,β)∈Pa,bn
(−1)|α|Tr (Twr , E
(α,β)
u ).
We take rk = n, rk−1 = n − (2a + 2b − 6) so that in applying Theorem 7.4 or
Theorem 7.6, µ(k)/µ(k−1) is a broken border strip of length 2a+ 2b− 6. Let X be
a broken border strip of length 2a+ 2b− 6 contained in λ = (α, β) ∈ Pa,bn . We can
write X = Y
∐
Z with Y ⊂ α, Z ⊂ β, broken border strips. Since the maximum
length of a border strip is a+ b− 1, we have only to consider the following 5 cases.
Case I. |Y | = a+ b− 1, |Z| = a+ b− 5,
Case II. |Y | = a+ b− 2, |Z| = a+ b− 4,
Case III. |Y | = a+ b− 3, |Z| = a+ b− 3,
Case IV. |Y | = a+ b− 4, |Z| = a+ b− 2,
Case V. |Y | = a+ b− 5, |Z| = a+ b− 1.
We consider the diagram γ = (ba) of rectangular shape so that α ∪ β∗ = γ. In
the following discussion, we regard Y and Z as paths in γ, instead of considering
α and β separately. For example, the following figure explains an example of the
case I, where λ = (α, β) = (42212, 4221) with n = 20, Y is a border strip of length
8 and Z is a border strip of length 4. In the figure, • (resp. ×) denotes the starting
point and the ending point of Y (resp. Z).
•
•
×
×
γ = (45)
✲
•
•
α = (42212)
×
×
β = (422)
In computing fa,b(wr), we use the following cancellation property.
Lemma 7.9. Let x be the top rightmost node of γ, and y the west of x, z the south of
x. Assume that x, y ∈ Y and that z ∈ Z. Then α : a1 ≥ α2 ≥ · · · , β : β1 ≥ β2 ≥ · · ·
with α1 = a, β1 = b − 1. Let λ′ = (α′, β′) ∈ Pn be defined by a′1 = α1 − 1,
β′1 = β1 + 1 and α
′
j = αj , β
′
j = βj for j 6= 1. Then λ
′ ∈ Pa,bn . Put Y
′ = Y − {x}
and Z ′ = Z + {x}. Then Y ′ (resp. Z ′) is a broken border strip of α′ (resp. β′).
Let X ′ = Y ′
∐
Z ′. Then we have
∆(X) = ∆(X ′).
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Moreover, the double partition (α − Y, β − Z) coincides with (α′ − Y ′, β − Z ′).
Hence in the computation of fa,b(wr), the broken border strip X of this type may be
ignored. Similar situations occur also for the cases, such as x is the bottom leftmost
node of γ and y is the north of x, z is the east of x, and x, y ∈ Y , z ∈ Z.
Proof. Since y ∈ Y and z ∈ Z, the number of border strips in X is the same
as the numbers in X ′. Since c(Y ′) = c(Y ) − 1, c(Z ′) = c(Z) + 1, and r(Y ′) =
r(Y ), r(Z ′) = r(Z), we see that ∆(X) = ∆(X ′). Clearly, we have (α− Y, β −Z) =
(α′ − Y ′, β′ − Z ′). It follows that in the sequence ∅ ⊂ µ(1) ⊂ · · · ⊂ µ(k) = λ in
Theorem 7.4 or Theorem 7.6, ∅ ⊂ · · · ⊂ µ(k−1) is common for λ′ if µ(k)/µ(k−1) = X .
Since |α′| = |α| − 1, two terms starting from X and from X ′ are canceled in the
computation of fa,b(wr) by using these theorems. 
7.10. We shall classify the broken border strip X = Y
∐
Z which is needed
for the computation of fa,b(wr). Let xt be the top rightmost node and xb be the
bottom leftmost node of the Young diagram α. Let yt be the top rightmost node
of β and yb be the bottom leftmost node of β. Note that we embed β in γ by using
β∗, and regard yt, yb as a box in γ.
First we consider the Case I. We have α1 = b, αa 6= 0, and xt is the top
rightmost node and xb is the bottom leftmost node of γ. Y is a unique border strip
connecting xt and xb. Assume that α2 < b and αa = 1. Then yt is the south of xt.
If Z contains yt or yb, then Lemma 7.9 can be applied, and we can ignore this X .
Hence Z does not contain yt, yb. In this case, Z is a unique border strip connecting
the node west of yt and the north of yb. Next assume that α2 = b and αa = 1. If
yb ∈ Z, then Lemma 7.9 can be applied. So we may assume that yb /∈ Z. In this
case Z is a unique border strip connecting the node north of yb and yt which is the
two node south of xt. Next assume that α2 < b and αa = 2. Then yt is the south
of xt, and if yt ∈ Z, the lemma can be applied. So we may assume that yt /∈ Z, and
Z is a unique border strip connecting the node west of yt and yb. Finally, assume
that α2 = b and αa = 2. In this case, Z is a unique border strip connecting yt and
yb.
Thus Case I is divided into 4 classes, and in each case, Y and Z are determined
uniquely by λ = (α, β). In a similar way, one can classify all the possible broken
border strips X for Case II and Case III. Case IV is symmetric to Case II, and each
class is obtained from the class in Case II, by rotating the diagram γ by the angle
180◦, and then replacing Y and Z. Similarly, Case V is obtained from Case I. We
shall list up all the possible cases for the cases I, II, III, in the list below, assuming
that a, b ≥ 4. Case I is divided into 4 classes, Case II into 6 classes, and Case III
into 12 classes, (Case IV : 6 classes, Case V: 4 classes). Here • (resp. ×) denotes
the starting node and the ending node of the border strip Y (resp. Z). In each
case, Y and Z are determined uniquely by λ = (α, β). Or alternately, if we draw in
the diagram γ the path connecting nodes marked by •, so that it is compatible with
the path connecting boxes marked by ×, then it determines λ = (α, β) uniquely.
Note that in each case, ∆(X) does not depend on λ belonging to the class,
and has a common value. We have listed those ∆(X) for each class, where U =
(u1/2 − u−1/2). For Case IV or Case V, ∆(X) is obtained from the corresponding
∆(X) for Case II or Case I, by replacing u1/2 ↔ −u−1/2.
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Case I. |Y | = a+ b− 1, |Z| = a+ b− 5.
•
×
×
•
(1) −U
•
×
×
•
(2) u−1U
• ×
×
•
(3) uU
• ×
×
•
(4) −U
Case II. |Y | = a+ b− 2, |Z| = a+ b− 4.
•
×
•
×
•
(1) u1/2U2
•
×
×•
•
(2) −u1/2U2
×
×•
×
•
(3) u1/2U2
×
×•
×
•
(4) −u−1/2U2
•
×
• ×
×
(5) −u−1/2U2
• ×
•
×
×
(6) u1/2U2
Case III. |Y | = a+ b− 3, |Z| = a+ b− 3.
• ×
•
×
•
•
(1) U3
•
×
×
•
(2) −U
•
•
×
×
×•
(3) U3
• ×
•
×
(4) uU
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×
• ×
• ×
×
(5) U3
•
×
×•
(6) u−1U
• ×
×•
(7) −U
×
×•
•
•
×
(8) U3
×
•
•
×
(9) −U
×
•
•
×
(10) u−1U
×
•
•
×
(11) uU
×
•
•
×
(12) −U
7.11. In each case listed in 7.10, one obtains a unique λ′ ∈ Pn′ (n′ =
n− (2a+ 2b− 6)) from λ by removing the broken border strip X = Y
∐
Z, where
λ′ = (α′, β′) with α′ = α− Y, β′ = β − Z. Let J be the set of classes in the list in
7.10, and let Qj be the set of λ′ ∈ Pn′ satisfying the condition in each case j. For
example we consider the case j = I-(1). Then Q = QI−(1) is the set of λ
′ = (α′, β′)
satisfying the following conditions.
α′ = (α′1, α
′
2, . . . , α
′
a−3),
β′
∗
= (β′
∗
1, β
′∗
2, . . . , β
′∗
a−1) with β
′∗
1 = b− 1, β
′∗
a−1 = 1,
αi + β
′∗
a−1−i = b− 2 for i = 1, . . . , a− 3.
For each λ′ = (α′, β′) ∈ Q, we consider a broken border strip X ′ of length 2a+2b−
10. Then X ′ is unique, and is given as X ′ = Y ′
∐
Z ′, where Y ′ is a unique border
strip in α′ of length a+b−7, and Z ′ is a unique border strip in β′ of length a+b−3.
By removing X ′ from λ′, one obtains λ′′ ∈ Pn′′ , where n′′ = n′ − (2a+ 2b− 10) =
(a− 4)(b− 4). Then it is easy to check that
(7.11.1) {λ′′ ∈ Pn′′ | λ
′ ∈ Q} = Pa−4,b−4n′′ ,
and one recovers the original set Pa−4,b−4n by replacing a, b by a− 4, b− 4. We can
compute that ∆(X ′) = −(u1/2 − u−1/2), which is independent from λ′ ∈ Q. For
example, let a = 7, b = 6 with n = 42. Take λ = (6432212, 62542) ∈ P7,642 . Then
λ′ = (α′, β′) = (3212, 64312), and under an appropriate rearrangement, γ′ = α′∪β′∗
can be drawn as in the following figure. Here Y ′ (resp. Z ′) is a unique border
strip of length 6, (resp. length 10), and • (resp. × ) denotes the starting point
and the ending point of Y ′ (resp. Z ′). From this, we obtain γ′′ = (23), and
λ′′ = (α′′, β′′) = (1, 32) ∈ P3,26 .
28 TOSHIAKI SHOJI
×
•
•
×
γ′ = α′ ∪ β′∗
✲
γ′′ = α′′ ∪ β′′∗
✲
α′′ = (1) β′′ = (32)
In fact, a similar kind of arguments work for all other cases, and the set Qj
is described in a similar way. In particular, γ′ = α′ ∪ β′∗ is of the shape obtained
from a rectangle by attaching two nodes, one on the above or right of the northeast
corner, and the other on the below or left of the southwest corner of the rectangle.
In all the cases, the broken border strip X ′ = Y ′
∐
Z ′ of length 2a + 2b − 10 is
determined uniquely, and we always find the set Pa−4,b−4n′′ after removing the border
strips X ′. Moreover, ∆(X ′) takes the common value −(u1/2 − u−1/2) for all the
cases through Case I ∼ Case V.
Recall that wr = (r1, . . . , rk) with rk = n. Assume that
rk − rk−1 = 2a+ 2b− 6, rk−1 − rk−2 = 2a+ 2b− 10.
Thus rk−2 = n
′′ with n′′ = (a− 4)(b− 4). We put r′′ = (r1, . . . , rk−2) and consider
wr′′ ∈Wn′′ . By investigating the above list, we have the following lemma.
Lemma 7.12. Under the notation above, there exists a non-zero (Laurent) poly-
nomial h(u) such that
fa,b(wr) = h(u)fa−4,b−4(wr′′ ).
Proof. For each j ∈ J , we denote by ∆j(u) the Laurent polynomial ∆(X)
attached to the broken border strip X for Qj as in the list. We put εj = (−1)|α|
for λ = (α, β) ∈ Qj. (Note that εj is independent of the choice of λ ∈ Qj). By
(7.11.1), the cardinality of Qj coincides with the cardinality of P
a−4,b−4
n′′ , hence is
independent of j ∈ J . Then the investigation in 7.11 shows that
(7.12.1) fa,b(wr) =
{
(u1/2 − u−1/2)|Pa−4,b−4n′′ |
∑
j∈J
εj∆j(u)
}
fa−4,b−4(wr′′ ).
Thus in order to show the lemma, it is enough to see that
∑
j εj∆j(u) 6= 0. For this
we compare the highest degree term u3/2 in ∆j . It follows from the list in 7.10, ∆j
contains the term u2/3 in the following cases, where the coefficients are always 1.
Case I. (3),
Case II. (1), (3), (6),
Case III. (1), (3), (4), (5), (8), (11),
Case IV. (2), (4), (5),
Case V. (2),
where the numbering in Case IV and V is given by the bijective correspondence
with Case II and Case I through the rotation of γ. Note that εj takes the constant
value for each case, I ∼ V. They have the common value for Case I, III, or V, and
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have a different common value for Case II or IV. This shows that the coefficient of
u2/3 in
∑
j εj∆j 6= 0. Hence h(u) 6= 0 as asserted. 
Returning to the original setting, we show the following two propositions, which
give the proof of Proposition 6.6.
Proposition 7.13. Assume that W is of type Bn with n = d
2 + d. We define an
element wr ∈W by the cycle type expression given in (7.3.2) as follows.
[2, 12, 16, 12 + 16, 16 + 16, . . . , 12 + 16k, 16 + 16k], if d ≡ 1 (mod 4),
[6, 16, 20, 16+ 16, 20 + 16, . . . , 16 + 16k, 20 + 16k], if d ≡ 2 (mod 4),
[4, 8, 4 + 16, 8 + 16, . . . , 4 + 16k, 8 + 16k], if d ≡ 3 (mod 4),
[8, 12, 8 + 16, 12 + 16, . . . , 8 + 16k, 12 + 16k], if d ≡ 0 (mod 4),
for some k ≥ 1, where the last term is equal to 4d− 4, and the next term is equal
to 4d− 8, and so on. Then we have fΛc(wr) 6= 0.
Proof. We apply Lemma 7.12 with a = d + 1, b = d. Then fΛc(wr) =
h(u)fΛc(wr′′) for some non-zero h(u), where r = (r1, . . . , rk) and r
′′ = (r1, . . . , rk−2)
with rk = n = d(d+1), rk−rk−1 = 4d−4, rk−1−rk−2 = 4d−8, rk−2 = (d−4)(d−3).
Thus the computation of fΛc(wr) is reduced to the case where d = 1, 2, 3. Assume
that d = 1, then n = 2. One can check by using the formula for ∆(X) that
fΛc(w) 6= 0 for w = (2). (Note that fΛc(w) = 0 for w = (2)). Next assume that
d = 2, then n = 6. The direct computation shows that fΛc(w) 6= 0 for w = (6).
Finally assume that d = 3, then n = 12. By using a similar method as in the proof
of Lemma 7.12, one can show that fΛc(w) 6= 0 for w = (4, 8) (we obtain a similar
list, but some classes in the list in 7.10 don’t appear for this case). This proves the
pros position. 
Proposition 7.14. Assume that W is of type Dn with n = 4d
2. We define an
element wr ∈W as follows.
[1, 3, 14, 18, 14+ 16, 18 + 16, . . . , 14 + 16k, 18 + 16k], if d ≡ 1 (mod 2),
[6, 10, 6 + 16, 10 + 16, . . . , 6 + 16k, 10 + 16k], if d ≡ 0 (mod 2),
for some k ≥ 1, where the last term is equal to 4d− 6 and the next term is equal to
4d− 10, and so on. Then we have fΛc(wr) 6= 0.
Proof. We apply Lemma 7.12 with a = b = 2d. Note that since α 6= β for
any λ = (α, β) ∈ P2d,2dn , the argument for type Bn can be applied without change.
Then fΛc(wr) = h(u)fΛc(wr′′) for some non-zero h(u), where r = (r1, . . . , rk) and
r′′ = (r1, . . . , rk−2) with rk = n = 4d
2, rk − rk−1 = 4d− 6, rk−1 − rk−2 = 4d− 10,
rk−2 = 4(d − 2)2. Thus the computation of fΛc(wr) is reduced to the case where
d = 1, 2. Assume that d = 2. Then n = 16. Since a = b = 4, Lemma 7.12 can
be applied, and we see that fΛc(w) 6= 0 for w = (6, 10). Next assume that d = 1.
Then n = 4. One can check by using ∆
′
(X) that fΛc(w) 6= 0 for w = (1, 3). This
proves the proposition. 
Remark 7.15. As the formula (7.12.1) shows, our element fΛc(wr) turns out to be
0 if u 7→ 1. So our computation cannot be performed in the level of Weyl groups.
On the other hand, Lusztig showed in [L5] that there exists an element w ∈ W
such that fΛc(w)|u=1 6= 0. Thus fΛc(w) 6= 0 as a polynomial. This w has a simpler
form than ours, but since it is a product of negative cycles of the full length (i.e.,
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the sum of the lengths of negative cycles is equal to n), it is not appropriate for the
computation of the bitrace on the flags (cf. Lemma 6.10).
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