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Computational Phraseology light:  
automatic translation of multiword 
expressions without translation resources
Abstract: This paper describes the first phase of a project whose ultimate goal 
is the implementation of a practical tool to support the work of language learn-
ers and translators by automatically identifying multiword expressions (MWEs) 
and retrieving their translations for any pair of languages. The task of translat-
ing multiword expressions is viewed as a two-stage process. The first stage is the 
extraction of MWEs in each of the languages; the second stage is a matching pro-
cedure for the extracted MWEs in each language which proposes the translation 
equivalents.
This project pursues the development of a knowledge-poor approach for any 
pair of languages which does not depend on translation resources such as dic-
tionaries, translation memories or parallel corpora which can be time consum-
ing to develop or difficult to acquire, being expensive or proprietary. In line with 
this philosophy, the methodology developed does not rely on any dictionaries 
or parallel corpora, nor does it use any (bilingual) grammars. The only informa-
tion comes from comparable corpora, inexpensively compiled. The first proof-
of- concept stage of this project covers English and Spanish and focuses on a 
particular subclass of MWEs: verb-noun expressions (collocations) such as take 
advantage, make sense, prestar atención and tener derecho. 
The choice of genre was determined by the fact that newswire is a widespread 
genre and available in different languages. An additional motivation was the fact 
that the methodology was developed as language independent with the objec-
tive of applying it to and testing it for different languages. The ACCURAT toolkit 
(Pinnis et al. 2012; Skadina et al. 2012; Su and Babych 2012a) was employed to 
compile automatically the comparable corpora and documents only above a 
specific threshold were considered for inclusion. More specifically, only pairs 
of English and Spanish documents with comparability score (cosine similarity) 
higher 0.45 were extracted.1
1 However, see section 6 which discusses experiments with different comparability scores.
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Statistical association measures were employed to quantify the strength of the 
relationship between two words and to propose that a combination of a verb and 
a noun above a specific threshold would be a (candidate for) multiword expres-
sion. This study focused on and compared four popular and established meas-
ures along with frequency: Log-likelihood ratio, T-Score, Log Dice and Salience.
This project follows the distributional similarity premise which stipulates that 
translation equivalents share common words in their contexts and this applies 
also to multiword expressions. The Vector Space Model is traditionally used to 
represent words with their co-occurrences and to measure similarity. The vector 
representation for any word is constructed from the statistics of the occurrences 
of that word with other specific/context words in a corpus of texts. In this study, 
the word2vec method (Mikolov et al. 2013) was employed. Mikolov et al.’s method 
utilises patterns of word co-occurrences within a small window to predict simi-
larities among words.
Evaluation results are reported for both extracting MWEs and their automatic 
translation. A finding of the evaluation worth mentioning is that the size of the 
comparable corpora is more important for the performance of automatic transla-
tion of MWEs than the similarity between them as long as the comparable corpora 
used are of minimal similarity.
Keywords: multiword expressions (MWEs), extraction of MWEs, translation of 
MWEs, comparable corpora, association measures
1  Rationale
Multiword expressions (MWEs) represent a major linguistic phenomenon and 
are important and inseparable part of both general and specialised languages 
with MWEs reported to be of the same order as single words (Jackendoff, 2007). 
One significant impediment to all researchers focusing on this pervasive 
 phenomenon or language users in general, is that the coverage of MWEs in terms 
of dictionaries or lexicographical resources is far from ideal. With particular ref-
erence to specialised languages, new (multiword) terms are coined on a daily 
basis and dictionaries or other resources however up-to-date they are, cannot 
keep up with the speed of emergence of new terms. Therefore, the best way 
forward is to develop tools for automatically extracting terms and their transla-
tions from corpora.
Arguably parallel corpora would be the best source for extracting (multiword) 
terms along with their translations. However, parallel corpora are not widely 
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available and possibly do not cover all domains. An alternative and more promis-
ing approach would be to use comparable corpora for this task as comparable 
corpora can be compiled from the web in a comparatively straightforward way, 
making use of available purpose-built tools.
This paper describes the first phase of a project whose ultimate goal is the 
implementation of a practical tool to support the work of language learners and 
translators by automatically identifying multiword expressions (MWEs) and 
retrieving their translations for any pair of languages. The philosophy of this 
project lies in the development of a knowledge-poor approach which does not 
depend on translation resources such as dictionaries, translation memories or 
parallel corpora which can be time consuming to develop or difficult to acquire, 
being expensive or proprietary. In line with this vision, the methodology devel-
oped does not rely on any dictionaries or parallel corpora, nor does it use any 
(bilingual) grammars. The only supporting information comes from comparable 
corpora, inexpensively compiled. The first proof-of-concept stage of this project 
covers English and Spanish and focuses on a particular subclass of MWEs: verb-
noun expressions (collocations) such as take advantage, make sense, prestar 
atención and tener derecho.
In this study the task of translating multiword expressions is viewed as a two-
stage process. The first stage is the extraction of MWEs in each of the languages; 
the second stage is a matching procedure for the extracted MWEs in each 
language which proposes the translation equivalents.
The rest of the paper is structured as follows. First, the study is contextualised 
by outlining related work. The comparable corpora which were compiled as the 
key resource for the project are then presented. Next, the task of annotation and 
the related annotation agreement are discussed. This is followed by a description 
of the methodology developed to extract candidate MWEs and evaluation of this 
approach. After this, the methodology developed to identify translation equiva-
lents of the extracted MWEs is presented and evaluated. The paper concludes by 
summarising the main outcomes of the study.
2  Related work
There is a large body of work describing different properties of various MWEs 
(e.g. Baldwin and Kim 2010). Different approaches have been proposed for identi-
fying MWEs in one language (Baldwin and Villavicencio 2002). However, the cross-
lingual analysis of these expressions and automatic extraction of their translation 
equivalents is still an under-researched topic (Bouamor et al. 2012). 
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Most work on translation of MWEs consists first of identifying monolingual 
MWE candidates and then applying alignment methods to establish bilingual corre-
spondence. Previous work covers the extraction of MWEs from dictionaries, includ-
ing our own work (Mendoza et al. 2013). As aforementioned, such dictionaries do 
not have a wide coverage so a better alternative would be to develop methodology 
for finding translations of MWEs automatically. Bouamor et al. (2012) use distribu-
tional models to align MWEs in order to improve the performance of machine trans-
lation systems. However, their method relies exclusively on a sentence-aligned 
corpus. Rapp and Sharoff (2014) also investigate the use of the patterns of word-
co-occurrence across languages to extract MWE translations. While their approach 
delivers good results in establishing translations of single words, they do not report 
good results for MWEs. In the case of single words, however, their methodology 
only covers words which are keywords according to frequency. 
3   Comparable corpora as the only resource  
for translating multiword expressions
The objective of this study was to experiment with the most productive and widely 
used verbs in Verb + Noun combinations. To this end for each language the 20 
most frequent verbs occurring before nouns were identified. In order to obtain an 
accurate and representative picture as to which are the most frequent verbs pre-
ceding nouns, large corpora in both languages were chosen. For English this study 
benefited from the large and representative the British National Corpus, whereas 
for Spanish the Spanish Web corpus supplied with the SketchEngine, was used. 
For English the following verbs were retrieved as the most frequent ones: take, 
have, make, give, use, get, raise, hold, become, find, keep, pay, call, show, play, put, 
receive, cause and lose, offer.2 The Spanish list consisted of the following verbs: 
tener, dar, ver, hacer, formar, poner, tomar, recibir, realizar, pedir, crear, encontrar, 
ofrecer, buscar, citar, existir, presentar, dejar, llevar and mostrar. The above corpora 
were also used for computing the frequency and association measures for the 
identified patterns verb-nouns (see below). Recall that in this study the task of 
translating multiword expressions is regarded as a two stage process. The first 
2  In this experiment the verb say was removed from the data as a number of invalid occurrences 
say + SUBJECT (such as said police, say reporters) were extracted. The verbs see, need and include 
were equally excluded from the experiment as they did not form part of any MWEs according to 
annotators. For the same reason, the following Spanish verbs were removed decir, ver, recibir, 
incluir and existir.
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stage is the extraction of MWEs in each of the languages; the second stage is a 
matching procedure for the extracted MWEs which aims at proposing translation 
equivalents. This proof-of-concept study does not employ bilingual resources but 
only comparable corpora; to this end comparable data featuring MWEs had to be 
collected for both English and Spanish (see below). 
Most approaches to bilingual term or word extraction operate on parallel 
corpora which are then aligned and while the word-to-word or phrase alignment 
does not normally enjoy high performance, the reality is that parallel corpora 
are not very easy to get and as a result, not readily available. Often parallel data are 
proprietary as translation memories but even the available parallel corpora are 
neither large enough for current NLP applications, nor cover all domains. Hence 
a more viable and pragmatic approach would be to build large quantities of com-
parable data from the practically unlimited texts on the web. In this study the 
view was taken that compiling large comparable data for the explicit need of the 
project, would be the best way forward. The choice of genre was determined by 
the fact that newswire is a widespread genre and available in different languages. 
An additional motivation was the fact that the methodology was developed as 
language independent and is to be tested for different languages. This proof- 
of-concept first study covers English and Spanish.
The ACCURAT toolkit (Pinnis et al. 2012; Skadina et al. 2012; Su and Babych 
2012a), a product of the project with the same name, was employed to compile 
automatically the comparable corpora for this study. The original goal of 
ACCURAT was to find, analyse and evaluate novel methods which exploit compa-
rable corpora in order to compensate for the shortage of linguistic resources, and 
ultimately to significantly improve MT quality for under-resourced languages and 
narrow domains. This toolkit was used in this study to download news articles 
from the web from the RSS feeds of ABC news, Yahoo news, CNN news, Sport 
news and Euronews in both Spanish and English were collected. In addition, RSS 
feeds of Ultimahora and Europapress for Spanish were also added to ensure the 
Spanish date is more balanced.
The downloaded data from online news (1.5 GB) consisted of 200,000 docu-
ments in English and 112,000 documents in Spanish. These documents were clas-
sified with a view to building a corpus of English texts and another of Spanish 
texts which are comparable. The criteria for comparability in this project were 
based on the notion of similarity. Each monolingual corpus was designed to 
feature documents paired with documents in the other language in terms of the 
similarity between them. Similarity was automatically computed with the help of 
the ACCURAT tool, DictMetric, which compares documents by employing cosine 
similarity. More specifically, DictMetric converts text into index vectors and then 
computes a comparability score of document pairs by applying cosine similarity 
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measure on the index vectors. This tool was developed to assist the extraction of 
translation equivalents in Machine Translation. In order to measure the compara-
bility of two documents in different languages, one of the documents is translated 
in the language of the other. DictMetric translates non-English texts into English 
by using lexical mapping from the available GIZA++ based bilingual dictionaries.
In this study comparable documents only above a specific threshold were con-
sidered for inclusion. More specifically, only pairs of English and Spanish docu-
ments with comparability score (cosine similarity) higher 0.45 were extracted.3 
This resulted in 16,436 English documents (around 11,000,000 tokens) and 11,468 
Spanish documents (6,000,000 tokens). Each English document was paired with at 
least one Spanish document; equally, there was at least one paired English docu-
ment for every Spanish document. Due to the higher number of English documents, 
the overall number of the English documents paired with Spanish documents was 
higher than the overall number of Spanish documents paired with English ones. 
The average cosine similarity of all paired documents was 0.54 which was regarded 
as a comparability measure between English corpus and the Spanish corpus.
4  Annotation and interannotation agreement
The English BNC corpus and the Spanish Web corpus come with information 
on POS tags and lemmas for all their words as part of the SketchEngine. On the 
basis of this information, all possible patterns verb-noun (with verb being the lem-
matised form of this verb) of the aforementioned 20 most frequent verbs, were 
returned as candidate MWEs.4 
The so extracted candidates were annotated by human annotators as being 
MWEs or non-MWEs (candidates with less than 5 occurrences in English and less 
than 4 in Spanish were ignored in line with the observation that low frequency 
does not provide meaningful statistical information). The annotators were native 
speakers (English or Spanish) with background in linguistics. With a view to 
measuring the interannotator agreement, for each language there was a main 
annotator and a second annotator who annotated a sample of the data. Once the 
3 See also the experiments with different similarity scores in section 6.
4 For English the most frequent candidate pairs were take place (10,753 occurrences), take part, 
give rise, take advantage and make sense. Other examples of extracted pairs included have children, 
become president, pay tax, pay attention and say good-bye. For Spanish the most frequent candi-
date pairs were dar cuenta, formar parte, tener lugar and hacer falta. Further examples of pairs 
extracted in Spanish include prestar atención, tomar decision, tener hijo and tener más.
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annotation task was completed, the Kappa value and the value of observed agree-
ment were computed on these samples (see below). 
Annotators were asked to mark up candidates as multiword expressions 
(MWEs) only if they exhibit a sufficient degree of idiomaticity or in other words, 
which do not convey literal meaning in that the verb is delexicalised. In addi-
tion, a candidate would be annotated as MWE only if it made sense (the program 
would return ‘candidates’ which were not meaningful as MWEs due to the pre-
processing errors). Following this rule, annotators were instructed to mark up 
take a decision or tomar decisión as MWEs as in this construction the light verb 
take (tomar) does not carry literal meaning and refers to the process of arriving 
at a specific decision (possible, after deliberation). By the same token, take break 
and have break would be marked as MWEs and so would be hacer descanso and 
tomar descanso (the verbs are not used in their literal senses). Equally, make use 
and hacer uso as well as pay attention and prestar atención would be annotated 
as MWEs. On the other hand, have a coffee or tomar café would not be marked as 
MWEs as in some sense these expressions could be interpreted literally. Further, 
pay tax, become president or have visitors would not be annotated as MWEs (literal 
meaning) and neither would be get people or dar Silva in Spanish (examples of 
extracted candidates which are not meaningful). 
The annotation task triggered interesting discussion with often opposite 
views expressed by the annotators. By way of example, for the candidate say 
good-bye the view prevailed that it was a multiword expression as this expression 
goes beyond its literal meaning of ‘saying’ and describes the ‘farewell act’.
This annotation exercise consisted of marking up lists of candidate MWEs 
extracted by the program. At this stage annotation in context would have been 
unrealistic due to the prohibitively time-consuming and labour-intensive nature 
of the task. However, a more comprehensive and linguistically valid exercise of 
marking up words in context will follow in the very near future. 
Given the above constraint, certain candidate expressions were ambiguous 
in that they could can act as MWEs or not as MWEs depending on the context 
(e.g. tener hijo(s) which could mean have child/children or give birth) and hence 
annotators were asked to assign the tag 2 to such cases. On the other hand, can-
didates which were believed to be always MWEs, were allocated the tag 1; those 
which were deemed never be multiword expressions, were marked up as 0.
For English the main annotator marked up 2,389 candidates; a random 
sample of 604 candidates from these (about 25%) were annotated by a second 
annotator. Kappa statistic was applied to measure the agreement which in this 
case was established to be 0.6.
For Spanish the main annotator marked up 2,958 candidates; a sample which 
was annotated by a second annotator and on which interannotator agreement 
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was computed, represented about 20% of the whole set, amounting to 580 candi-
dates. The Kappa measure computed a 0.44 level of agreement for Spanish.
The Kappa measure was computed for each verb separately. English verbs 
with Kappa value less than 0.4 and Spanish verbs the Kappa value is less than 
0.3 were not considered. As a result, this experiment included 9 English verbs 
(take, give, make, pay, lose, find, keep, put, hold) and 6 Spanish verbs (tener, dar, 
tomar, formar, crear, presentar). Since the data was considerably skewed and the 
Kappa measure is known to be affected by the skewed data, the observed agree-
ment value (the percentage of the cases where the annotators agree and mark up 
candidates with the same tag) was also computed and was 0.85 for English and 
0.7 for Spanish.
Table 1: below provides details on the annotation data and illustrates the 
interannotator agreement figures.
Table 1: Annotation and interannotator agreement figures
Candidate 
expressions
Sample tagged by 
the 2nd annotators
Kappa Observed 
agreement
English 2,389 604 0.6 0.85
Spanish 2,958 580 0.44 0.70
5   Extraction of multiword expressions:  
methodology and evaluation
The selected verb-noun expressions, which are annotated with tags 1 and 0, were 
ranked according to their frequency and/or the association measures computed 
from BNC for English and Spanish Web Corpus for Spanish. The methodology is 
underpinned by the premise that patterns with a frequency or association measure 
above a specific threshold, are good candidates for being MWEs. In this study dif-
ferent statistical association measures were employed to quantify the strength 
of the relationship between two variables, which are words in this context (see 
below); these associate measures model the likelihood that a combination of a 
verb and a noun above a specific threshold is a (candidate for) multiword expres-
sion through the frequency of occurrence and strength of association.
While a high number of association measures have been proposed and 
employed in Natural Language Processing and Lexicography (Pecina 2005 lists 57 
association measures), this study employs and compares four popular and estab-
lished measures: Log-likelihood ratio, T-Score, Log Dice and Salience.
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The log-likelihood ratio (Dunning, 1993) has been widely used for extracting 
collocations. It enables direct comparison of the significance of common and 
rare phenomena and works well with both large and small sizes of corpora. The 
T-Score measure or t-test (Krenn and Evert, 2001) addresses the low-frequency 
bias in the popular pointwise mutual information measure (Church and Hanks, 
1990). Log Dice, which is the logarithmic form of the Dice formula (Dice 1945) is 
reported as one of the best performing association measures in MWE induc-
tion in Schone and Jurafsky (2001). Finally, Salience (also referred as MI.log – f in 
Kilgariff et al. 2004) was a recently proposed association measure for collocation 
extraction and is a combination of several statistical measures. More specifically, 
Silence is an adjustment to point-wise mutual information and estimated as the 
product of mutual information and log frequency. The above measures employed 
in the experiments were computed via the SketchEngine suite (Kilgariff et al. 2004) 
which includes all above measures.
Frequency of occurrence has been widely used to retrieve collocations, 
including in our previous work (Mendoza Rivera et al., 2013). In this study fre-
quency was also experimented with a view to establishing to what extent it can 
be helpful in ranking a specific type of MWEs (in this case patterns verb + noun). 
Frequency was employed as an informed baseline and evaluated comparing its 
performance with that of other ranking measures.
Expressions were ranked according to frequency and setting thresholds 
at different points, the number of true MWEs above the threshold (true posi-
tives) and the number of non-MWEs above the threshold (false positives) were 
counted. In addition, with a view to computing Precision-Recall curves, the false 
negatives (MWEs under the threshold) and the true negatives (non-MWEs below 
the threshold) were counted as well.
The lack of balance in the evaluation set due to the higher number of non-
MWEs compared to MWEs, especially among low-frequency expressions, is con-
jectured as a valid reason that would cause comparatively low precision values. 
In order to smoothen this negative effect, further experiments were conducted 
with more balanced data where low-frequency expressions (with frequencies 
lower than 10) are excluded. As a result, the maximum F-measure value (which is 
a combination of Precision and Recall) for ranking the English expressions accord-
ing to Frequency, went up from 0.54 to 0.64. These results are based on an evalua-
tion set of 906 English and 1,575 Spanish expressions, excluding the expressions 
with frequencies lower than 10.
The retrieval performance is reported for each measure on the basis of the 
ranking Verb + Noun pairs according to the association measures. The approach 
is rank-based, in other words the candidate expressions with higher ranks are 
deemed to be more likely MWEs. The retrieval performance is estimated through 
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Interpolated Precision (IP) curves. They reflect the efficiency of a measure in 
ranking the relevant items (in this study, MWEs) before the irrelevant ones.
While presenting the full precision-recall curve could be informative, a 
numerical summary provided by the 11-point Interpolated Precision curve 
(Manning et al. 2008) which compares the different ranking approaches, could 
be equally helpful. To this end, candidates are ranked according to the score that 
a measure assigns to them, and the interpolated precision at the 11 recall values 
of 0, 10%, …, 100% is calculated. As detailed in Manning et al. (2008), the inter-
polated precision at a certain recall level, r, is defined as the highest precision 
found for any recall level r′ >= r (see Manning et al. 2008). A composite precision-
recall curve showing 11 points can then be graphed. Following the graph, one can 
see what would be the precision of every approach for different levels of recall. 
The results of these graphs which compare the different rankings are presented 
in Figure 1 for English and Figure 2 for Spanish.
Figure 1: Comparing the performance of different rankings according to 11-point Interpolated 
Average Precision for English Expressions
As seen from Figure 1, all statistical measures tend to rank (most of) the 
MWEs higher than/before Verb Noun sequences which are not MWEs with the 
best precisions being among the higher ranks (lower recalls). In other words, 
when recall is 10% which corresponds to the extraction of 10% of the truly 
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positive MWEs (the expressions annotated as MWEs), the precision is very 
high, since most of the extracted expressions are truly positive. It is worth 
noting that T-Score works comparably to Frequency in the performance of 
ranking expressions; Log-likelihood does slightly better with better preci-
sions for high ranked expressions and Salience appears to perform compa-
rably or sometimes better than Log-likelihood in ranking MWEs higher than 
non-MWEs. 
Figure 2: 11p-IAP evaluation of different ranking measures for candidates in Spanish
The results in Figure 2 show that the performance of the different association 
measures when ranking candidates in Spanish, does not necessarily follow the 
trend established for ranking candidates in English. In particular, Salience does 
not fare very well for Spanish expressions but Frequency and Likelihood do rea-
sonably in ranking expressions to be proposed as MWEs.
The classification accuracy of the above statistical measures was also 
computed by setting the average of all the values for each target measure as a 
threshold. Specifically, for each measure the average of all its values for all can-
didate expressions was computed, and set as a threshold. Then each expres-
sion with a value higher than a threshold is considered as an MWE and each 
with a value lower than the threshold is classed as non-MWE according to the 
target association measure. The accuracies are computed and compared to the 
annotation.
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Table 2 displays the accuracies for setting the average as a threshold for dif-
ferent measures. 
Table 2: Comparing the classification performance of different ranking methods  
of English and Spanish candidate expressions (average as threshold)
Accuracy
English Spanish
Frequency
Log-Likelihood
Salience
T-Score
Log-Dice
0.63
0.65
0.70
0.69
0.66
0.71
0.73
0.67
0.69
0.65
As can be seen from Table 2, Salience work best for classifying English candi-
date expressions. For Spanish expressions, the best results are observed for 
Likelihood which outperforms Frequency and which in turn does better than Sali-
ence. The different trends between English and Spanish can by justified by the 
evaluation results reported by Evert and Krenn (2005) where they concluded that 
one evaluation measure (likelihood in their case) may not always be the best to 
extract collocations. They showed that the practical usefulness of individual asso-
ciation measures depends on different issues such as the size of the corpora, the 
tools used for syntactic preprocessing and candidate extraction, and the amount of 
low-frequency data excluded by setting a frequency threshold. 
6   Translation of multiword expresions:  
methodology and evaluation
The second stage of the automatic translation of MWEs is a matching procedure 
for the extracted MWEs in each language which proposes the translation equiv-
alents. The methodology pursued in this study employs distributional similar-
ity across bilingual corpora. The terms ‘equivalent expressions’ or ‘equivalents’ 
are used here to refer to expressions which are translations of each other across 
languages. A fundamental premise is that equivalent expressions are expected to 
appear in the same or similar contexts across languages.
Corpus-based distributional similarity has already offered promising results 
in the discovery of translationally equivalent words/terms in a bilingual scenario. 
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Most of the work in this line (Rapp 1999; Fung and McKeown 1997; Bouamor et al. 
2012)), including our own work (Pekar et al. 2006), covers single words and not 
multiword expressions. According to the distributional similarity premise, trans-
lation equivalents share common words in their contexts and this applies also 
to multiword expressions. For example, among the most frequent words in the 
context around the Spanish MWE tener lugar are terremoto, disturbio, periodo, 
seminario, elecciones, debate, sessiones públicas, evaluación, actividad whose 
translations in English are earthquake, riot, period, seminar, elections, debate, 
public meetings, evaluation, activity, respectively. These English words are among 
the most frequents words in the context of the English MWE take place. In Table 
3 every value represents the pointwise mutual information (PMI) of the occur-
rences of the target term around the corresponding context word. On the basis 
of these values, the cosine vector similarity between the vectors for tener lugar 
and take place is computed as 0.71. 
Table 3: Very simplified context vectors for the candidates tener lugar in Spanish and take 
place in English
Riot/
Disturbio
Earthquake/
Terremoto
Justice/
Justicia
Period/
Periodo
Problem/
Problema
… Reality/
Realidad
Tener lugar 0.97 0.74 0.20 0.51 0.45 … –0.35
Take place 0.92 0.62 0.19 0.51 0.44 … –0.36
The translation matching premise is that if MWEEN is a candidate translation of 
MWEES then the words with which MWEEN co-occurs in a specific window are the 
translations of the words with which MWEES co-occurs within a window of the 
same size. The implemented approach represents candidates with bilingual con-
texts as vectors (see below) and matches translation equivalents between two 
languages (in this case English and Spanish).
The Vector Space Model (VSM) is traditionally made use of to represent words 
with their co-occurrences and to measure similarity. The vector representation for 
any word is constructed from the statistics of the occurrences of that word with 
other specific/context words in a corpus of texts. More specifically in this study, 
the word2vec method (Mikolov et al. 2013) was employed. Mikolov et al.’s method 
utilises patterns of word co-occurrences within a small window to predict simi-
larities among words. The underlying idea is to represent words as dense vectors 
(also referred to as word embeddings) which are learned by neural networks (Levy 
and Goldberg 2014). This new word embedding approach uses a neural network 
to learn low-dimensional word vectors from raw (monolingual) text. The standard 
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implementation of Word2Vec constructs bag-of-words contexts for all single-word 
terms which appear in a training corpus. This increasingly popular model was 
adapted to this study by (i) regarding sequences of words as single units and (ii) 
defining bilingual contexts as set of translation pairs which are obtained by an 
automatically learned Machine Translation system (see below). While the gener-
alised version of word2vec was originally used to extract dependency-based word 
embeddings (Levy and Goldberg 2014), in this study it was adapted in a straight-
forward manner to the task of vector construction for multi-word collocations 
using the bilingual contexts.
In order to construct vectors for the candidate English and Spanish expres-
sions, a seed list of paired context words (bilingual context pairs) was derived 
from the word alignments obtained after the application of GIZA++ on the English-
Spanish Europarl parallel corpus (Koehn 2005). Only pairs of frequent nouns 
with more than 50 occurrences in Europarl and with alignment probability higher 
than 0.2, were considered. This resulted in 4700 bilingual contexts.
Both the English and Spanish components of Europarl and the compara-
ble corpora compiled for this study, were used to train modes in order to learn 
vectors. All English and Spanish verb combinations (unigrams, bigrams and tri-
grams) were indexed according to their occurrences along with the context word 
pairs. For every candidate expression, words that appear in bilingual context 
pairs within a window of 10 words were extracted. Next the word2vecf software 
was used to train the vectors on the indexed data; translations were mined for in 
both directions: Spanish to English and English to Spanish.
Recall that translations for expressions Verb + Noun were sought. The premise 
was that for most such expressions, the translation is either a verb (unigram), 
verb + noun (bigram) or verb + noun with an intervening word such as determiner 
or an adjective. Therefore, as candidate translations all unigram verbs, bigram 
verb + noun and trigrams verb + noun with an intervening word were considered. 
For every expression from the source language the goal was to identify the most 
similar expression in the target language.
A native speaker was asked to examine and rate the top-ranked transla-
tions identified by each of the methods for each expression. The annotator was 
instructed to give a score of 1 if there was at least one correct translation in the 
top-ranked list, and a score of 0, otherwise.
A simple distributional similarity approach based on the Jaccard similarity 
coefficient was implemented as a baseline. Given two expressions from two differ-
ent languages, their similarity was computed by comparing their corresponding 
sets of bilingual context pairs within a window of 10 words from the comparable 
corpora.
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As aforementioned, similarity measures were used to rank the candidate 
translations for each candidate expression. Experiments with different similarity 
thresholds were conducted which as expected, reflected the trade-off between 
coverage (recall) and accuracy (precision). The results for each method associ-
ated with three different threshold values are reported below. These thresholds 
have been set to account for three different coverage levels: 20%, 50% and 80%.
Experiments were conducted with threshold values for the cross-lingual simi-
larities between English and Spanish documents which served as the basis for 
pairing documents. These experiments sought to establish the impact of different 
thresholds which leads to different sizes of paired documents (comparable data). In 
this particular study, the performance of finding translation equivalents by apply-
ing the methodology to these four different sizes of corpora by setting the threshold 
to four different similarity values 0.6, 0.45, 0.3 and 0.2 (referred to as CC limit 0.6, CC 
limit 0.45, CC limit 0.3, CC limit 0.2, respectively in Tables 4 and 5), was evaluated.
A rationale behind this approach was to establish what plays a more influ-
ential role in this study: whether it is the size of the data or the quality of the 
data. Table 4 shows the performance figures for accuracy and coverage for the 
task of identifying translations of Spanish expressions; Table 5 displays the same 
results for obtaining translations of English expressions. The results are reported 
for both baseline and the word2vec method on the basis of different sizes of com-
parable corpora of paired documents.
As expected, at low recall the precision is high and vice-versa. Note that when 
recall is low, many expressions do not have translation equivalents. However, for 
those expressions which do have translation equivalents, the precision of identi-
fying them is quite good – this is also the case for a simple baseline method. For 
all cases of higher coverage however, the word2vec method fares better and is 
more consistent at translating into any of the languages.
Table 4: Accuracies of finding translation equivalents for Spanish expressions
Coverage 20% 50% 80%
Baseline CC limit 0.6 14%  – –
CC limit 0.45 38% 17% 9%
CC limit 0.3 86% 28% 13%
CC limit 0.2 79% 31% 13%
Word2vec CC limit 0.6
CC limit 0.45
32%
48%
   –
38%
–
25%
CC limit 0.3 49% 46% 34%
CC limit 0.2 54% 48% 41%
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Table 5: Accuracies of finding translation equivalents for English expressions
Coverage 20% 50% 80%
Baseline CC limit 0.6 15% 10% –
CC limit 0.45 46% 20% 12%
CC limit 0.3 65% 32% 16%
CC limit 0.2 68% 33% 14%
Word2vec CC limit 0.6 18% 13% –
CC limit 0.45 30% 33% 25%
CC limit 0.3 44% 37% 36%
CC limit 0.2 41% 31% 33%
A high comparability threshold for the paired documents (0.6) results in many of 
the texts not being paired to any document; therefore, the size of the comparable 
corpora decreases substantially and the coverage of the methods to find transla-
tions is very low. In this case, there are many expressions which do not occur in 
the smaller comparable corpora (CC with limit of 0.6). As a consequence, there 
is no coverage of 50% or higher for finding translation equivalents of Spanish 
expressions; equally, there is no coverage of higher than 50% in terms of finding 
translation equivalents for English expressions (see the missing values in the 
tables).
It can be seen that setting the comparability threshold at lower values, 
which in turn guarantees corpora of larger size, results in better performance 
for both the baseline approach and the word2vec approach. This trend applies 
to both English and Spanish expressions and these results indicate that the size 
of the corpora indeed matters. However, at least for English and for word2vec 
(and for the baseline at 80% coverage), the accuracy for CC limit of 0.2 is lower 
than for CC limit of 0.3. This indicates that quality of the corpora (in terms of the 
similarity score of comparable documents) also matters and that the size of the 
corpora appears to be decisive as long as the comparable corpora are of ‘minimal 
quality’. A worthwhile future experiment would be to establish the optimal 
threshold for pairing documents which guarantees the best performance for 
translating MWEs.
Finally, an observation worth reporting is that at higher coverage (50% and 
80%) the performance of the word2vec approach on smaller corpora (CC limit of 
0.45) outperforms that of the baseline approach on bigger corpora (CC limit of 
0.3). This finding can be interpreted to imply that the word2vec approach is more 
stable in terms of the size of corpora and is more stable with regard to different 
levels of coverage than the baseline approach.
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7  Conclusion
The main conclusion from this proof-of-concept study is that it is feasible to 
extract MWEs and find their translations from comparable corpora without any 
translation resources such as dictionaries, parallel corpora, translation memories 
or bilingual grammars. While this study reports results for English and Spanish, 
the described methodology can be applied to any pair of languages. In addition, 
while the performance results are not very high, an important finding of this 
study is that as long as the comparable corpora used are of minimal similarity, 
then the size of the comparable corpora appears to be a more important factor 
for achieving higher accuracy than the similarity between them. An interesting 
future experiment would be to establish the optimal threshold for pairing docu-
ments which guarantees the best performance for translating MWEs.
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