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Abstract— In this paper, we present an original set of flocking
rules using the ecologically-inspired paradigm for control of
multi-robot systems. We translate these rules into a constraint-
driven optimal control problem where the agents minimize
energy consumption subject to safety and task constraints.
We prove several properties about the feasible space of the
optimal control problem and show that velocity consensus is
an optimal solution. We also motivate the inclusion of slack
variables in constraint-driven problems when the global state
is only partially observable by each agent. Finally, we present
a locally-optimal solution that can be implemented in real time
and provide a set of sufficient conditions to guarantee velocity
consensus. We validate this control algorithm in simulation.
I. INTRODUCTION
A. Motivation
Robotic swarm systems have attracted considerable at-
tention in many applications, such as transportation [1],
construction [2], and surveillance [3]. Controlling emergent
flocking behavior has been of particular interest to several
researchers since the seminal paper by Reynolds [4], which
introduced three heuristic rules for flocking: flock centering,
collision avoidance, and velocity matching. Flocking has
many practical applications, such as mobile sensing net-
works, coordinated delivery, reconnaissance, and surveillance
[5].
This paper explores the emergent phenomenon of flocking
through a constraint-driven optimal control framework. How-
ever, as we are applying an “ecological robotics” approach
[6], it is important to distinguish between the two modes
of flocking described by Bajec and Heppner [7]. This work
focuses on cluster flocking, which describes the bulk motion
of small birds, such as sparrows and pigeons. This is in
contrast to line flocking, which describes the movement of
geese and other large birds. It is hypothesized by the ecology
community that sensor fusion is the main benefit of cluster
flocking [8]. It has also been proposed that cluster flocking
allows individuals to estimate the total flock size in order to
regulate breeding [7]. Cluster flocking could also have value
as a localization technique in some engineering applications.
One open question in the ecology literature [7] is whether
a complex systems approach is the proper way to model
flocking. In this paper, we devise a set of local flocking
rules and translate them into a constraint-driven optimal
control problem. We then show that the desired flocking
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behavior emerges and present some of its properties. The
optimal control problem is similar to previous work in
constraint driven-flocking [9], [10]. However, in those papers,
the authors implemented Reynolds flocking behavior. In this
paper, we propose an original set of flocking rules under the
constraint-driven paradigm. The control algorithm, which is
the outcome of this new set of rules, is related to existing
constraint-driven optimization approaches using control bar-
rier functions [6], [11]; however, we allow agents to plan
over a horizon rather than just reacting to the environment
and other agents. Our approach also explicitly allows for the
prioritization of safety constraints over the flocking behavior,
which has only been recently explored in control barrier
approaches [12].
The main contributions of this paper are as follows: (1)
an original constraint-driven model for cluster flocking along
with proven properties, (2) conditions for the existence of a
solution when agents only make partial system observations,
and (3) a locally optimal solution which is real-time imple-
mentable and it is based on optimal motion primitives.
The remainder of this paper is organized as follows.
In Section II, we discuss the flocking rules proposed by
Reynolds and some of their shortcomings. In Section III,
we formulate the cluster flocking problem. In Section IV,
we present several properties of our proposed model and
provide a real-time implementable solution that is locally
optimal. In Section V, we present simulation results, and
finally, in Section VI, we provide concluding remarks and
some directions for future work.
II. REYNOLDS FLOCKING
A vast amount of research on designing flocking behavior
for boids (bird-oids) in multi-agent systems is based on the
seminal work by Reynolds [4]. To achieve flocking, Reynolds
proposed three heuristic rules to govern the behavior of
individual boids: (1) collision avoidance (avoid collisions
with nearby flockmates), (2) velocity matching (attempt
to match velocity with nearby flockmates), and (3) flock
centering (attempt to stay close to nearby flockmates). These
rules have been the basis for most flocking controllers in the
literature. Generally, these rules are imposed by coupling an
artificial potential field with velocity consensus.
Reynolds suggested two additional rules to guarantee
safety and control the flock [4]: steer to avoid environmen-
tal hazards and move toward a “migratory urge” location
specified by the designer. Reynolds noted that using an
artificial potential field for obstacle avoidance is not realistic,
as it tends to push boids perpendicular to their direction of
motion. Reynolds also included a global migratory urge to
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drive the flock in a specific direction. This migratory urge
vector can also be used to bring disconnected groups of boids
back together. However, there are several problems that arise
when implementing the flocking rules proposed by Reynolds.
The design of an artificial potential field for the individual
boids is an open question [13]; the resulting behavior is
also uninterpretable. Additionally, boids will often generate
steady oscillations as a part of their trajectories [13].
Recent literature has applied the idea of constraint-driven
(or ecologically-inspired) optimization to the control of
multi-robot systems [11]. In the next section, we propose
constraint-driven rules to achieve flocking and translate those
rules into an optimal control problem.
III. PROBLEM FORMULATION
Consider a flock of N ∈ N boids indexed by the set A =
{1, 2, . . . , N}. Each boid i ∈ A follows double integrator
dynamics,
p˙i(t) = vi(t), (1)
v˙i(t) = ui(t), (2)
where t ∈ R≥0 is time, and pi(t),vi(t),ui(t) ∈ R2 are the
position, velocity, and control input for boid i, respectively.
Thus, the state of any boid i ∈ A is given by
xi(t) =
[
pi(t)
vi(t)
]
. (3)
The speed and control input for each boid are constrained
such that
||vi(t)|| ≤ vmaxi , (4)
||ui(t)|| ≤ umaxi . (5)
For any pair of boids i, j ∈ A, the relative displacement
between them is described by the vector
sij(t) = pj(t)− pi(t), i, j ∈ A. (6)
Each boid interacts with the flock through its neighbor-
hood, which we define next.
Definition 1 (Neighborhood). We define the neighborhood
of each boid i ∈ A, denoted Ni(t), as the set of k-nearest
neighbors of boid i at time t ∈ R≥0, where k ∈ N and
i 6∈ Ni(t).
The neighborhood of each boid i ∈ A may switch over
time, and boid i can communicate with, and sense, any boid
j ∈ Ni(t). The neighborhood proposed by Definition 1 has
several advantages:
• It is distance agnostic; there can be no isolated boids
that escape the flock.
• It is a constant size, so the smallest connected group of
boids is at least size k.
• It only considers a constant-size subset of nearby boids,
and thus it does not grow in computational complexity
as the flock size increases.
Finally, we use the following model for the rate of energy
consumption by any boid i ∈ A,
e˙i(t) = ||ui(t)||2, (7)
i.e., the rate of energy consumption is proportional to the
L2 norm of the control input. This is a reasonable model
for our very general boid, as fuel consumption is monotonic
with the control input in many real systems.
Under this model, we propose the following constraint-
driven flocking rules:
• Energy minimization: drive energy consumption to a
minimum.
• Collision avoidance: do not collide with any flockmates.
• Aggregation: stay within a fixed distance of the average
position of nearby flockmates.
Following these rules, the boids spend only the minimum
energy necessary to ensure that safety and aggregation are
achieved. It is expected that the combination of energy min-
imization and aggregation will eventually move all boids in
the same direction as their neighborhood. Energy-minimizing
obstacle avoidance can also be explicitly captured as a
constraint in this framework. The first behavior, energy mini-
mization, can be ensured by formulating each boid’s behavior
as an optimal control problem with the cost given by (7).
The second behavior, collision avoidance, can be guaranteed
between boids with the following safety constraint,
||sij(t)||2 ≥ 4R2, ∀j ∈ A, ∀ t ∈ R≥0, (8)
where R ∈ R>0 is the radius of each boid; the squared form
is used in (8) so that the derivative is smooth at ||sij(t)|| =
2R. Additional constraints can be formulated to avoid static
and dynamic obstacles in the environment [14], [15]. Finally,
we denote the center of boid i ∈ A’s neighborhood as
ci(t) =
1
k
∑
j∈Ni(t)
pi(t), (9)
where k corresponds to the k-nearest neighbors. We enforce
aggregation through the flocking constraint,
gi(t) = ||pi(t)− ci(t)||2 −D2 ≤ 0, ∀t ∈ R≥0, (10)
where D ∈ R>0 is the system parameter corresponding to the
flocking radius. Again, we use the equivalent squared form
of the constraint to guarantee smoothness of the derivative.
Equations (8) and (10) correspond to two of the constraints
in our decentralized optimal control problem, where (8)
is considered our safety constraint, while (10) is the task
constraint. If there is ever a case where no feasible trajectory
can be found, then we may relax the task constraint; for
example, by applying least-penetrating control techniques
[12] or introducing slack variables [10].
The standard solution methodology in the constraint-
driven literature is to encapsulate the task and safety con-
straints within a control barrier function [6], [10], [11]. The
boids will then apply gradient flow to drive energy consump-
tion to a stationary point while satisfying the constraints [6].
However, this approach is reactive and does not explicitly
allow for planning or cooperation between the boids. In this
paper, we seek to plan a trajectory over some finite time
horizon, [t0i , t
f
i ] ⊂ R≥0 for each boid i ∈ A. We formalize
this in Problem 1 next.
Problem 1. For each boid i ∈ A, consider the decentralized
energy-minimization problem over the horizon [t0i , t
f
i ] ⊂
R≥0,
min
ui(t)
1
2
∫ tfi
t0i
||ui(t)||2 + αi η2i (t) dt, (11)
subject to:
xi(t
0
i ) = x
0
i ,
(1), (2), (4), (5), (8),
gi(t) ≤ η2i (t),
where x0i is the initial state of boid i, gi(t) is the flocking
constraint given by (10), η2i (t) is a a slack variable that
allows safety to be prioritized over flocking, and αi is a
system parameter to weight energy consumption versus the
need to satisfy the flocking constraint.
To solve Problem 1, we impose the following assumptions
on our system.
Assumption 1. There are no external disturbances or obsta-
cles.
We impose Assumption 1 to evaluate the idealized per-
formance of the proposed algorithm. It is well known that
optimal control can be fragile with respect to noise and dis-
turbances, and this assumption may be relaxed by applying
robust optimal control.
Assumption 2. There are no errors or delays with respect
to communication and sensing.
The strength of Assumption 2 is application dependent.
In general, it has been shown that sparse updates to re-
plan trajectories are sufficient for this type of problem [16].
However, these delays may become significant for fast-
moving flocks in constrained environments.
Assumption 3. Each boid has a low-level onboard controller
that can track the prescribed optimal trajectory.
Assumption 3 may be strong for certain applications.
This assumption may be relaxed by including kinematic
constraints on the motion of each boid, or by considering
more complicated dynamics in Problem 1.
A. The Information Problem
The formulation of Problem 1 has two distinct issues that
repeatedly occur in the decentralized control literature. The
first occurs when a boid only makes partial observations of
the entire flock, i.e., |Ni(t)| < N − 1 for i ∈ A. This results
in a non-classical information structure, and results from
centralized control do not generally apply [17]. This problem
may be circumvented by sharing information throughout the
network [18]; however, this is prohibitively expensive for
large flocks of boids. This problem may also be solved
by employing event-triggered control, where each boid re-
solves Problem 1 whenever it receives new information [19].
This method only requires local information that is readily
available to each boid.
The second issue is simultaneous action of the boids.
Consider two boids i, j ∈ A which seek a solution to
Problem 1 at t = t0i = t
0
j . Boid i requires the trajectory of
boid j to calculate ci(t), while boid j requires the trajectory
of boid i to calculate cj(t). This coupling guarantees that
boids i and j can never satisfy the task constraint (10),
as its value can not be known until after a trajectory has
been generated. The most straightforward solution to this
problem is to impose some priority ordering on the boids,
then to have them solve for their trajectories sequentially
[19]–[22]. Another approach is to allow the boids to make
decisions asynchronously, which implicitly imposes an order
[23] based on the boids’ hardware specifications.
Our solution approach is to solve Problem 1 using model
predictive control. This is a standard approach in the multi-
agent literature [9], [18], [24]. In this case, each boid solves
Problem 1, follows the prescribed trajectory for some period
T ∈ R>0, then re-solves Problem 1. The trajectories which
were generated at the previous time step are then used as
estimates for the new trajectories generated by each neighbor.
This iterative process is initialized by having each boid
generate and share an unconstrained trajectory. To guarantee
safety, the boids may cooperate and fix a portion of their
trajectories whenever a safety constraint becomes active [9].
This also solves the problem of partial information sharing
if the model predictive control is updated whenever a boid
receives new information.
IV. OPTIMAL SOLUTION PROPERTIES
Next, we present several properties of the optimal solution
to Problem 1. Finding optimality conditions for the solution
to Problem 1 can be done by applying the Hamiltonian
method [25], which has been achieved for similar types
of continuous control problems [1], [9], [26]. However, no
known closed-form solution is known to exist for the types
of constraints present in Problem 1 [9].
Next, we prove some properties about the optimal con-
troller, which depends on the smoothness of the task con-
straint.
Lemma 1. For any boid i ∈ A, if the function ci(t1) is
discontinuous at a time t1 ∈ R≥0, then the neighborhood
Ni(t) must switch at t = t1.
Proof. Let Ni(t) be constant over some interval [t1, t2] ⊂
R≥0. By Definition 1, ci(t) is a sum of k ∈ N continuous
functions, hence ci(t) is continuous for all t ∈ [t1, t2]. Thus,
ci(t) may only be discontinuous at instants when Ni(t) is
switching.
Corollary 1. For any boid i ∈ A, if the function c˙i(t) is
discontinuous at a time t1 ∈ R≥0, then the neighborhood
Ni(t) must switch at t = t1.
Proof. The proof of Corollary 1 is identical to the proof of
Lemma 1 and is omitted.
Next we present the definition for when a neighborhood
switch is symmetric.
Definition 2. For any boid i ∈ A, let its neighborhood Ni(t)
switch at some time t1 ∈ R≥0. Let O = Ni(t−1 ) \ Ni(t+1 )
and P = Ni(t+1 )\Ni(t−1 ) be the boids which were removed
and added to the set Ni(t) at time t1, respectively. Then, we
define a switch as symmetric if it satisfies∑
j∈O
pj(t1) =
∑
j∈P
pj(t1), (12)∑
j∈O
vj(t1) =
∑
j∈P
vj(t1). (13)
Note that due to the safety constraint (8) it is only possible
to satisfy Definition 2 if multiple boids are added to and
removed from the neighborhood simultaneously.
Lemma 2. For any boid i ∈ A, the functions ci(t) or c˙i(t)
are discontinuous at some time t1 ∈ R≥0 if and only if
Ni(t) switches at t = t1 and the switch is non-symmetric
(Definition 2).
Proof. First we prove sufficiency. By Lemma 1 and Corol-
lary 1, a discontinuity in ci(t) or c˙i(t) at t1 implies that
Ni(t) switches at t1.
We prove necessity by contradiction. Let ci(t) is continu-
ous and assume Ni(t) switches non-symmetrically at some
time t1. This implies that
ci(t
−
1 ) = ci(t
+
1 ), (14)
where the superscripts + and − correspond to the left and
right limits of t1, respectively. This implies∑
j∈Ni(t−1 )
pj(t1) =
∑
j∈Ni(t+1 )
pj(t1), (15)
as pl(t) is continuous for all l ∈ A. We may remove the
common elements from (15), which implies∑
j∈O
pj(t1) =
∑
j∈P
pj(t1). (16)
The same analysis holds for continuity of c˙i(t). This contra-
dicts the hypothesis that the switching is non-symmetric.
Thus, by Lemma 2, for any boid i ∈ A, a switch in Ni(t)
implies that either ci(t) or c˙i(t) is discontinuous unless the
conditions in Definition 2 are satisfied. As Definition 2 relies
on ideal symmetry conditions, we may assume that a switch
will never be symmetric in a real system. Thus, for simplicity,
we consider a switch in a boid’s neighborhood to always lead
to a discontinuity in ci(t) or its derivative.
Finally, we present Property 1 of the optimal trajectory,
which describes the impact of each boid’s neighborhood on
the task constraint.
Property 1. For any boid i ∈ A traveling along the task-
constrained arc (10), if Ni(t) switches at some time t1 ∈
R≥0, and the switch is non-symmetric (Definition 2), then
boid i must exit the constrained arc.
Proof. We prove Property 1 by contrapositive. Let i ∈ A
be any boid in the flock traveling along the task-constrained
arc over the interval [t1, t2] ⊂ R≥0. This implies that the
optimal trajectory of boid i, denoted p∗i (t), must satisfy
||p∗i (t)− ci(t)||2 −D2 = 0, ∀t ∈ [t1, t2]. (17)
The optimal trajectory p∗i (t) must be continuous. This im-
plies ci(t) must be continuous. Additionally, the derivative
of (17) must also hold when the task constraint is active, i.e.,(
p∗i (t)− ci(t)
)
·
(
v∗i (t)− c˙i(t)
)
= 0, ∀t ∈ [t1, t2]. (18)
Therefore, c˙i(t) must be continuous. This implies that if
ci(t) or c˙i(t) is discontinuous then boid i can not be on
the task-constrained arc. Thus, by Lemma 2, boid i can not
be traveling along the constrained arc when Ni(t) switches,
unless the switch is symmetric.
By Property 1, we may infer that in any physical system
boid i will exit any task-constrained arc whenever Ni(t)
switches at some time t1. This may lead to a case where
gi(t1) > 0 or g˙i(t1) > 0. In these cases, boid i will be
unable to satisfy the task constraint during re-planning. This
motivates the inclusion of the slack variable η2i (t) in Problem
1. In addition, we must impose that αi is large enough such
that the slack variable η2i (t) is driven to 0 in finite time; this
ensures that η2i (t) does not grow indefinitely, which would
effectively remove the task constraint from Problem 1.
Next, we present Property 2, which presents an optimal
solution to 1.
Property 2. If velocity consensus is achieved at a time t1 ∈
R≥0, and η2i (t1) = 0 for all i ∈ A, then the globally optimal
solution to Problem 1 is to maintain velocity consensus for
all i ∈ A and for all t ≥ t1.
Proof. Let every boid i ∈ A at some time t1 ∈ R≥0 move
with some consensus velocity vc such that no constraint of
Problem 1 is violated and η2i (t1) = 0. Next, let i follow the
trajectory uj(t) = 0 for all t ≥ t1. Then, vi(t) = vj(t) for
all t ≥ t1. Thus, the vector sij(t) is constant, and the safety
constraint can never be violated for any t ≥ t1. This also
implies that vi(t) = c˙i(t), and thus the vector pi(t)− ci(t)
is constant for all t ≥ t1. This implies that the task constraint
can never be violated for any t ≥ t1, and also η2i (t) = 0 for
all t ≥ t1.
A. Locally-Optimal Real-Time Solution
To solve Problem 1 in real time, we adopt the approxi-
mately optimal approach presented in [9]. In this approach,
we generate optimal motion primitives for each combination
of constraints that may become active using Hamiltonian
analysis. We then use a heuristic procedure to piece these
optimal motion primitives together. This circumvents the
fundamental challenge of optimally piecing together con-
strained arcs [25], while still ensuring optimality of the
motion primitives. First, each boid i ∈ A applies the globally
optimal control input ui(t) = 0 over its planning horizon. If
this violates any safety constraint with respect to any other
boid j ∈ A, then boids i and j maintain zero relative velocity,
which never has a magnitude greater than their initial speed.
This is a locally-optimal collision avoidance motion primitive
[9]. Otherwise, if boid i violates the task constraint, it instead
selects the largest value of t1 ∈ [t0i , tfi ] to activate the task
constraint such that: the task constraint is not violated for all
t ≤ t1 and vi(t) = c˙i(t) for t ≥ t1; this is a locally optimal
solution to the task constraint problem [26].
Each boid i ∈ A then re-plans its trajectory after some
period T ∈ R>0. This allows boid i to escape any con-
strained arc and follow an unconstrained trajectory if it is
feasible; this is a common approach for solving multi-agent
model predictive control problems [24]. Next, we present a
proof of convergence to velocity consensus for our real-time
controller when k = N − 1 and the system parameters are
reasonable.
Lemma 3. If a boid i ∈ A satisfies ||vi(t)|| > ||c˙i(t)|| while
traveling along an unconstrained arc, then there exists some
t1 ∈ R≥0 such that the task constraint becomes active at t1.
Proof. Let si(t) = pi(t) − ci(t). By the triangle inequality
||s˙i(t)|| > 0. The speed profile imposed by all of our
motion primitives is a polynomial [26], therefore ci(t) cannot
asymptotically approach vi(t). Thus, there exists some finite
t1 ∈ R≥0 such that ||si(t1)|| = D.
Theorem 1. If the neighborhood size of each boid is k =
N − 1, and the parameter D is large enough that the boids
do not always follow safety-constrained trajectories, then
velocity consensus will be achieved asymptotically.
Proof. First, we will consider the case where the
safety constraint never becomes active. Let m(t) =
argmaxi∈A ||vi(t)||. This implies that, unless velocity con-
sensus is achieved, ||vm(t)|| > ||c˙m(t)||. By Lemma 3
there exists some finite time t1 ∈ R≥0 such that boid m
activates its task constraint. Then, until velocity consensus is
achieved, we may generate a sequence {tn}, n ∈ N, such that
||vm(tn)(tn)|| > ||c˙m(tn+1)(tn+1)|| = ||vm(tn)(tn+1)||. Let
l(t) = argmini∈A ||vi(t)||. Following the same procedure,
there exists a sequence {tn}, n ∈ N, such that ||vl(tn)|| <
||vm(tn+1)|| until consensus is achieved. Thus, the flock
achieves velocity consensus asymptotically.
Next, allow the safety constraint to become active. Under
our controller, the safety constraint imposes a constant speed
on each boid that is not larger than its initial speed. Thus,
as long as D is large enough, Lemma 3 holds whenever the
boid with the largest or smallest velocity activates the task
constraint.
Theorem 1 guarantees that any flock with a neighborhood
size of k = N − 1 will achieve velocity consensus under
our proposed controller. This is sufficient for small flocks of
boids that may be traveling together or to analyze cliques of
boids that break off from a larger flock. It is likely that a more
general proof of Theorem 1 exists for (1) the globally optimal
solution to Problem 1 and (2) the case where k < N−1 and
the communication graph generated by the neighborhoods
of each boid is connected. Next, we present our real-time
controller simulated in MATLAB.
V. SIMULATION RESULTS
To verify our proposed model and real-time controller, we
performed a simulation in MATLAB with N = 7 boids, a
neighborhood size of k = 6, a collision radius of R = 0.5 m,
and a flocking distance of D = 4 m. The boids were given
random initial states which did not activate or violate any
constraints. In this case, the safety constraint never became
active. The simulation was run for 30 seconds with a fixed
horizon of 5 s, which was recalculated with a period T = 0.1
s.
Four snapshots of the simulation are given in Figure 1,
which shows the evolution of the system as the boids aggre-
gate. First, each boid i ∈ A travels along its unconstrained
trajectory, i.e., ui(t) = 0. Next, the boids begin to active
the task constraint along their horizon. Third, the boids
adjust their trajectory as they activate the flocking constraint
(Lemma 3). Finally, the boids approach velocity consensus
(Theorem 1).
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Fig. 1. Four instances of the flocking behavior in simulation. The solid
lines show the position history of the boids, and the circles represent their
current position.
Figure 2 shows the evolution of the maximum, mini-
mum, and average speed of the boids at each time step.
The flat regions correspond to periods of time where no
constraints drive the motion of the boids. The quadratic
pieces correspond to a boid piecing its current state into a
task-constrained arc. The transitions from quadratic to flat
segments correspond to the sequence of times in the proof
of Theorem 1 where the maximum and minimum velocities
asymptotically converge.
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Fig. 2. Maximum, minimum, and average speed versus time for a connected
flock of boids.
VI. CONCLUDING REMARKS
In this paper, we proposed a set of flocking rules under
the constraint-driven paradigm for multi-robot systems. We
translated these rules into an optimal control problem and
gave several properties of the optimal solution. We also
motivated the inclusion of a time-varying slack variable in
the formulation and discussed the challenges of planning
trajectories in multi-agent problems with partial state obser-
vation. We also provided a locally-optimal solution to our
optimal control problem and gave sufficient conditions to
guarantee velocity consensus. Finally, we presented simula-
tion results to verify that our approach yields the desired
flocking behavior.
Areas of future work include an extension of Theorem 1
to the optimal solution of Problem 1 and to the case where
the communication graph between boids is connected but
not complete. Sufficient conditions for the slack variable
to guarantee flocking behavior is another area of active
research, as well as the trade-off between energy consump-
tion and flock cohesion by the parameter αi. Finally, the
inclusion of environmental obstacles into Problem 1 and
an additional task constraint to influence the flock’s motion
warrants further research.
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