Video prediction is a meaningful task for it has a wide range of application scenarios. And it is also a challenging task since it needs to learn the internal representation of a given video for both appearance and motion dynamics. The existing methods regard this problem as a spatiotemporal sequence forecasting problem and try to resolve it in a one-shot fashion, which causes the prediction result being blurry or inaccurate. So, a more intuitional thought is to split this problem into two parts: model the dynamic pattern of the given video and learn the appearance representation of given video frames. In this paper, we develop a novel network structure named MixPred based on this idea to address this issue. We divide the prediction problem into two parts as mentioned above and build two subnets to solve these two parts separately. Instead of fusing the results of subnets at the final layer, we put forward a parallel interaction style through the whole process to merge the dynamic information and content information in a more natural way. Besides, we propose three different connection methods for exploring the most effective connection structure. We trained the model on UCF-101 and KITTI, and testing our model on UCF-101, KITTI, and Caltech. The results demonstrate that our method achieves state-of-the-art both quantitatively and qualitatively.
I. INTRODUCTION
Video prediction task is a fundamental and challenging issue. The main problem to be solved is to output the corresponding subsequent video frame images by analyzing and processing a given series of video frames. The challenge is that the model needs to understand and learn the representation of the input video. Further, the model needs to make an inference about how the content of the video scene changes into the next moment, and synthesize the next scene image based on the inference. We can think of this problem as a modeling analysis of the spatio-temporal sequence of the input video, which involves both the time dimension and the spatial dimension. Video frame prediction can promote the ability of the network to learn video representations. It is extremely valuable in the field of computer vision. For example, driverless car, action recognition, video captioning and video understanding. There are some researchers verify that it can help to increase the accuracy in the action recognition task by performing video prediction [22] . Some existing methods [24] , [26] , [32] use an optical flow or dense trajectory as a baseline for prediction. Optical flow is used to describe motion information about objects of adjacent frames. These methods first use the given video The associate editor coordinating the review of this manuscript and approving it for publication was Shuhan Shen. sequence as input to predict the optical flow of the future frame. The generated result is then combined with the last input frame to synthesize the future video frame. These methods require very high accuracy of optical flow. And for some of those methods that require supervised training, the datasets used for training need to contain optical flow information. But obviously, the number of such datasets is limited.
Some other methods use convolutional neural networks to treat this task as a normal multi-input static image problem [1] , [4] , [7] , [25] . These methods typically stack input video frames to feed to the network and process them in a usual way. Relying on the powerful feature extraction ability of the convolutional neural network, these methods can learn the expression of the video to a certain extent. However, the convolution operation stacks the information brings the problem of ghosting, and the pooling operation loses the details, which both cause blurring of the generated image.
In order to overcome the drawbacks of the prior methods, we propose a novel dual-stream network that is fully convolutional. Different from the methods mentioned above, our method does not need to calculate the optical flow information as a kind of intermediate result. And our network directly uses this time series relationship of the network to synthesize future video frames. We try to split the video prediction task into two subtasks: modeling content mode and action mode responding to spatial subnetwork and temporal subnetwork, respectively. It is natural to suppose that the video frame content is usually similar to the frame adjacent to it. We use the last frame of the input as the basis of the composite video frame to model the texture content of the composite frame. At the same time, in order to learn the motion pattern of the video frames, we need to construct a network for extracting the motion characteristics of the input sequence. The information interaction of the entire network is carried out in a parallel mode, and the features learned by the two subtasks are merged throughout the entire network. Depending on the type of convolution used by the different parts and the location of the information fusion, we divide the network into the shallow part and the deep part. First, the two subnetworks respectively extract feature in the shallow part of the network and then perform information interaction in the deep part. Our method uses masks to guide and synthesize video frames.
This structure ensures that the model learns time continuity while ensuring a certain level of accuracy in generating content. We train the network on the public UCF-101 dataset [5] and KITTI [19] , in an end-to-end, unsupervised way. The experimental results show that our method is simple yet effective and state-of-the-art in performance. In terms of inference speed, our approach has been greatly improved over existing algorithms to reach 12-13 fps. In this paper, our technical contributions can be summarized as follows:
• We propose a strategy that divides the video frame prediction task into two subtasks: time model and content model. Our model is intuitively more natural than the existing models.
• Based on our strategy and fusion method, we propose a novel network architecture called MixPred. Compared with existing methods, our model shows more advanced performance • We propose a new fusion approach inspired by HR-Net [6] . In order to explore the most effective fusion approach, we further put forward three different connection modes, and verify and analyze the three fusion modes through experiments.
II. RELATED WORK
Video frame prediction has a wide range of application scenarios, which can help the field of computer vision learn the video's representation and understanding. There has been a lot of researches on video frame prediction tasks. So far, the existing methods can be divided into two categories according to the backbone they use. One is the video generation method based on the optical flow [3] , [4] , [31] . This kind of method usually learns the motion mode of the input video stream, and first gives the prediction of the optical stream, and then predicts the next frame image by interpolation [3] , [4] . Liu et al. [3] proposes a new voxel interpolation method, which is inspired by optical flow. This method assumes that the video stream has local motion consistency, and the voxel stream is estimated by the triple interpolation. The dual-stream network of [4] employs a closed-loop network to synthesize both future frames and flows. A similar training strategy is introduced by [31] that develops a timevariant multitasking architecture for estimating optical flow and next-frame prediction. The other is based on the neural network method to analyzes the video frame images and extract the features of all the given video frames by convolutional layers. After the model learns the spatiotemporal representation, the subsequent video frames can be synthesized [1] , [7] , [25] . Reference [1] try to stack the input video frames first, and then convolve to extract the content features of them. The final prediction result obtained by this single convolutional stack method is effective for content with a narrow motion range. However, when the motion of the input video content is gross, the result of the composite image will be blurry. Reference [30] proposes a new LSTM structure, which named Conv-LSTM, for short-term rainfall prediction. Conv-LSTM combines existing convolutional structures with LSTM, allowing LSTM to process long-form multidimensional sequence information and to extract valid features. However, due to the limitation of the encoding structure, a lot of details are lost in the network, resulting in blurring images. Some works adding attentional mechanisms and circular coherence have been proposed to remedy these shortcomings. Chen and Han [34] proposes a semantic scene prediction method based on improved LSTM and adds an attention mechanism to model the semantic dependence between successive frames. In [36] , the model uses periodic consistency and combines motion linear loss and edge-guided training, which can be used for video frame interpolation. Wu et al. [37] propose a spatial-temporal attention mechanism for expressing learning for long-term dependency modeling. Villegas et al. [38] defines and modifies the basic structure of the GRU, and uses context information to supplement the current processing module to capture features such as deformation rotation. Video flow predicts video frames through a normalizing flow-based generative model which allows for direct optimization of the data likelihood in [35] . The LSTM internal link mode is modified by Zhang et al. [18] to allow the model to capture long-term motion information.
The work that is closer to our idea is MCNet [38] , which also splits the video into two components-time and space. But, we have very different network implementations. First, we use a 3D convolutional network to extract motion features. MCNet uses a structure similar to U-net [23] , and it applies to skip connections between low-dimensional feature maps and high-dimensional feature maps in time series, which is different from the situation in spatial series. This cascade in time series may blend some high-dimensional motion features and low-dimensional motion features, resulting in more important information being affected, and the results are unsatisfactory. In contrast, we only cascade the features of the corresponding level in the end-to-end training process, which avoids the problem of information unequalness as mentioned ahead. Another difference is that we implement a dual-stream structure that outputs the corresponding texture FIGURE 1. The architecture of our method MixPred. MixPred is constituted of two subnets: temporal subnet and spatial subnet. The input of MixPred is a sequence of consecutive frames. They are split into groups and fed to the temporal subnet, while the last frame is taken by the spatial subnet. These two subnets run interactively. The mask generated by the temporal subnet is used as the weight information. Finally, the synthesized image is generated by the output of the spatial subnet cooperating with the mask and the last frame. (Better to view under the color image.) information and motion mask respectively. This mask mechanism allows the generated image to maximize retain the background information, which is not available in MCNet. At the same time, MCNet uses CNN with a bottleneck to extract features, which makes the generated image lose a lot of details. Compared to the full-size CNN used by our network, our network can preserve texture information to the largest degree.
III. MIXPRED MODEL
It is easy to observe that, considering the persistence of vision of the human eyes, the interval between the acquisition of video frames is usually short. Although the action of the current frame is different from that of the previous frame, in the human eyes, the texture content is basically the same. That is, in the previous frame we can extract almost all the elements needed in the synthesis frame. Based on this idea, we try to extract the texture content of the adjacent frame to alleviate the problem of blurry results caused by convolution operations. And in the existing methods for solving the video frame prediction problem, we can find that most of them with better results include the step of estimating the optical flow. This step leads to the accumulation of errors and making the prediction results inaccurate. It is well known that neural networks can understand information that cannot be directly understood by humans. By training the neural network directly in an end-to-end manner, it is possible to capture any statistical information in the data, rather than being forced into human stereotypes. So why do not we think of intermediate information as a black box instead of explicitly expressing it directly? Therefore, in this paper, we explore this idea and propose the MixPred model for video prediction. The architectural of the model is shown in Fig. 1 . We split the problem into two subparts, the one is temporal subnetwork which is used for modeling the time series of the given video learning, and the other is spatial subnetwork for modeling the spatial texture on the content. The detail for these two subnets and the connection ways will be introduced in the part of this section behind.
A. TEMPORAL SUBNETWORK
Here, based on the facts mentioned by [10] , [14] , [15] , [17] , [20] , for networks that use video as input, 3D convolution operations can properly extract timing information. So we first use the 3D convolution operations to construct the shallow part of the temporal subnetwork and extract the temporal feature maps of the input video. Considering that the deep part of the network needs to be aligned with the spatial feature information and the feature maps need to be processed in a more sophisticated way, we use 2D convolutional layers to integrate and extract feature map information in the deep part following the 3D convolutional layers, as shown in Fig. 1 .
We assume that the input video sequence X = {x 0 , x 1 , . . . , x M } contains M frames with each frame containing c channels, all of which are h × w, where h represents the height of image and w represents the width. First, the input video frame sequences X ∈ R M ×h×w×c are split into M − m + 1 overlapping groups, and each group
The image groups are fed to the first 3D convolution layer in the shallow part, and obtains the corresponding feature maps, which are then concatenated along the time axis to form an integrated feature block [
. This feature block acts as the input to the second 3D convolutional layer and so on. Equation (1) represents the time series features extracted from the shallow part of the temporal subnet.
where C3D represents 3D convolution layer, followed by batch normalization and activation function. x l i represents the output of the i-th feature map block after passing through the l-th 3D convolutional layer. The input of the current layer is a feature map block with size m. This structure will enhance the performance of the temporal subnetwork, allowing it to learn the time series characteristics.
After completing the integration of the temporal information of the 3D convolutional feature maps, we use the 2D convolutional layers to extract the time-series information from the subsequent feature maps in the deep part. In this way, the temporal subnetwork can complete the feature vector alignment in the process of interacting with the spatial subnetwork information. Specifically, the deep part consists of convolutional layers, where the inputs of the convolutional layers are obtained by concatenating the output of the previous layer and the corresponding spatial subnetwork layer. Equation (2) represents the output of each layer of the deep part of the temporal subnet.
where x l−1 T and x l−1 S represent the output of the l − 1 layer in temporal subnet T and spatial subnet S, respectively. C2D represents the 2D convolution operation, followed by batch normalization and activation function.
The output of the temporal subnetwork is a mask of the same size as the video frame, corresponding to the output of the spatial subnet and the last frame of the input video. The structure is used to guide the ratio of the synthesized video frame image. The output of the temporal subnetwork can be calculated by (3) .
where Mask represents the outputs of the temporal subnetwork. x final is the output of the upper 2D convolutional layer. We use the tanh function σ as the activation function of the last convolutional layer. The network using the mask can distinguish the foreground and background of the image well, ensuring a high degree of recovery of the content of the background. Fig. 2 shows the output of the temporal subnetwork on the UCF-101 dataset with two frames of input. The results show that the temporal subnetwork learns the pattern of image motion well and distinguishes the intensity of video content movement. As can be seen from the mask image, the mask retains a large amount of effective detail information, so that the generated image can maintain a high degree of clarity.
B. SPATIAL SUBNETWORK
The idea of splitting temporal features and texture features is used in many methods for motion recognition tasks [8] , [9] , [11] , [12] . In other words, the network first extract features on the time channel and the content channel separately and then integrate features on the final fully connected layer to achieve motion recognition. In fact, compared to the way of directly stacking the given sequences as input to the convolutional layers, splitting video frames into temporal information and texture information is a more natural way. However, in the video frame synthesis task, most of the existing methods always treated the input video frames as a whole and perform only convolution operations. And, they try to extract temporal information and content information at the same time, such as [1] and [4] . During the experiment, it is obvious to find out that using this superimposing inputs method will result in the final output being unclear. For a method that processes the input in this way, all input video frames contribute equally to the final output of the network. As a matter of fact, video frames used to extracts temporal information should be given the same weights. But for the spatial information, such an approach is apparently unreasonable, the proximity frames are usually similar. Because the last frame is much more important than the first one in the spatial dimension [16] . If the spatial information is not weighted, it may do not play their effective roles in the content part of the generated image. The existing method cannot address this problem due to the limitations of the network structure.
To this end, we split this problem into subproblems, so that the network can select the temporal and spatial information separately. As the excessive information may confuse the network structure, and make it ignore the real important part. In terms of the extraction of spatial content, we can find that the frame closest to the synthesis frame usually has most of the content information (of course we did not mention the sudden appearance of a UFO). As mentioned in [21] , convolutional neural networks are sensitive to texture information. Therefore, in the process of constructing the network, we directly use the last frame of the input video sequence to extract the feature of the spatial context, and gradually correct the feature content by interacting with the spatiotemporal subnetwork in the deep part. The composite frame image is obtained by combining the output of the spatial subnetwork with the mask of the temporal subnetwork. Equation (4) represents the 2D convolutional operations in the spatial subnetwork.
are the output of l − 1th and l − 2th convolutional layers in spatial subnetwork and x l−1 T is the output of l − 1th convolutional layer in temporal subnetwork. x l is the output of the l layer and is obtained through executing the convolution operation on the block, which is the combination of the above three feature maps. The output of the spatial subnet has the same size as the input frames, and can be considered as a rough result of the predicted image.
Inspired by DenseNet [13] , here we use a cross-line connection style to integrate the characteristic information of spatial subnetworks. Different from the connection method in a dense way, we only concatenate the layer with the output of its sub near layer. This approach enables the network to utilize feature maps more efficiently, allowing more information to be retained in feature maps and producing more accurate results.
The only thing to note is that we did not use any pooling operation in the network. In other words, we did not reduce the size of the feature map throughout the entire network. This is because we want the model to produce pixel-level predictions, adding a pooling layer on the model will make the generated result blurry. After completing the final information fusion with the temporal subnetwork, the spatial subnetwork will perform 1 × 1 convolution operation to compress the number of channels and integrate information.
C. MIX CONNECTION
In the motion recognition methods that use the dual-stream structure, the feature from different sources are often fused at the beginning. After the feature maps are aligned, feature extraction is performed along the direction of the singlestream and finally output the motion classification result. Another popular way is to extract feature maps on the two streams respectively, and output the classification results after feature fusion at the last layer. These two methods are compared in [12] . However, these methods are not feasible for solving video prediction problems. In terms of the methods that features are integrated into the first place, the result will be similar to the existing synthesis method that the final generated image will be blurry. For the late fusion of feature alignment, such a network is actually only sensitive to texture information. Moreover, it is too strict for the network relying only on the fusion. Finally, it causes a problem of ghosting.
In fact, in our model, the fusion of temporal information and spatial information is carried out synchronously through the two subnetworks process. The advantage of this approach is that the intermediate information generated by the temporal subnetwork and the spatial subnetwork can continuously interact in the processing of the whole network. Therefore, each feature map can always get instructions at each stage of the network. For the temporal feature maps, we use kernels with large size to extract information, so that it can capture more information in receptive field. However, with the gradual deepening of the network, the accuracy will be reduced. At this time, by cooperating with the information of the spatial part, the temporal subnetwork can regain high-resolution feature maps. While spatial features obtain the temporal information in the process of interaction, and can gradually adjust the position of the texture in the feature maps. This method avoids the problem of duplication of texture information that may occur in a single fusion mode. In the whole network, the interaction of information between these two subnetworks plays a complementary role. The shallow part of the spatial subnetwork and the temporal subnetwork respectively extracts the low-level feature information, and do not contain the part of information interaction. When the temporal subnetwork completes the temporal feature maps alignment produced by the shallow 3D convolution part, it can be feed to the deep part for integrating information further.
The total output of the network can be represented by (5) .
where x 0 M −1 represents the last frame, Output s represents the output of the spatial subnetwork, Mask is the output of the temporal subnetwork.
We use l 1 loss and the gradient difference loss (GDL) [1] as the loss function. The l 1 loss is calculated between the outputŶ and the target Y . The introduction of the GDL is to enhance the sharpness of the generated image. In the calculation process, the GDL considers both the horizontal and vertical gradients. By comparing the difference between the gradient of the ground truth and the generated image, the model can generate sharper images. The advantage of this approach is that the loss function handles the horizontal and vertical gradients separately, which can give more direct guidance to the model. By increasing the texture gradient, the model can generate sharper images more specifically, compared with the method of blending the gradient values in the horizontal and vertical directions. The loss function of GDL is shown in (6) .
where the value of α is set to 1, and | · | denotes the abolute value function.
The total loss function is described in (7) .
where λ 1 and λ 2 represent the weights of l 1 loss and GDL, respectively. The method we proposed has the following advantages. First, we introduced the mask mechanism to make the predicted image copy the unchanging pixel directly from the original last input. This will ensure that our results are exactly the same as the ground truth image in the unchanged area. The generated image will have the same degree of sharpness and accuracy as the original image. At the same time, combined with our proposed strategy of synchronously exchanging information, our texture part also obtains time dynamic information, and it can be used to fill the changed area. With the help of these mechanisms, the images produced using our method are more accurate and less blurry.
IV. EXPERIMENT
In this section, we first introduce the implementation detail followed by datasets and evaluation criteria. Then, we compare the proposed method with the existing state-of-art video prediction methods. In addition, the ablation experiment on the three connection methods is performed. Finally, we show the results of the multi-frame prediction of the proposed model to illustrate the validity and accuracy of the model for long-term prediction.
A. IMPLEMENTATION DETAIL
We implement the network on TensorFlow and run it on an NVIDIA 1080Ti for around 8 hours. The weights λ 1 and λ 2 in the total loss function are both 1. During the training, we use the RMSProp optimizer to optimize network parameters. The learning rate is fixed to 0.0003 at the first 40,000 iterations and then we employ a poly learning rate policy for the last 40,000 iterations, where the learning rate is multiplied by 0.33 after every 10,000 iterations. Unless otherwise stated, all experiments use the same settings as described above.
B. DATASET AND EVALUATION CRITERION
Dataset. To evaluate the effectiveness of our proposed model, we conduct experiments on real-world datasets.
Considering different sports modes, the video can be divided into two categories according to the shooting angle of the camera. First, consider the dataset captured by the camera from the first perspective. To examine our model's robustness, we choose the video captured by the vehicle-mounted camera as training and testing datasets. Following the state-of-art Dual GAN [4] , we select all the raw video data in the Residential, City, and Road categories from the KITTI dataset [19] . These data are divided into a training dataset and a test dataset, of which 40K images are used for training and 2K images are used for testing. Center intercept is performed in both training set and test set to get images with the size of 256 × 256. The images are then fed to the network as input. Caltech [28] is also a dataset taken by the vehicle-mounted camera. In order to verify the effectiveness of the algorithm, we use the model trained on KITTI directly applied to Caltech [28] without fine-tune. The result is used to see whether the current model understands the motion pattern of the camera shot.
Then, consider the case where the camera is fixed during video capture. Here following [1] and [3] , we train the model on the UCF-101 [5] training set. The comparison is performed on 10% of the UCF-101 test images, where the test data is extracted from every 10 videos in the test set list, and we get about 70K images.
Evaluation criterion. The evaluation of results on both test datasets is measured using MSE, PSNR, and SSIM [29] . The smaller the MSE's value, the smaller the difference between the generated image and the real image. The higher value of PSNR and SSIM means that the generated image is more similar to the real image.
C. COMPARISON WITH STATE-OF-ART METHODS

Comparison on KITTI and Caltech.
In this part, we use 4 frames of video frames as input and output 1 frame. For the shallow temporal subnetwork part, we use two 3D convolutional layers with kernel size 5 × 5 × 3 and stride 1. The deep part including five 2D convolution layers, whose kernel size is 5 × 5, and stride is 1. As for spatial subnetwork, since this part is used to extract texture information, we use kernels with smaller size compared with the temporal subnetwork.
Here we select to use 2D convolution with kernels of 3 × 3 and stride is 1.
The test results are shown in Table I . We directly compared our results with those in [4] . In order to demonstrate the performance of our model as a backbone network, we make a comparison with the results of w/o GAN in Dual GAN [4] . It can be seen that even though our model uses only 4 frames as input, it can still achieve the same or even better effect than Dual GAN [4] using 10 frames for input and outputting one frame. This shows that our network structure is robust. Even if the observation sequence is short, the temporal subnetwork structure can still extract valid dynamic information from it. We attribute this to the 3D convolutional layers of the shallow part of the temporal subnetwork, which extracts dynamic information efficiently. At the same time, the detachability of our network structure makes that the spatial information extraction unaffected by the length of the observation sequence. This is because it is only related to the last frame of the observation sequence, the spatial subnetwork can always provide stable texture feature information. Compared to our method, the previous methods are inseparable. And the input of the network will directly affect the extracted spatio-temporal information of the network. Ultimately, generated images may have artifactitious or inaccuracy problems. In a word, this is a significant improvement compared with the previous algorithms. Fig. 3 shows the qualitative results of our model in KITTI. First of all, our result is consistent with the input image in color, compared with the distortion produced by the BeyondMSE result (see Fig. 3 , the color of the tree). Compared with the darkened result of the BeyondMSE result, the color of our result is more natural and closer to the ground truth. The model extracts the image content information through the spatial subnet, combined with the novel mix connection, and realizes the exchange of information throughout, which can ensure the consistency between the generated results and the input in content. Secondly, our result still retains the integrity of the structure. For example, the shadow of the trees in Fig. 3 and the part circled by the red rectangle. We can find that in these two areas, the structure of our results is more intact, without severe deformation or artifact, compared with the results of BeyondMSE. We attribute it to the Mask generated by the temporal subnet, which is used to identify the non-moving part of the prediction. It retains more structural information and can guide the network to produce more natural results.
Comparison on UCF-101. In this part, we compare our method with some competitive methods: DVF [3] , Z-Order [18] , Beyond MSE [1] , and MCNet [38] . We adjusted the model and adopted the standard of two input frames and one output frame. The model has the same setting as the network running on KITTI except that the number of 3D convolutional layers in the temporal subnetwork. Because our network structure changes dynamically depending on the number of input frames. The shallow part layer of the temporal subnetwork is changed from 2 to 1. The two images are the smallest contiguous unit and can no longer be further split. Naturally, as the input frame gets shorter, the effect of our model should get worse in the subjective consciousness. But in fact, our model performs favorably against state-of-art methods. Table 2 illustrates the quantitative results. And Fig. 4 shows some of our qualitative results. As can be seen from generated images, our network can predict the motion trend of objects accurately. However, other methods have the situation of blurring images (see Fig. 4 , the results from Z-Order, Beyond MSE, and MCNet), or even losing information (the (b) set in Fig. 4 , the result generated by DVF). This illustrates that the temporal subnetwork can effectively learn and capture the motion characteristics and motion patterns of the input image sequence. At the same time, we can observe that the content of the background part is more stable and the restoration details are clear and accurate. This can be accredited to the introduction of the mask mechanism. The good performance is also attributed to the texture feature extraction ability of spatial subnetwork. Benefit from the network's unique dual-stream processing mechanism and dense information exchange connection, our generated images have no ghosting phenomena like the previous algorithms.
D. ABLATION STUDY
In this section, we explored the effect of different connection methods on the results. Here, we designed two other connection types for comparison, which are different from MixPred's connection type described in Section III part C. The connection mode is shown in Fig. 5 . In order to make the presentation result clearer, in these three structure diagrams, we omit the output results, leaving only convolution layers and cross-lines. Here we call them sparse and cut. And the original structure of the network is named vanilla. The sparse substitutes sparse connection for dense connection in the middle layer. The purpose is to verify whether there is redundant information in the network under the vanilla connection mode. The cut is to fuse information on the last two convolutional layers in order to show that earlier information interactions will be not harmful.
We trained and tested networks with mentioned above three connection types on UCF-101 to compare the quality of generated images. All the experiments use 4 frames for FIGURE 7. Comparison of quantitative results on UCF101 10% test set. The results are generated by CopyLast, MCNet [38] and Our method. Given 2 input frames, the models predict 4 frames recursively, one by one. The three rows are respectively MSE, PSNR, and SSIM. input and 1 frame for output. The quantitative result is shown in Fig. 6 . It can be seen from the results, compared to sparse, vanilla's results have some improvement in PSNR and MSE, which are 0.36 and 2.9 × 10 −4 , respectively. This shows that the use of more intensive interactive connections can enhance the guidance of each layer of features compared to sparse connections. This connection allows the spatial subnetwork to modify only a portion of the feature maps at a time, rather than trying to correct a cumulative result. This alleviates the tasks undertaken by each layer of the network model, making the network model effective. Although vanilla and cut differ only in the structure of the information exchange channel between the two subnetworks, there is still a difference of 0.18 on the PSNR and 1.4 × 10 −4 on the MSE. It indicates that earlier information exchange will help feature maps adjust instantly and avoid the accumulation of errors. The difference in results between the three shows that the introduction of information exchange as early as possible can improve the performance of the network. The experimental data of cut is better than sparse overall, which indicates that earlier correction error accumulation seems to be more important to improve network performance than introducing information exchange earlier.
At the same time, the horizontal comparison of our method is made in terms of using different numbers of input frames. We compare the results using 2 and 4 frames as input in the same vanilla connection mode on the UCF-101 test dataset. The results are shown in Fig. 6 (a) using green triangle and purple cross to mark 4 and 2 frames, respectively. We find that the test result using 2 frames as input is slightly lower than using 4 frames. This difference is due to the fact that the dynamic information provided by the 2 frames as input is not rich enough compared to 4 frames. However, the difference between the two results is not obvious. We attribute this performance stability to the separate processing of texture content and motion features by the network, and the powerful feature extraction performance of the temporal subnetwork for motion patterns. Fig. 6 (c) shows the convergence of network with three connection types, training under the same experimental conditions. It can be seen from the figure that the convergence speeds of the three modes are almost the same, and different connection types do not cause large fluctuations during network training. This shows that the structure of our network is stable.
E. MULTIPLE FRAME PREDICTIONS
In order to test the long-distance prediction ability of the model, we performed a multi-frame prediction task. Here we give 2 frames of input and iteratively output 4 frames. We still use the model trained on UCF-101, which accepts 2 frames as input and gives 1 frame output. The model uses the generated image as input to the next step and loops this operation. In Fig. 7 , we show a quantitative comparison of the loop generation images between our model, MCNet, and the last input. It can be seen from the three evaluation indicators that our results are the best in the comparison methods. In Fig. 8 , we show the results of the long-term loop generation of our model. From the results, we can see that the images generated by the model are still convincing, which means that our model can predict long-term movement trends precisely. This is due to the accurate grasp of the motion mode by the temporal subnetwork. The separation mechanism of the spatio-temporal features enables the generated image to successfully retain a large amount of detail information. The network separates the mask information of the moving part and the nonmoving part. This mechanism ensures that color distortion does not occur in the image generated by the later loop generation. In many existing methods, color distortion is present and it is the cause of color imbalance of generating images. Therefore this phenomenon results in a poor perception of human eyes.
The deformation motion of nonrigid objects (such as people), or the rotational motion of rigid objects, resulting in inconsistent motion velocity. Therefore different parts of the same object will have different amplitudes of motion. In this motion and texture separation process, the gross movement part can still be retained after multiple iteration processing. In general, our model is still valid for multi-frame prediction tasks.
V. CONCLUSION
In this paper, we propose a novel network named MixPred. Based on the temporal and spatial characteristics of video data, this model splits the prediction problem into two subproblems: time prediction and content texture filling. We also propose an information fusion method for feature map interaction between subnetworks. It is proved by experiments that this method can simultaneously promote two subnetworks to generate better results. According to the camera's perspective, we divide the videos into two categories and train the networks on UCF-101 and KITTI and test on UCF-101, KITTI & Caltech. Experiments show that we can achieve a better effect than state-of-art methods. In the future, we will use this network as a backbone to explore the models combining with other models (eg. GAN) to improve the effect and accuracy of the predicted image.
