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Abstract
It is well known that perturbative expansions of path integrals are divergent.
These expansions are to be understood as asymptotic expansions, which encode
the limiting behaviour of the path integral for positive small coupling. Conven-
tionally, the method of Borel summation assigns a finite answer to the divergent
expansion. Still, the Borel sum might not encode the full information of a func-
tion, because it misses exponentially small corrections. In the present work, we
consider a slight variation of the conventional Borel summation, in which a gen-
eralised Borel transform (an inverse Laplace transform) is followed by a direc-
tional Laplace transform. These new tools will allow us to give perhaps better
answers to typical problems in Borel summation: missing exponential corrections
and ambiguities in the Borel summation. In addition, we will define resurgence
as a connection between the discontinuity of a function and the coefficients of
its asymptotic expansion. From this definition, we will be able to reduce resur-
gence to the problem of missing exponential corrections in asymptotic expansions
and understand, within a unified framework, different approaches to resurgence
found in the literature.
1 Introduction
We consider a general field theory whose action is S[φ,g], where φ is a field and g is a
coupling that parametrises the strength of the field interaction. The expectation value
of an arbitrary functional O[φ] is given by the Euclidean path integral
〈O〉(g) = 1
Z(g)
∫
[dφ] e−S[φ,g] O[φ] , (1.1)
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where Z(g) is the partition function of the theory.
We assume that the free theory (g = 0) reduces to a multivariate normal distribution,
so we have a method to compute any desired expectation value of a polynomial in the
fields (either Isserlis’ theorem or Wick’s theorem). Using perturbation theory, we may
then compute expectation values in the interacting theory as an expression in powers
of g:
〈O〉(g) ∼
∑
n>0
ang
n , g→ 0+, (1.2)
which is to be understood as an asymptotic expansion (in the mathematical sense) for
〈O〉(g), rather than a Taylor expansion around g = 0. In fact, the series diverges for all
values of g 6= 0. The coefficients an, given by combinations of expectation values in
the free theory, are factorially divergent [1, 2, 3].
Resurgence is concerned with whether the asymptotic expansion in Eq. 1.2 encodes,
in some way, the full information about 〈O〉(g) as a function of g. Even if we will
base the discussion around path integrals, this question clearly makes sense for any
arbitrary function, no matter where its asymptotic expansion comes from.
In physics, resurgence has been gathering attention over the past years. It has appli-
cations in quantum mechanics [4], matrix models [5], supersymmetric gauge theories
[6] and topological string theory [7]. For a very exhaustive list of references, see the
introduction in [8].
Conventionally, the divergent asymptotic expansion in Eq. 1.2 is resummed to a finite
answer by a process known as Borel summation. This process consists of two steps.
First, we compute the Borel transform of the asymptotic series, given by
∑
anζ
n/n!.
Second, we «reverse» the first step by computing the Laplace transform of the Borel
transform. This Laplace transform, known as the Borel sum, now converges for g > 0
and shares the same asymptotic expansion as the original function.
However, there is no reason to believe that the Borel sum of the asymptotic expansion
coincides with the original function. In fact, as much as both of these functions share
the same asymptotic expansion, they might still differ by exponentially suppressed
corrections that are hidden beyond all terms of this expansion.1
In addition, the large order behaviour of the coefficients an produce singularities in
the Borel transform. These singularities may give rise to exponentially suppressed
ambiguities in the resummation procedure. Thus, we are forced to add exponential
corrections to the original asymptotic expansion so as to cancel these ambiguities.
1Actually, this is even true for convergent asymptotic expansions. Two functions might share the
same convergent asymptotic expansion, but still differ by an exponential correction. The problem arises
not because an expansion is divergent, but because it is asymptotic.
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Instead of the asymptotic expansion in Eq. 1.2, we consider the following extension,
known as a transseries, which incorporates potentially missing exponential correc-
tions,
〈O〉(g) ∼
∑
n>0
ang
n + ie−S1/g(−g)−α
∑
n>0
bng
n + . . . , g→ 0+, (1.3)
where S1 > 0 and the dots might contain additional exponential corrections, like
e−S/g, with S > S1.
The coefficients an are obtained from quantum fluctuations around the trivial saddle
point of the action S. That is, a field configuration Φ for which δS[Φ,g]/δφ = 0 and
S[Φ,g] = 0. The coefficients bn are computed from non-trivial saddle points, with
S[Φ,g] = S1/g 6= 0.
At first sight, it seems like there is no way that the original asymptotic expansion
encodes the full information of the function. Clearly, the coefficients bn may be com-
pletely decoupled from the an. Nevertheless, in the context of path integrals, there is
indeed a connection between the two sets of coefficients. As described in [9], resur-
gence is the connection between the large order behaviour of the coefficients an and
the low order behaviour of the coefficients bn (and, in fact, this connection also hap-
pens between different exponential sectors of the transseries). In this sense, the infor-
mation in bn and in the coefficients of other exponential sectors is redundant. In other
words, the asymptotic expansion in Eq. 1.2 fully encodes the function.
Closely related, in quantum mechanics, the energy levels of a Hamiltonian can be
written as a 1-dimensional Euclidean path integral. For example, the ground energy
is given by
E(g) = lim
T→+∞− 1T log Tr
(
e−HT
)
, (1.4)
where
Tr
(
e−HT
)
=
∫
q(0)=q(T)
[dq] e−S[φ,g] (1.5)
and S[φ,g] is the field version of the Hamiltonian H integrated in the time interval
[0, T ]. As in the case of the field theory, we may compute an asymptotic expansion
E(g) ∼
∑
n>0
ang
n , g→ 0+ . (1.6)
In this scenario, E(g) has a branch cut along R− and resurgence is understood as a
connection between the leading behaviour, for g→ 0−, of the discontinuity along the
cut DiscE(g) and the large order behaviour of the coefficients an in Eq. 1.6 [4, 10, 11].2
2Perhaps it is even better to think that the connection is in fact between the coefficients of the asymp-
totic expansion of Tr
(
e−HT
)
and the discontinuity of this function. As argued in [4], this connection is
then inherited by E through the relation in Eq. 1.4.
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At the same time, the asymptotic behaviour of DiscE(g) can be computed from the
non-trivial saddle points of the action appearing in Eq. 1.5 [4, 11]. In particular, ifΦ is
a saddle point with S[Φ,g] = S1/g, then
DiscE(g) ∼ 2i e−S1/g(−g)−α
∑
n>0
bng
n , g→ 0−, (1.7)
for some bn and α.
To recapitulate, we have seen that there are two different ways to understand resur-
gence. In the first case, in a general field theory, we have a connection between the
coefficients an and bn in the transseries of Eq. 1.3. In the second case, in quantum me-
chanics, we have a connection between the coefficients an in the asymptotic expansion
of Eq. 1.6 and the coefficients bn in Eq. 1.7, which encode the asymptotic behaviour
of the discontinuity. In the present work, we will argue that both interpretations of
resurgence are two sides of the same coin.
As a preparation, in Section 2 we will introduce the tools and the notation that we will
use thorough this work. The new tools are just extensions of the conventional Borel
transform and Borel sum. In this section, we will argue why it makes sense to consider
these generalisations.
In Section 3, we will discuss sufficient conditions that forbid the existence of exponen-
tial corrections hidden beyond the asymptotic expansion of a function. This result is
known as Nevanlinna’s theorem and it will be central to our discussions and conclu-
sions in the forthcoming sections.
In Section 5, under the framework of Borel and Laplace transforms, we will formalise
the connection previously described between the asymptotic expansion of the ground
energy E(g) and its discontinuity (first presented in [10] and valid when E(g) satisfies
a dispersion relation in the g plane). We will call this result a «resurgent connection»,
because it is a connection between the trivial saddle point of the action S and the non-
trivial saddle points. To introduce the reader in this topic, we will first review the
work of [10] in Section 4.
Also, in Section 5, we will show that the discontinuity of a function determines the sin-
gularities of its Borel transform. Conversely, singularities in the Borel plane determine
the discontinuity of the function.
Section 6 contains the main results of this work. There we will exemplify that «me-
dian resummed series» still feature the resurgent connection even if those functions
never satisfy a dispersion relation. Then, for median resummed series, we will bring
together two apparently unrelated features: the resurgent connection as described in
[10] and the connection between the coefficients an, bn in the transseries of Eq. 1.3.
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2 Tools and notation
Because the results presented in this work hold for a variety of situations, we will
consider a generic complex analytic function f with a power-like asymptotic expan-
sion given by
f(z) ∼
∑
n>0
an
zn+1
, z→ +∞ , (2.1)
where the coefficients an are factorially divergent, so the series diverges for all z.
When relevant, we will frame the discussion again in the context of physics. In par-
ticular, f will be an Euclidean path integral (like Eq. 1.1 or Eq. 1.5) and z = 1/g.3 In
perturbation theory, we compute an asymptotic expansion of f in powers of small
positive g, which corresponds precisely to the expansion in Eq. 2.1.
It is standard to define the Borel transform of the asymptotic series in Eq. 2.1:
B(ζ) =
∑
n>0
anζ
n
n!
. (2.2)
Because the an are factorially divergent, this function converges in a disc around 0. If
we can analytically continue the Borel transform to a strip around R+, then we may
verify that the Laplace transform of B satisfies∫∞
0
dζ e−zζ B(ζ) ∼
∑
n>0
an
zn+1
, z→ +∞ . (2.3)
by integrating Eq. 2.2 term by term. The formalisation of this result is part (ii) of
Nevanlinna’s theorem below.
Given that f and the above Laplace transform both have the same asymptotic expan-
sion, one hopes the two functions coincide. However, this might not be true in general,
because two functions that differ by an exponentially small term, like e−z, still share
the same power-like asymptotic expansion. Part (i) of Nevanlinna’s theorem gives
sufficient conditions to ensure that these exponential corrections are not present and,
thus, to ensure that f coincides with the Laplace transform in Eq. 2.3.
In the present work, instead of the conventional Borel transform in Eq. 2.2, we consider
the inverse Laplace transform
B(ζ) =
1
2pii
∫
Ca
dz ezζ f(z) , (2.4)
3On some occasions, for the discussion of quark-hadron duality (see [12] for an introduction), f will
be a two-point correlator in quantum chromodynamics and z = q2, where q is the (large) momentum
going through the correlator. In this case, Eq. 2.1 has to be understood as the operator product expansion
of the correlator and, in all generality, the coefficients an can contain logarithms of z = q2.
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where Ca is the path a+ iy, y ∈ R, with a a constant to the right of all singularities of
f.
There are two reasons for this redefinition. First, it applies whether f admits the
asymptotic expansion in Eq. 2.1 or not. Second, it clearly reveals that the Borel trans-
form B is related to the singularities of f and, in particular, to its discontinuity.
One can check that this definition coincides with Eq. 2.2 if the f(z) appearing in Eq. 2.4
is replaced by its power-like asymptotic expansion and each term 1/zn+1 is integrated
with the residue theorem. In this sense, the inverse Laplace transform in Eq. 2.4 is an
extension on the initial definition of the Borel transform.
Instead of the conventional Laplace transform in Eq. 2.3, we will consider different
directions of integration: ∫∞eiθ
0
dζ e−zζ B(ζ) , (2.5)
parametrised by θ. In the standard discussion on Borel summation, only two paths,
slightly above and slightly below the positive real axis, are considered. These two
paths can be obtained by taking θ close to 0. Let us argue why considering arbitrary
directions θwill be convenient.
In order to correctly identify the presence of exponential corrections hidden from an
asymptotic expansion, we need to understand what happens in the whole complex
plane of z. Intuitively, while exponential corrections might be hidden for z → +∞,
they might become enhanced by taking the limit in an arbitrary direction: z→∞eiθ.
Our first observation is that, if |B(ζ)| 6 KeA|ζ| (we say B is exponentially bounded),
then ∫∞
0
|dζ|
∣∣e−zζ∣∣ |B(ζ)| 6 K ∫∞
0
dζ e−(<(z)−A)ζ (2.6)
and the last integral converges if and only if <(z) − A > 0. Absolute convergence
ensures that the Laplace transform defines an analytic function in <(z) > A. Now,
changing the direction θ in the Laplace transform, we attain the regions of absolute
convergence <
(
zeiθ
)
> A. If no singularities are located between the directions θ and
θ = 0, then the original Laplace transform yields the same result as the directional
Laplace transform in the intersection <(z) > A ∩<(zeiθ) > A. Thus, the directional
Laplace transform provides analytical continuations to the original Laplace transform.
Changing the direction of integration lets us explore the whole complex plane of z and,
in fact, some regions of the Riemann surface of the function.
This has two main advantages. First, We will be able to extend the validity of the
original asymptotic expansion from z > 0 to different regions of the Riemann surface.
Second, we will understand the imaginary ambiguities that may arise in conventional
Borel summation in the following way: the two Borel summations (above and below
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the positive real axis) have a different imaginary part because they are actually two
different analytical continuations of a function with domain in a Riemann surface. The
directional Laplace transform in Eq. 2.5 is also considered in [8] with similar interpre-
tations.
3 Nevanlinna’s theorem
It is impossible in general to reconstruct a function solely from the information con-
tained in its power-like asymptotic expansion. For example, two functions that differ
by an exponentially suppressed term have the same asymptotic expansion. Nevan-
linna’s theorem provides sufficient conditions which forbid the presence of exponen-
tial corrections hidden beyond the asymptotic expansion and, in those circumstances,
the function can be in fact recovered from this expansion by the process of Borel sum-
mation. Let us first state the theorem. The proof is sketched in [13].
We review the theorem and its discussion because it contains relevant observations
that will prove useful in later sections.
Theorem 1 (Nevanlinna’s theorem). (i) Let f be an analytic function in <(z) > A and
satisfy there
f(z) =
N−1∑
n=0
an
zn+1
+ RN(z) (3.1)
with
|RN(z)| 6 L(N+ 1)!
(
σ/|z|
)N+1, (3.2)
where L > 0 and σ > 0. (We say f admits
∑
an/z
n+1 as a uniform 1-Gevrey asymptotic
expansion in <(z) > A).
Under the above hypothesis, the series
B(ζ) =
∑
n>0
anζ
n
n!
(3.3)
converges in |ζ| < 1/σ and has an analytic continuation to the strip Sσ =
⋃
ζ0∈R+D(ζ0, 1/σ),
where D(ζ0, r) is an open disc of centre ζ0 and radius r.4 Furthermore,
|B(ζ)| 6 KeA|ζ| , (3.4)
4The bound in Eq. 3.2 indicates that the coefficients an are, at most, factorially divergent, but there is
no restriction on their phase. In particular, they could have fixed sign, which would then be incompatible
with the fact that B has no singularities in the positive real axis. In Example 1, we will clarify this
apparent contradiction and understand that the condition that f is analytic in <(z) > A implicitly forces
that the an cannot be of fixed sign.
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with K > 0, in every strip Sσ ′ with σ ′ > σ, and f can be recovered from the Laplace transform
f(z) =
∫∞
0
dζ e−zζ B(ζ) , <(z) > A . (3.5)
(ii) If B(ζ) is analytic in the strip Sσ ′ (for all σ ′ > σ) and there satisfies the bound of Eq. 3.4,
then the function f defined by Eq. 3.5 is analytic in <(z) > A and admits
∑
B(n)(0)/zn+1
as a uniform 1-Gevrey asymptotic expansion in <(z) > a, for any a > A.
Part (i) of the theorem gives sufficient conditions under which f is uniquely recovered
from the coefficients an and further presents a particular way to do so: through the
Borel summation of Eq. 3.5.
Part (ii) specifies that the sufficient conditions of part (i) are also necessary in the fol-
lowing sense. If Eq. 3.1 and Eq. 3.2 are not satisfied at least in a region of the type
<(z) > a, then f cannot be recovered from its asymptotic expansion using the Borel
summation in Eq. 3.5 (although that does not mean f cannot be uniquely recovered
through other methods, as we will see in Example 1).
In essence, Nevanlinna’s theorem states that, if f satisfies Eq. 3.1 and Eq. 3.2 in <(z) >
A, then the remainder RN cannot contain any exponential corrections. For example,
if RN(z) contained e−z, then we would see this term when taking the limit |z| → ∞
with z in parallel to the imaginary axis (always keeping z inside <(z) > A). Indeed,
|e−z| = e−<(z) would not approach 0 for large z, because<(z) would go to a constant.
Additional discussion regarding this point can be found in [13].
Example 1. If the hypotheses in part (i) are satisfied, one of the implications is that the Borel
transform of fmust be analytic in some strip Sσ. Let us discuss the following function, defined
in terms of the exponential integral E1:
f(z) = −e−zE1(−z) ∼
∑
n>0
n!
zn+1
, |z|→∞ , (3.6)
whose Borel transform is B(ζ) = 1/(1 − ζ), with an explicit singularity at 1 ∈ Sσ. This
implies either f is not analytic in any of the regions <(z) > A or the bound of Eq. 3.2 fails
there.
The exponential integral E1 is a multivalued function that can be written as
E1(z) = −γ− log(z) −
∑
k>1
(−z)k
k! k
. (3.7)
Because the series on the right defines an entire function, this expression shows that f has a
logarithmic singularity at z = 0.
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e−iθR+
−θ
A
z plane
(a) <
(
zeiθ
)
> A
Sσ(θ)
|B(ζ)| 6 KeA|ζ|
θ
ζ plane
(b) Sσ(θ) =
⋃
ζ0∈eiθR+D(ζ0, 1/σ)
Figure 1: Regions where the generalisation of Theorem 1 applies.
The branch cut of the logarithm is conventionally placed along R−. Thus, f has a branch cut
along R+. It is obvious in this case that f is not analytic in <(z) > A for any A. However,
choosing a different branch for the logarithm, the branch cut may be placed alongR−. Namely,
consider the function {
−e−zE1(−z) if =(z) 6 0
−e−z(E1(−z) − 2pii) if =(z) > 0 .
(3.8)
This function has the same Borel transform B as f (because the singularities of f did not
change), but now its branch cut stretches alongR−. In moving the cut, we have introduced an
exponential term that is not suppressed along iR+. Therefore, by making the function analytic
in <(z) > A, the remainder RN no longer satisfies the bound in Eq. 3.2.
Still, f can be in fact uniquely recovered from its asymptotic expansion, in the sense that f is
the only function that has the asymptotic expansion
∑
n!/zn+1 uniformly valid in <(z) < 0
(compared to <(z) > 0). We need a slight modification of Theorem 1. Instead of the region
<(z) > A in part (i) of the theorem, we consider the generalised region <
(
zeiθ
)
> A, which
is the half-plane bisected by the half-line e−iθR+ and whose boundary is at a distance A from
0 (see Figure 1). In addition, the strip where B is analytic and satisfies the bound of Eq. 3.4
is replaced by Sσ(θ) =
⋃
ζ0∈eiθR+D(ζ0, 1/σ). Then, f can be recovered from the directional
Laplace transform
f(z) =
∫∞eiθ
0
dζ e−zζB(ζ) , <
(
zeiθ
)
> A . (3.9)
Part (ii) of the theorem may be modified in the same way.
For the example at hand, we might consider θ = pi. The function f is analytic in<(z) < 0 and
admits
∑
n!/zn+1 as a uniform 1-Gevrey asymptotic expansion in that region. Thus f can be
uniquely recovered from the coefficients an = n! in<(z) < 0 through Borel summation along
the direction θ = pi.
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This example shows that it is not necessary that a function satisfies the hypothesis of
part (i) of Nevanlinna’s theorem in <(z) > A, but it is enough if they are satisfied in
some half-plane <
(
zeiθ
)
> A.
The example also shows that the situations between f(z) and f(−z) are symmetric. For
f(−z), the Borel transform is B(−ζ), which has a pole at ζ = −1, so it does not interfere
with the standard Borel summation. For f(z), even if the pole at ζ = 1 interferes with
the summation, we may just change the direction of summation. In both cases, the
function may be uniquely recovered from its asymptotic expansions, as we would
naturally expect.
As a final remark, we notice that f(z) in Eq. 3.6 has an imaginary exponentially small
part for z > 0, coming from the logarithm in Eq. 3.7. This imaginary part is ambiguous
and can also be traced to the presence of the pole at ζ = 1. The asymptotic expansions
of path integrals in powers of the coupling g = 1/z sometimes are non-alternating, as
in Eq. 3.6. Thus the Borel sums of these expansions also have imaginary exponentially
small parts for z > 0. Nevertheless, we expect that path integrals are real for positive
coupling (z > 0). Therefore we will always need exponential corrections to cancel
those imaginary parts. In particular, this means that these path integrals will never
satisfy the conditions of Nevanlinna’s theorem or its generalisation.
4 The resurgent connection, a first approach by dispersion re-
lations
In the present section, we will review the derivation of the resurgent connection de-
veloped by [10], which is based on the existence of a dispersion relation. This part
will serve as an introduction for Section 5, where we will give precise conditions that
guarantee the resurgent connection.
Given a function f analytic in C \R−, we assume that
f(z) ∼
∑
n>0
an
zn+1
, z→ +∞ , (4.1)
and
Disc f(z) ∼ 2i b0 e−Sz(−z)α−1 , z→ −∞ , (4.2)
where Disc f(z) = f(z + i0) − f(z − i0) with z < 0. The resurgent connection is the
relation between the large −z behaviour of Disc f and the large order behaviour of the
coefficients an.
If f is a path integral, this is in fact a connection between large order perturbative
physics and low order non-perturbative physics. The coefficients an in Eq. 4.1 are
— 10 —
Cδ
R
δ
•
z plane
γδ,R
CR
Figure 2: Closed path for a dispersion relation. The width of the path γδ,R aroundR−
is already taken to 0.
computed from quantum fluctuations around the trivial saddle point (saddle points
with zero action), while the coefficient b0 in Eq. 4.2 is computed from fluctuations
around non-trivial saddle points (non-zero action).5 It is in this sense that the connec-
tion is «resurgent».
We note that Lipatov’s method [3] also describes a connection between the large order
behaviour of the an and the non-trivial saddle points of the action (although in this
case, the connection exists with no mention to the discontinuity of f at all). See [15] for
an illustration of this method on different field models.
The power of the resurgent connection is that a single diagram, encoding b0, is enough
to determine the values of the an for large n, an information that would require the
computation of an infinite number of diagrams otherwise.
To determine the exact resurgent connection, we consider the closed path in Figure 2.
Using the residue theorem, we have
f(z) = −
1
2pii
∫R
δ
dw
Disc f(−w)
w+ z
+ Iδ(z) + IR(z) , (4.3)
where Iδ(z) and IR(z) are the integrals of f(w)/(w− z)/(2pii) around Cδ and CR, re-
spectively. The width of γδ,R is already taken to 0 and so the integral along this path
can be written as an integral in [δ,R] of the discontinuity of f.
First, let us assume that Iδ(z) does not contribute to the large order behaviour of the
5For example, in [11], where the ground energy of the anharmonic oscillator is discussed, b0 is com-
puted in this way. In [14, Sec. 2.3], this computation is carried out for a 0-dimensional quartic interaction.
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an. In essence, what happens at small z (around the circle Cδ) should be independent
of the behaviour at large z (encoded in the coefficients an). This argument is heuristic
at this point, but we will formalise it in Section 5. We note that the hypothesis Iδ(z)→
0 when δ → 0 was needed in [10] in order to derive the resurgent connection. We are
improving on the original discussion by not demanding any condition on Iδ(z).
Second, we assume that |IR(z)| → 0 for R → ∞.6 This assumption is essential in the
discussion of [10]. We will show in Example 2 below that if this hypothesis fails, then
the resurgent connection may not take place in general. Still, in Section 6, we will be
able to identify a less restrictive set of functions for which the connection holds even
if IR(z) does not vanish for large R (these will be the functions obtained from median
resummation).
Finally, we invoke the Taylor expansion of 1/(w+ z) aroundw = 0 and integrate term
by term in Eq. 4.3:
f(z) − Iδ(z) = −
1
2pii
∫∞
δ
dw
Disc f(−w)
w+ z
= −
1
2pii
∫∞
δ
dwDisc f(−w)
1
z
∑
n>0
(
−
w
z
)n
∼
∑
n>0
1
zn+1
[
(−1)n+1
2pii
∫∞
δ
dwwnDisc f(−w)
]
.
(4.4)
Notice that the Taylor expansion of 1/(w+ z) should only be valid inside the disc of
convergence |w| < |z|, but the line of integration stretches much beyond this region
for any finite z. This is the typical situation where integrating term by term yields a
divergent asymptotic expansion, rather than a convergent series.
Comparing the last line in Eq. 4.4, with the asymptotic expansion f(z) ∼
∑
an/z
n+1,
we already conclude that
an ' (−1)
n+1
2pii
∫∞
δ
dwwnDisc f(−w) , (4.5)
and the equality is exact up to corrections coming from Iδ(z).
As we are only interested in the high order behaviour of the an, we ignore the contri-
bution form Iδ(z) and choose δ large enough so that we may replace Disc f(−z) by its
behaviour at large −z, quoted in Eq. 4.2. After integration we obtain
an ∼
(−1)n+1
pi
Γ(n+α)
(−S)n+α
b0 , n→∞ . (4.6)
6Under this assumption, we say f satisfies a dispersion relation (regardless of the contribution from
Iδ). Also note that «dispersion relation» is commonly associated with the q2 plane, where q is some
relevant momentum. Here we use this term with no regards to the physical interpretation of z.
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This concludes the derivation of the resurgent connection.
We would like to warn the reader that there is a caveat with this derivation of Eq. 4.6.
In Appendix A, we discuss an example where all the assumptions in the present sec-
tion are satisfied, but even then there is no correspondence between Eq. 4.2 and Eq. 4.6.
In fact, the reason this derivations is not complete is because we did not keep track of
the error between the true an and the approximation in Eq. 4.6. We will take care of
this issue in Section 5.
In the following, we discuss a simple example to understand the importance of the
assumption that IR(z) vanishes at large R.
Example 2. Consider the function
g(z) = −e−z
[
E1(−z) + log(−z)
]
, (4.7)
which is the same function as in Example 1, but with an additional exponential term. From
Eq. 3.7, it is easy to check that the function of this example is entire. In particular, this means
its discontinuity is 0.
An asymptotic expansion for g is given by
g(z) ∼
∑
n>0
n!
zn+1
, <(z) > 0 , (4.8)
which is the same expansion as in Eq. 3.6, but the region of validity cannot be extended past
the imaginary axis. This is because the exponential term −e−z log(−z) becomes enhanced in
<(z) < 0. In fact, the expansion is not uniformly valid in <(z) > 0, because the modulus of
the exponential term goes like log |z| along lines parallel to the imaginary axis.
The function g does not feature a resurgent connection. If it did, given the 0 discontinuity
(smaller than e−Sz at large −z for all S < 0), the coefficients an should be smaller than
n!/(−S)n for all S < 0, which clearly is not the case.
Of course, this function fails to realise the assumptions that we demanded in the previous
derivation. In particular, it fails the hypothesis that IR(z) vanishes at large R, due to the
presence of the exponential term −e−z log(−z).
One might think that f will always satisfy a dispersion relation provided we perform
enough subtractions. This is correct up to some point. Leading terms in the asymp-
totic expansion like zn or logn(z) (with n > 0) can be eliminated until the subtracted
function vanishes for |z| → ∞, so it satisfies a dispersion relation. But exponential
corrections hidden beyond the asymptotic expansion cannot be dealt in the same way,
so they will always spoil the dispersion relation.
In spite of this, we notice that the resurgent connection can still take place if the ex-
ponential corrections make no contribution to the discontinuity of f. As we will see
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in Section 6, this last observation will be central to the generalisation of the resur-
gent connection beyond functions that satisfy a dispersion relation. In this sense, our
discussion will generalise that of [10].
5 The resurgent connection, formal statements
Before presenting the formal statements of the resurgent connection, we will develop
some intuition by discussing the particular example below.
Example 3. The function f(z) = ezE1(z) has the discontinuity
Disc f(z) = −2piiez , z < 0 , (5.1)
which can be computed from the logarithm in Eq. 3.7.
The inverse Laplace transform of f is
B(ζ) = −
1
2pii
∫
γ0,∞dz e
zζ f(z) =
1
2pii
∫−∞
0
dz ezζDisc f(z) =
1
ζ+ 1
. (5.2)
Here we have started from the definition in Eq. 2.4 and deformed the path Ca into γ0,∞. Note
that this deformation is possible because f goes to 0 for large |z| in the region <(z) 6 a.
Using the integral representation of E1, one can analytically check that the Laplace transform
of B recovers f. Thus, in this case,
f(z) =
∫∞
0
dζ e−zζ B(ζ) ∼
∑
n>0
(−1)nn!
zn+1
, <(z) > 0 , (5.3)
where the asymptotic expansion is obtained from part (ii) of Nevanlinna’s theorem, with
B(n)(0) = (−1)nn!.
This is an explicit verification of the resurgent connection, where the discontinuity in Eq. 4.2
fixes the singularities of B and, in turn, the singularities determine the large order behaviour
in Eq. 4.6 of the coefficients an (in this case, the result is exact). This time we have used the
Borel framework as the main tool of the derivation, rather than a dispersion relation.
In addition, we now check that the converse resurgent connection also holds. That is, the large
order behaviour of the coefficients an fixes the singularities in B and, in turn, the singularities
determine the discontinuity of f.
We consider a function f whose asymptotic expansion is f(z) ∼
∑
(−1)nn!/zn+1, uniformly
valid in <(z) > 0. In this case, from part (i) of Nevanlinna’s theorem,
B(ζ) =
∑
n>0
anζ
n
n!
=
1
ζ+ 1
; f(z) =
∫∞
0
dζ e−zζ B(ζ) , <(z) > 0 . (5.4)
— 14 —
−fθ+
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−1
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θ−
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•
−1
(b)
Figure 3: Relationships between the family of functions fθ defined in Eq. 5.5.
It is easy to check that |B(ζ)| 6 K in |ζ| > R, for some K, R > 0.
We consider the family of functions
fθ(z) =
∫∞eiθ
0
dζ e−zζ B(ζ) , <
(
zeiθ
)
> 0 , (5.5)
and verify that, for θ+, θ− such that 0 6 |θ+ − θ−| < pi, the closed path in Figure 3a yields
fθ+(z) − fθ−(z) = lim
R→∞
∫
CR
dζ e−zζ B(ζ) = 0 , <
(
zeiθ+
)
> 0∩<(zeiθ−) > 0 . (5.6)
For any z in the intersection of the two half-planes, the integrand is exponentially suppressed
all along CR, thus the integral vanishes. This result can be formalized using the bound on |B|.
From Eq. 5.6, one understands that the family of functions fθ are just analytical continuations
of the same function f = f0 to different regions of the complex plane.
On the other hand, when we consider the two directions in Figure 3b, the integral along CR
again vanishes, but we now obtain a contribution from the residue of the integrand at ζ = −1:
fθ−(z) − fθ+(z) = −2piie
z , <
(
zeiθ+
)
> 0∩<(zeiθ−) > 0 . (5.7)
This result is easily understood in the Riemann surface of f, plotted in Figure 4. The two
directions θ+, θ− probe different regions of the Riemann surface (depicted in gray in the figure)
with the same projection in the complex plane. The discontinuity of f is the jump between the
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<(z) > 0
fθ−
fθ+
<(z) < 0
6
Disc f(z)
Figure 4: Riemann surface of f, defined in Eq. 5.4. The regions of analytical continua-
tion given by fθ+ and fθ− are depicted in grey.
two regions,7 which exactly corresponds to the difference in Eq. 5.7. That is, Disc f(z) =
−2piiez, as we expected.
Let us argue why it was somehow expected that the discontinuity of a function and
the coefficients an are related through the singularities in the Borel plane. An heuristic
argument by ’t Hooft shows that instanton singularities in the Borel plane are deter-
mined by the value of the action that each non-trivial saddle point attains [16] (also
see [14, Sec. 4.6] for a review).
In quantum mechanics, we know that the discontinuity of the path integral in Eq. 1.5
is computed from the non-trivial saddle points in the action S. Simultaneously, these
saddle points also determine the position of the singularities in the Borel plane by the
’t Hooft argument. Thus, we conclude that the discontinuity is related to the position
of the singularities.
After discussing Example 3, we are now in a good position to formally state the resur-
gent connection.
Proposition 1 (Resurgent connection). Let f be an analytic function in C \ (R−+A) and
7From now on, we define Disc f in this way, rather than as the limit Disc f(z) = f(z+ i0) − f(z− i0).
Note that, using this redefinition, Disc f is itself an analytic function and, as such, it admits analytical
continuations in its own Riemann surface. This will be relevant in Section 6.
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satisfy |f(z)| 6 |a0|/|z| in C minus a neighbourhood of A. Further assume that
Disc f(z) = 2i b0 e−Sz(−z)α−1
[
1+O
(
1
z
)]
, z→ −∞ , (5.8)
with S < 0.8 Then the Borel transform
B(ζ) =
1
2pii
∫
Ca
dz ezζ f(z) , (5.9)
with a > A, is analytic in<(ζ) > S and is exponentially bounded there by |B(ζ)| 6 KeA<(ζ).
Furthermore,
f(z) =
∫∞eiθ
0
dζ e−zζ B(ζ) ∼
∑
n>0
an
zn+1
, <
(
zeiθ
)
> a cos(θ) , (5.10)
(the asymptotic expansion being uniformly valid), with |θ| < pi/2 and
an = B
(n)(0) =
(−1)n+1
pi
Γ(n+α)
(−S)n+α
b0
[
1+O
(
1
n
)]
, n→∞ . (5.11)
The proof can be found in Appendix B. There we repeat the steps in the first part of
Example 3, but for a general function. First we define the Borel transform in Eq. 5.9
and check, using Eq. 5.8, that its Taylor coefficients B(n)(0) have the large order be-
haviour in Eq. 5.11. The tricky part is to prove the equality in Eq. 5.10, but once this is
done, the validity of the asymptotic expansion f(z) ∼
∑
an/z
n+1 is just a consequence
of part (ii) of Nevanlinna’s theorem.
A lesson that may be learned from Example 3 and Proposition 1 is that the resurgent
connection is always satisfied by functions that can be written as a Laplace transform.
We will transfer this result to the discussion of Section 6.
Observation 1. As we already pointed out after Eq. 4.6 (also in Appendix A), the
resurgent connection cannot take place if the error O(1/z) in Eq. 5.8 contains further
exponential corrections e−S1z with <(S1) < <(S), but with |S1| < |S|.
We have two different orderings in the Borel plane. The closest singularity to 0 deter-
mines the leading behaviour of the an. This is an ordering in |ζ|. The singularity with
the highest real part determines the leading behaviour of Disc f. This is an ordering in
<(ζ). In fact, this was already observed by [17] in the context of the operator product
expansion and quark-hadron duality.
In the assumptions of the proposition, we impose S < 0 in order to deal with Obser-
vation 1. The Borel transform B is analytic in<(ζ) > S, so the singularities in the Borel
8See below for a generalisation to S ∈ C \R+.
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plane can only be in the region<(ζ) 6 S. But, because S < 0, any of these singularities
will always be farther away from the origin than S. We could admit S ∈ C \R+ in the
proposition as long as we have additional assumptions on the Borel plane that forbid
the situation of Observation 1. A sketch of the proof for this generalised result can be
found in Appendix C.
In the following, we also present a kind of «converse» to Proposition 1. In this case
we make no mention to the asymptotic expansion of f, but rather we make assump-
tions directly over the Borel transform. Of course, if f has the asymptotic expansion∑
an/z
n+1, then the large order behaviour of the an determine the singularities of B.
It is in this sense that the proposition below is the converse statement.
Proposition 2 is a formalisation of the idea behind [17], where quark-hadron duality
was discussed in the framework of Borel transforms. The idea is closely related to
alien calculus and, in this context, it was already discussed in [18, p. 100–101].
Proposition 2. Given S ∈ C \R+ and  > 0, let B be an analytic function in a domain
containing R+ and the sector | arg(ζ− S)| 6 pi/2 + , from which we subtract the point S
and the cut arising from the singularity at S (see the grey region in Figure 5). Further assume
that |B(ζ)| 6 KeA|ζ| in the above domain and that
B(ζ) = −
b0
pi
Γ(α)
(ζ− S)α
[
1+O(ζ− S)
]
, ζ→ S . (5.12)
Then the function
f(z) =
∫∞
0
dζ e−zζ B(ζ) , <(z) > A , (5.13)
admits two analytic continuations (clockwise and anti-clockwise) around a disc of radius A
centred in the origin and their difference yields
Disc f(z) = 2i b0 e−Sz(−z)α−1
[
1+O
(
1
z
)]
, z→ −∞ . (5.14)
The proof can be found in Appendix D. In summary, if f is the Laplace transform in
Eq. 5.13, then we may compute analytic continuations of f by changing the direction
of integration. In addition, Disc fmay be computed from the difference of the Laplace
transform between the two directions−pi/2− and+pi/2+, as we saw in the second
part of Example 3. If necessary, we avoid the singularity at S by considering the paths
defined in Figure 5a.
Furthermore, the difference between the two Laplace transforms, and therefore Disc f,
can be rewritten as an integral along a single path, as that depicted in Figure 5b. Let
us call C to this path.
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S
θ
|B(ζ)| 6 KeA|ζ|
ζ plane
(a) fθ
C+
Cδ
C−
S
ζ plane
(b) Disc f
Figure 5: Contours of integration in the ζ plane needed to define fθ and Disc f, re-
spectively, for the proof of Proposition 2. The grey region (minus S and its cut) is the
domain where B is analytic.
We notice that, given any segment [a,b], we have the bound∣∣∣∣∣
∫b
a
dζ e−zζ B(ζ)
∣∣∣∣∣ 6
∫b
a
|dζ| e−z<(ζ) |B(ζ)| 6 m |b− a| e−zmax
{
<(a),<(b)
}
, (5.15)
valid for z < 0, where m is the maximum of B inside [a,b]. This means that, as long
as we can deform the path C to the left of the Borel plane, we can arbitrarily reduce
the values of <(a) and <(b) and, therefore, the power of the exponential behaviour.
The rightmost singularity of B (the point S) prevents further deformation to the left.
Thus, we expect that the singularity at S encodes the leading contribution to Disc f(z)
for large −z.
It may seem from Example 3 that we need to know the properties of B (analyticity,
bounds) along the contour CR in Figure 3b. This is not necessary, as we can confirm
from the proof in Appendix D. B might not even admit an analytical continuation
beyond its original domain of analyticity.
As long as the Laplace transform in Eq. 5.13 is well defined, we may admit that B
has a singularity at ζ = 0. This is specially important such as when f is a correlator
in quantum chromodynamics, where z = q2 is the momentum of the correlator. In
this case, a singularity at ζ = 0 is expected (otherwise, the asymptotic expansion of
f would be a simple power-expansion in 1/z, but we know that the structure of the
operator product expansion is much richer, since it contains logarithms). In particular,
a singularity at ζ = 0 makes a non-exponential contribution to the discontinuity of the
correlator.
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6 Singularities on the positive real axis of the Borel plane
Until now, culminating in Proposition 1, we have defined the resurgent connection as
the relation between the leading behaviours of Disc f and an. Even if f satisfies the
bound |f(z)| 6 |a0|/|z| (or a dispersion relation), the resurgent connection cannot take
place in the situation of Observation 1. However, this situation arises because our
knowledge of Disc f is not complete. If we knew the exact discontinuity, we would be
able to determine all the singularities in the Borel plane and, therefore, determine the
large order behaviour of the an to any desired accuracy. In this case, Observation 1
becomes meaningless.
With this in mind, from the theoretical point of view we find it more convenient to de-
fine resurgence in the following way: «f satisfies a resurgent connection if Disc f fully
encodes all the information about the coefficients an». Then, the question whether
f satisfies a resurgent connection reduces to the question whether the asymptotic ex-
pansion of f is missing exponential corrections or not. In this sense, the discussion is
simplified, as we no longer have to deal with Observation 1. For instance, the function
in Appendix A would have a resurgent connection, because even if the singularities
in its Borel transform, S1 and S2, are such that <(S1) < <(S2), but |S1| < |S2|, the
exact coefficients an of its asymptotic expansion are in correspondence with its exact
discontinuity.
The main lesson from Section 5 is then that the resurgent connection (as defined in the
previous paragraph) is naturally satisfied by functions expressible as a Laplace trans-
form. A Laplace transform satisfies by default the assumptions in part (i) of Nevan-
linna’s theorem and, as such, exponential corrections hidden beyond its asymptotic
expansion are forbidden. From this observation, it is natural that Laplace transforms
always feature a resurgent connection, because the absence of exponential corrections
also ensures that these cannot incorporate additional discontinuities that may spoil
the connection (as we saw happening in Example 2).
Nevertheless, if the exponential corrections do not incorporate discontinuities (for ex-
ample, because they are entire functions), then it is clear that the resurgent connection
will take place even for functions which are not expressible as a Laplace transform.
In the present section, we will exemplify that median resummed series, which by
definition incorporate exponential corrections, still satisfy the resurgent connection.
Median resummed series are introduced in [19, 20]. They arise from the necessity
to assign finite and purely real values (when z > 0) to divergent series whose Borel
transforms have singularities on the positive real axis.
Example 4. In this example we want to define the median resummation of
∑
n!/zn+1 and
discuss its resurgent connection. We have seen that the Borel transform of the above series is
B(ζ) = 1/(ζ− 1). The Laplace transform of B along the direction θ = pi defines a function
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in <(z) < 0 which can be analytically extended to <(z) > 0. Due to the pole at ζ = 1, this
function takes values with non-zero imaginary part for z > 0 and, also, this imaginary part is
ambiguous depending on the path of analytic continuation.
The median resummation of
∑
n!/zn+1 is defined by
f(z) =
∫∞eiθ
0
dζ e−zζ B(ζ)± ipi e−z , (6.1)
where the minus sign is chosen when θ ∈ (0,+pi) and the plus sign, when θ ∈ (−pi, 0).9 By
construction, f is non-ambiguous and purely real for z > 0.
We denote by f0 the Laplace transform in Eq. 6.1 (that is, without the exponential term).
On one hand, f0 alone satisfies the assumptions of Proposition 1 (actually f0(−z), but we
can change the variable again after determining the connection). But on the other hand, the
exponential term spoils the condition that |f(z)| 6 |a0|/|z| when z goes along the imaginary
axis.
By writing f0 in terms of the exponential integral E1, we obtain
f(z) = −e−zE1(−z)± ipi e−z = −e−z
−γ− log(z) −∑
k>1
zk
k! k
 . (6.2)
In the second equality, we have used Eq. 3.7 and absorbed the ambiguous exponential term
inside the logarithm. This process changes the logarithm from log(−z) to log(z).
Eq. 6.2 explicitly shows that the ambiguous exponential term that arises from median resum-
mation does not alter the discontinuity of the Laplace transform f0, whose multivalued compo-
nent is log(−z). Indeed, log(−z) and log(z), albeit being different functions, have the same
discontinuity.
We gather the following observations from Example 4:
(A) f0 satisfies the resurgent connection in Proposition 1.
(B) For z→ +∞, f0 shares the same asymptotic expansion with f.
(C) Disc f0(z) = Disc f(z) for z ∈ C (in particular z < 0) by choosing appropriate
branches for log(z) and log(−z).
We conclude from the above points that f satisfies the same resurgent connection as
the Laplace transform f0.
9It might be argued that, for θ ∈ (+pi/2,+pi) ∪ (−pi,−pi/2), there should be no exponential correction
because there are no singularities in R− and, thus, no ambiguity to cancel. Removing the exponential
term for those values of θwould break the analytical properties of the resummed series f(z).
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To finish this section, we will exemplify that we expect a similar situation for path
integrals with singularities on the positive axis of the Borel plane. We consider a field
toy model in which space-time is 0-dimensional and fields are real. That is, fields
are functions with domain equal to a single point {p} and we can identify each field
configuration φ(p) = φ as the number φ ∈ R that the field configuration takes at p.
We further specify the theory by setting the action
S(φ, λ) =

1
2λ
sin2
(√
λφ
)
if φ ∈
[
−
pi
2
√
λ
,+
pi
2
√
λ
]
0 otherwise.
(6.3)
In the path integral approach, integration along all field configurations is an integra-
tion along R. The partition function of this model is
Z(λ) =
1√
2pi
∫+ pi
2
√
λ
− pi
2
√
λ
e−S(φ,λ) dφ =
√
pi
2
e−
1
4λ√
λ
I0
( 1
4λ
)
, (6.4)
where In is the modified Bessel function of the first kind, which is an entire function.
We will compute the perturbative and the non-perturbative expansions of the path
integral Z. The perturbative part comes from quantum fluctuations around the trivial
saddle point (zero action), while the non-perturbative part comes from fluctuations
around the non-trivial saddle point (non-zero action).
Extrema coincide with saddle points in the case of analytic functions. The points φ
that extremise the action are given by
dS(φ, λ)
dφ
=
sin
(√
λφ
)
cos
(√
λφ
)
√
λ
= 0 , (6.5)
and this equation has the solutions
φ0 = 0 , φ1 = ± pi
2
√
λ
. (6.6)
On one hand, quantum fluctuations around the trivial saddle point φ0 yields [20]
ZP(λ) =
1
λ
∑
n>0
anλ
n+1 , (6.7)
with coefficients
an =
Γ
(
n+ 12
)2
Γ
(1
2
)2
n!
2n . (6.8)
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On the other hand, quantum fluctuations around the non-trivial saddle point φ1 (with
either of the signs) yields the non-perturbative expansion [20]
ZNP(λ) = 2ie
−
1
2λ
1
λ
∑
n>0
bnλ
n+1 , (6.9)
where bn = (−1)nan. Here we have summed the asymptotic expansions from both
saddle points φ1, thus the factor 2 arises.
To continue the discussion, we define
f(z) =
Z(1/z)
z
, (6.10)
such that z = 1/λ and the asymptotic expansion of f starts with the power 1/z.
From the last expression in Eq. 6.4, we see that f has a square root type singularity at
z = 0 and that
Disc f(z) = 2f(z) , z ∈ C . (6.11)
Furthermore, one can check the validity of the following asymptotic expansions:
f(z) ∼
∑
n>0
an
zn+1
, <(z) > 0 ; f(z) ∼ ±ie−z2
∑
n>0
bn
zn+1
, <(z) < 0 . (6.12)
The ± encodes the branch cut of f. We take the plus sign for z above the cut and the
minus sign for z below the cut.
The above result can be compactly written as the transseries
f(z) ∼
∑
n>0
an
zn+1
± ie−z2
∑
n>0
bn
zn+1
, |z|→∞ . (6.13)
The transseries contains both the perturbative expansion ZP and the non-perturbative
corrections ZNP. When<(z) > 0, the second term is exponentially suppressed and it is
hidden for large |z|. Similarly, for<(z) < 0, the second term is exponentially enhanced
and the first term is now hidden.
The exponential corrections in Eq. 6.13 would in general spoil the resurgent connec-
tion. However, we still verify that the large order behaviour of Eq. 6.8
an ∼
Γ(n)
pi
2n , n→∞ , (6.14)
is in correspondence with
Disc f(z) = 2f(z) ∼ 2i
e−
z
2
z
, z→ −∞ . (6.15)
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(With parameters b0 = 1, α = 0, S = 1/2 in Proposition 1).10
Let us argue why this resurgent connection takes place. From the transseries in
Eq. 6.13, we may write f as the median resummation of the series
∑
an/z
n+1:
f(z) =
∫∞eiθ
0
dζ e−zζ B0(ζ)± ie−
z
2
∫∞eiθ
0
dζ e−zζ B1(ζ) , (6.16)
where
B0(ζ) = F
(1
2 ,
1
2 , 1, 2ζ
)
, B1(ζ) = B0(−ζ) , (6.17)
are the Borel transforms of the two asymptotic expansions in Eq. 6.12 (F being the
ordinary hypergeometric function). The minus sign is chosen when θ ∈ (0,+pi), and
the plus sign, when θ ∈ (−pi, 0).
Let us call f0 the Laplace transform of B0 as it appears in Eq. 6.16. We note that B0(ζ)
has a logarithmic singularity at ζ = 1/2. This singularity generates an ambiguous
imaginary part in f0(z) for z > 0, which is cancelled against the second term in Eq. 6.16.
In this way, f(z) is real for z > 0. This is known as ambiguity cancellation of the Borel
sum.
In this example we will prove that, instead of (C), we have
(C’) Disc f0(z) and Disc f(z) (understood as analytic functions in the variable z) differ
by an exponentially small term when z → −∞. Equivalently, the two disconti-
nuities share the same asymptotic expansion in that limit.
Gathering (A), (B), (C’), the conclusion of Example 4 follows again: f satisfies the same
resurgent connection as the Laplace transform f0. So, let us prove (C’).
The discontinuity of f0 comes from the difference in the two directions above (θ+) and
below (θ−) the positive real axis of the Borel plane:
Disc f0(z) =
(∫∞eiθ+
0
−
∫∞eiθ−
0
)
dζ e−zζ B0(ζ)
= −e−
z
2
∫∞
0
dζ e−zζDiscB0
(
ζ+ 12
)
, <(z) > 0 .
(6.18)
The second term in Eq. 6.16 exactly cancels this discontinuity in <(z) > 0. The ± con-
spire with the singularity in B0 so that when changing the direction θ from below 0 to
above 0, there is effectively no singularity in B0. Specifically, we have the cancellation
Disc f0(z) − 2ie
−
z
2
∫∞
0
dζ e−zζ B1(ζ) = 0 , <(z) > 0 . (6.19)
10We only display the connection at leading order, but it is easy to check that the connection also
happens between all sub-leading corrections to Eq. 6.14 and Eq. 6.15.
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The fulfilment of this equation in <(z) > 0 implies that
DiscB0
(
ζ+ 12
)
= −2iB1(ζ) , ζ > 0 , (6.20)
and the result also has to be satisfied for ζ in the Riemann surface of B1 due to the
unicity of the analytic continuation.
Combining Eq. 6.18 and Eq. 6.20, we may write
Disc f0(z) = 2ie
−
z
2
∫∞eiθ
0
dζ e−zζ B1(ζ) , <
(
zeiθ
)
> 0 . (6.21)
We also introduced a direction θ in the integral such that Disc f0 can be analytically
continued from <(z) > 0 to <(z) < 0.
Thanks to the ambiguity cancellation, Eq. 6.16 changes smoothly when θ changes from
above to below the positive real axis (even if the singularity in ζ = 1/2 of B0 would
normally prevent that). Instead, the directions above (θ+) and below (θ−) the negative
real yield two different results for Eq. 6.16 at the same point z. Their difference is
defined as the discontinuity of f. Namely, we have
Disc f(z) = ie−
z
2
(∫∞eiθ−
0
+
∫∞eiθ+
0
)
dζ e−zζ B1(ζ) , <(z) < 0 . (6.22)
Note that the two integrals would normally appear with opposite sings, but because
of the ±, the integrals are summed instead.
Now there are two ways to proceed. We either check that Disc f0 and Disc f differ
by an exponentially small term or that they share the same asymptotic expansion.
Here we will go with the later. Using part (ii) of Nevanlinna’s theorem in the Laplace
transform appearing either in Eq. 6.21 (with θ close enough to pi) or in Eq. 6.22, we see
that in both cases
Disc f0(z)
Disc f(z)
}
∼ 2ie−
z
2
∑
n>0
bn
zn+1
, z→ −∞ , (6.23)
where bn = B
(n)
1 (0). This completes the verification.
11
It might be argued that the cancellation in Eq. 6.19 is a particular feature of the example
we have discussed, but in fact, this is a general feature of median resummed series,
which ensures that the resulting function is real for z > 0.
11It is interesting to note that Disc f0 6= Disc f. In fact, the two discontinuities differ by a non-zero
exponential correction that arises from the singularity at ζ = −1/2 in B1.
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We also may make the following observation from this example. Even if the resurgent
connection is originally a connection between the asymptotic expansion of a func-
tion and its discontinuity, in this case it is reinterpreted as a connection between the
asymptotic expansion of the function and its exponential corrections.
We finish this section with an important observation. Given an arbitrary series, we
haven seen that the function defined as the median resummed series always features
a resurgent connection. Nevertheless, given the asymptotic expansion of a function, it
could be misleading to think that the median resummation of this expansion always
yields the true function. If the median resummed expansion does not coincide with
the function, we cannot make any claim regarding its resurgent connection.
In Appendix E, we discuss an example within 2-dimensional field theory where the
function under study does not coincide with the median resummation of its asymp-
totic expansion and, in consequence, the function does not satisfy any resurgent con-
nection.
7 Conclusions
In the present work, resurgence is defined as a connection between the discontinuity
of a function and the coefficients of its asymptotic expansion (Proposition 1). These
two elements are related through the singularities in the Borel plane. Schematically:
Discontinuity of f  Singularities of B  Coefficients an in theasymptotic expansion of f
In the literature (for instance, [9]), resurgence is understood as a connection between
different exponential sectors of a transseries. Discussing the 0-dimensional path inte-
gral of Eq. 6.4, we have concluded that these are two sides of the same coin. At this
point, this might seem a trivial statement, because in that example the exponential
corrections in the transseries encode the asymptotic behaviour of the discontinuity
(compare Eq. 6.13 to Eq. 6.15).
To reach the above conclusion, we had to make a detour. We first discussed suffi-
cient conditions that forbid the existence of exponential corrections to the asymptotic
expansion of a function, a result known as Nevanlinna’s theorem. Under the assump-
tions of the theorem, a function can be uniquely recovered from its asymptotic expan-
sion with the method of Borel summation. This theorem was interesting in the context
of our work, because we later showed that a function free of exponential corrections
(thus expressible as a Laplace transform) is the minimal unit featuring a resurgent
connection.
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We later observed that we can add exponential corrections to these minimal units
as long as the corrections do not spoil the original resurgent connection by incorpo-
rating additional discontinuities (a canonical example is given when the exponential
corrections are entire functions). In particular, we have discussed a special case of ex-
ponential corrections which arise from the median resummation of a divergent series
with fixed sign coefficients. For all practical purposes, the resurgent connection held
in our examples of median resummation as if the exponential corrections were not
even present.
Finally, we want to remark again that, in general, a function defined by a path integral
does not have to coincide with the median resummation of its asymptotic expansion.
For example, in the 2-dimensional path integral of Appendix E, it is clear that the me-
dian resummation of the asymptotic expansion does not recover the full function. It
is beyond the scope of our work to understand when median resummation is enough
to recover the true function.
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A An illustration of Observation 1
We define
f(z) = −e−S1zE1(−S1z) − e
−S2zE1(−S2z) . (A.1)
Each component of the function has a branch cut conventionally placed along the
direction − arg(S1) and − arg(S2), respectively. Similarly to what we did in Eq. 3.8, we
may place the cut along R− by adding appropriate exponential terms. By assuming
<(S1), <(S2) < 0, we ensure that these exponential terms never become enhanced for
any z ∈ C.
We have constructed this function so that its asymptotic expansion is
f(z) ∼
∑
n>0
an
zn+1
, |z|→∞ , (A.2)
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with
an = n!
(
1
Sn+11
+
1
Sn+12
)
. (A.3)
This function satisfies a dispersion relation, because it goes like 1/z for large |z|. Its
discontinuity, arising from the logarithmic term in Eq. 3.7, is given by
Disc f(z) = 2pii
(
e−S1z + e−S2z
)
. (A.4)
On one hand, the leading behaviour for large n in Eq. A.3 is given by
an ∼

n!
Sn+11
if |S1| < |S2|
n!
Sn+12
if |S2| < |S1| .
(A.5)
On the other hand, the leading behaviour for large −z in Eq. A.4 is given by
Disc f(z) ∼ 2pii
{
e−S1z if <(S1) > <(S2)
e−S2z if <(S2) > <(S1) .
(A.6)
Clearly, there is no correspondence between the two leading behaviours if |S1| < |S2|
and <(S1) < <(S2), or the other way around.
B Proof of Proposition 1
First of all, we will check that the function
B(ζ) =
1
2pii
∫
Ca
dz ezζ f(z) , (B.1)
with a > A, initially defined for ζ > 0, can be extended to an analytic function in
<(ζ) > S.
Using |f(z)| 6 |a0|/|z|, we can deform Ca to a contour surrounding the cut of f, similar
to Figure 2, but with the origin translated to the point A. We obtain
B(ζ) =
1
2pii
∫−∞
A−δ
dz ezζDisc f(z) +
1
2pii
∫
Cδ(A)
dz ezζ f(z) , (B.2)
where Cδ(A) is a circle of radius δ around A. We denote the second term by E(ζ). It
is entire in ζ, because Cδ(A) is bounded. Choosing δ large enough and using Eq. 5.8,
it is easy to check that the first term is absolutely convergent in <(ζ) > S, and thus it
defines an analytic function there.
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In particular, given that S < 0, B is analytic at ζ = 0 and we may compute any number
of derivatives at this point. We have
B(ζ) =
1
2pii
∫−∞
−δ
dz
∑
n>0
(zζ)n
n!
Disc f(z) + E(ζ)
=
∑
n>0
ζn
n!
[
1
2pii
∫−∞
−δ
dz znDisc f(z)
]
+ E(ζ) .
(B.3)
Here it is correct to commute the sum with the integral as a consequence of the dom-
inated convergence theorem. From Eq. B.3, we may read the n-th derivative of B at
0:
B(n)(0) =
1
2pii
∫−∞
−δ
dz znDisc f(z) + E(n)(0)
=
(−1)n+1
pi
b0
∫∞
δ
dz eSzzn+α−1
[
1+ R(z)
]
+ E(n)(0)
=
(−1)n+1
pi
b0
[
Γ(n+α)
(−S)n+α
−
γ(n+α,−δS)
(−S)n+α
+
∫∞
δ
dz eSz zn+α−1R(z)
]
+ E(n)(0) ,
(B.4)
where γ(s, x) is the lower incomplete gamma function and |R(z)| 6 L/|z|.
We want to check that B(n)(0) satisfies Eq. 5.11. That is, defining the leading contri-
bution
a ′n =
(−1)n+1
pi
Γ(n+α)
(−S)n+α
b0 , (B.5)
we want to prove that ∣∣∣∣B(n)(0)a ′n − 1
∣∣∣∣ 6 Mn (B.6)
for large enough n. The proof follows from Eq. B.4. We have∣∣∣∣B(n)(0)a ′n − 1
∣∣∣∣ 6 |γ(n+α,−δS)||Γ(n+α)| + (−S)n+<(α)
∣∣∫∞
δ dz e
Sz zn+α−1R(z)
∣∣
|Γ(n+α)|
+
(−S)n+<(α)
∣∣E(n)(0)∣∣
|Γ(n+α)|
. (B.7)
We consider the lower bound |Γ(n+α)| >M0Γ(n+<(α)), valid for small enoughM0
and large enough n.
• Using the asymptotic behaviour γ(s, x) ∼ xse−x/s, valid for large s, the first term
is bounded by
|γ(n+α,−δS)|
|Γ(n+α)|
6 M1(−δS)
n
Γ(n+<(α) + 1)
= O
(
1
n
)
. (B.8)
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• Using |R(z)| 6 L/|z|, the second term is bounded by
(−S)n+<(α)
∣∣∫∞
δ dz e
Sz zn+α−1R(z)
∣∣
|Γ(n+α)|
6
M2(−S)
n+<(α)
∫∞
0 dz e
Sz zn+<(α)−2
Γ(n+<(α))
= O
(
1
n
)
. (B.9)
• Cauchy inequality yields ∣∣E(n)(0)∣∣ 6 mn!/rn, wherem is the maximum of E(ζ)
for ζ along a circle of centre 0 and radius r contained inside the region of anali-
tycity of E. Because E is entire, we are free to choose any r, in particular we may
choose r = −S+ 1 > 0. Then the third term is bounded by
(−S)n+<(α) |E(n)(0)|
|Γ(n+α)|
6 M3Γ(n+ 1)
Γ(n+<(α))
(
−S
−S+ 1
)n
= O
(
1
n
)
. (B.10)
From the above results, Eq. B.6 is realised. Notice that the first and third bounds can
be improved to an arbitrary power of 1/n (the first is like 1/n! and the second, like
1/Rn, R > 1). Actually only the second bound gives the error in Eq. B.6.
It is also in the second bound where the hypothesis S < 0 is needed. Otherwise, the
remainder term could yield contributions of higher order than a ′n. This is related to
Observation 1.
To complete the proof, we still have to check that |B(ζ)| 6 KeA<(ζ) in <(ζ) > S and
that, for any |θ| < pi/2,
f(z) =
∫∞eiθ
0
dζ e−zζ B(ζ) , <
(
zeiθ
)
> a cos(θ) . (B.11)
Then part (ii) of Nevanlinna’s theorem gives the asymptotic expansion f(z) ∼∑
B(n)(0)/zn+1, uniformly valid in <
(
zeiθ
)
> a cos(θ).
First we will prove the exponential bound on B. The second term in Eq. B.2 is
bounded by |E(ζ)| 6 K ′1eA<(ζ)eδ|ζ| for any δ > 0. Choosing δ = 1/|ζ|, we find
|E(ζ)| 6 K1eA<(ζ). Furthermore, using Eq. 5.8, we bound the first term in Eq. B.2
with K2eA<(ζ) (also with the same choice δ = 1/|ζ|). Thus, B is bounded by
|B(ζ)| 6 KeA<(ζ) . (B.12)
We choose θ ∈ (−pi/2,+pi/2) and deform the path Ca into a path Ca(θ) parametrized
by w = a+ xei(pi/2−θ), with x ∈ R. Assuming that the order of integration can be
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interchanged, we have, for <
(
zeiθ
)
> a cos(θ),∫∞eiθ
0
dζ e−zζ B(ζ) =
∫∞eiθ
0
dζ e−zζ
(
1
2pii
∫
Ca(θ)
dwewζ f(w)
)
=
1
2pii
∫
Ca(θ)
dwf(w)
∫∞eiθ
0
dζ e−(z−w)ζ
=
1
2pii
∫
Ca(θ)
dw
f(w)
z−w
.
(B.13)
In the last line, we deform the path Ca(θ) into a circle around w = z. This yields
f(z) when using the residue theorem. Here we needed that |f(z)| 6 |a0|/|z| for all the
deformations of the integration parth.
To prove that the order of integration can be interchanged, it is sufficient to check that
the double integral converges absolutely and apply Fubini’s theorem. Indeed, using
the bound in Eq. B.12, we have∫∞eiθ
0
|dζ| e−<(zζ) |B(ζ)| 6 K
∫∞
0
d|ζ| e−
(
<(zeiθ)−A cos(θ)
)
|ζ|, (B.14)
and the last integral converges in <
(
zeiθ
)
> A cos(θ).
C Proof of Proposition 1 with S ∈ C \R+
Here we will prove the following generalisation of Proposition 1:
Proposition 3. Let f be an analytic function in C \ (R−+A) and satisfy |f(z)| 6 |a0|/|z| in
<(z) > A and |f(z)| 6 Kes|z| in <(z) < A12 (minus a neighbourhood of A in both cases).
Further assume that Disc f satisfies Eq. 5.8 with S ∈ C \R+ and the O(1/z) terms satisfy
Eq. B.9. Then
f(z) =
∫∞
0
dζ e−zζ B(ζ) ∼
∑
n>0
an
zn+1
, <(z) > a , (C.1)
(the asymptotic expansion being uniformly valid) where B is defined in Eq. 5.9 and the coeffi-
cients an satisfy Eq. 5.11.
The proof would go as follows. We consider the Borel transform B in Eq. 5.9. Using
the bound |f(z)| 6 Kes|z|, valid in <(z) < A, we can write B as in Eq. B.2 and check
that the function is analytic in <(ζ) > <(S).
12When <(S) > 0, we expect that f becomes exponentially enhanced somewhere in <(z) < A. Thus,
imposing the bound |f(z)| 6 |a0|/|z| on both half-planes, as we did in Proposition 1, would be too restric-
tive.
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The bounds in Eq. B.8 and Eq. B.10 are still valid, but Eq. B.9 might not due to the fact
that S is now complex. This is the reason we are forced to impose this bound in the
assumptions of Proposition 3. We find
B(n)(0) =
(−1)n+1
pi
Γ(n+α)
(−S)n+α
b0
[
1+O
(
1
n
)]
, (C.2)
which means that B is also analytic in a disc of radius |S| around the origin.
Finally, to prove Eq. C.1, we repeat the same steps in Appendix B (but only for θ = 0).
The hypothesis that |f(z)| 6 |a0|/|z| in <(z) > A is used in the last line of Eq. B.13 to
deform the path Ca(0) into a circle around w = z.
D Proof of Proposition 2
We define fθ as the Laplace transform of B along the path in Figure 5a, with θ ∈
[−pi/2− ,pi/2+ ] (going around S if necessary). Using the exponential bound on B,
it is easy to check that fθ is an analytic function in <
(
zeiθ
)
> A. Furthermore, the
functions fθ coincide in the intersection of the half-planes of analyticity. Therefore,
concatenating the half-planes, we can analytically continue f = f0 around the disc
D(0,A) (of radius A and centre 0).
We consider the two directions θ− = −pi/2−  and θ+ = +pi/2+ . These directions
define a pair of Laplace transforms whose difference can be written as
fθ−(z) − fθ+(z) =
∫
C
dζ e−zζ B(ζ) , (D.1)
where C = C+ + C− +Cδ is the contour in Figure 5b. This follows from a convenient
deformation (if necessary) of the original paths that define fθ and the fact that paths
in opposite directions cancel each other.
We check that the integrals along C± are O
(
eS
′z) for z → −∞, where S ′ = S − δ.
Indeed, given the parametrisation ζ = S ′ + xeiθ± , with x ∈ R+,∣∣∣∣∫
C±
dζ e−zζ B(ζ)
∣∣∣∣ 6 e<(S ′)z ∫∞
0
dx e−zx cos(θ±)
∣∣B (S ′ + xeiθ±)∣∣
6 Ke<(S ′)z
∫∞
0
dx e−x(z cos(θ±)−A) = O
(
eS
′z) . (D.2)
Here we have used the bound |B(ζ)| 6 KeA|ζ| and verified that z cos(θ±) − A > 0
for large enough −z. The fact that the integral is convergent also proves that fθ−(z) −
fθ+(z) is well defined for large enough −z.
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fθ−(z) − fθ+(z) is the difference between the two possible analytical continuations
around D(0,A). As we saw on Example 3, this corresponds to
Disc f(z) = fθ−(z) − fθ+(z) , z < 0 and large enough. (D.3)
This is an exact result at this stage, rather than an approximation.
From Eq. D.2, we see that the leading behaviour in Eq. 5.14 can only come from the
integral around Cδ. Choosing δ small enough, we might use Eq. 5.12 to obtain∫
Cδ
dζ e−zζ B(ζ) =
∫
Cδ
dζ e−zζ
(
−b0
pi
Γ(α)
(ζ− S)α
[
1+ R(ζ)
])
= 2i b0 e−Sz(−z)α−1
[
1+
sin(piα)Γ(α)Γ(1−α,−δz)
pi
−
1
(−z)α−1
Γ(α)
2pii
∫
Cδ,0
dζ e−zζ
R(ζ+ S)
ζα
]
,
(D.4)
where |R(ζ+ S)| 6 K|ζ|, Γ(s, x) is the upper incomplete gamma function and Cδ,0 is a
circle of radius δ around 0.
• Using the asymptotic behaviour Γ(s, x) ∼ xs−1e−x for large x, the first term is
bounded by ∣∣∣∣sin(piα)Γ(α)Γ(1−α,−δz)pi
∣∣∣∣ 6 K1 eδz(−δz)α = O
(
1
z
)
. (D.5)
• Using |R(ζ+ S)| 6 K|ζ|, the second term is bounded by∣∣∣∣∣ 1(−z)α−1 Γ(α)2pii
∫
Cδ,0
dζ e−zζ
R(ζ+ S)
ζα
∣∣∣∣∣ = O
(
1
z
)
. (D.6)
From the above results, Eq. 5.14 is realised. Notice that the first bound can be im-
proved to an arbitrary power of 1/z. Actually only the second bound gives the error
in Eq. 5.14.
E A path integral with no resurgent connection
We consider the self-energy Σ in theO(N) non-linear sigma model. To next-to-leading
order in 1/N, it is given by
Σ
(
p2
)
=
1
piN
∫
R2
d2k
√
k2(k2 + 4m2)
log
[√
k2+4m2+
√
k2√
k2+4m2−
√
k2
] 1
(p+ k)2 +m2
, (E.1)
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where m2 = µ2e−1/g(µ) is the dinamically generated mass of the σ particle and g(µ)
is the coupling of the model at the scale µ. (We follow the same notation as in [21]).
For convenience, we define the variable z = 1/g(p) and the dimensionless function
E(z) =
NΣR
(
m2ez
)
m2ez
, (E.2)
where ΣR is the renormalised self-energy Σ, obtained after two zero-momentum sub-
tractions. An asymptotic expansion for E(z) is given by (see [21, Eq. 17])
E(z) ∼ − log(z) + c+ E˜(z) = − log z+ c+
∑
n>0
σn
zn+1
, z→ +∞ , (E.3)
where c = 1.887537 . . . and
σn =
{
−2 if n = 0
n!
{
[1+ (−1)n]ζ(n+ 1) − 2
}
if n > 1 .
(E.4)
(ζ is the Riemann ζ-function). We can see the explicit factorial divergence in the coeffi-
cients σn of the asymptotic expansion. The symbol E˜(z) contains only the power-like
part of the asymptotic expansion of E(z).
The Borel transform of E˜ in Eq. E.3 is given by
Ê(t) =
∑
n>0
σnt
n
n!
=
1
t− 1
−ψ(1+ t) −ψ(2− t) − 2γ , (E.5)
where ψ is the digamma function and γ is the Euler constant. Ê(t) has simple poles at
t = k ∈ Z \ {0} and is analytic elsewhere. The residue of the poles along the positive
real axis are given by
rk = Res
(
Ê(t), t = k
)
=
{
+1 if k = 1
−1 if k > 2.
(E.6)
Because we expect that E(z) is real for z > 0 (g > 0), we consider the median re-
summed series
Emr0 (z) = − log(z) + c+
∫∞eiθ
0
dt e−zt Ê(t)± ipi
∑
k>1
rke
−kz , (E.7)
where the minus sign is chosen when θ ∈ (0,+pi) and the plus sign, when θ ∈ (−pi, 0).
Later we will argue that Emr0 does not coincide with E, but still we want to understand
the properties of Emr0 , because the singularties in the Borel plane of median resummed
series determine the discontinuity of the function (Proposition 2).
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Our first observation is that, from ψ(t) ∼ log(t), valid for large |t|, we resolve that∣∣Ê(t)∣∣ ∼ 2 log |t|. This implies that the Laplace transform in Eq. E.7 defines an analytic
function in the half-planes <
(
zeiθ
)
> 0 (as a consequence of part (ii) of Nevanlinna’s
theorem).
By choosing directions θ ∈ (−pi/2,+pi/2), θ 6= 0, and concatenating the half-planes
of analyticity, Emr0 (z) becomes an analytic function in C \ R
−. When changing the
direction from below to above the positive real axis of the Borel plane, the two result-
ing functions coincide in the intersection of the half-planes, thanks to the exponential
terms arising from median resummation. Therefore, they provide an analytic con-
tinuation of one another (even if the singularities along the positive real axis would
normally prevent that).
From the discussion of Section 6, we concluded that we might use the result of Propo-
sition 2 for median resummed series. That is, we may obtain the asymptotic behaviour
of DiscEmr0 (z) for large −z from the singularities in the Borel transform.
However, here we face a problem that we did not realise in any of our previous exam-
ples. The asymptotic behaviour of the discontinuity is fixed by the singularity with
the largest real part in the Borel plane, but in this example there is no such singularity.
We have an infinite amount of singularities along the positive axis, each with a larger
real part than the previous.
One way to proceed is to compute the contribution to the discontinuity from all sin-
gularities along the positive real axis, sum the series in<(z) > 0, analytically continue
the result to <(z) < 0 and only then extract the leading behaviour for large −z.
The contribution to the discontinuity from all positive singularities is given by
2pii
∑
k>1
rke
−kz = 2pii
e−z
(
1− 2e−z
)
1− e−z
. (E.8)
While originally the series on the left only converges in <(z) > 0, the closed form
on the right provides an analytic continuation to <(z) < 0. The leading behaviour of
Eq. E.8 in <(z) < 0 yields
DiscEmr0 (z) ∼ (2pii)2e
−z , z→ −∞ . (E.9)
Effectively, it is as if the singularity with the largest real part were a simple pole at t = 1
with residue 2. It is easy to check that the discontinuity from the explicit logarithm in
Eq. E.7 and the contributions from negative singularities yield sub-leading corrections
to Eq. E.9.
While Eq. E.9 correctly encodes the discontinuity of Emr0 , this result is invalid for the
exact function E. We will prove that there are additional exponential corrections to
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Eq. E.9 which are not captured by median resummation. These exponential correc-
tions will contribute to DiscE on top of Eq. E.9. Therefore, it is impossible that E
satisfies a resurgent connection.
The full «Borel representation» of E is given by (see [21, Eq. 14]):
E(z) =
∫∞eiθ
0
dt
∑
n>0
(−1)ne−nz
(
e−zt
[
z Fn(t) +Gn(t)
]
−Hn(t)
)
, (E.10)
where we have introduced a direction θ in the integral in order to incorporate our
framework to the discussion.
The functions Fn, Gn and Hn can be found in [21, App.]. We quote their expressions
for n = 0:
F0(t) = 1 , (E.11)
G0(t) =
1
t
+
1
t− 1
−ψ(1+ t) −ψ(2− t) − 2γ , (E.12)
H0(t) =
1
t
+B1(t) , (E.13)
where B1 is a function analytic in C \ (R−− 2).
The integral in Eq. E.10 is well-defined for θ = 0 despite the poles present in Gn and
Hn along the positive real axis. The poles completely cancel each other in the sum over
n. Namely, the cancellation of the pole at t = t0 occurs between Gn(t) and Hn+t0(t).
This is the process of renormalon cancellation.
It can be checked that the pole at the position t = k coming from Hk provides the
exponential correction rke−kz in Eq. E.7. In the same way, the sign changes with
the direction θ chosen in Eq. E.10. Thus, this representation already incorporates the
exponential corrections arising from median resummation. Still, Eq. E.10 contains
additional corrections. Let us make this explicit.
Considering only n = 0 in Eq. E.10, we have
∫∞eiθ
0
dt
(
e−zt
[
z F0(t) +G0(t)
]
−H0(t)
)
= 1+
∫∞eiθ
0
dt e−zt Ê(t)
−
∫∞eiθ
0
dt
(
H0(t) −
e−zt
t
)
. (E.14)
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The last integral yields13
−
∫∞eiθ
0
dt
(
H0(t) −
e−zt
t
)
= − log(z) + c− 1 . (E.15)
Thus, we verify that the termn = 0 is equal to Eq. E.7 up to the ambiguous exponential
terms arising from median resummation. (We are missing them because they come
from Hn, with n > 1).
To finish the discussion, it is a simple verification that the poles inG1 contribute to the
discontinuity of E(z). A similar computation to that in Eq. E.8 and Eq. E.9 yields
DiscEmr1 (z) ∼ (2pii)2e
−z , z→ −∞ , (E.16)
where Emr1 is the term n = 1 in Eq. E.10 with the necessary exponential corrections to
cancel the imaginary ambiguities:
Emr1 (z) = −e
−z
∫∞eiθ
0
dt
(
e−zt
[
z F1(t) +G1(t)
]
−H1(t)
)
± ipi (exponentials). (E.17)
This clarifies that, to obtain the real asymptotic behaviour for DiscE, the result in
Eq. E.9 has to be corrected by adding the contribution in Eq. E.16 and, actually, by
adding all contributions from the terms n > 1.
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