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The creative class literature centers on regional economic development, urban 
policy, and amenities.  The creative class literature is considered at the metropolitan scale 
and is argued to be highly mobile.  According to Asheim and Hansen (2009) , there are 
three knowledge bases of the creative class, analytic, synthetic, and symbolic.  The three 
knowledge bases vary across two dimensions of ‘climate’.  People climate refers to 
factors that positively effect the location of people, while business climate refers to 
factors that positively effect the location of businesses.  The analytic knowledge base is 
comprised of economic activities that are based in scientific processes and have been 
codified and use formal models. The synthetic knowledge base includes economic 
activities that apply combinations of existing knowledge in innovative ways.  Finally, the 
symbolic knowledge base involves the processes of creating cultural symbols, design, and 
images.  Combining theories of migration and creative class, this work examines the 
migration tendencies of two knowledge bases, symbolic and synthetic, artists and 
engineers respectively, across three scales, metropolitan, submetropolitan, and individual, 
to determine if these two subgroups have the same residential preferences.   
This is accomplished using three generalized linear models across three scales.  
The first model examines the difference between migrating artists and engineers for 52 
U.S. metropolitan areas with populations greater than 1 million.  The second model 
examines the difference between migrating artists and engineers for 1,177 Public Use 
Microdata Areas, across a submetropolitan scale, for the same 52 U.S. metropolitan areas 
used in Model 1.  The third model is a logistic regression in order to determine if 
migrating artists and engineers select similar urban or suburban locations.  This study 
suggests that migrating artists and engineers, as representatives of two disparate 
knowledge bases, symbolic and synthetic, select different metropolitan areas in which to 
reside.  Additionally, migrating artists and engineers select different Public Use 
Microdata Areas.  The logistic regression suggests that migrating artists and engineers 
select different locations within metropolitan areas.  This analysis suggests that the 
creative class is not the same across the two different knowledge bases, thus raising 
questions about the homogenous nature presented in the creative class theory. 
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 The creative class has taken a prevalent position in discussions of regional 
economic development and urban planning.  The initial discourse for the creative class 
began with Richard Florida’s (2002c) Rise of the Creative Class: How It’s Transforming 
Work, Leisure, Community, and Everyday Life.  In this work he argues that there is an 
emerging group of individuals who use their creative talents to drive the economy.  
Additionally, he suggests that creativity is not wholly captured by traditional measures of 
human capital.  Instead, he argues that in addition to human capital, as measured 
previously in terms of educational attainment, creativity is measureable across the 
educational spectrum as an individual’s ability to solve problems.  Since the writing of 
Florida’s original book, many regional scientists, sociologists, economists, and 
geographers have added additional elements of analysis in the exploration of the theory 
of the creative class.   
 Florida’s main thesis is that creative individuals are attracted to metropolitan 
regions that exhibit greater characteristics of technology, talent, and tolerance or what 
Florida notes as the ‘3Ts’.  Metropolitan areas that have an abundance of these three 
qualities, he argues, will have a strategic advantage when compared to their counterparts.  
As a result of the creative class theory, Florida’s work has been examined and utilized by 
professionals, academics and practitioners.  Additionally, the creative class has been 
examined across knowledge bases, the urban-rural continuum, and geographic scales. 
 A primary factor of constructing the creative class is along occupational 
categories and industries.  Florida’s original work considered roughly one-third of the 
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workforce, when classified along lines of occupation, to be creative and thus included in 
the creative class (2002c).  Following the early definition of the creative class offered by 
Florida, researchers have examined the creative class along subsets of occupations 
(Markusen 2004, Beckstead et al. 2008, Scott 2010a).  Work attempting to discern the 
creative class along occupational lines has also been extended to an examination of 
necessary knowledge bases (Asheim and Hansen 2009).  In expanding the research scope 
in which the creative class is examined, the theory of the creative class has entered into 
the discussion of regional economic development and the role of networks (Asheim et al. 
2005, Asheim et al. 2007a, Asheim et al. 2007b), and amenities (Partridge 2010) as 
attractive forces.   
 While research focusing on the creative class has expanded to include issues of 
regional economic development, research that encompasses the creative class has focused 
primarily at two different geographic scales.  First, a majority of the research is 
conducted on the regional metropolitan scale.  Exploration of the creative class has, 
however, also been expanded to include non-metropolitan areas (McGranahan and Wojan 
2007, Wojan et al. 2007, McGranahan et al. 2011).  Many regional scientists interested in 
exploring economic development, human capital, regional growth, and the creative class 
focus their analyses at the metropolitan scale (Markusen 2006, Markusen et al. 2008, 
Beckstead et al. 2008, Scott and Mantegna 2009, Markusen and Gadwa 2010).  Many 
urban geographers and planners have attempted to analyze the creative class at 
geographic scales within metropolitan areas.  In some cases, the emphasis in exploring 
the creative class is limited to comparative metropolitan studies (Markusen et al. 2008, 
Currid 2007b, Currid 2007a, Currid and Williams 2010).  However, some studies have 
 
 3 
considered the role of the creative class at the neighborhood scale, largely subsumed in 
the gentrification literature (Lees et al. 2008).  However, there has been no previous 
attempt to explore migration of the creative class at an intermediate, or submetropolitan, 
scale. 
Florida’s original work suggests that members of the creative class are highly 
mobile.  He notes that creatives can move without traditional encumbrances, namely jobs, 
but rather migrate for other factors, such as amenities.  In a study that examined a subset 
of the creative class, migrating engineers, however, there appeared limited evidence that 
this group selected metropolitan areas based on amenities when compared to employment 
opportunities (Scott 2010a).  Since this subset of the creative class exhibits differing 
characteristics than what was originally suggested by Florida, namely that creatives do 
not move for jobs, neither can it be assumed that the creative class acts or exhibits a 
uniform proclivity to locate for similar reasons.  Using the differentiation of knowledge 
bases employed by different elements of creative processes, as detailed by Asheim and 
Hansen (2009), this research explores the migration and locational destinations of 
migrating artists and migrating engineers.  There is one overarching research question 
posed in this dissertation: Is there a difference between the migration locations and 
destinations of artists and engineers?  The overarching research question is, in turn, 
divided into three unique more limited and yet interrelated research questions that address 
different geographic scales. 
 What is the relationship between two disparate creative occupations, artists and 
engineers, and their respective residential locations across the U.S. with an 
emphasis on the metropolitan scale?   
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 Are artists and engineers homogeneous in their respective settlement patterns and 
do both these representative of the creative class exhibit a spatial proclivity to 
locate in diverse, dense neighborhoods?   
 Where do migrating artists and engineers choose to reside within metropolitan 
areas?   
 There are two main thrusts of inquiry in this dissertation.  First, I explore the 
creative class at a submetropolitan scale.  This unique scale differs from both the regional 
and neighborhood scales.  Secondly, I examine two occupations within the creative class 
that diverge in their primary knowledge base – artists and engineers.  Chapter 2 discusses 
two different sets of research on, the creative class and migration and mobility.  Chapter 
3 explains the varying scales, data, statistical methods and models used in this work.  
Chapter 3 begins with a description of the study area and then highlights the three scales 
of analysis and the respective data sources for each.  The three scales examined are 
metropolitan, submetropolitan and individual for the fifty-two largest metropolitan areas 
in the U.S.  Data from the Integrated Public Use Microdata Series (IPUMS) are used in 
conjunction with the Creative Class Index and data from the Places Rated Almanac.  
Finally, Chapter 3 discusses the generalized linear models (GLM) employed in this 
analysis.  Chapter 4 describes the first of three models.  This model, a quasi-binomial 
GLM, is based upon the metropolitan scale.  The GLM uses a common-slope modeling 
approach regressing the fraction of migrating artists to total migrants against the Creative 
Class Index, quality of life index, and location quotients.  The comparative fraction of 
migrating engineers is also regressed against the same variables.  These two GLMs allow 
me to compare the differences between the two knowledge bases, synthetic and symbolic, 
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as represented by migrating artists and migrating engineers in one regression.  Chapter 5 
is organized into two subsections based on two different GLM models.  The second 
model used in the analysis employs a Poisson regression to determine if migrating artists 
and migrating engineers are moving to the same set of submetropolitan areas.  This 
Poisson regression model uses 2006-2008 American Community Survey (ACS) data.  
The study area units for this model are the 1,177 Public Use Microdata Areas (PUMAs), 
a unique Census geography.   The third and final model is a logistic regression, also a 






CHAPTER 2  
LITERATURE REVIEW 
 
The review of the literature is based upon three bodies of literature, (1) creative 
class, (2) migration and mobility, and (3) regional economic development, which explore 
the relationship between creative class members and the location decisions they make.  
By establishing a broad exploration of these three strains of thought, this research can 
then be more fully informed in developing its specific inquiry into determining how 
creative individuals, specifically artists and engineers, contribute to the spatial 
representation of class and local economies as they merge in urban locations.  The 
subsequent intersection of creative class, migration preference, and economic 
development must be forged from previous work.  First, the creative class literature 
provides various definitions of the creative class and their occupations.  Secondly, 
migration literature is explored to ascertain and contextually place the movement patterns 
of the creative class.  Finally, regional economic development literature is examined to 
highlight the emerging role of the creative class in development strategies.   
2.1 Defining the Creative Class 
 
In his work Richard Florida describes a new category of workers and focuses his 
research on this group’s potential contributions to economic development (Florida 2002b, 
Florida 2002a, Florida 2002c, Florida 2004, Florida 2005, Florida 2007, Florida et al. 
2008, Florida 2008) and their preferred urban environments (Florida 2002c, Florida 2005, 
Florida 2008, Florida and Jackson 2010, Florida and Mellander 2010).  The creative 
class, as a group, is comprised of individuals who rely on personal talent and creativity to 
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excel in their work.  In The Rise of the Creative Class, Florida describes consumption 
habits, lifestyle and leisure activities, and work elements of the creative class and further 
posits that they are highly mobile.  Elements of work and mobility serve as dual linkages 
between the creative class and economic development.  Yet another linkage examined 
with regard to the creative class is the relationship between creatives and their positive 
contributions to a region’s economic well-being (Shearmur 2006, Stolarick and Florida 
2006, Florida et al. 2008, Reese and Sands 2008).   
Creative individuals select work based upon challenge, personal preference, and 
liberty to pursue a lifestyle they desire; this is represented in Florida’s description of the 
creative class’s values of individuality, meritocracy, and openness and diversity
1
 (Florida 
2002c).  The ability to select work opportunities lends creative individuals to have two 
primary employment opportunities that are not available to others in the labor market.  
First, creatives can select employment that offers alternative and flexible work schedules 
(Florida 2002c).  Creatives are thought to be a type of renegade who does not conform to 
traditional workplace culture or hours.  Florida suggests that they flourish and perform 
best in occupations or work environments that inspire individuality and creativity.  These 
environments may include workplaces that do not have stringent rules, as well as 
companies that allow more self-determined, less conventional work schedule and foster a 
collaborative spirit rather than a more traditionally organized environment.  Second, 
members of the creative class are purported to have highly mobile.  In many cases, 
creatives are viewed as footloose workers who have very few ties to a specific 
                                                 
 
1
 For a full discussion of the three values see Florida (2002, 77-80) 
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geographical location.  Thusly, Florida suggests that creative class workers are 
predisposed to migrate to places that have desired amenities rather than follow traditional 
migration choice models, which suggests the financial allure of jobs as a primary 
motivator, for migration (Wojan et al. 2007, Whisler et al. 2008, Hansen and Niedomysl 
2009, Partridge 2010, Scott 2010a, McGranahan et al. 2011).  The perceived flexibility in 
migration is presented as a major force in the spatial distribution of the creative class 
(Fotheringham et al. 2000, Hansen and Niedomysl 2009, Niedomysl and Hansen 2010). 
In Florida’s original definition of the creative class occupational categories were 
offered as a proxy for creativity.  Occupational categories are a key element of 
identifying the creative class.  Florida notes that,  
“If you are a scientist or engineer, an architect or designer, a writer, artist or musician, 
or if you use your creativity as a key factor in your work in business education, health 
care, law or some other profession, you are a member” (2002c, xxvii).   
 
Consequently, the creative class is a large cross-section of the workforce; according to 
Florida’s estimates these workers represent “…38.3 million Americans, roughly 30% of 
the entire U.S. workforce” (2002c, 74).  However, within the creative class, there are 
subgroups.  Florida identifies two major subgroups: the super-creative core and the 
creative professionals.  First, the super-creative core includes a wide variety of 
occupations, “…scientists, engineers, university professors, poets, novelists, artists, 
entertainers, actors, designers, and architects…” (2002c, 69), whereas, the second group, 
the creative professionals, is comprised of individuals that “…engage in creative problem 
solving, drawing on complex bodies of knowledge to solve specific problems” (2004, 
69).   
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2.1.1 Refining the Creative Class 
 
 In addition to the definition of the creative class as originally constructed on 
standard occupational codes (SOC) by Florida (2002c), subsequent work has been 
developed along three different tangents.  First, occupation has been used to construct 
analysis of the creative class.  Second, the creative class has been examined using an 
industrial lens.  Finally, an examination has been organized around knowledge bases.   
2.1.2 Occupation 
 
Not all researchers, however, agree with such a broad definition of the creative 
class.  McGranahan and Wojan (2007) recast the creative class in order to examine the 
relationship between regional development and amenities with regard to the rural context, 
which is in contrast to the creative class’s urban context.  The Occupational Information 
Network (O*NET), provides a framework for evaluating occupations’ knowledge, skills, 
and abilities.  McGranahan and Wojan suggested that occupations with low creativity, 
such as farmers and farm managers, business operations specialists, teachers, physicians 
and surgeons, and registered nurses, should be omitted.   
Examining the creative class from an occupational perspective offers an avenue of 
comparison for creative class subgroups.  In many studies (Markusen et al. 2008, Asheim 
and Hansen 2009, Scott 2010a), the creative class is divided into multiple subgroups 
along the delineation of occupations, industries, and knowledge based frameworks.  
Thus, in occupational and industry studies, creative class workers are divided into groups 
and are compared to occupations and industries that are not identified as creative 
(Partridge 2010).  In terms of economic development, industry location, migration 
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patterns, or urban residential location, creative workers are considered to operate in 
separate labor pools, industries, and residential locations.  Therefore, reorganization of 
certain occupations into creative groups is a prerequisite of a study that investigates the 
creative class’s habits and patterns.  Such occupational reorganization is critical because 
it is a fundamental component of defining the creative class.  
The occupational definition of the creative class is varied, but has been applied to 
differentiate between groups within the creative class.  Two prominent groups have 
emerged from the literature along occupational and industrial avenues.  One subgroup is 
comprised of individuals who participate in the cultural economy (Scott 2005, Markusen 
and Schrock 2006, Currid 2007b, Markusen et al. 2008, Currid and Williams 2010).  The 
second occupational group of the creative class is focused around high amounts of 
education, often expressed in terms of high human capital
2
 (Glaeser 2005, Beckstead et 
al. 2008, Scott 2010a).  The cultural economy is a sector that garners value from the 
production of goods and services with an ascribed cultural value
3
.  For example, this can 
include industries involving music, film, design or art.  In concluding remarks on 
Hollywood, a modern-globalized cultural economic hub, Scott notes that, “Cities at the 
very top of the urban hierarchy of countries with well developed cultural assets are in 
especially favorable situations in this regard” (2005, 168).  Markusen et al. (2008) 
examines artists employed in the cultural economy, but do not necessarily have a higher 
education degree.  Others have maintained that the creative class includes occupations 
                                                 
 
2
 Human capital is defined as the combined and cumulative skills and education of an individual.  
3
 “The cultural economy can be broadly described as a group of sectors (equivalently, cultural-products 
industries) that produce goods and services whose subjective meaning, or, more narrowly, sign-value to the 
consumer, is high in comparison with their utilitarian purpose” (Scott 2005, 3). 
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that have more education (Scott 2010a).  When measuring the creative class some have 
used education as a proxy for talent and creativity associated with advanced problem 
solving skills (Florida 2002b, Shearmur 2006, Donegan et al. 2008, Petrov 2008, Hansen 
and Niedomysl 2009).  Florida, in his original definition, includes the ability to problem 
solve as a principal trait for creative class members (2002c, 69).  Scott (2010a) uses 
engineers to examine the importance of jobs versus amenities, as pull factors, for the 
creative class for new migrants.  Scott and Mantegna (2009), using definitions from 
O*NET, found that there is systematic variation among jobs that draw up high levels of 
human capital across the urban hierarchy.  To this end, the less an occupation relies on 
high amounts of human capital, the more likely it is that there is a concentration of that 
occupation down the urban hierarchy (Scott and Mantegna 2009).  For example, physical 
and labor intensive jobs are predominately found near the bottom of the urban hierarchy.           
2.1.3 Industrial 
 
The creative class has also been examined through industrial lenses.  In 
examining an economic structure of place researchers have focused on the creative class 
from primarily two perspectives: (1) the cultural/creative economy and (2) more 
traditional industries which employ creatives.   
First, industrial bases centered on the creative economy have been explored and 
identified in topical or sector studies (Reimer et al. 2008, Markusen et al. 2008, Sunley et 
al. 2008, Scott 2010a).  Markusen et al.’s (2008) study offered an examination of creative 
economies in Boston, Los Angeles, and Chicago based on occupation and industry using 
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a cultural economy definition
4
.  In order to measure the total impact of the cultural 
economy, both occupation and industrial components were used to present a 
comprehensive examination of economic activity for Boston, Los Angeles and Chicago.  
Transparency in accounting for the creative class is essential, as is clear documentation 
and definitions of occupation and industry.   
Recent studies have addressed the more right-brained
5
 or artistic occupational 
classes or industries (Currid 2007b, Currid 2007a, Currid and Williams 2010) that are 
closely aligned with cultural industries.  Right-brained individuals are generally thought 
to be more involved in cultural industries, while left-brained individuals are generally 
thought to be more involved in analytic types of industries.  Studies that have used the 
occupations of scientists and engineers appear very often in innovation or R&D literature 
(Saxenian 1994, Westwick 2003, Gertler and Levitte 2005, Saxenian 2006, Petrov 2008, 
Moodysson 2008, Kerr 2010).  Markusen (1991) addresses the propagation of the 
military industrial complex through economic agents, engineers and scientists, employed 
by firms that were rooted in aerospace and military defense. 
The second industrial base of the creative class is traditional.  Thrift notes the 
cultural turn in economic geography and its impact on the analysis of economic 
                                                 
 
4
 The cultural economy includes both occupational and industry concepts.  “Cultural occupational analysis 
focuses more closely on what cultural workers do rather than what they make and is useful for thinking 
through the workforce development aspects of the cultural economy and how they are linked to 
entrepreneurship and new firm formation... Cultural industries employ many workers whose work does not 
involve creative tasks, whereas cultural occupations include many cultural workers who are self-employed 
rather than assigned to any particular industry” (Markusen et al. 2008, 25). 
5
  The creative class definition is inclusive of right-brain and left-brain members.  “This creative class 
encompasses a range of occupations that are closely linked to the innovation process, be they highly 
technical left-brain occupations (e.g., science and engineering [S&E] occupations) or more artistic right-
brain occupations (e.g., arts and design occupations) (Beckstead et al. 2008, 305). 
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landscapes.  The cultural turn in economic geography is broadly defined as the 
incorporation of a cultural approach as an important factor in economic activities.  The 
expansion of economic geography better equips researchers with tools to incorporate 
additional factors into research agendas.  One example of this is illustrated in examining 
knowledge workers, firms, and businesses.  Thrift notes that  
“The key to the ‘new economy’ is knowledge and learning.  There is a general 
emphasis on boosting innovation and creativity, on fostering skills – especially 
tacit knowledge – and on worker involvement” (2000, 691).   
 
The incorporation of a cultural approach in economic studies highlights knowledge 
workers and their respective knowledge bases.  Knowledge workers, as members of the 
creative class, with high human capital are people that both Glaeser (2005) Florida 
(2002c, 2005) declare are solid investments in economic growth for regions and industry.       
2.1.4 Knowledge base 
 
A knowledge based framework has been suggested to provide additional insight 
into the creative class (Asheim et al. 2005, Asheim and Hansen 2009).  Three knowledge 
bases are proposed as a framework to examine the creative class.  Figure 1 in the 
Appendix, illustrates the tripartite knowledge base approach
6
.  The first knowledge based 
category for the creative class is the symbolic category, which includes individuals and 
occupations like artists and writers.  The symbolic group thrives in environments with a 
                                                 
 
6
 All tables and figures are included in the Appendix and will be noted by their respective table or figure 





.  Studies that have focused on the symbolic knowledge base would 
closely align with right-brained artistic creatives and those involved in the cultural 
economy (Markusen 2006, Markusen and Schrock 2006, Currid 2009, Currid 2010, 
Currid and Williams 2010).  Currid’s thick case study (2007b) describes the art, fashion 
and music scene in New York City.  New York City’s symbolic milieu is fostered by 
face-to-face interactions that allows for synergistic activities to be developed.  These 
interactions are conducted by economic agents, such as artists, painters, designers, and 
musicians. 
However, dynamic and tacit milieus are not necessarily needed to bolster 
development in analytic or synthetic categories (Asheim and Hansen 2009).  Analytic 
categories include professions such as chemists and physicists.  Synthetic categories 
include professions such as engineers and architects.  Asheim and Hansen postulate,  
“…that an engineer who works in an industry that makes packaging machines or 
automotives based on a synthetic knowledge base will not necessarily share 
identical preferences for living in a large city region with an artist, a film director, 
or a creative designer in a advertising agency (based on symbolic knowledge 
base) or a researcher in a biotechnology firm (based on an analytical knowledge 
base)” (2009, 431).   
 
As posited by Asheim and Hansen (2009), different knowledge based groups 
exhibit differences in people and business climates.
8
  These separate climates, business 
and people, have a direct impact in the location choices of residents and business activity.  
                                                 
 
7
 People climates are defined as “factors that positively effect the location of people” (Asheim and Hansen 
2009, 426).  People climate is the combination of tolerance, cultural diversity, sexual diversity, and welfare.  
Florida identifies this as a “community that is attractive to people” (2002, 283).   
8
 Business climates can be described as factors that contribute or detract to firm location or economic 
activities.  This can include the institutions, economic structures, sectors, innovation, and to some extent 




Both the people climate and the business climate, it is suggested, have an effect on the 
local urban environments.   
Knowledge bases of individuals are correlated with firms and industries.  
Markusen (1991) indicates that the knowledge base of individuals employed by the 
military industrial complex were dispersed across the county during the expansion and 
growth this industry in the post World War II era.  Currid (2007) focuses on the cultural 
economy.  Both Markusen and Currid developed intensive studies of divergent 
economies.  Both use elements of industry, occupation and knowledge bases to document 
the process of economic change and development in their respective studies.  The 
approach detailed in each study, demonstrates that the three aspects of the creative class, 
occupation, industry, and knowledge base, are important to address and acknowledge in 
any study that explores the creative class.  
2.2 Migration and Mobility 
 
Migration and mobility studies have a longstanding history in regional science 
and geography.  As a measure of change between regions, migration is established as an 
invaluable tool to regional scientists.  Newbold (2012) documents the trends in research 
migration in recent years; population research, in terms of publications, has diminished in 
regional science journals.  Advances in technology in different fields, such as geographic 
information science (GIScience) and spatial analysis, and expanding fields, like urban 
economics, are adopting methods and research questions that have been traditionally 
approached by regional scientists with an interest in migration and population issues.   
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Migration studies are trending to divide along lines of scale.  First macro-scale or 
aggregate studies have been slowly eroded.  Aggregate studies are being replaced by 
micro-scale or geographically specific studies (Newbold 2012).   
The creative class, when presented as a homogenous group, is purported to have a 
high proclivity for mobility.  Florida notes that the creative class participates in a 
horizontal labor market (2002c, 113).  According to Florida, the creative class is 
hypermobile and makes many job changes during the course of their careers (Florida 
2002c, 106).  A predominant level of analysis for the creative class is at the metropolitan 
scale (Markusen et al. 2008, Beckstead et al. 2008, Scott 2010a) that coincides with the 
scale of Florida’s work (2002c).   
Migration literature is becoming more sensitive in looking at particular streams up 
and down the urban hierarchy (Plane et al. 2005, Plane and Jurjevich 2009).  Plane and 
Jurjevich found that when looking at disaggregate data for migration, based on age, there 
are “radically different patterns of net population redistribution…upward and downward 
within the national urban hierarchy” (2009, 4).  Retirees are moving down the urban 
hierarchy while young people, generally, are moving up the urban hierarchy, giving 
preference to more populated metropolitan areas (Plane and Jurjevich 2009).  In the 
examination of college-educated migration patterns and quality of life, Whisler et al. 
(2008) agreed that college-educated young graduates favor metropolitan areas.  However, 
college-educated families with children favored less dense areas.  This suggests that even 
within the subgroup of college educated individuals there are spatial tradeoffs when it 
comes to accessing quality of life amenities.  While the Plane and Jurjevich (2009) study 
considers all college-educated migrants, which are a portion of the creative class, it does 
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not address those members of the creative class that are not imbued with a university 
degree. 
Migration literature focuses on life-course
9
 approaches to population mobility.  
Incorporating the life-course approach into migration studies helps account for residential 
location preferences.  Demographics, such as, age, marital status, and presence of 
children are viewed as factors that differentiate groups (Whisler et al. 2008).  Additional 
markers for key factors of migration are the completion of post-secondary education 
(Gottlieb and Joseph 2006, Delisle and Shearmur 2009, Corcoran et al. 2010, Comunian 
et al. 2010), marriage (Frey and Berube 2002, Cooke 2003, Cooke and Rapino 2007) and 
retirement (Plane and Jurjevich 2009, Nelson et al. 2009).  Scott (2010a) included only 
two cohorts, working age and retirement, in the study of the migration patterns of 
engineers.  Plane and Jurjevich (2009) and Whisler et al. (2008) examined six age 
categories; however, each study used different age cohort breaks that allowed for limited 
comparability.  In general, migration studies consider life-course paramount to 
understanding migration patterns of populations. 
Research that addresses the creative class is predicated on the metropolitan scale.  
An example of this is Scott’s (2010a) examination of the migration patterns of engineers.  
Scott’s work adds to the discussion that the creative class migrates to metropolitan areas 
for amenities or jobs.  Results in examining a subset of the creative class, engineers, do 
not exhibit a proclivity to migrate based on the presence of amenities.  Instead, jobs still 
                                                 
 
9
 The life-course corresponds to key events that are coupled with individual moves.  “Leaving the parental 
home, getting married, and having children were, at the time events that occurred to just about everyone, 
and those changing housing needs” (Plane and Rogerson 1994, 279). 
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prevail as a pull factor for this subgroup of the creative class.  This is counter to what has 
been posited by Florida within the framework of regional economic development that 
emphasizes the draw of amenities. 
Amenity migration is also being explored.  Florida suggests that amenities are 
attractors for creatives.  Early studies that addressed natural amenity and quality of life 
(Fotheringham et al. 2000, Shumway and Otterstrom 2001) as assets for places and 
increasing in-migration predate Florida’s (2002c) work.  Florida, however, recognized 
linkages between quality of place and amenities.  Amenities are either natural or 
anthropogenic.  Migration to places with natural amenities results in positive in-
migration.  The USDA developed a natural amenity index (McGranahan 1999) and has 
been correlated with in-migration of people with high endowments of natural amenities.  
Natural amenities, as defined in the index, are measured across six variables: (1) warm 
winter (average January temperature, (2) winter sun (average January days of sun), (3) 
temperate summer (low winter-summer temperature gap), (4) summer humidity (low 
average July humidity), (5) topographic variation (topographic scale), and (6) water area 
(water area as proportion of total county area) (McGranahan 1999).   
Florida also notes that the creative class is migrating to dynamic neighborhoods 
(2002c).  The creative class ideal, as presented in Florida’s thesis, paints a simplified 
model of urban environments preferred by the creative class. Basic assumptions, which 
include the importance of amenities and the physical structure of the city, of the 
residential location preferences for the creative class have been adopted by many urban 
planners.  However, to date there is no study that examines the migration choices of the 
creative class at the subregional scale. 
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With regard to locations within a metropolitan area, Scott (1992) examined the 
local labor market for engineers and other scientific workers employed at three different 
Lockheed facilities in the Los Angeles metropolitan area.  It is important to note that 
metropolitan areas have a wide variety of residential locations.  Such finer scales 
distinctions justify examining movement at the sub-metropolitan scale.  Zukin (1989) 
notes that lofts became popular for artists, but have transitioned to become residential 
locations for the affluent seeking certain lifestyles.   
Urban regions offer single family residential, condos, apartments, duplexes, 
mansions, manufactured homes, and other forms of housing for its residents.  Scott 
(1992) suggests that scientists and engineers live within close proximity to job 
opportunities.  Occupation specific migration of artists, or more right-brained individuals, 
does not appear to have been examined in the existing literature.  However, an 
ethnographic study undertaken by Brennan-Horley and Gibson (2009) at the metropolitan 
scale explores the location of creative class individuals involved in the cultural economy.  
The migration of artists or members of the cultural economy is presented frequently in 
gentrification literature (Lees et al. 2008).     
2.3 Summary 
 
The creative class has been defined in terms of occupations, industries, and 
knowledge bases.  Each offers a different perspective of the group of individuals.  The 
creative class has also been identified as a group with a high proclivity to migrate.  This 
is due to two primary factors: 1) individuals move easily between jobs to increase their 
economic prospects, 2) individuals are not bound by location-dependent careers, thereby 
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exercising choice to move for other reasons.  In addition to studies that examine the 
creative class along lines of the individuals and labor markets, attracting the creative class 
has been presented as an economic development strategy to increase a region’s 
comparative advantage.    
A logical combination of these three independent, yet closely related, literatures 
necessitate a study that operationalizes an examination of the creative class across 
multiple knowledge bases, industries, and scales in order to better measure the group’s 
homogeneity.  For these reasons this study focuses on analyzing migrating artists and 
engineers, representing two distinct knowledge bases, at three scales for the fifty-two 
most populated U.S. metropolitan regions.  “Workplaces, personal lives, entire industries 
and entire geographic regions are coming to operate on principles of constant, dynamic 
creative interaction” (Florida 2002c, 43).  Essentially, Florida describes that the creative 
class should be rejecting previous urban forms of suburban development and electing to 
live in areas that are more dense, diverse, and perhaps older.  The people and business 
climates framework proposed by Asheim and Hansen (2009) suggests that subgroups of 
the creative class have different proclivities, based on types of work, for urban 
environments. To some extent this parallels work by Wheeler (1968) on the spatial 
distribution and co-location of occupation and residential location across Pittsburgh, PA.   
If creative class members all aspire to specific and similar residential spaces, then 
this overall trend should be reflected in recent migration patterns and residential choice 
for these new creative class migrants.  Florida (2002c) notes that the creative class, as a 
single group, desires dynamic urban environments.  However, Glaeser states that  
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“[I]…have studied a lot of creative people.  Most of them like what most well-off 
people like – big suburban lots with easy commutes by automobile and safe 
streets and good schools and low taxes.  After all, there is plenty of evidence 
linking low taxes, sprawl and safety with growth.  Plano, Texas was the most 
successful skilled city in the country in the 1990s (measured by population 
growth) – it is not exactly a Bohemian paradise” (2005, 594). 
 
The creative class and individuals with high human capital are presented as homogeneous 
groups, when in fact, they are heterogeneous. 
 The next chapter, Chapter 3, outlines the study area used in the subsequent 
analysis of two disparate knowledge bases of the creative class, migrating artists and 
migrating engineers.  The three scales, metropolitan, submetropolitan, and individual, are 
discussed.  In addition to the discussion of scale, data sources are discussed.  Each of the 
models uses slightly different configurations of data.  The following chapter culminates 
in a detailed discussion of each of the three models.  This includes the two models that 




DATA AND STATISTICAL METHODS 
 In order to answer the research questions presented in Chapter 1, this dissertation 
uses a series of quantitative methods.  Quantitative methods have been used by regional 
scientists and geographers for many years to explore relationships between and within 
regions.  This chapter is divided into three primary sections.  First, the study area section 
describes the geographic extents for each model.  Since geographic scale is a critical 
component of these analyses, particular emphasis is placed on the scale of analysis for 
each model.  The data section identifies the source of datasets used in these analyses.  
The data section also describes the limitations accompanying the respective datasets and 
quantitative research approach.  Finally, the statistical methods section presents and 
describes each of the three models with regard to the statistical framework and rationale 
for each.   
The model specifications are presented in Chapters 4 and 5.  The models and their 
respective variables are discussed, in their entirety along with results, in their respective 
chapters, Chapter 4 (Model 1) and Chapter 5 (Models 2 and 3).  Since each of the models 
differ in the scale of analysis, the organization of this chapter places emphasis on scale 
and has been organized as such. 
3.1 Study Area 
 
The study area is limited to the fifty-two urban areas in the United States with 





.  Figure 1 illustrates the location of the fifty-two metropolitan area; they 
are distributed across the forty-eight contiguous states.  The delineation of the study area 
is proposed for three, largely pragmatic, reasons.  First, metropolitan areas are considered 
because many economic development discussions occur at the metropolitan scale 
(Storper and Scott 2009, Scott and Mantegna 2009, Scott 2010a, Partridge 2010, Scott 
2010b).  Second, data availability for migration has moved from the decennial census to 
the American Community Survey.  Finally, the PUMA scale allows for a coarse spatial 
resolution accommodating for a scale between metropolitan and neighborhood levels.   
A major contribution of this dissertation is the examination of Florida’s work at 
differing scales.  Processes, across space, can impact geographies and place in vastly 
different ways.  For example, Peck (2005) notes that Florida’s work has generated 
criticism for circumventing discussions around intraurban inequality and working 
poverty, which are, perhaps, is a negative by-product if a region successfully attracts 
creative class members.  In a study of the impact of human capital on regional labor 
productivity, Fischer et al. (2010) note that prior studies had previously focused on cross-
country scale; however, the study highlights that the regional scale, rather than national 
scales, were the most illuminative for growth.  This suggests that scale of analysis is 
important when examining processes and results across differing geographies.  The next 
three sections identify the data used for each respective model.  Beginning from the 
coarsest scale of analysis, the metropolitan level (Model 1), to the submetropolitan scale 
(Model 2), and finally to the individual (Model 3). 
                                                 
 
10
 All tables and figures are located in the Appendix. 
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3.1.1 Model 1 Metropolitan Scale 
 
The first model is framed at the scale of the metropolitan area.  Each metropolitan 
area constitutes one observation and the dependent and independent variables represent 
summaries of the metropolitan area.  This scale is chosen for Model 1 because it closely 
follows Florida’s (2002c) work that was predicated with a focus on urban regions.  In 
studies following Florida’s original work, a larger portion has used the metropolitan area 
as the preferred scale of analysis (Beckstead et al. 2008, Scott 2010a, Qian et al. 2012) 
when examining entrepreneurship, diversity, tolerance, and amenities.  This dissertation 
only considers and examines metropolitan areas with population estimates of one million 
or more people in 2009.  This is in order to provide a basis of analysis in assessing the 
difference in location choices between migrating artists and engineers.  The discussion 
defining migration for this study is presented in section 3.3.1.  The next section explains 
the submetropolitan scale of analysis. 
3.1.2 Model 2 PUMA Scale 
 
Model 2 begins to diverge from Florida and others’ regional or metropolitan scale 
by framing the analysis at a submetropolitan scale.  Submetropolitan regions are defined 
by the geographic extent of Public Use Microdata Areas (PUMAs).  Continuing to use 
the fifty-two metropolitan areas from Model 1, the units of observation for Model 2 are 
the 1,177 PUMAs within these metropolitan areas.   
The geography of the study area of Model 2 is based on the U.S. Census Bureau’s 
Public Use Microdata Area (PUMA) and 2003 Metropolitan and Micropolitan Statistical 
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Areas: Core Based Statistical Areas (CBSA)
11
.  The geography of a PUMA is unique; 
PUMAs are delineated based on total population thresholds of 100,000 people or more in 
a geographic area.  The 2003 CBSA boundaries were used to identify PUMAs that are in 
respective metropolitan areas.  Small metropolitan areas, like Tucson, have few PUMAs; 
Tucson has 7 PUMAs.  Large metropolitan areas, like New York City, have many 
PUMAs; New York City has 134 PUMAs.  The PUMA’s geography does not perfectly 
match the CBSA designation; PUMAs were delineated prior to defining the area of the 
CBSAs.  An illustration of this spatial relationship, using Atlanta, is in Figure 4.  In this 
study, a liberal method to define PUMAs to be included in the submetropolitan analysis 
was employed
12
.  Using 2003 Core Based Statistical Area (CBSA) boundaries, the Model 
2 study area was delineated by establishing a general rule that a PUMA was included in 
the study area if any portion was within the 2003 CBSA boundary.  Additionally, it is 
possible, that a PUMA is split by two metropolitan areas.  In instances like this, the 
PUMA’s land area was the deciding factor.  PUMAs were assigned to CBSAs based on a 
majority land rule.   
The current mode of collecting data on migration for Americans is collected and 
aggregated to the PUMA.  The PUMA scale was chosen because it is the finest scale of 
resolution for migration data currently collected.  In addition, it serves as a heuristic for 
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 The U.S. Census Bureau publishes GIS shapefiles fro the 2003 CBSA.  These were used to identify 
PUMAs that were all or partially in the boundaries of the CBSA.  An alternative, or conservative, way to 
define the study area would be PUMAs that have their centroid in the CBSA layer; however, that was not 
used in this model. 
12
 Model one used a conservative definition of PUMAs when defining a metropolitan area.  IPUMS uses 




the urban neighborhood.  In contrast to the metropolitan scale, the PUMA scale provides 
greater insight into migration and neighborhood characteristics that reveals patterns of 
migration proclivities.  Additionally, metropolitan areas that may appear at the 
metropolitan scale as diverse may be still highly separated when examined at the 
submetropolitan scale. 
3.1.3 Model 3 Individual Scale 
 
Model 3 diverges even further from metropolitan scale research by focusing on 
the characteristics of individuals within PUMAs.  This model draws upon Public Use 
Microdata from the ACS.  A full discussion of microdata is in section 3.2.1.  However, it 
is notable at this point that in order to protect respondents’ confidentiality, the U.S. 
Census Bureau uses an internal process to mask the actual respondents’ data.  The 
following section is a more extensive discussion of data used in this study.  However, it is 
important to keep in mind the changing scales of analysis for each model. 
3.2 Data 
In this section, a brief description of the data will be provided.  Data are 
assembled from a variety of sources, including the U.S. Census Bureau, Integrated Public 
Use Microdata, Places Rated Almanac, and the Creative Class Index.  All analysis in 
each of the three models is restricted to 2006-2008.  This time period represents a peak in 
economic prosperity for the United States.  Additionally, this time frame precedes the 
economic slowdown that follows 2008.  First, data sources used in this dissertation are 
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explained, including census data, occupation categorization, and migration.  This is 
followed by a discussion of the study areas for each of the three models.   
3.2.1 Census Data 
 
The American Community Survey (ACS) is an ongoing statistical survey which 
samples “one in forty households per year, with addresses selected at random and 
representing other addresses in the community” (Newbold 2012, 457).  The ACS is 
released in one, three, and five year estimate versions.  The three and five year estimates 
are created by pooling the responses over multiple years, and as such, there is a tradeoff 
between temporal specificity and sample size.  While ACS summary data are aggregated 
to specific, predefined geographies, Public Use Microdata Samples (PUMS) or microdata 
allow end-users flexibility and latitude in creating unique subsamples.  The microdata 
uses a unique geography, Public Micro Use Areas (PUMAs).  These areas, PUMAs,  
contain a minimum of 100,000 people.   
However, summary data, aggregated by the U.S. Census Bureau, is not always 
available to researchers who are interested in an explicitly defined area.  Additionally, 
accessing the microdata can prove challenging to researchers.  Recently, researchers who 
are interested in examining regional economic conditions have used data from Integrated 
Public Use Microdata Series (IPUMS) (Malecki 2010, Wang 2010, Scott 2010b, Kemeny 
and Storper 2012).  Furthermore, IPUMS has introduced variables that designate 
metropolitan areas.  In addition to using data from IPUMS, models 2 and 3 uses 
microdata derived from a subset from the ACS 2006-2008 3-year sample.  Both ACS and 
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IPUMS data are derived from U.S. Census data.  In addition to defining the study are 
using U.S. Census data, occupation categories were defined from U.S. Census data. 
3.2.2 Defining the Creative Class by Occupation 
 
 Creative class members, as discussed in the literature review, stand astride 
multiple occupations, knowledge bases, and industries.  In order to demonstrate the 
relationship between two divergent knowledge bases, artists, representing the symbolic 
knowledge base (Asheim and Hansen 2009), and engineers, representing the synthetic 
knowledge base, are used in this study.  Standard Occupation Codes (SOC) are used to 
delineate members of the creative class (Florida 2002c, Markusen 2004, Markusen et al. 
2008, Scott 2010a).  Occupations in this study have been detailed following previous 
studies and are illustrated in Table 2. 
3.2.3 Defining Migration 
 
The U.S. Census Bureau has been a longstanding source for data for the American 
population.  In recent years, there has been a shift in data sources for migration.  The 
2000 decennial census was the last one to employ the use of a long form.  Historically, 
this has been a source for information regarding the migration and mobility of the 
American population.  Migration data has moved from decennial censuses to the ongoing 
ACS.  The ACS is now a primary source for migration data.  However, this is proving to 
be a challenge for researchers who study migration (Franklin and Plane 2006, Newbold 
2012) to examine population movement over different time periods.  Microdata records, 
containing specific demographic information and characteristics, have been processed in 
order to protect respondents’ confidentiality.   
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From the detailed microdata, the user may specify characteristics to create a 
subset.  The ACS asks respondents to indicate if the current house or apartment was their 
place of residence one year ago.  Subsequent data is collected on the previous location of 
the individual.  The migrating status of the individual can further be categorized into 
three groups.  First, migrants are classified as international or individuals that have 
moved from abroad.  Second, individuals are classified as moving within the same 
geographic extent, but a different residence.  Finally, individuals are categorized as 
migrants when coming from other geographies or have not moved within the same 
PUMA.  For this study, migrating artists and engineers exclude those people that have 
previously resided abroad.  Individuals who have moved within the same metropolitan 
area or within the PUMA have been excluded.  The rationale for this is that an 
international move has a greater degree of friction associated with the move and thus 
poses a greater impediment to moving.  Comparably, migrants within the same 
metropolitan area were excluded.  These represent shorter distance moves and thus a 
smaller amount of friction and a set of lower barriers.  
3.2.4 Quality of Life and Amenity Data 
 
 There are several different sources that have been derived in order to measure 
metropolitan area’s quality of life.  While some have created their own metropolitan 
measures, other researchers have attempted to measure quality of life compared against 
other metropolitan areas.  The Places Rated Almanac (PRA) is a publication that 
compares metropolitan areas across the United States for various aspects of the quality of 
life (Savageau 2007).  Using the 2007 PRA follows the work of Whisler et al. (2008) in a 
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study that examined migration of the college-educated with regard to quality of life.  The 
2007 version is used in this dissertation because it is the mid-point for the 2006-2008 
ACS data.  In addition to the overall, quality of life score
13
, the PRA includes individual 
measures across amenities, recreation, and temperature.  Other researchers have 
attempted to quantify amenities in varied ways (McGranahan 1999, Scott 2010a, 
McGranahan et al. 2011).  Using the PRA, provides a consistent definition of amenities 
across metropolitan areas of the United States. 
3.2.5 Creative Class Index 
 Florida, in the 2004 paperback release of The Rise of the Creative Class, updated 
the creative class index, which was a measure across the “3 Ts”, talent, technology, and 
tolerance.  The 2004 updated index is an additional dataset used in the quantitative 
analysis to ascertain if there is a statistical difference in the migration settlement patterns 
of artists and engineers.  
3.3 Statistical Methods  
 The previous sections provided an introduction to data sources used in the 
quantitative analysis.  This section focuses on the quantitative methods used in this 
dissertation.  All the three models are classified as generalized linear models (GLMs); 
however, the third model can also be categorized as a binomial logit model.  A GLM is 
often characterized by three main components, a random component which specifies the 
conditional distribution of the response variable, linear predictors, and a smoothing link 
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 This QOL mean score includes the following measures: amenities, housing, jobs, crime, transportation, 
recreation, and temperature. 
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function (Fox 2008).  Similarly, the binomial logit model can be considered a special case 
of GLM (Weisberg 2011).  The following sections discuss the assumptions of each model 
and the rationale for including each in the analysis. 
 Briefly, a GLM has three basic components.  First, a random component specifies 
the distribution of the response variable (dependent variable), given the values of the 
explanatory variables in the model.  Second, there is the linear predictor that is a function 
of the explanatory variables.  The explanatory variables can include a wide variety of 
independent variables.  In this way, it is familiar to researchers because of the linear 
structure.  Finally, there is a link function that transforms the response variable.  A GLM 
generalizes the familiar ordinary least squares (OLS) for method for estimating 
regression parameters in that it in that a GLM allows for response variables from a 
distribution that is not necessarily a normal.  Additionally, it allows the linear regression 
to be linked to the response variables through a link function.  It also allows the variance 
to be linked to the function of the predicted value. 
3.3.1 Model 1 
 Model 1 is a common-slope generalized linear model (GLM) with a quasi-
binomial or fractional response with a link ‘logit’.  This model follows principles set 
forth in Scott’s (2010a) paper, which in turn drew upon Papke and Wooldridge (1996), 
employing a fractional response model, on the location preference of migrating engineers 
at the metropolitan scale.  In Scott’s model the dependent variable was the fraction of 
migrating engineers, from 1994-1999, as a proportion of the total employment for each 
respective metropolitan area.  The observed values for Ya and Ye are all close to zero; for 
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this reason, a ordinary least squares (OLS) cannot be used because this violates the 
assumptions that the data are normally distributed.   
A traditional logit or probit model cannot be used because the dependent variable 
is continuous bound by 0 and 1.  In this set of models, one fractional response variable is 
0  Ye1, where Ye is the fraction of migrating engineers as a proportion of the total 
migrants for the metropolitan area.  Likewise, the other fractional response variable for 
migrating artists is 0  Ya1, where Ya is the fraction of migrating artists as a proportion 
of the total migrants for the metropolitan area.  Following Scott (2010a) and Papke and 
Wooldridge (1996), a fractional response model is utilized within “R”, a statistical 
software package, and the base GLM function, using the quasi-binomial family with a 
link ‘logit’.  These two models can be simplified into one model by adding a dummy 
variable to indicate the occupation category, e.g. engineers (0) and artists (1). 
This follows Fox’s (2008) discussion of a common-slope model  
Yi = α + βXi + …+βkXik + γ Di + ei. 
In this model, the indicator variable or dummy variable is added in order to yield 
one equation for both the fraction of migrating artists and the fraction of migrating 
engineers.  Thus the model for engineers becomes:    
log(E[Yi ])= α + βXi + γ(0) + ei = α + βXi  + ei. 
And the model for artists becomes:   
log(E[Yi ])= α + βXi + γ(1) + ei = (α + γ)  + βXi  + ei. 
The interpretation of γ is the constant difference between the two groups.  The 
difference is one unit, therefore, the difference in the Y-intercepts of the two lines is γ.  
This can be better illustrated in Figure 5.  The sample could be portioned along the 
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fraction of migrating artists and engineers and perform separate regressions.  However, 
this makes it difficult to estimate and test for occupational differences in the model.  In 
this model the reference category is engineers.  The coefficient of γ is the constant 
vertical separation.   
In order to determine if occupation affects the fraction of migrating artists and 
migrating engineers, controlling for other metropolitan amenities, the hypothesis test H0: 
γ = 0 and HA: γ ≠ 0 by using an F-test γ from the model. 
Fox (2008) states that the ANOVA for linear models is similar to the analysis of 
deviance for a GLM.  The analysis of deviance is a statistic of fit for GLMs.  In this case, 
“The residual deviance for a GLM is defined as 
Dm = 2(loge Ls – loge Lm) 
where Lm is the maximized likelihood under the model in question and the Ls is the 
maximized likelihood under a saturated model” (Fox 2008, 387).  The residual deviance 
is similar to the residual sum of squares for a linear model.  Since this is the case, a 
pseudo R
2
 can be calculated  
R
2
 = 1 – (D1/D0) 
where D0 is the residual deviance for the null model (or the model with only the 
regression constant) and D1 is the residual deviance for the model in question (or the full 
model) to indicate the proportion of the null deviance accounted for by the model. 
 From previous research addressed in the literature review centered on Florida’s 
(2002c) creative class theory, the two models should not be statistically different.  Artists 
and engineers should be migrating to the same metropolitan areas.  Thus, this model will 
test the hypothesis: 
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Hypothesis1: As defined by metropolitan level migration flows, the 
creative class is not a homogeneous class but comprises uniquely different 
artist and engineer classes. 
 
The null hypothesis, H0: γ = 0, states that there is no statistical difference between 
the two groups of migrating artists and engineers; the alternative hypothesis, HA: γ ≠ 0, 
indicates that there is a statistical difference between the two groups.  Thus, this suggests 
that the creative class, as defined as migrating artists and migrating engineers, is not 
homogeneous in their metropolitan location choices.  From this, it could be suggested 
that they exhibit differing migration proclivities. 
3.3.2 Model 2 
 Continuing the quantitative analysis, Model 2 is framed at the scale of the PUMA 
or submetropolitan area for the fifty-two metropolitan areas.  Each PUMA constitutes one 
observation and the dependent and independent variables represent the mean, median, or 
other summaries of the PUMA.  This scale is chosen for Model 2 because this scale is a 
first attempt to examine the creative class at a submetropolitan scale.   
 Model 2 is a GLM.  The fundamental GLM for count data, such as population 
counts, is a Poisson model with a log link (Fox 2008).  Model 2 uses PUMA migrating 
artists and migrating engineers as the dependent variable.  Population count data for the 
regressed variable is positively skewed.  There are many zero counts, thus a Poisson 
regression is appropriate (Lovett and Flowerdew 1989).  Since the model uses a log link 
function, the coefficients can be exponentiated in order to construct the interpretation that 
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increasing an independent variable by one unit yields e
x
 which can be interpreted into 
percent increase for the control variables.   
 Model 2 is presented as a single regression with a common-slope with dummy 
variables for each group based on occupation (artist or engineer).  This follows Fox’s 
(2008) discussion of a common slope model (Yi = α + βXi + …+βkXik + γ Di + ei).  In this 
model, the indicator variable is coded as follows: engineers (0) and artists(1).  The model 
for migrating engineers becomes:    
log(E[Yi ])= α + βXi + γ(0) + ei = α + βXi  + ei. 
And the model for migrating artists becomes:   
log(E[Yi ])= α + βXi + γ(1) + ei = (α + γ)  + βXi  + ei.   
 The analysis of variance (ANOVA) for linear models has a close analog in the 
analysis of deviance for a GLM.  The residual deviance is akin to the residual sum of 
squares in a linear model (Fox 2008).  Within GLMs, as here in a Poisson model, the 
dispersion parameter is equal to 1 and the likelihood-ratio statistic is the difference 
between the residual deviances for nested models.  In this case, the residual deviance for 
the full model is divided by the null model, which fits only the constant.  The result being 
for the full model that the pseudo  R
2
 = 1 – D1 / D0 .  In order to determine if there is a 
statistical difference between migrating artists and engineers, with regard to the 
submetropolitan scale, an Analysis of Variance (ANOVA) is conducted. 
Lovett and Flowerdew (1989, 196) note that “…not all analyses will produce a 
good fit.  Even if a good fit is not achieved, however, the results will allow an evaluation 
of which variables contribute the most to reducing the deviance”.  Even if the deviance is 
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high for the models, they still can provide insight into factors that have the most 
correlation to location decisions.    
Considering the emphasis that Glaeser (2005) placed on human capital, with 
regard to the creative class, he suggests that individuals with high human capital, such as 
engineers, class would choose suburban locations.  Additionally, Asheim and Hansen 
(2009) suggest a tripartite knowledge based framework for analyzing the creative class, 
symbolic, synthetic, and analytic.  Florida’s creative class theory suggests that the 
creative class locates near the center city (2002c).  Keeping Florida’s (2002c) work in 
mind, the two models should not be statistically different.  Artists and engineers should 
be migrating to the same submetropolitan areas. Thus, this model will test the hypothesis: 
 
Hypothesis2: As defined by submetropolitan level migration flows, the 
creative class is not a homogeneous class but comprises uniquely different 
artist and engineer classes. 
 
The null hypothesis, H0: γ = 0, states that there is no statistical difference between 
the two groups of migrating artists and engineers; the alternative hypothesis, HA: γ ≠ 0, 
indicates that there is a statistical difference between the two groups.  Thus, this suggests 
that the creative class, as defined as migrating artists and migrating engineers, is not 
homogeneous in their metropolitan location choices.  From this, it could be suggested 
that they exhibit differing migration proclivities. 
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3.3.3 Model 3 
Continuing from small-scale analysis, as demonstrated by Model 1, to the 
submetropolitan scale in Model 2, Model 3 examines migrating artists and engineers as 
individuals and their respective location choice.  Model 3 is framed at the scale for the 
individual migrant of an artist or engineer for the fifty-two metropolitan areas.  Each 
observation is based on microdata as representative of a single person and the dependent 
variable is a dummy variable which represents the destination, to an urban or suburban 
PUMA, of the individual and independent variables represent the individual’s person or 
household characteristics, in addition to PUMA characteristics.  This scale is chosen for 
Model 3 because this scale is another way to examine the location of the individual 
member of creative class. 
Model 3 is a logistic regression.  Lorenz and Lundvall (2010), examined the 
preconditions for creativity using a multi-level logit model.  However, Model 3 follows 
Fox (2008) discussion of logistic regression.  The dependent variable is a binomial or 
dummy variable that notes if the location the migrant settled in is suburban (0) or urban 
(1).  This variable based on the previous designation of the PUMA in Model 2.  However, 
the geographic extent of this model is more conservative than previous models.  The 
geographic extent of this dataset was reduced to include only those PUMAs that had their 





.  This model examines the settlement choice of migrating artists and migrating 
engineers in 1,113 PUMAs.  The regression is noted as follows:   
Yi = α + βXi … βkXik + γ Di + i  
where Yi is equal to 0 or 1 based on the urban or suburban designation and Xik  are the 
independent variables and γ Di is a dummy variable, migrating engineer (0) and migrating 
artist (1).   
 
Hypothesis3: As defined by the individual, the creative class is not a 
homogeneous class but expresses a difference in location choices based on 
occupation. 
 
 The null hypothesis, H0: γ = 0, states that there is no statistical difference between 
the two groups of migrating artists and engineers; the alternative hypothesis, HA: γ ≠ 0, 
indicates that there is a statistical difference between the two groups.  Thus, this suggests 
that the creative class, as defined as migrating artists and migrating engineers, is not 
homogeneous in their metropolitan location choices.  From this, it could be suggested 
that they exhibit differing migration proclivities. 
3.4 Summary 
  
This chapter presented in detail the models that are used in this analysis.  Each is 
classified as a GLM.  Model 1 is a quasi-binomial GLM and follows the applied work of 
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Scott (2010a) and examines the migration patterns of artists and engineers for fifty-two 
metropolitan areas in the United States.  Model 2 is a GLM with a Poisson distribution.  
Model 2 uses PUMAs as a heuristic for neighborhood in order to determine if migrating 
artists and engineers are moving to the same parts of the city.  Model 2 diverges from a 
majority of the economic development literature by deconstructing the metropolitan area.  
Finally, Model 3 is a binomial GLM or a logit model.  Model 3 uses microdata, as 
representative of individuals, to examine the location, suburban or urban, choices of 
migrating artists and engineers.  The next chapter presents Model 1 and the results from 
the analysis. 
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CHAPTER 4  
MODEL 1 
 The previous chapter detailed all three models that are used in this study.  Chapter 
4 presents the scale for Model 1 and focuses on the migration patterns of artists and 
engineers at the metropolitan scale.  Additionally, discussions of the data, the model, 
results, and findings are included in this chapter.   
4.1 Florida Revisited 
 
 Florida’s work (2002c) suggests that a new class of individuals is comprised of 
both knowledge workers with high amounts of human capital, as well as those who 
utilize elements of creativity in order to solve problems.  Many studies have attempted to 
examine the impacts of the creative class at the metropolitan scale.  Efforts have been 
made to determine if individuals tend to move for amenities, both natural and cultural, or 
jobs (Storper and Scott 2009, Partridge 2010, McGranahan et al. 2011) in order to better 
understand economic development.  Additionally, most studies have used all U.S. 
metropolitan areas as individual observations for examination.  This study deviates from 
the traditional framework in that only the fifty-two largest metropolitan areas serve as the 
sample.  The study area of this model is limited these in order to provide a baseline for 
examining the migration behavior of artists and engineers which informs the other two 




4.2 Data: Model 1 
 Model 1 builds upon previous work of scholars to discern the connection between 
metropolitan growth, economic success, the impact of amenities, and jobs (Beckstead et 
al. 2008, Storper and Scott 2009, Scott 2010a, Partridge 2010).  Model 1 has four primary 
sources of data and are detailed in the subsections below. 
4.2.1 Quality of Life: Places Rated Almanac 
 The Places Rated Almanac (PRA) examines the 379 U.S. metropolitan areas.  
This study uses the 2007 version.  The Places Rated Almanac is an annual publication 
that measures metropolitan areas across nine different categories: ambience, housing, 
jobs, crime, transportation, education, health care, recreation and climate (Savageau 
2007).  The publication allows for a standardized comparison along a wide range of 
variables for metropolitan regions.  Whisler et al. (2008) used the PRA to examine the 
migration patterns of those with a college education.  Figure 2 illustrates the QOL mean 
score for the study area.   
Categories are scored across specific variables in order to compute a mean score 
for each metropolitan.  The score is then converted to an overall mean score which is a 
composite to gauge for a metropolitan area’s quality of life (QOL).  The 2007 PRA draws 
upon 2003 federal designations for metropolitan areas, Core Based Statistical Areas 
(CBSA 2003).  This new geography is based upon 2000 U.S. Census Bureau information 
and served to expand previous definitions of metropolitan areas in two ways.  First, it 
added fifty metropolitan areas to the almanac.  Second, it added additional land areas to 




 The Places Rated Almanac defines ambience as including nebulous cultural 
factors, such as, “the air, the feel, the place’s genius loci, even the way it makes you 
behave” (Savageau 2007, 33).  To this end, the ambience variable measures a 
metropolitan area in terms of the following categories:  good restaurants, good 
bookstores, visible history, and performing arts calendar.  First, PRA scores ambience in 
terms of good restaurants.  In order to quantify this, PRA calculated “…the percent of a 
metro area’s eateries rated by AAA and the number of rated eateries weighted by AAA 
diamonds” (Savageau 2007, 37).  Second, PRA scores good bookstores by per capita 
sales from the last Census of Retail Trade.  It is notable that the estimated sales include 
“music, newspapers, magazines, food and incidentals” (Savageau 2007, 37).  However, 
college textbook sales are excluded.  Third, a metropolitan area is measured in terms of 
visual history via the number of historic landmarks and buildings within residential 
historic districts and the land area of the historical districts.  Fourth, the number of annual 
touring artist in campus and civic auditoriums is collected.  Additionally, the number of 
symphonic and opera companies in residence are added to compose the performing arts 
calendar measure.   
Recreation 
 The Places Rated Almanac defines recreation in terms of “determining the best 
places to play” (Savageau 2007, 417).  To measure these PRA created a measure for 
twelve variables into three categories, Common Denominators (golf courses and movie 
theaters), Crowd Pleasers (amusement and theme parks, zoos, aquariums, professional 
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sports, college sports, auto racing, and horse racing), and Outdoor Assets (coastlines and 
inland water, forests, parks, and wildlife refuges, and skiing). 
Climate 
 The Places Rated Almanac defines climate along four measures for each 
metropolitan area.  First, winter mildness is used to capture how comfortable a place is.  
Factors that influence this score are a measure of “…how mild summers are, humidity, 
the average 24-hour temperature of the hottest month and the number of months the 
thermometer tops 90 F” (Savageau 2007, 498). 
Quality of Life 
 The quality of life score is a composite score for nine measures, including the 
three above and six more.  The other six are housing, jobs, crime, transportation, health 
care and education.  Housing is scored across four measures, home prices, energy 
requirements, monthly costs, and rental options.  Job scoring is really a measure of 
outlook for the local job market.  The metropolitan score is calculated as follows, 
“…each area’s forecasted number of new jobs gets twice the weight as the percent rate of 
new job growth and twice the weight of how many of the expected jobs are higher paying 
ones” (Savageau 2007, 158).  Crime is also a weighted measure.  The violent and 
property crime for the last five years are averaged, but “…since property crimes are much 
less serious than crimes against people, they get one-tenth the weight of violent crimes” 
(Savageau 2007, 203).  Results are then scaled from 0 to 100.  Transportation scores are 
weighted across three subcategories.  First, a metropolitan area is measured across 
connectivity.  Connectivity is a weighted score, with passenger rail departures get the 
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least weight, then national highways, if there is more than one junction of interstates, and 
finally air service, commuter, domestic, and international.  The final score for 
transportation is connectivity - 60 percent, commute - 30 percent, and centrality, how 
near a metropolitan area is to other metropolitan areas, is 10 percent.  Education is scored 
across five measures, school support, private school options, library popularity, college 
town, and college options.  Finally, health care is scored across six categories, 
general/family practitioners per 100,000 people, medical specialists per 100,000, surgical 
specialists per 100,000, accredited general hospital beds, physician residency programs, 
and hospital services, in order to measure the metropolitan area’s relative strength in 
health care.   
4.2.2 Creative Class Index (3Ts) 
 The Creative Class Index (CCI) was first introduced in the original printing of 
The Rise of the Creative Class (2002).  However, the 2004 paperback edition contains an 
updated CCI.  The CCI 2004 is the dataset used in Model 1
15
.  The CCI in comprised of 
three equal parts of the 3Ts, talent, technology, and tolerance.  Each of the three Ts is 
comprised of several other indices. 
Talent 
 The creative class is comprised of a number of occupations.  Talent is built upon 
the “Occupation and Employment Survey” (OES) from the Bureau of Labor Statistics 
(BLS) from 2001. 
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 Two measures comprise the technology component of the CCI.  First, the Tech 
Pole Index (TPI) is used.  The Tech Pole Index remained the same from 2002; this is 
constructed around two components.  The first factor is the metropolitan’s high-tech 
industrial output as a percentage of U.S. total high-tech industrial output.  The second 
factor is the metropolitan share of high-tech output to total regional output. 
Tolerance 
 The measure of a region’s tolerance was the most changed from 2002 to 2004.  
The tolerance measure is comprised of several indices.  First, the Gay Index is essentially 
a location quotient to measure the concentration of gays and lesbians in a metropolitan 
region in comparison to the national distribution.  The revised Gay Index includes 
lesbians, whereas the original measure only included gay male population tabulations.  
The remaining three indices were added in 2004 in order to improve a metropolitan’s 
tolerance measure.  The Melting Pot Index indicates the percentage of foreign-born 
people in a metropolitan region.  The Bohemian Index is also a location quotient which 
indicates a concentration of artistically creative people, such as, authors, designers, 
musicians, composers, actors, directors, painters, sculptors, artist printmakers, 
photographers, dancers, artists, and performers.  Finally, the Racial Integration Index was 
constructed to measure a metropolitan area’s racial composition; this measure helps to 
illuminate masked scale relationships of segregation. 
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4.2.3 Location Quotients 
Metropolitan location quotients were constructed for the fifty-two metropolitan 
areas from IPUMS 2006-2008 3-year ACS data (Ruggles et al. 2010).  Location quotients 
(LQ) were calculated for each metropolitan area in the study area (Plane and Rogerson 
1994).  Location quotients are a measure of industry concentration and are calculated as 
follows 
Qi = Si / Pi 
                S* / P*   
 
where Q equals the location quotient, i references the metropolitan area, * indicates the 
nation, and S notes the city, and P notes the total for the study area.  LQs were calculated 
using aggregated North American Industrial Classification System (NAICS) codes from 
the Bureau of Labor Statistics (BLS)
16
.  Additionally, the 2000 metropolitan designation 
was used in order to define the extent of the metropolitan area
17
.   
4.2.4 Defining Migrating Engineers and Artists 
 The ACS asks respondents to indicate if the current house or apartment was their 
place of residence one year ago.  Subsequent data is collected on the previous location of 
the individual.  The migration variable is limited here to those individuals who are in a 
different house, but moved within the state, between PUMAs, moved between contiguous 





IPUMS uses 2000 Census metropolitan boundaries.  However, many metropolitan areas are partially 
identified.  IPUMS provides documentation for the percentage that could not be determined.  Atlanta (3%), 
Austin (7%), Baltimore (2%), Birmingham (13%), Boston (Lawrence (33%) & Lowell (4%)), Chicago 
(1%), Cincinnati (10%), Columbus (6%), Dallas (4%; Fort Worth (2%)), Denver (6%; Boulder (24%)), 
Hartford (40%), Kansas City (5%), Las Vegas (12%), Louisville (10%), Memphis (12%), Miami (1%), 
Minneapolis (3%), New Orleans (7%), Norfolk (1%), Oklahoma City (17%), Phoenix (6%), Pittsburgh 
(3%), Portland (7%), Providence (14%), Rochester (6%), Seattle (3%), Washington, DC (4%).  
http://usa.ipums.org/usa/volii/incompmetareas.shtml   
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states, and those who moved between non-contiguous states.  This drastically reduces the 
number of migrants.  However, this provides stability between all models by constraining 
the specific group of migrants.  Artists and engineers are defined by their respective SOC 
noted in Table 2. 
4.3 Model 1 
4.3.1 Descriptive Statistics 
Model 1 uses several different data sources in order to construct the model.  The 
variables used are noted in Table 3.  This section highlights descriptive statistics of the 
dataset.  As mentioned in Chapter 3, the Places Rated Almanac (2007) is used in order to 
have a standard source of data for metropolitan areas with regard to their respective 
quality of life.  Metropolitan areas that scored well in combining all twelve categories are 
Pittsburgh (82), San Francisco (78), Seattle (77) and Portland (76).  The mean for all 
fifty-two metropolitan areas is 68.5.  However, not all metropolitan areas scored well 
across categories.  For example, Riverside (57), Tucson (57), Miami (55), and Detroit 
(50) have the lowest combined quality of life score.  However, there was not one unifying 
category that caused the bottom five metropolitan areas to have low scores.  Riverside 
scored particularly low in affordable housing and access to health care services.  
Conversely, Tucson scored marked low in transportation and connectivity and crime.  
Finally, Detroit, scored with the sample’s lowest quality of life, scored low with regard to 
job outlook, climate, crime, and health care.  This is in alignment with the rhetoric 
describing the decline of Detroit with regard to the area’s industrial base and decreasing 
population.   
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 In deconstructing the quality of life mean score, ambience, recreation, and climate 
were explored individually to determine their respective impact on the model.  First, a 
metropolitan area’s ambience is scored across several categories.  Two northeast 
metropolitan areas, Boston and New York, lead the fifty-two metropolitan areas with 
perfect scores of 100.  However, these are closely followed, with scores of 99 
respectively, by Atlanta, Chicago, Hartford, and Philadelphia.  Five metropolitan areas 
with the lowest scores for ambience are the following: Birmingham (70), Memphis (70), 
Las Vegas (65), Riverside (62), and Sacramento (54).  Ambience is a highly subjective 
measure of the character of a place.  Savageau (2007, 37) states, “There are simply too 
many differences in taste for an ambience rating system to suit everyone.”  However, this 
is one way to standardize and measure consistently across space.  Recreation was 
examined independently to better understand the relationship between a metropolitan 
area’s migrants and recreation facilities and opportunities.  Again, Savageau states that it 
is difficult to score metropolitan areas with fairness.  According to Savageau, however, 
the consistency in definition allows this to be done.  The five highest scoring 
metropolitan areas are the following: Orlando (100), Seattle (100), New York (99), 
Sacramento (99), and Tampa (99).  The five lowest scoring metropolitan areas are the 
following: San Jose (59), Austin (52), San Antonio (52), Oklahoma City (51), and 
Hartford (49).  Finally, a climate variable was included as an independent variable, in 
order to gauge the metropolitan area’s appeal of weather and environment.  Five top 
scoring metropolitan areas are along the western coast of the U.S.; four of those are in 
California.  The top scoring metropolitan areas in climate are as follows:  San Francisco 
(100), San Diego (99), Los Angeles (98), San Jose (98) and Seattle (96).  The lowest 
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scoring metropolitan areas are located in the interior of the continental U.S..  The five 
lowest scoring metropolitan areas are as follows: Indianapolis (13), Milwaukee (13), 
Chicago (12), Salt Lake City (12) and Kansas City (8).   
  The Creative Class Index is also used in Model 1.  For the fifty-two metropolitan 
areas in this study, there is a wide range in the scores.  Austin (0.963) is the top scoring 
metropolitan area, while Louisville (0.409) is the lowest scored metropolitan area.  While 
the CCI was revised in 2004, the Index is constructed on data from the 1990s. 
 Two levels of locations quotients were constructed for each metropolitan area.  
The formula is as follows: 
Qi = Si / Pi 
                S* / P*   
 
where Q equals the location quotient, i references the metropolitan area, * indicates the 
nation, and S notes the city, and P notes the total for the study area.  The first set of 
location quotients were constructed on industrial basis of goods producing or service.  
The BLS has noted these as the two most fundamental industrial groupings for the U.S..  
The goods producing regions include the following industrial classifications:  agriculture, 
forestry, fishing, hunting, mining, construction, and manufacturing.  The service 
providing industrial classifications includes the following classifications: wholesale trade, 
retail trade, transportation and warehousing, utilities, information, finance and insurance, 
real estate and rental and leasing, professional, scientific, and technical services, 
management of companies and enterprises, administrative and support and waste 
management and remediation services, education and health services, arts, entertainment, 
and recreation, accommodation and food services, other services, and public 
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administration.  San Jose has the highest proportion of goods producing location 
quotients followed by Detroit (1.2) and Houston (1.13).  New York (0.63) and 
Washington, DC (0.49) were metropolitan areas with the lowest location quotients for 
goods producing industries.  Likewise, Washington, DC (1.13) and New York (1.1) lead 
in metropolitan areas with a industrial base focus on services.  As such, San Jose (0.93), 
Detroit (0.95), and Houston (0.97) have the lowest location quotients for services at this 
coarse scale of examination.   
 The second level of location quotients is comprised of two-digit NAICS codes.  
There are twenty groups grouped around two-digit NAICS codes.  Portland (0.95) has the 
highest concentration of agriculture, forestry, fishing, and hunting in the sample area.  All 
the location quotients are below a value of 1.0; this is due to the majority of industrial 
activity occurs in non-metropolitan areas in the United States.  Three metropolitan areas 
exhibit a concentration in mining, Houston (5.58), Oklahoma City (3.26), and New 
Orleans (2.74).  Birmingham (1.97) has the highest location quotient in Utilities.  The 
Construction sector is most prominent in Las Vegas (1.42).  
 Finally, the independent variables are the fraction of artists to total migrants and 
the fraction of engineers to total migrants for a metropolitan area.  Occupational codes 
(SOC) were used to delineate two subgroups of the creative class, artists and engineers.  
The basis for including these two groups draws upon work that delineates creative class 
along knowledge base and occupation (Asheim and Hansen 2009).  In terms of absolute 
migrating artists, New York has the highest amount, 13,233, that is followed by Los 
Angeles with 8,430.  This is not unusual in thinking that large cities will have a higher 
absolute number of migrants because of their size.  In terms of absolute numbers of 
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migrating engineers, Houston leads with 4,878; however, this is followed closely by 
Dallas (4,160) and New York (4,111).  To account for the proportionality of migrants that 
are artists or engineers, the fraction of artists is divided by the total number of migrants to 
the metropolitan area.  Los Angeles (0.026) and New York (0.022) have the largest ratio 
of migrating artists.  However, San Jose (0.036) and Seattle (0.02) have the largest ratio 
of migrating engineers. 
4.3.2 Results 
 Model 1 is presented as a series of 2 models.  Each one is a fractional binomial, as 
detailed in Chapter 3.  The correlations for the respective models are located in Tables 4-
7.   
 Model 1a examines the relationship between the fraction of artists and engineers 
with regard to the metropolitan area’s quality of life score, log(population), the CCI, and 
location quotients for the metropolitan area’s respective goods and services, where o = 
artists or engineers as the occupation class and k= 1,…, 52 is the metropolitan area, and T 
is the total number of migrants.  Model 1a is written as such, 
 
log(E[Mok/MTK)= QOL* OCC + log(population) * OCC + CCI * OCC + LQ.GOODS * 
OCC + LQ.SERVICES * OCC + OCC  
 
 In Model 1a, the quality of life variable is correlated positively with the CCI 
(0.33*).  This suggests that these two variables are not independent of one another.  Both 
the CCI and QOL variables contain elements that include favorable job outlooks for the 
region, the CCI with the inclusion of the technology component and the QOL with the 
job growth component.  Also, the log of the 2009 population estimates is positively 
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correlated with the CCI (0.27*).  It stands to reason that this is the case because the 
tolerance component in the CCI is often associated with a cosmopolitan attitude toward 
tolerance of different and diverse groups.  Additionally, regions with large populations 
are acknowledged as having an accumulation of high human capital.  The CCI captures 
this with regard to the talent component.   
 Model 1b examines the relationship between the fraction of migrating artists or 
migrating engineers, where o = artists or engineers is the occupation class, T is the total 
number of migrants, and k= 1,…, 52 is the metropolitan area, and the metropolitan area’s 
quality of life score (QOL), log(population), the CCI, and location quotients (LQIND) for 
their respective two-digit location quotients and is written as such, 
 
log(E[Mok/MTK])= QOL* OCC + log(population) * OCC + CCI * OCC +  
 LQIND * OCC 
  
 Model 1b, also, has some very high and statistically significant correlations 
demonstrating that not all the independent variables are capturing different effects.  From 
a fundamental perspective, this is logical and what is to be expected since the whole 
sample is drawn from the same sample, metropolitan areas in the national system and 
therefore, each metropolitan is not truly independent, but has some connection to the 
other fifty-one metropolitan areas.  Even in variable construction of location quotients, 
there is the built in assumption that it is a closed system and is a ratio of the whole 
system.  Construction is highly and positively correlated with Retail Trade (0.28*), Real 
estate and rental and leasing (0.66***), Administrative and support and waste 
management and remediation services), Arts, entertainment, and recreation (0.034*), and 
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Accommodation and food service (0.53***), however, it is negatively correlated with 
Manufacturing (-0.55***), Education services (-0.39*) and Health care and social 
assistance (-0.69***).  Manufacturing location quotients are negatively correlated with 
Real estate and renting and leasing (-0.29*), Arts, entertainment, and recreation, 
Accommodation and food service (-0.38**), other services (-0.37**), and Public 
administration (-0.53***). Only Health care and social assistance (0.33*) is positive and 
significantly correlated with Manufacturing.  However, while the correlation coefficients 
are not statistically significant, Manufacturing is positively correlated with Management 
of companies and enterprises.  This suggests that there is a correlation between 
manufacturing jobs and corporate oversight.  However, because the sample size is small, 
this is to be expected. 
 Of the first two models including the quality of life variable, the second model, 




  This suggests that the 
model captures about 73 percent of the variation.  However, given the small sample size 
and the number of variables this is highly suspect.   
 The examination of the regression coefficients and standard errors of Model 1b 
provide some additional insight into the relationship between the fraction of migrating 
artists and engineers.  Model 1b is a common-slope model and as such, the regression 
coefficients for artists and engineers can be compared to one another.  Table 10 notes the 
regression coefficients and the standard errors.  First, the variable of interest, OCC is 
statistically significant (0.01) and is negative suggesting that there is a difference between 
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 Calculation of this pseudo R
2
 is 1-(residual deviance /the null model deviance) or 1-(0.049211/0.181381) 
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the location choices of migrating artists and engineers.  The CCI variable, for migrating 
engineers, is positive (1.28) and statistically significant (0.1).  However, it is important to 
notice that the standards error is quite large (0.6) when compared to the regression 
coefficient, nearly twice the coefficient.  Thus, when confidence intervals (CI) are wide; 
this is not optimal.  This regression coefficient suggests that migrating engineers are 
moving to metropolitan areas that have higher CCI scores.  Again, this is consistent with 
Florida’s regional theory that the creative class is drawn to regions that perform well 
across the 3Ts.  This is also logical because one of the components of the CCI is 
technology, which might be appealing to engineer who have made substantial 
investments in human capital that is highly correlated with technology jobs.  However, 
the quality of life variable did not perform very well in this regression.  This can partially 
be explained because of confounding effects of the high correlation with the CCI, so 
essentially the two variables are capturing some of the same variance, CCI just seems to 
perform better.  In order to further examine the relationship between the CCI and quality 
of life variables, the quality of life score was split into three variables of interest, 
ambience, recreation and climate.  This was done to remove the effect of jobs outlook, 
since it should be captured more effectively in the location quotient variables and move 
the focus to amenities, both anthropogenic (recreation and ambience) and natural 
(climate).   
 Location quotients for Mining and Utilities have positive regression coefficients.  
This suggests that migrating engineers are moving to metropolitan areas that have a 
higher concentration of these industries.  Both sectors draw upon codified knowledge 
bases, industries, and amounts of high human capital that has been acquired through 
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codified sources, like college or university, which mirrors the investments and job 
demands for engineers. However, even though the coefficients for Mining and Utilities 
are in an expected direction, their respective standard errors are quite large.  Conversely, 
Model 1b suggests that migrating engineers are not moving to metropolitan areas with a 
concentration in the following industries: Wholesale trade (-1.1**)
19
, Education services  
(-1.8**), Accommodation and food service (-1.28.), or Public administration (-0.46.) 
 In contrast, migrating artists have positive regression coefficients in Construction 
(1.49.), Education services (2.4**), Health care and social assistance (1.56.), Public 
administration (0.61.) Accommodation and food service (2.18*), and Other services 
(3.39**).  As before, the standard errors are quite large, but the direction of the regression 
coefficient seems logical.  Conversely, migrating artists have negative regression 
coefficients in Mining (-0.26**) and Utilities (-0.64*).  One surprising, although not 
statistically significant, was the direction of the regression coefficient for Arts, 
entertainment, and recreation.  The direction in this model is negative; this is direct 
opposition to artists moving to metropolitan areas that have an emphasis in Arts, 
entertainment, and recreation.  Since Accommodation and food service highly correlated 
(0.85***) with Arts, entertainment, and recreation, it can be suggested that much of the 
relationship is captured in the positive relationship Accommodation and food service and 
thus has produced a confounding effect.  If Accommodation and food service is removed 
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 The significance codes for the regression coefficients are as follows for the remainder of this dissertation: 
 0.001 *** 
 0.01 ** 
 0.05 * 
 0.1 . 
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from Model 1c, the result is a positive, but not statistically significant regression 
coefficient for Arts, entertainment, and recreation. 
 Model 1c and 1d are identical to Model 1a and 1b except that the quality of life 
mean score has been omitted.  This is explored to attempt to understand the relationship 
between migration for economic reasons when compared to amenities, both natural and 
cultural.   
 Model 1d examines the relationship between the fraction of artists and engineers 
where o = artists or engineers is the occupation class, T is the total number of migrants, 
and k= 1,…, 52 is the metropolitan area, with regard to the metropolitan area’s ambience, 
recreation, and climate, log(population), the CCI, and location quotients for their 
respective goods and services is written as such, 
log(E[Mok/MTK])= AMB * OCC + REC * OCC  + CLM * OCC +  
log(population) * OCC + CCI * OCC + LQ.GOODS * OCC +  
LQ.SERVICES * OCC + OCC 
 
 The correlation table, Table 7, indicates that there is some collinearity between 
the independent variables.  The CCI is positively correlated with log(population) (0.27*).  
Population is also correlated positively with ambience (0.28*), thus suggesting that there 
is a relationship between a metropolitan area’s ambience and population.  This can 
partially be explained by the way ambience is measured.  Contributing measures to 
ambience have not been adjusted as a proportion to the metropolitan area’s total 
population.  For example, good restaurants are used to gauge a metropolitan area’s 
atmosphere.  However, this particular variable is not normalized by the total population.  
The CCI is also positively correlated with Ambience (0.36**) and Climate (0.42**).   
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.  In terms of the regression coefficients of 
Model 1d only one is statistically significant.  The CCI is positive with regard to the 
fraction of migrating engineers (1.08*), however, the standard error is large when 
compared to the regression coefficient.   
 Model 1d has three measures for the quality of life, ambience, recreation, and 
climate.  Additionally, it has twenty location quotients.  There is a positive correlation 
between CCI and Ambiance (0.36**) and Climate (0.42**) and is noted in Table 8.  
Additionally, there is a positive correlation between Information (0.63**), Real estate and 
leasing and renting (0.36**), Professional, scientific, and technical services (0.70***), 
and Education services (0.29*).  This expected because of the emphasis the CCI puts on 
talent via education and human capital and technology via technology pole indices.  
There is a negative correlation between CCI and Retail trade (-0.34*), Transportation and 
warehousing (-0.36**), Health care and social service (-0.28*) and Accommodation and 
food service (-0.35*).  Ambience is positively correlated with Information (0.40**) and 
Professional, scientific, and technical services (0.41**); it is negatively correlated with 
Utilities (-0.34*), Construction (-0.36**), Administration and support and waste 
management and remediation services (-0.37**), Arts, entertainment, and recreation  
(-0.31*), and Accommodation and food services (-0.40**).   
 The four models presented here suggest a relationship between the CCI and QOL.  
The second set of models, Model 1c and Model 1d performed the best.  However, the 
large number of variables with few cases makes the results highly suspect.  However, 
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 Calculation of this pseudo R
2
 is 1-(residual deviance /the null model deviance) or 1-(0.11171/0.181381) 
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from the models it can be suggested while there is some overlap where these two 
disparate knowledge bases of the creative class locate at the metropolitan scale, there is a 
difference in the metropolitan areas they are choosing to locate.   
 With the exception of the dependent variable, all the variables in the model are 
static.  The dependent variable, the fraction of migrating artists and migrating engineers 
can be viewed as a dynamic variable that offers some measure of change for each of the 
metropolitan regions.  However, the independent variables, except the CCI, are 
contemporaries of the dependent variable.  Scott and Storper (2009) identified three 
economic development flaws in the current discourse.  They suggest that there has been a 
failure to adequately identify the fundamental or basic drivers of urban dynamism, 
amenities have been falsely identified as drivers, and finally, there is no 
acknowledgement of differentiated path dependencies.  Grabher (2009) acknowledges 
that there are overarching themes in the burgeoning field of evolutionary economic 
geography that have expanded from metaphors and principles, document the life cycle of 
firms, and finally acknowledge the role of institutions in the economic development of a 
region.  While this work does not employ tools to discern the evolutionary processes in a 
region, the study does provide some documentation of the evolutionary process.  This is 
achieved in the characterization of industries in the region using location quotients.  In 
terms of evolution, Asheim and Hansen (2009) suggest that the results of the analysis of 
business and people climates in Sweden suggest that there are differences in the 
composition of urban regions.  Asheim and Hansen’s work compliments work undertaken 
by Scott (2010b) which examined the structure of human capital in U.S. metropolitan 
regions.  In comparing U.S. metropolitan areas, Scott (2010b) suggests that individuals in 
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occupations that rely on skills in data analysis (DATA) or interactions with an element of 
interaction with other people (PEOPLE) tend to concentrate in larger metropolitan areas.  
Scott defines larger metropolitan areas in the top two tiers as those with populations 
greater than one million.  From Scott’s work, the metropolitan areas used in Model 1 
reside within the top echelon of metropolitan areas that have a concentration of higher 
amounts of human capital and occupations that rely more on skills that complement the 
knowledge base approach proposed by Asheim and Hansen (2009).  This can explain the 
model’s inability to capture nuances of skills as captured in the respective metropolitan 
area’s location quotients.  In effect, this can mask relationships that are not reflected in 
the proposed models because this model does not explicitly address metropolitan 
hierarchical elements.  In addition, the models proposed here use occupation and 
industry.  However, using industry codes does not accurately capture the individual skills 
and characteristics of local agents.  Scott (2010b) notes that there is a correlation between 
occupation and sector employment which also provides a confounding effect when 
modeling.  In this sense, theoretically, the model has lost explaining power and as yet, no 
efforts have been made to index these two information sources to document the 
correlation in one measure.  This is imperative to illuminating different desires of 
individuals that operate in the cognitive-cultural economy. 
 This model provides a statistical measure to differentiate between two different 
knowledge bases of the creative class.  The regressions suggest that there is a difference 
between the two different knowledge bases are moving at the metropolitan scale.  Since 
this is the case, there is merit to exploring the migration proclivities at the 
submetropolitan scale.  Therefore, two models are proposed in Chapter 5 to examine the 
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relationship between the two knowledge bases, symbolic and synthetic at the 






                                                 
 
21
 An example of the interpretation of Model 1 is in the Appendix, Figure 8. 
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CHAPTER 5  
MODELS 2 & 3 
 
 While the Model 1 in Chapter 4 focused on the metropolitan scale for fifty-two 
regions, Model 2 and Model 3 examine migration of artists and engineers at the sub-
metropolitan scale.  In Florida’s (2002c) original work, the creative class is examined at a 
regional scale.  The idea of the creative class suggests that creative people contribute to a 
region’s economic well-being.  The individuals’ contribution to economic well-being is 
advanced through both individual and collective abilities to solve problems in order to 
create and bolster an innovative milieu.  Florida suggests that creatives seek out regions 
that demonstrate strong characteristics of talent, technology, and tolerance.  These three 
characteristics are labeled the 3Ts.  As mentioned in Chapter 4, these individual measures 
are combined and evaluated in order to provide insight and comparison for metropolitan 
areas in the United States.  One of the criticisms of the creative class is that it can create a 
bifurcated city (Peck 2005).  Florida attempts to address this through an inequality index.  
Results at the regional scale, for which the creative class is examined, need not translate 
to more refined scales throughout the metropolitan region.  Florida suggests that diversity 
is paramount to stimulating creativity and that creatives will seek out urban areas that are 
diverse, tolerant, and innovative.  In discussing the residential preferences for creatives, 
Florida postulates that creatives will seek to locate in close proximity to one another in 
cities.  However, this leaves little room for discussion that the creative class may not be 
homogenous in their submetropolitan location choice.  The subtext of Florida is that 
creatives will locate in diverse, dense and highly urban places in a metropolitan area.  
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Model 2 and Model 3 extends and examines Florida’s work by refocusing the scale of 
analysis for the creative class to the sub-metropolitan and individual in order to discern if 
the creative class is homogenous in their location and settlement choice.   
5.1 Model 2 
5.1.1 Data 
 
Model 2 examines the settlement patterns of migrating artists and engineers at the 
submetropolitan scale, to be exact the PUMA scale.  As indicated in Chapter 3, a PUMA 
is a unique geography designated by the U.S. Census Bureau.  A PUMA is usually 
delineated along county boundaries.  In some instances the PUMA boundary is along 
Census tract boundaries.  However, the construction of PUMAs does not follow MSA or 
CBSA designations.  Therefore, a unique metropolitan geography was created for 
PUMAs to be considered in this analysis.  There are 1,177 PUMAs used in Model 2.  
Model 2 draws exclusively from ACS 2006-2008 U.S. Census Data.  Microdata are based 
upon survey data from a sampled population and then weighted to represent 
characteristics of people in the PUMA.  Samples are used to build population estimates.  
The weighted estimates are used to construct the dataset used in Model 2.  Data were 
assembled using the R Plyr package (Wickham 2011).  Data for each of the 1,177 
PUMAs were summarized to construct individual variables for each PUMA, thus 
yielding 1,177 observations.   
Table 10 notes the mean, standard deviation, and standard error for continuous 
independent variables used in Model 2.  The mean age for all the PUMAs is 36.5 years 
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old, with a range of 27 – 59 years.  The PUMA with the youngest average age is located 
in Phoenix, as is the PUMA with the highest average age, 59 years of age.   
Demographic variables of race and ethnicity, sex, marital status, and educational 
attainment are presented both as counts and normalized ratios for each PUMA.  
Generally, PUMAs are limited to population thresholds of 100,000, this is not always 
precise.  Because of this, PUMA level data, where appropriate, was normalized by the 
total population (age 25 and older) to create population ratios to allow comparability to 
one another.  As such, Table 10 presents the demographic characteristics as both counts 
and ratios.  However, Model 2 only uses ratios.  Data were divided into five race and 
ethnicity categories, white non-Hispanic, black non-Hispanic, Asian non-Hispanic, other 
non-Hispanic, and Hispanic.  The lowest count of white non-Hispanic population is found 
in Los Angeles, 865, while Washington, D.C. has the most (286,828).  The lowest ratio of 
white non-Hispanic population (0.006) is in Los Angeles, while the highest is in 
Pittsburgh (0.975).  The black non-Hispanic population is the lowest in Portland (333) 
while it is the highest in Chicago (153,653); likewise, the ratios are lowest in Portland 
(0.002) and highest in Chicago (0.972).  The Asian non-Hispanic population is lowest in 
Chicago (39) and highest in New York (106,940).  Additionally, the ratio of the Asian 
non-Hispanic population to the total population is lowest in Chicago (0.0004) and highest 
San Jose (0.613).  The absolute and ratio of the Hispanic population is lowest in 
Cincinnati (555 and 0.004) but highest Riverside (207,394) and Los Angeles (0.977).  
With regard to marital status, the ratio of single people, which includes divorced, 
separated, and widowed, is lowest in one of Seattle’s PUMAs (0.32), while the highest is 
in Detroit (0.84).   
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Educational status is also included as a variable in Model 2.  Ratios for each 
PUMA are calculated for three categories of education, high school, bachelors, and 
masters, professional and doctorate for the population 25 and older.  To this end, the ratio 
is calculated with respect to the total population 25 and older.  The ratio for high school 
education is lowest in Washington DC (0.12) and highest in New Orleans (.98) or 98% of 
the population 25 and older with only a high school education.  The ratio for PUMAs 
with a bachelor’s degree has a range of 0.029 in Los Angles to 0.43 in New York.  
Finally, a PUMA’s ratio for graduate and professional degrees was calculated.  This 
variable has a range from 0.006 in Los Angeles to 0.541 in Washington DC.   
Three variables capture a PUMA’s average commute time, the average number of 
bedrooms, and the average year built.  First, the average commute time was calculated for 
all individuals that are employed.  Additionally, a commute time of zero was included in 
the average for those individuals who work from home; this gives a more accurate 
representation to the average whereas a simple average of commute time omits those 
individuals who work from home or telecommute.  The mean for the 1,177 PUMAs is 27 
minutes.  However, this variable has a range of 16.8 minutes average PUMA commute 
time in Louisville and a 49 minute average commute time in New York.  The mean for 
the 1, 177 PUMAs for the number of bedrooms is 2.71 bedrooms per dwelling unit.  All 
households were included in creating this variable in order to yield a more accurate 
depiction of the range of household options in a given PUMA.  The range of this variable 
is 1.42 bedrooms in New York and an upper boundary of 3.8 bedrooms in Atlanta.  The 
average year built data are interpolated from categorical data.  The midpoint of the 
category, from 2008, was calculated in order to produce a structure’s age in year rather 
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than the year it was built.  Data are top coded for structures that are built prior to 1939.  
The mean for the study area is 39 years and a range of 12.6 in Phoenix to 67.7 in New 
York.   
Data are included for the number of households with children.  This is accounted 
for in three variables.  While counts have been included in the descriptive statistics, ratio 
data, adjusted by the total number of households, are included in the model.  First, the 
number of households with children less than 6 range from 1,205 in New Orleans to 
13,572 in Washington DC; the ratio variable has a range of 0.02 to 0.14.  Second, the 
number of households with children aged 6-17 are included in Model 2 as ratios.  This 
variable has a range from 2,340 to 48,585; the range of the ratio variable is 0.05 to 0.63.  
Finally, the number of households with no children of their own is included in the 
analysis.  Los Angeles has the PUMA with the lowest absolute number of households 
with no children (10,407), while New York has the highest (97,426); however, as a ratio, 
Los Angeles also has the lowest ratio (0.38), while Seattle has the highest (0.92). 
A PUMA’s property tax was assessed in five variables.  These variables are based 
on property tax thresholds for a household.  The five categories are the following; no 
property tax, $1 - $999, $1,000 - $1,999, $2,000 - $4,999, and $5,000 and higher.  This 
variable is included in Model 2 as a ratio, normalized by households that pay property tax 
or responded that they paid no property tax.   
Three additional variables are calculated for each of the PUMAs in this study 
area.  First, the median adjusted income, standardized into constant 2008 dollars was 
calculated.  This variable has a range of $16,377.79, in Philadelphia, to $135,994.25 in 
New York.  Second, a measure of a PUMA’s density was calculated.  This variable is 
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calculated from the total population of a PUMA and then divided by the area of the 
PUMA.  This was done using a shapefile from the U.S. Census Bureau.  Finally, an 
Entropy Index for each PUMA was calculated.  This is to gauge the diversity of each 
PUMA.  The formula for the entropy index is as follows:   
H = -[(Pk/P)ln(Pk/P)] 
where Pk is the population of the kth subgroup, and P is the total population for the 
metropolitan area (Plane and Rogerson 1994).  The entropy index is normalized with the 
number of groups, such that H*= H/ln n.  Five race and ethnicity categories were used as 
the basis to construct this index and the absolute range of the index is 0 - 1. 
 Three variables control for the existing location of total engineers, artists, and 
migrants that are 25 or older.  These are also collected for each PUMA and converted to 
ratios.  The highest ratio for the proportion of artists 25 and older is in New York (0.109).  
The highest ratio for the proportion of engineers 25 and older is in San Jose (0.064).  The 
lowest ratio of total migrants 25 or older is located in Detroit (0.0003) while the highest 
is located in Riverside (0.18).  The total number of engineers in this study area is 
2,465,088 and the total number of artists is 2,620,380.   
 A dummy variable was constructed to designate if a PUMA is urban or suburban.  
A PUMA was categorized as urban (1) if it overlapped or was reasonably adjacent to 
region’s primary central business district (CBD).  A PUMA was categorized as suburban 
(0) if it was not categorized as urban.  The designation was classified using a national 
roads dataset (U.S. Census Bureau 2010) and aerial imagery from Google Earth.  In less 
populated urban regions, it was not uncommon to have one PUMA designated as the 
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principal urban PUMA.  However, in more populated urban regions, such as New York 
City or Los Angeles, there were multiple PUMAs identified as urban.  There are 866 
PUMAs designated as suburban, while 311 are urban.   
 Two categorical variables were included to designate the region’s respective 
Census region and place in the urban hierarchy.  There are four Census regions, as 
identified by the Census Bureau, North, Midwest, South, and West.  These are delineated 
by states and are noted in Table 10.  However, metropolitan areas are not necessarily 
bound by states.  In order to reconcile that an entire metropolitan area is in the same 
Census region, PUMAs were recoded accordingly.  The second categorical variable 
delineates where a PUMA is in a region that is equal to or greater than five million 
people (1) or if the PUMA is in a region that is less than five million (2).  This variable is 
constructed from the 2009 population estimates.   
The last sets of independent variables are location quotients.  Location quotients 
(LQ) were calculated for each PUMA.  Location quotients are a traditional measure of 
industry concentration.  In this model, the location quotient is not set to national numbers, 
but rather the metropolitan area. The formula for the location quotient is as follows: 
Qi = Si / Pi 
                S* / P*   
 
Where Q equals the location quotient, i references the individual PUMA, * indicates the 
corresponding metropolitan area, and S notes the industry, and P notes the total for the 
metropolitan area.  Location quotients were calculated using two digit NAICS codes.  As 
such, there are twenty location quotients for each PUMA.   
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 Finally, Model 2 utilized the number of migrating artists 25 years and older 
migrating engineers 25 years and older as the dependent variables.  These were calculated 
for each PUMA.  The ACS data categorize migration as people who do not have the same 
residence from the previous year.  Model 2 defined migrants as persons that have moved 
domestically and not within the respective metropolitan area nor within the same PUMA.  
Those persons who moved within the metropolitan area and the same PUMA were 
removed from the sample.  The number of migrating artists has an absolute range from 0 
to 431.  The number of migrating engineers has an absolute range from 0 to 518.   
5.1.2 Model  
 As stated in Chapter 3, Model 2 is a GLM.  Model 2 is presented as a common 
slope model with a Poisson distribution.  Model 2 is written as, 
log(E[MOK])= AVG_AGE*OCC + MALES * OCC + FEMALES* OCC +  
WNHISP* OCC + BNHISP* OCC + ANHISP* OCC + ONHISP* OCC + HISP* OCC + 
SIN* OCC + MAR* OCC + HS* OCC + BS* OCC + MSP* OCC +  
AVG_JWMNP* OCC + AVG_BDS* OCC + YBL* OCC + HUPAC_1* OCC + 
HUPAC_2* OCC + HUPAC_3* OCC + TAXP_1* OCC + TAXP_2* OCC +  
TAXP_3* OCC + TAXP_4* OCC + TAXP_5* OCC + HHINC* OCC + ENT* OCC + 
DEN* OCC + TOT_ART_25* OCC + TOT_ENG_25* OCC + TOT_MIG* OCC + 
IND* OCC + Location* OCC 
 
where O = artists(1) or engineers (0) is the occupation class and K = 1…1,177 PUMAs 
and IND = NAICS codes. 
5.1.3 Results  
 As expected, there is a great deal of correlation between the variables.  For 
example, there is a positive, statistically significant relationship between average age and 
the proportion a PUMA is white non-Hispanic (0.47***).  Likewise, there is positive, 
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statistically significant relationship between single and year built (0.63***).  The average 
year built and married (-0.55***).  All correlations are reported in detail in Table 11.   
 Model 2 results are noted in Table 12.  The regression coefficient of location 
suggests that migrating engineers are moving to PUMAs characterized as suburban (-
0.102***).  This model also suggests that migrating engineers are moving to PUMAs that 
are slightly younger (-0.0724***).  One coefficient of interest is occupation (-4.549 ***).  
This is the regression coefficient which denotes the difference between the two groups, or 
gamma as identified in Figure 6.  This suggests that there is a difference between 
migrating artists and engineers.  If this was not the case, the coefficient would be zero.  
There are several instances of singularity in the model.  Singularities occur when there is 
multicollinearity amongst the variables.  This is expected since sex, race and ethnicity, 
education, households with children and tax, all sum to 100 percent because they are 
ratios.  In these instances, one variable is dropped from the analysis and essentially 
becomes the reference category.  However, instances of multicollinearity inflate the 
variance of the regression coefficients.  With more coefficients, it is not uncommon for 
insignificant variables to become significant (Rogerson 2006).  Not including these in the 
analysis could present an omitted variable problem.  For this reason, the direction of the 
coefficient is most important rather than the magnitude of the coefficient, standard error, 
or the level of significance. 
 PUMAs with a lower average age, can expect more migrating engineers  
(-0.0072***), thus suggesting that migrating engineers prefer locations that are younger.  
This is consistent with the idea that those engineers who are working age, prefer PUMAs 
or neighborhoods that also have working age persons.  Migrating engineers are also less 
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likely to move to PUMAs with a higher concentration of females (-2.3***).  This is in 
comparison with the reference group of total male population which is included in the 
intercept for this model.  Race and ethnicity also seem to have a statistically significant 
effect on the location of migrating engineers with regard to PUMA demographic 
characteristics.  In this model, the intercept includes the default white population ratio as 
the reference group.  With regard to this migrating engineers are attracted to PUMAs 
with relatively higher ratios of black non-Hispanic (0.15***), Asian non-Hispanic 
(1.277***), and other non-Hispanic (0.72***).  However, it seems that migrating 
engineers are not locating in PUMAs where there is a higher ratio of Hispanics  
(-0.67***).  Engineers also appear to prefer PUMAs with higher concentrations of 
married individuals (this is included in the intercept as part of the reference category).  
The regression coefficient for the single ratio is -1.23 and is statistically significant in this 
model.  This suggests that in instances where a PUMAs ratio of single individuals is high, 
migrating engineers are not likely to move there, holding all other variables constant.  In 
terms of education, migrating engineers seem to prefer PUMAs with a high school 
education (0.81***) and a high ratio of bachelor’s degrees (0.96***).   
 In considering the average commute time of a PUMA, it seems migrating 
engineers are moving to locations that are associated with higher commute times.  Both 
the average number of bedrooms and average age of structure have negative coefficients.  
Admittedly, this is a bit unexpected.  As suggested by Asheim and Hansen, engineers 
should prefer PUMAs with a higher average number of bedrooms and a newer housing 
stock.  Both of these factors are generally associated with new suburban development.  
However, the simple correlation coefficient between these two variables is negative, high, 
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and statistically significant (-0.57***).  It is my belief that because these variables are so 
correlated, there is possibly confounding effects.  The direction of the correlation is such 
that the lower the average of a PUMAs housing stock, the more average number of 
bedrooms there are.  The relationship between these two variables with regard to 
migrating engineers merits further examination.  Another relationship which merits 
further exploration is between the ratio of households with children age six and younger 
and the ratio of households with children age six to seventeen.  These two variables are 
highly correlated (0.52***).  Additionally, the correlation between the ratio of 
households with no children and the ratio of households with children with children age 
younger than six is highly correlated (-0.52***).  As such, the high correlations amongst 
the variables, with regard to the ratio of households with children present and those 
without merits further consideration and refining.  The regression coefficient for a 
PUMAs median household income is positive, thus suggesting that migrating engineers 
are locating in PUMAs with a higher median income.   
 Migrating engineers appear to locate in PUMAs with lower ratios of artists 25 and 
older (-8.204***); however, the regression coefficient suggests that they tend to co-locate 
in PUMAs where there is a higher ratio of engineers (3.93***).  Additionally, the 
regression coefficient is positive (0.15***) for the ratio of total migrants in a PUMA.   
 The Entropy Index is a variable that notes the diversity within a PUMA.  Five 
categories of race and ethnicity were used to construct this index.  Entropy values are 
bounded from zero to one; however, these data range from 0.019 to 0.60 and have a mean 
of 0.24 for all 1,177 PUMAs.  Entropy describes the degree of diversity for a PUMA.  A 
index score of zero indicates that the PUMA is homogeneous in population, while an 
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index score approaching one notes that all the groups are equally represented.  The 
regression coefficient, with regard to migrating engineers is negative (-0.406***) 
suggesting that the number of migrating engineers are not locating in PUMAs with a 
higher entropy score.  This regression coefficient suggests that migrating engineers are 
locating in more homogenous PUMAs, holding all other variables constant. 
 Two categorical variables were included to delineate the region the PUMA is 
located and its place in the metropolitan hierarchy.  The reference category for the U.S. 
Census region is the North.  As such, the regression coefficient for U.S. Census division 
2, the Midwest, suggests that migrating engineers are not locating in PUMAs within this 
region (-0.24***).  However, the positive coefficients for the South (0.078***) and West 
(0.42***) suggests the migrating engineers are locating in these two regions.   
 Location quotients were calculated for each PUMA with regard to the respective 
metropolitan area in order to examine the submetropolitan structure of people in the 
industry.  This variable, for migrating engineers, is positive for the following industries: 
utilities (0.12***), manufacturing (0.67**), information (0.099***), finance and 
insurance (0.43***), professional, scientific, and technical services (0.69***), and 
education services (0.017***).  However, this is not the case for PUMAs with higher 
concentrations in real estate and leasing (-0.018***), transportation and warehousing (-
0.02***), retail trade (-0.14***).  Finally, it appears migrating engineers are locating in 
PUMAs that have lower densities because the regression coefficient for density is 
negative (-0.00002***).   
 With regard to migrating artists, it appears that they are attracted to PUMAs with 
a higher average age (0.96***).  The negative regression coefficient for the ratio of Asian 
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non-Hispanics for a PUMA (-1.55***) suggests that migrating artists are not locating in 
PUMAs with a large share of the total population.  However, the positive coefficient for 
the ratio of single people is positive (1.22***) which suggests that migrating artists are 
moving to PUMAs with a higher single population.  This model also suggests that 
migrating artists are selecting PUMAs with fewer average bedrooms (-0.16***) and older 
average housing stock (-0.007***).  This model also suggests that migrating artists are 
selecting PUMAs that already have a high ratio of artists (39.2***), but not engineers  
(-28.4***).  With regard to entropy of a PUMA, it appears that PUMAs with a higher 
entropy index score would be successful in attracting migrating artists (2.9***).   
 Model 2 was an attempt to reconcile PUMA characteristics, a proxy for urban 
neighborhoods, to the number of migrating artists and migrating engineers.  There are 
however, several problems with this model.  First, the use of a Poisson regression might 
not be the best performing GLM.  A model that should be considered in further work, is a 
negative binomial GLM.  This type of model is able to compensate for overdispersion 
and can adjust the regression coefficient and standard errors more appropriately.  In 
addition to the model examination, a serious issue with this model is the issues of 
multicollinearity.  Measures that collapse many categories into singular variables could 
be beneficial and perhaps a model that allows for clustering variables could be more 
appropriate.  Scott (2010b) identifies six demographic variables of the labor force to 
consider in the analysis of metropolitan hierarchy, human capital assets, and the 
respective variation.  He notes that it is not abundantly clear the relationship between 
these, median age, ratio of women to men, foreign born, proportion of African-
Americans, Asians, and Hispanics of the labor force, and occupation.  Model 2 employed 
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similar variables, except for a proportion foreign born measure.  It also included an 
additional measure of minority populations, proportion of others, non-Hispanic.  
Additionally, each included and age variable, however, Model 2 uses an average age 
variable not a median age variable.   
 In considering location preferences for the creative class, there are few studies.  In 
considering urban housing issues, Tomaney and Bradley (2007) note that much of the 
research is focused on housing issues for individuals who have a lower socioeconomic 
status.  Tomaney and Bradley (2007) also note that there is little research examining the 
location preferences of knowledge workers.  While Model 2 does not attempt to quantify 
the national housing market, it is included as a variable in the model in order to determine 
if there is a statistical difference between the symbolic and synthetic knowledge bases.  
Tomaney and Bradley (2007) examine housing as a strategy for attracting the creative 
class.  They acknowledge that those Knowledge Intensive Business Services (KIBS) do 
have aspirations and housing preferences which could aid non-metropolitan areas attract 
individuals to the region.  This observation of KIBS, as representatives of the synthetic 
knowledge base, is in opposition to much of the literature on housing for artists, as 
representatives of the symbolic knowledge base.  While the narrative of artist as 
pioneering gentrifier locating in urban areas with lower housing costs due to lower wages 
is certainly a dominant narrative (Lees et al. 2008).  However, it is not the only narrative.  
Bain (2010) describes four advantages of the suburbs for artists in the Toronto 
metropolitan area.  Bain identifies “natural setting, housing affordability, downtown (dis) 
connection, and ‘popcorn’ pioneering” as themes that emerge from interviews with those 
in the Toronto cultural economy.  ‘Popcorn’ pioneering is a term coined by Bain that 
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describes the small scale initiatives along the cultural frontier of the suburbs.  This is an 
emerging narrative.  Bain states,  
“Without the density, fine grain, and cachet of the central city, the suburbs with 
their piecemeal sprawl and segregated land uses are often too readily dismissed as 
uncreative” (2007, 74).    
 
In addition to Bain’s work, Hracs (2010) discusses the movement of musicians in the 
greater Toronto metropolitan area from the central city to the suburbs.  He notes,  
“…that although creative activity largely remains clustered in the downtowns of 
cities and many artists still choose to pursue bohemian life-style, the employment 
conditions associated with independent music production have caused some 
musicians to reject bohemian spaces” (2010, 75). 
 
Hracs’s work highlights the importance of an industry’s restructuring process and the 
relaxing constrains for an individual’s location choice based on issues of location.  This 
freedom is articulated as one of the principle characteristics of the creative class.  This 
degree of liberty, whether due to occupation or economic restructuring of a particular 
industry, gives latitude to locational choices that had previously been restricted.   
 Finally, the unit of analysis for this model, the PUMA, is a poorly performing 
proxy for urban neighborhood analysis.  However, this is the smallest geography that 
collects migration data.  As such, the submetropolitan scale still needs to be better 
evaluated.  To this end, the next section, Model 3, attempts to resolve many of the 
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 An interpretation of Model 2 is located in the Appendix, Figure 9. 
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5.2 Model 3 
Model 3 is the final model proposed.  Model 3 attempts to resolve and provide 
additional insights into the location decisions of migrating artists and engineers that have 
been highlighted in Model 2.  According to the creative class thesis proposed by Florida 
(2002c), creative individuals are highly mobile.  Creatives have liberties to move without 
regard to employment or other traditional constraints on migration choices.  Additionally, 
he proposes that creatives will move to dynamic and dense urban areas.  However, this is 
unexplored in Florida’s original texts.  The primary scale of interest in Florida’s early 
work was focused on the metropolitan region.  Model 3 attempts to analyze this through a 
binomial logit model, thus moving the scale from a regional focus to an individual and 
submetropolitan focus. 
5.2.1 Data 
 As in Model 2, Model 3 relies on data from the 2006-2008 ACS.  However, data 
used in Model 3 are microdata.  Using the individual level data captures characteristics of 
migrating artist and migrating engineers.  This allows for an alternative way to examine 
the location choices of these two groups of migrants.   
 Model 3 also utilizes only migrants that have moved from outside the 
metropolitan area.  Migrants who moved within the PUMA or the metropolitan area were 
excluded.  However, unlike Model 2 which used 1,177 PUMAs as the study area, Model 
3 uses a much more conservative metropolitan extent.  The study area was restricted 
PUMAs that have their centroid within the 2003 CSBA.  However, many of these 
PUMAs had no migrating artists or migrating engineers.  For this reason, the sample here 
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has 521 PUMAs.  The population estimate for migrating engineers is 20,959; the 
population estimate for migrating artists is 17,558.  The sample size for migrating 
engineers is 615 individuals, while the sample size for migrating artists is 438.  
Combined this is a sample of 1,098 individuals.  Model 3, like Model 2, only includes 
those migrating artists and migrating engineers that have moved from outside the 
metropolitan region
23
 and are age 25 or older.  The average age for the sample is 36 years 
old.  The mean for the sample is $88,353.56.  Of the sample, 804 individuals are located 
in PUMAs defined as suburban.  Conversely, 294 individuals are located in PUMAs that 
are urban.  Here urban is classified as 1 and suburban 0.   
 Data are assembled from the 2006-2008 ACS, as used in Model 2.  However, 
some of the categories have been transformed into categorical variables.  First, age was 
converted to a five categories.  The categorical breaks align with Whisler et al. (2008), 
with the exception that this sample is limited to only 25 years of age or more, while 
Whisler et al. (2008) included 24 year olds.  Table 13 notes the variables used in Model 3 
as well as the respective classification of the categories.  The odds of migrating artists are 
194% more likely than migrating engineers to move to PUMAs that are urban.  This 
suggests that migrating artists, from outside the metropolitan area, are more likely to 
move to urban PUMAs, while migrating engineers are more likely to move to suburban 
areas.  Following Model 2, five race and ethnicity categories were created.  Additionally, 
marital status was aggregated to two categories, married and single which includes 
widowed, separated, and divorced.  The tax variable aggregates data into four tax 
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 This excluded persons moving within the metropolitan area and within the same PUMA 
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categories plus an additional category for renters.  The commute or journey to work 
variable was aggregated into five categories.  These are aggregated along 30 minute 
intervals with one additional category for individuals that work from home.  A 
categorical variable was created for three groups of children, no children, children under 
six and children in the household age 6-17.  Additionally, a binomial education 
attainment variable measures the individuals’ education as either less than a bachelor’s 
degree or a bachelor’s degree or more.  Model 3 also employs a dummy variable that 
measures the age of a household structure.  This variable was constructed to indicate that 
a structure was built prior to 1950 or after 1950.  The final two individual variables 
include whether the individual migrated to a metropolitan area with a population of 4 
million or more (1) or less than 4 million (2), based on 2009 population estimates from 
the Census Bureau.  The second variable denotes the receiving U.S. Census region.  Just 
as in Model 2, Model 3 uses the four U.S. Census regions (North, Midwest West, South, 
and West).  Four PUMA level variables, Entropy Index, total migrants 25 or older, 
number of artists 25 or older, and number of engineers 25 or older, were included for 
each individual. 
5.2.2 Model  
 Chapter 3 noted the model specifications for this GLM logistic regression.  The 
logistic regression provides an additional level of analysis for the location choice of 
migrating artists and migrating engineers.  Model 3 can be written as such, 
LOC= AGE + SEX + RACE/ETHNICITY + MARITAL STATUS+ EDUCATION + 
COMMUTE TIME + YEAR BUILT + CHILDREN + PROPERTY TAX/ HOUSING 
STATUS + HOUSEHOLD INCOME +  
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ENTROPY INDEX + DENSITY + TOTAL ARTISTS 25 + TOTAL ENGINEERS 25 + 
TOTAL MIGRANTS 25 + REGION + URBAN HIERARCHY + OCCUPATION 
 
where LOC equals urban (1) and suburban (0).  
5.2.3 Results 
 The sample for Model 3 is 1,098 migrating artists and migrating engineers.  For 
this logistic regression, there are a number of reference groups as many of the variables 
are categorical.  The reference group for categorical age variables is age 34-54.  All the 
interpretation of the age variable is in reference to this age group.  The fitted model 
indicates that holding all variables constant, the odds of an urban location for individuals 
age 25-28 is 32% higher than for individuals age 34-54, however, this is variable is not 
statistically significant.  The model also indicates that individuals the odds of an urban 
location is 94% higher for individuals age 29-33 than the reference group of individuals 
age 34-54 and is statistically significant (*).  However, the negative coefficients for 
individuals age 55-64 (-0.40) and 65 or older (-1.1) indicate that the odds for locating in 
an urban PUMA are considerably lower, thus indicating a preference for suburban 
locations in comparison to the reference group, but are not statistically significant.   
 The reference group for categorical marital status is married.  This categorization 
includes divorced and separated persons, widows, and individuals that are single.  This 
variable has a positive regression coefficient (0.4869) and is statistically significant (*).  
When exponentiated, this indicates that single individuals in this sample, both migrating 
artists and migrating engineers, 63% higher than married migrating artists and engineers.   
 The reference group for categorical race and ethnicity variable is white non-
Hispanic.  However, none of the four categories, black non-Hispanic, Asian non-
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Hispanic, other non-Hispanic, or Hispanic, is statistically significant.  The odds of 
locating urban is 0.41 for white non-Hispanic individuals, thus suggesting white non-
Hispanic individuals are more likely to located in suburban locations.  The odds ratio for 
locating in an urban PUMA is 0.42 for black non-Hispanic individuals.  This roughly 
parallels the odds ratio for white non-Hispanic individuals, however, the number of black 
non-Hispanic individuals in the sample is low (51).  The odds ratio for Asian non-
Hispanic locating in urban PUMAs, individuals is considerably lower (0.22); this 
indicates that Asian non-Hispanic migrating artists and migrating engineers locate in 
PUMAs that are suburban.  Other non-Hispanic and Hispanic migrating artists and 
migrating engineers have similar odds ratios 0.29 and 0.33 respectively.  This too 
suggests that these two groups are moving to suburban locations.  While the five race and 
ethnicity categories are not statistically significant in the model, the location of and odds 
ratios are consistent with the findings that suburban areas are becoming more diverse 
(Frey 2011).   
 The sample consists of 791 males and 207 women.  The odds ratio for males to 
urban PUMA is low (0.28) when compared to the odds ratio for males to locate in 
suburban areas.  However, the odds ratio for females to locate in urban PUMAs is 
considerably higher (0.62), thus suggesting that female migrating artists and migrating 
engineers are moving to more urban PUMAs.  In Model 3, the reference category is 
males.  The coefficient for females is statistically significant (0.43*) and reflects that 
females are more likely to move to urban areas than males.   
 Educational attainment is included as a variable in this model.  This variable is a 
categorical variable divided into two groups.  The first group, the reference group, is 
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those individuals with a bachelor’s degree or more.  The second group is comprised of 
those with less than a bachelor’s degree.  In this sample, there are 882 individuals that 
have a bachelor’s degree or more; there are 216 individuals with less than a bachelor’s 
degree.  The odds ratio of individuals in this sample choosing an urban location is 0.40 
which indicates that a majority of individuals are selecting suburban locations.  Likewise, 
those individuals with less than a bachelor’s degree are more likely to move to suburban 
locations; this is indicated by the odds ratio for locating in urban areas (0.25).  In 
comparison to the reference group, those individuals with less than a bachelor’s degree 
are more likely to move to suburban areas than urban areas and is statistically significant 
(-0.6145**).   
 The age of the structure for the household is included in Model 3.  Two categories 
defined for the age of structure are post 1950, the reference category, and pre-1950.  The 
sample includes 164 structures that were built prior to 1950; there were 934 structures 
built post 1950.  The odds ratio of a structure pre 1950 is 2.04 urban to suburban.  The 
post 1950 odds ratio of being urban is 0.25 which is considerably lower.  With regard to 
the reference category, those structures built pre 1950 is statistically significant and is 
41% more likely to be urban.  This is what is expected.  Newer structures are more 
prevalent in the suburbs, while older structures are more urban.   
 The presence or absence of children in the household is included as a categorical 
dummy variable.  In this model, the reference group is children present in the household.  
The sample has 255 individuals in households with children present while there are 843 
without children.  The odds ratio of individuals moving to urban PUMAs is low (0.12), 
which suggests that those individuals with children prefer suburban locations.  However, 
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the odds ratio for individuals without children to choose urban PUMAs is 0.46 which 
suggests that for this sample, individuals still choose suburban locations.  Those without 
children are 160% higher than those with children to choose urban locations.  The 
regression coefficient is statistically significant (0.96***) and suggests that those in this 
sample without children are moving to urban areas when compared to those with 
children.   
 Adjusted household income is included as a variable in this model.  The median 
household income for the entire sample is $74,896.17 (in constant 2008 dollars).  
However, the median household income for migrating artists in the sample is $58,283.25.  
The median household income for migrating engineers in the sample is $86,580.19.  
When employed in this model, the adjusted household income is statistically significant 
with a regression coefficient of 0.0000027 (.).  This can be interpreted, holding all other 
variables constant, one dollar increase in the adjusted income variable, the expected 
change in the log odds is 0.0000027. 
 Three variables in this model, at the PUMA scale, are statistically significant.  
First, the total number of engineers in the PUMA has a regression coefficient of  
-0.0012 (***).  This suggests that engineers in high numbers are more likely to be located 
in suburban areas rather than urban areas.  This is in agreement with the previous variable 
that suggests migrating engineers are more likely to move to suburban PUMAs.  The 
final two PUMA scale variables that were included were the Census region and urban 
hierarchy.  The regional variable is captured in four categorical variables, North, the 
reference category, Midwest, South, and West.  This model, as expected, indicates that 
with regard to the region, urban areas are less likely to occur in the South, Midwest, and 
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West when compared to the North; however, only the West variable was statistically 
significant.  
 Finally, the variable of interest, whether the individual is a migrating artist or 
migrating engineer, is included in this analysis.  The reference group for this variable is 
migrating engineers.  This variable suggests that migrating artists are 46% more likely to 
choose urban locations than migrating engineers.   
 This model contributes by examining the location choice for migrating artists and 
engineers to the fifty-two most populated U.S. metropolitan areas.  Additionally, the 
emphasis on a submetropolitan scale offers additional insights to the theory of the 
creative class.  The creative class theory has had a prevailing narrative of the creative 
class preferring cosmopolitan and large urban settings.  However, there have been some 
alternatives to the dominating urban cosmopolitan narrative by researchers examining 
creative expressions with regard to industry in suburban, rural, or remote settings (Gibson 
et al. 2010).  As discussed by Bain (2010) and Hracs (2010) the dominant narrative of the 
bohemian creative class is currently being deconstructed.  The bohemian element of the 
creative class aligns closely with the symbolic knowledge base.  However, as noted in 
these two works, motivations for moving residence in to the suburbs includes rising urban 
housing prices, industry restructuring relaxing confines of location decisions, the 
importance of more bucolic space, or emerging initiatives in cultural activities in the 
suburbs are important aspects that the model cannot address
24
.   
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 An interpretation of Model 3 is located in the Appendix, Figure 10. 
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CHAPTER 6  
CONCLUSIONS AND RECOMMENDATIONS 
 In dissertation, I examined two groups of the creative class – artists and engineers 
who are argued to utilize two disparate knowledge bases in their creative endeavors – the 
symbolic for artists and the analytic for engineers.  Coupling the two knowledge bases 
with migration information provides additional insight into the creative class theory.  
Examining the two groups at three different scales permits issues of scale for analyzing 
the creative class. 
 Model 1, at the metropolitan scale, suggests that for the fifty-two largest 
metropolitan areas, there is some overlap in the migration destination of the two 
occupational categories of the creative class – artists and engineers.  The main findings of 
Model 1 are the following: 
 Migrating engineers: 
 Moving to metropolitan areas with high CCI scores 
 Moving to metropolitan areas with a concentration in Mining and 
Utilities 
 Migrating artists: 
 Moving to metropolitan areas with a concentration in Education and 
Other Services 
The variables included in this analysis appear to be poor predictors in providing clarity 
for identifying singular characteristics, either in amenities or jobs, which determine 
where a migrating artists or engineer locates.  The gross metropolitan scale used in Model 
1 is not sufficient to differentiate between migration locational decisions of artists and 
engineers.  There are several contributing factors to this finding.  First, Model 1 is a 
linear model suggesting that as the attractiveness of a metropolitan area increases so does 
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the probability that a migrating artist or engineer will select this location.  The simplicity 
of the model assumes that it is an uncomplicated relationship.  Model 1 does not account 
for personal preference, individual desires, or where the individual migrant is in the life-
course.  Plane and Jurjevich (2009) suggest that age articulated migration suggests that 
there is a difference in the location choice of a migrant based on age.  Model 1 does not 
take this into account directly.  Model 1, as presented, does not allow for this flexibility; 
in this regard, every migrant, regardless of age, is thought to have the same preferences.  
According to Plane and Jurjevich (2009) young migrants move to larger metropolitan 
areas, while older migrants tend to move down the urban hierarchy.  Second, Model 1 
uses two aggregated datasets for variables measuring amenities and jobs.  The variables 
for amenities, the quality of life score, ambiance, recreation, and temperature, were 
standardized across metropolitan areas.  However, the aggregated scale was not optimal 
and did not appear to allow for sufficient differentiation between metropolitan areas to be 
useful in this model.  Likewise, the measure of employment opportunity, as measured by 
location quotients, is also a poorly measured variable.  Future research might introduce a 
time lag that provides information into determining if jobs or amenities are acting as pull 
factors.  One reason a time lag model was not used is that the migration variable, drawn 
from the ACS, does not have a sufficient amount of data points to indicate a change.  
Another reason a lagged regression was not used was there is no standardized data source 
that would measure the change in amenities over time.  Additionally, a variable that 
indicates dynamism of a metropolitan’s economic transition, would better capture an 
additional measure of opportunity.  The dynamic or lagged variables would allow insight 
into forces, either in terms of amenities or economic, which push or pull migrants.   
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 Model 2 suggests that at the submetropolitan scale, there is a statistical difference 
as to where artists and engineers are locating.  The main findings of Model 2 are as 
follows: 
 Migrating engineers: 
 Moving to suburban PUMAs 
 Moving to younger PUMAs 
 Not selecting PUMAs with high Hispanic ratios 
 Moving to PUMAs with higher education ratios 
 Not selecting PUMAs with higher single ratios 
 Moving to PUMAs with lower entropy scores (suggesting 
homogeneous neighborhoods) 
 Moving to PUMAs in the South and West 
 
 Migrating artists: 
 Moving to older PUMAs 
 Not selecting PUMAs with high Asian non-Hispanic ratios 
 Moving to PUMAs with fewer bedrooms and older houses 
 Moving to PUMAs with higher artist concentrations, but not engineers 
 Moving to PUMAs with higher entropy scores (suggesting 
heterogeneous neighborhoods) 
 
 Migrating engineers moving to suburban PUMAs suggest that while engineers 
may be moving to large metropolitan areas, they are not moving to urban neighborhoods.  
Florida (2002c) suggests that the creative class is moving to urban places.  At the 
metropolitan scale, this seems certainly true.  However, when examining the postulation 
that creative will migrate to dense urban neighborhoods, the findings in this study 
indicate otherwise.  Migrating engineers are moving to suburban locations.  This is an 
example where issues of scale become important.  At the metropolitan scale, it may 
appear that the creative class prefers one type of location over another.  However, the 
properties that appear to be drivers at a macro-scale, do not necessarily hold true to 
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another, smaller scale analysis.  In Florida’s (2002c) work, he draws upon Jacobs’s 
(1961) work.  Jacobs’s work suggests that individuals are more creative in dynamic dense 
urban environments.  However, this does not appear to be a necessity for migrating 
engineers, as representative of the analytic knowledge base.  This analysis, Model 2 in 
particular, aligns with the work of Asheim and Hansen (2009) who suggest that the 
creative class is heterogeneous.  While migrating engineers select suburban locations, 
migrating artists are moving to urban locations that have older buildings and fewer 
bedrooms.  This finding echoes much of the work centered on the role of artists and the 
space they occupy through in gentrification (Lees et al. 2008), urban networks (Currid 
2007a), and location (Zukin 1989).  Asheim and Hansen (2009) also suggested that 
artists, or those in the symbolic knowledge base, rely on positive people climates.  
Positive people climates are conveyed in many ways, diverse neighborhoods, dense 
neighborhoods, and access to face-to-face networks.  Each of these is echoed in the 
finding of Model 2. 
 However, this model did not provide the clarity that was expected.  This is due to 
the collinearity of the demographic variables.  The PUMA geography, as a coarse 
surrogate for urban neighborhood, is probably too large a geography with too many 
aggregated characteristics.  The PUMA data are largely averages or counts, in the form of 
ratios.  Such aggregation of data and study units can mask or fail to differentiate the 




 Model 3, the individual logistic regression, provides a comparison of migrating 
artists and engineers and their respective migration settlement patterns.  The following 
are the main findings of Model 3: 
 Migrating artists are more likely to move to urban PUMAs than migrating 
engineers 
 Migrants age 34 + are more likely to choose suburban locations 
 Migrants age 33 and younger are more likely to choose urban locations 
 Migrants that are single are more likely to choose urban locations 
 Migrants without children are more likely to choose urban locations 
 
Migrating artists are more likely to choose urban locations than migrating engineers 
By broadly defining metropolitan areas as either suburban or urban, a clearer illustration 
emerges.  Model 3 suggests that in comparison to one another, migrating engineers 
located in more suburban PUMAs, while migrating artists tend to locate in more urban 
PUMAs.  The finding supports the dominant narrative that the creative class, as 
represented by artists, prefers more urban locations.  However, this finding does not 
support that the creative class, as represented by engineers, prefers urban locations.  The 
nuanced findings suggest that there is not one singular locational proclivity for the 
creative class.  As such, policy makers and urban planners should be aware that the 
creative class, which has been viewed as homogeneous, is heterogeneous.  Asheim and 
Hansen (2009) have proposed a knowledge base approach to viewing the creative class.  
The work of Plane and Jurjevich (2009) would certainly suggest that an age articulated 
approach is probable.  This work has focused on exploring the multi-dimensionality of 
the creative class through demographic, occupational, neighborhood, and scale.           
 The critical examination of the creative class has been occurring for ten years.  
Discussion of the creative class permeates the economic development literature.  Florida 
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(2002c) presented the importance of attracting or retaining the creative class as an 
economic advantage.  Many metropolitan areas responded by attempting to attract the 
creative class.  Of course, this is clearly seen in the economic development literature for 
urban regions.  Over the course of the last thirty years there has been a shift in the scale 
of regional economic development and regions’ competition for industry.  Metropolitan 
regions have moved, to some extent, from clusters and agglomeration into economic 
development with a strategy to focus on attracting occupations and individuals in order to 
accelerate the process.     
In the latter part of the 20
th
 century, the importance of agglomeration and clusters 
became exceedingly important to economic development.  Porter (1998) extols the 
importance of agglomerations to regional economic development.  This early work 
suggests that for regions to be competitive they need to attract firms.  Ideally, these firms 
will include both forward and backward linkages (Porter 1998).  However, as a caveat, 
Porter notes that in the process to move toward industrial agglomerations, local 
development initiatives should not just replicate other clusters, they need to incorporate 
elements of uniqueness (Porter 1998, Porter 2003).  Over the past ten years, the ideas 
proffered by Porter have been expanded to look at clusters of entrepreneurship (Delgado 
et al. 2010) and the role they play in economic development.  Entrepreneurship is 
emerging as a positive factor in regional economic development. Innovation and 
entrepreneurialism are generally coupled as positive factors for regional economic 
development (Schumpeter 1938).   
During the 1990s, regional economic development was focused around 
developing a cluster industry (Porter 1998).  The role of clusters is important in two ways 
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for understanding spatial proclivities of the creative class.  First, members of the creative 
class are presented as innovators and entrepreneurs that capitalize on their creativity and 
are a primary economic driver.  Second, the expansion of the cultural economy interfaces 
with the creative class through economic relationships and the creation of goods by 
individuals for economic exchange.  Currid (2009) emphasizes the role of the cultural 
economy as an economic driver for New York City.  Additionally, Currid (2010) remarks 
that arts and economic development have been percolating under the surface of academic 
literature for some time.  Urban planning has become a broad conduit between arts and 
economic development (Markusen and Gadwa 2010, Currid 2010).  Currid (2007) 
suggests that New York City’s resurgence in a post-industrial economy was due to a 
focus on cultural industries, such as fashion, art, and music. 
Florida’s work has been offered as an added tool for regional and economic 
development practitioners and professionals; however, it is not always regarded 
positively.  Several key criticisms have evolved around the creative class thesis.  Glaeser 
(2005, 596) extols Florida’s work: “a piece of popular science, …good fun and generally 
dead on.”  However, Glaeser continues to refute the importance of the statistical 
relationship that the creative class has on urban development suggesting that human 
capital, as measured by education, is a better predictor of regional growth.  In fact, his 
regressions illuminate that concentrations of high amounts of human capital are regional 
drivers of economic growth.  This statement, nevertheless, does not negate Florida’s 
argument largely because so many occupations with high levels of human capital are 
considered as integral parts of the creative class (Florida 2002b, Florida 2002c, Donegan 




Yet another major debate in the economic development literature is the mobility 
of the creative class and jobs or amenities driving positive economic development.  There 
is apparently no clear answer to this debate.  In Scott’s (2010a) study of engineers, there 
was no real evidence that this segment of the creative class was moving to urban regions 
endowed high amenities.  Instead, engineers were moving for jobs.  After controlling for 
jobs, via industry concentration, amenities did not appear to be a significant attractor for 
migrating engineers.  Only engineers sixty-one or older seemed to be swayed by 
amenities (as defined by average January temperature, Bohemian index, density, and log 
(population)).  Scott’s analysis aligns with Glaeser’s (2005) by suggesting that members 
of the creative class are not unique, with regard to employment versus amenities.  Glaeser 
(2005) concludes that “…skilled people are the key to economic success” (2005, 596).  It 
is interesting to note Glaeser’s remarks that “…mayors are better served by focusing on 
the basic commodities desired by those with skills, than by thinking that there is a quick 
fix involved in creating a funky, hip, Bohemian downtown” (596).  This is after he 
controlled for human capital and suggests thusly that human capital development is a 
more sound economic development strategy.   
A recent study of the creative class and migration in Sweden suggests that 
amenities were a less important factor than the job when deciding to move (Niedomysl 
and Hansen 2010).  Glaeser (2005) indicates that Florida’s innovation stems from 
highlighting that creative people or people that have high amounts of human capital differ 
across occupations.  Glaeser acknowledges that there is a relationship between shifts in 
workplace patterns and individual lifestyle patterns.  Glaeser maintains that Florida’s 
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work is not particularly novel in creating new ideas about economic development, urban 
environments (Jacobs 1961), the bohemian element (Brooks 2000) or human capital; 
however, he lauds Florida’s ability to combine bohemian lifestyle and creativity (2005).  
Glaeser states, “Lifestyles really do differ across occupations, and the changing work 
place patterns assuredly do matter for changing lifestyle preferences” (2005, 594) 
indicating that there is a relationship between organizations or institutions and individual 
agents.  Such a distinction between occupation and lifestyle correlates to the knowledge 
based framework proposed by Asheim and Hansen (2009).  
Florida’s (2002c) emphasis on lifestyle preference, creative class, and occupation 
suggests that all subgroups of the creative class will have similarities across employment 
and their residential destination.  However, Asheim and Hansen (2009) suggests that 
based on knowledge base and occupation, individuals prefer to move to different milieus 
in the city.  The findings of Model 2 and Model 3 contradict the thesis that the creative 
class is homogeneous.  Rather they support the work of Asheim and Hansen (2009).   
An overarching concern of Glaeser (2005) is the misplaced emphasis that Florida 
places on the role of urban planning.  Glaeser states, “But while I agree with much of 
Florida’s substantive claims about how the world works, I end up with doubts about his 
prescriptions for urban planning” (Glaeser 2005, 594).  Indeed, it must be noted that 
Florida’s rationale appears from the incorporation of Jacobs’ (1961) work, where she 
suggests diversity is paramount to stimulating economic development.  From my work on 
the disparate groups of the creative class, following two different knowledge bases, I 
concur with Glaeser with doubts for Florida’s prescriptions for urban planning.  
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However, many of his prescriptions, dense and diverse neighborhoods, are existing 
practices of many urban planners. 
Future Directions 
 
 Still there is emerging work which examines the creative class in the suburbs and 
suggests that some artists might be pushed out of these central city bohemian enclaves 
due to rising rents (Hracs 2010, Bain 2010).  In order to pursue a more complete 
understanding of the element of dynamism, there is a need to include it as a variable in 
future study.  One approach to understanding urban dynamism, which would overlap 
Scott’s (2010b) work on human capital and urban hierarchy in examining engineers, 
could be applied to artists.  The alternative narrative of artists in the work of Hracs (2010) 
and Bain (2010) could be expanded to examine their location choices with in a 
metropolitan area.  However, the nature of the ACS data does not allow for a longitudinal 
approach to examine the migration of an individual.  In order to examine an individual’s 
location choice a longitudinal study, which includes creative who employ different 
knowledge bases in their occupations, could be employed.  Additionally, interviews with 
migrating individuals could be conducted.  A framework to conceptualize the migration 
process in Sweden identifies three divisions for migration priorities, needs, demands, and 
preferences (Niedomysl 2010).  However, his work does not document the final 
destination of migrants.  When paying attention to demographic characteristics of 
migrants, age, sex, and presence or absence of children were significant factors 
(Niedomysl 2008).  While these demographic variables were included in Model 3when 
interacting with occupation their influence was not statistically significant.  Instead, 
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PUMA scale characteristics and metropolitan characteristics appeared to be more 
influential.  This suggests that while individual characteristics are important factors in 
locating, neighborhood and metropolitan characteristics are more influential.  Yet again, 
scale is important.   
 Each of the three models has their respective shortcomings.  One recurring issue 
is that the models are static with the exception of the migration variable.  None of the 
independent variables account for the dynamism of the metropolitan or submetropolitan 
area.  This is an obvious oversight.  Additionally, the sample years, 2006-2008, is a 
relatively short time period for documenting or examining a process that has been 
evolving since the post World War II housing boom and the changing landscape and 
economic restructuring of American metropolitan areas.  Future work, should account for 
both an expanded time frame and metropolitan dynamism.  However, this becomes 
increasingly difficult due to the change in the collection of migration data available to 
researchers at a national scale.  Of course, a detailed study of single metropolitan areas, 
like that of Hracs (2010) or Markusen (2006) could provide evidence for how these 
processes work in a particular metropolitan area.   
 Future research directions of this research should attempt to clearly separate 
issues of diversity, bohemianism, amenities and jobs.  However, given data constraints, 
this becomes increasingly difficult in determining what is really driving the movements 
of the creative class.  Another avenue of future research is the examination of the each of 
the occupational groups, included in the creative class theory, to illuminate where they 
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Table 1: Metropolitan Areas in Study Area, Populations Greater than One Million 
 




 New York-Northern New Jersey-Long Island, NY-NJ-PA 19,069,796 
Los Angeles-Long Beach-Santa Ana, CA 12,874,797 
Chicago-Naperville-Joliet, IL-IN-WI 9,580,567 
Dallas-Fort Worth-Arlington, TX 6,447,615 
Philadelphia-Camden-Wilmington, PA-NJ-DE-MD 5,968,252 
Houston-Sugar Land-Baytown, TX 5,867,489 
Miami-Fort Lauderdale-Pompano Beach, FL 5,547,051 
Washington-Arlington-Alexandria, DC-VA-MD-WV 5,476,241 
Atlanta-Sandy Springs-Marietta, GA 5,475,213 
Boston-Cambridge-Quincy, MA-NH 4,588,680 
Detroit-Warren-Livonia, MI 4,403,437 
Phoenix-Mesa-Scottsdale, AZ 4,364,094 
San Francisco-Oakland-Fremont, CA 4,317,853 
Riverside-San Bernardino-Ontario, CA 4,143,113 
Seattle-Tacoma-Bellevue, WA 3,407,848 
Minneapolis-St. Paul-Bloomington, MN-WI 3,269,814 
San Diego-Carlsbad-San Marcos, CA 3,053,793 
St. Louis, MO-IL 2,828,990 
Tampa-St. Petersburg-Clearwater, FL 2,747,272 
Baltimore-Towson, MD 2,690,886 
Denver-Aurora-Broomfield, CO 2,552,195 
Pittsburgh, PA 2,354,957 
Portland-Vancouver-Beaverton, OR-WA 2,241,841 
Cincinnati-Middletown, OH-KY-IN 2,171,896 
Sacramento--Arden-Arcade--Roseville, CA 2,127,355 
Cleveland-Elyria-Mentor, OH 2,091,286 
Orlando-Kissimmee, FL 2,082,421 
San Antonio, TX 2,072,128 
Kansas City, MO-KS 2,067,585 
Las Vegas-Paradise, NV 1,902,834 
San Jose-Sunnyvale-Santa Clara, CA 1,839,700 
Columbus, OH 1,801,848 
Charlotte-Gastonia-Concord, NC-SC 1,745,524 
Indianapolis-Carmel, IN 1,743,658 
Austin-Round Rock, TX 1,705,075 
Virginia Beach-Norfolk-Newport News, VA-NC 1,674,498 
Providence-New Bedford-Fall River, RI-MA 1,600,642 
Nashville-Davidson--Murfreesboro--Franklin, TN 1,582,264 
Milwaukee-Waukesha-West Allis, WI 1,559,667 
Jacksonville, FL 1,328,144 
Memphis, TN-MS-AR 1,304,926 
Louisville/Jefferson County, KY-IN 1,258,577 
Richmond, VA 1,238,187 
Oklahoma City, OK 1,227,278 
Hartford-West Hartford-East Hartford, CT 1,195,998 
New Orleans-Metairie-Kenner, LA 1,189,981 
Birmingham-Hoover, AL 1,131,070 
Salt Lake City, UT 1,130,293 
Raleigh-Cary, NC 1,125,827 
Buffalo-Niagara Falls, NY 1,123,804 
Rochester, NY 1,035,566 
Tucson, AZ 1,020,200 
 









Table 2:  Occupational Categories for Artists and Engineers 
 
Category Occupation SOCP 
Artist Actors 272011 
 Artists and related workers                                                    271010 
 Dancers and choreographers 272030 
 Designers 271020 
 Musicians, singers, and related workers 272040 
 Photographers 274021 
 Producers and directors 272012 
 Writers and authors 273043 
Engineer Aerospace 172011 
 Biomedical and agricultural  1720XX 
 Civil 172051 
 Chemical 172041 
 Computer hardware 172061 
 Electrical & electronics 172070 
 Environmental 172081 
 Industrial 172110 
 Marine                               172121 
 Materials                            172131 
 Mechanical                        172141 
 Miscellaneous, including nuclear 1721YY 
 Petroleum, mining and geological, mining safety                          1721XX
 
Source:  Adapted following Scott (2010a) and Markusen et al. (2008)  
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Figure 4:  Relationship between 2000 Metropolitan Areas, IPUMS, and ACS PUMAs  
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Source: Fox 2008, 122 
 
Figure 6:  Illustration of the Additive Dummy Variable  
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Table 3: Model 1 Variables and Descriptions  
Variable Name Description 
Independent   
 
 
Total Population TOT_POP 2009 Total Population Estimates 
Places Rated Almanac QOL 2007 Places Rated Almanac Mean Score 
Creative Class Index CCI Creative Class Index (2004) 
Location Quotients 
 
IPUMS 2006-2008 ACS 
 
LQ.GOODS NAICS 2-digit codes - 11, 21, 23, 31-33  
 
LQ.SERVICES 
NAICS 2-digit codes - 42, 44-45, 48-49, 
22, 51, 52, 53, 54, 55, 56, 61, 62, 71, 72, 
81, 92  
 










LQ.42 Wholesale trade 
 
LQ.44-45 Retail trade 
 




LQ.52 Finance and insurance 
 
LQ.53 Real Estate and rental and leasing 
 
LQ.61 Education services 
 
LQ.62 Health care and social assistance 
 
LQ.71 Arts, entertainment, and recreation 
 
LQ.72 Accommodation and food services 
 
LQ.81 
Other services, except public 
administration 
 




Fraction of Migrating 
Artists/Total Migrants 
MIG.ART IPUMS 2006-2008 ACS  
Fraction of Migrating  
Engineers/Total Migrants 












CCI (2004) LQ Goods 
QOL Mean Score     
Population Estimates (2009)  0.04    
CCI (2004)  0.33*  0.27*   
LQ Goods -0.08 -0.14 -0.07  
LQ Services  0.08  0.14  0.07 -1.00*** 
 
***. Correlation is significant .001 
**. Correlation is significant .01 





Table 5:  Model 1b, Correlation Table 1 
 2 
 QOL POP CCI 11 21 22 23 3 42 4445 4849 51 52 53 54 55 56 61 62 71 72 81 92 
QOL 1                       
POP 0.04 1                      
CCI 0.33* 0.27* 1                     
11 0.11 -0.27 0.23 1                    
21 -0.1 -0.03 -0.1 -0.08 1                   
22 -0.11 -0.28* -0.22 0.03 0.28* 1                  
23 -0.34* -0.07 0.11 0.1 0.33* 0.22 1                 
3 0.08 -0.07 -0.11 0.11 -0.13 -0.15 
 -
0.55*** 
1                
42 -0.26 0.18 -0.2 -0.01 0.15 0.22 0.03 0.16 1               
4445 -0.34* -0.31* -0.34* 0.22 0.08 0.40** 0.28* -0.08 0.36** 1              
4849 -0.29* 0.18 -0.36** -0.17 0.06 -0.09 0.08 -0.11 0.61*** 0.15 1             
51 0.31* 0.38** 0.63*** -0.09 -0.18 -0.24 -0.13 -0.07 0.03 -0.35* -0.21 1            
52 0.07 0.09 -0.08 -0.33* -0.23 0.19 -0.21 -0.04 0.23 0.22 0.05 0.08 1           
53 -0.21 0.28* 0.36** 0.02 -0.02 -0.09 0.66*** -0.54*** 0.06 -0.03 0.07 0.32* -0.15 1          
54 0.45*** 0.24 0.70*** -0.03 -0.08 -0.32* -0.12 -0.12 -0.40** -0.70*** -0.36** 0.67*** -0.16 0.25 1         
55 0.22 0.08 0.04 -0.16 0.15 0.14 -0.24 0.26 0.41** -0.01 0.15 0.18 0.33* -0.17 0.03 1        
56 -0.52*** 0.03 -0.09 -0.05 0.05 -0.05 0.57*** -0.33* 0.19 0.25 0.34* -0.1 -0.12 0.69*** -0.22 -0.18 1       
61 0.29* 0.05 0.29* 0.15 0.02 -0.04 -0.39** 0.08 -0.29* -0.19 -0.30* 0.02 -0.12 -0.45*** 0.21 -0.09 -0.51*** 1      
62 0.22 -0.05 -0.28* 0.05 -0.16 0.15 -0.69*** 0.33* 0.03 0.11 -0.1 -0.23 0.30* -0.72*** -0.26 0.1 -0.60*** 0.51*** 1     
71 -0.11 -0.01 -0.12 -0.05 -0.14 -0.14 0.34* -0.29* -0.25 -0.05 -0.05 -0.15 -0.24 0.40** -0.12 -0.23 0.41** -0.36** -0.36** 1    
72 -0.28* -0.23 -0.35* -0.11 0.1 0.08 0.53*** -0.38** -0.16 0.16 0.04 -0.36** -0.22 0.33* -0.34* -0.28* 0.45*** -0.41** -0.38** 0.85*** 1   
81 -0.16 0.37** 0.11 -0.07 0.30* 0.16 0.19 -0.37** 0.33* -0.12 0.29* 0.26 -0.06 0.40** 0.19 0.12 0.28* -0.15 -0.21 -0.21 -0.19 1  
92 0.06 -0.14 0.05 -0.04 -0.01 -0.05 0.13 -0.53*** -0.54*** -0.15 -0.2 -0.04 0.21 0.08 0.21 -0.39** -0.08 0.08 -0.19 -0.05 -0.01 0.1 1 
 3 
***. Correlation is significant .001 4 
**. Correlation is significant .01 5 
*. Correlation is significant .05  6 
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Table 6:  Model 1c, Correlation Table 7 
 8 
 POP CCI AMBI REC TEMP GOODS SER 
POP        
CCI 0.27*       
AMBI 0.28* 0.36**      
REC 0.24 0.04 -0.02     
TEMP 0.23 0.42** -0.08 -0.02    
GOODS -0.14 -0.07 -0.09 -0.14 -0.19   
SER 0.14 0.07 0.09 0.14 0.19 -1.0***  
 9 
***. Correlation is significant .001 10 
**. Correlation is significant .01 11 
*. Correlation is significant .05  12 
  13 
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Table 7:  Model 1d, Correlation Table 14 
 15 
 POP CCI AMBI REC TEMP 11 21 22 23 3 42 4445 4849 51 52 53 54 55 56 61 62 71 72 81 92 
POP 1                         
CCI 0.27* 1                        
AMBI 0.28* 0.36** 1                       
REC 0.24 0.04 -0.02 1                      
TEMP 0.23 0.42** -0.08 -0.02 1                     
11 -0.27 0.23 -0.13 0.16 0.12 1                    
21 -0.03 -0.1 -0.04 -0.05 -0.2 -0.08 1                   
22 -0.28* -0.22 -0.34* -0.23 0.01 0.03 0.28* 1                  
23 -0.07 0.11 -0.36** -0.01 0.35* 0.1 0.33* 0.22 1                 
3 -0.07 -0.11 0.09 -0.12 -0.29* 0.11 -0.13 -0.15 -0.55*** 1                
42 0.18 -0.2 -0.1 -0.03 -0.32* -0.01 0.15 0.22 0.03 0.16 1               
4445 -0.31* -0.34* -0.26 -0.12 -0.08 0.22 0.08 0.44** 0.28* -0.08 0.36** 1              
4849 0.18 -0.36** -0.2 0.16 -0.27 -0.17 0.06 -0.09 0.08 -0.11 0.61*** 0.15 1             
51 0.38** 0.63** 0.40.** 0.02 0.14 -0.09 -0.18 -0.24 -0.13 -0.07 0.03 -0.35* -0.21 1            
52 0.09 -0.08 0.2 -0.1 -0.13 -0.33* -0.23 0.19 -0.21 -0.04 0.23 0.22 0.05 0.08 1           
53 0.28* 0.36** -0.15 0.05 0.49** 0.02 -0.02 -0.09 0.66** -0.54*** 0.06 -0.03 0.07 0.32* -0.15 1          
54 0.24 0.70*** 0.41** 0.1 0.31* -0.03 -0.08 -0.32* -0.12 -0.12 -0.40** -0.70*** -0.36** 0.67*** -0.16 0.25 1         
55 0.08 0.04 0.19 0.08 -0.45** -0.16 0.15 0.14 -0.24 0.26 0.41** -0.01 0.15 0.18 0.33* -0.17 0.03 1        
56 0.03 -0.09 -0.37** -0.07 0.13 -0.05 0.05 -0.05 0.57*** -0.33* 0.19 0.25 0.34* -0.1 -0.12 0.69*** -0.22 -0.18 1       
61 0.05 0.29* 0.41** -0.11 -0.06 0.15 0.02 -0.04 -0.39** 0.08 -0.29* -0.19 -0.30* 0.02 -0.12 -0.45*** 0.21 -0.09 -0.51*** 1      
62 -0.05 -0.28* 0.15 -0.01 -0.27 0.05 -0.16 0.15 -0.69*** 0.33* 0.03 0.11 -0.1 -0.23 0.30* -0.72*** -0.26 0.1 -0.60*** 0.51*** 1     
71 -0.01 -0.12 -0.31* 0.26 0.2 -0.05 -0.14 -0.14 0.34* -0.29* -0.25 -0.05 -0.05 -0.15 -0.24 0.40** -0.12 -0.23 0.41** -0.36** -0.36** 1    
72 -0.23 -0.35* -0.40** 0.01 0.14 -0.11 0.1 0.08 0.53*** -0.38** -0.16 0.16 0.04 -0.36** -0.22 0.33* -0.34* -0.28* 0.45*** -0.41** -0.38** 0.85*** 1   
81 0.37** 0.11 -0.03 -0.04 0.05 -0.07 0.30* 0.16 0.19 -0.37** 0.33* -0.12 0.29* 0.26 -0.06 0.40** 0.19 0.12 0.28* -0.15 -0.21 -0.21 -0.19 1  
92 -0.14 0.05 -0.01 0.08 0.17 -0.04 -0.01 -0.05 0.13 -0.53** -0.54*** -0.15 -0.2 -0.04 -0.21 0.08 0.21 -0.39** -0.08 0.08 -0.19 -0.05 -0.01 0.1 1 
 16 
***. Correlation is significant .001 17 
**. Correlation is significant .01 18 




Table 8:  Model 1a, 1b, 1c, 1d, Regression Table 
 
 
   Base      SPLIT IND      SPLIT QOL      SPLIT QOL & IND      
   model 1A.1  1A.2  1A.3  1B.1  1B.2  1B.3  1C.1  1C.2  1C.3  1D.1  1D.2  1D.3   
QOL   0.0123 .  0.01229 .   0.01438  0.004469  0.004469   -0.002405             
   (0.00658)  (0.00662)  (0.00817)  0.007559  (0.007584)  (0.008185)             
AMBI               0.007989 .  0.007989 .   0.004533  0.001113  0.001113  0.001060  
               (0.004246)  (0.004268)  (0.005639)  (0.003610)  (0.003620)  (0.004531) 
REC               -0.001311  -0.001311  -0.002074  -0.004846  -0.004846  -0.006118  
               (0.002677)  (0.002692)  (0.003589)  (0.002969)  (0.002978)  (0.003580) 
TEMP               0.002068  0.002068  0.001656  0.001473  0.001473  0.0002861  
               (0.001493  (0.001501)  (0.001995)  (0.002032)  (0.002038)  (0.002349) 
CCI   0.7679 **  0.7679 **  1.12 **  1.025187 .   1.025193  1.277696  0.6062 .  0.6062 .   1.080 *   0.816344  0.816348  1.137 
   (0.2891)  (0.2904)  (0.3777)  (0.554850)  (0.556677)  (0.641805)  (0.3178)  (0.3195)  (0.4282)  (0.612169)  (0.613976)  (0.007162) 
GOODS   4,791,000  4,791,000  12,220,000        19,310,000  19,310,000  27,490,000       
   (32,310,000) (32,460,000) (42,960,000)       (32,150,000) (32,320,000) (43,430,000)       
SERVICES   18,370,000  18,370,000  46,860,000        74,040,000  74,040,000  105,400,000       
   (123,900,000) (124,500,000) (164,700,000)       (123,300,000) (123,900,000) (166,500,000)         
LQ11         -0.360248  -0.360250  -0.562708        -0.144619  -0.144619  -0.3668   
         (0.331500)  (0.332591)  (0.391333)        (0.335362)  (0.336352)  (0.4082) 
Q21         -0.013629  -0.013629  0.131168        0.031175  0.031175  0.1638 *  
         (0.053697)  (0.053874)  (0.060515)        (0.062517)  (0.062702)  (0.07003) 
LQ22         0.045530  0.045530  0.431505        0.048841  0.048841  0.4657  
         (0.196490)  (0.197137)  (0.228017)        (0.204584)  (0.205188)  (0.2422) 
LQ23         -0.367732  -0.367735  -1.022182        -0.393519  -0.393522  -0.9675  
         (0.523603)  (0.525327)  (0.574289)        (0.507969)  (0.509468)  (0.5757) 
LQ3         0.094669  0.094669  -0.154404        -0.067685  -0.067686  -0.3620  
         (0.429485)  (0.430899)  (0.524700)        (0.491629)  (0.493080)  (0.5890) 
LQ42         -0.066940  -0.066941  -1.099764 **       -0.054118  -0.054119  -1.156 *  
         (0.356226)  (0.357399)  (0.408880)        (0.406841)  (0.408042)  (0.4689) 
LQ4445         -1.129460  -1.129468  -1.260570        -1.530078 .  -1.530090  -1.552 *  
`         (0.823624)  (0.826336)  (0.934924)        (0.828690)  (0.831136)  (0.9520) 
LQ4849         -0.126865  -0.126866  0.104493        -0.020063  -0.020063  0.2303  
         (0.251854)  (0.252683)  (0.299971)        (0.259813)  (0.260580)  (0.3138) 
LQ51         -0.024507  -0.024507  -0.061072        -0.021707  -0.021707  -0.1215  
         (0.257035)  (0.257881)  (0.304311)        (0.280925)  (0.281754)  (0.3317) 
LQ52         -0.263730  -0.263733  -0.359921        -0.256792  -0.256795  -0.4037  
         (0.239785)  (0.240575)  (0.279470)        (0.276852)  (0.277669)  (0.3222) 
LQ61         -0.619860  -0.619866  -1.747364 **       -0.839444  -0.839451  -2.097 **  
         (0.500011)  (0.501658)  (0.596248)        (0.634639)  (0.636512)  (0.7656) 
LQ62         0.157516  0.157515  -0.499433        0.310112  0.310112  -0.3067  
         (0.575797)  (0.577693)  (0.655373)        (0.573993)  (0.575687)  (0.6740) 
LQ71         0.044290  0.044290  0.157671        0.213057  0.213059  0.3177  
         (0.228841)  (0.229595)  (0.273637)        (0.251284)  (0.252026)  (0.3045) 
LQ72         -0.173355  -0.173357  -1.283109        -0.652741  -0.652747  -1.782 *  
         (0.595777)  (0.597739)  (0.695545)        (0.635284)  (0.637159)  (0.7536) 
LQ81         0.812277  0.812280  -0.913270        0.164710  0.164708  -1.645  
         (0.735315)  (0.737736)  (0.859537)        (0.895888)  (0.898532)  (1.039) 
LQ92         -0.234535  -0.234537  -0.463854        -0.228138  -0.228140  -0.4669  
         (0.207285)  (0.207968)  (0.244327)        (0.223838)  (0.224498)  (0.2645) 
Log(POP)   0.1146 *  0.1146 *  0.0181 .  -0.015780  -0.015781  -0.113153  -0.113153  0.08802  -0.002649  -0.015767  -0.015767  0.1376  
   (0.05699)  (0.05726)  (0.0712)  (0.076160)  (0.076411)  (0.084532)  (0.084532)  (0.05934)  (0.08177)  (0.079005)  (0.079238)  (0.1271) 
OCC     0.05114  48,580,000    0.051153  -17.825008 **   0.05114  54,210,000    0.051156  16.73 **  
     (0.07371)  (291,100,000)   (0.069644)  (5.466790)    (0.07265)  (293,800,000)   (0.068389)  (5.958) 
QOL:OCC       -0.004829      0.014934             
       (0.01227)      (0.011920)             
AMBI:OCC                 0.006478        0.003137  
                 (0.008081)        (0.005935) 
REC:OCC                 0.001698        0.004073  
                 (0.005054)        (0.004822) 
TEMP:OCC                 0.0005637        0.001367  
                 (0.002818)        (0.003258) 
CCI:OCC       -0.7305      -0.433262      -0.9500      -0.5410    
       (0.5382)      (0.869644)      (0.5998)      (0.9779) 
GOODS:OCC      -10,050,000            -11,210,000       
       (60,210,000)           (60,780,000)       
SERVICES:OCC      -38,530,000            -43,000,000       
       (230,900,000)           (233,100,000)       
LQ.11:OCC             0.561020            0.4983   
             (0.522882)            (0.5403)  
LQ.21:OCC             -0.260945 **           -0.2832   
             (0.086348)            (0.1020) **   
LQ.22:OCC             -0.640638 *            -0.6955 *   
             (0.309434)            (0.3297)   
LQ.23:OCC             1.488888            1.334   
             (0.819302)            (0.8139) 
LQ.3:OCC             0.693058            0.6998   
             (0.682801)            (0.7923) 
LQ.42:OCC             1.886663 **            2.058 **   
             (0.563109)            (0.6545) 
LQ.4445:OCC            0.444926            0.1974   
             (1.291649)            (1.327) 
LQ.4849:OCC            -0.240962            -0.3822   
             (0.398803)            (0.4209) 
LQ.51:OCC             0.180790            0.2114e   
             (0.405634)            (0.4514) 
LQ.52:OCC             0.439702            0.4101   
             (0.380895)            (0.4449)    
LQ.61:OCC             2.424208 **            2.559 *   
             (0.797630)            (1.025) 
LQ.62:OCC             1.564366            1.446   
             (0.900540)            (0.9186) 
LQ.71:OCC             -0.048210            -0.1550   
             (0.362660)            (0.4067) 
LQ.72:OCC             2.176162 *            2.369 *   
             (0.936271)            (1.023) 
LQ.81:OCC             3.396292 **            3.803 *   
             (1.162986)            (1.446) 
LQ.92:OCC             0.615327            0.5699   
             (0.328193)            (0.3601)  
log(POP):OCC      0.1973 .       0.184856      0.1698      0.1376   
       (0.1046)      (0.119277)      (0.1123)      (0.1271)  
Intercept   -23,160,000  -23,160,000  -59,070,000  -3.426294  -3.452173    4.562566  -93,350,000  -93,350,000  -132,900,000 -1.389016  -1.414880  6.092   
   (156,200,000) (156,900,000) (207,700,000) (3.427101)  (3.438572)  (4.101548)  (155,400,000) (156,200,000) (210,000,000) (3.672279)  (3.683284)  (4.346)   
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Table 9:  Model 2 Variables and Descriptions 1 
 2 
Variable Name Description 
Independent   
 
 
Average Age AVG_AGE Weighted average age 
Sex SEX_M Total number of males/total population 
 
SEX_F Total number of females/total population 
Race/Ethnicity W_NHISP 












Total number of Other, non-Hispanic persons/total 
population 
 






Total number of persons never married, divorced or 
separated/total population with marital status 
 
MS_MAR 






EDU_HS Total number of persons with high school degree 
 
EDU_BS Total number of persons with bachelors degree 
 
EDU_MSP 
Total number of persons with masters, professional or 
doctoral degree 
Average Commute Time AVG_JWMNP Weighted average of commute time 
Average Number of Bedrooms AVG_BDS Average number of bedrooms 
Average Year Built AVG_YBL Average year built (interpolated) 
Children HUPAC_1 
Total number of households with own children less than 
age 6 
 
HUPAC_2 Total number of households with own children age 0-17  
 





TAXP_1 Total number of households; no property tax 
 
TAXP_2 Total number of households; $1-$999 
 
TAXP_3 Total number of households;$1,000-$1,999 
 
TAXP_4 Total number of households;$2,000-$4,999 
 
TAXP_5 Total numbers of households; $5,000 or more 
Median Household Income HINC_MED Weighted median of household income 
Density DEN Persons per km
2
 
Entropy Index ENT 
Entropy Index based on the interaction of race/ethnicity 
counts 
Total Artists TOT_ART_25 Total number of artists +25 
Total Engineers TOT_ENG_25 Total number of engineers +25 
Total Migrants TOT_MIG_25 Total number of migrants  +25 






Table 9:  Continued. 6 
 7 





DIV_1 North:  PA, NY, NY, VT, NH, ME, MA, RI, MA 
 
DIV_2 




South: MD, DC, DE, WV, VA, KY, TN, NC, SC, GA, 
FL, AL, MS, AR, LA, OK, TX 
 
DIV_4 
West: CA, WA, OR, NV, ID, MT, WY, UT, CO, AZ, 
NM 
Urban Hierarchy URBH 
Dummy variable; 5+million people (1); less than 5 
million people (2), (based on 2009 Population 
Estimates) 










42 Wholesale trade 
 
44-45 Retail trade 
 




52 Finance and insurance 
 
53 Real Estate and rental and leasing 
 
54 Professional, scientific, and technical services 
 
55 Management of companies and enterprises 
 
56 
Administrative and support and waste management and 
remediation services 
 
61 Education services 
 
62 Health care and social assistance 
 
71 Arts, entertainment, and recreation 
 
72 Accommodation and food services 
 
81 Other services, except public administration 
 




Number of Migrating Artists 
+25 
MIG.ART_25 IPUMS 2006-2008 ACS; based on SOCP codes  
Number of Migrating Engineers 
+25 









Variable Mean SD St Err Mean SD St Err 
Average Age 36.54145 3.108714 0.064073 
   
Sex Male 0.491495 0.017287 0.000356 72054 20951 431.8138763 
Sex Female 0.508505 0.017287 0.000356 74325 20747 427.6239399 
White, non-Hispanic 0.585827 0.264357 0.005449 86572 46779 964.1512989 
Black, non-Hispanic 0.151886 0.195006 0.004019 20679 24869 512.5761613 
Asian, non-Hispanic 0.059406 0.076947 0.001586 8774 11536 237.7727888 
Other, non-Hispanic 0.022724 0.013674 0.000282 3376 2476 51.03733621 
Hispanic 0.180157 0.193234 0.003983 26977 30248 623.4393957 
Marital Status Single 0.398457 0.084224 0.001736 57213 16133 332.5053382 
Marital Status Married 0.383655 0.077568 0.001599 56898 21605 445.3021714 
Education, high school 0.353534 0.07034 0.00145 51664 17711 365.0300985 
Education, bachelors 0.127656 0.056326 0.001161 18769 10036 206.8540648 
Education, masters, professional, PhD 0.076967 0.051673 0.001065 11162 8133 167.6239198 
Average Journey to Work Time 27.04359 5.050865 0.104103 
   
Average Bedrooms 2.709364 0.352557 0.007267 
   
Average Age of Building 39.00575 12.53202 0.258296 
   
Households with own children < 6 yrs 0.078965 0.017555 0.000362 4233 1614 33.27589952 
Households with own children 0 - 17 0.274204 0.069921 0.001441 14476 5209 107.3607463 
Households with own children only 6 - 17 0.643464 0.087684 0.001807 34592 11507 237.1778617 
Households with no property tax 0.031986 0.051375 0.001059 966.7 1261 25.98102294 
Households with $1 - 999 property tax 0.15672 0.166564 0.003433 5324 6480 133.5539729 
Households with $1,000 - 1,999 property tax  0.23035 0.147477 0.00304 7925 6359 131.0610482 
Households with $2,000 - 4,999 property tax  0.390063 0.182513 0.003762 13728 8860 182.6172717 
Households with $5,000 or more property tax  0.192005 0.212746 0.004385 6755 8213 169.2855657 
Median Household Income (in 2008 dollars) 60036.29 19858.8 409.3076 
   
Entropy Index 0.240661 0.124342 0.002563 
   
Density 5089.602 9564.233 197.1274 
   
Total Artists Age 25 > 0.007634 0.00768 0.000158 1113 1230 25.36001181 
Total Engineers Age 25 > 0.007005 0.005515 0.000114 1047 911.1 18.77958444 
Total Migrants 25 > 0.009236 0.009325 0.000192 1420 1720 35.45905315 
11 0.981622 1.404234 0.028943 433.6 941.6 19.40771246 
21 0.97531 1.56726 0.032303 198.5 596.9 12.30237161 
22 0.993467 0.51627 0.010641 559.6 379.9 7.830682401 
23 1.007565 0.327954 0.006759 5742 2778 57.2581763 
3 0.995664 0.351795 0.007251 8083 4679 96.44326849 
42 0.988967 0.27854 0.005741 2567 1198 24.68378893 
4445 0.997299 0.153798 0.00317 7416 2649 54.59742827 
4849 1.016168 0.373808 0.007705 3580 1802 37.14654765 
51 0.978616 0.380792 0.007848 2140 1519 31.31234269 
52 0.975402 0.340242 0.007013 4279 2476 51.03153388 
53 0.991062 0.303418 0.006254 1872 957 19.72503882 
54 0.969883 0.44066 0.009082 5674 4026 82.97491785 
55 0.970947 0.773798 0.015949 108.1 106.4 2.193043207 
56 1.030137 0.332485 0.006853 3498 1321 27.22582282 
61 0.997252 0.241792 0.004984 6532 2542 52.40019535 
62 1.013353 0.208631 0.0043 9153 2948 60.76305464 
71 0.991857 0.437828 0.009024 1449 1217 25.08701145 
72 1.022401 0.38281 0.00789 3821 2069 42.64352894 
81 1.010366 0.2027 0.004178 3736 1328 27.36904338 
92 1.009743 0.371128 0.007649 3809 2855 58.83602353 
Number of Migrating Artists +25 23.72897 47.84289 0.986085 
   
Number of Migrating Engineers +25 21.84792 46.56359 0.959717 
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TAX_1 TAX_2 TAX_3 TAX_4 TAX_5 
AVG_A
GE 
1                        
MALES -0.27*** 1                       
FEMAL
ES 
0.27*** -1.00*** 1                      
W_NHIS
P 
0.47*** 0.09*** -0.09*** 1                     
B_NHIS
P 
-0.20*** -0.46*** 0.46*** -0.59*** 1                    
A_NHIS
P 
0.04 0.12*** -0.12*** -0.23*** -0.21*** 1                   
O_NHIS
P 
-0.11*** 0.14*** -0.14*** -0.03 -0.12*** 0.25*** 1                  
HISP -0.45*** 0.28*** -0.28*** -0.68*** -0.11*** 0.12*** -0.01 1                 
MS_SIN 0 -0.20*** 0.20*** -0.50*** 0.58*** -0.03 0.06*** 0.11*** 1                
MS_MA
R 
0.37*** 0.19*** -0.19*** 0.70*** -0.70*** 0.10*** -0.05* -0.29*** -0.89*** 1               
EDU_HS 0.28*** -0.16 0.16*** 0.29*** 0.06** -0.36*** -0.01 -0.32*** -0.15*** 0.18*** 1              
EDU_BS 0.38*** 0.04 -0.04 0.40*** -0.35*** 0.35*** 0.08*** -0.34*** -0.17*** 0.40*** -0.51*** 1             
EDU_M
SP 
0.40*** -0.04* 0.05* 0.31*** -0.22*** 0.28*** 0.03 -0.31*** 0.01 0.23*** -0.62*** 0.85*** 1            
AVG_J
WMNP 
-0.17*** -0.16*** 0.16*** -0.29*** 0.17*** 0.12*** -0.09*** 0.18*** -0.08*** -0.03 -0.03 -0.16*** -0.14*** 1           
AVG_B
DS 
-0.07*** 0.03 -0.03 0.41*** -0.20*** -0.09*** -0.05* -0.32*** -0.75*** 0.64*** 0.17*** 0.11*** 0.01 0.06*** 1          
AVG_Y
BL 
0.16*** -0.27*** 0.27*** -0.28*** 0.29*** 0.09*** -0.06** 0.07** 0.63*** -0.55*** -0.16*** -0.14*** 0.08*** 0.08*** -0.57*** 1         
HUPAC_
1 
-0.60*** 0.26*** -0.26*** -0.13*** -0.14*** 0.11 0.09*** 0.27*** -0.42*** 0.16*** -0.13** -0.12*** -0.22*** 0.17*** 0.28*** -0.33*** 1        
HUPAC_
23 
-0.62*** 0.07*** -0.07*** -0.31*** 0.03 -0.02 -0.12*** 0.41*** -0.49*** 0.12*** 0 -0.44*** -0.48*** 0.39*** 0.49*** -0.28 0.52*** 1       
HUPAC_
4 
0.62*** -0.09*** 0.09*** 0.29*** -0.04 -0.01 0.04 -0.36*** 0.47*** -0.12*** 0.04 0.38*** 0.40*** -0.38*** -0.47*** 0.29*** -0.51*** -0.89*** 1      
TAX_1 -0.01 -0.08*** 0.08*** -0.18*** 0.15*** -0.03 0 0.11*** 0.21*** -0.21*** -0.01 -0.18*** -0.10*** 0.14*** -0.28*** 0.09*** 0.01 -0.06** 0.16*** 1     
TAX_2 -0.08*** -0.01 0.01 -0.11*** 0.27*** -0.26*** 0.30*** -0.01 0.17*** -0.24*** 0.32*** -0.51*** -0.43*** -0.15*** -0.11*** -0.03 -0.05* 0.01 0.08*** 0.29*** 1    
TAX_3 -0.21*** -0.05* -0.05* -0.11*** 0.23*** -0.26*** 0.09*** 0.02 0.14*** -0.24*** 0.31*** -0.37*** -0.40*** -0.18*** -0.03 -0.11*** 0.02 0.03 -0.02 -0.02 0.39*** 1   
TAX_4 0.03 -0.01 0.01 0.11*** -0.20*** 0.14*** 0.15*** 0 -0.15*** 0.19*** -0.05* 0.24*** 0.11*** 0.08*** 0.06** -0.04* 0.08*** 0.02 -0.06** -0.21*** -0.65*** -0.31*** 1  
TAX_5 0.20*** 0.06** -0.06** 0.12*** -0.24*** 0.27*** 0.23*** -0.03 -0.16*** 0.26*** -0.41*** 0.50*** 0.54*** 0.13*** 0.13*** 0.11*** -0.01 -0.03 0.04* -0.17*** -0.52*** -0.71*** -0.08*** 1 
 14 
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W_NHIPS B_NHISP A_NHISP O_NHISP HISP 
MS_SI
N 













TAX_1 TAX_2 TAX_3 TAX_4 TAX_5 
MED_IN
C 



































ENT -0.33*** 0.14 -0.14*** -0.65*** 0.14*** 0.42*** -0.02 0.55*** 0.23*** -0.34*** -0.30*** -0.09*** -0.09*** 0.08*** 
-
0.23*** 
-0.02 0.16*** 0.15*** 
-
0.15*** 























0.48*** -0.21*** 0.56*** 0.43*** -0.18*** 0.36*** 
-
0.34*** 














0.07*** -0.01 0.01 0.09*** -0.03 -0.04* 
11 0.05* 0.21*** -0.21*** 0.19*** -0.15*** -0.16*** -0.05* -0.05* 
-
0.20*** 










21 0.05* 0.10*** -0.10*** 0.16*** -0.12*** -0.09*** -0.01 -0.06** 
-
0.16*** 
0.18*** 0.19*** -0.11*** -0.12*** 0.03 0.13*** 
-
0.11*** 
0.01 0.06** -0.04 0 0.12*** -0.02 -0.04 -0.05* 













0.08*** 0 -0.04* -0.01 
23 -0.21*** 0.37*** -0.37*** -0.01 -0.18*** -0.21*** -0.06** 0.29*** 
-
0.21*** 






0.02 0.18*** 0.09*** -0.04* 
-
0.17*** 
3 0.12*** 0.21*** -0.21*** 0.07** -0.25*** 0.02 -0.10*** 0.16*** 
-
0.36*** 










42 -0.01 0.13*** -0.13*** 0.19*** -0.37*** 0.13*** -0.09*** 0.07** 
-
0.47*** 













4445 0 0.06** -0.06** 0.17*** -0.26*** -0.03 0 0.04* 
-
0.34*** 












0.19*** -0.41*** 0.39*** -0.06** 0.05* 0.20*** 0.14 -0.30*** 0.36*** -0.53*** -0.56*** 0.25*** -0.07** 0.12*** 0.10*** 0.33*** 
-
0.30*** 
0.04 0.14*** 0.23*** 0.02 
-
0.30*** 
51 0.17*** -0.06** 0.06** 0.21*** -0.06** 0.10*** 0.05* 
-
0.26*** 




































0.14*** 0.16*** -0.07** 0.07*** 0.02 
-
0.19*** 




































0.19*** -0.18*** 0.34*** 0.27*** -0.11*** 0.14 
-
0.14*** 








56 -0.37*** -0.02 0.02 -0.56*** 0.49*** -0.14*** 0.03 0.32*** 0.48*** -0.65*** -0.02 -0.46*** -0.40*** 0 
-
0.35*** 
0.34*** 0.05** 0.10*** 
-
0.09*** 








0.18*** 0.24*** -0.03 -0.02 0.01 
-
0.29*** 






















0.01 0.01 0.10*** 0.12*** 0.18*** -0.01 
-
0.23*** 
71 0.19*** -0.01 0.01 0.09*** 0.04 -0.05* 0.07*** 
-
0.14*** 








0.40*** 0.14*** -0.05* -0.03 -0.01 0.03 













81 -0.10*** -0.01 0.01 -0.33*** 0.19*** -0.03 0.02 0.27*** 0.32*** -0.36*** 0.02 -0.34*** -0.26*** 0.10*** 
-
0.38*** 






0.14*** -0.07*** 0.25*** -0.12*** 0.06** 
-
0.12*** 




  19 
 
 123 
Table 11:  Continued. 20 
 21 
 MED_INC DEN ENT ART_25 ENG_25 MIG_25 11 21 22 23 3 42 4445 4849 51 52 53 54 55 56 61 62 71 72 81 92 
MED_INC 1                          
DEN -0.20*** 1                         
ENT -0.11*** 0.12*** 1                        
ART_25 0.24*** 0.34*** 0.09*** 1                       
ENG_25 0.59*** -0.23*** -0.07*** 0.07** 1                      
MIG_25 0.07*** -0.08*** 0.33*** 0.16** 0.13*** 1                     
11 -0.04 -0.18*** -0.14*** -0.13*** -0.12*** -0.11*** 1                    
21 -0.01 -0.14*** -0.11*** -0.10*** -0.02 -0.03 0.40*** 1                   
22 0.10*** -0.27*** -0.13*** -0.27*** 0.02 -0.14*** 0.32*** 0.25*** 1                  
23 -0.24*** -0.14*** -0.05* -0.36*** -0.26*** -0.22*** 0.33*** 0.18*** 0.24*** 1                 
3 0 -0.19*** -0.07** -0.32*** 0.10*** -0.14*** 0.20*** 0.18*** 0.18*** 0.31*** 1                
42 0.36*** -0.20*** -0.07*** -0.12*** 0.24*** -0.03 -0.11*** -0.02 0.04 0.04 0.29*** 1               
4445 -0.04 -0.13*** -0.09*** -0.32*** -0.02 -0.15*** 0.13*** 0.11*** 0.24*** 0.36*** 0.26*** 0.32*** 1              
4849 -0.37*** 0.07** 0.14*** -0.38*** -0.31*** -0.14*** -0.07*** -0.01 0.13*** 0.15*** 0.08*** 0.02 0.14*** 1             
51 0.33*** 0.05** -0.01 0.64*** 0.27*** 0.24*** -0.26*** -0.16*** -0.27*** -0.51*** -0.33*** 0 -0.30*** -0.38*** 1            
52 0.59*** -0.11*** -0.07*** 0.28*** 0.38*** 0.18*** -0.25*** -0.13*** -0.10*** -0.46*** -0.27*** 0.28*** -0.15*** -0.36*** 0.49*** 1           
53 0.27*** 0.11*** -0.06** 0.30*** 0.22*** 0.16*** -0.28*** -0.18*** -0.25*** -0.42*** -0.44*** 0.05** -0.16*** -0.30*** 0.35*** 0.47*** 1          
54 0.57*** -0.02 -0.09*** 0.56*** 0.48*** 0.29*** -0.26*** -0.14*** -0.27*** -0.57*** -0.32*** 0.15*** -0.33*** -0.62*** 0.65*** 0.70*** 0.57*** 1         
55 0.29*** -0.06** -0.02 0.10*** 0.24*** 0.13*** -0.14*** -0.02 -0.09*** -0.19*** -0.03 0.19*** 0 -0.24*** 0.22*** 0.36*** 0.23*** 0.37*** 1        
56 -0.53*** 0.14*** 0.24*** -0.20*** -0.37*** -0.07** -0.18*** -0.16*** -0.22*** 0.22*** -0.05* -0.20*** -0.05* 0.31*** -0.22*** -0.37*** -0.17*** -0.42*** -0.13*** 1       
61 0.28*** -0.14*** -0.07** 0.15*** 0.17*** 0.07*** 0.04 0.03 0.09*** -0.36*** -0.27*** -0.10*** -0.28*** -0.30*** 0.20*** 0.19*** 0.15*** 0.36*** 0.09*** -0.40*** 1      
62 -0.31*** 0.22*** 0.08*** -0.15*** -0.22*** -0.05* -0.13*** -0.07*** -0.03 -0.25*** -0.34*** -0.37*** -0.17*** 0.22*** -0.10*** -0.16*** 0.07** -0.21*** -0.14*** 0.18*** 0.14*** 1     
71 0.01 0.18*** -0.01 0.60*** -0.02 0.14*** -0.09*** -0.10*** -0.18*** -0.28*** -0.41*** -0.22*** -0.25*** -0.32*** 0.42*** 0.13*** 0.31*** 0.37*** 0.01 -0.06** 0.13*** -0.02 1    
72 -0.56*** 0.29*** 0.22*** 0.04 -0.32*** 0.03 -0.12*** -0.09*** -0.26*** 0.10*** -0.17*** -0.28*** -0.06** 0.14*** -0.14*** -0.36*** -0.05* -0.25*** -0.19*** 0.52*** -0.35*** 0.04* 0.17*** 1   
81 -0.46*** 0.25*** 0.11*** -0.09*** -0.33** -0.08*** -0.05** -0.10*** -0.22*** 0.24*** -0.12*** -0.27*** 0 0.14*** -0.22*** -0.38*** -0.12*** -0.35*** -0.16*** 0.36*** -0.30*** 0.16*** -0.01 0.43*** 1  




Table 12:  Model 2 Regression Table 
 
Variable Coefficient  
(Standard Error)   
Intercept  1.949 ***           
  (0.1694)            
LOC  -0.1022 ***           
  (0.00696)           
OCC  -4.549 ***           
  (0.2296) 
AVG_AGE  -0.07239 ***          
  (0.001739) 
MALE  NA           
  NA            
FEMALE  -2.322 ***           
  (0.001730)  
WHITE.NHISP NA           
  NA            
BLACK, NHISP 0.1544 ***           
  (0.03423) 
ASIAN.NHISP 1.277***           
  (0.03720) 
OTHER.NHISP 0.7161 ***           
  (0.2007) 
HISP  -0.06726 ***          
  (0,03190) 
MAR  NA           
  NA            
SIN  -1.203 ***           
  (0.07719 
MSP  NA           
  NA 
BS  0.9604 ***           
  (0.1100) 
HS  0.8110 ***           
  (0.08357) 
AVG_JWMNP 0.03161 ***           
  (0.0007099) 
AVG_BDS  -0.06138 ***          
  (0.01617) 
AVG_YBL  -0.01161 ***          
  (0.0003720) 
HUPAC.4   NA           
  NA 
HUPAC.23  -5.602 ***           
  (0.0950) 
HUPAC1  -3.162 ***           
  (0.1858 ) 
HINC  0.000004061 ***          
  (0.0000002847) 
TAXP.1  0.3374 ***           
  (0.07864)            
TAXP.2  -0.09231 **           
  (0.03271) 
TAXP.3  0.4452 ***           
  (0.02190) 
TAXP.4  1.163 ***           
  (0.02272) 
TAXP.5  NA           
  NA 
TOT.ART..25 -8.204 ***           
  (0.3546) 
TOT.ENG.25 0.3933 ***           
  (0.2769) 
TOT.MIG.25 15.48 ***           
  (0.1083) 
ENT  -0.4062 ***           
  (0.03365) 
DIV.1  REF           
  REF 
DIV.2  -0.2402 ***           
  (0.008774 
DIV.3  0.0770 ***           
  (0.009764) 
DIV.4  0.4235 ***           
  (0.01083) 
URBH.1  REF           
  REF 
URBH.2  -0.007681 ***          
  (0.005437) 
LQ11  -0.008.575 ***          
  (0.002377)           
LQ21  -0.03642 ***          
  (0.001910)            
LQ22  0.1183 ***           
  (0.004990)            
LQ23  -0.05191 ***          
  (0.01233)            
LQ3  0.6743 ***           
  (0.009009)            
LQ42  -0.02391 *           
  (0.01019)            
LQ4445  -0.1414 ***           
  (0.01864)            
LQ4849  -0.2193 ***           
  (0.009134)            
LQ51  0.09882 ***           
  (0.007475)            
LQ52  0.4252 ***           
  (0.009186)            
LQ53  -0.1762 ***           
  (0.009304)            
LQ54  0.6888 ***           
  (0.01202)            
LQ55  -0.05070 ***          
  (0.002656)            
LQ56  0.6326 ***           
  (0.01142)            
LQ61  0.1697 ***           
  (0.01206)            
LQ62  0.3203 ***           
  (0.01540)            
LQ71  0.3557 ***           
  (0.006248)            
LQ72  0.6168 ***           
  (0.009779)            
LQ81  -0.01982 ***          
  (0.01446)            
LQ92  0.1342 ***           




Table 12:  Continued. 
 
Variable Coefficient  
(Standard Error)   
DEN  -0.00002134 ***          
  (0.0000006258) 
TOT.POP  0.00000006990 ***          
  (0.00000004350) 
LOC:OCC  -0.1169 ***           
  (0.009210)            
AVG_AGE:OCC 0.09572 ***           
  (0.002280) 
MALE:OCC REF           
  REF 
FEMALE:OCC 8.757 ***           
  (0.2295) 
WHITE.NHISP:OCC REF           
  REF            
BLACK.NHISP:OCC -0.04491 ***          
  (0.04619) 
ASIAN.NHISP:OCC -1.555 ***           
  (0.05435) 
OTHER.NHISP:OCC 0.3583 ***           
  (0.2727) 
HISP:OCC  0.9492 ***           
  (0.04066) 
MAR:OCC  REF           
  REF 
SIN:OCC  1.223 ***           
  (0.1051) 
MSP:OCC  REF           
  REF 
BS:OCC  0.8840 ***           
  (0.1500) 
HS:OCC  -3.062 ***           
  (0.1134) 
AVG_JWMNP:OCC  -0.04022 ***          
  (0.0009553) 
AVG_BDS:OCC -0.1568 ***           
  (0.02116)  
AVG_YBL:OCC -0.006596 ***          
  (0.0005015) 
HUPAC.4 :OCC REF           
  REF 
HUPAC.23:OCC 3.800 ***           
  (0.1256) 
HUPAC1:OCC 9.422 ***           
  (0.2605) 
HINC:OCC  -0.00001774 ***          
  (0.0000003797) 
TAXP.1:OCC -3.680 ***           
  (0.1025) 
TAXP.2:OCC 0.3976 ***           
  (0.04384) 
TAXP.3:OCC -0.9276 ***           
  (0.03052) 
TAXP.4:OCC -0.1548 ***           
  (0.03156) 
TAXP.5:OCC REF           
  REF 
TOT.ART..25:OCC 39.15 ***           
  (0.4590) 
TOT.ENG.25:OCC -28.40 ***           
  (0.4452) 
TOT.MIG.25:OCC 2.158 ***           
  (0.1468) 
ENT:OCC  0.2867 ***           
  (0.04539) 
DIV.1:OCC  REF           
  REF 
DIV.2:OCC  -0.05451 ***          
  (0.01223) 
DIV.3:OCC  0.1556 ***           
  (0.01327) 
DIV.4:OCC  -0.04695 ***          
  (0.01441) 
URBH.1:OCC REF           
  REF          
URBH.2:OCC 0.1761 ***           
  (0.007707) 
LQ.11:OCC  0.04384 ***           
  (0.003114)            
LQ.21:OCC  0.0.037 ***           
  (0.002616)            
LQ.22:OCC  -0.1615 ***           
  (0.007199)            
LQ.23:OCC  0.8474 ***           
  (0.01644)            
LQ.3:OCC  -0.6329 ***           
  (0.01412)            
LQ.42:OCC  0.06178 ***           
  (0.01414)            
LQ.4445:OCC -0.2836 ***           
  (0.02588)            
LQ.4849:OCC 0.2078 ***           
  (0.01304)            
LQ.51:OCC  -0.2481 ***           
  (0.01072)            
LQ.52:OCC  -0.1445 ***           
  (0.01309)            
LQ.53:OCC  0.2580 ***           
  (0.01258)            
LQ.54:OCC  -0.4337 ***           
  (0.01646)            
LQ.55:OCC  0.04097 ***           
  (0.003757)            
LQ.56:OCC  -0.4301 ***           
  (0.01534)            
LQ.61:OCC  0.1231 ***           
  (0.01648)            
LQ.62:OCC  -0.08723 ***          
  (0.02101)            
LQ.71:OCC  -0.1421 ***           
  (0.008570)            
LQ.72:OCC  -0.1303 ***           
  (0.01284)            
LQ.81:OCC  0.07416 ***           
  (0.01923)            
LQ.92:OCC  0.1860 ***           






Table 12:  Continued. 
 
 
Variable Coefficient  
(Standard Error) 
DEN:OCC  0.00003598 ***          
  (0.0000007037) 




Table 13:  Model 3, Logistic Regression, Variables and Descriptions 1 
 2 
Variable Name Description 
Independent   
 
 
 Age AGE 
Categorical; Age 34-54 (1); 25-28 (2); 29-33 (3);  
55-64 (4); 65+ (5) 
Sex SEX Dummy variable; male (0); female (1) 
Race/Ethnicity RACE 
Categorical variable; White, non-Hispanic (1), Black, non-
Hispanic (2), Asian, non-Hispanic (3), Other, non-Hispanic (4), 
Hispanic (5)  
Marital Status MS Categorical variable; married (1), single (2)  
Educational Attainment EDU 
Categorical variable; Bachelors or more (0), Less than 
Bachelors (1) 
Commute Time JWMNP Commute time; number of minutes spent commuting 
Year Built YBL Categorical; Post- 1950 (0), Pre- 1950 (1) 
Children HUPAC 
Categorical; Presence of children 0-17 (1), 0-6 (2); No children 
(3) 
Property Tax TAXP 
Categorical; $1-$2,999 (1), $3,000-$9,999 (2), $10,000+ (3), 
None (4), Renters (5) 
Household Income HINC Household income (in constant 2008 dollars) 
PUMA Scale Variables 
 
 
Entropy Index ENT Entropy Index based on the interaction of race/ethnicity counts 
Total Artists TOT_ART_25 Total number of artists +25 
Total Engineers TOT_ENG_25 Total number of engineers +25 
Total Migrants TOT_MIG_25 Total number of migrants +25 
Census Region DIV Categorical;  North (1); Midwest (2), South (3); West (4) 
Urban Hierarchy URBH 
Dummy variable; 4+million people (1); less than 4 million 




Location LOC Dummy variable; suburban (0);urban (1) 
  3 
 
 128 







   
 Artist 297 108 
Reference Engineer 507 186 
Age 
   
Reference 34 - 54 306 82 
 
25 - 28 266 137 
 
29 - 33 136 57 
 
55 - 64 68 15 
 
65 + 28 3 
Sex 
   
Reference Male 615 176 
 
Female 189 118 
Race/Ethnicity 
   
Reference White, Non-Hispanic 544 223 
 
Black, Non-Hispanic 36 15 
 
Asian, Non-Hispanic 147 32 
 
Other, Non-Hispanic 38 11 
 
Hispanic 39 13 
Marital Status 
   
Reference Married 426 77 
 
Single 378 217 
Education 
   
Reference Bachelors Or More 631 251 
 
Less Than Bachelors 173 43 
Year Built 
   
Reference Post-1950 750 184 
 
Pre-1950 54 110 
Children 
   
Reference Children 0-17 146 16 
 
Children 0-6 82 11 
 
No Children 576 267 
Property Tax 
   
Reference $1-$2,999 123 28 
 
$3,000-$9,999 142 27 
 
$10,000+ 20 4 
 
None 22 8 
 
Renters 479 227 
Census Region 
   
Reference North 52 62 
 
Midwest 62 38 
 
South 278 107 
 
West 412 87 
Urban Hierarchy 
   
Reference 4 Million Or More 411 150 
 
Less Than 4 Million 322 135 
Commute Time 
   
Reference 1-29 Minutes 438 170 
 
30-59 Minutes 212 62 
 
60-89 Minutes 33 14 
 
90 + Minutes 17 3 
 
Work From Home 104 45 

























Example metropolitan scale: 11 
 12 
As the location quotient for Mining increases, the greater the fraction of migrating engineers to a 13 
metropolitan area.  For example, if a metropolitan area had a location quotient of 1, which is at 14 
parody, then holding all other variables constant, the fraction of migrating engineers would 15 
increase by a factor of 0.1638.  However, if the same metropolitan area had the same location 16 
quotient for Mining, the metropolitan area could expect a decrease in the fraction of migrating 17 
artists by a factor of 0.2832, holding all other variables constant. 18 
 19 
 20 
Figure 8:  Model 1 Hypothetical, Metropolitan Scale  21 
 22 
 23 
Migrating Engineer Example: 24 
 25 
As the percent of Hispanic people increases in a PUMA, the number of migrating engineers 26 
decreases by a factor of 0.06726, holding all other variables constant.  So for example, if a 27 
PUMA had a Hispanic population of 50%, holding all other variables constant, Y=  1.949 – 28 
0.06726 * (50), it is likely that the PUMA would have no migrating engineers.  However, if a 29 
PUMA had an Asian population of 50%, holding all other variables constant, Y= 1.949 + 1.277 30 
(50), it is likely that the PUMA would have about 64 migrating engineers to that PUMA. 31 
 32 
Migrating Artists Example: 33 
 34 
As the average age of the PUMA increases, the number of migrating artists increases by a factor 35 
of 0.09572, holding all other variables constant.  So for example, if the average age of the 36 
PUMA is 45, holding all other variables constant, Y = 1.949 + 0.09572 (45), it is likely that 37 
approximately 6 migrating artists would locate in that PUMA.   38 
 39 
 40 
Figure 9:  Model 2 Hypothetical, PUMA Scale  41 
 42 
 43 
log(p/1-p) = -0.51 + 0.2995*Age(2) + 0.6916*Age(3) – 0.4046*Age(4) - 1.087*Age(5) + 44 
0.4674*MAR(2) – 0.1813*RAC(2) + 0.1336* RAC (3) -0.4355 * RAC (4) - 0.1642* RAC (5) + 0.4123* FEMALE 45 
- 0.6215*SCH(2) - 0.06975*JWMNP(2) - 0.00952*JWMNP(3) + 0.3857*JWMNP(4) +  0.2173*JWMNP(5) – 46 
1.419*YBL(2) + 0.3799*HUPAC(2) + 1.101*HUPAC(3) + 0.000002602*ADJINC + 0.387*TAXP(2) + 47 
0.2358*TAXP(3) – 0.7160*TAXP(4) + 0.2736*TAXP(5) + 0.00002960*MIG - 0.001159*TOT_ENG + 48 
0.00005871*TOT_ART + 0.8505*ENT – 0.3523*DIV(2) - 0.3515*DIV(3) – 1.394*DIV(4) + 0.6966*URBH(2) + 49 
0.3925*OCC(2) 50 
If an individual was an artist, holding all other variables constant, there would be a 0.3925 odds 51 
ratio that the individual would locate in an urban PUMA.   52 
Holding all other variables constant a $1 increase in the household income increases the odds of 53 
locating in an urban PUMA changes very little (0.000002602). 54 
 55 
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