The analysis of the structure of chemical reaction networks is crucial for a better understanding of chemical processes. Such networks are well described as hypergraphs. However, due to the available methods, analyses regarding network properties are typically made on standard graphs derived from the full hypergraph description, e.g. on the so-called species and reaction graphs. However, a reconstruction of the underlying hypergraph from these graphs is not necessarily unique. In this paper, we address the problem of reconstructing a hypergraph from its species and reaction graph and show NP-completeness of the problem in its Boolean formulation. Furthermore we study the problem empirically on random and real world instances in order to investigate its computational limits in practice.
Introduction
The use of graph models of chemical reaction networks has a long history in physical chemistry as a means of connecting structural properties of chemical reaction systems with the system's dynamical behavior. The aim of this line of research to determine constraints on the dynamics in the absence of detailed quantitative information on the reaction kinetics, as reviewed e.g. in [13] .
Graph models are derived either directly from a combinatorial view on the reaction networks, i.e., from the collection of chemical reaction equations, or from the system of ordinary differential equations that describe the reaction kinetics. In the S-graph (also called species graph, compound graph) for instance, we have a (directed) edge from species v i to species v j iff a chemical reaction produces output molecule v j from input molecule v i . In the closely related interaction graph, we have an edge from 
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Chemical Reaction Networks as Directed Hypergraphs
In this paper, a chemical reaction network consists of set V = {v 1 , v 2 , . . .} of molecule types (usually termed compounds or species [26] ) and a collection of reactions A. Each reaction a transforms a set a − ⊆ V of reactants (possibly with multiplicities) into a set a + ⊆ V of products (possibly with multiplicities). In chemical terms this is written as reaction equations of the form
where the stoichiometric coefficients α ia and β ia are non-negative integers giving the multiplicity with which a compound v i ∈ V appears as reactant or product in the given reaction a. We note that in general a − ∩a + does not need to be empty. The molecules in the intersection of products and reactants are the so-called catalysts of the reaction. Each reaction (a − , a + ) can be interpreted as a directed edge in a directed hypergraph.
More formally, a directed hypergraph H is a pair H = (V, A), with a set of vertices V and a set of hyperarcs A, where each hyperarc a ∈ A is an ordered pair (t(a), h(a)). The tail t(a) = a − of the hyperarc in our setting refers to the reactants, while its head h(a) = a + identifies the products [17, 3] . Fig. 1 illustrates the hypergraph of a small chemical reaction network with two reactions.
Hypergraphs as Matrices
The stoichiometric matrix Σ with entries
provides a complete description of the mass balance of the each reaction in the chemical reaction network. Each row of the matrix Σ corresponds to a species, while each column is identified with a reaction. The stoichiometric matrix is a complete encoding of the chemical reaction network (hence of the directed hypergraph), provided t(a) ∩ h(a) = ∅ for all reactions a ∈ A. Note that σ ia < 0 if v i is consumed by reaction a while σ ia > 0 if v i is produced.
In the following, we focus on the topological structure of the chemical reaction network and will ignore the multiplicities of reactants and products. This corresponds to replacing σ ia by its sign in Σ. Instead of using this reduced version of Σ, however, it will be more convenient to use two binary incidence matrices, E and P, defined by e ia = 1 iff v i ∈ t(a) 0 otherwise
Here, e ia is sgn α ia and p ai is sgn β ia . The rows of the n × m matrix E correspond to the reactants of each reaction, while the columns of the m × n matrix P corresponds to the products. The matrices E and P corresponding to the hypergraph of Fig. 1 are shown as part of Fig. 4 . In the S-graph (species graph), two species v i , v j ∈ V are adjacent iff there is a reaction that has species v i as reactant and species v j as product. Correspondingly, the R-graph (reaction graph) two reactions a and b are adjacent iff there is a species v that is a product of a and a reactant of b. In other words, the adjacency matrices S = (s ij ) and R = (r ab ) are given by: 
Relationships Between S, R, E, and P
The two incidence matrices E and P together contain all necessary information to uniquely define the corresponding hypergraph H. In contrast, the adjacency matrices S and R do not determine H uniquely, in the sense that two different hypergraphs can lead to the same S and R, as illustrated in Fig. 3 . Also, for a given pair of matrices S' and R', there may exist no hypergraph having S' and R' as its species and reaction graph. We provide an example of this in the appendix. These observations lead to the question we study in the remaining sections of this paper. The four matrices S, R, E, and P can be combined in a natural way to the total graph T [9, 31] . It 4 corresponds to a (n + m) × (n + m) binary matrix of which S, R, E, and P form four blocks:
Formally, the total graph has vertex set V ∪ A and has edges defined as follows: (i, a) is an edge in the total graph iff i ∈ t(a) (i.e., iff e ia = 1). Correspondingly, (b, j) is an edge iff j ∈ h(b) (i.e., iff p bj = 1). For pairs of vertices of H we have (i, j) ∈ E(T ) iff i, j are adjacent in the species graph, i.e., s ij = 1. For pairs of arcs of H, finally, (a, b) ∈ E(T ) iff a,b are adjacent in the reaction graph, i.e., r ab = 1. An illustration of the total graph of the hypergraph of Fig. 1 is displayed in Fig. 4 . Figure 4 : The total graph of the hypergraph from Fig. 1 . All non-zero entries in column k in E are reactants of reaction k. All non-zero entries in row k in P are products of reaction k. An entry s ij = 1 (or r ab = 1, resp.) requires at least one witness, which is R1 for the framed entry in the table, as indicated by the gray marked entries in E and P. The definitions of the S-and R-matrices can be recast in terms of E and P. For S we have s ij = 1 ⇐⇒ ∃a : (e ia = 1 ∧ p aj = 1). The reaction a for which the conjunction (e ia ∧ p aj ) is true is called a witness w S ija [2] . For every non-zero entry in S there must be at least one witness, while no witness exists for the zero entries. For illustration, a witness for the framed entry in S in Fig. 4 is reaction R1, and the conjunction-fulfilling entries of E and P are marked gray. For R, respectively, we have r ab = 1 ⇐⇒ ∃i : (e ib = 1 ∧ p ai = 1) and the species v i called a witness w R abi . Reinterpreting the matrix elements over the standard Boolean Algebra ({0, 1}, ∨, ∧) allows us to rewrite the definition of s ij in the follow form:
Analogously, we have r ab = i∈V (p ai ∧ e ib )
for the entries of matrix R. Using matrix notation, we can write S and R as Boolean matrix products
where the matrix multiplication · uses the Boolean operations ∨ and ∧ as addition and multiplication operations.
R-matrices, respectively. We call this problem the Compound-Reaction-Reconstruction (CRR( S,R)) problem.
Problem Definition
Definition 3.1. CRR(S, R) problem: Given a Boolean n × n matrix S and a Boolean k × k matrix R, is there a Boolean n × k matrix E and a Boolean k × n matrix P so that S = E · P and R = P · E ?
The CRR(S,R) problem can be seen as a special kind of matrix decomposition problem. Matrix decomposition methods have been studied extensively, but mostly on real-and integer-valued matrices, as Singular value, QR-or LU-factorization. In 2008, Miettinen et al. showed that simple Boolean matrix decomposition (i.e., the first half of Eqn. (8)) is NP-hard [27] .
NP-Completeness
In this section, we study the complexity of the CRR(S,R) problem. A problem is NP-complete if it is in NP and it is NP-hard, see [18] . We will prove NP-completeness of the CRR(S,R) problem by a reduction from the NP-complete Set Basis (SB) Problem [18, problem SP7], defined in Def. 3.2 below.
Definition 3.2. SB(S, k) Problem: Input: A collection S of subsets of a finite set E and a positive integer k ≤ |S|. Is there a collection P of subsets of E with |P| = k such that, for each s ∈ S, there is a subcollection of P whose union is s?
Note that in contrast to the SB Problem, which has to satisfy one equation, the CRR(S,R) problem has to fulfill the two equations of (8), i.e., entries of E and P are dependent on S and R, making it a twofold Boolean matrix decomposition. The SB(S, k) problem can be formulated as Boolean matrix decomposition as it was noted in [27] , where the subset collection S is represented as a matrix S (i.e., each Boolean entry s ij = 1 denotes that the i-th subset contains the j-th element). Hence, P is the basis vector matrix and E is the usage matrix. Thus, the matrix decomposition formulation (SB(S,k) Problem) can be given as follows: Given an n × m matrix S and a k ∈ N + , do an n × k matrix E and a k × m matrix P exist for which the following hold:
We will now show how to transform any instance of the SB(S,k) problem into an instance of the CRR(S,R) problem. The transformation will be via an intermediate problem called SBMOD. We first modify matrix S to an n × m matrix S, with n = n + 2, m = m + 2, and k = k + 2, as follows:
With the extended matrix S, we define a modified version of the SB(S,k) problem: Definition 3.3. SBMOD(S, k) Problem: Given an n × m matrix S in the form above and a k ∈ N + , do an n × k matrix E and a k × m matrix P exist for which S= E · P ?
Lemma 3.4. If E and P exist for an instance of SBMOD(S, k), then we can assume they have the following structure: where the entries e ij and p kl are not specified.
Proof. Each row of S is a binary linear combination of rows in P . Therefore, to obtain the second row of S, there must exist the row (1, 0, . . . , 0) in P . Note that permuting columns of matrix E concurrently with rows of P will not change the result of E · P . We can therefore permute the columns of E and the rows of P concurrently, such that (1, 0, . . . , 0) becomes the first row of P , without changing E · P . The second row of E are the coefficients for the linear combination for the second row of S. We can choose it to be (1, 0, . . . , 0), again without changing E · P . The first row of E are the coefficients for the linear combination of rows in P giving the first row of S (which are all 1's). Converting any zeros to ones does not change S, therefore we choose the first row of E to be (1, . . . , 1). As the first row of S is 1's only, we can choose the first column of P to be (1, . . . , 1). Due to the first row of S, there must exist a row of P , where p i2 = 1. It is not in the first row by the choice of the first row of P just before. We permute rows 2 to k in P concurrently with columns 2 to k in E such that entry p 22 = 1. From s i2 = 0 and p 22 = 1 follows, that e i2 = 0 for i ≥ 3.
Lemma 3.5. The SBMOD(S, k) problem has a solution iff the SB(S, k) problem has a solution.
Proof. Forward direction: Let S, k be given, and assume the SBMOD(S,k) problem has a solution E, P . By Lemma 3.4, we can assume the solution E, P to SBMOD(S,k) has the following form: e il · p lj = s i−2,j−2
Hence E · P = S, implying that the SB(S, k) problem has a solution E, P. Backward direction: Let S, k be given, and assume that the SB(S, k) problem has a solution E, P. A trivial solution to the SBMOD(S, k) problem arises from specifying as follows the entries which were left undetermined in Lemma 3.4: e 31 = · · · = e n1 = 1, p 32 = · · · = p k2 = 0, p 23 Proof. Showing that the two problems are in NP is done by a simple guess-and-check argument, verifying the solution in polynomial time. We now prove the NP-hardness. Assuming n < m, S can easily be extended by m − n 0-rows to gain a square matrix S'. A solution for SB(S',k) consists of a (n + (m − n)) × k = m × k matrix E ' and a k × m matrix P for which E' · P = S'. It is easy to see that such E ', P exist iff there exist an n × k matrix E and a k × m matrix P such that E · P = S (in one direction, let E ' be E extended with m − n 0-rows, in the other let E be E ' with last m − n rows removed). Following from Lemma 3.5, the same holds for the SBMOD(S,k) problem. The same holds for n > m by extending S by n − m 0-columns and an analogous construction of P '.
Theorem 3.7. The CRR( S,R) problem is in NP-complete.
Proof. To show that the CRR(S,R) problem is in NP is done by the simple guess-and-check argument (given E and P, it can be checked in polynomial time if they fulfill Eq. 8). For the NP-hardness we give a polynomial time reduction from the SBMOD(S,k) problem to the CRR(S,R) problem. Let SBMOD(S,k) be an instance with a squared matrix S. Convert it into an instance of the CRR(S,R) problem where R = (1) k×k , i.e., R is the k × k matrix with all entries equal to 1. Forward direction: If SBMOD(S,k) has a solution, then CRR(S,(1) k×k ) has a solution. To see this, let E, P be a solution for SBMOD(S,k), i.e. S = E · P. By Lemma 3.4 we can assume that all entries in the first row of E are equal to 1. The same applies to the structure of P, where all entries of the first column are equal to 1. Therefore P · E = (1) k×k . Backward direction: If CRR(S,(1) k×k ) has a solution, then SBMOD(S,k) has a solution. To see this, let CRR(S,(1) k×k ) have a solution E, P with S = E · P and (1) k×k = P · E. The second equation of CRR(S,(1) k×k ) (R = P · E) forces P to have k rows and E to have k columns. By the first equation of CRR(S,(1) k×k ) (S = E · P) it follows that E, P are a solution to SBMOD(S,k).
Declarative Formulations
Despite its NP-completeness, the CRR problem is relevant to chemistry. We therefore want to empirically investigate the CRR problem and examine for how large networks the CRR problem can be solved in a reasonable time. To this end, we formulate it as a Boolean satisfiability problem, allowing us to use established declarative approaches, such as Satisfiability-(SAT-) solvers, Satisfiability-ModuloTheory-(SMT-) solvers and solvers for Integer Linear Programming (ILP). In this section, we describe these formulations.
Satisfiability Modulo Theories
SMT can be seen as a generalized approach to Boolean satisfiability problems, increasing expressiveness by using e.g. first order logic instead of propositional logic. Another approach is to ask for satisfiability with respect to some background theory. This theory can fix interpretations of predicate and function symbols to be e.g. integers, reals, arithmetic, quantifiers or arrays [7] . Here, we use the core theory, which is defining the basic Boolean operators, and we have quantifiers available, which allows the following straight forward formulation of the CRR(S,R) problem:
A formulation in propositional logic is also possible, but Eq. (9) can be expressed directly in the SMT-LIB language [4], which is the standard description language for input for SMT-solvers. We formalized S, R, E and P as uninterpreted functions, which take as arguments species and reactions, and give as result a Boolean value. Thus, in the SMT formulation we have 4 uninterpreted functions (one for each matrix), we declare two data types (species and reactions) and we have n + m variables of the mentioned data types.
Boolean Logic
SAT-solvers for Boolean satisfiability problems do not allow first order logic, thus Eq. (9) is translated into propositional order formulae. Furthermore, the standard input format is the DIMACS format, which comprises the Boolean formula in Conjunctive Normal Form (CNF). The Boolean formula derived from Eq. (9) is not in CNF and must therefore be converted. A plain conversion leads in worst case to a formula with exponentially many clauses, but methods like Tseitin encoding create an equisatisfiable formula in CNF, i.e., new variables are introduced and the new formula is satisfiable iff the original input formula is satisfiable [36, 37] . This new formula grows only linearly in terms of variables and clauses relative to the input formula. For this conversion, we use the tool limboole [1]. The number of variables for the original SAT formulation is in O nm , since only entries of E and P appear in the Boolean formula. By transforming the problem into CNF-form, new variables are introduced. An overview of the numbers of variables in the empirical study is shown in Table 1 and discussed in Sec. 5.1.3.
Integer Linear Programming
Our third approach to solve the CRR(S,R) problem is to use Integer Linear Programming (ILP). Here, the quadratic program of Boolean matrix multiplication has to be linearized over the domain {0,1}. The reformulation of the constraints of matrix S is shown in Eqns. (10) (11) (12) (13) (14) (15) , the reformulation for matrix R is carried out analogously. The reformulation follows standard techniques for linearizing quadratic programs to ILP. As described in Sec. 2.3, helper variables w S ija were additionally introduced to describe the existence of witness reactions a for entries s ij = 1 (resp. variables w R abi for witness species for entries r ab = 1). The objective function of the ILP is not of importance, since we only want to check for satisfiability. The number of variables for an ILP formulation is O nm + n 2 m + m 2 n , where the first term gives the number of entries in E and P, and the second and third term give the variables w S ija and w R abi . Empirical numbers of variables from the experiments are presented in Table 1 and discussed in Sec. 5.1.3.
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Empirical Section
In this section, we first apply different solvers on randomly created instances to get a better understanding of the hardness of the problem. We then compare instances of S and R from real-world reaction networks with random instances of comparable size.
Computational Limits with Random Test Cases
To examine the solvers' computational limits on the CRR(S, R) problem, we apply them on randomly generated instances of S and R, which we constructed in the following way.
Test Data Set
The test set was created with two pairs of parameters: The pair (n,m) of sizes of S (n × n) and R (m × m), which were chosen as (n, m) ∈ {(10, 10), (20, 10) , (20, 20) , (40, 20) , (40, 40) }. The second pair of parameters is (p,q), which defines the proportion p (resp. q) of zeros out of all entries in S (resp. R), p, q ∈ [0, 1]. For each pair of matrices S and R, p and q were chosen uniformly at random in [0, 1]. According to the parameters (p, q), the respective number of zero entries were determined, and their positions in the matrices S and R were chosen uniformly at random.
Experiments
The experiments were run on Intel(R) Core(TM) i5 CPU 650 @ 3.20GHz machines. We used state-ofthe-art solvers for all declarative approaches, namely the SMT-solver Z3 [12], the SAT-solvers MiniSAT [14, 32] and lingeling [6] , and the ILP-solver IBM ILOG CPLEX Optimization Studio 12.5.
We ran the different solvers each on 1000 instances of each of the 5 different matrix sizes. In case of a successful reconstruction (i.e., a pair E and P can be found from the given S and R), an instance is called "satisfiable". It is called "unsatisfiable" if no reconstruction exists. In both cases the instances are called "solvable". If the solving time exceeded 3600 seconds, the process was aborted for that instance, which is then called "indetermined".
Number of Variables
By converting a Boolean formula into CNF using, e.g., the Tseitin method [36, 37] , the number of variables in CNF formulation grows only linearly. The number of variables in the original formula is O nm , where we observed approximately (n + m) · 2nm variables in the CNF formula of the test cases (Table 1) . Striking is the low variance in the number of variables, which shows that the number of zeros and ones have only a small impact on the size of the CNF.
As mentioned earlier, the number of variables for an ILP formulation is O nm + n 2 m + m 2 n . Empirical numbers of variables from the experiments reflect the influence of the number of ones in the matrices S and R on the number of used variables. The minimal value in number of variables is seen for a low number of ones in the matrices, since a low number of witness variables w S ijk and w R jik are needed to be added. Vice versa, the maximal value is seen for a high number of ones in the matrices. Table 1 : Numbers of variables from the empirical studies, using test data as described in 5.1.3. As expected, the number of variables in CNF formulation grows only linearly in terms of n and m. The number of variables in the ILP formulation highly depends on the number of zeros in S and R, which determines the number of introduced witness variables. 
Computational Limits on Random Instances
Fig . 5 shows the proportion of different outcomes among the 1000 given instances for each solver and each instance size: The number of satisfiable instances are colored green, and the unsatisfiable are colored gray. The number of indetermined instances, which could not be solved in the given time border of 3600 seconds, are marked in red. The SMT-and SAT-solvers behave similar w.r.t. to the number of solvable instances, whereas the ILP-solver CPLEX had more time-outs than the other two and hence appear to be the slowest of the methods. For the largest instance size (n, m) = (40, 40) , the ILP-solver timed out in around 60 % of all cases, instead of around 40 % time-outs for the SMT-and SAT-solvers.
To compare the solving methods in more detail and additionally to investigate on which type of the instances the solving methods succeed or fail, the solving time of the instances is investigated. For each solver and instance size, Fig. 6 shows for time t how many instances have a solving time below t. The ILP-solver has markedly fewer solved instances for each t than the SMT-and SAT-solvers. Additionally, the ILP-solver as well as the SAT-solver lingeling show a different solving behavior than the other two solvers, in terms of a delay in providing solutions. This different behavior occurs especially on the larger instances. That the SMT-and SAT-solver MiniSAT behave similarly could indicate that Z3 is using a propositional SAT-solver, as the input contains only Boolean variables.
The increase of indetermined instances correlated to the instance size (Fig. 5 ) and the increasing number of solvable instances over time (Fig. 6 ) brings up the question, which types of instances can be solved and which can not. In Fig. 7 we show whether an instance of a certain size with certain (p, q)-values was solvable (green for satisfiable, red for unsatisfiable) or was indetermined (blue). Especially from the case of (n, m) = (10, 10) it becomes apparent, that a phase transition from satisfiable to unsatisfiable instances takes place, when the value of p and q crosses a certain level. Additionally, another observation is striking: If the value of (p, q)-values of the matrices is in a certain range, the instances are hard to solve. The solvers timed out on instances with an amount of zeros in the vicinity of the phase transition, but did solve very dense and sparse instances. This observation shows that the hardest instances to solve appear close to the phase transition line from satisfiable to unsatisfiable instances. This intuitively makes good sense as it is harder for the solvers to find evidence of the outcome. Note, that in the top right corner there exist satisfiable instances among the unsatisfiable as well (cmp. Fig. 8A ). Especially, if an instance of S and R contains only zeros, then it is apparent from Eq. 9, that such an instance is an 2-SAT formula and additionally the CRR(S, R) problem is trivially satisfiable.
Real World Instances
In this section, we compare random instances with real world networks. Reaction networks are usually large and sparse, thus they would belong in the upper right corner of a figure like Fig. 7 . To compare real world networks with random instances and to compare the solvers' behavior on them, we selected test data in the following way.
Test Data Sets
We chose instances of reaction networks to be pathways of the yeast Saccharomyces cerevisiae (strain S288C), which are derived from the database MetExplore [10] . Table 2 shows this selection of small real world networks, where networks of size larger than (n, m) = (130, 130) had to be discarded, because the translating tool to CNF or the solvers themselves ran out of memory.
Note, that in case of the real networks, the hypergraph (defined by E and P ) is given and S and R are derived from that. Thus, the CRR(S, R) problem is satisfiable for all of these instances. Table 2 also provides the (p, q)-values of the real networks, where p and q were always greater than 0.96. Additionally, we created three sets of each 10000 random instances of comparable size, which we chose to be (n, m) ∈ {(40, 40), (100, 100), (120, 120)}. To achieve as well a comparable sparsity to the real chemical networks, the values of p and q are uniformly at random chosen in [0.9, 1]. According to the p-and q-value, entries in the matrices S and R were chosen to be zero.
Comparison of Random Instances with Real-world Networks
As one can see in Table 2 , all sparse instances tested, real instances as well as random instances, are solvable with the SAT-solvers within seconds, in contrast to hard instances of smaller sizes. The fact that no solver timed out on any instance indicates a high impact of the sparsity of the matrices S and R has on the solvers' performances.
The solvabilty of these instances is depicted in Fig. 8 , where only the the upper right corner (i.e., instances with (p, q)-values of (≥ 0.9, ≥ 0.9)) is shown. For comparison, the real networks are included in blue in Fig. 8C . The fact that just a small fraction of randomly created instances of same sparseness as our real world instances is satisfiably solvable, whereas all S and R instances derived from real networks of course are, indicates that another structural property than sparsity alone characterizes real networks, e.g. clustering or connectedness.
Conclusion
In this paper we addressed the problem of reconstructing a hypergraph from two given simple graphs. The problem, called the Compound-Reaction-Reconstruction (CRR(S, R)) Problem, is motivated by methods in chemistry, and models the reconstruction of a reaction network from the chemical S -graph and R-graph. Since these simple graphs are objects of analysis in chemistry, but contain only partial information about the underlying chemical network, this problem is of significant interest. As our first contribution, we proved this problem to be NP-complete.
As our second contribution, we empirically investigated the solvabilitiy of the problem using standard declarative approaches. The results in Sec. 5.1 show that for random instances we quickly get to the computational limits with exact solving methods. It must be noted that the size of the largest random instances can still be regarded as quite small, since naturally occurring reaction networks normally contain a larger number of species and reactions (cmp. Table 2 ). However, the computational [39] , and scale-free structures [22] (which has also been subject of criticism [34] ). We refer to [25] for an overview. By comparing the solvability of random and real world instances, our results indicate that sparsity seems to be a key property of natural networks which allows them to be solved for larger instances, although our data also indicate that this property alone is not sufficient for an adequate characterization of natural networks.
A natural object odif further research is the characterization of network properties, in order to be able to sample real-world-like networks. Properties to investigate include the above mentioned scalefreeness of the directed hypergraph and whether it is transferable to the graphs of S and R, as well as parameters like clustering coefficient, depth, diameter, and connectedness.
Additionally, future work could include validation of how robust our statements in 5.2 are, regarding other simulated classes of graphs and further real world instances of reaction networks. Fig. 7 for certain sizes. The red crosses mark unsatisfiable instances, the green crosses satisfiable instances. Note that there only appear solvable random instances for these (p, q)-values greater than (0.9, 0.9), the solver lingeling did not time out on any instance. The big blue dots mark the (p, q)-values of the real world instances from Table 2 . The grid-like structure of Fig. 8A follows from the instance's size and not from a lack of randomness.
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In this appendix, we provide an example of a pair of graphs S and R for which there exists no hypergraph having S and R as its species and reaction graphs. For the graphs S and R of Fig. 9 , it is easily checked that the hypergraph in Fig. 10 has these as its species and reaction graphs. However, we now argue that if we change the S and R pair by leaving out the red arc in Fig. 9 , such a hypergraph no longer exists. Fig. 9 as its S -graph and R-graph. So, assume a hypergraph H exists having the graphs S and R of Fig. 9 with the red arc BD removed as its species and reaction graphs. Recall that in the species graph, two species v i and v j are adjacent iff there is a reaction a that has species v i as reactant and species v j as product. Consequently, a hyperarc a = (t(a), h(a)) in H induces in the species graph S of H all edges of the complete directed bipartite graph between the vertex sets t(a) and h(a), and every edge of S is induced in this way by at least one hyperarc.
Since no vertex in S has in-or out-degree greater than two, it follows that for all hyperarcs a we have |t(a)| ≤ 2 and |h(a)| ≤ 2. In particular, no hyperarc can induce more than four edges of S. Also, since in S the out-degree of vertex F is one, it can only be in t(a) of hyperarcs a for which |h(a)| is one. Similarly, since the in-degree of vertex A is one, it can only be in h(a) of hyperarcs a for which |t(a)| is one. It follows that the arc F A can only be induced by the hyperarc ({F }, {A}), hence H must contain this.
Similarly, by the in-and out-degrees of vertices E, G, and H, the arcs EH and GH must be 20 induced by one or more of the hyperarcs ({E}, {H}), ({G}, {H}) and ({E, G}, {H}). Using two or more hyperarcs for inducing EH and GH leaves at most one hyperarc to induce the remaining seven arcs of S, as R shows that there are exactly four hyperarcs in H. One hyperarc can induce at most four arcs, so this is impossible. Hence, H must contain the hyperarc ({E, G}, {H}). Since seven arcs of S remains to be induced, we must have 2 = |t(a)| = |h(a)| = |t(b)| = |h(b)| for the last two hyperarcs a and b. But this contradicts the outdegree of vertex B being only one.
