Cooperation between microbes can enable microbial communities to survive in harsh environments. Enzymatic deactivation of antibiotics, a common mechanism of antibiotic resistance in bacteria, is a cooperative behavior that can allow resistant cells to protect sensitive cells from antibiotics. Understanding how bacterial populations survive antibiotic exposure is important both clinically and ecologically, yet the implications of cooperative antibiotic deactivation on the population and evolutionary dynamics remain poorly understood, particularly in the presence of more than one antibiotic. Here, we show that two Escherichia coli strains can form an effective crossprotection mutualism, protecting each other in the presence of two antibiotics (ampicillin and chloramphenicol) so that the coculture can survive in antibiotic concentrations that inhibit growth of either strain alone. Moreover, we find that daily dilutions of the coculture lead to large oscillations in the relative abundance of the two strains, with the ratio of abundances varying by nearly four orders of magnitude over the course of the 3-day period of the oscillation. At modest antibiotic concentrations, the mutualistic behavior enables long-term survival of the oscillating populations; however, at higher antibiotic concentrations, the oscillations destabilize the population, eventually leading to collapse. The two strains form a successful cross-protection mutualism without a period of coevolution, suggesting that similar mutualisms may arise during antibiotic treatment and in natural environments such as the soil.
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mutualism | antibiotic resistance | cooperation | population dynamics | oscillations E lucidating the roles of cooperative and competitive ecological interactions is critical to understanding community formation, function, and stability. Cooperative interactions can occur when one individual or group provides nutrition, protection, or mobility to another (1, 2) , and whether an interaction is cooperative or competitive can depend on the environment (3). Reciprocal cooperative interactions, or mutualisms, arise when two partners cooperate to increase each other's fitness (1, (3) (4) (5) (6) (7) . The ecological roles of mutualisms include stabilizing community structure and enabling survival in challenging environments (2, 5, 8, 9) .
Understanding microbial mutualisms will help clarify the important role they play in diverse natural communities. So far, the majority of studies of microbial mutualisms have focused on cross-feeding, the mutually beneficial exchange of metabolites (10-15). Studies involving cross-feeding amino acid auxotrophs (10) (11) (12) found that the division of labor within the mutualism can increase the fitness of cross-feeding cocultures compared with a self-sufficient strain (10) . The greatest gains seem to emerge when amino acids are costly to produce (11) . These mutualisms can even form immediately when complementary strains encounter each other and without a period of coevolution, although allowing time for adaptation may increase their resilience (12) .
Another important microbial interaction involves the protection of one microbe by another, potentially enabling the formation of cross-protection mutualisms. Protective interactions are especially interesting in the context of antibiotic resistance, where they can affect the success of antibiotic treatment and influence the evolution of antibiotic resistance (16) (17) (18) (19) (20) . For example, the well-known inoculum effect refers to the observation that inhibiting bacterial infections composed of more cells can require disproportionally more antibiotic (21) . Mechanisms that allow bacteria to help each other survive antibiotic exposure include the formation of protective structures like biofilms, coordination of a group response (via quorum sensing), or production of enzymes that modify and deactivate the target antibiotic (16, 17) .
The production of resistance enzymes is a common mechanism of antibiotic resistance (22) and can be considered cooperative because resistant cells can protect sensitive cells by reducing the concentration of active antibiotics in the environment, allowing their sensitive neighbors to survive an otherwise lethal exposure (19, (23) (24) (25) (26) (27) (28) . Multiple examples of such protective interactions have been observed in clinically relevant strains where pathogenic, but otherwise sensitive, strains were protected against antibiotics by neighboring microbes (23, 29, 30) . It is conceivable that the cooperative nature of antibiotic deactivation could allow a bacterial community composed of multiple resistant bacterial strains to survive in a multidrug environment, even if some strains were not individually resistant to each drug present. In this work, we investigate whether two bacterial populations can form a cross-protection mutualism in a two-drug environment and probe the dynamical properties of this mutualism.
Results
To explore the possibility of a microbial cross-protection mutualism, we developed a model system that consists of two strains of Escherichia coli, each of which is resistant to a different antibiotic (Materials and Methods). Each strain produces an enzyme that deactivates one of the two antibiotics in the environment, thereby potentially allowing the other strain to survive in the presence of the antibiotic to which it is sensitive. The first strain is ampicillin-resistant as a result of a plasmid carrying a gene encoding a β-lactamase enzyme, which deactivates ampicillin Significance Enzymatic deactivation of antibiotics is a cooperative behavior that can allow resistant cells to protect sensitive cells from antibiotics. The prevalence of this mechanism of antibiotic resistance in clinical isolates and in soil bacteria makes it important both clinically and ecologically. Here, we demonstrate experimentally that two populations of resistant bacteria can form a cross-protection mutualism in a two-drug environment, allowing the coculture to survive high antibiotic concentrations at which neither of the two strains can survive alone. Moreover, we find that daily growth-dilution cycles result in large oscillations in the relative abundances of the two strains, thus demonstrating that mutualisms can display striking dynamical behavior.
( Fig. 1A) . This enzymatic deactivation occurs both in the periplasmic space of the cell and in the extracellular medium (28, 31) (SI Appendix, Fig. S1 ), thus leading to immediate benefits to the sensitive partner (19, 32) . The second strain is chloramphenicolresistant as a result of a plasmid carrying a gene encoding the chloramphenicol acetyltransferase type I enzyme, which deactivates the antibiotic chloramphenicol (33, 34) (Fig. 1A) . Although this enzymatic deactivation of chloramphenicol occurs inside the cell (28) (SI Appendix, Fig. S1 ), diffusion of chloramphenicol between the media and the interior of resistant cells may cause the extracellular concentration of the antibiotic to decrease enough to allow the growth of sensitive cells (28) . These plasmids do not conjugate, and we did not observe horizontal gene transfer in our experiments (SI Appendix, Fig. S2 ). Given that each strain has the potential to provide protection to the other strain, we hypothesized that the two strains could help each other survive in an environment containing both antibiotics (Fig. 1A) .
The Two Strains Form a Cross-Protection Mutualism. To probe the extent to which the partnership between the two strains enables survival, we cocultured the strains in the presence of varying concentrations of the antibiotics ampicillin and chloramphenicol ( Fig. 1B and Materials and Methods). We found that the cocultured strains were able to survive across a wide range of antibiotic concentrations for the duration of a 10-day experiment when subject to daily 100× dilutions into fresh media (Fig. 1C ). This range of antibiotic concentrations included concentrations at which neither of the two strains could survive alone ( Fig. 1 D and E and SI Appendix, Figs. S3 and S4). In fact, survival of the coculture extended to concentrations fourfold larger than the inhibitory concentrations of the sensitive strains (black lines in Fig.  1 C-E), and we did not observe a shift in the inhibitory concentration of either strain over the course of the experiments. These two antibiotic resistant strains therefore form an effective obligatory mutualism.
All cocultures that form a successful mutualism (Fig. 1C ) must survive multiple growth-dilution cycles, reaching a high population density day after day (SI Appendix, Figs. S4 and S5). Although cocultures grown at high antibiotic concentrations may survive one growth-dilution cycle, they collapse shortly thereafter, unable to survive subsequent growth-dilution cycles (SI Appendix, Figs. S4 and S5). Thus, initial growth of a coculture does not necessarily mean that the mutualism is stable: To survive indefinitely over many growthdilution cycles, the shifts that occur in the relative abundances of the two strains over the course of a day must be sustainable.
Growth-Dilution Cycles Give Rise to Strong Oscillatory Dynamics. To better understand the underlying subpopulation dynamics of this mutualism, we tracked the subpopulation densities of the two strains over many growth-dilution cycles. Because the antibiotic resistance plasmids also encoded fluorescent proteins, we could use flow cytometry to measure the relative abundances (ratio of the subpopulation sizes) of the two strains (Materials and Methods and SI Appendix, Fig. S6) . Strikingly, the population dynamics of the coculture in the region where there is an obligatory mutualism revealed oscillations in the abundances of the two partner strains (Fig. 2) , although the total population density at the end of each cycle remained relatively steady. The oscillations in the relative abundances typically had a period of 3 days and spanned four orders of magnitude (Fig. 3A) . Because these oscillations occurred with a period (3 days) longer than the period of the daily dilution (1 day), they were not a trivial consequence of the daily growth-dilution cycle.
To see why this cross-protection mutualism might exhibit oscillations, we consider the dynamics of the two bacterial populations and the two antibiotics over the course of one growth-dilution cycle. Suppose that initially one of the strains is significantly more abundant than the other. This first strain rapidly deactivates its target antibiotic, allowing the second strain, its mutualistic partner, to start growing. The first strain can only start growing once the second strain is abundant enough to deactivate the second antibiotic, which has so far inhibited growth of the first strain. However, at this point, it is already too late for the first strain to catch up with its partner, which is far more abundant. Hence, the mutualism exhibits oscillations because the strain that is more abundant at the beginning of a growth cycle might end up less abundant at the end of that cycle. Overall, this logic explains how growth-dilution cycles can give rise to oscillatory dynamics. Of course, many of the oscillations that we observe experimentally seem to have a period of 3 days (rather than In an environment containing the antibiotics ampicillin and chloramphenicol, a mutualism forms between bacteria producing a β-lactamase enzyme (which protects against ampicillin) and bacteria producing a chloramphenicol acetyltransferase enzyme (which protects against chloramphenicol). (B) In our serial dilution experiments, we periodically diluted microbial cultures into fresh growth media, replenishing the supply of nutrients and antibiotics. We determined the size of each subpopulation by combining spectrophotometry measurements of the total culture density together with flow cytometry measurements of the relative abundances of each subpopulation. (C) A coculture of the two strains can survive above the concentrations at which the individual strains survive alone, indicating that the two populations form an obligatory mutualism. The black lines indicate the region beyond which only the coculture can survive. (D) An ampicillin-resistant monoculture can survive in high concentrations of ampicillin but cannot survive alone in chloramphenicol concentrations above 2.2 μg/mL. (E) Similarly, a chloramphenicol-resistant monoculture can survive in high concentrations of chloramphenicol but cannot survive alone in ampicillin concentrations above 2 μg/mL. The antibiotic concentrations in D and E are the same as in C. The populations shown in C-E were subject to five daily dilution cycles at 100×.
2 days); this period arises because of asymmetries in how the two strains grow in the presence of and deactivate the antibiotics.
A simple mechanistic model incorporating the basic time dynamics of the two strains and the two antibiotics can indeed yield an obligatory mutualism with period three oscillations (SI Appendix, Fig. S7 ). Although the strains used in our experiments have slightly different growth rates in the absence of antibiotics, our model suggests that this difference is not necessary for the oscillations to occur (SI Appendix, Fig. S7 ). Consistent with our intuitive understanding of the population dynamics, this model suggests that the oscillations arise because of the daily dilutions (SI Appendix, Fig. S8 ), and a simulated bifurcation diagram displays limit cycle dynamics of varying oscillation periods interspersed with regions of chaos (SI Appendix, Fig. S9 ). In particular, our model predicts that in a continuous culture experiment in which the antibiotics are continuously added (and cells continuously removed), there will be no oscillations in the population abundances (SI Appendix, Fig. S8 ), and instead the ratio between the two strains should approach a stable equilibrium.
To test this prediction, we performed a (pseudo)continuous experiment by diluting the cocultures every hour by a small amount (1.2×) into fresh medium supplemented with ampicillin and chloramphenicol (10 μg/mL and 5.1 μg/mL, respectively), mimicking a chemostat operating at a fixed dilution rate; the dilution strength and cycle time in these experiments were chosen so that the effective daily dilution rate would be equivalent to that in our daily dilution experiments. We found that with frequent dilution the coculture was able to form a stable mutualism, with the strains reaching a stable equilibrium ratio without oscillations: Over the timescale of the experiment, cocultures starting at different initial relative abundances converge toward a stable equilibrium ratio ( Fig. 3 and SI Appendix, Figs. S10 and S11). Moreover, a stable equilibrium was even observed for higher dilution rates (SI Appendix, Fig. S12 ), and we could also remove the oscillations by reducing the dilution factor in daily dilution experiments (SI Appendix, Figs. S13 and S14). Generally, when periodic forcing due to the growth-dilution cycles was weak, oscillations did not emerge over the timescale for potential oscillations (the time between subsequent growth-dilution cycles). These results argue that the growth-dilution cycles drive the oscillations we observe between the two strains in the mutualism.
A major question concerning the observation of oscillations is whether they are robust, transient, or neutrally stable. Robust oscillations typically converge to a limit cycle oscillation with a characteristic period and amplitude, whereas transient oscillations decay to an equilibrium. In contrast, in neutrally stable oscillations, both the amplitude and period may depend on the initial conditions (e.g., the classic Lotka-Volterra model of predator-prey dynamics displays neutral oscillations; ref. 35).
To probe the nature of the oscillations observed in our experiments, we initiated cocultures at a wide range of starting fractions. Consistent with our oscillations being a true limit cycle, we found that a wide range of starting conditions all led to apparent period three oscillations with similar amplitudes (Fig.  4A ). Although this oscillation pattern resembles a period three limit cycle, the combination of experimental noise and time required to converge to the limit cycle make it difficult to unambiguously distinguish period three from longer periods (for instance, a period six limit cycle could resemble a period three limit cycle). These stable, limit cycle oscillations are present in a range of antibiotic concentrations, both inside and outside the region where the mutualism is obligatory ( Fig. 2 and SI Appendix, Figs. S15 and S16).
Oscillations Can Destabilize the Mutualism. Presumably sufficiently large densities of each partner are required for the mutualism to survive. To probe the subpopulation densities necessary for establishing a mutualism at a given set of antibiotic concentrations, we measured trajectories of cocultures starting at a broad range of Fig. 2 . The subpopulation sizes of the two mutualists oscillate over a broad range of antibiotic concentrations, both inside and outside the region where the mutualism is obligatory. Many of the mutualisms settled into apparent period three oscillations, which had a period (3 days) longer than the period between successive exposures to antibiotics (1 day). These oscillations were substantial in magnitude with the relative abundances of the two mutualists changing by as much as 10 4 -fold. The red region of each subplot represents the size of the ampicillin-resistant subpopulation, and the blue region represents the size of the chloramphenicolresistant subpopulation. The green line delineates the range of antibiotic concentrations above which neither strain can survive alone. In this experiment, the cocultures were diluted by 100× every 24 h into fresh media supplemented with antibiotics.
A B Fig. 3 . Oscillations in the relative abundances of the two mutualists are driven by the periodic dilution of the coculture into fresh media containing antibiotics. (A) Under periodic exposure to antibiotics, the relative abundances of the two mutualists in the coculture oscillate by as much as 10 4 -fold. (B) Under (pseudo)continuous exposure to antibiotics, the relative abundances of the two mutualists converge to an equilibrium ratio, and we do not see any sign of the large amplitude oscillations present in A. To transition from the periodic regime (A) to the (pseudo)continuous regime (B), we decreased the time between consecutive dilutions from ΔT = 24 h to ΔT = 1 h and the dilution strength from 100× to 1.2× . The death rate due to dilution, ln(dilution strength)/ΔT, is equivalent in both regimes. The detection limits on our flow cytometer were on the order of N amp /N chlor = 10
±3
. In these experiments, the concentrations of ampicillin and chloramphenicol in the fresh media were 10 μg/mL and 5.1 μg/mL, respectively. See Fig. 2 and SI Appendix, Fig. S10 for the population sizes corresponding to these trajectories.
initial conditions, including extreme relative subpopulation abundances and very low cell densities. When the initial population size of either mutualist was too small, the mutualism could not converge to the limit cycle and ultimately collapsed (Fig. 4B) .
Based on our measurements of the population dynamics, we propose a simple time-discrete framework to provide a qualitative explanation of the population dynamics of the mutualism in the presence of periodic antibiotic exposure (Fig. 4C) . In this framework, depending on the initial population composition, the mutualism either converges to a limit cycle or collapses. The boundary that separates the set of trajectories that map to each fate is called the separatrix. A deteriorating environment (either via increased antibiotic concentrations or via increased dilution rates) could bring the limit cycle and the separatrix closer together, increasing the likelihood that the oscillations would push the population composition of the mutualism too far to one side.
To test the intuition provided by this framework, we mapped the separatrix in a range of different chloramphenicol concentrations (SI Appendix, Figs. S17 and S18). Because stochasticity causes populations of similar compositions to have different fates, thus blurring the separatrix, we took a probabilistic approach in determining whether a coculture with a given relative abundance of the two mutualists would collapse ( Fig. 5 and SI Appendix, Figs. S19 and S20). We found that at relatively low chloramphenicol concentrations, cocultures can successfully recover from the extreme changes in the relative abundance of the two mutualists brought on by the oscillations. Upon increasing the concentration of chloramphenicol, trajectories passed closer to the separatrix and became more erratic, losing their characteristic period three oscillation ( Fig. 5 and SI Appendix, Figs. S21-S23). At high chloramphenicol concentrations, the probability of collapse increases rapidly when the relative abundance of ampicillin-resistant cells falls below approximately 1:100 ( Fig.  5 and SI Appendix, Figs. S19 and S20). Thus, one extreme of the oscillation is more susceptible to collapse: When the population of ampicillin-resistant strain in the mutualism becomes too small, it can no longer protect the chloramphenicol-resistant strain, leading to insufficient growth on the next day and ultimately to the collapse of the coculture. It is interesting to note that, even at the higher chloramphenicol concentrations, there exists an unstable fixed point that in the absence of noise would allow for indefinite survival (SI Appendix , Fig. S24) ; in that sense, the presence of oscillations decreases the range of antibiotic concentrations in which the coculture can survive.
Invasion Can Disrupt the Oscillatory Dynamics. Up to now, we have shown that the growth-dilution cycles can produce robust oscillations in our cross-protection mutualism, and explored the consequences of these oscillations on the stability of the mutualism. However, because natural populations interact not only with the environment, but also with one another, we sought to understand whether the observed oscillations can persist robustly in the face of invasion by other populations. An important source of potential invaders arises from within the mutualism itself (8) . A mutation or horizontal gene transfer event could create a mutant strain resistant to both antibiotics. Because this double-resistant strain does not require protection from the mutualistic strains to survive, it may be able to invade the mutualism and destabilize the limit cycle.
Indeed, after we added a small number of double-resistant cells ( Fig. 6 and Materials and Methods) to the mutualistic cocultures on the sixth growth cycle, the double-resistant strain quickly displaced the ampicillin-resistant population, presumably because the cost of the chloramphenicol resistance plasmid is less than the growth inhibition induced by the chloramphenicol in the environment. The double-resistant strain and the chloramphenicol-resistant strain remain, with the double-resistant cells protecting the chloramphenicol-resistant cells from ampicillin, analogous to the situation described in ref. 19 where ampicillin-resistant cells protect sensitive cells. In this situation when there is no longer a cross-protection mutualism, there are no oscillations between the double-resistant and chloramphenicol-resistant strains (Fig. 6 ).
Discussion
In this work, we have shown that a pair of antibiotic-deactivating E. coli strains can successfully form an obligatory mutualism in a multidrug environment. Because the capacity to form the mutualism only depends on the production of resistance enzymes, the mutualism does not require a period of coevolution as long as the enzymes are readily expressed. The cooperative nature of antibiotic deactivation could allow a sensitive strain (SI Appendix, Fig. S25 and Materials and Methods) to use the two mutualists for protection. Indeed, we find that sensitive cells naturally emerge in our experiments as a result of plasmid loss; however, these cells only A B C Fig. 4 . In the presence of daily 100× dilutions, the two mutualists undergo stable limit cycle oscillations. (A) We found that the relative abundance of the ampicillin-resistant subpopulation with respect to the chloramphenicolresistant subpopulation settled into period three oscillations, even when test cultures started with different subpopulation abundances. The population size of these limit cycle trajectories remained close to the carrying capacity.
(B) If the population size of each mutualist is sufficiently large, then the two mutualists settle into stable oscillations (colored trajectories); otherwise, the mutualism collapses (gray trajectory). (C) A discrete-time framework of an obligatory mutualism featuring a "healthy state" characterized by a limit cycle (white region) and a "collapsed state" (gray region). A boundary (called a separatrix) separates the sets of subpopulation compositions that converge to each state. (A and B) Experiments were carried out in an environment inside the region of obligatory mutualism (100× dilution strength, 24-h dilution cycle, 10 μg/mL ampicillin, and 5.1 μg/mL chloramphenicol). The blue trajectories present in A and B are the same time series. Open circles indicate the initial population composition for each trajectory.
Fig. 5 . The large oscillations in the relative abundance of the two strains (N amp /N chl ) destabilize the mutualism in harsher environments, causing the population to collapse. At low chloramphenicol concentrations (7.6 μg/mL), cocultures can successfully recover from the extreme changes in the relative abundance caused by the oscillations. However, at higher chloramphenicol concentrations (17.1 and 38.4 μg/mL), the probability of collapse (portrayed by the gradient in the background of each subplot) increases rapidly when the relative abundance of the ampicillin-resistant population falls below 1:100, causing the oscillations to destabilize the mutualism. One extreme of the oscillation is more susceptible to collapse: When the population of ampicillin-resistant strain in the mutualism becomes too small, it can no longer protect the chloramphenicol-resistant strain from ampicillin, ultimately leading to the collapse of the coculture. Red circles denote the last time point when the overall size of the population remained above the detection limit (see SI Appendix, Fig. S21 for the time series of the population sizes of the shown trajectories). In these experiments, the media contained 10 μg/mL ampicillin and the specified amount of chloramphenicol. manage to attain a small portion of the total population size and do not disrupt the mutualism (SI Appendix, Figs. S26 and S27). A key contribution to the robustness of the mutualism is that resistant cells preferentially protect themselves against the antibiotic (19). The persistent survival over many dilution cycles that we observed suggests that this obligatory mutualism can survive indefinitely over a broad range of antibiotic concentrations. However, we note that while studying the stability of the mutualism over time, we found that some cocultures only survive transiently in the presence of the antibiotics, eventually collapsing despite reaching a high population density during earlier dilution cycles ( Fig. 2 and SI Appendix, Fig. S5 ). This finding is reminiscent of a previously published report exploring the possibility of a bacterial mutualism between an ampicillin-resistant strain and a kanamycinresistant strain, where the authors found that the coculture was viable only for the first day of growth (36), presumably because kanamycin deactivation was not sufficiently cooperative. This distinction highlights the need to explore conditions in which mutualisms are stable over the long term, which necessitates understanding the underlying population dynamics.
Ecologists have been long fascinated by the mechanisms that can give rise to oscillations in population abundances (37-40). Especially intriguing are cases where population oscillations have a different period than seasonal variations and, thus, cannot be easily explained by changes in the environment (41-43). For instance, the predator-prey oscillations of the Canada lynx and the snowshoe hare have a period of approximately 10 years and are thought to arise principally from the dynamics of predation rather than from seasonal variations in some abiotic factor (e.g., temperature) (42). In contrast, historical data on the dynamics of the measles virus exhibit strong seasonal dependence because major outbreaks typically occurred in the winter (43); however, the time between outbreaks (2 years) was not equal to the period of the seasons (1 year) (43). In a study of larval, pupal, and adult beetles, experimental control over periodically imposed adult mortality and recruitment rates resulted in cyclical population dynamics (44), although again the period of population oscillations was longer than the periodic forcing in the experiment. Interestingly, even in constant environments, the presence of oscillations can depend on the parameter regime: The population dynamics in a rotifer-algae (predator-prey) system could be modulated in the laboratory by changing the chemostat dilution rate and nutrient inflow rate, shifting dynamics from coexistence at an equilibrium ratio to oscillations (45).
Consumer-resource interactions (e.g., predator-prey or hostparasite) often exhibit oscillatory dynamics in both static and periodically varying environments, as evidenced by the large number of known examples in which this happens; however, mutualisms are typically thought to stabilize population abundances over time. Previous observations of sustained oscillations in mutualisms have been limited mostly to theoretical studies (6, 7, (46) (47) (48) . Here, we have shown that growth-dilution cycles in the environment can give rise to oscillations in the relative abundances of the two mutualists, with an oscillation period longer than the time between consecutive growth-dilution cycles. This observation of oscillations in a cross-protection mutualism leads one to speculate whether periodic forcing can induce oscillations in other types of mutualisms as well. Based on preliminary modeling (SI Appendix), we hypothesize that the ability of periodic forcing to induce oscillations may be more characteristic of cross-protection mutualisms than of cross-feeding mutualisms. Consistent with this idea, a number of studies of laboratory cross-feeding mutualisms observed that the relative abundance of the two mutualists converged to a fixed point (12, 15, 49) . More broadly, metabolic codependence (although not in the form of a cross-feeding mutualism) can give rise to oscillations in the growth of peripheral and interior cells in a biofilm (50): The oscillations increase the community's resilience to environmental stress by resolving the conflict of how the peripheral cells both protect and starve the interior cells. In all, these studies highlight the importance of understanding how the balance between cooperative and competitive interactions influences ecological dynamics in different environments.
Given the abundance of antibiotic deactivating enzymes found in both soil microbes (51-53) and in clinical pathogens (22, 54-56), we suspect that cross-protection mutualisms, or even more complex interaction networks (26) , may frequently arise in natural bacterial populations and that such mutualisms may often form between different species of bacteria. Our model also suggests that cell death due to antibiotic exposure is not necessary to form a mutualism (nor even oscillations, see SI Appendix), suggesting that mutualisms could form with different combinations of bacteriostatic or bactericidal antibiotics (28) . In addition, the ability of the two strains to protect each other and survive in a multidrug environment may buy time for a multidrug resistant strain to evolve. Because many plasmids carrying genes conferring resistance are readily spread via horizontal gene transfer (54, 57, 58), the type of cooperative interactions explored here may be able to evolve rapidly. Although we did not observe horizontal gene transfer during our experiments (SI Appendix, Fig. S2 ), the results of our double-resistant invasion experiment suggest that even if a double-resistant strain were to arise, the tradeoff between producing a resistance enzyme and overall fitness can prevent the double-resistant strain from fixing. Overall, this study adds to the growing evidence that protective interactions arising from cooperative deactivation of antibiotics can play a significant role in shaping the structure of bacterial communities and regulating the spread of antibiotic resistance genes.
Materials and Methods
Strains. All strains are derived from Escherichia coli DH5α, which is sensitive to both ampicillin and chloramphenicol (SI Appendix, Fig. S25 ). The chloramphenicol-resistant strain is an E. coli DH5α strain transformed with the pBbS5c-RFP plasmid (59). The plasmid encodes a gene for chloramphenicol acetyltransferase (type I) enzyme and a gene for monomeric red fluorescent protein. It has a pSC101 origin of replication. pbBS5c-RFP was obtained from Jay Keasling (University of California, Berkeley, CA) via Addgene (plasmid 35284) (59). The ampicillin-resistant strain is an E. coli DH5α strain transformed with a plasmid encoding a gene for the β-lactamase enzyme (TEM-1) and a gene for enhanced yellow fluorescent protein (EYFP). The plasmid was assembled using the 2011 BioBrick distribution kit (60). We combined a constitutive promoter (J23116) with a sequence encoding a ribosome binding site, EYFP, and two stop codons (E0430). This construct was cloned into a vector containing the BioBrick pSB6A1 backbone. The doubleresistant strain is an E. coli DH5α strain transformed with both plasmids.
Experiments. Initial single cultures of our strains were grown for 24 h in culture tubes (3 or 5 mL) in LB supplemented with antibiotic for selection (50 μg/mL ampicillin and 25 μg/mL chloramphenicol for the ampicillinresistant strain and the chloramphenicol-resistant strain, respectively) at 37°C and shaken at 300 rpm (0.3 × g). The following day, 200 μL of A B C The concentrations of ampicillin and chloramphenicol were 10 μg/mL and 7.5 μg/mL respectively. 
Overview of Supporting Information
First, we discuss oscillations in the context of mathematical models of mutualistic interactions, exploring some conditions which can give rise to oscillatory dynamics similar to those observed in our experimental system (see page 3). Next, we discuss how we estimated the probability of survival as a function of the population composition (see page 5). Supplemental Figures start on page 8 .
Oscillations in models of mutualisms
Mutualistic interactions are generally thought to be stabilizing, with the relative abundances of the two mutualists converging to a fixed ratio over time [6, 12] . Nonetheless, oscillatory dynamics have been observed in a number of theoretical studies of mutualisms [6, 7, [46] [47] [48] .
The mechanism giving rise to sustained oscillations in these studies often involved time delays either by using delay di erential equations or else by being discrete in time. Such time delays, which are often used in ecological models as a practical way of capturing the e ects of unknown ecological processes [41] , can give rise to exceedingly rich dynamical behavior, including limit cycles and chaos [37, 38] .
In this section, we show that a few simple mechanistic models of mutualisms can exhibit oscillations in the population abundances of the mutualists when subject to periodic forcing, even without an explicit time delay. Importantly, these oscillations occur with a period longer than the period of the driving force. Our failure to observe non-trivial oscillations in a model incorporating only population sizes leads us to suspect that explicitly modeling the interaction between the two mutualists is necessary to recover this dynamical behavior. Interestingly, the cross-feeding interactions we modeled gave rise to more stability than the cross-protection interactions when subject to periodic forcing; however, we advise against interpreting these simulation results too readily since, without a more rigorous analysis, it is not clear how to fairly contrast the di erent types of models.
Phenomenological model. We begin by exploring a simple phenomenological model of an obligatory mutualism in which the interactions are mediated solely by population densities:
Here, " 1 and " 2 are the growth rate of the two mutualists (N 1 and N 2 ) . K is the carrying capacity. " is the death rate. At low densities, the growth rate of each mutualist increases with the abundance of its partner. The logistic term incorporates competition for a common limiting resource.
We investigated the dynamics of this mutualism under periodic forcing in two ways: (i) by driving the death rate periodically
(cos(wt) + 1), and (ii) by subjecting the population to periodic bottlenecks of constant strength, mirroring our experiments. In the second scheme, the death was entirely due to the periodic bottlenecks, so " was set to zero. We were unable to produce oscillations with a period longer than that of the periodic forcing using either approach (Fig. S30, S31 ).
Cross-protection mutualism. To examine the dynamics of the cross-protection mutualism, we introduced the state variables A 1 and A 2 to keep track of the antibiotic concentrations. Specifically, the population N 1 can deactivate antibiotic A 1 , but its growth is inhibited by antibiotic A 2 ; similarly, population N 2 can deactivate antibiotic A 2 , but its growth is inhibited by antibiotic A 1 .
Here, " R 1 and " R 2 are the growth rate of the two mutualists (N 1 and N 2 ) . K is the carrying capacity, and the logistic term incorporates competition for a common limiting resource. To explore the dynamics of this model in the presence of growth-dilution cycles, we subjected the population to periodic bottlenecks of constant strength. Specifically, at the end of each cycle, we propagated a fraction of the population into a new environment where the initial cell density was determined by the dilution strength, mirroring our experimental setup. The simulation results of this model were insensitive to whether we carried over leftover antibiotic or not. We found that this model easily gave rise to oscillations with periods longer than the period between subsequent bottlenecks, especially period-two oscillations (Fig. S28) . We also found that the addition of cell death seemed to destabilize the oscillations rather than strengthen them because cell death made the mutualism more likely to collapse (Fig. S29) . On the other hand, the model suggests that cell death is not necessary for such a cross-protection mutualism to form.
A model incorporating experimental features. To better understand our experimental data, we proceeded to explore the population dynamics using a cross-protection model that incorporated features that are characteristic of the growth of bacteria in the presence of antibiotics:
In this model, N 1 and N 2 represent the ampicillin and chloramphenicol resistant populations, respectively, while A 1 and A 2 represent the concentrations of the antibiotics ampicillin and chloramphenicol. The dynamics in the presence of the ampicillin were described in detail in a previous study [19] . The dynamics of growth in the presence of chloramphenicol were described in detail in [34] . At high concentrations of the antibiotic ampicillin, the death rate of sensitive cells was previously measured to be " 2 D ¥ 2.8/hr [19] . However, to get a survival region similar to what we measure experimentally, we had to nearly completely turn o the death rate, reducing it to " 2 D ¥ 0.25/hr. In addition, instead of using a step function to transition from growth to death with increasing ampicillin concentration, we used a smoothed function (Equation 5).
The rate of ampicillin deactivation is proportional to the initial density of ampicillin resistant cells (Eq. 3, dA 1 dt Ã ≠N 1 (t = 0)). We tried altering this rate to be proportional to the current density of ampicillin resistant cells ( dA 1 dt Ã ≠N 1 (t = t)), but could not find robust period-three-like oscillations (although oscillations were still present). Our interpretation of this result is that the robustness of period-three oscillations arises due to the presence of extra-cellular --lactamase enzymes carried over from the previous dilution cycle (Fig.  S1) .
In all, we found that this set of di erential equations was adequate to reproduce period-three oscillations reminiscent of our experimental data (see Fig. 4 ). Given the highly non-linear form of the di erential equations and the large parameter space, the output from these equations is sensitive to variations in parameter values and in functional forms (e.g., a step function vs. a smooth response to the antibiotic). Exhaustively exploring a large parameter space is a challenging task, which means that there may be other combinations of parameter values and functional forms that could also reproduce robust period-three oscillations.
Despite the aforementioned complications, both this model (Eq. 3) and its simpler variant (Eq. 2) make a simple qualitative statement: the oscillations that we observe experimentally are due to the daily dilutions (Fig. S28, S7, S8 ). In particular, doing our experiments in a (pseudo)-continuous regime should remove the oscillation in the population abundances (Fig. S12) . This prediction was confirmed experimentally (Fig. 3, S12) .
Cross-feeding mutualism.
Based on what we found when modeling a cross-protection mutualism, we decided to examine whether explicitly modeling a cross-feeding interaction could also give rise to oscillatory dynamics. To do so, we introduced two state variables R 1 and R 2 to keep track of the nutrient concentrations produced and consumed by each partner:
Here, N 1 and N 2 are the population sizes of the two mutualists. R 1 and R 2 are the two resources exchanged in the cross-feeding interaction.
" 1 and " 2 are the growth rates of the two mutualists. f describes how the growth rate depends on the resource abundance. We examined linear (type I, f (R) = R) and saturating (type II, f (R) = R R+h ) functional responses. K is the carrying capacity. p 1 and p 2 are resource production rates. -21 and -12 are resource consumption rates. The logistic term incorporates competition for a common limiting resource.
To explore the dynamics of this model in the presence of growth-dilution cycles, we subjected the population to periodic bottlenecks of constant strength. Specifically, at the end of each cycle, we propagated a fraction of the population into a new environment, mirroring our experimental set up. The simulation results of this cross-feeding model were nuanced with regard to the range of parameters that supported oscillations. Specifically, no oscillations were observed when we propagated the population without carrying over leftover resources. In contrast, carrying over some of the remaining resources when propagating the population produced large oscillations in the relative abundances of the two mutualists. While these oscillations were substantial when using the linear consumption function (f (R) = R), the magnitude of oscillations diminished significantly after switching to the more realistic saturating consumption function (f (R) = R R+h ). Thus, it seems like it is possible to get oscillations with this model, but under somewhat restrictive conditions.
Estimating the probability of survival
The mutualism becomes obligatory in harsh environments, meaning that both populations need each other to survive. Specifically, the population size of each species must be su ciently large to support the growth of its partner species. This interdependence between the two species means that certain population compositions will allow the population to survive while others will lead to its collapse. Because of experimental noise and day-to-day variability, the population dynamics of the mutualism are not perfectly deterministic, exhibiting some stochasticity. In this section, we describe how we estimated the probability that a population of a given composition will survive for another cycle.
To determine which population compositions enabled survival, we tracked 90 populations over multiple cycles in a each of six di erent environments (15 populations per environment), measuring the abundances of both subpopulations using a combination of spectrophotometry and flow cytometry. The six environments had di erent chloramphenicol concentrations (5.1, 7.6, 11.4,17.1, 25.6, 38.4 µg/ml), but were otherwise the same (100x dilution strength, T = 24 hr, and 10 µg/ml ampicillin).
To analyze this dataset, we assumed that the current population composition probabilistically determines its future composition independent of history (i.e., that the dynamics follow a Markov process). This assumption allowed us to extract multiple data points from each population trajectory by breaking the trajectory into individual segments. Specifically, each segment represented a "mini-trajectory" of three consecutive time points. Given the Markov assumption, we treated the first point in each segment as an "initial"population composition. The rest of the segment (consisting of two time points) was used to determine whether the "initial" population composition led to survival or to collapse. This procedure resulted in a list of tuples for each environment, where each tuple had the form (N j 1 , N j 2 , S j ), indicating whether the j th data point, which had an "initial" population composition of (N j 1 , N j 2 ), survived (S j = 1) or collapsed (S j = 0). The final step in the analysis was to estimate the probability of survival, P (S = 1|N 1 , N 2 ) , from the list of tuples (N j 1 , N j 2 , S j ) in each environment. We used a moving average in order to estimate this probability, which allowed us to carry out the analysis without imposing any specific global structure on P (S = 1|N 1 , N 2 ).
An indicator for collapse. An important step in this analysis was to correctly identify whether a given population composition leads to extinction. A natural candidate for such an indicator is the total population density in the next cycle. The assumption behind this indicator is that if the population density drops below some threshold (e.g., half of the carrying capacity, or 2 · 10 8 cells/well) then the population continues to collapse. However, we found that in benign environments, the populations were often able to recover even if the population density dropped below half of the carrying capacity (Table 1) . Hence, the simple indicator based only on the next day population size was not su cient to predict whether a population was going to collapse.
To remedy this problem, we used two consecutive time points to classify whether the population would collapse. Specifically, a given population composition was classified as leading to collapse if the population attained a density smaller than half of the carrying capacity on both of the following two days. This indicator for collapse correctly identified all the points of collapse since once the population density was low for two consecutive days, it remained low for all subsequent days.
Hence, we classified whether each population composition resulted in survival (S j = 1) or collapse (S j = 0) using the following criteria:
< 2 · 10 8 cells/well and N total t+2 < 2 · 10 8 cells/well 1 otherwise [7] where (N j 1 , N j 2 ) is the "initial" population composition of the j th data points, while N total t+1 and N total t+2 are the total population densities in the following two cycles.
Moving Average in 2D.
This Subsection discusses the use of a moving average in 2D (both relative abundance and total population density) to estimate P (S = 1|N 1 , N 2 ) . The simpler 1D case (relative abundance but only for populations with a high total population density) which was used to make Fig. 5 is discussed on page 6. To simplify notation, we usex to denote an arbitrary position in (N 1 , N 2 ) space, andx k denote the position of the k th data point. To estimate the probability that a population survives (i.e., P (S = 1|x)), we used a moving average with a Gaussian kernel.
The first step involves calculation of the quantities n 0 and n 1 at the position of interest (x):
where w k is the weight assigned to the k th data point. Basically, we use existing data points to estimate the number of times that the population survives (n 1 ) and the number of times it does not (n 0 ) when starting at a positionx. The weight given to each data point k decays as a Gaussian in the distance between the data pointx k and the position of interpolationx:
where ‡ is a constant. The distance d(x,y ) between the vectorx = (x A , x B ) and the vectory = (y A , y B ) is defined in logarithmic space; i.e., d(x,y ) 2 = (log 10 (x A ) ≠ log 10 (y A )) 2 + (log 10 (x B ) ≠ log 10 (y B )) 2 .
Finally, the estimator for the probability of the population to survive is simply the fraction of populations that survived when started from "similar" conditions:P
Plugging in the expressions for n 0 and n 1 from above gives:
.
[9]
Maximum likelihood to choose window size. We used a maximum likelihood approach to determine the best value of ‡ to use in conjunction with the estimator of Eq. 9 (see Fig. S18 for results) . In this analysis, we split the experimental data into two parts: a training data set (D train ) and a test data set (Dtest). Given a particular choice of ‡, we trained the model using the training data set and then used this model to evaluate the probability of the test data set.
Here, D k train refers to k th test point, and s k to value of the indicator of the k th test point.
Bagging (Model Averaging). To help control for over-fitting, we used bootstrapping to calculate an average model. Specifically, for each environment, we ran the following procedure:
1. Sample with replacement from the list of tuples (N j 1 , N j 2 , S j ). The number of samples should be equal to the number of original data points. Denote the new set of samples as Dz.
Produce the estimatorP (S = 1|x, ‡, Dz).
3. Repeat steps 1-2 for a su cient number of times (B, chosen such that doubling B did not result in a visible change). 4 . Finally, compute the average model:P
In doing the bootstrap we made two simplifications. The first simplification was that we used a constant value for the window size ( ‡). The alternative would have been to recompute ‡ for each bootstrap sample. The second simplification was that in doing the bootstrap we gave an equal weight to each observation (tuple) during the sampling procedure. However, because there is error in measuring the population sizes (especially when either population is at low abundance), a more proper bootstrap would take the measurement uncertainty into account. Since this model was constructed for the purposes of data visualization rather than prediction, both complications were ignored in favor of a simpler treatment. Fig. 5 . In Fig. 5 , we estimated P (S = 1| N 1 N 2 , N 1 + N 2 Ø half of carrying capacity). This expression is the probability of survival conditional on the relative abundance of the two subpopulations, calculated for populations that are at least at half of the carrying capacity.
Moving Average in
For this analysis we first filtered out all the tuples (N j 1 , N j 2 , S j ) for which the initial population size was smaller than half of the carrying capacity. We then followed the same procedure as was described in the Moving Average Subsection on page 5, but usingx © N 1 N 2
(1-dimensional). As before the distance metric was computed in log space. Because the likelihood function of the data as a function of the window size was flat around the maximum, there was no obvious single best value for the window size. To proceed, we simply picked a constant value for the window size( ‡ = 0.6). Results and raw data are shown in Fig. S19 and S20. Table 1 . To analyze the collapse of the mutualism, we needed a good indicator of whether the population was about to collapse. A natural candidate for such an indicator is the total population density in the next cycle. The assumption behind this indicator is that if the population density drops below some threshold (e.g., half of the carrying capacity, ≥ 2 · 10 8 cells/well) then the population continues to collapse.
To evaluate the quality of the indicator, we analyzed the trajectories of many populations across multiple environments. In our analysis, we discretized measurements of population sizes into three non-overlapping intervals: (i) "presumed extinct" (N < 3.4 · 10 6 cells/well, which is close to the limit of detection), (ii) "unhealthy" (3.4 · 10 6 cells/well < N < 2 · 10 8 cells/well, and (iii) "healthy" (N > 2 · 10 8 cells/well). Then, for each environment, we used all the population trajectories to estimate the conditional probability of switching from one interval at time t to another interval at time t + 1; i.e., estimating P (Z t+1 = z t+1 |Zt = zt), where Z is a discrete random variable, which can assume one of three possible values corresponding to the three intervals. Reassuringly, the "presumed extinct" region remained true to its name: co-cultures which entered this region were unlikely to later attain larger population sizes. However, in the benign environments, many "unhealthy" populations successfully recovered after the population density dropped below half of the carrying capacity. Thus, next day population size is not a good predictor of collapse (see page 5).
In these experiments, we tracked the population sizes of ≥576 populations in six di erent environments (≥96 populations per environment) over multiple cycles. The di erent populations had various initial subpopulations compositions. The six environments had di erent chloramphenicol concentrations (5.1, 7.6, 11.4, 17.1, 25.6, 38.4 µg/ml), but were otherwise the same (100x dilution strength, T = 24 hr, and 10 µg/ml ampicillin). It is important to note that the conditional probability described here is not a proper statistic because there is a hidden variable (the relative abundances of each mutualist). To make our analysis less dependent on the particular choice of the initial population compositions, we removed the first two days of each trajectory, allowing the dynamics to "equilibrate". . There is no detectable horizontal gene transfer of the antibiotic resistance plasmids. In order to confirm that horizontal gene transfer does not occur and that our fluorescent tags remain associated with the correct cell type during the course of the experiment, we plated samples of co-culture on to agar plates with ampicillin selection (50 µg/ml), plates with chloramphenicol selection (25 µg/ml), and plates containing both antibiotics (50 µg/ml ampicillin and µg/ml chloramphenicol). No colonies grew on plates with both antibiotics (detection limit 104 cells/well), suggesting that horizontal gene transfer did not occur over the course of our experiments. In addition, all colonies that grew on ampicillin selection were YFP fluorescent (but not RFP fluorescent); similarly, all colonies that grew on chloramphenicol selection were RFP fluorescent (but not YFP fluorescent). Here, we show the results from cycle six in 10 µg/ml ampicillin and 5.1 µg/ml chloramphenicol. Similar results were observed in cycles seven and eight, as well as in other antibiotic concentrations. Cultures were grown in 200 µl of LB medium supplemented with antibiotics where applicable. Extinction in the well with 2 µg/ml ampicillin and 7.6 µg/ml chloramphenicol in (C) is likely due to a pipetting error.
Fig. S5.
To systematically examine how the dynamics depend on the antibiotic concentrations, we varied both antibiotic concentrations while fixing the dilution strength at 100x. The co-culture cell density at the beginning of the first cycle immediately after inoculation was 1/100 of the carrying capacity (the starter culture grew overnight to saturation and was diluted by 1/100 for inoculation). The initial ratio between the ampicillin and chloramphenicol resistant subpopulations was approximately 1:4. In the range of antibiotics probed, every single population survived the first growth cycle, but shortly thereafter a significant fraction of these populations went extinct. Nonetheless, after a few cycles, the dynamics stabilized, revealing a substantial range of antibiotic concentrations where the mutualism is successful. A subset of this data is shown in Fig. 1 . Optical density measurements were done at 600 nm. For reference, an optical density of 1 unit corresponds to approximately 4 ◊ 10 8 cells/well. Cultures were grown in 200 µl of LB medium supplemented with antibiotics where applicable. Black lines denote the range of antibiotic concentrations above which neither mono-culture can grow on its own (see Fig. 1 and Fig. S3 ).
Yurtsev, Conwill, and Gore Oscillatory Dynamics in a Bacterial Cross-Protection Mutualism | 13 3, S16). In the simulation, cells were grown for a period of time ( T ) in medium containing both antibiotics. At the end of the growth period, the cell populations (and any left-over antibiotic) were diluted into fresh medium (which was also supplemented with antibiotics). Cell density is reported in terms of the carrying capacity, K. The parameter values used in the simulation are provided in the table below. These values should be close to experimentally measured values, with the exception of the death rate (see Supplementary Materials page 4). The difference in the growth rates " R 1 and " R 2 reflects the characteristics of the strains in our experimental system (the chloramphenicol resistance plasmid is slightly less costly than the ampicillin resistance plasmid), though this difference is not necessary for producing oscillatory dynamics. Comparable experimental data is available in Fig. S16 . Fig. 3B trajectories. Here, the dilution strength was 1.2x and the cycle time was 1 hr. In this experiments, the concentrations of ampicillin and chloramphenicol in the fresh media were 10 µg/ml and 5.1 µg/ml, respectively. (A) shows the same trajectories shown in Fig. 3B , and (B) shows the corresponding population sizes as measured on a plate reader. Monocultures did not survive under these conditions. Measurements were taken at the end of every other cycle (once every two hours).
Model
• Time (hrs) Ra�o AmpR/ChlR (Amp,Chlor) = {5, 5.06} ug/ml Time (hrs) Ra�o AmpR/ChlR (Amp,Chlor) = {5, 11.39} ug/ml Time (hrs) Ra�o AmpR/ChlR (Amp,Chlor) = {5, 57.64} ug/ml Time (hrs) Ra�o AmpR/ChlR (Amp,Chlor) = {10, 5.06} ug/ml Time (hrs) Ra�o AmpR/ChlR (Amp,Chlor) = {10, 11.39} ug/ml Time (hrs) Ra�o AmpR/ChlR (Amp,Chlor) = {10, 25.62} ug/ml Time (hrs) Ra�o AmpR/ChlR (Amp,Chlor) = {10, 57.64} ug/ml Time (hrs) Ra�o AmpR/ChlR (Amp,Chlor) = {20, 5.06} ug/ml Time (hrs) Ra�o AmpR/ChlR (Amp,Chlor) = {20, 11.39} ug/ml Time (hrs) Ra�o AmpR/ChlR (Amp,Chlor) = {50, 11.39} ug/ml The populations that manage to survive converge toward an equilibrium point with ampicillin resistant and chloramphenicol resistant population densities of 0.02 OD and 0.7 OD respectively. We color-coded each point along the trajectory according to the overall population density measured on cycle six: a copper color was assigned if the population density on cycle 6 was larger than 0.5 OD, and a black color otherwise. Points corresponding to total population densities lower than ≥0.05 OD were removed from the subplots because that density corresponds to the limit of detection.
We note that the limit of detection is relevant to the total population density, not the relative population abundances. Hence, measurements of populations near the equilibrium point are well-above the limit of detection (since the total population size is ≥0.7 OD which is significantly larger than ≥0.05 OD). Population densities are reported in units of OD as measured on the plate reader. (B) A few selected trajectories over time. This experiment was done at 10 µg/ml ampicillin and 10 µg/ml chloramphenicol. The time between cycles was 2 hr and the dilution strength was 2x. Optical density measurements were done at 600 nm. For reference, an optical density of 1 unit corresponds to approximately 4 ◊ 10 8 cells/well. Cultures were grown in 200 µl of LB medium supplemented with antibiotics where applicable.
Fig. S13.
Increasing the daily dilution strength gives rise to oscillatory dynamics. In these experiments, the fresh media added each day brought the ampicillin and chloramphenicol concentrations up to 10 µg/ml and 5.1 µg/ml respectively (assuming complete deactivation during the previous cycle). When subject to a stronger dilution, the mutualism starts the growth cycle at a smaller population density. Because smaller populations take longer to deactivate the antibiotics, the mutualism may be unable to survive; indeed, we found that, at a dilution strength of 500x, the mutualism collapsed within a few cycles. At intermediate dilution strengths, the mutualism was able to establish successfully, but with oscillations in the ratio between the population sizes of the mutualists. At still smaller dilutions, the oscillations disappeared as might be expected based on the absence of oscillations in the continuous regime (Fig. 3B, S12) .
Fig. S14.
Population dynamics across different antibiotic concentrations at a dilution strength of 10x and cycle time of 24 hrs. The range of antibiotic concentrations at which the mutualism successfully formed was significantly wider at a dilution strength of 10x as compared to a dilution strength of 100x (Fig. S16) . Similarly, the oscillatory dynamics shifted to higher antibiotic concentrations and exhibited a more variable period.
Fig. S15.
Oscillations in the ratio between the two mutualist subpopulations appear even at antibiotic concentrations where the mutualism is no longer obligatory (in these experiments, the chloramphenicol concentration was 2 µg/ml). Note that the phase of the oscillation depends on the initial population composition. In these experiments, the dilution strength was fixed at 100x and the time between dilutions at 24 hours. In this environment, the ampicillin resistant mono-culture can survive on its own (Fig. 1) .
Yurtsev, Conwill, and Gore Oscillatory Dynamics in a Bacterial Cross-Protection Mutualism | 23 Fig. S16 . Population dynamics across different antibiotic concentrations at a daily dilution strength of 100x. Here, the region of obligatory mutualism corresponds to antibiotic concentrations in which neither strain can survive on its own: concentrations above 2 µg/ml ampicillin and 2.2 µg/ml chloramphenicol ( Fig. 1, Fig. S3 ). In this region, successful mutualisms generally exhibit strong period three oscillations. Oscillatory dynamics can also be seen at lower antibiotic concentrations, though sometimes with different periods. Although some of the trajectories look aperiodic, it is difficult to know whether these trajectories are truly chaotic, or whether the observed dynamics are due to a combination of experimental noise and a slow time to convergence. A subset of this data was used to create Fig. 2 .
Fig. S17.
Experimental data overlaid on top of the interpolated probability of survival P (S = 1|N1, N2). This surface represents the probability that a mutualistic population composed of an ampicillin resistant population of size N1 and a chloramphenicol resistant population of size N2 will remain healthy (survive) for another cycle. As the chloramphenicol concentration increases, it becomes more difficult for the population to survive. A single smoothing parameter ( ‡ = 0.4, Fig. S18 ) was used for all environments. The 'X's denote the available data points and are colored according to whether the population survived (red) or collapsed (blue) during the next cycle. 500 bootstraps were used to generate each subplot. The white region in the lower left side of each subplot represents the region for which not data is available. Please refer to page 5 for more information.
Fig. S18
. For 2D estimation of the probability to collapse (Fig. S17) , the maximum likelihood value for the smoothing parameter ‡ was determined to be 0.4 (dimensionless). To arrive at this number, for each potential value of ‡, we trained a model (see page 5) to predict whether a given mutualistic population would attain high cell density in the next cycle. For training we used half of the data available from each environment (Fig. S17) , with training data selected by randomization. Then, we evaluated the likelihood of the seeing the remainder of the data under each model. We note that we trained the model simultaneously in all the different environments, restricting the model to use a single value of ‡ regardless of the environment. As a sanity check, we plotted (in a dashed gray line) what the likelihood should be when ‡ ae OE; i.e., when treating all populations identically regardless of their composition. Please refer to page 5 for more information about the model. (Fig. S19 ). This analysis shows that the probability of collapse when starting with few ampicillin resistant cells increases as the concentration of chloramphenicol increases. See Supplementary Materials page 5 for details about the experiment and analysis. Fig. 5 . The top row of subplots shows the relative abundance of ampicillin resistant cells for three selected trajectories in each of three different chloramphenicol environments. These are the same trajectories as were plotted in Fig. 5 . The bottom row of subplots shows the corresponding population size of the co-culture for each of the trajectories. Within each of the environments (A, B, C), the data has been color-coded in order to match relative abundance data with population size data.
Fig. S22.
Most of the mutualisms that survive converge to a period-three-like oscillation within the time frame of the experiment. We tracked multiple co-cultures that were started at different initial subpopulation compositions. The trajectories are color-coded according to the phase of the oscillations. Experiments were carried at 100x dilution strength, 24 hr dilution cycle, 10 µg/ml ampicillin, and 5.1 µg/ml chloramphenicol.
When detecting periods, the first two time points are ignored to allow some extra time for the trajectory to converge toward the limit cycle. The oscillation period is detected automatically by looking for peaks in the auto-correlation function of the (normalized) ampicillin resistant population size over time. was above a pre-defined threshold ( ), otherwise no period was assigned. We note that we are specifically looking for t " = 0 since t = 0 is a trivial maximum of the auto-correlation function. Empirically, we found that using = 0.2 was good enough for classifying trajectories (confirmed by visual inspection); however, since this method can only assign a period to the entire trajectory (not just part of it), it may miss some trajectories that take a bit longer to converge to the period three limit cycle. Fig. S23 . In harsher environments, where the populations are more likely to collapse, the characteristic period three oscillation pattern is lost. We tracked multiple co-cultures that were started at different initial subpopulation compositions. The trajectories are color-coded according to the phase of the oscillations. Experiments were carried at 100x dilution strength, 10 µg/ml ampicillin, and 11.4 µg/ml chloramphenicol. See Fig. S22 for details on how periods were computed. 
Fig. S27.
A sensitive mutant strain could emerge from within the mutualism via loss of the resistance plasmid. To check whether a sensitive strain could emerge in our experiments, we tracked the relative abundances of different subpopulations in co-cultures which initially contained only ampicillin and chloramphenicol resistant cells at a 1:1 ratio. Since plasmid loss results in loss of fluorescence, we could not detect the sensitive strain using flow cytometry, and instead measured its relative abundances by counting colonies grown on a Petri dish containing agar and LB (but no antibiotics) that were inoculated from small volume from the co-culture. All three strains gave rise to colonies of different colors when grown on agar plates (red-fluorescent, yellow-fluorescent, and non-fluorescent). For each time point, at least 50 colonies were counted in total, with the majority of time points having more than 100 colonies. We confirmed that non-fluorescent colonies were sensitive to both ampicillin and chloramphenicol, as would be expected if these colonies were formed by sensitive cells that lost their resistance plasmid (see Materials and Methods for more information on strains). In the subplot titles, ampicillin and chloramphenicol concentrations are reported in µg/ml. The data reveals that although sensitive cells seem to emerge in our co-cultures, these cells are unable to proliferate in the presence of antibiotics, remaining at fractions smaller than ≥5% of the bacterial population. Since sensitive cells never reach high abundances, they are unlikely to affect the dynamics observed in our experiments (e.g., Fig. 2, 3 , and 4). Consistent with this expectation, the condition corresponding to a dilution strength of 100x, 10 µg/ml ampicillin, and 10 µg/ml chloramphenicol, exhibited period three oscillations using counts of colony forming units (Fig. 2) .
Fig. S28.
A generic cross-protection mutualism (see Supplementary Materials page 3) subject to periodic dilution exhibits oscillations over a period of two days, which is longer than the driving period. Other periods can be produced by changing the form of the functional response to the antibiotic; for example, using a step function response instead of the smooth function used in Eq. 2. This simulation was carried out in the absence of cell death. Including cell death in our simulations seemed to significantly reduce the ability of the mutualism to oscillate ( . Including cell death in our simulations causes the mutualism to collapse in more conditions, reducing the regions where the mutualism can exhibit stable oscillations in the ratio between the two subpopulation sizes. This simulation has the same parameters as the simulation in Fig. S28 , except that the death rates are nonzero (" D Fig. S30 . A phenomenological model (see Supplementary Materials page 3) of an obligatory mutualism oscillates at the driving frequency when death rate varies sinusoidally. One way to explore the effect of growth-dilution cycles on the population dynamics is to vary the death rate sinusoidally at a fixed frequency (the driving frequency). For this model, we could not find parameters for which either population size oscillated at a frequency different from the driving frequency. (A) Population sizes oscillate with the same frequency as the death rate. (B) Same as (A), but the population sizes are sampled once per cycle of the driving force to emphasize that population response is synchronized with the death rate. The model used for this simulation is described in Eq. 1. Parameters used in the simulations are "1 = 3, "2 = 0.5, K = 1, "0 = 0.1, w = 0. 5 . Initial population sizes were N1(t = 0) = 0.5, N2(t = 0) = 0.5.
