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Abstract
The Laplacian (or radial) masa in a free group factor is generated by the sum of the
generators and their inverses. We show that such a masa B is strongly singular and has
Popa invariant δ(B) = 1. This is achieved by proving that the conditional expectation
EB onto B is an asymptotic homomorphism. We also obtain similar results for the free
product of discrete groups, each of which contains an element of infinite order.
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1 Introduction
Amaximal abelian self-adjoint subalgebra A of a type II1 factorM is singular, [2], if every
unitary u ∈ M which normalizes A must lie in A. Popa, [3], has shown that every type II1
factor contains such a masa, and there are explicit examples in various group von Neumann
factors, [1, 2, 3, 7, 8]. Several invariants have been introduced for singular masas in type
II1 factors, of which Popa’s delta invariant, [3], strong singularity (see (2.3) and [8]) and the
existence of an asymptotic homomorphism, [8], are relevant for this paper. We prove that
the Laplacian, or radial, masa B in a free group factor is strongly singular, has δ(B) = 1, and
its associated conditional expectation EB is an asymptotic homomorphism, [8, Section 5].
Let g1, . . . , gk be the generators of the free group Fk, k ≥ 2, and let
w1 =
k∑
i=1
(gi + g
−1
i ).
Then B is defined to be the abelian subalgebra of V N(Fk) generated by the self-adjoint
element w1. Pytlik, [6], showed that B is a masa, and subsequently Ra˘dulescu, [7], proved
that it is singular by establishing that the Puka´nszky invariant, [5], is {1,∞}. Popa, [4],
had already demonstrated that a masa with this particular Puka´nszky invariant is singular.
Our aim in this paper is to show that EB is an asymptotic homomorphism, Theorem 5.1,
since strong singularity and δ(B) = 1 are then implied by [8, Theorem 6.7]. We achieve
this by proving a sufficient condition, (Theorem 3.1), phrased in terms of the convergence
of certain infinite series. Specifically, we need that the difference between EB(xwny) and
EB(x)EB(y)wn, where wn is the sum of words of length n and x and y are fixed words in Fk,
should tend to 0 rapidly as n→∞. We also show, in Theorem 5.4, that our results extend
to certain free products of groups (see [1] for similar work).
The second section contains background material and definitions of the terms mentioned
above. The heart of the paper is the fourth section in which we obtain various enumeration
results for words in Fk. These are used to show that the Laplacian masa satisfies the
hypothesis of Theorem 3.1, from which strong singularity follows.
2
2 Preliminaries
In this section we present definitions and notation which will be needed subsequently.
Specific notation about the number of words starting and ending in a certain way is contained
in the fourth section, where it is used.
The operator norm on a type II1 factor M with normalized trace tr is denoted by ‖ · ‖,
and ‖ · ‖2 is the norm ‖x‖2 = (tr(x∗x))1/2. If N is a von Neumann subalgebra of M then
EN denotes the trace preserving conditional expectation of M onto N . If φ : M1 →M2 is
a linear map between type II1 factors, then there are several norms on φ, depending on the
norms given to M1 and M2. We write ‖φ‖ and ‖φ‖2 when both factors have respectively
the operator norm and the ‖ · ‖2-norm. When M1 has the operator norm and M2 has the
‖·‖2-norm, we denote the resulting norm of φ by ‖φ‖∞,2. This last norm was introduced and
studied in [8]. We note that conditional expectations are contractions for all three norms.
A maximal abelian self-adjoint subalgebra (masa) inM is singular if any unitary u ∈M
which normalizes A, (uAu∗ = A), must lie in A, [2]. A masa A has Popa invariant δ(A) = 1
if and only if the following is satisfied: for each nilpotent (v2 = 0) partial isometry v ∈ M
with vAv∗ and v∗Av contained in A, we have
sup{‖(I − EA)(x)‖2 : x ∈ vAv
∗, ‖x‖ ≤ 1} ≥ ‖vv∗‖2, (2.1)
[3, 8]. In [8] we introduced the concept of strong singularity for masas A. The defining
property is
‖u− EA(u)‖2 ≤ ‖EuAu∗ − EA‖∞,2 (2.2)
for all unitaries u ∈ M. Singularity is clearly implied by (2.2), and we note that a reverse
inequality
‖EuAu∗ − EA‖∞,2 ≤ 4‖u− EA(u)‖2. (2.3)
holds for all masas, [8]. In the same paper, we introduced the notion of an asymptotic
homomorphism. This is the conditional expectation EA onto an abelian subalgebra A for
which a unitary u ∈ A may be found to satisfy
lim
|k|→∞
‖EA(xu
ky)− EA(x)EA(y)u
k‖2 = 0 (2.4)
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for all x, y ∈ M. The masa associated to a generator in the von Neumann algebra of a free
group is one particular example of this phenomenon, [8].
The above are all rigidity conditions on the abelian von Neumann subalgebra A of M.
The main point for asymptotic homomorphisms is that their existence implies both singu-
larity and strong singularity, and that δ(A) = 1, [8, Theorem 6.7].
Let Fk denote the free group on k generators, 2 ≤ k < ∞. We denote the generators of
Fk by {gi}ki=1, and we let
Sk = {g1, . . . , gk, g
−1
1 , . . . , g
−1
k }
with cardinality |Sk| = 2k. For n ≥ 0, we define wn to be the sum of all reduced words in
Fk of length n. Then, for n ≥ 2,
w0 = e,
w1 =
k∑
i=1
gi +
k∑
i=1
g−1i ,
w21 = w2 + 2kw0,
w1wn = wnw1 = wn+1 + (2k − 1)wn−1 (2.5)
are examples of relations among these sums. They also show that the unital algebra generated
by w1 contains each wn, and that this algebra is the span of these elements. The words in
wn are pairwise orthogonal with respect to the trace, and so a simple counting argument
gives the well known formula
‖wn‖
2
2 = 2k(2k − 1)
n−1, n ≥ 1, (2.6)
since this is the number of words of length n.
Let B denote the abelian von Neumann algebra generated by w1. Then B is a masa, [6],
and our previous remarks show that
{wn/‖wn‖2 : n ≥ 0}
is an orthonormal basis for L2(B, tr). Moreover, for each x ∈M,
EB(x) =
∞∑
n=0
tr(xwn)wn/‖wn‖
2
2. (2.7)
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3 Asymptotic homomorphisms
In this section we present a criterion for determining when a conditional expectation is
an asymptotic homomorphism, phrased in terms of an orthonormal basis for L2(B, tr).
Theorem 3.1. Let A be an abelian von Neumann subalgebra of a type II1 factor M, and
suppose that there is a ∗-isomorphism π : A → L∞[0, 1] which induces an isometry from
L2(A, tr) onto L2[0, 1]. Let
{vn : n ≥ 0, vn ∈ A}
be an orthonormal basis for L2(A, tr), and let Y ⊆ M be a set whose linear span is norm
dense is L2(M, tr). If
∞∑
n=0
‖EA(xvny)− EA(x)EA(y)vn‖
2
2 <∞ (3.1)
for all x, y ∈ Y , then EA is an asymptotic homomorphism, A is a strongly singular masa,
and δ(A) = 1.
Proof. Suppose that there is a unitary u ∈ A for which
lim
|n|→∞
‖EA(xu
ny)− EA(x)EA(y)u
n‖2 = 0 (3.2)
when x and y are arbitrary elements of Y . Then (3.2) will hold for x, y ∈ span Y , and the
‖ · ‖2-norm continuity of EA will extend its validity to all x, y ∈ M. Thus we may restrict
attention to x, y ∈ Y .
Let w be the unitary e2πit, 0 ≤ t ≤ 1, which generates L∞[0, 1], and let u = π−1(w)
be the corresponding unitary generator of A. Since π is an isometry for the Hilbert space
norms, we have
tr(v∗ju
n) = 〈un, vj〉 =
∫ 1
0
e2πintπ(vj)(t) dt. (3.3)
From this it follows that
lim
|n|→∞
〈un, vj〉 = 0, j ≥ 0, (3.4)
because the right hand side of (3.3) is the conjugate of the nth Fourier coefficient of π(vj) ∈
L2[0, 1].
5
Fix x, y ∈ Y , let ε > 0, and choose k, by (3.1), so that
∑
j>k
‖EA(xvjy)− EA(x)EA(y)vj‖
2
2 < ε
2. (3.5)
From (3.4), we may now choose n0 so that
〈un, vj〉 ≤ ε((k + 1)‖x‖ ‖y‖)
−1, 0 ≤ j ≤ k, |n| ≥ n0. (3.6)
Since {vj}∞j=1 is an orthonormal basis, we may write u
n =
∞∑
j=0
〈un, vj〉vj, which gives
‖EA(xu
ny)− EA(x)EA(y)u
n‖2 =
∥∥∥∥∥
∞∑
j=0
〈un, vj〉(EA(xvjy)− EA(x)EA(y)vj)
∥∥∥∥∥
2
. (3.7)
We split this sum at k and estimate each part separately. By (3.6),∥∥∥∥∥
k∑
j=0
〈un, vj〉(EA(xvjy)− EA(x)EA(y)vj
∥∥∥∥∥
2
≤
k∑
j=0
ε((k + 1)‖x‖ ‖y‖)−1‖EA(xvjy)− EA(x)EA(y)vj‖2
≤
k∑
j=0
ε((k + 1)‖x‖ ‖y‖)−12‖x‖ ‖y‖
= 2ε, (3.8)
provided that |n| ≥ n0. Since
1 = ‖un‖22 =
∞∑
j=0
|〈un, vj〉|
2, (3.9)
we may use the Cauchy-Schwarz inequality to estimate∥∥∥∥∥
∞∑
j=k+1
〈un, vj〉(EA(xvjy)− EA(x)EA(y)vj
∥∥∥∥∥
2
≤
∞∑
j=k+1
|〈un, vj〉|‖EA(xvjy)− EA(x)EA(y)vj‖2
≤
(
∞∑
j=k+1
‖EA(xvjy)− EA(x)EA(y)vj‖
2
2
)1/2
< ε, (3.10)
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by the choice of k (see (3.5)). Then (3.8) and (3.10) allow us to obtain the inequality
‖EA(xu
ny)− EA(x)EA(y)u
n‖2 < 3ε, |n| ≥ n0, (3.11)
from (3.7). This proves (3.2), and the proof is complete.
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4 Enumeration of words in Fk
This section contains the main technical results which we will use to show that EB is an
asymptotic homomorphism. We fix an integer k ≥ 2, and formulate our results for Fk. Some
of the quantities below depend on k, but we have suppressed this for notational convenience.
Definition 4.1. Let {g1, . . . , gk} be the generators of Fk and let
Sk = {g1, . . . , gk, g
−1
1 , . . . , g
−1
k }.
For x, y ∈ Sk, we let wn(x, y) be the sum of all words of length n beginning with x and
ending with y, and we denote by νn(x, y) the number of such words. If σ and τ are non–
empty subsets of Sk, we write νn(σ, τ) for the number of words of length n which begin with
an element of σ and end with an element of τ . 
We note that the formula
νn(σ, τ) =
∑
x∈σ
y∈τ
νn(x, y) (4.1)
is an immediate consequence of these definitions, for any non–empty subsets σ and τ of Sk.
The following lemma is obvious and we omit the proof.
Lemma 4.2. Let σ = Sk\{g1, g2, g
−1
1 , g
−1
2 } and let τ = Sk\{g1, g
−1
1 }. Then, for n ≥ 2,
wn+1(g1, g2) = g1
(
wn(g1, g2) + wn(g2, g2) + wn(g
−1
2 , g2) +
∑
x∈σ
wn(x, g2)
)
; (4.2)
wn+1(g1, g1) = g1
(
wn(g1, g1) +
∑
x∈τ
wn(x, g1)
)
; (4.3)
wn+1(g1, g
−1
1 ) = g1
(
wn(g1, g
−1
1 ) +
∑
x∈τ
wn(x, g
−1
1 )
)
. (4.4)
For n ≥ 2, we introduce three constants αn, βn, and γn which are respectively νn(g1, g2),
νn(g1, g1) and νn(g1, g
−1
1 ). For any pair x, y ∈ Sk, there is an automorphism of Fk which
takes wn(x, y) to one of wn(g1, g2), wn(g1, g1) and wn(g1, g
−1
1 ), and νn(x, y) is αn, βn or γn.
Lemma 4.3. The following relations hold for αn, βn and γn:
(i) For n = 2,
α2 = 1, β2 = 1, γ2 = 0. (4.5)
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(ii) For n ≥ 2,
αn+1 = (2k − 3)αn + βn + γn, (4.6)
βn+1 = βn + (2k − 2)αn, (4.7)
γn+1 = γn + (2k − 2)αn. (4.8)
(iii) There exists a constant Ck such that, for n ≥ 2,
|αn − (2k − 1)
n−1/2k|, |βn − (2k − 1)
n−1/2k|, |γn − (2k − 1)
n−1/2k| ≤ Ck. (4.9)
Proof. (i) Clear.
(ii) These are the result of counting the terms in (4.2), (4.3) and (4.4) and noting that the
cardinalities of σ and τ in Lemma 4.2 are respectively 2k − 4 and 2k − 2.
(iii) Equations (4.7) and (4.8) show that
βn+1 − γn+1 = βn − γn, (4.10)
and so these differences are independent of n. Since β2 − γ2 = 1, we conclude that
βn = 1 + γn, n ≥ 2. (4.11)
Subtraction of (4.8) from (4.6) gives
αn+1 − γn+1 = βn − αn = 1 + (γn − αn), (4.12)
using (4.11). Since α2 − γ2 = 1, a simple induction argument based on (4.12), shows that
αn = γn + (1 + (−1)
n)/2, n ≥ 2. (4.13)
It follows from (4.11) and (4.13) that
|αn − γn| ≤ 1, |αn − βn| ≤ 2, n ≥ 2. (4.14)
There are 2k(2k− 1)n−1 words in wn, so counting these words according to whether they
lie in a sum of the form wn(a, b), wn(a, a) or wn(a, a
−1) leads to
2k(2k − 2)αn + 2kβn + 2kγn = 2k(2k − 1)
n−1 (4.15)
which, after cancellation, is
(2k − 2)αn + βn + γn = (2k − 1)
n−1. (4.16)
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Substituting from (4.14) gives
|2kαn − (2k − 1)
n−1| ≤ 3. (4.17)
Now (4.9) follows from (4.17) and (4.14) if we define Ck to be 2 + 3/2k.
Remark 4.4. As is surely well known, equations (4.6)–(4.8) give closed form expressions for
αn, βn and γn. One way to see this is to rewrite these equations as ξn+1 = Aξn, with solution
ξn = A
n−2ξ2, where
ξn =


αn
βn
γn

 , A =


2k − 3 1 1
2k − 2 1 0
2k − 2 0 1

 .
Explicit solutions can then be exhibited by observing that the eigenvalues of A are 2k − 1,
1 and −1, with respective eigenvectors
(1, 1, 1)T , (0, 1,−1)T , (−1, k − 1, k − 1)T .
We omit the details, noting that it is more convenient for us to work subsequently with the
inexact estimates of (4.9) than with the exact expressions thus obtained. 
Corollary 4.5. There exists a constant Dk, depending only on k, such that
|νn(σ1, τ1)− νn(σ2, τ2)| ≤ Dk (4.18)
whenever σ1, σ2, τ1, τ2 are non–empty subsets of Sk satisfying
|σ1| = |σ2|, |τ1| = |τ2|. (4.19)
Proof. First suppose that these are one point sets. Then each νn(·, ·) is either αn, βn or γn,
so the difference is estimated by 2Ck, using (4.9). For the general case, (4.1) shows that this
difference can be realized as a sum of |σ1| |τ1| differences for one point sets. This gives the
estimate
|νn(σ1, τ1)− νn(σ2, τ2)| ≤ 2|σ1| |τ1|Ck. (4.20)
Let Dk be the largest possible right hand side in (4.20), which is 8k
2Ck.
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Lemma 4.6. Let x = xℓ . . . x1 and y = y1 . . . ym be words in Fk, and let µ(r, s, n; x, y) be the
number of reduced words in the product xwny which result from r cancellations on the left and
s cancellations on the right. Then there exist subsets σr(x), τs(y) of Sk, whose cardinalities
depend only on r and s respectively, such that
µ(r, s, n; x, y) = νn−r−s(σr(x), τs(y)), (4.21)
for n ≥ ℓ+m+ 2, 0 ≤ r ≤ ℓ, 0 ≤ s ≤ m.
Proof. We first define σr(x) and τs(y), for 0 ≤ r ≤ ℓ, 0 ≤ s ≤ m, and then verify that they
have the required properties. Let
σ0(x) = Sk\{x
−1
1 }, σℓ(x) = Sk\{xℓ}, τ0(y) = Sk\{y
−1
1 }, τm(y) = Sk\{ym}. (4.22)
For 0 < r < ℓ and 0 < s < m, let
σr(x) = Sk\{x
−1
r+1, xr}, τs(y) = Sk\{y
−1
s+1, ys}. (4.23)
Note that the pairs {x−1r+1, xr} and {y
−1
s+1, ys} are distinct, since otherwise cancellations would
occur in x or y. Thus the cardinalities of the sets in (4.22) and (4.23) are respectively 2k−1
and 2k − 2, and they depend only on r and s. If the reduced word
xℓ . . . xr+1vys+1 . . . ym (4.24)
results from one of these cancellations, then the first letter of v must not be x−1r+1 (if r = ℓ,
then this constraint disappears). The original reduced word in wn which canceled to this
was
x−11 . . . x
−1
r vy
−1
s . . . y
−1
1 (4.25)
which requires the first letter of v to be different from xr (this constraint disappears for
r = 0). Thus the first letter of v must lie in σr(x). Conversely, such a v allows exactly r
cancellations on the left in (4.25). A similar analysis on the right shows that a word of the
form (4.25) is both reduced and allows the correct number of cancellations precisely when v
starts with an element of σr(x) and ends with an element of τs(y). This proves the result.
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5 Asymptotic homomorphisms
We now apply the results of the previous section to show that EB is an asymptotic
homomorphism.
Theorem 5.1. Let k ≥ 2 and let B be the Laplacian masa in V N(Fk). Then EB is an
asymptotic homomorphism.
Proof. Let x and y in Fk be fixed words of lengths ℓ and m respectively. We require that
ℓ,m ≥ 1 since otherwise the inequality (5.10), for which we are aiming, is trivial. Let z be
an arbitrary word of length ℓ, and suppose throughout that n ≥ ℓ+m+ 2.
If a word v has length p then it is orthogonal to wn for n 6= p. From this and (2.7), it
follows that
EB(v) = wp‖wp‖
−2
2 . (5.1)
Thus, with the notation of Lemma 4.6,
EB(xwny) =
ℓ∑
r=0
m∑
s=0
νn−r−s(σr(x), τs(y))wn+ℓ+m−2(r+s)‖wn+ℓ+m−2(r+s)‖
−2
2 . (5.2)
By Corollary 4.5 and Lemma 4.6
|νp(σr(x), τs(y))− νp(σr(z), τs(y)| ≤ Dk (5.3)
for p ≥ 2. Thus there exist constants λr,s, uniformly bounded by Dk, such that
EB(xwny)− EB(zwny) =
ℓ∑
r=0
m∑
s=0
λr,swn+ℓ+m−2(r+s)‖wn+ℓ+m−2(r+s)‖
−2
2 . (5.4)
Now ‖wp‖22 is the number of terms in wp, so
‖wp‖
2
2 = 2k(2k − 1)
p−1 = (2k − 1)p−n‖wn‖
2
2. (5.5)
Thus
‖wn+ℓ+m−2(r+s)‖
2
2 = (2k − 1)
ℓ+m−2(r+s)‖wn‖
2
2, (5.6)
so
‖wn+ℓ+m−2(r+s)‖
2
2 ≥ (2k − 1)
−(ℓ+m)‖wn‖
2
2, (5.7)
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for 0 ≤ r ≤ ℓ, 0 ≤ s ≤ m. This last inequality and (5.4) then give the estimate
‖EB(xwny)− EB(zwny)‖2 ≤ (ℓ + 1)(m+ 1)Dk(2k − 1)
(ℓ+m)/2‖wn‖
−1
2 . (5.8)
Let Hℓ,m,k be the constant on the right hand side of (5.8). If we sum (5.8) over all words z
of length ℓ (of which there are ‖wℓ‖22), we obtain
‖ ‖wℓ‖
2
2EB(xwny)− EB(wℓwny)‖2 ≤ ‖wℓ‖
2
2Hℓ,m,k‖wn‖
−1
2 . (5.9)
Since EB(x) = wℓ‖wℓ‖
−2
2 and EB(wℓwny) = wℓwnEB(y), (5.9) implies that
‖EB(xwny)− EB(x)EB(y)wn‖2 ≤ Hℓ,m,k‖wn‖
−1
2 . (5.10)
If we let vn = wn‖wn‖
−1
2 , then the terms of the series in (3.1) are bounded byH
2
ℓ,n,k‖wn‖
−4
2 ,
and the series is clearly summable. The result now follows from Theorem 3.1.
Theorem 5.2. Fix k ≥ 2. Then the Laplacian masa B in Fk is strongly singular, and has
Popa invariant δ(B) = 1.
Proof. Apply Theorem 5.1 and [8, Theorem 6.7].
Remark 5.3. Although we have referred throughout to B as a masa, we have never made use
of this fact. Thus our results give new proofs that B is a masa and is singular, [6, 7]. 
We now extend our results to the free product of a finite number of countable discrete
groups Gi, 1 ≤ i ≤ m, m ≥ 2. We let G denote G1 ∗ G2 ∗ . . . ∗ Gm, and we fix elements
gi ∈ Gi, 1 ≤ i ≤ k. We assume that each gi has infinite order, which is possible in many,
but not all, such groups. We denote by B the abelian subalgebra of V N(G) generated by
the self-adjoint element
h =
k∑
i=1
(gi + g
−1
i ).
Theorem 5.4. With the above notation, the conditional expectation EB of V N(G) onto B
is an asymptotic homomorphism, B is a strongly singular masa, and δ(B) = 1.
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Proof. The elements g1, . . . , gk generate a copy of Fk inside G, and we write N for the
resulting subfactor of V N(G). As before, we let wn be the sum of all words of length n in
Fk, and we note that {vn = wn/‖wn‖2}∞n=0 is an orthonormal basis for L
2(B). The result
will follow from Theorem 3.1 if we can show that
∞∑
n=0
‖EB(xvny)− EB(x)EB(y)vn‖
2
2 <∞ (5.11)
for all x, y ∈ G.
If x ∈ Fk, y ∈ G, then
EB(xvny) = EB(EN (xvny)) = EB(xvnEN (y)), (5.12)
using modularity of EN . If y ∈ G\Fk, then EN (y) = 0, so all terms in (5.11) vanish. If
y ∈ Fk, then the argument of Theorem 5.1 shows the validity of (5.11). A similar analysis
holds if we begin by supposing that y ∈ Fk. We may thus assume that x, y ∈ G\Fk. In this
case EB(x) = 0, so (5.11) becomes
∞∑
n=0
‖EB(xvny)‖
2
2 <∞. (5.13)
The elements x and y may be written as products
x = xℓ . . . x1, y = y1 . . . yq, (5.14)
where xi ∈ Gsi, yj ∈ Gtj , and si 6= si+1, tj 6= tj+1. Let
χn = {u ∈ Fk : |u| = n, xuy ∈ Fk},
where |u| is the length of u in terms of g1, . . . , gk ∈ Fk. We will show that the cardinality
|χn| is at most (2n+ 1)(n+ 1). Consider a word u ∈ Fk of length n and let
u = u1 . . . ur
be written in the free product G with each uj a non–zero power of some gij , and ij 6= ij+1
for all j. Note that r ≤ n. We observe that the product xuy is in Fk if and only if one of
the following conditions is satisfied:
(1) there exists p, 0 ≤ p ≤ r, such that ui = x
−1
i for 1 ≤ i ≤ p, and ur−i+1 = y
−1
i for
1 ≤ i ≤ r − p (with obvious modifications if p = 0 or p = r), and the element
xuy = xℓ . . . xp+1yr−p+1 . . . yq (5.15)
14
is in Fk;
(2) there exists p, 0 ≤ p ≤ r, such that ui = x
−1
i for 1 ≤ i ≤ p − 1, and ur−i+1 = y
−1
i for
1 ≤ i ≤ r − p (with obvious modifications if p = 0 or p = r), and the element
xuy = xℓ . . . xpupyr−p+1 . . . yq (5.16)
is in Fk.
In (5.15), xp+1 and yr−p+1 are in the same Gi since further cancellation must occur, while
in (5.16) the same conclusion applies to the elements xp, up, and yr−p+1. In (1), there are
at most n+ 1 values of p, and thus at most the same number of possibilities for u. In (2), p
takes up to n + 1 values, and the remaining term up is a non–zero power g
s
i for some i and
some s with 1 ≤ |s| ≤ n. This gives an upper bound of 2n(n+1) possibilities. The two cases
combine to give an upper estimate (which could undoubtedly be lowered by a more detailed
analysis) of (n+ 1)(2n+ 1) for |χn|.
It now follows that
‖EB(xwny)‖2 ≤ |χn| ≤ (n+ 1)(2n+ 1), (5.17)
since ‖EB(xuy)‖2 ≤ 1 for each u ∈ χn. Thus the terms in (5.13) are dominated by
(n + 1)2(2n + 1)2‖wn‖
−2
2 , so convergence is guaranteed by (2.6). This proves that EB is an
asymptotic homomorphism, and the other statements now follow from [8, Theorem 6.7].
Remark 5.5. The conclusions of Theorem 5.4 would remain valid were we to replace each gi
by some non–zero power gtii , and h by
k∑
i=1
(gtii + g
−ti
i ),
since {gtii }
k
i=1 also generates a copy of Fk in G. 
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