In this paper we propose an algorithm for solving the large-scale discrete ill-conditioned linear problems arising from the discretization of linear or nonlinear inverse problems. The algorithm combines some existing regularization techniques and regularization parameter choice rules with a randomized singular value decomposition (SVD) so that only much smaller-scale systems are needed to solve, instead of the original large-scale regularized system. The algorithm can directly apply to some existing regularization methods such as the Tikhonov and truncated SVD methods, with some popular regularization parameter choice rules such as the L-curve, GCV function, quasi-optimality and discrepancy principle. The error of the approximate regularized solution is analyzed and the efficiency of the method is well demonstrated by the numerical examples.
Introduction
We will consider the ill-conditioned linear system Ax = b arising from the discretization of some linear inverse problem [10] or of the linearized system of some nonlinear inverse problem [2, 13] , where A is an m × n matrix and b is obtained from measurement data. For an ill-posed inverse problem, its solution is usually very sensitive to the perturbation in the measurement data b. In order to achieve a meaningful solution that changes stably with respect to the perturbation in the data, one often adopts some regularization techniques [13] . Tikhonov regularization is one of the most popular and effective techniques, which converts the solution of the system Ax = b into the solution of the regularized leastsquares system min
where constant µ is the so-called regularization parameter. The minimization problem (1) is equivalent to the system (A T A + µ 2 I)x = A T b .
Suppose that we have the singular value decomposition (SVD) of matrix A ∈ R m×n (m ≥ n), namely, we can write A = U ΣV T , where U = (u 1 , · · · , u m ), V = (v 1 , · · · , v n ) are orthonormal matrices, and Σ = diag(σ 1 , · · · , σ n ) ∈ R m×n , with σ 1 , σ 2 , · · · , σ n being the singular values and σ 1 ≥ σ 2 ≥ · · · ≥ σ n . Then the solution of (2), i.e., the Tikhonov regularized solution x µ , can be expressed as
2 Algorithms and complexities
Randomized algorithms
The randomized algorithm becomes more and more popular in matrix approximation in the last decade. It was realized that low-rank approximations can be obtained by randomly sampling columns of A according to a probability distribution that depends on the Euclidean norms of the columns [14] . This has motivated many studies in the direction. By choosing columns and rows simultaneously one can obtain the so-called CUR matrix decomposition A ≈ CU R [12, 37] , where C and R are randomly chosen from the columns and rows of A respectively, and U is a generalized inverse of their intersections. A low rank approximation in the form of an interpolative decomposition was derived in [36, 50] by using randomized algorithms. For large-scale systems the randomized algorithms can be used to approximate the SVD of the concerned coefficient matrices. This is the major interest of the current work since we need SVD to help find some reasonable regularization parameters through some parameter choice rules that need to compute the SVD such as the L-curve and the GCV techniques, for the use in the Tikhonov regularizations for solving discrete inverse problems.
An approximation to SVD was provided in [50] by means of the interpolative decomposition, and was compared with the classical pivoted QR decomposition algorithm in [9] . Randomized algorithms for the principle component analysis (PCA) were given and analyzed in [42] . One of such algorithms is listed here; see Algorithm 1, which gives the best rank-k approximation of A ∈ R m×n , i.e., A ≈ U ΣV T , and meets the following error estimate
where σ k+1 is the (k + 1)th greatest singular value of A, and i is a nonnegative integer in Algorithm 1 specified by the user to enhance the decay of the singular values, and it is sufficient with i = 1 or 2 in many applications of PCA [42] . The integer l in Algorithm 1 is usually selected such that k < l ≤ m − k, for example, l = k + 12 [42] . Though the algorithm is randomized, the estimate (4) holds with very high probability (typically 1 − 10 −15 ); see [42] for the details and different variants of this algorithm. More about randomized algorithms can be found in the recent review article [20] . The following Algorithm 2 gives an important variant of Algorithm 1, which will be fundamental to our subsequent studies. This variant provides an approximation of SVD of matrix A, and was analyzed in [20] . We shall call it the randomized SVD (or RSVD).
In Algorithm 2, the index l is usually selected in the form l = k + p, where p is an oversampling parameter, and k corresponds to the rank k specified in advance for the best rank-k approximation of A [20] . To understand Algorithm 2 more, we make some remark about each step of the algorithm.
Step 2 is used to extract the column information, i.e., the range of A, and yields a matrix with much smaller columns (l < n). In Step 3, an orthogonal matrix Q is formed to represent the range of A, and it also gives the first approximation of the left singular vectors of A. The matrix A is reduced to a smaller matrix in Step 4, and the matrix B T provides the information on R(A T ) = N (A) ⊥ , or the range of right singular vectors. After SVD on the small matrix in Step 5, the first left singular vector approximation Q Algorithm 2 (RSVD). Given A ∈ R m×n (m ≥ n) and l < n, compute an approximate SVD: A ≈ U ΣV T with U ∈ R m×l , Σ ∈ R l×l and V ∈ R n×l . 1. Generate an n × l Gaussian random matrix Ω. 
is modified by W in Step 6 to get the final approximation of the left singular vectors, leading to an SVD approximation.
For the matrices of size m × n with m < n, we propose a variant of Algorithm 2, i.e., the following Algorithm 3.
Algorithm 3 (RSVD*). Given A ∈ R m×n (m < n) and l < m, compute an approximate rank-l SVD:
We have tried several other similar variants of Algorithms 2 and 3. For example, we may randomly choose l columns to form the matrix Y in Algorithm 2. In this way, we can avoid the matrix-matrix multiplication in Step 2, therefore reduce the computational costs nearly by half. Our numerical tests have shown that this variant can succeed for some cases but may fail to give a good SVD approximation for more difficult problems, especially when l is small. We have also tried the double projection of the form QQ T AP P T , where Q is defined as in Algorithm 2, and P has the similar role to Q, i.e., the range of P should be a good approximation of R(A T ), or N (A) ⊥ . That is, we can use A ≈ QQ T AP P T for the approximate SVD of A. This variant works well in our numerical experiments in locating the regularization parameters and finding the regularized solutions, but it nearly doubles the computational costs of Algorithm 2. Among all different variants we have tried numerically, we find Algorithms 2 and 3 most efficient and robust. Therefore we shall mainly focus on these two algorithms in the rest of this work.
Approximate regularized solutions by randomized SVD
In this section we propose an algorithm that combines the randomized SVD addressed in the previous section with some regularization techniques to solve the large-scale regularized discrete inverse system (2). This seems to be the first time in literature to solve the discrete inverse problems in such a manner. As discussed in the Introduction, we can use the SVD to determine a desired regularization parameter and find the corresponding solution to the regularized system (2). However, it may not be feasible or efficient to use the SVD for large-scale systems. But in the rest of this section we show that it is possible to solve the large-scale systems efficiently, with the help of the newly introduced randomized SVD.
Suppose that we have an approximate SVD of matrix A, i.e., A ≈ U ΣV T , where U ∈ R m×l , Σ ∈ R l×l , and V ∈ R n×l . Then by replacing A by its approximate SVD, the regularized system (2) can be approximated by
which gives an approximate regularized solution of (2):
For convenience, we set s = (σ 1 , · · · , σ l ) T , and t = (U T b)./s, where ./ is the componentwise division. Let . * be the componentwise multiplication, and
. Then the approximate regularized solution (6), its norm η and residual norm ρ can be evaluated respectively by
Using the above formulae and the approximate SVD of A, the entire process of finding a desired regularization parameter µ and an approximate regularized solution of (2) can be summarized in the following algorithm.
Algorithm 4 Given A ∈ R m×n , and b ∈ R m , compute a regularized solution x µ .
1. Apply RSVD (Algorithm 2 for m ≥ n or Algorithm 3 for m < n) for an approximate rank-l SVD of A ≈ U ΣV T . 2. Choose the regularization parameter µ:
3 Form the L-curve by (log ρ i , log η i ) and locate the corner of L-curve and the corresponding regularization parameter µ. 3. Compute the approximate regularized solution x µ :
Choosing a reasonable regularization parameter is crucial for the success of the Tikhonov regularization. There exist many regularization parameter choice rules in literature that suit Algorithm 4, but we have used only the L-curve rule [26, 31] in the description of the algorithm. The L-curve rule determines a parameter by the plot of (log ||Ax µ − b||, log ||x µ ||) over a range of µ.
Next we briefly review a few other regularization parameter choice rules. The generalized crossvalidation (GCV) function [15] is a choice rule that determines the regularization parameter by minimizing the GCV function
where we have used (2) and the SVD of A to derive the numerator and denominator (for m ≥ n) respectively. The GCV method intends to balance the data error and the regularization error [26, 29] .
Historically, the quasi-optimality criterion [46, 47] might be the first heuristic parameter choice rule. Recently a family of error estimators E i andÊ i of the form
were proposed in [4] for any positive integer i, where E i andÊ i are the estimators of the error ||e|| := ||x − x µ || and c 0 , c 1 , c 2 andĉ 2 are 4 constants given by
with r µ = b − Ax µ being the residual. Note thatÊ 3 , called the Auchmuty estimator, is a lower bound of ||e||, and can be written explicitly asÊ
by using the fact that A T r µ = µ 2 x µ . In general, E 3 andÊ 3 are the best ones among all the estimators E i andÊ i [4] .
All these above rules do not require the data on the noise level explicitly. They are simple to apply, popular and effective in many practical applications, despite some of their drawbacks [3, 23, 34, 48, 49] . For instance, the L-curve corner may not exist. It is under-smoothing for smooth solutions [23] , and not convergent in the stochastic discrete data setting as the sample size goes to infinity, where it leads to over-smoothing [49] . On the other hand, GCV rule may be unstable for correlated noise, resulting in under-smoothing [3] .
When the noise level is known, the discrepancy principle [39, 41] , the monotone error rule [45] , and the balancing principle [35, 38] can be applied instead. The discrepancy principle selects the regularization parameter such that the residual norm of the regularized solution is about the same as the noise level in the data. The monotone error rule seeks the largest computable regularization parameter µ 0 such that the error of the regularized solution in (1) decreases monotonically as µ goes from 0 to µ 0 . For iterative methods of the form x k+1 = x k + A T w k , the monotone error rule chooses the regularization parameter to be the first index k satisfying r k + r k+1 , w k /(2||w k ||) ≤ ε, with ε being the noise level [22] . The balancing principle aims to balance the regularization error and the propagation noise error.
Comparisons of different parameter choice rules were given in [3, 21, 22] , including some recently proposed rules to ensure the convergence of the regularized approximation in case that the noise level is many times under-or overestimated [22] . It is noted [3] that the best heuristic rules may perform better than the ones that use the noise level.
When iterative methods are used, such as CGLS, LSQR, Landweber's method, or Kaczmarz's method, the iterations may be terminated appropriately so that the errors are controlled. In these cases the iteration number plays the role of the regularization parameter [28, 29] .
A well-known result of Bakushinskii [1] states that for an infinite dimensional ill-posed problem, a parameter choice rule that does not explicitly use the noise level cannot yield a convergent regularization method as the noise level tends to zero. Nevertheless, the exact noise level is often not available for practical problems and the classical parameter choice rules as the discrepancy principle are not applicable. So the heuristic rules are rather popular and often work reasonably in practice [3, 22] .
Computational complexity
In this section we shall discuss the computational complexity of the algorithms presented in Subsections 2.1. The cost of each step of Algorithm 2 (RSVD) is listed in Table 1 . Note that we use an economic QR factorization [17] to explicitly form the factor Q in Step 3, and apply a thin SVD [17] in
Step 5. For a given matrix A ∈ R m×n , the flops count of the classical SVD based on R-bidiagonalization is about 6mn 2 + 20n 3 [7, 17] , while the cost of Algorithm 2 is only about 4mnl. For the cases where singular values decay rapidly, we can choose l n. According to the flops, the ratio of the cost for RSVD over that for the classical SVD is of the order O( l n ). Hence Algorithm 2 (RSVD) may be essentially less expensive than the classical SVD (CSVD).
Step 2 2mnl 2mnl 6nl
Step 3 4ml
Step 4 2mnl 2mnl 0 Step 5 6nl 2 + 20l Table 1 : Computational complexity.
The above statements can be applied to Algorithm 3 (RSVD*), which is a variant of Algorithm 2 for the case m < n. We can see that the major difference lies in Step 5, where SVD is applied on a small matrix. Recall that our aim is to perform the SVD for a matrix that has a much smaller size compared to the original discrete system.
Note that if one uses a special structured random sampling matrix, for instance, a subsampled random Fourier transform (SRFT) [50] , one may have a substantial gain in terms of execution time and the asymptotic complexity reduces to the order O(mn log l) for Step 2 in Algorithm 2.
In order to better understand the performance of the randomized algorithms (Algorithms 2 and 3), we shall compare them with a deterministic method based on the rank revealing QR (RRQR) with column pivoting. The rank revealing factorization has been widely applied in total least-squares problems, subset selection, regularization, low rank approximation and nonsymmetric eigenproblems; see [8] and the references therein. Though RRQR factorization may fail to reveal the numerical rank in some cases, it works quite well in practice, like Gaussian elimination with partial pivoting applied to a linear system. In the l-th step of RRQR, we first find the column of largest norm and swap it with the l-th column. Then the l-th orthogonal transformation, for example, Householder matrix, is performed [11] . The RRQR with column pivoting yields
where Π is a permutation matrix, R 11 is a well-conditioned l × l upper triangular matrix and R 22 is sufficiently small. Let σ l be the l-th largest singular value. From the Courant-Fischer minimax theorem [17] , we know that σ l (A) ≥ σ min (R 11 ) and σ l+1 (A) ≤ σ max (R 22 ). Hence if ||R 22 || is small, then A has at least n − l small singular values, and it can be considered to have the numerical rank l, and the first l columns of AΠ form a well-conditioned basis for the range of A within an approximate accuracy of σ l+1 (A) [19] .
In Algorithm 5, we use RRQR to achieve an approximate rank-l SVD. If we write the matrix [R 11 , R 12 ] as R l×n and drop the small term R 22 , we have the truncated RRQR [28] , i.e., A m×n Π ≈ Q m×l R l×n . One may improve the performance of the algorithm by using the Stewart's pivoted QLP decomposition [44] , but it will increase the total computational complexity.
Algorithm 5 (RRQR-SVD). Given A ∈ R
m×n , use RRQR to achieve an SVD approximation A ≈ U ΣV T with U ∈ R m×l , Σ ∈ R l×l and V ∈ R n×l . 1. Generate the Householder QR factorization of A with column pivoting: AΠ ≈ QR. 2. Generate the thin SVD:
The flops of Algorithm 5 (RRQR-SVD) is also given in Table 1 , where the Householder QR with column pivoting for an m × n matrix with rank l needs 4mnl − 2(m + n)l 2 + 4 multiplications which is the so-called nice BLAS-3 operations, and the original large-scale matrix A is visited only twice. Furthermore, RSVD works as robust and accurate as RRQR-SVD for almost all the numerical examples that we have tried; see Section 4.
The new Algorithm 4 can greatly reduce the size of the original problem by using the randomized techniques. There exist other reduction processes, e.g., the ones using the projection onto Krylov subspaces to reduce the size of the original discrete system (2), and iterative methods based on the Arnoldi process [6] are good examples. The application of l steps of the Arnoldi process to the matrix A with initial vector b yields the decomposition AsH l is of size (l + 1) × l, this is a problem of smaller size.
For a large matrix, another solver based on the Lanczos bidiagonalization and the quadrature rules can be used for the problem reduction [5] . The Lanczos bidiagonalization procedure can be expressed as
, and C l is an l × l lower bidiagonal matrix. Then the regularization techniques are applied for C l [40] . This is a hybrid regularization using projection first and regularization second, instead of the direct or iterative regularization [28] . The central idea is to reduce the large problem to a much smaller one by projecting A onto some suitably chosen left and right subspaces like TSVD and TGSVD methods [28] . On the other hand, Gauss quadrature rules [16, 18] can be also used to estimate the solution and residual norms. Let φ(t) = (t + µ) −2 , then we can verify that
by applying the l-point Gaussian quadrature rule [5, 33] . We then need to calculate (C l C T l + µI) −1 e 1 , which can be obtained by minimizing
This reduction process enables us again to solve a problem of smaller size. Here the l-point Gaussian quadrature gives a lower bound of the residual norm, while the (l + 1)-point Gauss-Radau quadrature provides a upper bound. The quality of the bounds depends on how well the function φ can be approximated by a polynomial on the spectrum of A [33] . Similarly we can estimate the norm ||x µ || of the regularized solution and obtain its lower and upper bounds; see [5, 33] for details. As seen from above, the Krylov subspace methods based on Arnoldi process or Lanczos procedure can also greatly reduce the size of the large-scale regularized system (2), through which we can seek the approximate solution of the original system (2) by solving a series of smaller problems. But these reduction methods need to access the coefficient matrix A by l or 2l times and use the BLAS-2 operations, i.e., the matrix-vector multiplications. The Lanczos procedure even requires the evaluation of matrixvector products involving the transpose of matrix A and reorthogonalization of the columns of U l and V l [6] . These are the processes which are known to require essential CPU times when the size of A is very large.
Error estimates
Our proposed regularization method combined with randomized SVD (i.e., Algorithm 4) consists of two stages. The first one is a stochastic process, which generates an approximate SVD of matrix A by a randomized algorithm, while the second stage is deterministic, using the resulting SVD approximation to select the regularization parameter and compute the regularized solution. In order to find out the performance of this new algorithm, we should understand the accuracy of the approximate regularized solution it provides and its performance compared with the classical methods. The accuracies of the randomized SVD and the approximate regularized solution will be analyzed in the rest of this section, while its performance will be carried out numerically in the next section. We first introduce an important estimate [20, 42] .
with probability not less than 1 − 3p −p .
Under a very mild assumption on p, the estimate (8) can be simplified [20] :
We see from Algorithm 2 that U ΣV
T A||, and Lemma 1 indicates that we can obtain a good SVD approximation with very high probability.
Next we study the accuracy of the regularized solution x µ generated by Algorithm 4 through the approximated SVD. First we recall that the condition number measures the sensitivity of the leastsquares solution and demonstrates how the least-squares solution is affected by the perturbations in A and b. 
where κ(A) is the condition number κ(A) = σ 1 (A)/σ n (A), and ν ls = ||Ax ls ||/(σ n (A)||x ls ||).
Noting that ν ls ≤ κ(A), the upper bound in (10) can be changed to the following one:
The sensitivity of the least-squares solution is roughly proportional to the quantity κ(A) + ρ ls κ(A) 2 , where ρ ls = ||b − Ax ls ||, and the factor κ(A)
2 cannot be improved [17] . Now consider the regularized system (2). Clearly its regularized solution x µ solves min
Let A = A µI , and its condition number is given by κ(A) = ||A|| ||A † ||, where A † is the Moore-Penrose generalized inverse [17] . We can establish the following important estimate on κ(A).
Lemma 3 Suppose A is of full rank. Then the condition number of A associated with the problem (12) is bounded by
where σ 1 , σ 2 , · · · , σ n are the singular values of A, and σ 1 ≥ · · · ≥ σ n .
Proof. Since A has full column rank, its Moore-Penrose inverse can be expressed as
The upper bound of the 2-norm of A † can be estimated as follows:
Consider the SVD of A, namely A = U ΣV T , where Σ = diag(σ 1 , · · · , σ n ) ∈ R m×n , U ∈ R m×m and V ∈ R n×n are orthogonal matrices. We can check that
which implies
The 2-norm of A can be obtained by
From the above we derive that
Note that the assumption that A has full rank in Lemma 3 is unnecessary since A is obviously of full column rank when µ = 0. Because of the simple fact that σi σ 2 i +µ 2 ≤ 1 2µ (µ = 0) for all σ i (1 ≤ i ≤ n), we have the following simplified bound:
which can be further reduced to κ(A) ≤ 3 2µ σ 2 1 + µ 2 . A slightly tighter upper bound can be obtained for the case with µ ≤ σ n :
by noting that
For the extreme case of µ = 0, namely without the regularization, the upper bounds in (13)- (14) are reduced to σ 1 /σ n , which is quite large for the ill-conditioned inverse system. Under an appropriate regularization, the condition number κ(A) can be well bounded as it is seen from (13)- (14) .
By Algorithm 2, we obtain an approximate SVD of A, i.e., A ≈Ã = U ΣV T . Then Algorithm 4 uses the approximationÃ to determine the regularization parameter for the use in the least-squares system
This can be regarded as a perturbed version of (12) . For the sake of simplicity, we defineÃ = Ã µI . Then we have the following relation for the perturbation
This can be estimated by Lemma 1, and we know that it is bounded by the smallest singular values of A. Now using Lemmata 1-3, we can derive the following estimate.
Theorem 1 Let σ 1 ≥ · · · ≥ σ n be the singular values of matrix A, and
Assume that Algorithm 2 is performed with the Gaussian matrix Ω ∈ R n×(k+p) to achieve the SVD approximation of matrix A, x µ andx µ are the solutions of (12) and (15) respectively with respect to the regularization parameter µ. Then we have
with probability not less than 1 − 3p −p , where κ is the upper bound of κ(A) given by (13), and θ is defined by sin θ = ρ ls /||b|| 2 with ρ ls = ||b − Ax µ || 2 + µ 2 ||x µ || 2 .
Proof. Assuming thatÃ = U ΣV
T is the SVD approximation of A achieved by Algorithm 2 using the Gaussian matrix Ω ∈ R n×(k+p) , we haveÃ
Then it follows from Lemma 1 that
Let A = A µI , and define δA = Ã µI − A µI . We can check that ||δA|| = ||Ã − A|| ≤ cσ k+1 (A). Using the fact that σ 1 (A) ≥ σ 1 (A), we have
Let B = [ b 0 ]. By definitions, x µ andx µ are given respectively by
Then using (17) and (11) or Lemma 2, we obtain
where the upper bound κ = σ 2 1 + µ 2 µ σ 2 n +µ 2 + max 1≤i≤n σi σ 2 i +µ 2 is given by Lemma 3, and sin θ = ρ ls /||b|| 2 with ρ ls = ||B − Ax µ || = ||b − Ax µ || 2 + µ 2 ||x µ || 2 .
Since κ is well bounded using the regularization parameter, the upper bound in (16) is of order O(σ k+1 ). Hence the relative error of the regularized solution obtained from Algorithm 4 and the regularized solution generated by the classical methods is small.
Remark 3.1
The right-hand side b in Theorem 1 can be regarded as the measured data containing noise. To explicitly take into account the noisy data, we use b to stand for the exact data while b δ for the noisy data. Then we can consider the regularized solutions of the following two problems (with
and obtain the same error estimates to (16) by following the arguments in the proof of Theorem 1. More explicitly, if we assume the relative noise level of the form δ = ||b δ −b|| ||b|| ≤ Cσ k+1 , and consider the solutions to the following two problems:
then we have = max{ ||δA|| ||A|| , δ} ≤ Cσ k+1 by using (17) , and obtain similar error estimates to (16) by using Lemma 2. We note that x µ above is the regularized solution of the original problem without noise, andx µ is the regularized solution of our randomized algorithm for the noise contaminated problem.
Numerical experiments
In this section we apply the newly proposed Algorithm 4 to 14 examples of different linear inverse problems to illustrate the performance of the algorithm for solving the discrete large-scale inverse system Ax = b, which is converted to the solution of the least-squares system (2).
Example 1 (Cmrs, [6] ). Let C n be an auxiliary matrix C n such that C n = (c jk ) n j,k=1 with entries
Suppose C n has the SVD, C n = U n Σ n V T n , then we define the testing matrix A ∈ R 2n×n to be A = U 2n ΣV T n , where Σ ∈ R 2n×n is a diagonal matrix with its diagonal elements being exp(− 2 5 (j − 1)) for j = 1, 2, · · · , n, U 2n and V n are the left and right orthogonal matrices in the SVDs of C 2n and C n , respectively. Let x be a vector with standard normal distributed entries, i.e., x = randn(n, 1), then we define the right-hand side vector to be b = Ax.
Example 2 (Rst, [42] ). We form matrix A by A = U A Σ A V T A , where U A and V A are a 2n × 2n Hadamard matrix (a unitary matrix with entries ±1/ √ 2n) and an n × n Hadamard matrix respectively, and Σ A is a 2n × n diagonal matrix with its diagonal entries given by
where j is the greatest integer less than or equal to j. In our testings, we choose k = 10 and σ k+1 = 1.0e − 6, and form vector b by b = Ax with x being a vector of all ones.
Examples 3-14 (Matrices from the Regularization Tools, [30] ). We choose the remaining 12 testing problems from P. C. Hansen's Regularization Tools (version 4.1) [27, 30] ; see Table 2 . The parameter N σ in the 3rd column of Table 2 represents the number of singular values which are not less than 10 −6 when the matrix sizes are chosen to be n = 100 except in Parallax and Rst. Among these 12 matrices, there are 3 matrices, namely Deriv2, Heat and Phillips, in which the singular values are not well separated and decay slowly, while the singular values of other matrices decay rapidly; see Figure 1 .
In all our numerical experiments, the observation data b δ is generated from the exact data b by adding the noise in the form
where s is a random vector, s = randn(n, 1) if not specified otherwise, ε = δ||b|| is the so-called noise level, and δ is the relative noise level [29] . We shall compare the performance of the new Algorithm 4 with some other algorithms, and test 2 different regularization techniques, i.e., Tikhonov regularization and truncated SVD, and 5 different parameter choice strategies, i.e., the L-curve rule, the GCV rule, the quasi-optimality criterion, the Auchmuty estimatorÊ 3 , and the discrepancy principle. The algorithmic performance is checked in the following aspects: the computed regularization parameters compared with the optimal parameters, the accuracies of the regularized solutions compared with the optimal solutions, and the CPU times of algorithms.
In the subsequent numerical tables we shall use the following notations. µ stands for the regularization parameter, err for the relative error ||x−x µ || 2 /||x|| 2 of the regularized solution x µ and the exact solution x, and the optimal parameter µ for Tikhonov regularization is the minimizer of ψ(ρ) = ||x−x µ || with µ = 10 ρ by the fminsearch function of Matlab, using as a starting point the logarithm of the parameter furnished by the GCV [4] . The optimal solution for TSVD regularization and its corresponding regularization parameter k are achieved similarly, i.e., we compute the regularized solutions with a range of parameters k and choose the optimal one to minimize the norm of the error between the regularized and exact solutions; ratio stands for the norm of the error of the regularized solution divided by the norm of the error corresponding to the optimal solution when the same regularization technique is used with various No. Matrix N σ Descriptions (see also [30] regularization parameter choice rules; ratio * stands for the error norm of the approximate solution obtained via RSVD divided by the error norm of the approximate solution to the original large-scale system via CSVD when the same regularization technique and same parameter choice rule are used. Table 3 shows the numerical results when the Tikhonov regularization using RSVD and the classical SVD, respectively, are applied to Example 5, Gravity, for size n = 1000, while Table 4 shows the same as Table 3 except that Tikhonov regularization is replaced by the truncated SVD. One can observe from these two tables that the results by the new algorithm using RSVD are quite comparable with that by CSVD. But as we shall find out later on (cf. Tables 6-8), the new algorithm is much less expensive.
When the matrices are too large, the classical SVD does not work, either due to the memory limitation or the numerical instability of smallest singular values. For the supercomputer that is accessible to us, we find that when the matrix size reaches about 8, 000, either CSVD does not work or it generates singular values with very poor accuracies. But the new Algorithm 4 with help of the randomized SVD works well up to the matrix size n = 100, 000. Table 5 shows the results by the Tikhonov regularization combined with RSVD (i.e., Algorithm 4) and the TSVD regularization combined with the RSVD for 4 examples with the matrix sizes n = 30, 000 and n = 100, 000. The regularization parameters k (for TSVD) or µ (for RSVD), the relative errors and the ratios are also given in Table 5 , but not the 'ratio*', since the matrix sizes are too large to run for the classical SVD. Figure 2 gives the computed solutions for Example 11, Shaw, with n = 100, 000, when the Tikhonov regularization is applied with 5 different regularization parameter choice strategies. We can see from both Table 5 and Figure 2 that the new Algorithm 4 with RSVD works quite satisfactorily even the index l is very small, l = 50, and all the computed solutions by different regularization parameter choice rules are indistinguishable, except for the one by the Auchmuty estimator.
Next we carry out some numerical experiments to compare the CPU times of different algorithms. The relative noise level is set to be δ = 1% unless otherwise specified. The sizes of the testing matrices are all set to be n = 1000 except that the matrices for Parallax, Cmrs and Rst are of sizes 26 × 1000, 1000 × 500 and 1024 × 512, respectively. The actual CPU times are recorded, and all the tests are done using Matlab R2008b in a laptop with Intel Core 2 Duo P8400 2.26G and 2GB DDR2. Tables 7 and 8 show the following CPU times: t CSV D and t RSV D for computing the classical SVD and the randomized SVD respectively, t Lc (resp. t GCV ) for generating the L-curve (resp. the GCV curve). In addition, the computed regularization parameters µ Lc or µ GCV and the relative errors " err " of the regularized solutions are also presented. We have used the P. C. Hansen's Regularization Tools with 200 points to generate each L-curve or GCV curve [30] .
As we can see from the total CPU times, i.e., column " T " in Table 7 , the new algorithm using RSVD is about 30 times faster than the method using the classical SVD when the L-curve rule is used; the new algorithm is about 100 times faster when the GCV rule is used; see Table 8 . If we just compare the CPU times of SVD, not counting any regularization technique, we find that RSVD (with l = 20) is almost 500 times faster than CSVD. The advantage of the new algorithm with RSVD becomes much more significant when the sizes of the systems become larger. For example, when the matrix size is 5,000, RSVD is about 1000 times faster than the classical SVD.
We have also compared our randomized algorithm with the deterministic method, Algorithm 5 (RRQR-SVD). In order to ensure the fairness of the comparisons for the CPU times, we have implemented Step 1 in Algorithm 5 in language C by calling the mexFunction in Matlab. For the matrix of size 2000, CSVD needs more that 80 seconds on the average, and RRQR-SVD is about 60 times faster than CSVD to achieve an SVD approximation, while RSVD is more than 1000 times faster; see Table  6 . In terms of CPU times, RRQR-SVD performs faster than CSVD, but much slower and less efficient than RSVD, since it needs to access the data many times to choose the columns of maximum norm and to permute the data, while the product involving A in the randomized algorithm can be evaluated in a single sweep and is amenable to the BLAS-3 operations.
Finally we make a remark that one may use the GPU technique to accelerate the computation of RSVD, especially Step 2 and Step 4 in Algorithm 2. These two steps are the most expensive steps in RSVD, though they are just two matrix-matrix multiplications. These two steps are well suited for the GPU implementation [32, 43] . We can use the mexFunction in Matlab and CUDA programming to Tikhonov Table 3 : Tikhonov regularization using CSVD and RSVD on the matrix Gravity with size n = 1000. Notations 'err', 'ratio' and 'ratio*' are defined in Section 4. The results in columns 3-8 on the left correspond to the Gaussian noise, while the results in columns 9-14 on the right correspond to the uniformly distributed noise in [-1,1] .
implement these two steps on GPU.
Concluding remarks
In this work we have proposed an algorithm for solving large-scale discrete ill-conditioned linear problems arising from the discretization of linear and nonlinear inverse problems, based on the randomized SVD and some existing regularization techniques. The algorithm preserves basically the same successful locations of the regularization parameters and achieves about the same accurate regularized solutions as the classical SVD, but with much less computational efforts. More importantly, the classical SVD may not work or work very poorly for large-scale discrete inverse systems due to the computational complexity, the numerical instability and memory limitation. Compared with the deterministic approach, such as the rank revealing QR factorization, the new algorithm also demonstrates much better performance. RRQR based SVD approximation is slower since it needs to access the data many times to choose the columns of maximum norm and permute the data. By combining the randomized SVD with classical regularization techniques, our new algorithm can convert the large-scale problems to small-scale ones so that the SVD type methods can be still applied, and with a reasonably acceptable accuracy for the approximated solution. The error estimates of the approximate solutions have been derived, and many numerical experiments have demonstrated that the new algorithm can indeed reduce the problem size greatly and save the entire computational time essentially. The new algorithm admits obvious out-of-core and parallel implementation, hence is also well suited for the GPU acceleration. Table 4 : TSVD regularization using CSVD and RSVD on the matrix Gravity with size n = 1000. Notations k, 'err', 'ratio' and 'ratio*' are defined in Section 4. The results in columns 3-7 on the left correspond to the Gaussian noise, while the results in columns 8-12 on the right correspond to the uniformly distributed noise in [-1,1].
(n = 30000, δ = 10 Table 5 : Tikhonov regularization and TSVD regularization using RSVD for two large-scale cases of sizes n = 30, 000 and n = 100, 000. Table 8 : Comparison of the computation time for the matrices of size 1000 when using CSVD or RSVD (l = 20) together with GCV. Here µ GCV is the regularization parameter which minimizes the GCV function. Other parameters are similar to those in Table 7 .
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