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Вступ 
На сьогодні сфера застосування нейронних мереж (НМ) стрімко зрос-
тає, адже нейронні мережі це перш за все потужний апарат математичного 
моделювання, який здатен відтворювати залежності будь якої 
складності [1]. При цьому часто найважливішим аргументом на користь 
використання НМ є її здатність до навчання на підставі експериментальних 
даних (а то і на підставі дослідження окремих варіантів фізичної реалізації 
відповідного об’єкту) дозволяє моделювати невизначені залежності, тобто 
такі, які не відтворюються прийнятою математичною моделлю. За будь-
яких умов першим і найважливішим етапом використання НМ є визначен-
ня її оптимальної архітектури та методу навчання, адже саме це безпосе-
редньо впливає як на час навчання, так і на величину похибки відтворення 
шуканої залежності (величину точності апроксимації). Як правило, вибір 
архітектури НМ здійснюється на підставі відповідних експериментів (чи-
сельних та/або натурних) та має ситуативний характер, тобто повністю за-
лежить від досліджуваного об’єкту та особливостей завдання, яке має бути 
розв’язане за допомогою НМ.  
Наведена робота присвячена вибору оптимальної конфігурації та мето-
ду навчання НМ, як складового елементу архітектури модифікованого ан-
самблю НМ прийнятого авторами для реалізації алгоритмів проектування 
частотовибіркових НВЧ пристроїв (металодіелектричних смугопроскних 
фільтрів — МДФ) [2]. 
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Визначення оптимальної конфігурації НМ 
Для реалізації алгоритмів проектування МДФ навчання НМ проводить-
ся з метою апроксимації розрахункових значень S - параметрів МДФ з 
кількістю резонаторів n = 3 ÷ 6 та нерівномірністю в смузі пропускання 
La = 1 дБ. На вхід мережі (рис. 1) подавалася інформація звичайна для ре-
алізації алгоритмів синтезу смугопропускних НВЧ фільтрів [3]: кількість 
резонаторів, значення нерівномірності амплітудно-частотної характери-
стики у смузі пропускання (в дБ) та приведене значення частоти (див. 
рис. 1). На виході НМ формується інформація щодо S – параметрів. Нав-
чальна вибірка складалася з 404 наборів значень. 
Визначення оптимальної 
конфігурації НМ проводилась 
шляхом аналізу результатів те-
стових навчань групи МН з 
різною кількістю шарів та 
нейронів в цих шарах. При 
цьому у всіх нейронах викори-
стана сигмоїдальна функція ак-
тивації, яка описується за допо-
могою гіперболічного тангенсу. 
З метою ідентифікації 
варіантів НМ введемо наступне позначення параметрів її архітектури: 
1 2 ivd n n n vhd    , де vd – кількість входів, vhd – кількість нейронів у 
вихідному шарі (для даного експерименту vd = 3, vhd = 4), ni – кількість 
нейронів в i – тому шарі. Кількість нейронів шару для двошарової мережі 
обиралася межах від 10 до 500 (10 різних конфігурацій), для решти мереж 
від 5 до 50 (по 5 різних конфігурацій), максимальна кількість нейронів ша-
ру визначалася експериментально по різкому зростанню часу навчання. 
Вибіркові результати навчання зведено до табл. 1. 
Таблиця 1. 










1 2 3 4 5 
2 3х50х4 0,4 1,9 8,1 
3 3х100х4 0,8 1 5,3 
4 3х250х4 6,5 510 210 
5 3х10х10х4 0,3 7,3 20 
6 3х30х30х4 2 2,1 4 
7 3х50х50х4 12,5 5,6 2 
8 3х15х15х15х4 1 ≈0,1 2,65 
9 3х30х30х30х4 9,8 ≈0,1 2,64 
10 3х35х35х35х4 14,5 ≈0,1 1,75 
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Продовження таблиці 1 
1 2 3 4 5 
11 3х10х10х10х10х4 0,5 ≈0,1 5,6 
12 3х20х20х20х20х4 2,1 ≈0,1 9,2 
13 3х25х25х25х25х4 13,4 ≈0,1 2,18 
В якості алгоритму навчання обрано метод Левенберга-Маркварда 
(Levenberg-Marquardt)  [4, 5]. Кожна НМ підлягала навчанню декілька 
разів (створено декілька мереж однієї конфігурації, але з різними початко-
вими значеннями вагових коефіцієнтів), результат обирався зі схожих 
варіантів для усунення випадкового фактору, який притаманний методам 
зворотного поширення помилки. 
Головними показниками визначення оптимальної конфігурації НМ є 
якість апроксимації та час навчання затрачений на досягнення потрібного 
результату. 
Перевірка якості апроксимації під час навчання відбувається за допо-
могою контрольної вибірки, яка резервується з навчальної вибірки та не 
приймає участь у навчанні НМ. Після кожного етапу навчання на вхід НМ 
подавалася контрольна вибірка, і якщо помилка навчання та помилка ре-
зультатів реалізації контрольної вибірки зменшуються, то вважалося, що 
навчання йде в потрібному напрямку (адже не має підстав для протилеж-
ного висновку). Якщо ж похибка навчання зменшувалася, а похибка ре-
алізації контрольної вибірки залишалася незмінною або зростала, то прий-
малася гіпотеза про запам’ятовування НМ навчальної вибірки (результа-
том є більше значення середньоквадратичної похибки у порівнянні з похи-
бкою навчання).  
На якість апроксимації впливає кількість регульованих елементів вве-
дених у НМ. До цих елементів відносяться вагові коефіцієнти нейронних 
зв’язків та зміщення нейронів. Якщо кількість зв’язків не достатня, то НМ 
не здатна апроксимувати характеристику з заданою точністю. Збільшення 
ж вільних зв’язків може призвести до ефекту перенавчання НМ, коли за-
пам’ятовуються виключно дані навчальної вибірки, а в проміжних точках 
значення, надані НМ, практично непередбачувані. 
Оцінку якості апроксимації проведено за середньоквадратичним відхи-
ленням між навчальними даними та даними, отриманими на виході НМ. В 
якості критерію зупинки навчання прийнята умова поведінки помилки на 
контрольній вибірці: якщо вона перестає зменшуватися або зростає, то ме-
режа досягла оптимального режиму апроксимації і подальше навчання 
тільки погіршить його. Для зручності порівняння результатів час навчання 
НМ нормовано, адже він залежить від швидкодії обчислювальної техніки, 
на якій проводяться розрахунки. Нормування здійснено по відношенню до 
часу навчання мережі з конфігурацією №8 
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Аналіз експериментальних даних показує, що найменшу середньоквад-
ратичну похибку апроксимації отримано з використанням НМ №№7, 8, 9, 
10 та 13. Взявши до уваги час навчання, можна зробити висновок, що оп-
тимальною архітектурою є № 8, адже решта варіантів має значно більший 
час навчання. Крім того, мережа № 13 має складнішу конфігурацію, що 
може сприяти виникненню традиційних проблем перенавчання та проклят-
тя розмірності [6]. 
Збільшення кількості шарів у нейронній мереж дозволяє зменшити 
кількість нейронів в кожному шарі без погіршення (а то й з покращенням) 
апроксимуючих властивостей НМ. При цьому зменшується кількість регу-
льованих елементів (вагових коефіцієнтів та коефіцієнтів зміщення), що в 
свою чергу захищає НМ від традиційних проблем перенавчання, потрап-
ляння до локальних мінімумів та паралічу. 
Вибір оптимального методу навчання 
Для вибору оптимального методу навчання взято нейронну мережу з 
еонфігурацією, яка показала найкращу якість апроксимації в ході попе-
реднього експерименту: 3х15х15х15х4, тобто з трьома входами, трьома 
шарами по 15 нейронів в кожному та вихідним шаром з 4 нейронів. Всього 
проведено порівняння 7 поширених методів навчання нейронних мереж: 
методу Левенберга-Маркварда, навчання з використанням квазі-
Ньютонівського методу BFGS [7], методу регуляризації Байєса [8], методу 
спряжених градієнтів Пауелла – Беале (Powell-Beale) [9], методу градієнт-
ного спуску, методу градієнтного спуску з врахуванням моментів [10] та 
алгоритму зворотного пружного поширення [11]. Для кожного методу бу-
ло проведено три експерименти, результати навчання за даними алгорит-
мами зведено до табл. 2. Нормування часу навчання проведено до класич-
ного методу навчання мереж: методу градієнтного спуску.  
Таблиця 1.  
Результати порівняння різних методів навчання 











0,13 57 82 
3 Метод регуляризації Байєса 0,3 0,014 0,32 
4 
Метод зв'язаних градієнтів 
Пауелла – Беале 
0,05 40 48 
5 Метод градієнтного спуску 1 160 170 
6 
Метод градієнтного спуску з 
врахуванням моментів 
1,03 130 150 
7 
Алгоритм зворотного  
пружного поширення 
0,08 52 57 
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Слід відзначити, що використання класичних методів навчання НМ 
(методу градіентного спуску та градіентного спуску з врахуванням мо-
ментів) не припустимо при значній складності залежностей, які повинна 
апроксимувати НМ. Адже в такому випадку поверхня помилки має дуже 
складний характер і не зважаючи на значно вищу швидкість обрахунку од-
нієї епохи у порівнянні з іншими методами, час навчання значно зростає. 
Прийнятного результату не вдалося досягти і при збільшенні кількості 
епох навчання на декілька порядків. 
На рис. 2 наведено процес навчання нейронної мережі різними метода-
ми (1 – Квазі-Ньютонівський, 2 – регуляризації Байєса, 3 – Левенберга-
Маркварда, 4 – зворотнього пружного поширення, 5 – зв’язаних градієнтів 
Пауелла – Беале).  
Метод градієнтного спуску та градієнтного спуску з моментами на 
графіку не наведено, так як табличного значення середньоквадратичної 
похибки вони досягають лише після декількох тисяч епох навчання. 
Збільшення кількості епох навчання для решти методів практично не 
впливає на зниження похибки апроксимації, а тільки призводить до пере-
навчання нейронної мережі. 
Навчання НМ методом Левенберга-Маркварда показує найкращу ди-
наміку зменшення похибки на початкових етапах навчання, і метод регу-
ляризації Байєса наздоганяє перший тільки після 20 епох навчання. Квазі-
Ньютонівський метод, алгоритм зворотного пружного поширення та метод 
зв’язаних градієнтів Пауелла-Беале демонструють практично однакову ди-




них можна зробити 
висновок, що для по-
ставленої задачі 




ти метод регуляризації 
Байєса, який після 





Рис. 2. Процес навчання мережі різними методами 
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ню помилки навчання. Також на відміну від останнього, метод регуляриза-
ції Байєса показує значно кращу динаміку зниження перевірочної похибки, 





Рис. 3. Динаміка зміни похибки навчання та перевірочної похибки для  
методу Левенберга-Маркварда (а) та методу регуляризації Байєса (б) 
Схожість поведінки помилки навчання для цих методів зумовлена тим, 
що метод регуляризації Байєса оснований на модифікації значень вагових 
коефіцієнтів та зміщень за алгоритмом Левенберга-Маркварда, але крок та 
напрям зміни визначається за байєсівською ймовірністю, яка дозволяє 
значно покращити узагальнюючі властивості мережі. 
Зважаючи на швидкість роботи методу зв’язаних градієнтів Пауелла – 
Беале та алгоритму зворотного пружного поширення можна зробити вис-
новок, що дані методи доцільно використовувати для апроксимації про-
стих характеристик, при яких вони здатні забезпечити прийнятну точність 
апроксимації та максимальну швидкодію. 
Висновки 
Використання нейронних мереж дозволяє проводити апроксимацію 
складних характеристик, наприклад таких, як частотні залежності S –
параметрів частотно-вибіркових НВЧ пристроїв. Точність такої апрокси-
мації напряму залежить від належного вибору конфігурації та методу нав-
чання нейронної мережі.  
Збільшення шарів нейронної мережі призводить до значного покра-
щення її апроксимаційних характеристик. Результати дослідження показу-
ють, що найбільш ефективним є використання 4 шарів, кількість нейронів 
в кожному шарі повинна знаходитися в межах від 10 до 20. Це дозволяє за-
безпечити необхідну кількість регульованих елементів, для якісної апрок-
симації при цьому не виникає явища перенавчання мережі. 
Оптимальним методом навчання для складних характеристик є метод 
регуляризації Байєса, але для зменшення часу навчання можна використо-
вувати і метод Левенберга-Маркварда, який також дозволяє отримати за-
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довільну точність апроксимації. Решта з методів, серед яких проводилися 
дослідження, не підходять для апроксимації складних функцій, їм не ви-
стачає гнучкості. Традиційні методи градієнтного спуску та градієнтного 
спуску з врахуванням моментів хоч і потребують мінімуму часу на про-
ходження епохи, натомість при складних функціях необхідна кількість 
епох зростає до десятків тисяч. 
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Адаменко В. О., Мірських Г. О. Штучні нейронні мережі як апроксимаційний 
апарат в задачах проектування радіотехнічних пристроїв. В роботі розглянуто 
переваги застосування НМ в якості апроксимаційного апарата в задачах 
проектування частотовибіркових НВЧ пристроїв. Визначено та проаналізовано час 
та похибку навчання НМ різної конфігурації (кількість шарів та нейронів у кожному 
шарі) при апроксимації s-параметрів МДФ  з різною кількістю резонаторів. 
Досліджено динаміку зміни похибки при використанні різних методів навчання НМ та 
проведено вибір оптимального методу навчання з врахуванням затраченого часу та 
похибки. 
Ключові слова: штучна нейронна мережа; частотно-вибіркові мікрохвильові при-
строї; апроксимація характеристик;оптимальна конфігурація НМ; 
 
Адаменко В. А., Мирских Г. А. Искусственные нейронные сети как аппроксими-
рующий аппарат в задачах проектирования радиотехнических устройств. В рабо-
те рассмотрены преимущества применения нейронных сетей (НС) в качестве аппрок-
симирующего аппарата в задачах проектирования частотоизбирательных СВЧ 
устройств. Определено и проанализировано время и погрешность обучения НС разной 
конфигурации (количество слоев и нейронов в каждом слое) при аппроксимации s-
параметров МДФ с разным количеством резонаторов. Исследовано динамику измене-
ния погрешности во время использовании разных методов обучения НС и проведен вы-
бор оптимального метода обучения с учетом затраченого времени и погрешности. 
Ключевые слова: искусственная нейронная сеть; частотноизбирательные микро-
волновые устройства; аппроксимация характеристик; оптимальная конфигурация 
НС; 
 
Adamenko V., Mirskikh G. Artificial neural networks as approximate procedure in wire-
less devices designing problems. 
Purpose. Present work is dedicated to the optimal configuration selection and training 
method of neural network (NN). This NN is architecture's element of modified NN ensemble 
accepted by authors for implementation of frequency-selective microwave devices design al-
gorithms. 
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Optimal configuration determining of NN. Optimal configuration determining of NN was 
received by analyzing the results of test NN training with different number of layers and neu-
rons in these layers. The main parameters optimal configuration determining of NN is the ap-
proximation quality and total learning time. 
Choosing of optimal teaching method. NN training methods comparison was carried out 
for 7 popular training methods:  Levenberg-Marquardt backpropagation, BFGS quasi-
Newton backpropagation, Bayesian regulation backpropagation, Conjugate gradient back-
propagation with Powell-Beale restarts, Gradient descent backpropagation, Gradient descent 
with momentum backpropagation and Resilient backpropagation. 
Conclusions. NN using allows to approximate complex features of microwave devices, 
such as frequency dependencies of S – parameters etc. The approximation accuracy depends 
on configuration and method of NN training. Increasing the number of NN layers leads to im-
provement of approximate characteristics. According to our results the most effective is usage 
of 4 layers and the number of neurons in each layer should be over the range 10 to 20. Opti-
mal training method for complex characteristics is Bayesian regulation backpropagation, for 
time training reduction can be used  Levenberg-Marquardt backpropagation. 
Keywords: artificial neural network, frequency-selective microwave devices; approxima-
tion characteristics, optimal configuration of neural network; 
 
 
