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Les circuits supraconducteurs constituent aujourd’hui une architecture promet-
teuse vers la réalisation d’un ordinateur quantique universel. Cependant, avant
qu’un tel ordinateur voie le jour, plusieurs défis doivent être surmontés autant au
niveau matériel que logiciel. Les circuits supraconducteurs forment aussi une ar-
chitecture intéressante pour la réalisation d’expériences fondamentales en optique
quantique grâce aux jonctions Josephson qui permettent aux photons micro-ondes
d’interagir directement entre eux. Dans cette thèse, j’ai abordé certains des grands
défis du domaine des circuits supraconducteurs dans le contexte de l’informatique
quantique et de l’optique quantique micro-onde.
Je me suis tout d’abord intéressé à la détection de photons micro-ondes uniques
(chapitre 3). Avec mes collaborateurs, nous avons ainsi proposé deux méthodes pour
réaliser un détecteur de photons uniques à grande efficacité quantique. Une de ces
méthodes se base sur un ensemble de qubits supraconducteurs (section 3.2), tandis
que l’autre promet une large bande de détection en se basant sur un métamatériau
unidimensionnel (section 3.3). La réalisation expérimentale de ces propositions
permettrait d’ajouter une pièce importante dans la boîte à outils de l’optique quan-
tique micro-onde. Je me suis ensuite penché sur la correction d’erreurs dans les
qubits supraconducteurs (section 4). Plus précisément, j’ai développé un circuit
expérimentalement compact permettant de mesurer les propriétés d’un ensemble
de qubits, une opération essentielle pour les techniques de correction d’erreurs
quantiques. Finalement, j’ai consacré une partie de mon doctorat à modéliser des
expériences effectuées dans le groupe d’Andreas Wallraff à l’ETH Zürich (chapitre
5). Nous avons ainsi réalisé trois expériences basées sur un couplage variable de
type Raman entre un qubit supraconducteur et un résonateur micro-onde. Dans
la première expérience, nous avons réalisé le premier transfert d’état quantique
déterministe entre deux qubits supraconducteurs distants (section 5.2). Nous avons
ensuite amélioré cette expérience en utilisant un code de détection d’erreur pour
transférer l’information quantique de manière plus robuste entre les deux qubits
(section 5.3). Ces expériences représentent une étape importante vers la réalisation
d’une architecture modulaire de l’ordinateur quantique. Finalement, nous avons
développé une méthode pour rapidement initialiser des qubits supraconducteurs
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dans leur état fondamental (section 5.4), une opération essentielle de l’ordinateur
quantique.
Mot-clés : Photons micro-ondes, détecteur de photons uniques, trajectoires
quantiques, mesure homodyne, mesure de parité, intrication à distance, transfert
d’état quantique, initialisation de qubit
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Depuis les premières démonstrations de contrôle cohérent d’états quantiques
basés sur les jonctions Josephson [1, 2, 3], le domaine des circuits supraconducteurs
a connu un essor considérable. Ce développement rapide peut s’expliquer en partie
par la promesse de plusieurs applications pour ces circuits, la principale étant la
réalisation d’un ordinateur quantique. L’architecture d’électrodynamique quantique
en circuit [4, 5] apparaît en effet comme un candidat prometteur pour la réalisation
d’un ordinateur quantique grâce aux longs temps de cohérence et au contrôle rapide
des qubits supraconducteurs [6]. En plus de l’informatique quantique, les circuits
supraconducteurs constituent aussi une plateforme attrayante pour les expériences
d’optique quantique où, contrairement aux photons dans les longueurs d’onde
visibles, il est facile de faire interagir les photons micro-ondes entre eux grâce à
la nonlinéarité des jonctions Josephson [7, 8, 9, 10]. Les circuits supraconducteurs
trouvent aussi des applications en cosmologie avec, par exemple, la recherche de
matière noire [11, 12, 13]. En effet, certains modèles théoriques prédisent une inter-
action faible entre la matière noire et le champ électromagnétique, menant à une
émission de photons micro-ondes qui est en principe détectable.
Du point de vue d’un théoricien, le domaine des circuits supraconducteurs
constitue un terrain de jeu extraordinaire. À quelques exceptions près, les tech-
niques analytiques et numériques actuelles permettent de modéliser avec précision
les expériences réalisées en laboratoire. Ainsi, à la manière des blocs LEGOTM, il est
possible d’agencer des éléments de circuits et de prédire les propriétés du résultat
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2avec un grand degré de confiance. Une grande partie de cette thèse, soit les chapitres
3 et 4, se situe dans ce contexte. Mes travaux de doctorat m’ont ainsi amené à étudier
divers agencements de circuits dans le but d’ajouter de nouvelles fonctionnalités
dans la boîte à outils des circuits supraconducteurs. À cause du caractère intrin-
sèquement quantique de ces systèmes, ce type de travail requiert de prendre en
compte plusieurs aspects fondamentaux de la mécanique quantique.
Le premier défi sur lequel je me suis penché est celui de la détection de photons
micro-ondes uniques, plus particulièrement dans la gamme de fréquences 5-10 GHz.
Dans les longueurs d’onde visibles et proches infrarouges, le développement de
détecteurs de photons uniques a permis de réaliser de nombreuses expériences
en informatique quantique [14] et en cryptographie quantique [15]. Cependant,
l’utilisation de ces mêmes détecteurs dans les micro-ondes est impossible due à la
grande différence d’énergie entre les longueurs d’onde visibles et les micro-ondes,
et le développement de nouvelles méthodes est nécessaire. Une piste possible pour
la détection de photons micro-ondes uniques est de s’inspirer de la mesure de qubits
supraconducteurs [4], une opération similaire dont la fidélité excède aujourd’hui
99% [16]. Comme je le montre en détail au chapitre 3, la détection de photons micro-
ondes uniques est cependant plus difficile à implémenter que la mesure de qubits,
en partie à cause de la nécessité de capturer les photons avant de les détecter, et
en partie à cause de phénomènes fondamentaux reliés à la mesure en mécanique
quantique.
On peut imaginer beaucoup d’applications pour un détecteur de photons micro-
ondes uniques. Une première option serait de s’inspirer de l’optique quantique
dans les longueurs d’onde visibles [17] et de réaliser des expériences par exemple
l’échantillonnage de bosons (boson sampling) [18] en prenant avantage des éléments
propres aux micro-ondes. Un détecteur de photons serait également utile pour
mesurer des qubits supraconducteurs [19, 20] dans certaines situations où la mesure
dispersive ne peut pas être utilisée [21, 9] ou encore pour mesurer des propriétés
globales de qubits [22]. Un détecteur de photons trouverait aussi des applications en
métrologie [23], dans la recherche de matière noire [24], dans la caractérisation de
statistique de photons de systèmes mésoscopiques [25] ou encore dans la réalisation
d’une architecturemodulaire de l’ordinateur quantique [26, 27, 28]. En fin de compte,
avec la mesure homodyne permettant déjà la mesure des quadratures du champ
3électromagnétique [29], l’existence d’un détecteur de photons uniques à grande
efficacité compléterait la boîte à outils des détecteurs en optique quantique micro-
onde.
Avant mes travaux de doctorat, quelques propositions pour un détecteur de
photons micro-ondes avaient été avancées [30, 31, 32, 33, 34, 35, 36], avec seulement
quelques résultats expérimentaux [37, 38, 39]. C’est dans ce contexte que j’ai, avec
mes collaborateurs, développé deux nouvelles propositions, tentant de développer
des circuits à la fois réalistes et performants. Le premier dispositif [40], présenté à la
section 3.2 et plus simple à réaliser, se base sur l’absorption d’un photon dans un
ensemble de qubits supraconducteurs. En mesurant de façon continue cet ensemble,
je montre qu’il est possible de mesurer des photons micro-ondes avec une grande
efficacité, mais sur une étroite bande de fréquence. La deuxième proposition, pré-
sentée à la section 3.3 et plus complexe à fabriquer, promet de détecter des photons
micro-ondes avec une grande efficacité sur une large bande de fréquences. Cette
proposition se base sur l’absorption d’un photon dans un métamatériau constitué
de plusieurs milliers de jonctions Josephson.
Un deuxième défi sur lequel je me suis penché est celui de l’implémentation
pratique de codes de corrections d’erreurs quantiques. Comme mentionné plus
haut, une des motivations principales derrière le développement des circuits su-
praconducteurs est la perspective d’un ordinateur quantique. Bien qu’un pan de
la recherche actuelle soit dirigé vers l’utilisation et le développement de proces-
seurs quantiques à échelle intermédiaire [41], il semble clair que cette approche
n’est pas extensible (scalable). En particulier, un plus grand processeur implique
une plus grande probabilité d’erreur, ce qui impose une limite naturelle sur la taille
des processeurs quantiques. Heureusement, il est possible de corriger ces erreurs
en encodant l’information logique de manière redondante dans un ensemble de
qubits physiques [42, 43, 44, 45]. Le prix à payer pour cette protection est un surcoût
expérimental significatif et l’implémentation pratique de ces codes de correction
d’erreur reste un défi de taille. En particulier, ces codes de correction nécessitent de
mesurer les propriétés de sous-ensembles de qubits, une opération connue sous le
nom de « mesure de parité ». À partir du résultat de cette mesure, il est possible de
déterminer lorsqu’une erreur survient et ainsi permet de la corriger. Étant donné
que cette opération de mesure doit être effectuée à intervalles réguliers, il est crucial
4qu’elle soit rapide avec une fidélité approchant l’unité.
L’approche standard pour la mesure de parité est d’utiliser un qubit ancillaire
préparé dans son état fondamental [46, 47, 48, 49, 50, 51, 52]. En utilisant une série de
portes logiques à deux qubits, il est possible d’encoder la valeur de parité des qubits
de données dans l’état de ce qubit ancillaire qui est ensuite mesuré. Cette approche
nécessite une surcharge expérimentale considérable, car chaque stabilisateur requiert
l’addition d’un qubit. Chaque porte à deux qubits allonge aussi le temps de mesure,
en plus de potentiellement introduire des erreurs.
Une autre approche à la mesure de parité est de mesurer directement les pro-
priétés d’un ensemble de qubits couplés au même mode de mesure [53, 54, 55, 56,
57, 22, 58], typiquement un résonateur micro-onde. En évitant l’ajout d’un qubit an-
cillaire et l’utilisation de portes à deux qubits, cette approche est expérimentalement
plus compacte et typiquement plus rapide. Le défi avec ce type de méthode est de
mesurer seulement la parité des qubits et éviter d’induire un déphasage parasite dû
à la mesure. Au chapitre 4, j’introduis une méthode pour surmonter cette difficulté
en utilisant un résonateur nonlinéaire avec un pilotage paramétrique [59]. En appa-
rence très différents, la mesure de parité et la détection de photons sont deux sujets
fortement reliés par le concept de mesure dans les circuits supraconducteurs.
La dernière partie de cette thèse, présentée au chapitre 5, concerne les travaux
que j’ai effectués en collaboration avec le groupe d’Andreas Wallraff à l’ETH Zürich.
Pour ces travaux, mon rôle n’a pas été de développer de nouveaux circuits, mais
plutôt d’offrir un support théorique afin de mieux comprendre et de modéliser les
expériences suisses.
La première expérience que nous avons réalisée est l’intrication sur demande de
deux qubits supraconducteurs distants [60]. Une approche possible à la réalisation
d’un ordinateur quantique est l’architecture modulaire, où plusieurs processeurs
quantiques sont reliés en réseau pour accomplir un calcul [26, 27, 61]. L’avantage
de cette approche est que plusieurs petits processeurs pourraient être plus faciles à
fabriquer qu’un seul grand processeur. Par contre, pour connecter ces processeurs
quantiques, il est nécessaire d’établir un lien quantique entre eux, c’est-à-dire un
canal de communication où il est possible de transférer un état quantique ou générer
de l’intrication. Avec mes collègues de l’ETH Zürich, nous avons démontré ces deux
5opérations entre deux qubits supraconducteurs en se basant sur le transfert d’un
photon micro-onde unique [62]. Cette expérience est donc une étape importante
vers la réalisation d’une architecture modulaire de l’ordinateur quantique.
La principale source d’erreur pour ce montage expérimental est la perte de
photons dans le transfert entre les deux nœuds. Plus généralement, le transfert parfait
de micro-ondes sur de longues distances semble difficile à réaliser considérant que
l’air atténue les micro-ondes et qu’il semble difficile de fabriquer de longs guides
d’ondes supraconducteurs. Le développement de codes de correction d’erreurs
pour le transfert d’état est donc une autre étape importante vers l’architecture
modulaire de l’ordinateur quantique. Dans la deuxième expérience que nous avons
réalisée, nous avons démontré un protocole de transfert robuste contre la perte de
photons [63] en utilisant un encodage en temps plutôt qu’en état de Fock. Avec cet
encodage, il est possible de détecter lorsqu’un photon est perdu en cours de route,
et on peut ainsi recommencer l’expérience jusqu’à ce qu’il y ait un transfert complet.
Dans cette situation, la perte de photons n’a aucun effet sur la fidélité de l’état final,
et diminue plutôt le taux de succès du transfert d’état.
La troisième expérience que nous avons réalisée est orientée vers un objectif
différent des deux précédentes. Une des conditions pour effectuer un calcul quan-
tique est de connaître l’état initial des qubits [64] et, de plus, plusieurs protocoles
de correction d’erreurs quantiques requièrent un flot constant de qubits ancillaires
préparés dans leur état fondamental. L’initialisation de qubits est donc une opération
cruciale de l’ordinateur quantique. Une procédure pour initialiser des qubits est de
les mesurer puis d’appliquer une opération de rétroaction conditionnelle au résultat
obtenu [65, 66, 67, 68, 69]. Cette approche, en plus de nécessiter un circuit de rétro-
action, est limitée par la fidélité de lecture et par la fuite vers les niveaux supérieurs
du qubit qu’elle peut occasionner [70, 71, 68]. En utilisant un montage expérimental
similaire à celui employé pour l’intrication à distance, nous avons démontré une
méthode rapide et sans rétroaction pour initialiser des qubits [72]. Un avantage de
cette méthode est qu’elle utilise le même circuit que pour la mesure de qubits, la
rendant compatible avec la plupart des processeurs quantiques supraconducteurs
actuels.

















Figure 1.1 – Les trois chapitres de résultats cette thèse peuvent être divisés par les
sujets abordés, soit les photons micro-ondes uniques (marine), la mesure en
physique quantique (turquoise) et l’informatique quantique (bleu).
un chapitre de théorie rappelant les concepts nécessaires à la compréhension des
chapitres 3, 4 et 5. Plus précisément, la section 2.1 traite des circuits supraconduc-
teurs et la section 2.2 aborde plus généralement les systèmes ouverts en mécanique
quantique. Je continue ensuite par les chapitres 3, 4 et 5, qui peuvent être relié




Dans ce chapitre j’introduis les éléments de théorie utiles aux prochains cha-
pitres. Le tableau 2.1 résume plusieurs conventions d’écriture que j’utilise dans cette
thèse.
2.1 Circuits supraconducteurs
Dans cette section, je rappelle certaines notions importantes pour lamodélisation
des circuits supraconducteurs. Pour une introduction plus complète à ce sujet, je
réfère le lecteur aux notes de Girvin [73] et aux notes de Vool et Devoret [74].
2.1.1 Qubits supraconducteurs
La plupart de mes résultats peuvent être appliqués à plusieurs types de qubits
supraconducteurs. Ici, je me concentre uniquement sur le transmon [75], dont le
circuit est présenté à la figure 2.1. On décrit les circuits supraconducteurs à partir des
variables de charge, nˆ, et flux, ϕˆ =
∫ t
−∞ dt
′vˆ(t), de nœud [74], où vˆ est la différence
7
8h¯ = 1 J’utilise un système d’unités tel que h¯ = 1 afin desimplifier les équations.
ρ
L’utilisation de cette lettre grecque est réservée aux
matrices de densité.
Oˆ Les opérateurs sont généralement coiffés d’un accentcirconflexe, à l’exception de ρ.
aˆ De façon générale, cet opérateur est utilisé pourdécrire un mode de cavité.
bˆ De façon générale, cet opérateur est utilisé pourdécrire un mode de transmon.
O Les lettres majuscules calligraphiques «mathcal » sont réservées aux superopérateurs.
Tableau 2.1 – Différentes conventions d’écriture utilisées dans cette thèse.
Figure 2.1 – Le circuit du transmon (rouge) consiste en une capacité et une jonction
Josephson en parallèle et se caractérise par un ratio EJ/EC ≳ 50. L’énergie
Josephson EJ peut être rendue ajustable en remplaçant la jonction Josephson par un
SQUID (Superconducting quantum interference device [76]) avec un flux ajustable [75].
On peut contrôler le transmon par une source de micro-ondes, Vg (orange).
de voltage sur la jonction. À partir de ces variables, l’Hamiltonien du circuit de la
figure 2.1 est donné par






où EC = e2/2C est l’énergie de charge de la capacité C, EJ est l’énergie de la jonction
Josephson, ϕ0 = h¯/2e est le quantum de flux réduit et ng est le décalage classique
de charge sur l’îlot supraconducteur mesuré en unités de charge de paire de Cooper
2e. Ce décalage est induit par un couplage capacitif entre l’îlot du transmon et son
environnement, représenté en orange sur la figure 2.1. Le régime transmon est défini
9par un grand ratio EJ/EC ≳ 50 et permet en pratique d’éliminer la dépendance
des niveaux d’énergie par rapport à ng [75]. En général, seuls quelques niveaux du
transmon participent à la dynamique. Dans cette thèse, les transmons sont utilisés
comme des systèmes à deux niveaux (qubits) ou trois niveaux (qutrits) selon le
contexte.
Il est utile de décrire le transmon comme un oscillateur anharmonique en utili-
sant des opérateurs d’échelle bˆ, bˆ† respectant les relations de commutation usuelles

















Avec ces définitions et en négligeant les termes oscillants à hautes fréquences (ap-








8EJEC − EC dénote la fréquence et αq ≈ −EC l’anharmonicité du trans-
mon. Comme illustré sur la figure 2.2, on appelle les premiers niveaux d’un transmon
«g» de l’anglais ground et «e» de l’anglais excited. Faute de meilleurs noms, le second
état excité est appelé « f» dans la littérature. Lorsque le transmon est utilisé comme
un qubit et lorsque la fuite vers les niveaux supérieurs est négligeable, on approxime
l’équation 2.3 par Hˆ = ωqσˆz/2, le lien entre les opérateurs bˆ, bˆ† et les les matrices
de Pauli étant donné par σˆz = 2bˆ†bˆ− 1, σˆx = bˆ+ bˆ† et σˆy = −i(bˆ− bˆ†) 1.
Pour contrôler le transmon, une ligne à transmission est couplée capacitivement
à l’îlot supraconducteur, comme illustré en noir sur la figure 2.1. On modélise
l’application d’un pulse micro-onde à une fréquence ωd en ajoutant un terme à
l’équation 2.3, Hˆ = HˆTransmon + ϵ(t) cos(ωdt+ φ)(bˆ+ bˆ†) où ϵ(t) est proportionnel
à l’amplitude de l’onde. Afin de simplifier la modélisation de ces impulsions de
contrôle, on se place dans un référentiel tournant à la fréquence ωd et on utilise une
1. Cette définition de σˆz diffère d’un facteur -1 par rapport à la définition habituellement utilisée















Figure 2.2 – La courbe en bleu montre le potentiel complet de la jonction Josephson.
En général, seuls les premiers niveaux n ≲ 3 du transmon participent à la
dynamique et une approximation quartique du potentiel est suffisante,








(bˆ eiφ + bˆ† e−iφ), (2.4)
où ∆d = ωq −ωd. En choisissant ωd = ωq, il est possible d’effectuer une inversion
de population (pulse pi) entre les niveaux g↔ e. En choisissant plutôtωd = ωq− αq,
on effectue plutôt une inversion entre les états e↔ f . De plus, la phase φ permet
de choisir l’angle de rotation, σˆx ou σˆy. Une technique maintenant répandue dans
le domaine et connue sous le nom de DRAG (Derivative Removal by Adiabatic Gate)
permet d’agir uniquement sur les niveaux désirés et d’éviter la fuite vers les niveaux
indésirables en choisissant astucieusement l’amplitude de l’onde ϵ(t) [79].
2.1.2 Électrodynamique quantique en circuit
Une des grandes avancées du domaine des qubits supraconducteurs a été l’in-
troduction de l’électrodynamique quantique en circuit (EDQc) [4, 5], où un qubit
supraconducteur est couplé à un oscillateur harmonique. La figure 2.3 montre un
circuit typique de l’EDQc, où un transmon est couplé capacitivement à un résona-
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teur LC de fréquence ωr. Notons que dans cette thèse, j’utilise les mots oscillateur,
résonateur et cavité de façon interchangeable étant donné que leurs descriptions
mathématiques sont équivalentes. Le couplage capacitif montré à la figure 2.3 mène
......
Figure 2.3 – Circuit typique pour un qubit transmon dans l’architecture EDQc. Une
capacité couple le circuit LC (bleu) et le transmon (rouge). Le transmon est piloté
par un second port capacitif (orange) et le résonateur est couplé à une ligne à
transmission (noir) permettant la mesure du transmon.





bˆ†bˆ†bˆbˆ+ωr aˆ† aˆ+ g(aˆbˆ† + bˆaˆ†), (2.5)
où les opérateurs aˆ, aˆ† sont les opérateurs d’échelle ([aˆ, aˆ†] = 1) créant et annihilant
des excitations du résonateur, respectivement. Les qubits supraconducteurs sont ha-
bituellement opérés dans le régime dispersif avec un grand désaccord en fréquence
entre le qubit et le résonateur, |g/∆| ≪ 1, ∆ = ωq −ωr. Dans ce régime, le système




bˆ†bˆ†bˆbˆ+ωr aˆ† aˆ+ χaˆ† aˆbˆ†bˆ, (2.6)










Notons que l’Hamiltonien 2.6 représente un léger abus de notation. En effet, les
opérateurs aˆ, bˆ de l’équation 2.6 font référence aux modes propres habillés du Ha-
2. Notons que cette définition de χ diffère d’un facteur 2 par rapport à certaines définitions
utilisées dans la littérature [4].
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miltonien 2.5, alors que les opérateurs aˆ, bˆ de l’Hamiltonien 2.5 représentent les
modes locaux illustrés sur la figure 2.3. Une conséquence de cet habillage est l’effet
Purcell [81, 82], c’est-à-dire la dissipation du mode propre transmon, bˆ, due à la
dissipation du résonateur dans le guide d’onde de mesure (en noir sur la figure 2.3).
Ce type de dissipation peut être minimisé en modifiant l’environnement électro-
magnétique du résonateur, par exemple en ajoutant un résonateur supplémentaire
appelé filtre Purcell [83].
L’architecture d’EDQc permet la lecture du transmon en tirant avantage du fait
que l’état du qubit change la fréquence de résonance du résonateur de ωr lorsque
le qubit est dans l’état |g⟩ à ωr + χ lorsque le qubit est dans l’état |e⟩. La fréquence
de résonance du résonateur, et donc l’état du qubit, peut être mesurée en envoyant
une onde de pilotage à une fréquence ωr + χ/2 au résonateur et en mesurant la
phase de l’onde réfléchie 3. Typiquement, ce type de mesure est optimisé pour la
lecture des deux premiers niveaux du transmon, mais il est aussi possible d’utiliser
l’interaction dispersive, équation 2.6, pour réaliser une mesure ternaire distinguant
les états g, e et f [84, 60].
2.1.3 Représentations en espace de phase
Les simulations numériques de systèmes d’EDQc sont généralement effectuées
dans une base de Fock en tronquant l’espace d’Hilbert. Cependant, il existe plu-
sieurs autres méthodes héritées de l’optique quantique [29] pour décrire l’état des
variables quantiques continues représentant les résonateurs micro-ondes. Les re-
présentations en espace de phase constituent une manière graphiquement élégante
de représenter ces états quantiques et, dans certains cas, permettent d’effectuer des
calculs analytiques.
À partir des opérateurs d’échelle on définit les quadratures du champ Xˆ = (aˆ+
aˆ†) et Yˆ = −i(aˆ− aˆ†) 4, qui sont proportionnelles aux parties réelles et imaginaires
de l’opérateur aˆ. On peut ainsi exprimer les états cohérents |α⟩, états propres de aˆ, à
partir de leur quadrature α = ⟨aˆ⟩ = ⟨Xˆ+ iYˆ⟩ /2 = (X+ iY)/2.
3. La mesure de l’état du qubit peut aussi se faire en envoyant une onde de pilotage à la fréquence
ωr ou ωr + χ et en mesurant l’amplitude de l’onde réfléchie.









⟨α| ρ |α⟩ . (2.8)
Comme le montre l’équation 2.8, la fonction Q : C → R évaluée au point α re-
présente le recouvrement entre une matrice de densité ρ et l’état cohérent |α⟩. Le
préfacteur 1/π sert de normalisation afin que
∫
d2αQ(α) = 1. La fonction Q est
particulièrement utile comme représentation graphique : la figure 2.4a représente
un exemple de fonction Q pour un état cohérent α = 2 + 2i. Afin de simplifier
cette représentation, on utilise souvent des schémas approximatifs comme celui
de la figure 2.4b. D’un point de vue opérationnel, la fonction Q est reliée à la den-
sité de probabilité pour une mesure hétérodyne des quadratures X,Y (la mesure
hétérodyne est discutée plus en détails à la section 2.2.5).
Figure 2.4 – Deux représentations de la fonction Q pour un même état cohérent
α = 2+ 2i. Le panneau a) est une représentation exacte tandis que b) est un sketch.






La fonction P positive n’est pas très utile comme représentation graphique, car
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plusieurs états simples n’ont pas de fonction P analytique. Par exemple, la fonction
P positive pour un état cohérent est donnée par un delta de Dirac, ρ = |α∗⟩⟨α∗| ↔
P(α, β) = δ2(α− α∗)δ2(β− α∗). Par contre, la fonction P positive est utile pour des
calculs analytiques, entre autres car elle permet d’évaluer des valeurs moyennes





d2αd2β αmβnP(α, β). (2.10)
2.1.4 Électrodynamique quantique en guide d’onde
Comme expliqué à la section 2.1.2, l’électrodynamique quantique en circuit
décrit la situation ou des qubits, ou plus généralement des modes non linéaires,
sont couplés à un mode bosonique. L’électrodynamique quantique en guide d’onde
(EDQg) décrit plutôt ce qui se passe lorsque plusieurs modes électromagnétiques
sont couplés à un guide d’onde, c’est-à-dire à un continuumdemodes bosoniques [21,
86, 9]. Deux configurations typiques d’EDQg sont illustrées à la figure 2.5. Dans
cette section, je présente une introduction aux concepts pertinents à cette thèse et
réfère le lecteur aux travaux de Lalumière et al. [86, 87] pour plus de détails.
Une situation standard d’EDQg est décrite par un Hamiltonien en trois parties,
Hˆ = Hˆq + Hˆg + Hˆint, (2.11)
où Hˆq est l’Hamiltonien des transmons, Hˆg celui du guide d’onde et Hˆint l’interaction
entre les deux. Dans la situation d’EDQg de base, l’Hamiltonien pour un ensemble






où l’indice j sert à différencier les différents transmons. Le guide d’onde, quant à












où l’opérateur de champ aˆ†D(ω) (aˆ†G(ω)) crée une excitation délocalisée de fréquence
ω se propageant vers la droite (gauche). On considère une relation de dispersion
linéaire, ω = v|k|, avec v la vitesse de la lumière dans le guide d’onde.
Typiquement, la présence d’un tel continuum demodes mène à de la dissipation
dans un bain Markovien et est peu intéressante. Cependant, dû au caractère uni-
dimensionnel du guide d’onde, des effets collectifs apparaissent lorsque les ondes
émises par les différents modes interfèrent entre elles [88]. Dans l’approximation













où xj est la position du j-ième transmon dans le guide d’onde. Par convention, on
calcule les distances par rapport au premier transmon, x1 ≡ 0. De plus, je suppose
ici que le couplage avec le guide d’onde et la fréquence des différents modes est
uniforme, κj = κ et ωq,j = ωq∀j. L’objectif du formalisme d’EDQg est d’éliminer
le guide d’onde du problème et de décrire seulement le comportement effectif des
transmons.
Un premier cas de figure, illustré sur la figure 2.5a), est celui où deux trans-
mons, sont couplés à un guide d’onde côte à côte x2 = 0. Dans cette configuration,





dω (bˆ†1 + bˆ
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À partir de cet Hamiltonien, on déduit que ce n’est plus les modes individuels des
transmons, bˆ1 ou bˆ2, qui interagissent avec le guide d’onde, mais plutôt le mode
collectif (normalisé) bˆ+ = (bˆ1 + bˆ2)/
√
2. De manière plus intuitive, l’émission d’un
photon par les deuxmodes interfère constructivement seulement si la phase entre ces
deux modes est positive. En d’autres mots, seul l’état |B⟩ = (|ge⟩+ |eg⟩)/√2 peut
émettre ou absorber un photon dans le guide d’onde (en supposant la présence d’une
seule excitation). À l’inverse, si la phase entre les deux modes est négative, |D⟩ =
(|ge⟩ − |eg⟩)/√2, il y a une interférence destructive, ce qui empêche l’émission et
l’absorption de photons. En absence de déphasage, on a donc un état super-radiant,
|B⟩, et un état sombre métastable, |D⟩.
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Figure 2.5 – Schémas de deux situations typiques en électrodynamique quantique
en guide d’onde : deux transmons (rouge) sont couplés à un guide d’onde (noir) et
émettent des photons de longueur d’onde λ = 2πv/ωq (rouge pâle). Dans les deux
cas, l’interférence dans le guide d’onde mène à un phénomène de dissipation
collective, c’est-à-dire à la formation d’un état super-radiant et d’un état sombre
métastable. a) Les deux transmons sont séparés par une distance d≪ λ. b) Les
deux transmons sont séparés par une distance d = λ/2.
Dans le cas général ou N modes sont couplés côte à côte au même guide d’onde,
le mode superradiant est donné par la superposition symétrique de tous les modes,
bˆ+ = ∑ bˆi/
√
N, et le taux de dissipation de ce mode est multiplié par N, κ+ = Nκ.
Un corolaire de ceci est que, dans le sous-espace à une excitation, tous les états
orthogonaux à bˆ+ |0⟩ sont sombres (découplés du guide d’onde).
Un deuxième cas de figure, illustré sur la figure 2.5b), est celui où deux modes
sont séparés par une distance correspondant à une moitié de longueur d’onde,
d = λ/2 ⇒ x2 = πv/ωq. Dans cette situation, les photons émis par les deux
modes interfèrent constructivement si la phase est négative, |B⟩ = (|ge⟩ − |eg⟩)/√2,
et destructivement si la phase est positive, |D⟩ = (|ge⟩+ |eg⟩)/√2. La situation
illustrée à la figure 2.5b est donc similaire à celle illustrée à la figure 2.5a avec les états
superradiants et sous-radiants inversés. L’opérateur de saut relié à cette situation
est donné par Lˆ =
√
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Figure 2.6 – Configuration particulière où, par interférence destructive, un
transmon est effectivement découplé du guide d’onde.
Finalement, considérons la situation de mode géant illustrée sur la figure 2.6, où
un seul mode bˆ1 est couplé à deux positions différentes séparées par une distance
d = λ/2. En suivant un résonnement similaire à la configuration 2.5b), l’émission à
ces deux endroits interfère de manière destructive, ce qui découple effectivement le
guide d’onde et le mode en question, bˆ− = (bˆ1 − bˆ1)/
√
2 = 0 [89].
Notons que lorsque deux systèmes sont couplés à une distance d ̸= nπ/2 avec
n ∈ N, une interaction cohérente apparait dans l’Hamiltonien. Étant donné que
je ne fais pas référence davantage à ce phénomène dans cette thèse, je réfère le
lecteur aux références [86, 9] pour plus de détails sur cette interaction. Finalement,
étant donné la grande vitesse des photons micro-ondes (v ∼ c/3), le temps de
propagation entre différents systèmes (d/v ∼ 1 cm/v ∼ 0.1 ns) est généralement
négligeable lorsqu’on le compare au temps de relaxation des systèmes en question
(1/κ ∼ 1/(2π× 5 MHz) ∼ 30 ns) [90]. Conséquemment, on ne tient pas compte du
délai de propagation entre les différents modes.
2.2 Systèmes quantiques ouverts
Lors de la modélisation de différents circuits supraconducteurs, il est important
de prendre en compte le couplage avec l’extérieur, par exemple pour modéliser la
mesure de ces systèmes. Dans cette section je passe brièvement en revue les outils
utilisés pour modéliser les systèmes ouverts en mécanique quantique.
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2.2.1 Équation maîtresse
On utilise en général l’équation maîtresse sous sa forme Linbladienne [91] pour
simuler l’évolution des systèmes quantiques ouverts,
ρ˙ = −i[Hˆ, ρ] +∑
j
D[Lˆj]ρ, (2.16)
où Hˆ est l’Hamiltonien du système quantique, {Lˆj} sont un ensemble d’opérateurs
de saut et D[Lˆj]• = Lˆj • Lˆ†j − {Lˆ†j Lˆj, •}/2 dénote le superopérateur de dissipation.
Le premier terme de l’équation 2.16 est équivalent à l’équation de Schrödinger et
c’est le deuxième terme qui représente le couplage avec des systèmes extérieurs. À
l’intérieur du superopérateur de dissipation, on distingue la contribution des sauts
quantiques discrets Lˆ • Lˆ† du terme de normalisation, {Lˆ† Lˆ, •}/2. Par exemple, dans
le cas où un résonateur est couplé à une ligne à transmission, l’opérateur de saut est
donné par Lˆ =
√
κaˆ et le premier terme du superopérateur D représente la perte
discrète d’un photon par saut quantique, alors que le deuxième terme représente la
perte d’énergie déterministe à un taux κ du résonateur dans la ligne à transmission.
Le tableau 2.2 liste plusieurs opérateurs de sauts correspondant à des couplages
standards en EDQc.
Notons qu’une condition nécessaire et suffisante pour que l’équation 2.16 soit
valide est que les bains soient markoviens, c’est-à-dire sans mémoire des états
précédents. Cette condition est généralement respectée pour des systèmes EDQc.
Finalement, on peut aussi préciser la notion d’états sombres introduits à la
section 2.1.4. Dans le contexte de l’équation maîtresse 2.16, un état |ψ⟩ est sombre si
Lˆi |ψ⟩ = 0 ∀ i. (2.17)
Pour la situation illustrée à la figure 2.5a), cette condition se traduit par bˆ+ |ψ⟩ =




Dissipation d’un résonateur. On distingue parfois les pertes externes
κext vers un bain contrôlé tel qu’une ligne à transmission et les pertes
internes κint vers un bain non contrôlé tel que le substrat des
échantillons.√
γbˆ Temps de vie fini des transmons, γ = 1T1 .√
γϕbˆ†bˆ Déphasage pur des transmons, γϕ = 1T2 − 12T1 .√
γσˆ− Temps de vie fini des qubits, γ = 1T1 .√
γϕ




Tableau 2.2 – Différents opérateurs de sauts, Lˆ, typiquement utilisés en EDQc.
2.2.2 Représentations de canaux quantiques
L’équationmaîtresse 2.16 permet de calculer comment un état initial évolue dans
le temps vers un état final ρ f . On utilise en général la fidélité d’état pour comparer
la matrice de densité finale obtenue avec une autre matrice de densité ρ0 [78],







On veut aussi comparer des opérations (ou canaux) quantiques dans leur en-
semble sans supposer d’état initial particulier. Il existe plusieurs représentations
pour un canal quantique E , telles que les opérateurs de Kraus, la représentation
Stinespring et la représentation en superopérateur. Ici, j’utilise surtout la matrice de




où les σˆi forment une base d’opérateurs. Dans cette thèse, j’applique cette représen-
tation à des opérations de qubits en choisissant la base des matrices Pauli avec la
convention σˆ0 = Iˆ et σˆ2 = −iσˆy. On peut déterminer la matrice de procédé χ à partir
de l’équation maîtresse en calculant l’évolution d’un ensemble complet d’états [78].
Il existe plusieurs méthodes pour comparer deux canaux quantiques. La fidélité
de procédé (process fidelity) correspond à la norme d’Hilbert-Schmidt entre deux
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matrices de procédé χ1 et χ2,
Fp(E1, E2) = Tr[χ1χ2]. (2.20)
Une autre méthode populaire pour comparer un canal quantique avec une
opération unitaire Uˆ est la fidélité moyenne de porte (average gate fidelity), ici définie
par rapport à une évolution unitaire,
Fav(E , Uˆ) =
∫
dψ ⟨ψ| Uˆ†E (|ψ⟩⟨ψ|) Uˆ |ψ⟩ . (2.21)
Cette mesure correspond au recouvrement entre l’état après l’évolution idéale Uˆ et
l’évolution donnée par E , moyennée sur tous les états initiaux.
Afin de prendre en compte la fuite vers les niveaux supérieurs des transmons,
la simulation d’opérations logiques sur des qubits est souvent faite en considérant
plus que deux niveaux dans l’équation maîtresse 2.16. Pour calculer la fidélité
de procédé ou la fidélité moyenne de porte, on utilise une base complète d’états
initiaux seulement pour le sous-espace des qubits et on projette à la fin de l’évolution
sur ce même sous-espace. Ainsi, la trace de la matrice de procédé, théoriquement
égale à 1 pour un canal CPTP (Completely-Positive, Trace-Preserving) [78], fournit des
renseignements sur la fuite vers des niveaux supérieurs.
2.2.3 Théorie entrée-sortie
Comme son nom l’indique, la théorie d’entrée-sortie (input-output) donne un
formalisme qui permet de relier entre eux les champs d’entrée, les champs de
sortie et les variables internes d’un système quantique [29]. La figure 2.7 représente
graphiquement la situation décrite par l’équation centrale de cette théorie,
aˆout = Lˆ+ aˆin, (2.22)
où aˆin/out dénotent les champs d’entrée/sortie respectant les relations de commuta-
tion [aˆin/out(t), aˆ†in/out(t
′)] = δ(t− t′). L’opérateur de saut Lˆ est le même que celui
apparaissant dans l’équation maîtresse 2.16 et l’équation 2.22 est linéaire, car dans
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Figure 2.7 – La relation d’entrée-sortie 2.22 décrit les conditions frontière entre un
système quantique décrit par un Hamiltonien Hˆ (rond bleu) et un bain
unidimensionnel (guide d’onde représenté par une ligne noire). L’opérateur
couplant le système quantique et ce bain est donné par Lˆ, un opérateur ayant les
dimensions de Hˆ et les dimensions d’un champ, [Lˆ] =
√
Hz.
la grande majorité des cas le couplage entre le système quantique et le bain est de
forme bilinéaire.
En pratique, on ne mesure jamais directement les observables de systèmes
d’EDQc. Onmesure toujours des champs de sortie et c’est la relation 2.22 qui permet
de relier les mesures effectuées aux observables d’intérêts telles que l’état d’un qubit.
2.2.4 Systèmes en cascade
Il arrive régulièrement des situations où deux systèmes quantiques sont reliés
en cascade, c’est-à-dire que le champ de sortie de l’un correspond au champ d’entrée
de l’autre [92, 93]. La figure 2.8 présente de manière schématique cette situation, où
le champ d’entrée (sortie) du j-ième système est noté par aˆj,in (aˆj,out). Bien souvent,
la transmission des signaux quantiques entre les deux systèmes est imparfaite, par
exemple dû à l’ajout d’un circulateur. Ces pertes sont modélisées par un séparateur
de faisceau (beamsplitter) hypothétique transmettant une fraction ν des photons entre
les deux systèmes quantiques, aˆ2,in =
√
νaˆ1,out 5.
On peut simuler cette situation en cascade à l’aide de l’équation maîtresse 2.16
en ajoutant un terme à l’Hamiltonien des systèmes 1 et 2 et en utilisant un terme de











Figure 2.8 – Le champ de sortie du système 1 correspond au champ d’entrée du
système 2. La perte de photons dans le transfert entre les deux systèmes quantiques


















où Hˆj est l’Hamiltonien du j-ième système et Lˆj =
√
κj aˆj le terme de saut du j-ième
système. On retrouve l’équation maîtresse de deux systèmes indépendants lorsque
la transmission du canal est nulle, ν→ 0.
Notons qu’ici aucune approximation n’est faite par rapport au délai de propaga-
tion τ entre les deux systèmes. En effet, même lorsque ce délai n’est pas négligeable,
il est possible de redéfinir la variable de temps du deuxième système, t → t+ τ.
Dans cette situation, un seul temps est utilisé pour décrire le système combiné, mais
il est important de retenir que ρ2(t+ τ) = Tr1[ρ(t)]. De plus, cette redéfinition est
possible seulement parce qu’aucune information ne se propage depuis le deuxième
système jusqu’au premier, évitant tout phénomène de rétroaction.
2.2.5 Mesure homodyne
Un type de mesure commun en EDQc est la mesure homodyne, mesurant une
quadrature du champ de sortie, Xˆout,φ = aˆout eiφ + aˆ†out e−iφ [29]. Grâce à la relation
d’entrée-sortie 2.22, il est facile de relier cette quadrature aux observables du système
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quantique en observation. De plus, la phase φ peut être choisie de façon arbitraire
en ajustant la phase d’une onde de référence appelée oscillateur local.
Étant donné que les signaux typiques en EDQc sont de très faible amplitude,
il est essentiel de les amplifier avant de les mesurer. Les amplificateurs actuels ne
sont pas parfaits et ajoutent du bruit dans le signal en plus de les amplifier [94].
On caractérise la quantité de bruit ajouté par l’efficacité de mesure homodyne,
0 ≤ ηhom ≤ 1, et l’observable mesurée est en pratique donné par
Mˆ =
√
ηhom(aˆout eiφ + aˆ†out e
−iφ). (2.25)
La mesure hétérodyne est similaire à la mesure homodyne, à la différence que


















où hˆin est un opérateur de champ pour le bruit du vide. Les lois de la mécanique
quantique interdissent en principe la mesure simultanée des deux quadratures du
champ. La mesure hétérodyne permet d’y arriver en séparant premièrement le
signal en deux, par exemple à l’aide d’un séparateur de faisceau 50/50, puis en
réalisant une mesure homodyne sur chacun des signaux de sortie en choisissant
deux angles de mesures distincts, φ et φ+ π. Le prix à payer pour ceci est un signal
plus faible (le facteur 1/
√
2) et l’ajout de bruit du vide (hˆin) provenant du deuxième
port d’entrée du séparateur de faisceau.
2.2.6 Trajectoires quantiques
Le fait d’effectuer une mesure en mécanique quantique mène à l’effondrement
de la fonction d’onde. Plus généralement, pour une mesure décrite par un POVM
(Positive-Operator Valued Measure) [78], {Mˆj}, la matrice de densité ρ′ décrivant l’état
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Dans le cas d’une mesure continue, par exemple la mesure homodyne décrite dans
la section précédente, cette mise à jour doit se faire de manière continue. Dans le cas
typique où l’on mesure le champ de sortie d’un résonateur, l’équation 2.27 prend la
forme d’une équation maîtresse stochastique [29],
dρc = −i[Hˆ, ρc]dt+∑
j
γjD[Lˆj]ρc dt+√κηhomH[aˆ eiφ]ρc dW, (2.28)
où l’effet de la mesure est inclus dans le superopérateur H[aˆ eiφ]• = aˆ eiφ • + •
aˆ† e−iφ−Tr[aˆ eiφ •+ • aˆ† e−iφ]• et la variable aléatoire dW représente les fluctuations
du champ quantique de sortie. Mathématiquement, cette variable est décrite par
un processus de Wiener, c’est-à-dire une variable aléatoire caractérisée par une
moyenne d’ensemble E[dW] = 0 et une variance E[dW2] = dt. Le résultat de la








où on note la quadrature de mesure Xˆφ = aˆ eiφ + aˆ† e−iφ et le bruit du vide ξ(t) =
dW/dt. Afin d’extraire une valeur s à partir de jhom(t), on utilise un filtre f ,
s =
∫
dt f (t)jhom(t), (2.30)
où la forme du filtre est optimisée selon l’information à extraire.
L’équation maîtresse stochastique 2.28 permet ainsi de simuler une réalisation
d’une expérience donnée, alors que l’équation maîtresse standard 2.16 donne seule-
ment accès aux moyennes d’ensemble. Dans l’équation 2.28, on distingue l’état
quantique conditionné sur la mesure homodyne, ρc, de l’état utilisé dans l’équation
maîtresse standard, ρ, qu’on peut retrouver à l’aide d’une moyenne d’ensemble,
6. Dans le cas complètement général, l’appareil de mesure peut générer une évolution selon un
canal quantique Ei dépendant de la mesure et l’état final après la mesure est donné par ρ′′ = Ei(ρ′),
où ρ′ est calculé à partir de l’équation 2.27.
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ρ = E[ρc]. On retrouve l’équation maîtresse standard 2.16, à partir de l’équation
maîtresse stochastique de la même façon, E[ρ˙c] = ρ˙.
Notons que la forme de l’équation 2.28 est valable seulement pour une mesure
homodyne. Une mesure différente du champ de sortie, par exemple avec un dé-
tecteur de photon ou une mesure hétérodyne, mène à une rétroaction différente
sur le système quantique et conséquemment une équation maîtresse stochastique
différente [95].
Chapitre 3
Détection de photons micro-ondes
uniques
3.1 Contexte général
Avant de discuter plus en détail la physique des détecteurs de photons, il est
utile de préciser la notion de photon micro-onde itinérant. Dans cette thèse, j’étudie
des circuits généralement réalisés en aluminium, un matériau qui possède une
température critique (TC) de 1,2 K ∼ 25 GHz [96]. Pour des températures expéri-
mentales typiques de 15 mK ∼ 300 MHz, la population de quasi-particules peut
donc généralement être négligée et seulement les paires de Cooper peuvent être
excitées. 1, ce qui implique que les excitations se propagent sans dissipation. De plus,
la force de Coulomb implique que les champs électriques sous la fréquence plasma
ne peuvent pas pénétrer l’aluminium et les oscillations plasma sont donc absentes.
Conséquemment, pour un morceau d’aluminium isolé, tous les degrés de liberté
sont gelés dans leur état fondamental [73]. Lorsqu’on inclut des plans de masse et
des capacités, des modes collectifs acoustiques apparaissent dans les fréquences
micro-ondes d’intérêt (1 - 10 GHz) avec une dispersion linéaire ω = vk [87], où ω est
la fréquence angulaire, v la vitesse de propagation et k le vecteur d’onde. Ces modes
1. Des expériences récentes semblent montrer qu’à basse température les quasi-particules ne
suivent pas un équilibre thermique et leur présence est une source de décohérence non négligeable
pour les qubits supraconducteurs [97, 98, 99, 100]. Dans cette thèse j’ignore ce type d’effet.
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collectifs sont les photons micro-ondes itinérants. Due aux dimensions des circuits
étudiés dans cette thèse (typiquement 10 µm× 100 nm× 1 - 1000 cm), on peut consi-
dérer que ces photons se propagent dans un médium à une seule dimension k ∈ R.
Ce caractère unidimensionnel est crucial, car il permet, entre autres, d’éviter tous
les problèmes d’ajustement de mode (mode matching) habituellement présents pour
les photons optiques se propageant dans l’air. Pour donner des ordres de grandeur,
la vitesse typique des photons considérés dans cette thèse est d’environ v ∼ c/3
avec c la vitesse de la lumière dans le vide, ce qui correspond à une longueur d’onde
λ ∼ 2 cm pour un photon de 5 GHz.
Ayant mieux cerné ce en quoi consiste les photons micro-ondes itinérants, je
me penche maintenant sur la première partie originale de cette thèse, c’est-à-dire
la conception de dispositifs permettant de mesurer ces photons. Je distingue ici les
photons localisés, c’est-à-dire ceux d’unmode de résonateur, et les photons itinérants
se propageant dans une ligne à transmission. Cette distinction est importante, car
les défis à relever pour mesurer l’un ou l’autre sont différents. La mesure de photons
localisés a d’ailleurs déjà été réalisée dans des systèmes d’EDQc [101, 102, 103], alors
que la mesure de photons itinérants reste un problème ouvert (ou l’était lorsque j’ai
commencé à travailler sur ce sujet).
L’approche que nous avons poursuivie pour aborder ce défi est la suivante. Afin
de mesurer un photon itinérant, l’information contenue dans un état de Fock, |0⟩ ou
|1⟩, est convertie vers un état cohérent, |α0⟩ ou |α1⟩. La mesure homodyne introduite
à la section 2.2.5 permet ensuite de distinguer ces deux états cohérents et donc de
mesurer la présence ou l’absence du photon. Un mode étant dans un état classique
(|α0/1⟩) permettant de distinguer deux états quantiques (|0/1⟩) est généralement
appelé un mode pointeur [104], en analogie avec un appareil de mesure analogique
possédant une aiguille pointant vers une valeur particulière. Comme illustré à la
figure 3.1, on a donc un schéma général de détection de photon décomposé en trois
étapes :
1. Absorption du photon dans le mode de capture B 2,
2. Dans la figure 3.1, le photon est représenté par une fonction d’onde en exponentielle décrois-
sante. C’est la forme du photon utilisée dans l’article de la section 3.2.2. Ce choix est motivé par le




Figure 3.1 – 1. Le photon de signal (rouge) est absorbé par le mode de capture B
(orange) qui passe de l’état |g⟩ à l’état |e⟩. 2. La présence d’une excitation dans le
mode B induit un déplacement dans l’état cohérent du mode pointeur A,
|α0⟩ → |α1⟩. 3. Le champ de sortie est envoyé à une mesure homodyne qui est filtrée
et donne une valeur s qui permet de déterminer si un photon est présent lorsqu’elle
dépasse une valeur seuil sseuil (pointillé gris). La probabilité d’obtenir une certaine
valeur P(s) est, dans le cas idéal, séparée en deux distributions distinctes.
2. Interaction pendant un temps τ avec le mode pointeur A menant à une
séparation d’états cohérents |α0/1⟩,
3. Mesure homodyne du champ de sortie du mode pointeur A.
Les différentes étapes énumérées plus haut représentent une aide conceptuelle
et non pas nécessairement une séquence d’étapes distinctes. De plus, la mesure
homodyne étant un élément standard des expériences d’EDQc à ce jour, j’apporte
des solutions seulement pour les deux premières étapes. Je note par bˆ l’opérateur
d’échelle du mode de capture B ([bˆ, bˆ†] = 1) et par aˆ celui du mode pointeur A
([aˆ, aˆ†] = 1).
Considérons d’abord une interaction entre le mode pointeur A et le mode
d’absorption B de la forme
Hˆ = gzbˆ†bˆ(aˆ+ aˆ†). (3.1)
L’Hamiltonien 3.1 représente un cas d’école de mesure quantique, où l’observable
qu’on désire mesurer, bˆ†bˆ, est couplée au générateur de déplacement d’un mode
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pointeur, aˆ+ aˆ†. Après un temps d’interaction τ, la quadrature Yˆ du mode pointeur
est déplacée de gzτ, comme illustré sur la figure 3.1. Ainsi, pour un déplacement
plus grand que les fluctuations du vide, gzτ > 1, il est possible de distinguer la
présence d’un photon dans le mode B. Dans la situation illustrée à la figure 3.1, on
considère que le mode de capture B est couplé au guide d’onde de signal avec une
amplitude κB, fixant ainsi le temps d’interaction avec le mode A à τ = 1/κB. Afin de
maximiser le déplacement dans le mode pointeur, le régime de paramètre optimal
est donc donné par gz/κB ≫ 1.
Le problème se complique lorsqu’on considère le problème d’absorption (étape
1). En effet, l’effet Zénon quantique stipule qu’un système mesuré constamment est
bloqué dans son état initial [105, 106, 107]. Plus précisément, lorsque l’intervalle de
temps entre chaque mesure est plus court que la vitesse d’évolution du système
quantique, les projections répétées vers le sous-espace initial gèlent le système dans
son système initial. Dans la situation illustrée à la figure 3.1, on peut considérer que
le nombre d’excitations du système B est mesuré à un taux gz par le système A et
la transition entre l’état |g⟩ et |e⟩ se fait dans un temps donné par 1/κB. Afin de
minimiser la rétroaction de la mesure due à l’effet Zénon quantique 3, le régime de
paramètre optimal est donc gz/κB ≪ 1, ce qui est incompatible avec l’étape 2 décrite
plus haut. De façon équivalente, on peut voir cette rétroaction de la mesure comme
induisant des fluctuations dans la fréquence de résonance du mode de capture B,
ωB → ωˆB = ωB + gzXˆ. Dû aux fluctuations du vide, on peut considérer que la
bande d’absorption du mode B est, à chaque instant, centrée sur une valeur aléatoire
entre ωB ± gz/2 (voir figure 1b de la section 3.2.2). Lorsque ces fluctuations sont
plus grandes que la largeur de bande κB, ce phénomène empêche un photon signal
d’être absorbé par le mode de capture B.
Considérant conjointement les étapes 1 et 2 illustrées à la figure 3.1, ce schéma
mène à un cul-de-sac paramétrique et de nouvelles solutions sont nécessaires. J’ai
travaillé sur deuxméthodes permettant de surmonter les défismentionnés plus haut :
les deux articles qui en résultent sont présentés aux sections 3.2 et 3.3. Le premier
3. Ici, l’utilisation du terme effet Zénon quantique n’est pas complètement adéquate. En effet,
cette rétroaction est présente même dans le cas où le mode pointeur est fermé, c’est-à-dire où le mode
pointeur a un facteur de qualité infini. On peut alors se demander si cette situation hypothétique, où
aucune information ne quitte le mode pointeur, constitue une situation de mesure quantique. Dans
l’article, nous avons choisi d’utiliser un terme plus faible : effet de type Zénon (Zeno-like effect).
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d’entre eux propose d’utiliser un ensemble fini d’absorbeur pour capturer un photon,
je réfère à cet article comme étant la version discrète du détecteur de photons. Le
deuxième article propose plutôt d’absorber le photon dans un métamatériau, qu’on
modélise par un continuum de modes d’absorption. J’utilise le terme de détecteur
continu pour référer à cette version.
3.1.1 Caractéristiques d’un détecteur de photons
Avant de présenter nos propositions pour la réalisation de détecteurs de photons,
j’introduis les différentes caractéristiques servant à les décrire.
Efficacité et bruit de comptage (dark counts)
L’efficacité η est définie comme la probabilité que le dispositif détecte un photon en
supposant qu’un photon est envoyé [17],
η = P(1|1). (3.2)
Pour calculer cette quantité numériquement, je simule des N trajectoires quantiques
où un photon est envoyé au détecteur. À partir du signal homodyne filtré de sortie,
s, chaque trajectoire est analysée et classifiée comme évènement de détection lorsque
s > sseuil, où sseuil est une valeur seuil fixée au préalable. L’efficacité est ensuite
donnée par le ratio entre le nombre de trajectoires classifiées comme évènement de
détection et le nombre total de trajectoires, η = N1/N. Expérimentalement, cette
méthode requiert de pouvoir envoyer un photon unique au détecteur.
Le taux de bruit de comptage Γsombre est défini comme le taux auquel le détecteur
annonce un évènement de détection sans photon de signal,
Γsombre = P(1|0)/τm, (3.3)
où τm est un temps de mesure caractéristique du détecteur. Ce taux peut être calculé
de manière similaire à l’efficacité en n’envoyant aucun photon de signal au détecteur.
Une autre méthode pour mesurer l’efficacité d’un détecteur de photons uniques
est d’utiliser des impulsions cohérentes comme signal et de varier le nombre moyen
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de photons n¯ compris dans ces états cohérents [31]. Ainsi, il est possible d’extraire la
relation P(1|n¯), à partir de laquelle on calcule l’efficacité, η = limn¯→0 ∂P(1|n¯)/∂n¯.
La limite à faible nombre de photons sert à éviter les potentiels effets de saturation
dus à la présence de n ≥ 2 photons dans l’impulsion cohérente. Avec cette méthode,
le taux de bruit de comptage est donné par P(1|n¯ = 0)/τm. Telle que calculée avec
cette méthode, l’efficacité est strictement plus faible que lorsqu’elle est calculée avec
l’équation 3.2, car elle soustrait la contribution des faux positifs, P(1|0), à l’efficacité.
Cette méthode est plus facile à implémenter expérimentalement, car elle ne requiert
pas de source à photons uniques. Par contre, elle requiert une calibration précise du
nombre moyen de photons n¯ incidents au détecteur.
Dans les travaux qui suivent, la définition 3.2 est utilisée à cause de sa simplicité
et de sa signification opérationnelle. Cependant, il est important de souligner que
cette valeur prend du sens seulement si elle mentionné avec Γsombre, ou alors si le
bruit de comptage est très faible, Γsombre → 0. Dans le cas contraire, il est facile
de tricher pour obtenir une η = 1 en choisissant sseuil → −∞, une situation où le
détecteur est complètement inutile.
Fidélité
La fidélité de la mesure est une mesure pertinente lorsque le détecteur donne une
réponse binaire, 0 ou 1. Par exemple, on pourrait être intéressé de distinguer la
présence ou l’absence d’un photon dans un intervalle de temps donné. L’efficacité
est, à l’inverse, plus adaptée pour caractériser un détecteur opérant en mode continu.
On définit la fidélité de la mesure, F , comme la probabilité que le résultat annoncé
par le détecteur corresponde à l’état mesuré [108, 33, 34],
F = 1
2
(1+ η − P(1|0)) , (3.4)
en supposant que P(0) = P(1) = 1/2.
Une autre définition de la fidélité utilisée dans la littérature est donnée par F =
1− P(1|0)− P(0|1) [16, 109]. Cette définition, strictement inférieure à celle donnée
par l’équation 3.4, correspond à lamoyenne des corrélations entre le résultat annoncé
et l’état mesuré lorsqu’on identifie l’état sans photons 0 à la valeur numérique -1.
Non-démolition quantique
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On définit un détecteur de photons non-démolition quantique (NDQ) comme un
dispositif préservant le photon après un évènement de détection. Plus précisément,
on appelle NDQ un détecteur qui préserve la fonction d’onde du photon détecté.
Résolution en temps
Dans cette thèse, je me suis intéressé à développer des détecteurs de photons qui
permettent non seulement de déterminer la présence d’un photon unique, mais aussi
le temps t auquel le photon arrive au détecteur. Cette caractéristique est utile dans
une situation où l’émission de photons micro-ondes se fait de façon aléatoire, par
exemple lorsque cette émission résulte d’une interaction avec la matière noire [24].
De plus, lorsque le temps d’émission est connu, ce type de détecteur permet de
reconstruire la fonction d’onde des photons à partir d’histogrammes de temps
de détection (voir figure 4 de l’article 3.2.2). À l’inverse, plusieurs détecteurs de
photons sont ouverts pendant un intervalle de temps fini et ne révèlent qu’un seul bit
d’information : la présence ou non d’un photon dans cet intervalle de temps. Ce type
de détecteur [109, 110, 111] est approprié pour des applications en communications
quantiques, où le temps d’arrivée des photons est généralement prédéterminé 4. On
peut ajouter que l’effet Zénon quantique n’est présent que pour les détecteurs à la
fois résolus en temps et NDQ, imposant une limite intrinsèque à cette catégorie de
détecteur.
Réponse du détecteur à n photons
Un détecteur de photon unique devrait évidemment détecter la présence d’un pho-
ton unique. Cependant, plusieurs différences existent lorsqu’on considère plusieurs
photons dans le signal d’entrée. Le premier type de détecteur, et le plus difficile
à réaliser, est le détecteur résolu en nombre qui permet de distinguer la présence
de n photons. Le deuxième type de détecteur détecte plutôt la parité du nombre
de photons, n modulo 2. Ce type de détecteur est utile, par exemple, pour créer
des états de chats [112] s’il est NDQ en plus. Le troisième type de détecteur à seuil
annonce un évènement de détection dès que le signal d’entrée contient plus de
photons qu’une valeur seuil, n ≥ nseuil, où typiquement nseuil = 1.
4. Les communications quantiques se basant sur un encodage temporel sont aussi incluses dans
cette catégorie ; le temps d’arrivée d’un photon peut alors prendre plusieurs valeurs différentes.
Crucialement, les fenêtres de détection possibles sont prédéterminés et il est possible de réinitialiser
le détecteur entre chacune d’elles.
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Plusieurs autres caractéristiques sont utilisées pour décrire les détecteurs de
photons [17]. On peut mentionner par exemple le temps de récupération (dead
time) après un évènement de détection et l’incertitude en temps (timing jitter) pour
les détecteurs résolus en temps. La largeur de bande est aussi une caractéristique
importante. Notamment, le détecteur proposé à la section 3.3.2 est le seul promettant
une largeur de bande de l’ordre du GHz.
Le tableau 3.1 synthétise les différentes propositions théoriques et réalisation
expérimentales pour des détecteurs de photons, les comparants sur certaines des
caractéristiques introduites plus haut. Les travaux présentés dans cette thèse sont
en violet, les autres travaux théoriques en blanc et les réalisations expérimentales en
vert. J’ai tenté de ramener les performances de chacun de ces articles aux définitions
données par les équations 3.2 et 3.3. Cependant, étant donné la disparité des défini-
tions et méthodes de mesure utilisées, cette comparaison ne devrait pas être prise au
pied de la lettre. Par exemple, certains articles théoriques négligent les imperfections
expérimentales et rapportent une efficacité parfaite, η = 1. Finalement, la largeur
de bande est absente de ce tableau, car peu d’articles décrivent précisément cette








Romero et al. (2009) [30] 100 0 ✘ ✘
Helmer et al. (2009) [31] 31∗ ✓ ✓
Chen et al. (2011) [37] 70∗∗ ✘ ✘
Peropadre et al. (2011) [32] 100 ✘ ✘
Koshino et al. (2013) [33] ✘ ✘
Sathyamoorthy et al. (2014) [34] 90 ✓ ✓
Fan et al. (2014) [35] 90 ✓ ✓
Koshino et al. (2016) [36] 90 0.007 ✘ ✓
Inomata et al. (2016) [39] 66∗ 0.037 ✘ ✘
Narla et al. (2016) [38] 40 0.025 ✓ ✓
Kyriienko et al. (2016) [113] 95 0.09 ✘ ✘
Oelsner et al. (2017) [20] ✘ ✓
Wong et al. (2017) [114] 98 ✘ ✘
Leppäkangas et al. (2018) [115] 90 0.63 ✘ ✓
Kono et al. (2018) [110] 84∗ 0.02 ✓ ✘
Besse et al. (2018) [109] 84 0.24 ✓ ✘
Royer et al. (2018) [40] 92 0.004 ✓ ✓
Opremcak et al. (2018) [116] 0.003 ✘ ✘
Lescanne et al. (2019) [111] 58 0.001 ✓ ✘
Grimsmo et al. (2019) XX 99 ✓ ✓
* : Méthode d’états cohérents
** : Efficacité définie comme P(1|0)(1− P(0|1))
Tableau 3.1 – Comparaison entre différents détecteurs de photons uniques dans les
micro-ondes. Les travaux présentés dans cette thèse sont en violet et les travaux
expérimentaux sont en vert. Étant donné les grandes variations dans les métriques
utilisées et les ressources nécessaires à l’implémentation de ces dispositifs, la
comparaison entre ces différentes méthodes ne devrait pas être prise de façon trop
littérale. Certaines cases sont laissées vides lorsque l’information contenue dans les
articles est insuffisante.
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3.2 Détecteur dephotonsmicro-ondes uniques, version
discrète
3.2.1 Contexte
Nous avons vu à la section précédente que le modèle d’absorption à un mode
de la figure 3.1 mène à une dichotomie paramétrique où l’on cherche à obtenir
simultanément g/κB ≫ 1 (grand déplacement) et g/κB ≪ 1 (faible rétroaction).
Afin de résoudre ce problème, une solution est d’augmenter le temps d’interaction
τ entre le mode pointeur A et le mode de capture B sans augmenter l’effet de
rétroaction de la mesure. Dans le contexte de la figure 3.1, cela se traduit par la
recherche d’une configuration où τ ≫ 1/κB. Dans cet article, je considère que la
largeur de bande du détecteur, κB, reste fixe.
Une première méthode est d’utiliser un système de type Λ comme illustré sur
la figure 3.2, où un photon incident génère une transition entre deux états |g⟩ et |e⟩.
L’idée centrale ici est un mécanisme de dissipation supplémentaire κe→m depuis
l’état |e⟩ vers un étatmétastable |m⟩ [30, 32, 37, 117, 118, 39, 113, 114, 20, 116, 115, 111].
Il est en suite possible de mesurer la population de l’état |m⟩ sans les limitations
du schéma 3.1, car le temps d’interaction avec le mode pointeur τ est donné par le
temps de vie de l’état |m⟩ 5. Il existe différentes versions de cette proposition, mais
une difficulté récurrence est de respecter la condition d’ajustement d’impédance,
κB = κe→m.
La méthode développée durant ma thèse se base sur un phénomène différent et
exploite plutôt un ensemble d’absorbeurs pour capturer le photon incident. Comme
il avait déjà été remarqué par Fan et al. [119], le simple fait d’augmenter le nombre
d’absorbeur ne mène pas à une situation plus avantageuse que celle illustrée à la
figure 3.1. En effet, pour un ensemble homogène d’absorbeurs, seul l’état super-
radiant collectif se couple au signal (voir section 2.1.4), une situation formellement
équivalente au schéma 3.1, et donc héritant des mêmes problèmes. L’idée centrale
présentée dans l’article 3.2.2 est d’utiliser un ensemble inhomogène d’absorbeurs,
5. J’ai omis le mode pointeur de la figure 3.2, car dans certains cas l’état m est un état classique
pouvant être mesuré directement [37, 20, 116].
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...
Figure 3.2 – 1. Le photon de signal (rouge) est absorbé par le mode de capture B
(orange) qui passe de l’état |g⟩ à l’état |e⟩. Un mécanisme de dissipation engendre
une transition irréversible de l’état |e⟩ vers l’état |m⟩ (vert pâle). La présence du
photon de signal est donc détectée en mesurant la population de l’état |m⟩. Ce type
de détecteur peut être rendu NDQ lorsque le processus de dissipation κe→m est
effectué dans un canal contrôlé.
où il est possible de stocker temporairement un photon de signal dans les états
sombres 6.
Dans ce design, il n’y a pas de processus menant à la destruction du photon
signal et, après l’absorption, le photon est réémis dans le guide d’onde. Suivant
cette intuition, une méthode pour caractériser le temps de capture est de regarder la
fonction d’onde du photon réémis par l’ensemble d’absorbeurs où le délai dû au
stockage dans les états sombres apparaît clairement. Ce phénomène est illustré à
la figure 3.3 pour différents nombres d’absorbeurs. Pour ce graphique, la fonction





avec une largeur de bande du photon beaucoup plus petite que la largeur de bande
du détecteur, κC = κB/10. Le temps κBt = 0 correspond au moment où le photon
arrive au détecteur et on trace la fonction d’onde du photon après réflexion sur
l’ensemble d’absorbeurs pour N = 2 (jaune), N = 4 (vert pâle), N = 6 (vert foncé) 7.
6. Techniquement, ces états ne sont plus parfaitement sombres et le terme quasi sombre serait
plus approprié. Afin de simplifier le texte, j’utilise le terme sombre quand même.
7. Le cas N = 6 est absent de l’article
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Figure 3.3 – Fonction d’onde du photon signal après réflexion sur l’absorbeur
(courbes colorées). La courbe grise indique la fonction d’onde du photon avant
l’absorption par le détecteur. Le décalage entre la courbe grise et les courbes
colorées indique un temps de capture du photon dans le détecteur.
Pour un seul absorbeur (orange), N = 1, le photon est réfléchi après un temps
τ ≈ 1/κB et il est clair que ce délai augmente avec N.
Ce type de physique a déjà été étudié avec comme but la réalisation demémoires
photoniques. Pour un faible nombre d’absorbeurs, une augmentation du temps de
capture a été observée avec des magnons [120]. Les ensembles de spins représentent
aussi une réalisation pratique de cette idée aux fréquences optiques et dans la limite
d’un très grand nombre d’absorbeurs [121, 122, 123, 124, 125, 126, 127, 128, 129].
Un élément essentiel du détecteur de photon présenté ici est l’implémentation







où le déplacement dumode pointeur A est proportionnel au nombre total de photons
dans l’ensemble d’absorbeurs. Cet Hamiltonien permet de surmonter les limitations
imposées par l’effet Zénon quantique, car la rétroaction de la mesure affecte seule-
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ment l’absorption par l’état super-radiant couplé au guide d’onde de signal, alors
que le résonateur mesure le nombre de photons dans tous les états de l’ensemble.
Finalement, il est intéressant de mentionner que les détecteurs NDQ peuvent
être placés en cascade pour améliorer l’efficacité totale [34, 35]. Dans ce type de
configuration, la fidélité de la mesure augmente avec le nombre de détecteurs au
prix d’une plus grande complexité expérimentale. Notamment, ces configurations
requièrent l’utilisation de circulateurs entre chacun des détecteurs, ce qui rend cette
approche peu attrayante.
3.2.2 Article
L’idée d’utiliser le couplage longitudinal pour la détection de photons uniques
a été avancée par Jérôme Bourrassa et Nicolas Didier suite à leur papier traitant
de la mesure de qubit utilisant un couplage longitudinal [130]. J’ai rapidement
repris le projet et, avec Arne Grimsmo, nous avons étudié l’effet de rétroaction de
la mesure sur l’efficacité du détecteur. J’ai ensuite développé la méthode des états
sombres qui permet d’augmenter le temps d’interaction entre le mode de capture
et le mode pointeur, faisant la plupart des calculs analytiques et des simulations
présentées dans l’article. Alexandre Choquette-Poitevin a participé aux simulations
numériques visant à optimiser les paramètres du détecteur durant son stage à l’été
2017 et Alexandre Blais a supervisé le tout. J’ai écrit le manuscrit avec l’aide de tous
les auteurs. Le matériel supplémentaire pour cet article se trouve en annexe B.1.
Erratum
Dans le paragraphe en bas à droite de la page 3, les références aux figures devraient
toutes lire figure 3 et non figure 4.
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The realization of a high-efficiency microwave single photon detector is a long-standing problem in the
field of microwave quantum optics. Here, we propose a quantum nondemolition, high-efficiency photon
detector that can readily be implemented in present state-of-the-art circuit quantum electrodynamics. This
scheme works in a continuous fashion, gaining information about the photon arrival time as well as about
its presence. The key insight that allows us to circumvent the usual limitations imposed by measurement
backaction is the use of long-lived dark states in a small ensemble of inhomogeneous artificial atoms to
increase the interaction time between the photon and the measurement device. Using realistic system
parameters, we show that large detection fidelities are possible.
DOI: 10.1103/PhysRevLett.120.203602
Introduction.—While the detection of localized micro-
wave photons has been realized experimentally [1–3], high-
efficiency detection of single itinerant microwave photons
remains an elusive task [4]. Such detectors are increasingly
sought after due to their applications in quantum informa-
tion processing [5–7], microwave quantum optics [8],
quantum radars [9–11], and even the detection of dark
matter axions [12].
In recent years, a large number of microwave photon
detector proposals have been put forward [13–21], and some
proof-of-principle experiments have been performed [7,22–
24]. For their operation, many of these proposals rely on
a priori information about the photon arrival time
[7,14,15,17,24,25], limiting their applicability. In this
Letter, we are rather interested in continuous detectors,
where the arrival time of a photon can be inferred a posteriori
[13,16,18–23]. Moreover, we also focus on nondestructive
detection of photons [4,13,19,25]. This property proves to be
useful in a number of applications, such as quantumnetworks
[5,6] and the study of quantum measurement [26]. A
challenge in designing continuous single photon detectors
is set by the quantum Zeno effect, which loosely states that
the more strongly a quantum system is measured the less
likely it is to change its state [27–29]. Any nonheralded
photon detection scheme based on absorbing the photon into
a medium thus faces the problem that strong continuous
measurement reduces the absorption efficiency and thus the
photon detection efficiency [13].
In this Letter, we introduce a nondestructive and continu-
ous microwave photon detector that circumvents this
measurement backaction problem with minimal device
complexity, without requiring any active control pulses,
and avoiding the use of nonreciprocal elements [19,20]. In
essence, our proposal relies on absorbing a signal photon in a
medium made of an ensemble of inhomogeneous artificial
atoms, where the presence of long-lived dark states allows us
to increase the effective lifetime of photons inside this
composite absorber without lowering its bandwidth. We
show that high detection efficiencies can be obtained by
weakly and continuouslymonitoring the ensemble excitation
number. We also present a simple circuit-QED design
implementing this idea [30,31], where an ensemble of
transmon qubits [32] are continuously measured through
standard dispersive measurement.
Single-absorber detector.—Before introducing our pro-
posal based on an ensemble of artificial atoms, we first study
a simple single-absorber model and motivate our solution by
explaining how the quantum efficiency of such a scheme is
fundamentally limited due to quantum mechanical back-
action effects. This simple model is illustrated in Fig. 1(a),
where a signal photon (red) traveling along an input wave-
guide is absorbed into a single “absorber”modeB (orange) at
a rate κB. This first mode is coupled to a second “measure-
ment” harmonic mode A (green) which decays at a rate κA
into an output port continuously measured using a standard
homodyne measurement chain (not shown). In this toy
model, we assume that the two modes are coupled by the
longitudinal interaction (ℏ ¼ 1),
HˆI ¼ gzbˆ†bˆðaˆþ aˆ†Þ; ð1Þ
where aˆ and bˆ are the annihilation operators of modes A and
B, respectively. This interaction implements a textbook
photon number measurement: the measured observable
bˆ†bˆ is coupled to the generator of displacement of a pointer
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state XˆA ¼ aˆþ aˆ†. As schematically illustrated in Fig. 1(c),
the homodyne measurement of the orthogonal quadrature
YˆA ¼ −iðaˆ − aˆ†Þ allows us to precisely measure the photon
number inside the absorber mode B without destroying the
photon.
In order to induce a displacement in mode A, a signal
photon however needs to first enter mode B, an unlikely
process at large coupling strengths gz. Indeed, as sche-
matically illustrated in Fig. 1(b), HˆI induces quantum
fluctuations of the absorber’s frequency which can prevent
it from absorbing the arriving photon. This quantum
fluctuation-induced spectral mismatch can be interpreted
as a quantum Zeno-like effect since the width of these
fluctuations directly relates to the measurement strength
through gz [29]. In order to minimize this unwanted
measurement backaction, the width of these fluctuations,
compared with the absorber’s linewidth gz=κB, should
ideally be minimized. On the other hand, the displacement
of the measurement mode A, which is given roughly by
gz=κB as well, should be maximized to improve the
detection efficiency [33]. The optimal quantum efficiency
of this toy model is obtained by balancing these two
conflicting requirements. Numerically, we find an optimal
operating point at gz=κB ¼ 1, the smallest coupling strength
for which the induced displacement is distinguishable from
vacuum noise hYˆ2Aivacuum ¼ 1.
Numerical Simulations.—To model the signal photon
arriving at the detector, a source mode C is introduced,
with a frequency matching the absorber mode B, ωC ¼ ωB.
To minimize reflection, we take the signal photon linewidth
to be much smaller than the absorber’s linewidth,
κC=κB¼0.1. Following the experiments of Refs. [34,35],
this mode is initialized with one excitation leading to a
signal photon emission with an exponentially decaying
waveform.
The quantum efficiency of this simple photon detector
is calculated by simulating multiple realizations of the
above scenario and computing the corresponding
homodyne current out of the measurement mode A. This
is realized by numerically integrating the stochastic master
equation [26],
dρ ¼ Lρdtþ ffiffiffiffiffiffiffiffiffiηhκA
p
H½−iaˆρdW;






ðcˆbˆ† − cˆ†bˆÞ; ð2Þ
where cˆ is the annihilation operator of the source mode C
and L• is the Linbladian superoperator L• ¼ −i½Hˆ; • þP




aˆ, Lˆ2 ¼ ffiffiffiffiffiκBp bˆþ ffiffiffiffiffiκCp cˆ. The
combination of the term coupling cˆ and bˆ in Hˆ and of
the composite decay operator Lˆ2 assures that the output of
mode C is cascaded to the input of mode B [36,37].
Moreover, ηh is the homodyne measurement chain effi-
ciency, D½Lˆ• ¼ Lˆ • Lˆ† − 1
2
fLˆ†Lˆ; •g is the dissipation
superoperator, and H½aˆ• ¼ aˆ • þ • aˆ† − haˆþ aˆ†i• is the
homodyne measurement backaction superoperator. The
Wiener process dW is a random variable with the statistical
properties E½dW ¼ 0 and E½dW2 ¼ dt, where E½•
denotes an ensemble average. For each trajectory, the
resulting homodyne current is given by JhomðtÞ ¼ffiffiffiffiffiffiffiffiffi
ηhκA
p hYˆAi þ dW=dt [26]. Here and below, we use Ntraj ¼
2000 trajectories and, to focus solely on the characteristics
of the photodetector itself, assume a perfect homodyne
detection chain ηh ¼ 1.
For each homodyne current realization, we consider a
photon is detected if the convolution of the signal with a
filter, J¯homðtÞ ¼ JhomðtÞ∘fðtÞ, exceeds a threshold value
Y thr. To give more weight to times where the signal is, on
average, larger, we use fðtÞ ∝ hYˆAðtÞiME computed by
solving the standard unconditional master equation [20].
The quantum efficiency η ¼ Nclick=Ntraj is then computed,
where Nclick is the number of trajectories where a photon is
detected [38]. Although with this model no prior informa-
tion about the photon arrival time is needed, if this
information is available, the measurement can be restricted
to a time window of length τm. In that case, a better metric
is the measurement fidelity F ¼ 1
2
ðηþ 1 − Γdark × τmÞ
[17,19], where Γdark is the dark count rate, i.e., the rate
at which the detector “clicks” without a signal photon. To
maximize the detector repetition rate, τm is set to the
smallest value that maximizes the fidelity.
For the single absorber model with gz=κB ¼ 1 and
κA=κB ¼ 0.2, we obtain an efficiency of 79% with
Γdark=κB ¼ 1.4 × 10−3 and a fidelity of F ¼ 82% for a
time window of κBτm ¼ 125. The detector dead time after a
detection event is given by the reset time of the measure-
ment mode A back to vacuum. This corresponds to several
decay times 1=κA or, alternatively, can be sped up by using
active reset approaches [39–41].
This scheme is similar to previously studied models
[13,20,42], and although it leads to relatively large
(a)
(b) (c)
FIG. 1. (a) Sketch of a single absorber model for photon
detection. A signal photon (red) is absorbed in a mode B and
induces a coherent state displacement in a harmonic mode A
which is measured using homodyne measurement. (b) Coupling
between A and B induces fluctuations in the absorption spectrum
of mode B, preventing the absorption of incoming photons.
(c) Illustration of phase space for mode A as a photon is absorbed
in B.
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detection fidelities, the resulting displacement of mode A is
small, hYˆAi ∼ gz=κB ¼ 1. In this situation, adding an
imperfect homodyne measurement chain ηh < 1 leads to
a significant reduction of the quantum efficiency.
Absorption into an ensemble.—As already pointed out,
the key issue with using a single absorber is that both the
total displacement of the measurement mode A and the
measurement backaction on B scale with gz=κB. This stems
from the fact that the time spent in a simple resonant system
is given by the inverse of its bandwidth. In order to increase
the quantum efficiency, we thus present a scheme where the
interaction time with the photon is increased while keeping
the ratio gz=κB constant.
As schematically illustrated in Fig. 2(a), we first replace
the single absorber by a small ensemble of N ≲ 5 artificial
atoms, and second, we inhomogeneously detune each atom
with respect to the average ensemble frequency. By
connecting these absorbers approximately to the same
point of the input waveguide [43], symmetry imposes that
the absorbers state, after the absorption of a photon, should
be invariant under permutation. The only state satisfying
this condition is the all-symmetric superposition of exci-




ibˆi, which we refer to
as the bright state [44,45]. Other nonsymmetric states,
which we call dark states, completely decouple from the
waveguide and are long lived. We, furthermore, design the
coupling to the measurement mode A such that the




i bˆi, the total photon
number in the ensemble. In this case, the ideal interaction
picture Hamiltonian becomes




where Δi ¼ ωBi − ωB ≲ κB is the ith atom detuning with
respect to the average ensemble frequencyωB ¼
P
iωBi=N,
and the first term represents the direct generalization of
Eq. (1) for an ensemble of atoms.
In this model, a signal photon is absorbed in the
collective bright state bˆþ at a rate scaling linearly with
N. Without loss of generality and to fix the effective
collective absorption rate of the absorbers at κB, we choose
the bare linewidth of the atoms to be κBi ¼ κB=N. In the
case where the atoms are on resonance Δi ¼ 0 ∀ i, the
bright and dark subspaces are uncoupled, and the model
becomes equivalent to the single absorber model illustrated
in Fig. 1(a) [46].
On the other hand, nonhomogeneous detunings Δi ≠ Δj
lead to coupling of the bright and dark subspaces. If this
coupling is carefully adjusted, a signal photon can be
absorbed into the bright state, transferred to a long-lived
dark state, and after some time τtrap, return to the bright
state where it is re-emitted. Figure 2(b) illustrates this
process schematically with the bright state (yellow) being
coupled to N − 1 dark states (dark orange). In practice, this
process is optimized by having equally spaced detunings.
Crucially, changing the detunings affects neither the cou-
pling strength gz nor the effective linewidth κB, leaving the
measurement backaction unaffected. On the other hand, the
total displacement induced in the measurement mode A is
changed from gz=κB to roughly gz × ð1=κB þ τtrapÞ. As a
result, by increasing τtrap and reducing gz, we can thus, as
desired, significantly increase the quantum efficiency by
simultaneously increasing the induced displacement and
reducing the measurement backaction. In practice, τtrap can
be made longer by increasing the number of dark states
where the photon can get trapped (i.e., increasing N) and
optimizing the detunings Δ⃗ accordingly [47]. In the large N
limit, the mechanism leading to τtrap is reminiscent of
photon memories using inhomogeneous spin ensembles
[49–52].
We perform full stochastic master equation simulations
using Eq. (2) with the replacements bˆ → bˆþ, HˆI → HˆEI and
show the increase in measurement fidelity F as a function
of ensemble size in Fig. 3(a). As shown in Fig. 4(b), for
N ¼ 4, a quantum efficiency of η ¼ 92% is obtained at a
low estimated dark count rate Γdark=κB ¼ 7 × 10−6. For a
time window of κBτm ¼ 126, this translates to the meas-
urement fidelity of F ¼ 96% observed in Fig. 4(a). As
illustrated in Fig. 4(b), the threshold Y thr can be varied to
trade a higher dark count rate for a higher efficiency or the
converse. Here, Γdark is computed from trajectories with no
signal photon (full lines) and, where it is too small to be
precisely calculated from trajectories, estimated from time
correlations in the filtered signal from vacuum (colored
dashed lines) [47].
Importantly, due to the increased interaction time, the
measured homodyne signal increases with N and, for




FIG. 2. (a) Absorber B is replaced by an ensemble of inho-
mogeneous modes coupled at the same point of the input
waveguide. (b) Redrawing of (a) in the bright and dark states
basis for N ¼ 3. (c) Possible circuit-QED implementation for
N ¼ 3. Tunable transmon qubits acting as absorbers are coupled
capacitively on one side to an input transmission line and on the
other side to a measurement resonator.
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result, the detector becomes increasingly robust to potential
imperfections in the homodyne detection chain (ηh < 1).
We, moreover, expect the quantum efficiency to continue
increasing as the number of absorbers is raised above 4.
For N ≥ 5, the required Hilbert space size for numerical
simulations is impractically large. Nevertheless, at N ¼ 4,
the performance is already close to an expected maximum
of ηmax ∼ 96% indicated by the black dashed line in
Figs. 3(a) and 3(b). This upper bound is due to high
frequency components of the signal photon that are directly
reflected from the absorber and thus do not lead to a
detectable signal in mode A [47]. This upper bound
value is linked to the choice of both detector and signal
photon parameters and could be improved upon further
optimization.
Since our proposal is continuous, the time τc at which the
homodyne signal crosses the threshold reveals information
about the photon arrival time. Figure 4 shows histograms of
the normalized number of counts for τc, as recorded from
trajectories where a photon is detected. In Fig. 4(a), the
number of absorbers is varied, and the signal threshold Y thr
is set to optimize the fidelity (see Fig. 3). On the other hand,
in Fig. 4(b), we set N ¼ 4 and vary the threshold. In both
Figs. 4(a) and 4(b), the input photon shape (red) is shown
for comparison. As the threshold increases, the distribution
of crossing times narrows and the precision on the photon
arrival time therefore increases. As mentioned above,
increasing N leads to larger homodyne signals. Hence,
adding more absorbers allows us to increase the threshold
which, in turn, improves the arrival time precision.
Moreover, since 1=κC is the longest timescale in these
simulations, at N ¼ 4 the photon shape can be resolved
from the histogram. The mismatch between the distribution
and the red line near κBt ¼ 0 is due to the sharp, high
frequency feature of the input photon that is reflected from
the absorbers without detection.
Physical implementation.—A possible implementation
of this model, based on dispersive coupling of transmon
qubits, is illustrated in Fig. 2(c). Here, an ensemble of
superconducting transmon qubits is capacitively coupled
on one side to a transmission line and on the other side to a
measurement resonator (mode A) with coupling strength g.
We take a large detuning between the qubits center
frequency ωB and the resonator frequency ωr − ωB ≫
κA; κB; g and use the standard dispersive approximation
[47]. The absorption of a signal photon by the qubits
induces a shift in the resonator frequency which is detected
by continuously probing the resonator with a coherent drive
corresponding to a field amplitude α [30]. In this situation,
we find that the system of Fig. 2(c) is well described by the







where χ is the usual transmon dispersive shift [32,47],
gz ¼ 2χα, and Δþ results from a combination of the
resonator-induced Lamb shift and spurious qubit-qubit
coupling [47]. The first two terms correspond exactly to
the ideal model Hamiltonian Eq. (3), while the two addi-
tional last terms are small and imposed by this specific
implementation.
As the diamonds in Fig. 3 show, at α ¼ 5, the two
additional terms in Eq. (4) have a minimal impact on the
quantum efficiency. Moreover, it is possible to mitigate the
detrimental effect of a small Δþ by adjusting the detun-
ings Δ⃗.
As an example, choosing realistic parameters N ¼ 4,
κB=2π ¼ 10 MHz, κA=2π ¼ 2 MHz, χ=2π ¼ 0.4 MHz,
α ¼ 5, and Δ⃗=2π ¼ ð6.6;−7.4; 2.3;−2.3Þ MHz and using
current transmon decoherence times T1, T2 ¼ 30 μs [53],
(a) (b)
FIG. 3. (a) Fidelity as a function of the number of absorbers. The
circles are calculated using the ideal model with κA=κB ¼ 0.2,
gð1Þz =κB ¼ 1, gð2Þz =κB ¼ 0.6, gð3Þz =κB ¼ 0.5, and gð4Þz =κB¼0.4 with
the detunings Δ⃗ð2Þ=κB¼ð0.55;−0.55Þ, Δ⃗ð3Þ=κB¼ð0.7;−0.7;0Þ,
and Δ⃗ð4Þ=κB ¼ ð0.7;−0.7; 0.23;−0.23Þ. The diamonds are calcu-
lated using realistic parameters for a transmon ensemble disper-
sively coupled to a resonator with κB=2π ¼ 10 MHz, gz=χ ¼ 10,
and T1, T2 ¼ 30 μs. (b) Detector efficiency as a function of the
dark count rate. Solid lines correspond to statistics extracted from
trajectories, while for the dashed lines Γdark was estimated using an
analytical formula. The lines were calculated for the ideal model,
and the points indicate where the fidelity is maximized. The black
dashed line in (a) and (b) correspond the upper bound ηmax imposed
by the photon shape used here.
(a) (b)
FIG. 4. (a) Normalized number of detection events as a function
of time for (a) different number of absorbers in the ideal model
Eq. (3) and for (b) different thresholds for N ¼ 4. In both (a) and
(b), the input photon shape (red) is shown for comparison and an
arbitrary time offset has been substracted from the homodyne
signal.
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we obtain η ¼ 92% with Γdark ¼ 4.2 × 10−3 μs−1. Given a
time window of τm ¼ 2 μs, this corresponds to a large
measurement fidelity of F ¼ 96%.
Conclusion.—We have presented a high-efficiency, non-
destructive scheme for itinerant microwave photon detec-
tion where no prior information about the photon arrival
time is needed. This scheme is based on the continuous
measurement of the photon number in an ensemble of
inhomogeneous artificial atoms where the photon can be
stored for long times due to the existence of long-lived dark
states. We also presented a realistic physical implementa-
tion of this idea using an ensemble of transmon qubits
dispersively coupled to a single resonator. Using only four
transmons, we estimate that fidelities as high as 96% are
attainable for the photon shape considered, and we expect
that adding more transmons will improve this fidelity even
further. Since the output signal is proportional to the total
number of photons, the same model could be used as a
photon-number resolving detector. Future work will inves-
tigate this possibility.
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3.2.3 Compléments de résultats
Conception de l’expérience à UC Berkeley
Suite à la publication de cet article, nos collègues à l’université de Berkeley
en Californie ont travaillé à la réalisation pratique du détecteur. Dans ce contexte,
nous avons développé le schéma illustré à la figure 3.4b. Bien qu’identique en
esprit au schéma présenté dans l’article original, ce nouveau design permet de
contourner plusieurs problèmes expérimentaux de façon astucieuse. J’explique donc
les différences entre le schéma de la figure 3.4b et le schéma 3.4a (figure recopiée
du matériel supplémentaire, voir annexe B.1), autre que le nombre de transmons
augmenté de 3 à 4.
Premièrement, les transmons ont été disposés avec une distance de d = λ/2
entre eux au lieu de d ≪ λ. D’un point de vue pratique, cela permet d’éloigner
physiquement les transmons de minimiser le couplage capacitif parasitique pouvant
apparaître lorsque les transmons sont trop près les uns des autres. D’un point de vue
conceptuel, ce changement ne fait que changer la symétrie de l’état super-radiant
depuis bˆB ∝ bˆ1 + bˆ2 + bˆ3 + bˆ4 vers bˆB ∝ bˆ1 − bˆ2 + bˆ3 − bˆ4, où bˆj est l’opérateur
d’échelle du j-ième transmon et bˆB est l’opérateur d’échelle du mode super-radiant.
Cela ne change en rien la physique en jeu.
Une deuxième différence avec le schéma original, illustré à la figure 3.4a, est
le couplage des transmons avec le résonateur de mesure. Dans l’article original, ce
couplage est considéré comme homogène, gi = g ∀ i. Sur le schéma de la figure 3.4, le
résonateur demesure est un résonateur λ/2 et l’amplitude du champ électrique a un
signe inversé aux deux extrémités. Conséquemment, le couplage des deux premiers
transmons a un signe inverse par rapport aux deux derniers, g1 = g2 = −g3 = −g4.
Un premier avantage de cette configuration est l’apparente symétrie du dispositif
qui permet une meilleure homogénéité dans les couplages. Un deuxième avantage
concerne le décalage de Lamb induit par ce résonateur de mesure. En effet, la nature
du couplage entre les transmons et le résonateur de mesure induit une interaction
directe entre chaque paire de transmons. Cette interaction transmon-transmon peut
être vu de façon équivalente comme un décalage de Lamb du mode collectif couplé
au résonateur de mesure, ici donné proportionnel à bˆ1 + bˆ2 − bˆ3 − bˆ4. Dans l’article
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original, je note l’amplitude de ce décalage par ∆+, voir équation 4. Des simulations
numériques semblent suggérer qu’un décalage de Lamb sur un des états sombres
dégrademoins l’efficacité quantique qu’un décalage de Lamb sur l’état super-radiant.
Dans la limite d’un grand décalage de Lamb ∆+ ≫ κB, la configuration considérée
dans l’article original est réduite à la configuration à un seul mode de capture (figure
3.1), N → 1. À l’inverse, avec le schéma amélioré 3.4b, un grand décalage de Lamb
induit seulement la perte effective d’un mode sombre, N → N − 1.
Une troisième amélioration par rapport au schéma original de la figure S3 est
l’absence d’un filtre sur la ligne de mesure. L’objectif de ce filtre est d’éviter qu’une
trop grande partie du signal de mesure soit dissipée dans le guide d’onde signal 8.
En effet, il est inévitable que le résonateur de mesure soit couplé indirectement
au guide d’onde de signal par les transmons. La méthode proposée dans l’article
original pour réduire cette dissipation est d’ajouter un filtre réduisant la densité de
modes du guide d’onde du signal à la fréquence ωr. Dans le schéma amélioré 3.4b,
la distance de λ/2 entre les transmons agit comme un filtre naturel qui empêche la
dissipation du résonateur de mesure dans le guide d’onde de signal par interférence
destructive. Étant donné que les transmons et le résonateur ne sont pas à la même
fréquence, la distance calculée de λ/2 pour les transmons ne correspond pas à
exactement λ/2 pour le résonateur. Cependant, la différence est suffisamment petite
pour garder un effet d’interférence destructive significatif.
Finalement, une quatrième différence est la terminaison du guide d’onde de
signal. Sur la figure 3.4b, l’ajout d’une longueur de λ/4 à la fin de ce guide d’onde
permet une meilleure symétrie dans le design et, conséquemment, un couplage
plus uniforme des transmons au guide d’onde. La terminaison de ce guide d’onde
en circuit ouvert induit une phase de π entre l’onde incidente et l’onde réfléchie.
La phase totale entre les ondes émises par les transmons vers la droite et l’onde
réfléchie est donc de 2π, car la distance de λ/4 entre les transmons et la terminaison
induit une phase de π/2× 2 (aller et retour).
La figure 3.4c montre une photo d’un échantillon correspondant au schéma 3.4b
et des résultats préliminaires obtenus à partir de cet échantillon semblent indiquer
que le détecteur fonctionne.






Figure 3.4 – Différences entre le schéma original (a) adapté de la figure S3 du
matériel supplémentaire (section B.1) et le design fabriqué à Berkeley (b et c). a,b)
Un photon (rouge) se propage vers un ensemble de transmons (orange). Le
résonateur de mesure λ/2 (vert) est choisi à une fréquence désaccordée des
transmons, ωr −ωq ≈ 2π × 1 GHz. Un filtre Purcell (bleu) diminue la dissipation
des transmons dans le guide d’onde de mesure. a) La distance entre les transmons
est de d≪ λ. b) La distance entre les transmons est de d = λ/2. Le photon et les
distances inter-transmons ne sont pas à l’échelle. c) Photo du détecteur fabriqué à
UC Berkeley, gracieuseté de John Mark Kreikebaum.
3.2.4 Avenues de recherche
Il serait d’intéressant d’observer la réponse dudétecteur sous un signal contenant
plus d’un photon pour déterminer si le nombre de photons peut être résolu. Une
partie de ce projet serait évidemment de réaliser des simulations avec plus d’un
photon dans le signal. Une autre partie serait de classifier correctement les signaux
de mesures et une option pourrait être d’utiliser des outils d’apprentissage machine
pour réaliser cette tâche [108]. Finalement le développement de nouvelles méthodes
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de caractérisation pour ce type de détecteur sont nécessaires, car les métriques
introduites à la section 3.1.1 ne s’appliquent qu’à des signaux de photons uniques.
Une piste de solution pourrait être l’utilisation de la tomographie de détecteur [131,
132, 50].
Une deuxième avenue intéressante serait d’explorer les applications potentielles
d’un détecteur résolut en temps, et plus particulièrement les possibilités qu’offrent
un tel détecteur dans les photons micro-ondes par rapport aux photons optiques.
Par exemple, on pourrait imaginer des expériences contenant à la fois une mesure
homodyne et un détecteur de photons. Une autre option serait de réduire volon-
tairement l’amplitude du couplage gz et d’étudier l’effet d’une mesure faible du
nombre de photons dans divers scénarios.
Finalement, une direction de recherche naturelle est d’étudier la dynamique
du détecteur dans la limite d’un très grand nombre d’absorbeurs, N → ∞. D’une
certaine façon, c’est ce dont traite l’article de la prochaine section.
3.3 Détecteur dephotonsmicro-ondes uniques, version
continue
3.3.1 Contexte
Une limitation importante du détecteur présenté dans la section précédente et
de tous les détecteurs de photons proposés jusqu’à présent est leur étroite largeur
de bande. En effet, tous ces détecteurs se basent sur l’absorption d’un photon dans
un mode de capture avec un grand facteur de qualité. La largeur de bande de ce
mode, κB, impose donc une limite naturelle à la largeur de bande du détecteur.
Afin d’obtenir un long temps d’interaction entre le photon et le mode de mesure,
une solution alternative est d’absorber ce photon dans un métamatériau unidimen-
sionnel de longueur z avec une relation de dispersion linéaire, ω = v|k|. Ainsi, le
temps d’interaction avec le photon n’est plus donné par le facteur de qualité d’un





Figure 3.5 – 1. Un photon d’étendue spaciale ∆x (rouge) se propage et est absorbé
par un métamatériau (orange) de longueur z couplé sur toute sa longueur à un
mode de mesure A (vert). 2. La présence du photon dans le métamatériau génère
un déplacement dans le mode de mesure A. 3. Une mesure homodyne du champ
de sortie permet de distinguer la présence du photon.
τ = z/v. Un grand temps d’interaction avec le mode de mesure, et conséquemment
un grand déplacement de l’état cohérent gzz/v ≫ 1, est obtenu en rallongeant le
métamatériau.
La différence entre la version discrète du détecteur (section 3.2.2) et cette version
continue est conceptuellement similaire à la différence entre les amplificateurs
paramétriques Josephson (JPA) [133, 134, 135, 136, 137, 138, 139, 140] basés sur des
modes localisés et les amplificateurs paramétriques Josephson à ondes progressives
(JTWPA) [141] basés sur des métamatériaux avec une non linéarité distribuée sur
une grande distance.
Le fonctionnement général du détecteur continu est illustré à la figure 3.5 où on
considère que le couplage entre le métamatériau et le mode de mesure est donné
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dx bˆ†x bˆx(aˆ+ aˆ
†), (3.6)
avec bˆx l’opérateur de champ annihilant un photon à la position x du guide d’onde,
[bˆx, bˆ†x′ ] = δ(x− x′). De manière similaire à la situation décrite par l’Hamiltonien 3.5,
le mode de mesure est sensible au nombre total de photons dans le métamatériau. Le
fait que le métamatériau interagisse avec un seul mode géant A est aussi un élément
crucial. En effet, il a été démontré qu’il est impossible d’obtenir un déplacement ap-
préciable pour un mode de mesure à partir d’une interaction cross-Kerr strictement
locale [142, 143, 144, 119].
Comme pour le détecteur discret présenté à la section précédente, la présence
du mode de mesure A induit une rétroaction due à la mesure du métamatériau et
impose une limite supérieure sur l’amplitude du couplage gz. Lorsque le photon est
absorbé dans un mode avec un grand facteur de qualité (figure 3.1), on a vu que la
variable quantifiant la rétroaction de la mesure est donnée par gz/κB. On peut alors
se demander comment se traduit cette variable pour le détecteur continu. L’intuition
pour répondre à cette question est que le mode de mesure A identifie non seulement
la présence du photon, mais aussi sa position à l’intérieur du métamatériau. En
raison du principe d’incertitude d’Heisenberg, une mesure de la position implique
une rétroaction sur la quantité de mouvement.
Considérons un point localisé x du métamatériau. Ce point interagit avec le
mode de mesure pendant un temps τx = ∆x/v = (v/σ)/v = 1/σ, où ∆x est l’éten-
due spatiale du photon incident et σ cette étendue convertie en unité de fréquence.
En considérant que la précision de la mesure est approximativement donnée par
le déplacement de l’état cohérent dans le mode de mesure, on obtient que la va-
riable caractérisant la rétroaction de la mesure est donnée par gzτx = gz/σ. Pour
le détecteur continu, l’amplitude du couplage longitudinal gz impose donc une
limite inférieure sur la largeur de bande des photons qu’il est possible de détecter,
ou de manière équivalente une limite supérieure sur l’étendue spaciale des photons
détectables. Contrairement au détecteur discret, la limite supérieure pour la largeur
de bande du détecteur continu n’est pas donnée par des raisons fondamentales,
mais plutôt les caractéristiques du métamatériau comme la bande de fréquence Ω
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sur laquelle la relation de dispersion est linéaire, ω = v|k|.
On peut aussi interpréter la rétroaction de la mesure pour le détecteur discret
(section précédente) dans le contexte du principe d’incertitude d’Heisenberg entre
position et quantité de mouvement. En effet, le détecteur discret illustré sur la figure
3.1 mesure non seulement la présence du photon, mais aussi sa position à un point
localisé donné par le mode d’absorption B. En considérant que le temps d’interaction
avec le point localisé B est donné par 1/κB, on retrouve la condition gz/κB ≪ 1 pour
minimiser l’effet de la rétroaction.
Pour une ligne à transmission avec une relation de dispersion linéaire, ω = v|k|,
les états propres sont des ondes planes se déplaçant vers la droite (k > 0) ou la
gauche (k < 0), voir équation 2.13. Suivant ce résultat, il est utile de décomposer les
opérateurs de champ spatiaux en modes se déplaçant en directions inverses, bˆx =
(bˆD,x + bˆG,x)/
√
2. Cette décomposition est naturelle lorsqu’on exprime l’opérateur
de champ spatial en fonction de sa transformée de Fourier qui correspond aux


































où Z est l’impédance de la ligne à transmission. Alors que pour une ligne à trans-
mission standard les modes bˆν,x sont découplés, on remarque que ce n’est pas le cas
dans l’Hamiltonien 3.6 et une réflexion du photon est possible due à la mesure,
bˆ†x bˆx ∝ bˆ
†
D,x bˆD,x + bˆ
†
G,x bˆG,x + bˆ
†
G,x bˆD,x + bˆ
†
G,x bˆD,x. (3.8)
Onmontre dans l’article que le processus de réflexion, bˆ†G,x bˆD,x, est très peu probable.
L’intuition ici est qu’une réflexion du photon induit un grand changement dans son
impulsion qui doit être compensée par l’interaction. Dans le régime où l’amplitude
de l’interaction est faible devant la fréquence du photon, gz/ω ≪ 1, ce processus
peut être négligé et on peut se restreindre à la dynamique des modes se propageant
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dans une seule direction, bˆ†x bˆx ≈ bˆ†D,x bˆD,x/2.
3.3.2 Article
L’idée d’utiliser un métamatériau pour réaliser un détecteur de photon a germé
naturellement des travaux d’Arne Grimsmo sur les JTWPA [145] et de nos travaux
présentés à la section précédente. En plus des nombreuses discussions sur la concep-
tion des différents aspects de ce détecteur, ma contribution pour cet article a été
d’obtenir une équation maîtresse effective pour le système émetteur-résonateur en
utilisant le formalisme d’intégrale de chemin Keldysh [146, 147]. Àma connaissance,
c’est la première fois que le formalisme Keldysh est utilisé dans un tel contexte.
Arne L. Grimsmo, Baptiste Royer, John Mark Kreikebaum, Kevin O’Brien, Irfan
Siddiqi et Alexandre Blais. Quantum metamaterial for nondestructive microwave
photon counting. In preparation, (2019)
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Detecting traveling photons is an essential prim-
itive for many quantum information processing
tasks, but it remains challenging at microwave fre-
quencies. We introduce a single-photon detector
design operating in the microwave domain, based
on a weakly nonlinear metamaterial built from a
large number of coupled Josephson junctions. The
combination of weak nonlinearity and the large
spatial extent of this detector circumvents well-
known obstacles limiting approaches based on a
localized Kerr medium. Using numerical many-
body simulations we show that the single-photon
detection fidelity increases with the length of the
metamaterial to approach one at experimentally
realistic lengths. Moreover, this weakly nonlinear
metamaterial allows for a remarkably large detec-
tion bandwidth. In stark contrast to conventional
photon detectors operating in the optical domain,
the photon is not destroyed by the detection and
the photon wavepacket is left only minimally dis-
turbed. This detector design offers new possibili-
ties for quantum information processing, quantum
optics and metrology in the microwave frequency
domain.
Introduction
In contrast to infrared, optical or ultraviolet frequencies
where single-photon detectors are a cornerstone of experi-
mental quantum optics, the realization of a detector with
similar performance at microwave frequencies is far more
challenging (1–13). The interest in realizing such a de-
tector is intimately linked to the emergence of engineered
quantum systems whose natural domain of operations is
the microwave frequency range, including superconducting
quantum circuits, spin ensembles, and spin or charge de-
grees of freedom in semiconductor quantum dots. The con-
tinuing improvement in coherence and control over these
quantum devices offers a wide range of new applications
for microwave single-photon detection, such as photon-
based quantum computing (14), modular quantum com-
puting architectures (15), high-precision sensing (16), and
the detection of dark matter axion (17).
For this reason, a number of theoretical proposals
and experimental demonstrations of microwave single-
photon detectors have recently emerged. These schemes
can broadly be divided into two categories: Time-gated
schemes where accurate information about the photon’s
arrival time is needed a priori (2,6,7,10,11,13), and detec-
∗Corresponding author. Email: arne.grimsmo@sydney.edu.au
tors that operate continuously in time and attempt to ac-
curately record the photon arrival time (1,3–5,8,9,12,13).
In this work, we are concerned with the last category which
is simultaneously the most challenging to realize and finds
the widest range of applications.
Depending on the intended application, there are sev-
eral metrics characterizing the usefulness of single-photon
detectors. Not only is high single-photon detection fidelity
required for most quantum information applications, but
large bandwidth, fast detection and short dead times are
also desirable (18). Moreover, the ability to resolve pho-
ton number and nondestructive photon counting are of
fundamental interest and offers new possibilities for quan-
tum measurement and control. Although some theoreti-
cal proposals and proof-of-concept experiments do well on
a subset of these characteristics, a detector design that
performs well across all desiderata in the microwave fre-
quency range is still lacking. In particular, detectors that
promise high detection fidelity typically suffer from nar-
row detection bandwidths (5, 6, 12), and even in theoreti-
cal simulations previous proposals for continuous-time de-
tectors have performance bounds below unit detection fi-
delity (1, 3–5, 8, 9, 12).
In this article, we introduce the Josephson Traveling-
Wave Photodetector for which we predict remarkably high
detection fidelities without sacrificing detector bandwidth.
This detector exploits a weakly nonlinear, one-dimensional
metamaterial designed to respond to the presence of a sin-
gle photon. The nonlinearity is provided by a large num-
ber of coupled Josephson junctions. Because the detector
response does not rely on any resonant interaction, a large
detection bandwidth in the range of hundreds of MHz is
feasible. The detection and reset times are predicted to
be in the µs range for typical parameters. Moreover, the
signal-to-noise ratio (SNR) grows linearly with the length
of the metamaterial which can be made large, leading to
single-photon detection fidelities approaching unity. By
interrogating the nonlinear medium with a giant probe—
a probe system that couples to the medium over a spatial
extent that is large compared to the length of the signal
photons—this approach bypasses previous no-go results
for photon counting based on localized cross-Kerr interac-
tion (19–22).
Results
Many proposals for itinerant microwave photon detection
rely on capturing the incoming photon in a localized ab-
sorber mode that is interrogated using homodyne or het-
erodyne detection (1,3–5,12,13). A first challenge associ-
ated with this approach is linked to a version of the quan-
1
Figure 1: a) Sketch of the JTWPD. Standard trans-
mission lines (black) are coupled to both ends of a one-
dimensional metamaterial (orange) of length z and linear
dispersion relation, ω = vk. A cross-Kerr interaction χ be-
tween the metamaterial and the giant probe mode (blue)
leads to a phase shift in the strong measurement tone
(yellow) while the signal photon (red) travels through the
metamaterial. b) Phase space picture of the probe mode.
With respect to the idle coherent state |α〉, the presence of
a signal photon displaces the states by gz/v, with g = χα.
tum Zeno-effect: continuously and strongly monitoring the
absorber will prevent the incoming photon from being ab-
sorbed (1,12). This manifests itself as photon backscatter-
ing and limits the detector’s quantum efficiency. Even in
the absence of continuous monitoring, another difficulty
concerns the tradeoff between efficiency and bandwidth.
Indeed, a large detector response to a single photon re-
quires a sufficiently long interaction time with the photon.
In principle, this can be achieved by making the absorber
mode long-lived. However, as the mode linewidth is in-
versely proportional to the photon lifetime, this imposes
a serious constraint on the detector bandwidth.
Our solution to overcome these obstacles is illustrated
schematically in Fig. 1: In place of a localized absorber, we
use a long and weakly nonlinear metamaterial. Backscat-
tering is avoided by using a nonlinearity that is locally
weak, yet a large response is made possible by having a
long photon time-of-flight through the metamaterial. The
presence of a photon is recorded using a continuously mon-
itored probe mode that is nonlinearly coupled to the meta-
material along the full extent of its length. Thanks to this
nonlinear cross-Kerr coupling, in the presence of the mea-
surement tone aˆin(t), a single photon in the metamaterial
induces a displacement of the output field aˆout(t) relative
to its idle state. While the interaction between the meta-
material and the probe mode is locally too weak to cause
any noticeable change in aˆout(t), the displacement accu-
mulates as the photon travels through the metamaterial
leading to a large enough signal to be recorded using ho-
modyne detection. Inspired by the Josephson traveling
wave amplifier (23), the nonlinearity in our proposal is
provided by a chain of Josephson junctions and we there-
fore refer to this detector as a Josephson Traveling-Wave
Photodetector (JTWPD).
JTWPD design and working principle As illus-
trated in Fig. 2, the backbone of the metamaterial is a
waveguide of length z (orange) realized as a linear chain
of capacitively coupled LC-oscillators. The oscillators are
coupled via an array of Josephson junctions to a readout
resonator acting as a giant probe (blue). With the meta-
material coupled at x = ±z/2 to an impedance matched
linear transmission line, the interaction time between the
photon and the giant probe is τ = z/v where v is the speed
of light in the metamaterial. Rather than working in this
transmission mode, the interaction time can be doubled
by terminating the metamaterial at x = +z/2 with an
open where the photon wavepacket is reflected. To sim-
plify the analysis, we consider the transmission mode but
results for the reflection mode can be obtained simply by
doubling τ .
The full detector Hamiltonian can be expressed as Hˆ =
Hˆ0 + Hˆr + Hˆint, where Hˆ0 contains the linear part of the
waveguide including the metamaterial as well as the input
and output linear waveguides, Hˆr is the probe resonator
Hamiltonian and Hˆint describes the nonlinear coupling be-
tween the probe and the metamaterial. As shown in the
Supplementary Materials, in the continuum limit where
the size a of a unit cell of the metamaterial is small with








In this expression, bˆ†±ω creates a delocalized right/left-
moving photon with energy ~ω and satisfies the canoni-
cal commutation relation [bˆνω, bˆ
†
µω′ ] = δνµδ(ω − ω′). The
subscript Ω in Eq. (1) is used to indicate that we only con-
sider the band of frequencies around which the metama-
terial’s dispersion relation is linear. Moreover, the probe
resonator Hamiltonian Hˆr can be written in a displaced






where K is a self-Kerr nonlinearity induced by the cou-
pling junctions and whose expression is given in Eq. (13)
of the Materials and Methods.
Finally, the junctions also lead to cross-Kerr coupling
between the array of oscillators and the probe mode. As
mentioned above, this coupling is chosen to be locally weak
such that the nonlinearity is only activated by the presence
of a strong coherent drive aˆin(t) on the probe. In this
limit, the nonlinear interaction Hamiltonian Hˆint in the
same rotating and displaced frame is given by
































with ω¯ a nominal center frequency for the incoming pho-
ton and which is introduced here for later convenience.
The parameter χ(x) is a dispersive shift per unit length
given in Eq. (20), while g(x) = αχ(x) with α the dis-
placement of the probe resonator field under the strong
drive aˆin. The expression for α, which we take to be real
without loss of generality, can be found in Eq. (18) of the
Materials and Methods.
As can be seen from the second term of Eq. (3) which
dominates for small χ(x) and large α, the combined effect
2
aFigure 2: Schematic representation of the JTWPD. The probe resonator with ground plane on top and the center
conductor below (blue), as well as a readout port on the right, acts as a giant probe. The light blue arrows illustrate the
fundamental mode function of a λ/2 resonator. This probe is coupled via a position dependent cross-Kerr interaction
χ(x), mediated by an array of Josephson junctions, to a metamaterial waveguide (orange). The metamaterial is
coupled to impedance matched input/output transmission lines at x = −z/2 and x = z/2 (grey). An incoming photon
of Gaussian shape ξ(x, t) is illustrated (red).
of the cross-Kerr coupling and the strong drive results in
a longitudinal-like interaction between the metamaterial
and the probe mode (24). This corresponds to a photon-
number dependent displacement of the probe field rela-
tive to the idle state displacement α, which accumulates
when a photon travels along the metamaterial. By contin-
uously monitoring the output field of the probe mode, a
photon is registered when the integrated homodyne signal
exceeds a predetermined threshold. This approach shares
similarities with the photodetector design introduced in
Ref. (12), with the important distinction that here the
photon is probed in-flight as it travels through the meta-
material rather than after interaction with a localized ab-
sorber mode. As will become clear later, this leads to a
large detection bandwidth.
As discussed below and in the Supplementary Materials,
a crucial feature of this detector is that although the de-
tection bandwidth is large, the metamaterial is engineered
such as to have frequency cutoffs. The low-frequency cut-
off avoids the detector from being overwhelmed by low-
frequency thermal photons. Moreover, decay of the probe
mode via the metamaterial to the input and output waveg-
uides is minimized by choosing the probe mode resonance
frequency to be outside of the metamaterial’s bandwidth.
In this situation, the metameterial effectively acts as a
Purcell filter for the probe mode, thereby avoiding degra-
dation of the probe mode quality factor.
Backaction and detector noise In the JTWPD, back-
action on the incoming photon’s wavevector, and therefore
photon backscattering, is minimized by working with a gi-
ant probe which, optimally, does not acquire information
about the photon’s position. Focusing first on the ideal
case where the probe mode self-Kerr nonlinearity K and
the dispersive shift χ(x) can be ignored, we clarify the
dominant noise process for the probe resonator and the
associated backaction on the photon by deriving a pertur-
bative master equation for the probe. In the subsequent
section, we turn to full numerical analysis including the
effect of the nonlinearities K and χ(x).
Considering the ideal case for the moment and ignoring
the spatial dependence of g(x), the interaction Hamilto-











The incoming photon is modeled by an emitter sys-
tem with annihilation operator cˆ, [cˆ, cˆ†] = 1, located at
x0 < −z/2 and initialized in Fock state |1〉. The de-
cay rate κc(t) of the emitter to the transmission line
is chosen such as to have a Gaussian wavepacket with
center frequency ω¯ and full width at half maximum
(FWHM) γ propagating towards the detector [see Eq. (21)
of Materials and Methods]. Using Keldysh path integrals,
we trace out the waveguide to find a perturbative master
equation for the joint emitter-probe system. As discussed
in the Materials and Methods, to second order in the in-
teraction, this master equation takes a remarkably simple
form
˙ˆρ = − i [gndet(t)(aˆ+ aˆ†), ρˆc]+ Γ(t)D[aˆ+ aˆ†]ρˆc
+ κc(t)D[cˆ]ρˆ+ κaD[aˆ]ρˆ.
(6)
In this expression, D[oˆ]• = oˆ• oˆ†−1/2{oˆ†oˆ, •} is the usual















1− e−κa2v (x+ z2 )
]
|ξ (x, t)|2 , (8)
with ξ(x, t) = ξ(t − x/v) the incoming photon envelop
and ndet(t) the fraction of the photon that is in the meta-
material at time t. A term of order g/ω¯ describing back-
scattering of the photon into the left-moving field has been
dropped from Eq. (6). With ω¯ the carrier frequency of the
incoming photon, this contribution is negligible.
With ρˆc the state of the system conditioned on a pho-
ton having been emitted, the first term of Eq. (6) has
















Figure 3: The top panel shows snapshots of the photon
number population along the MPS sites at three different
times t1 (red), t2 (green) and t3 (blue). The white re-
gion corresponds to the linear waveguide and the orange
region to the metamaterial with its coupling to the probe
resonator. The lower three panels show the Wigner func-
tion W (x, y) of the intracavity probe field at the three
respective times. When the photon is only partially in-
side the metamaterial, the probe is in a superposition
of displaced states (middle lower panel). Parameters are
κa = χ(x) = K = 0, gτ = 2 and γτ = 2.
form of Hˆideal: The probe resonator is conditionally dis-
placed by a drive equal to the longitudinal coupling am-
plitude times the photon fraction in the metamaterial,
g × ndet(t). Indeed, while the x-quadrature of the probe,
xˆ = (aˆ† + aˆ)/
√
2, is a constant of motion under Eq. (6),
the y-quadrature, yˆ = i(aˆ†− aˆ)/√2, is not. Moreover, the
second term of Eq. (6), proportional to the rate Γ(t), is
the dominant process contributing to noise also along the
y-quadrature. The origin of the noise term can be under-
stood as follows. When the photon first enters the detector
and is only partially inside the metamaterial, the probe
mode field evolves to a superposition of being displaced to
different average values of yˆ, leading to enhanced fluctua-
tions in this quadrature. This effect can be seen clearly in
the numerical results of Fig. 3, which are described in more
detail below. Finally, the last line of Eq. (6) describes the
usual decay of the emitter and probe at respective rates
κc(t) and κa.
As the increased fluctuations in the y-quadrature arise
due to uncertainty in the photon’s position, a spatially
longer photon is expected to lead to larger fluctuations.
A homodyne measurement of the probe’s y-quadrature
will collapse the superposition of displaced states and thus
lead to a backaction effect localizing the photon and ran-
domizing its wavevector. This effect can be minimized by
decreasing the interaction strength g while keeping gz/v
constant by increasing z. In other words, backaction can
be minimized by increasing the detector length relative to
the spatial extent of the photon. This intuitive reasoning
is confirmed by numerical results in the next section.
Numerical Matrix Product State simulations We
now turn to numerical simulations of the JTWPD includ-
ing the self- and cross-Kerr nonlinearities K and χ that
were dropped from the above discussion. To go beyond the
perturbative results of Eq. (6), it is no longer possible to
integrate out the waveguide degrees of freedom. A brute-
force numerical integration of the dynamics is, however,
intractable, as the JTWPD is an open quantum many-
body system with thousands of modes. We overcome this
by using a numerical approach where the systems is repre-
sented as a stochastically evolving Matrix Product State
(MPS) conditioned on the homodyne measurement record
of the probe output field.
Our approach is based on trotterizing the time evolu-
tion and discretizing the photon waveguide, including the
nonlinear metamaterial, along the x axis. Building upon
and extending recent developments of MPS in the context
of waveguide QED (25, 26), this leads to a picture where
the waveguide is represented by a “conveyor belt” of har-
monic oscillators (referred to as MPS sites below) interact-
ing with the probe resonator (see Materials and Methods).
Measurement backaction under continuous homodyne de-
tection of the probe resonator is included by represent-
ing the state as a quantum trajectory conditioned on
the measurement record (27). With our approach this
is simulated using a stochastic MPS algorithm. Fur-
ther details on this numerical technique can be found in
Materials and Methods and the Supplementary Materials.
As in the previous section, we consider a Gaussian pho-
ton wavepacket with FWHM γ propagating towards the
detector by an emitter initialized in the state |1〉 local-
ized to the left of the detector. The interaction strength is
quantified by the dimensionless quantity gτ where τ = z/v
is the interaction time as before, and the photon width by
the dimensionless quantity γτ . Example snapshots of the
photon number distribution along the MPS sites at three
different times t1 < t2 < t3 are shown in Fig. 3, along
with the corresponding Wigner functions of the probe
mode field. Because of the impedance match and negli-
gible backaction, the photon wavepacket travels without
deformation along the MPS sites.
We start by comparing numerical results from MPS
simulations to the perturbative master equation obtained
in Eq. (6). To help in directly comparing the simula-
tion results, we first consider the idealized situation where
χ(x) = K = 0. In Fig. 4, we show the average probe res-
onator displacement 〈yˆ〉 whose integrated value is linked
to the detector signal and the noise 〈∆yˆ2〉 as a function
of time. To verify the prediction that fluctuations in yˆ
increase for spatially longer photons, we compare Gaus-
sian wavepackets of different spectral widths γ. Recall
that a smaller γτ implies a longer photon relative to the
detector length. The solid lines in Fig. 4 are obtained us-
ing MPS simulations with γτ = 2 (blue), 4 (orange), 6
(green) and 10 (bright purple). The dotted lines are ob-
tained from Eq. (6) for the same parameters. The agree-
ment between the approximate analytical results and the
full non-perturbative MPS results is remarkable.
In panels (c, d) of Fig. 4 we use a spatially varying g(x),
and we consequently only show MPS results in these pan-
els. In practice, the probe will be realized from a resonator
whose vacuum fluctuations vary in space. To confirm the
robustness of the detector to this variation, Fig. 4 (b, c)
shows 〈yˆ〉 and 〈∆yˆ2〉 versus time as obtained from MPS
simulations for g(x) = 2g¯ cos2(2pix/z) + µ(x). The cosine
models the dependence on the mode function of a λ/2 res-
onator while µ(x) is added to take into account potential














































Figure 4: Time evolution of the intra-cavity probe dis-
placement 〈yˆ〉 [(a, c, e)] and fluctuations 〈∆yˆ2〉 [(b, d, f)],
in the idealized case χ(x) = K = 0. Top row: κa = 0 and
gτ = 2. Middle row: κa = 0 and spatially varying g(x)
with average value g¯τ = 2. Bottom row: κaτ = 1.0 and
gτ = 2. The solid lines correspond to MPS simulations
with different photon widths γτ = 2 (blue), 4 (orange), 6
(green) and 10 (bright purple), while the dotted lines are
from integrating Eq. (6).
here to be as large as 10%. Moreover, to show the effect
of a non-uniform g(x) more clearly, we use γτ = 10 cor-
responding to spatially shorter photons than in the other
panels. Although additional structures can now be seen,
the long-time average displacement remains unchanged
confirming that the detector is robust against spatial vari-
ations of the metamaterial-probe coupling.
Panels (e, f) of Fig. 4 show results fo κa > 0. In this sit-
uation the MPS evolves stochastically with each trajectory
resulting in a measured current Jhom(t) =
√
κa〈yˆ〉traj +
ξ(t), where ξ(t) = dWt/dt with dWt a Wiener process
representing white noise (27). We compare 〈yˆ〉 and 〈∆yˆ2〉
averaged over one thousand stochastic trajectories to the
results obtained by integrating the Keldysh master equa-
tion Eq. (6). The agreement is excellent for large γτ , but
small deviations are observed when this parameter is de-
creased. We attribute this to terms of higher than second
order in the interaction Hamiltonian, which are neglected
in Eq. (6). The exponential decay of 〈yˆ〉 at long time ob-
served in panel (e) simply results from the finite damping
rate κa. Indeed, the photon-induced displacement stops
once the photon has travelled past the metamaterial at
which point the probe mode relaxes back to its idle state.
For a given trajectory, we infer that a photon is detected




dt′Jhom(t′)f(t′ − t). (9)
is larger than a threshold ythr, i.e. maxt J¯hom(t) > ythr.
The filter f(t) ∝ 〈yˆ(t)〉 is obtained from averaging over
a large number of trajectories and is chosen such as to
give more weight to times where the signal is on average
larger. We maximize t over the time window [−τm, τm]
and chose the threshold to optimize between quantum ef-
ficiency and dark counts. The quantum efficiency η is de-
fined as the probability of detecting a photon given that


















Figure 5: (a) 75 filtered homodyne currents (arbitrary
units) for gτ = 3, κaτ = 1.0, |K|/κa = 10−2 and g/χ = 5.
Red traces are obtained with an incoming Gaussian pho-
ton of unitless width γτ = 6, and blue traces for vacuum.
The horizontal gray line is the threshold chosen to max-
imize the assignment fidelity. (b) Infidelity versus gτ for
γτ = 2 (blue), 4 (orange), and 6 (green), found by aver-
aging over Ntraj = 2000 trajectories. Other parameters
as in (a). The shaded regions indicate the standard error
±√F(1−F)/Ntraj.
one was present. From the above procedure, it can be es-
timated as η = Nclick|1/Ntraj|1, with Nclick|1 the number
of reported “clicks” and Ntraj|1 the number of simulated
trajectories with a photon. On the other hand, the dark
count probability is estimated similarly as the fraction of
reported clicks pD = Nclick|0/Ntraj|0 in a simulation with
no incoming photon. In these simulations, the dark count
rate is set by the threshold and the vacuum fluctuations
of the probe resonator. A number that incorporates both
η and pD, and is thus a good measure of the performance
of a photodetector, is the assignment fidelity (4)
F = 1
2
(η + 1− pD) . (10)
In practice, if the arrival time of the photon is known to lie
within some time window, one can optimize t in Eq. (9)
over this window in a post-processing step (12). In our
numerical simulations, the arrival time is known such that
this optimization is not necessary and we can therefore
simply evaluate J¯hom(t) at t = 0.
Fig. 5 shows 75 typical filtered output records, J¯hom(t =
0), as a function of the measurement window τm. These
results are obtained from stochastic MPS simulations with
γτ = 6, gτ = 3, κaτ = 1.0, and include self- and cross-
Kerr couplings with |K|/κa = 10−2 and g/χ = 5. The
red traces correspond to simulations where a photon was
present, while the blue traces are for incoming vacuum.
The horizontal gray line is the threshold chosen to opti-
mize the assignment fidelity. At τm/τ & 3, most traces
are correctly identified. Panel (b) shows the assignment
fidelity for γτ = 2 (blue), 4 (orange) and 6 (green) as as
function of gτ but fixed g/χ = 5. The measurement time
5
τm is chosen sufficiently large to maximize F . As expected
from Fig. 4, the fidelity is reduced for smaller γτ because
spatially longer photons (smaller γτ) lead to more noise
in the measurement.
A remarkable feature of Fig. 5 is the clear trend of the
assignment fidelity approaching unity with increasing gτ .
This number can be increased at fixed interaction strength
g by increasing the detector length. In the next section we
show that values of gτ in the range 1–3 used in Fig. 5 are
within reach for experimentally realistic parameters and
metamaterial lengths.
JTWPD design parameters The JTWPD shares
similarities with the Josephson Traveling Wave Parametric
Amplifier (JTWPA) (23). State of the art JTWPAs con-
sists of a metamaterial with Ncells ' 2000–3000 unit cells,
each comprised of a large Josephson junction and a shunt
capacitance to ground. In addition, LC oscillators used to
engineer the dispersion relation are placed every few unit
cells. We envision a JTWPD with a similar number of
unit cells, with a modest increase in complexity for each
unit cell. The most significant design difference is that in
the JTWPD every unit cell is coupled to the same probe
resonator. In practice, this resonator can be a coplanar
waveguide resonator or a 3D cavity.
As shown in the Supplementary Materials, the number












where we neglect spatial dependence of the parameters for
simplicity. In contrast to the simulation results, we assume
here that the detector is operated in reflection mode, effec-
tively halving the number of unit cells needed for a given
value of τ . In this expression RK = h/e
2 is the quan-
tum of resistance, Ztml the characteristic impedance of
the metamaterial, and EJ the junction Josephson energy.
Recall that the parameter K < 0 appearing in Eq. (11)
is the Kerr nonlinearity of the resonator resulting from
the Josephson junctions used to couple the probe to the
metameterial [see Eq. (13)]. However, the total Kerr non-
linearity of the resonator Ktot = K +Ks can be adjusted
by introducing another nonlinear element such as trans-
mon in the straddling regime (28) or a SNAIL (29) to the
probe. Following this approach, we can allow for a detec-
tor with a larger negative K < 0 contributing to reducing
Ncells, yet still have a total Kerr nonlinearity Ktot ' 0 to
avoid nonlinear response of the probe mode. Very similar
ideas have recently been used to cancel unwanted cross-
Kerr nonlinearities of order 200 kHz (30).
Fig. 6 shows Ncells as a function of the probe self-Kerr
K to reach gτ in the range 1–3, for a photon center fre-
quency of ω¯/(2pi) = 5 GHz. In these plots we use a
junction critical current Ic = EJ/φ0 = 5µA, which is
similar to junctions used in JTWPAs (23), and the other
parameters are α = 5 and Ztml = 50 Ω. Crucially, it is
possible to reach gτ in the range 1–3, as in our numeri-
cal simulations above, using Ncells ∼ 2000–3000 without
needing an excessively large |K|. Alternatively, the same
value of gτ can be reached for a smaller |K| by increas-
ing the transmission line characteristic impedance, Ztml,
as is clear from Eq. (11). Impedance matching with 50 Ω












Figure 6: Number of unit cells needed to reach gτ in
the range 1–3 as a function of probe resonator Kerr non-
linearity |K|, for α = 5, ω¯/(2pi) = 5 GHz, Ic = 5µA and
Ztml = 50 Ω. The total Kerr non-linearity of the resonator
Ktot = K + Ks can be tuned close to zero using, e.g., a
transmon in the straddling regime.
input and output transmission lines can then be achieved
using low loss impedance transformers. As discussed in
more detail in the Supplementary Materials, the self-Kerr
can be tuned by varying the small coupling capacitance
Cc between the junctions and the probe resonator, with
typical values in the 1–10 fF range.
The speed of light in the metamaterial is set by v/a =
(C0/Cnn)ω0, where ω0 is the resonance frequency of the
LC oscillators in the array, C0 the total capacitance of
the LC and Cnn the nearest neighbor coupling between
LCs (see Supplementary Materials). With Cnn/C0 = 0.1
and ω0/(2pi) = 5 GHz we thus get an interaction time
τ = 2z/v = 1.3µs for Ncells = 2000 as a representative ex-
ample. To have κaτ = 1 as in the simulations above, this
then suggests a probe decay rate in the range κa/2pi ' 0.1
MHz. We note that larger values of κaτ might also be
of interest, but we found this regime too demanding for
numerical simulations due to the prohibitively small time
steps needed. Based on the numerical results in the pre-
vious section, the detection time is of the order τm ' 3τ ,
and thus expected to be in the µs range for this choice of
τ . The detector reset time is naturally of the order 1/κa
and thus in the 10 µs range, but can likely be made faster
using active reset protocols. To avoid significant backac-
tion effects, the photon’s spectral width must not be too
small as we have shown in the preceding sections. A value
for the dimensionless photon width of γτ = 2 corresponds
to a FWHM of γ/(2pi) = 0.25 MHz, for the value τ = 1µs.
We emphasize that the detection fidelity increases with in-
creasing γ, and from our numerical results we thus expect
photons of spectral width in the MHz range or larger to
be detectable with very high fidelity. The bandwidth of
the detector is, on the other hand, set by appropriately
choosing the LC oscillators of the metamaterial. The LC
array has an approximately linear dispersion relation in a
band around the resonance frequency ω0, with frequency
cuttoffs at ω0±(Cnn/C0)ω0. For example, with ω0/2pi ' 5
GHz and Cnn ∼ 0.1C0, the JTWPD can reach bandwidths
in the several hundreds of MHz range. Depending on in-
tended application, it might not be necessary to engineer
such a large bandwidth and the coupling capacitance can
be chosen smaller, for example to reduce the rate of ther-
mal photons incident on the detector.
6
Discussion
Previous work have questioned whether cross-Kerr inter-
action can be used for high-fidelity single photon count-
ing (22), seemingly in contradiction with our results.
There is, however, a fundamental difference between our
proposal and the approach of Ref. (22). There, a number
of nonlinear absorbers independently couple to a travel-
ing control field. This is similar to an alternative version
of our proposal where each unit cell of the metematerial
couples to an independent probe resonator. More gener-
ally, we can consider a situation where we partition the N
unit cells of the detector into M blocks, with each block
coupled to an independent readout probe resonator. With
M = N we have a setup similar to Ref. (22), while M = 1
corresponds to the JTWPD. However, as shown in Ma-
terials and Methods, such a setup gives a
√
M reduction
in the probe resonator’s displacement. Our proposal thus
has an
√
N improvement in the SNR scaling. This im-
provement comes from using what we referred to in the
introduction as a giant probe, i.e. a probe resonator that
has a significant length compared to the photon. This con-
trasts with conventional circuit QED-based photodectors
relying on point-like probe systems. Interestingly, such
a setup does not have any obvious analog in the optical
domain, demonstrating the potential of using metamateri-
als based on superconducting quantum circuits to explore
fundamentally new domains of quantum optics.
In summary, we have introduced the JTWPD, a mi-
crowave photodetector based on a weakly nonlinear meta-
material coupled to a giant probe. This detector is uncon-
ditional in the sense that no a priori information about
the photon arrival time or detailed knowledge of the pho-
ton shape is needed for its operation. Detection fidelities
approaching unity, corresponding to detector efficiency
approaching one and dark count rates approaching zero,
are predicted for metamaterial length that are compatible
with state-of-the-art experiments. Moreover, because the
JTWPD does not rely on absorption in a resonant mode,
large detection bandwidths are possible.
A remarkable feature of the JTWPD, which distin-
guishes this detector from photodetectors operating in the
optical regime, is the nondestructive nature of the interac-
tion. Together with the large bandwith and high detection
fidelity, this opens new possibilities for single-photon mea-
surement and control, including feedback of photons after
measurement, weak single-photon measurement, and cas-
cading photon detection with other measurement schemes
or coherent interactions.
Materials and Methods
Kerr nonlinearity of the probe resonator The self-
and cross-Kerr shifts of the probe resonator induced by
the nonlinear coupling to the waveguide can be found us-
ing a black-box quantization approach (31). As shown in
the Supplementary Materials, the probe resonator Hamil-









with aˆ the annihilation operator for the probe mode sat-
isfying [aˆ, aˆ†] = 1. The resonator frequency ωr includes
significant frequency shifts due to the Josephson junction









with EJ,n the Josephson energy of the nth junction, φ0 =
~/2e the reduced flux quantum and RK = h/e2 the quan-
tum of resistance. Furthermore, Zr is the characteristic
impedance of the probe resonator and u(xn) is a dressed
resonator mode function evaluated at the location xn of
the nth junction, such that
√
Zru(xn) is the zero-point
fluctuations of the probe resonator biasing the nth junc-
tion (31). The last term of Hˆr describes a resonator drive
with amplitude ε and frequency ωd. Taking damping of
the probe resonator into account, the dynamics of the sys-
tem is described by the master equation
ρ˙ = − i
~
[Hˆr, ρ] + κaD[aˆ]ρ. (14)
Moving to a frame rotating at the drive frequency and
then displacing the field such that aˆ → aˆ + α, Hˆr takes
the form








α+ iε = 0. (16)
To drive the probe mode on resonance despite the Kerr
nonlinearity, we chose ωd such that δ = −2K|α|2. With
this choice, the transformed probe Hamiltonian reduces to
Hˆ ′r = ~K/2aˆ†2aˆ2 (17)
while the nonlinear equation for α becomes
K|α|2α+ iκa
2
α = iε. (18)
For K|α|2  κa, the solution is approximately α = 2ε/κa
and the steady-state of the resonator is to a good approx-
imation the coherent state |α〉. As discussed further in
the Supplementary Materials, in the opposite limit, the
steady-state becomes non-Gaussian something which can
reduce the signal-to-noise ratio of the detector. To remain
in the linear regime for sizeable α, we take |K|/κa to be
small.
Waveguide-probe cross-Kerr coupling In the labo-
ratory frame, the cross-Kerr interaction between the probe








to fourth order in the Josephson junction potentials and
where ν = ± refers to the direction of propagation of the
photon. In this expression, we have defined the dispersive







with ω¯ the photon center frequency introduced for later
convenience, Ztml the characteristic impedance of the
transmission line at frequency ω¯, and we recall that a
is the unit cell length. Because we are only interested
in small photon number in the waveguide, we have safely
dropped fast-rotating terms and higher-order terms in bˆνω
from Eq. (19). Moving to the rotating and displaced frame
introduced for the probe resonator above, Eq. (19) leads
to Eq. (3) where g(x) = αχ(x) with α given by Eq. (18)
and where we take α to be real without loss of generality.
The integral in Hˆint should be interpreted as a Riemann
sum, and the continuum limit is valid as long as all rele-
vant wavelengths are much longer than a. Moreover, the
expression for bˆν(x) in Eq. (4) and χ(x) in Eq. (20) are
derived under the assumption that dispersion is negligible
over a relevant frequency band around ω¯, where the pho-
ton number is non-zero. In other words, we are working
under the assumption that the incoming photon is suffi-
ciently narrow. Nevertheless, we expect that photons with
large spread of frequency components compared to previ-
ous proposals can be detected.
Effective Keldysh master equation We describe the
main steps of the derivation leading to Eq. (6) and refer
the reader to the Supplementary Materials for more de-
tails. We model the incoming photon using an emitter
located at position x0 to the left of the metamaterial and
of annihilation operator cˆ. After initializing the emitter in
the state |1〉, the emitter decay rate, κc(t), is chosen such
as to model the desired single-photon wavepacket. Here,

















1− erf[√2σt] , (22)
with erf(x) the error function. The FWHM γ used in the
main text is related to the variance as γ = 2
√
2 ln 2σ.
The ideal Hamiltonian for the detector, emitter, and
waveguide is given by























Using this Hamiltonian and adding decay of the
probe resonator, we write the corresponding Keldysh
action following Ref. (32). As explained in the
Supplementary Materials, do to this we take advantage
of the fact that the action is quadratic in the fields bˆ±(x)
and integrate out the waveguide degrees of freedom. The
result is then expanded in a Taylor series in the interac-
tion strength, which yields an effective Keldysh action for
the emitter-resonator system. Finally, from that effective
action, we find the equivalent master equation Eq. (6).
Detector response neglecting backaction
To help in building intuition for the detector’s response to
a single photon, it is useful to neglect backaction effects
and any correlations between the emitter and detector.
Under these approximations, upon tracing out the emitter





approximate expression 〈cˆ†cˆ〉⊗ ρˆA, where trC• is a partial
trace over the emitter and ρˆA is the reduced state of the
probe resonator. In this way, the reduced master equation







The associated quantum Langevin equation is





with aˆin(t) the input field which is in the vacuum state in
the displaced frame, i.e. 〈aˆin(t)〉 = 0. The solution for the






As expected, the number of photon in the metamaterial,
ndet(t), leads to a displacement of the probe field. We have
confirmed that for the parameters used in Fig. 4, the above
approximate expression is indistinguishable from the solu-
tion found from the full Keldysh master equation [dotted
lines in Fig. 4 (a, e)].
Detectors in series
We can generalize the above discussion to a situation
where the metamaterial is divided into M equal subsec-
tions, individually coupled to a set of M independent and
identical probe resonators. The interaction Hamiltonian



















∆x, ∆x = z/M , and
[aˆm, aˆ
†









Σ] = 1, and assuming that each probe res-
onator labeled by m couples identically with rate κ to a
common input-output waveguide, leads to the quantum









where κΣ = Mκ and where we have taken the resonator
frequencies to be identical. Under a similar set of approx-
imations as above, we find







Comparing to Eq. (25) which was obtained for M = 1,
we find a
√
M reduction in the displacement. To com-
pensate one could increase g → g√M , but this leads to a
breakdown of the assumption of negligible backaction. In
summary the “giant probe” limit M = 1 is ideal.
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Matrix Product State simulations The JTWPD is
an open quantum many-body system with nonlocal in-
teractions, and numerically simulating its time evolu-
tion poses an important challenge. Recently, approaches
based on Matrix Product States (MPS) have been devel-
oped to simulate point-like scatterers interacting with one-
dimensional waveguides (25, 26). Applying these ideas to
the JTWPD, however, requires nontrivial extensions of the
techniques in order to deal with the nonlocal interaction
and the stochastic nature of the evolution in the presence
of continuous homodyne detection. We outline here the
main ideas behind the method we have developed, leaving
further details to the Supplementary Materials.
To represent the system as an MPS, we discretize both
time and space. In the following we only consider the
right moving field in the waveguide. As long as the dif-
ferent parts of the waveguide are impedance matched and
g/ω¯  1, back scattering into the left-moving field is neg-
ligible and we can therefore drop it. Following (25,26), we
trotterize the time evolution operator





UˆNt−1 . . . Uˆ1Uˆ0, (31)
where Hˆ(t) is the Hamiltonian in the interaction picture,
and Uˆi evolves the system for a small time ti to ti + ∆t.













dxHˆint(x,t)− i~∆tHˆr/Nx , (33)































For a photon that is not too broad in frequency, we can











+ω′ ] = δ(ω − ω′) this leads to [bˆn, bˆ†m] ' δnm,
such that these discrete modes can be interpreted as har-
monic oscillators.
As illustrated in Fig. 7, Eq. (33) thus suggests the fol-
lowing picture: In the ith time step, the probe resonator
interacts with waveguide modes bˆj with −i ≤ j < Nx − i.
In the next time step, the waveguide modes are shifted
one unit cell to the right relative to the probe, such that
interaction is now with −i−1 ≤ j < Nx− i−1, and so on.
To model an incoming photon, we also include an emitter
Figure 7: At the ith time step, the probe resonator (aˆ)
interacts with oscillators labeled −i ≤ j < Nx − i, as
indicated by the dashed box. An emitter (cˆ) decays with
rate σ far to the left of the detector.
decaying at rate κc(ti) into the waveguide at site l0 − i
with l0 < 0 to the left of the detector.
This discretized system can be evolved using meth-
ods described in Ref. (26), with two important changes:
1) Within each time step the probe resonator interacts
with multiple waveguide oscillators represented by the
blue region in Fig. 7. We therefore perform a single time
step by swapping (33) the MPS site corresponding to the
probe resonator along the MPS, letting it interact with
the waveguide modes one by one. 2) For κa > 0, the
probe resonator is coupled to an additional bath describ-
ing the input-output fields aˆin/out(t), with aˆout(t) being
continuously monitored by homodyne detection. To avoid
representing these bath degrees of freedom explicitly, we
replace the unitary evolution e−iHˆr∆t with a stochastic
Schro¨dinger equation for the MPS integrated from ti to
ti + ∆t. For this, we use the usual stochastic Schro¨dinger
equation for homodyne detection which can be integrated
using standard numerical solvers for stochastic differential
equations (34). Note that only a single site of the MPS is
changed during this step. Further details are given in the
Supplementary Materials.
Supplementary Materials
Supplementary material for this article is available at [at-
tached pdf].
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3.3.3 Avenues de recherche
Une des avenues intéressantes de ce travail est l’utilisation des méthodes déve-
loppées pour décrire le JWTPD à d’autres métamatériaux similaires, par exemple les
amplificateurs JTWPA [141]. Par leur nature unidimensionnelle, ces métamatériaux
sont difficiles à représenter numériquement et analytiquement, car il faut considérer
un continuum de modes. Les travaux réalisés à ce jour [145, 149] négligent typi-
quement les interactions non linéaires et se cantonnent à des régimes où le champ
de sortie est gaussien. Il serait intéressant de voir si la méthode d’intégrales de





Considérant la fragilité des états quantiques, il est inévitable que l’information
contenue dans un qubit physique, par exemple un transmon, soit éventuellement
corrompue. Pour développer un ordinateur quantique universel, il est donc im-
pératif de développer des stratégies afin de protéger l’information logique contre
les interactions parasites avec l’environnement. Heureusement, le théorème du
seuil [150, 151] nous certifie qu’il est possible de protéger l’information quantique
contre les inévitables erreurs à condition que toutes les opérations de l’ordinateur
quantique se fassent avec un taux d’erreur suffisamment bas, p < pseuil. Afin d’obte-
nir cette protection, on utilise des codes de corrections d’erreur qui diminuent le
taux d’erreur au prix de qubits et d’opérations additionnelles.
Dans l’article présenté à l’intérieur de ce chapitre, j’introduis une méthode qui
pourrait aider à la fabrication d’un ordinateur quantique universel en diminuant le
coût expérimental relié à la correction d’erreur. Bien que ces résultats s’appliquent
à plusieurs codes de correction d’erreur, je ferai surtout référence au code de sur-
face [152, 153, 154, 155] illustré à la figure 4.1. Ce code est particulièrement attrayant
grâce à son seuil élevé, pseuil ≈ 1% [154], et à sa géométrie bidimensionnelle planaire.
Essentiellement, un code de correction d’erreur quantique protège l’information
logique en l’encodant de manière redondante et non locale dans un ensemble de
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Figure 4.1 – Schéma du code de surface. Neuf qubits physiques (ronds rouges)
encodent un qubit logique défini dans le sous-espace propre +1 des huit
stabilisateurs (carrés gris). Ces stabilisateurs consistent en opérateurs σˆ⊗nz (gris
pâle) et σˆ⊗nx (gris foncé) avec n = 4 à l’intérieur de la surface de qubits et n = 2 sur
les bords.
qubits physiques. Par exemple, pour le code de surface illustré à la figure 4.1, un
qubit logique est encodé dans un ensemble de L× L qubits physiques avec L = 3,
où allonger L équivaut à augmenter la robustesse du qubit logique contre les erreurs
locales. On définit l’espace logique du code comme le sous-espace correspondant
à la valeur propre +1 d’un ensemble d’opérateurs multi qubits, appelés stabilisa-
teurs [156], et on s’assure que le système est dans cet espace logique à partir d’une
mesure des stabilisateurs. Pour le code de surface, ces stabilisateurs correspondent
aux opérateurs σˆ⊗nz (gris foncé), et σˆ⊗nx (gris pâle). Après une erreur sur un qubit
physique, le système sort du sous-espace logique et se retrouve dans l’espace propre
-1 d’au moins un stabilisateur. En mesurant à répétition ces stabilisateurs, opération
aussi appelée mesure de parité, il est possible de détecter et de corriger les erreurs
avant que l’information logique ne soit corrompue.
Techniquement, une mesure de parité réfère seulement à un sous-ensemble des
mesures de stabilisateurs, soit une mesure d’opérateurs de Pauli, σˆ⊗nz , révélant si le
nombre de 1 est pair ou impair dans l’ensemble de n qubits. Par abus de langage,
j’étends ici la définition de mesure de parité à toutes les mesures d’opérateurs de








Figure 4.2 – Un qubit ancillaire préparé dans l’état |0⟩ permet de mesurer la parité,
σˆ⊗4z , de l’état |ψ⟩ à quatre qubits.
effectuées à partir d’une mesure σˆ⊗nz combinée à des portes à un qubit.
Étant donné que les mesures de parité doivent se faire à intervalles réguliers, il
est important qu’elles soient rapides et qu’elles aient une fidélité proche de l’unité.
De plus, la mesure elle-même devrait éviter d’introduire des erreurs dans les qubits
physiques et un état avec une parité initiale bien définie ne devrait pas être affecté
par la mesure.
L’approche standard pour la mesure de parité est d’utiliser un qubit ancillaire
préparé dans son état fondamental [46, 47, 48, 49, 51, 52]. En utilisant une série de
portes logiques à deux qubits comme illustré sur la figure 4.2, il est possible d’encoder
la valeur du stabilisateur dans l’état de ce qubit ancillaire qui est ensuite mesuré.
Toutefois, cette approche nécessite une surcharge expérimentale considérable, car
chaque stabilisateur requiert l’addition d’un qubit. Pour le code de surface, cela
implique d’approximativement doubler le nombre de qubits à fabriquer, calibrer et
contrôler (9 → 17 qubits sur la figure 4.1). Par exemple, voici le bilan en matériel
nécessaire à la mesure de parité indirecte démontrée par Takita et al. [51] :
— Un qubit ancillaire avec grand temps de cohérence
— Deux résonateurs de couplage entre les qubits
— Un résonateur de mesure pour le qubit ancillaire
— Un filtre Purcell pour le résonateur de mesure
Chaque mesure requiert aussi plusieurs portes à deux qubits qui allongent le temps
nécessaire pour mesurer la parité en plus d’être une source additionnelle d’erreurs.
Une seconde approche à la mesure de parité est de mesurer directement celle-ci
en couplant plusieurs qubits à un résonateur de mesure [53, 54, 55, 57, 157, 50].
En encodant directement la parité dans ce mode commun, la nécessité d’un qubit
ancillaire et de portes à deux qubits disparaît, allégeant considérablement le coût
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expérimental d’une telle mesure. Dans cette approche, le défi réside dans la concep-
tion d’une interaction effective globale entre l’ensemble des qubits et le résonateur.
Typiquement, les mesures de parité directes se basent sur l’interaction dispersive




χjσˆz,j aˆ† aˆ. (4.1)
En sondant la fréquence de résonance du résonateur à l’aide d’un pilotage bien
choisi et en mesurant le champ de sortie, certaines propriétés de l’ensemble des
qubits peuvent être mesurées. Crucialement, l’opérateur couplé au résonateur ne






Conséquemment, le champ de sortie n’est pas exactement un état binaire encodant
l’observable 4.2, ce qui induit un déphasage parasite sur les qubits. En d’autres mots,
il est difficile d’encoder seulement le bit d’information correspondant à l’observable
4.2 dans l’état du résonateur, et l’information acquise en plus de ce bit mène à du
déphasage.
Par exemple, il est possible de réaliser une mesure de parité pour deux qubits à
partir d’un protocole similaire à la mesure dispersive standard à un qubit [53, 54, 57].
Cette méthode consiste à sonder la fréquence du résonateur à l’aide d’une onde
micro-onde à la fréquence nue du résonateur, ωr. Dans le référentiel tournant à la
fréquence du résonateur, cette situation est décrite par l’Hamiltonien




σˆz,j aˆ† aˆ, (4.3)
où on suppose que le couplage dispersif entre les qubits et le résonateur est homo-
gène, χ1 = χ2 = χ 1. Comme illustré sur la figure 4.3a, la fréquence du résonateur
peut prendre trois valeurs différentes, ωr − 2χ,ωr,ωr + 2χ, lorsque l’état des qu-
bits est donné par |00⟩ , {|01⟩ , |10⟩}, |11⟩, respectivement. En prenant en compte
1. Notons que cette condition n’implique pas que les qubits aient lesmêmes fréquences, seulement






Figure 4.3 – Concept de la mesure de parité généralisant la mesure dispersive
standard. a) Absorption du résonateur en fonction du décalage en fréquence entre
le pilotage et la fréquence nue du résonateur, δ = ωd −ωr. Lorsque le décalage
dispersif des deux qubits est homogène, χ1 = χ2, la fréquence du résonateur peut
prendre trois valeurs différentes. Une mesure de parité entre le sous-espace pair
(rouge) et impair (bleu) s’effectue en pilotant le résonateur (flèche orange) à sa
fréquence nue, δ = 0. b) Espace de phase du résonateur. Lorsque les qubits sont
dans l’espace impair, le champ du résonateur est fortement déplacé. Lorsque les
qubits sont dans l’espace pair, le champ du résonateur est faiblement déplacé, avec
une phase inverse entre l’état de résonateur associé à |00⟩ et l’état associé à |11⟩.
le pilotage linéaire, l’état du système combiné qubits-résonateur est donné par
|ψ⟩ = ∑ij |ij⟩ ⊗
⏐⏐αij⟩, où i, j = {0, 1} notent les états de qubits et αij est l’état co-
hérent du résonateur associé à l’état ij des qubits. En pilotant le résonateur à la
fréquence ωr, le champ dans le résonateur a une grande amplitude seulement si
les qubits se trouvent dans le sous-espace impair, |α01| = |α10| ≫ 1, et une faible
amplitude dans le sous-espace pair, |α00| = |α11| ≪ 1, comme illustré sur la figure
4.3b. En mesurant le champ de sortie du résonateur avec une mesure homodyne
ou hétérodyne, il est possible de distinguer cette différence d’amplitude, et par








en supposant un état stationnaire et dans la limite où 2χ≫ κ.
Le problème avec cette méthode est que la phase des états α00 et α11 est différente,
et le champ de sortie du résonateur encode de l’information sur l’état des qubits dans
le sous-espace pair. Conséquemment, cette mesure de parité induit un déphasage
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En comparant les expressions pour le SNR (équation 4.4) et le taux de déphasage
dans le sous-espace pair (équation 4.5), on remarque que tous deux sont directement
reliés à l’amplitude du pilotage, ϵ. En particulier, le décalage dispersif, χ, est limité
par des contraintes physiques et le taux de dissipation, κ, détermine le temps de
mesure. Cette situation correspond à un cul-de-sac paramétrique et de nouvelles
méthodes sont requises pour réaliser une mesure de parité sans introduire d’erreurs.
Il est possible d’éviter le déphasage dans l’espace pair, γp, en mesurant le champ
de sortie avec un détecteur sensible seulement à l’amplitude du champ [22, 58], mais
comme on l’a vu au chapitre précédent, la réalisation de ce type de détecteurs est un
défi en soit. Une autre méthode est de réaliser une mesure homodyne du champ de
sortie qui, en choisissant le bon axe de mesure, ne révèle pas d’information sur l’état
des qubits dans l’espace pair (mesure de la quadrature Y sur la figure 4.3b). Dans
cette situation, le déphasage γp se traduit par une phase aléatoire dans l’espace pair
dont la valeur est encodée dans le champ de sortie du résonateur. En principe, il est
possible de corriger cette phase en mesurant parfaitement le signal de sortie, soit
en effectuant une mesure homodyne avec η = 1 [55, 56]. Finalement, il existe aussi
d’autres propositions permettant de mitiger le déphasage induit par la mesure en
complexifiant le montage [157, 158, 159, 160, 50].
Une autre limitation de la mesure de parité illustrée à la figure 4.3 est qu’il n’est
pas évident de la généraliser à plus de deux qubits. Par conséquent, elle ne peut
pas être utilisée dans un code de surface comme celui illustré sur la figure 4.1, où
les mesures de parités à quatre qubits sont essentielles. Considérons un couplage
dispersif entre quatre qubits et un résonateur, Hˆ = χ∑4j=1 σˆz,j aˆ† aˆ. Lorsque les qubits
sont dans un état impair, le résonateur est décalé de δi = ±2χ, tandis qu’un état
pair des qubits mène à un décalage de δp = ±4χ, 0. Pour mesurer la parité des
qubits, l’objectif est donc de distinguer entre δp et δi sans différencier les différents
décalages à l’intérieur de ces sous-espace, ce qui est impossible avec un pilotage
linéaire monochromatique.
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Dans l’article présenté dans ce chapitre [59], je propose une méthode pour une
mesure de parité directe où le SNR et le taux de déphasage peuvent être contrôlés
indépendamment. En utilisant un résonateur non linéaire et un pilotage à deux
photons, je montre qu’il est possible d’optimiser les paramètres du système pour
obtenir à la fois un grand SNR et un faible taux de déphasage. De plus, j’introduis
une méthode pour passer d’une mesure de parité à deux qubits vers une mesure de
parité à quatre qubits, rendant cette proposition attrayante pour une implémentation
du code de surface.
4.2 Article
J’ai développé l’idée originale pour cet article en collaboration avec Shruti Puri
alors qu’elle était postdoctorante dans le groupe. J’ai ensuite fait les calculs numé-
riques et analytiques nécessaires avec des apports de Shruti et Alexandre. Finalement,
j’ai écrit l’article qui a été révisé par Shruti et Alexandre. Le matériel supplémentaire
pour cet article, qui contient les calculs plus complexes, se trouve en annexe B.3.
Erratum
Il est mentionné dans l’article que le taux d’erreur obtenu pour le protocole de
mesure est en dessous de la valeur seuil pour le code de surface. Cette affirmation
est légèrement erronée, car les valeurs seuil pour le code de surface ont été calculées
pour un canal de dépolarisation sans corrélations d’un qubit à l’autre. Dans le
protocole proposé, les erreurs de déphasage sont corrélées à l’intérieur d’une même
plaquette, ce qui pourrait changer la valeur seuil citée. De plus, dans le texte de la
page 3, il est fait référence aux Lorentziennes de la figure 3A. Contrairement à ce
qui est écrit, les états pairs sont associés à la couleur rouge et les états impairs à la
couleur bleue.
Baptiste Royer, Shruti Puri et Alexandre Blais. Qubit parity measurement by
parametric driving in circuit qed. Sci. Adv. 4(11) (2018)
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Qubit parity measurement by parametric
driving in circuit QED
Baptiste Royer1*, Shruti Puri2, Alexandre Blais1,3
Multiqubit paritymeasurements areessential toquantumerror correction. Current realizationsof thesemeasurements
often rely on ancilla qubits, amethod that is sensitive to faulty two-qubit gates and that requires notable experimental
overhead. We propose a hardware-efficient multiqubit parity measurement exploiting the bifurcation dynamics of a
parametricallydrivennonlinear oscillator. This approach takes advantageof the resonator’sparametric oscillation thresh-
old,whichdependson the jointparityof dispersively coupledqubits, leading tohigh-amplitudeoscillations foroneparity
subspace and no oscillation for the other. We present analytical and numerical results for two- and four-qubit parity
measurements, with high-fidelity readout preserving the parity eigenpaces. Moreover, we discuss a possible realization
that can be readily implemented with the current circuit quantum electrodynamics (QED) experimental toolbox. These
results could lead to substantial simplifications in the experimental implementation of quantum error correction and
notably of the surface code.
INTRODUCTION
Quantum error correction (QEC) protects fragile quantum information
from decoherence and will play a vital role in large-scale quantum com-
putations. Typical QEC codewords are defined in a given eigenspace of
multiple parity operators. When an error occurs, the state of the qubits
leaves the codespace, something that is revealed bymeasuring the parity
operators. Because these measurements have to be performed re-
peatedly, it is crucial that they be of high fidelity. Moreover, to avoid
introducing errors, these measurements should leave the parity sub-
spaces intact, that is, states within a given parity subspace should re-
main unperturbed by the measurement.
In practice, parity measurement strategies can be broadly classified
as direct or indirect. The latter approach, used in recent experimental
demonstrations of small-scale error correction (1–3), relies on a series of
two-qubit entangling gates between the data qubits and an additional
ancilla qubit that is subsequently measured (1–7). Drawbacks of this
strategy are the accumulation of errors due to faulty two-qubit gates
and the experimental overhead that could become an impediment to
the implementation of larger QEC codes.
Faulty gates and overhead issues can be addressed by using direct
paritymeasurements. The central idea there is tomap the parity informa-
tion onto the state of a common mode coupled to the data qubits and
which is then measured. For example, a possible strategy to realize direct
measurements of two-qubit parity in circuit quantum electrodynamics
(QED) is to monitor the response of a resonator dispersively coupled
to the qubits. In this situation, the frequency of the oscillator, and there-
fore its response to a drive, becomes dependent on the joint-qubit parity
(8–10). A challenge with this method is to design and implement a
protocol that preserves the parity eigenspaces. In other words, in an ideal
paritymeasurement, the commonmode and its environment should gain
information only about which parity subspace (even or odd) the qubit
state belongs to. Possible improvements to overcome this eigenspace
dephasing were introduced in (11–14) but require quantum-limited
amplifierswithunit efficiency (11,12) or high-efficiency singlemicrowave
photon detectors (13, 14).
Here, we introduce a scheme for direct, high-fidelity paritymeasure-
ments that leaves the parity subspaces intact. Our approach is based on
dispersively couplingmultiple qubits to a nonlinear resonator driven by
a two-photon parametric pump. This situation leads to a qubit parity–
dependent parametric oscillation threshold. When the qubits are in the
even subspace, the amplitude of the two-photon drive is below the para-
metric oscillation threshold and the resonator state remains close to
vacuum.On the other hand, in the odd subspace, the parametric drive is
above threshold and the resonator bifurcates to a high-amplitude state.
We show that, by monitoring the amplitude of the resonator output
field with standard homodyne detection, it is possible to infer the parity
of the qubit ensemble with high fidelity while preserving both even and
odd parity subspaces. We show that the photon number in the high-
amplitude state can be increased by reducing the resonator nonlinearity,
leading to an increased signal-to-noise ratio (SNR) at constant eigen-
space dephasing. These ideas are generalized to more than two qubits
by using a multitone parametric drive targeting the multiple dispersive
shifts corresponding to the same parity subspace.
These ideas can be applied to different types of qubits coupled to
oscillators. For concreteness, here, we present a circuit QED implementa-
tion (15, 16) based on transmon qubits (17) that can easily be imple-
mented with the current circuit QED toolbox (18, 19).
RESULTS AND DISCUSSION
Parametrically driven nonlinear resonator
Before introducing our proposal for multiqubit parity measurements,
we present its main component: a resonator of frequency wr and Kerr
nonlinearity K. In the presence of a resonant parametric two-photon
drive Ep of frequencywp = 2wr and in a frame rotating atwr, this system








where â and â†denote the resonator’s annihilation and creation operators,
respectively. When the drive is turned off,Ep = 0, the steady state of the
system is the vacuum state. Below the parametric oscillation threshold,
Ep < k/2, with k the single-photon loss rate of the resonator, this system
corresponds to the widely used Josephson parametric amplifier (JPA)
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(19) with a vacuum-squeezed steady state. Above Ep > k/2, this system
bifurcates into one of two states of equal amplitude but opposite phases














Because both theHamiltonianĤR and the dissipation are symmetric
under the transformation â→ − â (see Methods), in steady state, the
resonator occupies either of the two states with equal probability,
leading to a null average displacement of the resonator field. However,
a single shot homodyne measurement of the resonator steady state will
always reveal a large amplitude |ao|. Once the resonator has latched
onto one of its two steady states, tunneling to the other is highly sup-
pressed for large values of |ao| (21–23). In the limit where the two-
photon drive is well above the parametric oscillation thresholdEp≫
k/2, the two steady states are coherent states.
If the parametric drive is detuned such that wr − wp/2 = d, the
system Hamiltonian becomes
H^R;d ¼ da^†a^ þ H^R ð4Þ
At large detuningsd2 > E2p  k2=4, the vacuum-squeezed state is
a steady state of the system, with the squeezing axis governed by
the sign of the detuning d (21). The degree of squeezing decreases
as the ratio |d|/Ep increases and, for |d|≫Ep, the steady state is very
close to the vacuum state.
Two-qubit parity measurement
We now turn to the core of our proposal, first considering two-qubit
parity measurements. More precisely, we aim to distinguish the odd
subspace spanned by the two-qubit states {|01〉, |10〉} from the even sub-
space spanned by {|00〉, |11〉}. To this end, we take twoqubits dispersively
coupled with equal strength c to the parametrically driven nonlinear
resonator. In a frame rotating at wr, this system is described by the
Hamiltonian
H^ 2qb ¼ cðs^z1 þ s^z2Þa^†a^ þ H^R ð5Þ
where s^zi is the Pauli Z operator for the ith qubit. Under this dispersive
coupling, the resonator frequency becomes qubit state dependent. We
note that single-qubit readout in a similar setup was proposed in (20)
and experimentally demonstrated in (18).
The aboveHamiltonian, combined with the discussion of the pre-
vious section, immediately suggests an approach for multiqubit parity
measurement. In Eq. 5, the qubits induce a dispersive shift of the res-
onator frequency that will change the parametric oscillation threshold
of the two-photon pump in a parity-dependentmanner.More precisely,
if the state of the qubit lies in the odd subspace, |yo〉 = c01|01〉 + c10|10〉,
the two dispersive shifts cancel, as illustrated in Fig. 1A.With do = 0, the
system then behaves as a resonantly driven nonlinear resonator. Con-
sequently, in the odd subspace, the resonator bifurcates to a large-
amplitude state, as illustrated in Fig. 1B. The combined qubit-resonator
system thus evolves from the initial state, |Y(0)〉 = |yo〉⊗ |0〉, to one of
the two steady states |Y(t)〉 = |yo〉 ⊗ | ± ao〉. The phase of the oscilla-
tions, Arg[〈â〉o] = qo, qo + p, is independent of the state of the qubits
within the odd subspace. In this situation,monitoring the output field of
the resonator using standard homodyne measurement of the Xqo ¼
a^eiqo þ a^†eiqo  quadrature reveals a large photon population in
the resonator, |〈â〉o|
2 = |ao|
2. Note that during the homodyne measure-
ment, the field can, in principle, switch between the two steady states ±
ao, something that can reduce themeasurement fidelity.However, these
switching events are rare for large |ao| (21–23).
On the contrary, in the even subspace, |ye〉 = c00|00〉 + c11|11〉, the
dispersive shifts of the two qubits add up and the two-photon drive is





the vacuum state remains a stable steady state even after activation of
the two-photon drive, as schematically depicted in Fig. 1B. That is, the
system remains in the initial state, |ye〉 ⊗ |0〉. In this case, tracking the
output of the resonator with homodyne measurement results in a null
amplitude |〈â〉e| = 0.
In practice, because the dispersive shifts are finite, the resonator state
will deviate from vacuum when the qubits are in the even subspace
and will become slightly vacuum squeezed under the action of the off-
resonant two-photon drive. The axis of squeezing, schematically repre-
sented in the inset of Fig. 1B, depends on the sign of the parametric
pump detuning and is therefore different for the two even states |00〉
and |11〉. This results in slow dephasing within the even parity subspace
at rate ge = k(Ep/2c)2 (see Methods). This dephasing can be made
small by limiting the amplitude of the two-photon drive Ep/2c≪ 1.
Crucially, this does not limit the SNR of themeasurement because |ao|
can bemade large by reducing the resonator nonlinearity,K, as shown





Fig. 1. Two-qubit parity measurement. (A) Qubit state–dependent frequency of
the resonator. The parametric two-photon drive (orange) is resonant when the qubits
are in the odd subspace, do = 0 (blue), and strongly detunedwhen the qubits are in the
even subspace, de = ±2c (red). (B) Resonator phase space under two-photondriving. In
the odd subspace, the resonator bifurcates in either ± ao (blue), while in the even sub-
space, it stays close to vacuum (red). The qubit parity is inferred by monitoring the
amplitude of the field leaking out of the resonator. Inset: In the qubit even subspace,
fluctuations are increased in a qubit state–dependent quadrature, leading to slow de-
phasing inside the subspace. (C) Possible circuit QED realization of the two-qubit parity
measurement. Transmon qubits (red) are capacitively coupled to an off-resonant, non-
linear resonator (green).
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dephasing rate ge can be optimized separately. This is in stark con-
trast with schemes based on coherent drives where, for a fixed dis-
persive coupling c, the eigenspace dephasing increases with the SNR
(8, 9, 11).
To numerically evaluate the performance of this measurement
scheme, we simulate the evolution generated by Eq. 5 under a stochastic
master equation (seeMethods) (24), which implicitly includes switching
events between the two resonator steady states in the odd qubit parity
subspace. We first compute 2000 trajectories where the qubits are
initialized in the odd (even) subspace. For each trajectory, we inte-
grate the resulting homodyne current and categorize it as odd (even)
if the absolute value of the signal is above (below) an optimized thresh-
old value. The resulting measurement fidelityFm(t) = 1/2[P(e|e) +
P(o|o)] is shown as a function of time in Fig. 2A. Starting atFm(0) =
0.5 corresponding to a random parity guess, the fidelity steadily in-
creases toward 1. For the realistic parameters K/k = 0.175, c/k = 25,
Ep/k = 2.5, and t = 5/k, we find a large measurement fidelity Fm =
99.9%. In these simulations, the steady-state photon number (in the
odd subspace) is set to |ao|
2 ≈ 14, leading to a high SNR once the
resonator reaches steady state. For these parameters, we observed
no switching events between ±ao and, consequently, the measure-
ment time is limited by the bifurcation time to the steady state,
which scales as ~ 1/(Ep − k/2) (see Methods). This could potentially
be shortened by shaping the two-photon pulse Ep(t) or with further
parameter optimization. Moreover, the measurement fidelity might
be improved further by using more sophisticated signal analysis
methods such as machine learning (25).
Starting with an unentangled superposition of the odd and even
states, this parity measurement collapses the qubits to an entangled Bell
state within one of the two subspaces. To study the creation of entan-
glement and assess eigenspace dephasing, we initialize the system in an
unentangled state with both qubits in the +1 eigenstate of s^x and the
resonator in the vacuum state, | + + 〉 ⊗ |0〉. We again compute 2000
realizations of the evolution and register the qubit state conditioned on
themeasurement record, rc. Figure 2B shows the concurrence of rc as a
function of the measurement time t. From the initial unentangled state,
the qubits are rapidly projected on one of the two parity subspaces,
leading to a high concurrence at moderate times. At longer times, the
concurrence conditioned on an odd parity measurement approaches
unity and, in the even subspace, it slowly decreases due to the slow
dephasing ge (not apparent on the scale of Fig. 2B). To study the
properties of the measurement process only, we considered ideal qubits
(T1, T2→∞) and perfectly matched dispersive shifts. In practice, these
imperfections will cause the concurrence to slowly decrease and, in the
case of relaxation errors during the measurement (T1), will decrease
the measurement fidelityFm. Using realistic relaxation times for the
qubits, T1 = 50 ms, we compute ameasurement fidelity of 98.2% in t =
1.56 ms (see the Supplementary Materials).
After the measurement, the resonator is reset by turning off the
two-photon drive and waiting for a few resonator lifetimes 1/k or,
alternatively, by adiabatically ramping down the parametric drive (21).
Because the resonator ends up in a state close to a coherent state, this
process can also be sped up using active reset techniques (26–28).
Four-qubit parity measurement
We now turn to a generalization of the above approach to four qubits.
This is motivated by the many QEC codes that require frequent parity
measurements of more than two qubits. This is the case, for example, of
the surface code that relies on four-qubit parity measurements (29). Be-
cause of the larger Hilbert space, it is now challenging to extract the
measurement fidelity and study the entangle creation from numerical
simulations. As a result, in this section, we focus on the underlying con-
cepts and on analytical results.
Building on the results for the two-qubit scenario presented above,
we now consider four qubits dispersively coupled to a single nonlinear
resonator, where we aim to distinguish between two parity subspaces
that are eightfold degenerate. In the even subspace, the dispersive
shift can take three different values de = 0, ± 4c (blue Lorentzians),
while in the odd subspace it can take two different values do = ± 2c
(red Lorentzians), as schematically illustrated in Fig. 3A. Accordingly, a
naive generalization of the two-qubit scheme presented above is to ex-
cite the resonator with a two-tone two-photon drive Eð2wÞp at frequencies
2(wr ± 2c), as shown by the two sets of orange double arrows in Fig. 3A.
As in the two-qubit case, this two-tone drive leads to a situation where
the parity information is encoded in the amplitude of the resonator
field: A high amplitude corresponds to the odd subspace, and a null
amplitude corresponds to the even subspace. When the two tones of
the two-photon drive are of equal amplitude, the amplitude of the
output field does not depend on the two possible dispersive shifts within



















Fig. 2. Measurement fidelity and concurrence. (A) Measurement fidelity as a
function of time. (B) Concurrence conditioned on themeasurement record being even




Fig. 3. Four-qubit parity measurement. (A) Top: Nonlinear resonator qubit state–
dependent frequency. A two-tone two-photon driveEð2wÞp is sent to the resonator at
d = ± 2c (orange double arrows). Bottom: Resonator photons are converted to a filter
frequency (purple) via a two-tone coupling modulation g(t) (dark green). (B) Possible
circuit QED realization. Transmon qubits (red) are capacitively coupled to a high-Q,
nonlinear resonator (light green), which is coupled via a tunable coupler (dark green)
to a low-Q filtermode (purple). A two-tonemicrowave drive on the nonlinear resonator
(orange) induces the two-photon drive, while the coupling modulation is induced by
the combination of a drive on the nonlinear resonator and a two-tonedrive on the filter
mode (dark green).
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directly depends on do, leading to fast dephasing inside the odd parity
subspace at a rate go = k|ao|
2. A possible solution introduced for linear
drive schemes (13) and also applicable here is to use such a two-tone
drive Eð2wÞp in combination with a detector that is sensitive exclusively
to the amplitude of the output field, that is, a broadband, high-efficiency
photon detector. However, the realization of this type of detector in the
microwave domain remains challenging. Alternative proposals also
offer solutions to this frequency distinguishability problem but at the
cost of higher experimental complexity (13, 30–33).
Here, we introduce a simpler, hardware-efficient approach to four-
qubit parity measurements where the nonlinear resonator is coupled to
a low-Q “filter” resonator of frequency wf through a tunable coupling
element. As we show, this effectively implements a “frequency erasure”
channel that converts resonator photons atwr ± 2c to a single frequency
wf. As a result, only the parity information remains in the output field,
that is, the output field contains no information about the different dis-
persive shifts do within the odd subspace. Crucially, this allows us to
infer multiqubit parity using standard homodyne detection without
inducing dephasing within that subspace.
To implement this frequency erasure channel, we consider a two-
tone modulation g(2w) of the resonator-filter coupling at frequencies
Df ± 2c, where Df ≡ wr − wf. This multitone coupling modulation is
schematically illustrated in Fig. 3A (dark green arrows), where one
modulation tone (full lines) brings the d = ± 2c resonator peaks
(blue) in resonance with the filter mode (purple), while the other
coupling modulation tone (dashed lines) is off-resonant by ∓ 4c and
has only a small effect. Irrespective of the dispersive shift d = ± 2c, res-
onator photons are then converted to a single frequency wf. In a frame
rotating at wr ± 2c for the resonator, wf for the filter resonator and ne-
glecting for now off-resonant terms, the above situation is described by
the Hamiltonian (see Methods)
H^4qb;o
ð±2cÞ ¼ H^R þ g2 a^f^
† þ a^† f^
h i
ð6Þ
where f^ and f^
†
denote the annihilation and creation operators, respec-
tively, of the filter mode.
Equation 6 crucially shows that the resonators’ dynamics does
not depend on the state of the qubits within the odd qubit subspaces,
do = ± 2c. Consequently, similar to the two-qubit case, four-qubit parity
information can be inferred without eigenspace dephasing by monitor-
ing the amplitude of the output field of the filter mode using homodyne
detection.
Expanding further the simple analysis leading to Eq. 6 reveals
that, in the odd parity subspace, the filter also emits in a qubit state–
dependent sideband wf ± 4c, as illustrated by the dark green dashed
lines in Fig. 3A. Consequently, a small portion of the “which-frequency”
information is present in the output field, causing a slow dephasing
at a rate geffo ¼ keff jaoj2=ð1þ ð8c=kf Þ2Þ inside the odd subspace where
keff = g
2/kf (see Methods). Taking a measurement time kefft = 5, a
steady-state photon number |ao|
2 = 10, and a ratio c/kf = 20, this leads
to an approximate error probability geffo t ¼ 0:2%, which is below the
threshold for QEC with the surface code (34). Internal photon loss of
the nonlinear resonator at a rate kint will also induce dephasing inside
the odd subspace at a rate ginto ¼ kintjaoj2, something that should ideally
be minimized.
The mechanism responsible for this frequency erasure is the align-
ment of one nonlinear resonator sideband with the filter frequency for
all odd parity qubit states. In the approach described above, we pro-
posed to activate these sidebands via amultitonemodulation of the cou-
pling between the nonlinear resonator and the filter. An alternative
approach is to modulate the nonlinear resonator frequency. This leads
to FM (frequencymodulation) sidebands that can be used, for example,
to perform entangling gates between superconducting qubits (35).
Moreover, we considered above that all qubits had the same dispersive
coupling c to the nonlinear resonator. As long as the absolute value of
the dispersive coupling stays homogeneous, its sign could vary among
the qubits, c→− c, with sole consequence to exchange even and odd in
the discussion above. Last, an added advantage of introducing the filter
mode is that it acts naturally as a Purcell filter for the qubits (36).
Circuit QED implementation
Realization of the above ideas is natural in different quantum sys-
tems, and as a concrete example, we now describe a possible circuit
QED (15, 16) implementation with transmon qubits (17). Figure 1C
shows the circuit for a two-qubit parity measurement, where two trans-
mon qubits (red) are capacitively coupled to a nonlinear quarter-
wavelength resonator (green). Taking the transmons to be far detuned
from the resonator, the qubit-resonator coupling takes the dispersive
character shown in Eq. 5. The dispersive couplings c are adjusted
to be of equal magnitude, and we assume the transmon qubits to
be detuned from each other to avoid qubit-qubit interaction me-
diated by the resonator. The resonator nonlinearity K is induced,
in part, by a superconducting quantum interference device (SQUID)
located at the end of the resonator and, in part, by the qubits. The two-
photon drive is induced by modulating the SQUID’s flux at twice the
resonator frequency (orange). In short, the circuit that we propose con-
sists of two transmon qubits dispersively coupled to a JPA parametri-
cally driven above threshold and is well within reach of current
experimental capabilities. Alternatively, the need for flux modulation
can be removed by replacing the SQUID by a three-wave mixing ele-
ment (37).
Figure 3B shows a possible implementation of the four-qubit parity
measurement. Similarly to the two-qubit version, it consists of a non-
linear, quarter-wavelength coplanar resonator (green) capacitively
couplednow to four transmonqubits (red). To erase thewhich-frequency
information, the nonlinear resonator is coupled to a linear filter resonator
(purple) by a tunable coupling element (dark green).Multiple circuits can
be used to generate the necessary couplingmodulation (38–41), and here,
we follow (41).With this approach, the two-tone couplingmodulation
g(2w) is activated by driving the linear resonator (purple) with a three-
tone coherent drive on the filter mode (dark green).
Surface code implementation
Figure 4 shows a schematic representation of what our proposed
hardware-efficient implementation of the surface code could look like,
here shown for nine qubits. Red circles represent data qubits, and non-
linear resonators are implemented using the circuit of Fig. 3B. Out-
of-plane interconnects, represented by squares, allow us to address
all elements in this planar architecture. Single-qubit readout is per-
formed through the yellow resonators, and single-qubit control is
performed through the brown lines. Light gray regions represent
measurement of s^z error syndromes, while dark gray regions repre-
sent measurement of s^x error syndromes. The latter are realized by
applying Hadamard gates before and after the parity measurement.
In contrast to architectures based on indirect parity measurements
requiring 17 qubits, only 9 data qubits are necessary here.
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To summarize, we have introduced a scheme for qubit parity readout
exploiting the bifurcation dynamics of a nonlinear oscillator. For two
qubits, this leads to a high-fidelity readout that preserves the parity
eigenspaces.We also presented an extension of this scheme to the parity
readout of four qubits using a multitone parametric drive in combina-
tion with a multitone modulation of the coupling between a nonlinear
resonator and a filter mode. Both schemes have a simple circuit QED
implementation that could be realized with current devices. This work
paves the way for a hardware-efficient implementation of QEC codes
such as the surface code in circuit QED.
METHODS
Stability of resonator vacuum state
When parametrically driven on resonance, the classical equations
of motion for the field quadratures of the nonlinear resonator x =
〈â + â†〉/2 and y = − i〈â − â†〉/2 are given by
_x ¼ Kðx2 þ y2Þy  Epy  k2 x ð7Þ
_y ¼ Kðx2 þ y2Þx  Epx  k2 y ð8Þ
Computing the eigenvalues of the evolution matrix linearized
around vacuum (x, y) = (0, 0), we obtained l± = ± Ep − k/2. Small fluc-
tuations around vacuum will thus make the system leave this unstable
point on a time scale given by l1þ ¼ ðEp  k=2Þ1.
Dephasing in the two-qubit parity measurement
In the oddqubit subspace, the dispersive shifts shown inEq. 5 cancel out
and the qubits decouple from the resonator. Consequently, there is no
dephasing in that subspace.On the other hand, in the even subspace, the
two-photonparametric drive leads to a qubit state–dependent resonator
field. More precisely, and as schematically illustrated in the inset of
Fig. 1B, when the dispersive shifts aremuch larger than the two-photon
drive and the resonator decay rate, 4c≫ Ep, k, the resonator field is in
the slightly squeezed state |reiq〉. The squeezing parameter is r≈ Ep/4c,
and the squeezing angle q ≈ 0 or p/2 is qubit state dependent (19). The
overlap of these squeezed pointer states is 〈rjreip=2〉 ¼ 1= ffiffiffiffiffiffiffiffiffiffiffiffifficosh2rp . The
corresponding measurement-induced dephasing in this subspace is
then roughly given by ge ~ k(1 − 〈r|re
ip/2〉) ~ k(Ep/4c)2 for small r. A
more rigorous derivation of this rate can be found in the Supplementary
Materials.
Simulations
To model the back action of the homodyne measurement chain, we
simulated multiple realizations of the evolution of the system under
the stochastic master equation (24)
dr ¼ i H^ ; r dt þ kD½a^rdt þ ffiffiffikp H a^eiqo rdW ð9Þ
whereD½a^• ¼ a^•a^†  1=2fa^†a^; •g is the dissipation superoperator
and H½M^ • ¼ M^•þ •M^†  Tr½M^•þ •M^†• is the homodyne mea-
surement back-action superoperator. Moreover, dW is a Wiener incre-
ment, which has statistical properties E[dW] = 0, E[dW2] = dt, with
E[•] denoting the ensemble average. The results of Fig. 2 were ob-
tained using Eq. 9 with the Hamiltonian Eq. 5. Equation 9 shows that
the Hamiltonian and dissipation (first two terms) are symmetric under
the transformation â→ − â. This symmetry is broken by the homo-
dyne measurement back action (last term), that is, by conditioning the
state on the measurement record. In other words, although the aver-
age displacement of the resonator is null, conditioning the state on the
measurement record makes it collapse onto ± ao.
The homodyne current resulting from the stochastic master equa-




〈a^eiqo þ a^†eiqo 〉þ dW=dt . For a given
measurement time t, the dimensionless integrated signal is given by
sðtÞ ¼ ffiffiffikp ∫t0dt jhðtÞ.
To focus solely on the measurement scheme itself, we considered a
homodynemeasurement chainwith unit efficiency. Because of the large
number of photons in steady state, |ao|
2, the measurement time and
fidelity are mostly limited by the bifurcation time. As a result, adding
imperfections to the measurement line affects the measurement time in
a negligible manner. Moreover, for the parameters considered in the
main text, the output power to amplify is below the 1-dB compression
point for state-of-the-art amplifiers (42).
Effective four-qubit Hamiltonian
As mentioned in the main text, we consider four qubits dispersively
coupled to a nonlinear resonator under a two-tone two-photon drive
Eð2wÞp ðtÞ ¼ Epcos½2ðwr  2cÞt þ Epcos½2ðwr þ 2cÞt . Coupling the
nonlinear resonator to a harmonic filter through a two-tonemodulation
g(2w) = g cos[(Df + 2c)t] + g cos[(Df − 2c)t], this system is described by
the Hamiltonian






a^†a^†a^a^ þ wf f^ † f^
þ Eð2wÞp ðtÞ½a^a^ þ a^†a^† þ gð2wÞðtÞ½a^f^
† þ a^† f^  ð10Þ
For the circuit of Fig. 3, this two-tone coupling modulation is ob-
tained by driving the filter mode with a three-tone linear drive at
Fig. 4. Schematic for a possible circuit QED realization of the nine-qubit surface
code. Qubits are represented by red circles, and out-of-plane interconnects are repre-
sented by squares. Single-qubit readout and control are achieved through the yellow
resonators and brown lines, respectively. Parity measurements are performed using
the circuit of Fig. 3B, here represented with half-wavelength nonlinear resonators. s^z
error syndromes are measured in light gray regions, while s^x error syndromes are
measured in dark gray regions.
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frequencies wd1,wd2,wd3. Setting wd1 − wd2 = Df − 2c and wd1 − wd3 =
Df + 2c results in the desired two-tone modulation as well as AC-Stark
shifts of the resonator and filtermode frequencies (see the Supplemen-
tary Materials).
To go from Eq. 9 to Eq. 6 of the main text, we restrict the qubit state
to the one-excitation subspace spanned by {|0001〉, |0010〉, |0100〉,
|1000〉}, leading to a dispersive shift do = − 2c. We then go to a frame
rotating at wr − 2c for the nonlinear resonator and at wf for the filter
























† þ ei4ct a^† f^
h i
ð11Þ
The first two terms correspond to the effective Hamiltonian Eq. 6.
The third term is the off-resonant two-photon drive tone and has a
small effect on the resonator. The fourth and final term leads to a small
photon emission in the filter sideband wf − 4c and, consequently, to a
dephasing rate keff|ao|
2/(1 + (8c/kf)
2) (see the SupplementaryMaterials).
The effective Hamiltonian H^4qb;o
ðþ2cÞ
in the three-excitation subspace with
dispersive shift do = 2c is obtained in the same way.
SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/4/11/eaau1695/DC1
Supplementary Text
Fig. S1. Schematic representation of the steady state of a parametrically driven nonlinear
resonator in parameter space.
Fig. S2. Illustration of the resonator phase space when the qubits are in the even subspace.
Fig. S3. Illustration of the resonator phase space when the qubits are in the odd subspace.
Fig. S4. Possible circuit QED implementation of the two-qubit parity measurement.
Fig. S5. A possible circuit QED implementation for the four-qubit parity measurement.
Fig. S6. Fidelity of the two-qubit parity measurement as a function of measurement time for
different decay times of the qubits.
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4.2.1 Précisions sur l’article
La mesure de parité directe à quatre qubits que je propose nécessitant plus de
matériel que la mesure de parité directe à deux qubits, il est utile de dresser le bilan
du matériel nécessaire :
— Un résonateur non linéaire de mesure
— Un filtre pour le résonateur de mesure
— Un qubit pour le couplage variable entre les deux résonateurs précédents
L’avantage par rapport à la mesure indirecte réside ici dans l’élimination de deux
résonateurs de couplage. De plus, le qubit supplémentaire permettant un couplage
variable n’est jamais excité durant le protocole, enlevant la contrainte d’un grand
temps de cohérence présente pour le qubit ancillaire de la mesure indirecte. La
fonction du qubit de couplage est seulement d’ajouter une non-linéarité au circuit.
Finalement, la mesure de parité directe ne requiert pas de portes à deux qubits,
simplifiant grandement la calibration du système et rendant la protocole plus robuste
aux erreurs. En effet, une erreur de porte à deux qubits dans une mesure de parité
indirecte mène à un état erroné du qubit ancillaire, ce qui mène ultimement à des
erreurs sur la mesure de parité et sur l’état des qubits de données. Au contraire,
dans la mesure de parité directe, il y une résilience intrisèque à certaines erreurs.
Par exemple, une légère erreur sur la longueur de l’impulsion de mesure aura peu
d’effet sur la fidélité finale de la mesure.
Une autre façon de comprendre le protocole d’effacement de fréquence est de
considérer tout le dispositif au-delà du résonateur non linéaire commeun instrument
de mesure insensible au décalage en fréquence, δo = ±2χ. En effet, le pilotage à
deux photons combiné au couplage dispersive mène à une intrication photons-
qubits qu’il est impossible de défaire par une opération unitaire uniquement sur
les photons. Cependant, en mesurant une observable bien choisie, il est possible
de conserver les superpositions quantiques désirées. Dans le cas présent et lorsque
les qubits sont dans un état impair, l’état du résonateur non linéaire est donné par
un état cohérent
⏐⏐α e±iδot⟩ et une mesure homodyne stroboscopique permet d’être
sensible à l’amplitude α sans tenir compte de la phase additionnelle ±iδot. L’effet
du couplage variable est donc d’extraire les photons de manière stroboscopique,
c’est-à-dire seulement aux temps où les états
⏐⏐α e±iδot⟩ sont indistinguables.
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4.3 Avenues de recherche
Une première option pour améliorer cette mesure de parité directe serait de
trouver des stratégies pour l’accélerer. Par exemple, on pourrait optimiser la forme
du pilotage à deux photons à l’aide d’outils numériques [161].
Ensuite, il serait intéressant d’étudier un système similaire avec un pilotage
général à n photons plutôt qu’un pilotage à deux photons. Par exemple, considérons
un résonateur non linéaire piloté par une pompe paramétrique à une fréquence nωr
et décrit par l’Hamiltonien
Hˆ = Kn aˆ†n aˆn + ϵp(aˆ†n + aˆn). (4.6)
Dans cette situation, les états stationnaires du résonateur correspondent à n états
cohérents symétriques sous une rotation α→ α ei2π/n [162]. En suivant un raisonne-
ment similaire à celui présenté dans l’article, il serait possible de réaliser une mesure
de parité en tirant avantage d’un couplage dispersif induisant un désaccord entre le
résonateur et la pompe conditionnel à l’état des qubits. Un projet intéressant pour-
rait être d’étudier ce type de dispositif pour la mesure de parité à deux qubits, en
particulier obtenir des valeurs analytiques pour le déphasage dans l’espace propre
pair et pour le temps de bifurcation. On peut cependant noter que l’analyse utilisée
dans l’article principal pour obtenir un taux de déphasage analytique n’est pas
directement transposable étant donné que l’Hamiltonien 4.6 n’est pas quadratique.
Une autre direction attrayante serait d’étudier les corrections à l’interaction dis-
persive dues au grand nombre de photons dans le résonateur durant la mesure [70].
Entre autres, il serait intéressant d’étudier les différences entre les mesures basées
sur la bifurcation et la mesure dispersive standard à nombre de photons égal.
Finalement, j’ai présenté en détails comment la mesure de parité directe peut
induire des erreurs de déphasage, σˆz. En principe, les inversions de qubits, c’est-à-
dire des erreurs de type σˆx, sont absentes tant que l’Hamiltonien dispersif est valide.
À l’inverse, pour la mesure de parité indirecte se basant sur un qubit ancillaire, les
erreurs due à la mesure ne suivent pas de structure particulière. Il serait intéres-
sant d’étudier plus en profondeur si ce modèle d’erreur biaisé [163] présente des
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avantages vis-à-vis des la tolérance aux fautes [164, 165].
Chapitre 5
Intrication à distance
Ce chapitre présente les travaux que j’ai effectués en collaboration avec mes
collègues de l’ETHZürich. Plus précisément, j’ai effectué le support théorique accom-
pagnant les expériences réalisées dans le groupe d’Andreas Wallraff. Je commence
ce chapitre par décrire l’élément de base liant les différentes expériences, le couplage
f0g1, puis je présente les trois articles résultants de cette collaboration [60, 63, 72].
Les deux premiers utilisent le même montage expérimental et montrent comment
établir un canal de communication quantique entre deux nœuds distants. Le troi-
sième article se base sur le montage d’un seul de ces deux nœuds et introduit une
méthode pour réinitialiser rapidement un transmon.
5.1 Couplage f0g1
La méthode la plus simple pour faire interagir un transmon et un résonateur est
de les coupler capacitivement comme illustré à la figure 2.3. Cependant, la valeur de
la capacité étant donnée par une géométrie fixe, l’interaction transmon-résonateur
résultante est, elle aussi, fixe. Pour certaines applications, par exemple l’émission
contrôlée de photons [166], un couplage variable est nécessaire.
Pour obtenir ce couplage variable, une option est d’utiliser un transmon de
fréquence adaptable, où la jonction Josephson est remplacée par une boucle SQUID
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avec un flux modifiable, Φx(t). Pour activer l’interaction g, il suffit de varier la fré-
quence du transmon depuis une valeur de grand désaccord en fréquence, |∆| =
|ωr −ωq| ≫ g, vers la fréquence du résonateur, ∆ = 0 [83]. Cette méthode, simple
en principe, n’est pas idéale pour plusieurs raisons. Tout d’abord, le fait de posséder
une fréquence modifiable dégrade le temps de cohérence du transmon en raison du
bruit de flux, surtout lorsque ∂ωq/∂Φx ̸= 0, c’est-à-dire lorsque le transmon est loin
de son point idéal de flux (sweet spot). De plus, en parcourant une grande gamme
de fréquences pour arriver à la fréquence du résonateur, il existe un risque que le
transmon soit momentanément en résonance avec des systèmes à deux niveaux pré-
sents dans l’environnement. Ce type d’interaction indésirable mène à une réduction
du temps de vie des transmons [167]. Finalement, la réalisation d’impulsions DC
rapides et précises est difficile à réaliser [168].
Une autre option pour obtenir un couplage variable est d’utiliser un coupleur
ajustable dédié à cette tâche [169, 170, 171, 172, 173, 174] ou un qubit dont le couplage
au résonateur peut être directement ajusté [175, 176]. Cependant, ces approches
sont plus complexes à réaliser.
Le couplage f0g1 [166, 177, 178] est une alternative à ces méthodes et permet
d’obtenir une interaction contrôlée entre un transmon et un résonateur sans variation
de flux ni circuit additionnel. Se basant sur une transition de type Raman, cette
interaction est compatible avec des transmons de fréquence fixe. D’autre part, avec
cette approche, autant l’amplitude que la phase du couplage peuvent être contrôlées.
Considérons le montage illustré à la figure 5.1a représentant la situation de
couplage dispersif typique entre un transmon (rouge) et un résonateur (vert). Le
couplage f0g1 est induit par un pilotage du qubit (orange) à une fréquence ω f0g1 =
ω f0 − ωg1, où ω f0 (ωg1) est la fréquence de l’état | f0⟩ (|g1⟩). Comme son nom
l’indique et tel qu’illustré à la figure 5.1b, ce couplage mène à une hybridation des
états | f0⟩ et |g1⟩, une situation décrite par l’Hamiltonien
Hˆ f0g1 = g˜ | f0⟩⟨g1|+ g˜∗ |g1⟩⟨ f0| . (5.1)
Comme illustré schématiquement à la figure 5.1c, on peut comprendre le couplage
f0g1 comme un processus de mélange à quatre ondes généré par la jonction Joseph-




Figure 5.1 – a) Un transmon (rouge) est couplé dispersivement (équation 2.6) à un
résonateur λ/4 (vert) lui-même couplé capacitivement à un port de sortie (noir). Un
port capacitif permet de piloter (orange) le transmon à la différence de fréquence
entre l’état | f0⟩ et |g1⟩. b) Niveaux d’énergies du système combiné
transmon-résonateur. L’onde de pilotage induit un couplage entre les états | f0⟩ et
|g1⟩ (ligne fléchée orange) et le faible facteur de qualité du résonateur mène à la
perte de photons (ligne ondulée verte). c) Le couplage f0g1 est un processus de
mélange à quatre ondes convertissant un photon de la pompe (orange) et un photon
de résonateur (vert) en deux excitations de transmon (rouge).
résonateur (vert) sont convertis en deux excitations de qubits (rouge).
Dans le régime de faible amplitude de pilotage par rapport au désaccord entre





Comme mentioné plus haut, l’amplitude et phase de g˜ sont déterminés par l’ampli-
tude et la phase de l’impulsion de pilotage, Ωb. Le calcul de cette relation est inclus
en annexe C.1. Bien que la relation linéaire 5.2 capture le comportement qualitatif
de g˜, l’accord quantitatif avec l’expérience n’est pas parfait. Cette différence est en
partie due au pilotage de grande amplitude qui induit un décalage AC-Stark des
niveaux d’énergie de l’ordre de |Ωb|2, changeant de ce fait le désaccord effectif entre
le transmon et le résonateur, ∆ → ∆(Ωb). Une autre conséquence de ce décalage
AC-Stark est le fait que la fréquence de pilotage doit être ajustée en fonction de
l’amplitude de pilotage, ωd → ωd(Ωb).
Afin de bien modéliser la relation entre le couplage, l’amplitude de pilotage
et le décalage AC-Stark, g˜(Ωb) et ωd(Ωb), on utilise une méthode numérique ins-
pirée de Zeytinoğlu et al. [177]. Ainsi, pour chaque amplitude de pilotage, Ωb, on
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effectue une spectroscopie numérique en cherchant la fréquence de pilotage ωd
où l’on observe un anti-croisement entre les états | f0⟩ et |g1⟩. Plus précisément,
on diagonalise numériquement l’Hamiltonien Jaynes-Cummings avec un terme de
pilotage additionnel,







en faisant varier la fréquence de pilotage, ωd. L’Hamiltonien 5.3 est exprimé dans le
référentiel tournant à la fréquence ωd. En supposant que la fréquence de pilotage est
près de la fréquence ω f0g1, les valeurs propres sont similaires aux valeurs propres
d’un système à deux niveaux, E± = (δd ±
√
4g˜2 + δ2d)/2, où δd = ωd − ω f0g1.
Lorsque δd = 0, les états propres sont |ψ±⟩ = (| f0⟩ ± |g1⟩)/
√
2. Ainsi, à partir des
états propres, {|ψi(ωd)⟩}, et des valeurs propres, {λi(ωd)}, de l’Hamiltonien 5.3,
on identifie l’amplitude du couplage et la bonne fréquence de pilotage à partir de la






Étant donné que le pilotage change la nature des états propres en plus d’ajouter
un terme de couplage, g˜, il est important de bien identifier les états |ψ±⟩ (et leurs
valeurs propres λ±) parmi tous les états propres {|ψi⟩}. À cette fin, on cherche les




Un exemple typique de calibration issue de cette procédure est illustré à la figure
5.2. La méthode expérimentale pour réaliser la calibration de g˜(Ωb) et ωd(ωb) est
décrite dans l’article de la section 5.4.
Une des applications principales du couplage f0g1 est l’émission de photons
avec une forme contrôlée [166]. Pour un résonateur de faible facteur de qualité, l’état
|g1⟩ relaxe vers l’état fondamental |g0⟩ à un taux κ en émettant un photon. Pour
émettre un photon de façon contrôlée, on peut ainsi préparer le transmon dans
l’état | f0⟩ et appliquer une impulsion Ωb amenant le système vers l’état |g1⟩. En
contrôlant la forme temporelle du couplage f0g1, g˜(t) ∝ Ωb(t), il est possible de
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Figure 5.2 – Exemple de calibration pour le couplage f0g1. a) Couplage f0g1 en
fonction de l’amplitude de pilotage, g˜(Ωb). b) Décalage AC-Stark de la fréquence de
pilotage en fonction de l’amplitude du couplage f0g1, ωd(Ωb).
choisir la forme ξ(t) du photon émis,
⏐⏐1ξ⟩ = ∫ dt ξ(t)aˆ†(t) |0⟩ , (5.6)
où |0⟩ est l’état vide de la ligne à transmission de sortie et aˆ(t) l’opérateur de champ
annihilant un photon au temps t ([aˆ(t), aˆ†(t′)] = δ(t − t′)). L’enveloppe ξ(t) du
photon est normalisée,
∫ ∞
−∞ dt |ξ(t)|2 = 1. Le lien entre ξ(t) et g˜(t) est donné en
annexe C.2. Une limitation de ce protocole est la largeur de bande maximale du
photon donnée par le taux d’émission du résonateur, κ. En pratique, il est facile
d’avoir des résonateurs avec un taux de dissipation dans la gamme de fréquence
intéressante, κ/2π ∼ 10 MHz, et cette limitation a peu d’impact.
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5.2 Intrication à distance, encodage de Fock
5.2.1 Contexte
Une approche intéressante pour la réalisation d’un calcul quantique à grande
échelle est l’architecture modulaire [179]. Dans cette approche, un calcul quantique
est divisé en plusieurs parties effectuées sur des processeurs quantiques distincts.
Chacun de ces processeurs étant de taille modeste, cette stratégie présente de nom-
breux avantages pratiques par rapport à la réalisation d’un seul grand processeur.
Par exemple, on peut penser à la fabrication facilité des processeurs, à la calibration
plus rapide des échantillons ou encore à une réduction globale de la diaphonie
(crosstalk).
Afin que les différents processeurs puissent travailler de concert, un élément
essentiel est un canal de communication quantique permettant d’intriquer les mo-
dules et de transférer des états quantiques [26, 27]. Avec mes collègues de l’ETH
Zürich, nous avons réalisé une preuve de concept pour ces canaux quantiques. Plus
précisément, nous avons réalisé un dispositif permettant à la fois de transférer un
état quantique entre deux qubits distants et d’intriquer ces deux qubits. Une caracté-
ristique importante de cette implémentation est qu’elle est déterministe, permettant
de générer de l’intrication plus rapidement que les expériences précédentes avec les
circuits supraconducteurs se basant sur des processus stochastiques [180, 38].
La méthode que nous avons choisie pour réaliser un transfert d’état quantique
a été introduite par Cirac et Zoller [62] et utilise un photon unique pour transporter
l’information d’un nœud à l’autre. Dans cette proposition et comme illustré à la
figure 5.3, un état de qubit est converti en photon itinérant avant d’être absorbé au
nœud récepteur. Considérons deux systèmes d’EDQc standard mis en cascade en
supposant qu’on puisse contrôler la valeur du couplage. Comme illustré à la figure
5.3, une excitation initialement dans le qubit émetteur est transférée au résonateur
en activant g1(t), puis un photon est émis du résonateur et dirigé vers le nœud
récepteur. L’intuition cruciale de Cirac et Zoller est que le processus d’émission du
photon est symétrique sous inversement du temps. Ainsi, il est possible d’absorber




Figure 5.3 – Une excitation (point rouge) du qubit émetteur (système à deux
niveaux, fond rouge) est transférée à un résonateur (bleu) en activant un couplage,
g1(t). Le photon est ensuite émis dans un guide d’onde dirigée vers l’entrée d’un
résonateur récepteur. En utilisant un couplage inversé, g2(t) = g1(−t), on absorbe
parfaitement le photon dans le qubit récepteur.
sant un couplage inversé en temps au nœud récepteur, g1(t) = g2(−t). En utilisant
un photon itinérant pour encoder l’information, il est donc possible de réaliser un
transfert d’état quantique entre deux nœuds distants.
Comme mentionné dans la section précédente 5.1 et démontré par Pechal et
al. [166], le couplage f0g1 permet d’émettre des photons en préparant le transmon
dans l’état | f ⟩. Afin de réaliser un transfert d’état de qubit, défini dans le sous-espace
{|g⟩ , |e⟩} des transmons, on peut donc suivre la méthode de Cirac et Zoller [62] en
inversant la population des états |e⟩ et | f ⟩,
α |g⟩+ β |e⟩ ↔ α |g⟩+ β | f ⟩ . (5.7)
Pour générer de l’intrication à distance, il suffit de suivre la même procédure que
pour le transfert d’état, mais en préparant initialement le transmon émetteur dans
l’état (|e⟩+ | f ⟩)/√2. Ainsi, après le protocole, les transmons se retrouvent dans un
état intriqué
|e⟩+ | f ⟩√
2




Un état de Bell |ψ+⟩ est obtenu après une inversion de population des états |e⟩ et
| f ⟩ du transmon récepteur.






où κeff ≤ κ. Ce choix est motivé par le fait que cette forme est symétrique, ξ(t) =
ξ(−t), et que dans la limite de temps longs, elle correspond à la dissipation stan-
dard d’un résonateur, limt→∞ ξ(t) =
√
κeff e−κefft/2. La forme du couplage f0g1,









où κ est le taux de dissipation du résonateur. Un désavantage de la forme 5.9 est
qu’en principe son étendue est infinie. En pratique, on choisit de tronquer le pho-
ton à tmax/min ≈ ±3/κeff, ce qui mène à une légère imperfection sur le transfert
d’état. Dans l’expérience que nous avons réalisée, cette source d’erreur est petite
par rapport à la décohérence des transmons et les pertes de photons dans le canal
de transmission.
Notons que deux groupes de Yale ont publié des articles conceptuellement
similaires au nôtre au même moment [181, 182]. Utilisant aussi le protocole de Cirac
et Zoller, ces deux articles sont basés sur des cavités micro-ondes tridimensionnelles
plutôt qu’une architecture planaire. De plus, au même moment, un groupe de Delft
a démontré un protocole d’intrication à distance stochastique [183] améliorant les
résultats précédents de Roch et al. [180]. On peut aussi souligner les travaux de
Leung et al. [184] publiés peu après démontrant l’intrication de deux qubits distants
sans utiliser de circulateur entre les deux noeuds.
5.2.2 Article
Pour cet article, j’ai effectué le travail de support théorique pour l’expérience qui
a été réalisée à l’ETH Zürich dans le groupe d’Andreas Wallraff. Plus précisément,
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j’ai réalisé une analyse approfondie du couplage f0g1, dont une version simplifiée
est présentée en annexe C.1. De plus j’ai réalisé les simulations d’équation maîtresse
permettant de comprendre et modéliser la dynamique du système. À ce sujet, on
peut souligner l’accord remarquable entre l’expérience et les simulations numériques
qui ont été effectuées sans aucun paramètres ajustables. Finalement, j’ai participé
à la préparation du manuscrit en rédigeant la section Master-equation simulation
(Méthodes) et en aidant à écrire l’article.
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Sharing information coherently between nodes
of a quantum network is at the foundation of
distributed quantum information processing. In
this scheme, the computation is divided into sub-
routines and performed on several smaller quan-
tum registers connected by classical and quantum
channels1. A direct quantum channel, which con-
nects nodes deterministically, rather than prob-
abilistically, is advantageous for fault-tolerant
quantum computation because it reduces the
threshold requirements and can achieve larger en-
tanglement rates2. Here, we implement deter-
ministic state transfer and entanglement proto-
cols between two superconducting qubits3 fabri-
cated on separate chips. Superconducting circuits
constitute a universal quantum node4 capable of
sending, receiving, storing, and processing quan-
tum information5–8. Our implementation is based
on an all-microwave cavity-assisted Raman pro-
cess9 which entangles or transfers the qubit state
of a transmon-type artificial atom10 to a time-
symmetric itinerant single photon. We transfer
qubit states at a rate of 50 kHz using the emit-
ted photons which are absorbed at the receiving
node with a probability of 98.1± 0.1% achieving a
transfer process fidelity of 80.02 ± 0.07%. We also
prepare on demand remote entanglement with a
fidelity as high as 78.9 ± 0.1%. Our results are in
excellent agreement with numerical simulations
based on a master equation description of the sys-
tem. This deterministic quantum protocol has
the potential to be used as a backbone of sur-
face code quantum error correction across differ-
ent nodes of a cryogenic network to realize large-
scale fault-tolerant quantum computation11,12 in
the circuit quantum electrodynamic (QED) ar-
chitecture.
Remote entanglement has been realized probabilisti-
cally in heralded13–17 and unheralded protocols18–21 (see
Appendix A for details). A fully deterministic entangle-
ment protocol22 utilizing a stationary atom coupled to a
single mode cavity in remote quantum nodes is more chal-
lenging to realize20. This protocol uses a coherent drive
to entangle the state of an atom with the field of the cav-
ity. The cavity is coupled to a directional quantum chan-
nel into which the field is emitted as a time-symmetric
single photon. This photon travels to the receiving node
where it is ideally absorbed with unit probability, using
a time reversed coherent drive (Fig. 1 a). In addition
to establishing entanglement between the nodes, this di-
rect transfer of quantum information naturally offers the
possibility to transmit an arbitrary qubit state from one
node to the other.
In our adaptation of this scheme (Fig. 1 b) to the
circuit QED architecture, each quantum node is com-
posed of a superconducting transmon qubit with transi-
tion frequency νAge = 6.343 GHz (ν
B
ge = 6.093 GHz) dis-
persively coupled to two coplanar microwave resonators,
analogous to an atom in two cavities. One resonator is
dedicated to dispersive qubit readout and the second one
to excitation transfer. The transfer resonator of the two
nodes have a matched frequency νT = 8.400 GHz and a
large bandwidth κT/2pi ∼ 11 MHz (see Appendix B). All
resonators are coupled to a dedicated filter, to protect
the qubits from Purcell decay23–25. An external coax-
ial line, bisected with a circulator, connects the transfer
circuits of both nodes. With this setup, photons can be
routed from node A to B, and from node B to a detec-
tion line. To generate a controllable light-matter interac-
tion, we apply a coherent microwave tone to the transmon
that induces an effective interaction g˜(t) between states
|f, 0〉 and |g, 1〉 with tunable amplitude and phase9,26.
Here |s, n〉 denotes a Jaynes-Cummings dressed eigen-
state with the transmon in state |s〉, where |g〉, |e〉 and |f〉
are its three lowest energy eigenstates, and |n〉 the Fock
state of the transfer resonator. This interaction swaps an
excitation from the transmon to the transfer resonator,
which then couples to a mode propagating towards node
B. By controlling g˜(t) (see Appendix C), we shape the
itinerant photon to have a time-reversal symmetric en-
velope φ(t) = 12
√
κeff sech(κefft/2), with an adjustable
photon bandwidth κeff limited only by κT. By inducing
the reverse process |f, 0〉 ↔ |g, 1〉 with the time reversed
amplitude and phase profile of g˜(t) we absorb the itin-
erant photon with the transmon at node B. Ideally, this
procedure returns all photonic modes to their vacuum
state.
To characterize the excitation transfer, we start by ini-
tializing the transmon in its ground state27 followed by a
sequence of two pi-pulses (Rpige, R
pi
ef), used to prepare the
transmon at node B in state |f, 0〉. Next, we induce the






















































FIG. 1. Schematic and measurement setup. a, Quantum optical schematic of a deterministic unidirectional entanglement
protocol between two cavity QED nodes of a quantum network. At the first node, a three level system is prepared in its
second excited state |f〉 (grey half-circle) and coherently driven (g˜(t), blue arrow) to |g〉 (blue half-circle) creating the transfer
cavity field |1〉 (light yellow). The cavity field couples into the directional quantum channel with rate κT as a single photon
wavepacket with an effective bandwidth κeff (yellow hyperbolic secant shape). In the second quantum node, the time reversed
drive g˜(−t) transfers the excitation from |g〉 to |f〉 in the presence of the transferred photon field |1〉. Finally, the protocol
is completed with a transfer pulse between |f〉 and |e〉 (red half-circle) to return to the qubit subspace. Additionally, each
three level system is coupled to a readout cavity (grey). b, Circuit QED implementation of the system depicted in a. At
each node, a transmon (orange) is coupled to two λ/4 coplanar waveguide resonator and Purcell filter circuits23, acting as the
transfer (yellow) and readout (grey) cavities respectively. A directional quantum channel is realized using a semi-rigid coaxial
cable and circulator connecting to the output port of the transfer circuit Purcell filter at each node. c-e, details of the circuit
QED implementation. c, Combined qutrit (νqt) and |f, 0〉 to |g, 1〉 transition (νf0g1) microwave drive using single side-band
modulation with in-phase (I) and quadrature (Q) mixers driven by a local oscillator (LO) and with an envelope defined by
an arbitrary waveform generator (AWG) for node A. On node B these drives are directly synthesized by a fast AWG (fAWG)
with 25 GS/s. d, Schematic of microwave detection lines (black). All detections lines consist of two isolators, a bandpass-
filter, a cryogenic amplifier (HEMT) and two room-temperature amplifiers followed by a filter and analogue down-conversion
to an intermediate frequency of 250 MHz. The down-converted signal is lowpass-filtered, digitized using an analogue-to-digital
converter and recorded using a field-programmable gate array (FPGA). The readout lines include an additional Josephson
parametric amplifier (JPA) circuit (red elements) between the first two isolators. The JPA is pumped by a signal generator
and the reflected pump signal from the JPA is cancelled at a directional coupler using amplitude and phase (Φ) controlled
destructive interference.
emit a symmetric photon9 (Fig. 2 a). We vary the instan-
taneous frequency of Rτf0g1, to compensate for the drive
amplitude dependent ac-Stark shift of the |f, 0〉 ↔ |g, 1〉
transition27 (see Appendix C). Here, and in all following
measurements, the population of the transmon states are
extracted using single-shot readout with a correction to
account for measurement errors (see Appendix D). The
population of the three lowest levels of the transmon
Pg,e,f is measured immediately after truncating the emis-
sion pulse Rτf0g1 at time τ (see Fig. 2 b). In this way, we
observe that the transmon smoothly evolves from |f〉 to
|g〉 during the emission process. The emitting transmon
eventually reaches a ground state population Pg = 95%
which puts an upper bound to the emission efficiency.
To verify that the emitted photon envelope has the tar-
geted shape and bandwidth κeff/2pi = 10.4 MHz, we re-
peat the emission protocol with an initial transmon state
(|g〉 + |f〉)/√2 and measure the averaged electric field
amplitude 〈aout(t)〉 ∝ φ(t) of the emitted photon state
(|0〉 + |1〉)/√2 using heterodyne detection28 (Fig. 2 c).
We prepare this photon state because of its non-zero aver-
age electric field9. Repeating the emission protocol from
node A, leads to similar dynamics of the transmon popu-
lation (see Fig. 2 e). The emitted photon state (Fig. 2 f)
has, however, a lower integrated power
∫ |〈aout(t)〉|2dt
compared to emission from node B, due to a loss of
23.0±0.5% between the remote nodes (see Appendix E).
The loss is extracted from the ratio of integrated pho-
3FIG. 2. Emission, transfer and absorption of a single photon. The transmon at node B (a) and node A (d) are prepared
in the state |f〉 using Gaussian DRAG microwave pulses Rpige and Rpief . We characterize (dots) the time dependence (τ) of the
qutrit populations Pg,e,f (b, e) while driving the |f, 0〉 to |g, 1〉 transition (f0g1). The phase (white-blue shading) of the f0g1
drive is modulated to compensated the drive-induced quadratic ac Stark shift. The mean field amplitude squared | 〈aout(τ)〉 |2
of the travelling photons emitted from node B (c) and node A (f) is obtained for the emitted photon state (|0〉+ |1〉)/√2. The
effective photon bandwidths are κAeff/2pi = 10.4 MHz and κ
B
eff/2pi = 10.6 MHz. The solid lines in b, c, e, f, h, and i are results
of master equation simulations (see text for details). The time dependence of Ps when executing the excitation transfer scheme
(g) from qubit A to qubit B (h) are extracted simultaneously with the amplitude of the emitted field from node A. i shows the
remaining | 〈aout(τ)〉 |2 (light yellow x50) during the absorption process.
ton powers for emission from nodes B and A.The photon
emitted from node A changes shape when it reflects off
node B due to the response function of its transfer res-
onator before being detected.
Finally, we measure the population of transmon B dur-
ing the absorption of a single-photon emitted from A. We
apply a pi-pulse on transmon B right before the measure-
ment to map |f〉 to |e〉. The excited state population,
shown in Fig. 2 h, smoothly rises before saturating at
P sate = 67.6 %. This saturation level defines the total ex-
citation transfer efficiency from node A to B which is
reached here in only 180 ns. From the ratio of the emit-
ted photon integrated power in the absence (Fig. 2 i) or
presence (Fig. 2 f) of the absorption pulse, the absorption
efficiency is determined to be as high as 98%.
We perform master equation simulations (MES),
shown as solid lines in Fig. 2, of the excitation transfer
experiments, using the time offset between the nodes as
the only adjustable parameter (see Appendix F). The ex-
cellent agreement between the MES and the data demon-
strates a high level of control over the emission and ab-
sorption processes and an accurate understanding of the
experimental imperfections. According to the MES these
imperfections are accurately accounted for by decoher-
ence and photon loss.
We demonstrate the use of the presented protocol to
deterministically transfer an arbitrary qubit state from
node A to node B. This is realized by preparing trans-
mon B in state |g〉, applying a Rpief on transmon A, fol-
lowed by the emission/absorption pulse and finally a ro-
tation Rpief on transmon B. We characterize this quantum
state transfer by reconstructing its process matrix χ with
quantum process tomography (Fig. 3 b). We prepare
all six mutually unbiased qubit basis-states29 at node A,
transfer them to node B, and reconstruct the transferred
state using quantum state tomography (QST) (see Ap-
pendix G). The process fidelity is Fp = Tr(χχideal) =
80.02± 0.07%, well above the limit of 1/2 that could be
achieved using local gates and classical communication
only. The process matrix χsim calculated with the MES,
depicted with red wire frames in Fig. 3 b, agrees well
with the data, as suggested by the small trace distance√
Tr [(χ− χsim)2] = 0.014.
Finally, we use the excitation transfer to deterministi-
cally generate an entangled state between nodes A and
B. The protocol starts by preparing transmon A and B
in states (|e〉+ |f〉)/√2 and |g〉, respectively, and by ap-
plying the emission/absorption pulses followed by a ro-
4FIG. 3. Quantum state transfer. a, Pulse scheme used to
characterize the qubit state transfer between the two nodes.














xRpige at node A
(denoted by ζRφge where ζ is the rotation axis). b, We ex-
perimentally obtain (coloured bars) a process matrix with a
fidelity of Fp = 80.02 ± 0.07% relative to the ideal identity
operation. The grey and red wire frames show the ideal and
the master equation simulation of the absolute values of the
process matrix, respectively. The trace distance between the
measurement and the simulation is 0.014.
tation Rpief on transmon B to generate the entangled Bell
state |ψ+〉 = (|eA, gB〉 + |gA, fB〉)/
√
2. As leakage to
the |f〉 level at both nodes leads to errors in the two-
qubit density matrix reconstruction, we measure the full
two-qutrit state ρ3⊗3 using QST (see Appendix G). For
illustration purposes, we display the two-qubit density
matrix ρm (Fig. 4 b and c), consisting of the two-qubit
elements of ρ3⊗3. We find a state fidelity compared to
the ideal Bell state Fs|ψ+〉 = 〈ψ+|ρm|ψ+〉 = 78.9 ± 0.1%,
and a concurrence C(ρm) = 0.747 ± 0.004 (see Ap-
pendix H for a detailed discussion). The state ρsim cal-
culated from the MES of the entanglement protocol (red
wireframe in Fig. 4) results in a small trace distance√
Tr [(ρm − ρsim)2] = 0.024. The excellent agreement
between the experimental and numerical results suggest
that photon loss and finite coherence times of the trans-
mons are the dominant sources of error, accounting for
12.5% and 11% infidelity, respectively.
Using transmons with relaxation and coherence times
of T1ge = T2ge = 30µs, T1ef = T2ef = 20µs, and with
an achievable 12% loss between the nodes, this protocol
would allow deterministic generation of remote entangled
states with fidelity 93%, at the threshold for surface code
quantum error correction across different nodes11,12,30,31.
In addition, the protocol can be extended to gener-
ate deterministic heralded remote entanglement, utiliz-
ing the three-level structure of the transmons and encod-
FIG. 4. Remote entanglement generation. a, Pulse
scheme to generate deterministic remote entanglement be-
tween node A and B. b, Expectation values of two-qubit
Pauli operators and c, reconstructed density matrix after ex-
ecution of the remote entanglement protocol. b, The coloured
bars indicate the measurement results, the ideal expectation
values for the Bell state |ψ+〉 = (|ge〉+ |eg〉)/√2 are shown in
grey wire frames and the results of a master equation simu-
lation in red. We calculate a fidelity of F = 78.9± 0.1% well
explained by the photon loss and decoherence.
ing quantum information in different time bins to detect
photon loss events, which would extend its functionality
for quantum network applications4. These perspectives
indicate that the approach demonstrated here can serve
as the basis for fault-tolerant quantum computation in
the circuit QED architecture using distributed cryogenic
nodes.
During writing of this manuscript we became aware of
related work32,33.
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Appendix A: Literature Overview
We provide an overview of remote entanglement ex-
periments performed in a range of physical systems using
several different schemes listed in the caption of Fig. 5.
Appendix B: Sample Parameters
The devices are identical to the one found in Ref. 23
with only minor parameter modifications. The λ/4 copla-
nar waveguide resonators and additional feed-lines are
created from etched niobium on a sapphire substrate us-
ing standard photolithography techniques. We then de-
fine the transmon pads and junctions with electron-beam
lithography and shadow evaporated aluminium with lift-
off. We extract the parameters of the readout circuit
Node A Node B
νR 4.787 GHz 4.780 GHz
νRpf 4.778 GHz 4.780 GHz
κR/2pi 12.6 MHz 27.1 MHz
χR/2pi 5.8 MHz 11.6 MHz
νT 8.4005 GHz 8.4003 GHz
νTpf 8.426 GHz 8.415 GHz
κT /2pi 10.4 MHz 13.5 MHz
χT /2pi 6.3 MHz 4.7 MHz
νge 6.343 GHz 6.096 GHz
α -265 MHz -308 MHz
T1ge 4.9 µs 4.6 µs
T1ef 1.6 µs 1.4 µs
T2ge 3.4 µs 2.6 µs
T2ef 2.1 µs 0.9 µs
TABLE I. Summary of device parameters for node A and B.
With ` = R, T, ν` is the frequency of the coupling resonator,
ν`pf the frequency of the Purcell Filter, κ`/2pi the effective
decay rate of the coupled resonator to the external feed line
and χ`/2pi the dispersive coupling strength of the transmon
































































































































































































































































vs sa nv sc qd
FIG. 5. Overview of remote entanglement experi-
ments. a, entanglement rates b, concurrence, c, entan-
gled state fidelity. The experiments are sorted by phys-
ical system: atomic ensembles (ae)13,18,19,34–37, trapped
ions (ion)14,38–40, single atom - Bose Einstein condensate
(sab)41,vibrational state of diamonds (vs)42, single atoms
(sa)15,20, nitrogen-vacancy (nv) center16,43, superconduct-
ing circuits (sc)21,32,33,44,45 and quantum dots (qd)17. The
colours indicate probabilist unheralded (red), probabilist her-
alded (blue), deterministic unheralded (green) implementa-
tions. The plot markers indicate different schemes to realize
the remote interaction: measurement induced (triangle), in-
terference of two single photons on beam splitter (squares),
single photon emission and detection (cross), direct transfer
(pentagon), direct transfer with shaped photons (circles).
6(grey Fig. 1 b) and transfer circuit (yellow Fig. 1 b), as
well as the coupling strength of the transmon to these
circuits, with fits to the transmission spectra of the re-
spective Purcell filter when the transmon is prepared in
its ground and excited state using the technique and
model as discussed in Ref. 23. Furthermore, the anhar-
monicity, the energy relaxation times and the coherence
times of the qutrits are found using Ramsey-type mea-
surements. Finally, we used miniature superconducting
coils to thread flux through the SQUID of each transmon
to tune their frequencies such that their transfer circuit
resonator had identical frequencies. All relevant device
parameters are summarized in Table I.
Appendix C: Microwave Drive Schemes
We use resonant Gaussian-shaped DRAG46,47 mi-
crowave pulses of length 19.8 ns and 16.8 ns for Rpige and
Rpief in order to swap populations between the |g〉 and|e〉 state and the |e〉 and |f〉 state respectively. We ex-
tract an averaged Clifford-gate fidelity for the |g〉 and
|e〉 pulses of more than 99.2% for both transmon qubits,
from randomized benchmarking experiments48.
We induce the effective coupling g˜ between states |f, 0〉
and |g, 1〉 by applying a microwave tone on the transmon






































FIG. 6. AC stark shift and Rabi rate of the |f, 0〉 to
|g, 1〉 transition. Measurement (dots) of the ac Stark shift
∆f0g1/2pi (a) and effective coupling g˜/2pi (b) of the |f0〉 to
|g1〉 transition versus drive amplitude f0g1 for sample A and
B. The solid lines in a (b) are quadratic (linear) fits to the
data.
transition νAf0g1 = 4.0219 GHz and ν
B
f0g1 = 3.4845 GHz.
Following the procedure described in Refs. 27 and 9, we
calibrate the ac Stark shift of the transmon levels induced
by the |f, 0〉 ↔ |g, 1〉 drive, and extract the linear relation
between the drive amplitude  and the effective coupling
g˜ (see Fig. 6). We adjust the phase of  based on the
measured ac Stark shift in order to remain resonant with
the driven transition. We calibrate our transmon drive
lines to reach a maximum effective coupling g˜A/2pi =
6.0 MHz and g˜B/2pi = 6.7 MHz (Fig. 6 b).




κeff sech(κefft/2) by resonantly driving the |f, 0〉 ↔
|g, 1〉 transition with
g˜(t) =
κeff
4 cosh κeff t2
1− eκeff t + (1 + eκeff t)κT/κeff√
(1 + eκeff t)κT/κeff − eκeff t
. (C1)
where κT is the coupling of the transfer resonator to
the coaxial line, and κeff is determined by the strength
and duration of the transfer pulse, and is constrained by
κeff ≤ κT. The dynamics are well described by a two-








which acts on states |f, 0〉 and |g, 1〉, analysed in a ro-
tating frame. The non-Hermitian term iκ/2 accounts for
photon emission, which brings the system to the dark
state |g, 0〉. One can show that using the effective cou-
pling of Equation (C1) in the Hamiltonian (C2) leads to
the emission of a single photon with the desired temporal
shape.
Appendix D: Three-Level Single-Shot Readout
The state of transmon A (B) is read out with a
gated microwave tone, with frequency νAd = 4.778 GHz
(νBd = 4.765 GHz), applied to the input port of the Pur-
cell filter. As depicted in Fig. 1 b, the output signal is
routed through a set of two circulators and a combiner
and then amplified at 10 mK with 22 (19.3) dB gain
using a Josephson parametric amplifier (JPA). The JPA
pump tone is 2 MHz detuned from the measurement sig-
nal and has a bandwidth of 18.3 (32) MHz. Using these
JPAs we find a phase-preserving detection efficiency of
η2Q = 0.61 (0.60) for the full detection line.The sig-
nal is then further amplified by a high electron mobil-
ity transistor (HEMT) at 4 K and two low-noise ampli-
fiers at room temperature. Next, the signal is analogue
down-converted to 250 MHz, lowpass-filtered, digitized
by an analog-to-digital converter and processed by a field-
programmable gate array (FPGA). Within the FPGA,
the data is digitally down-converted to DC and the corre-
sponding I and Q quadratures values are recorded during
a window of 256 ns in 8 ns time steps. The FPGA trig-
ger is timed so that the measurement window starts with
7FIG. 7. Qutrit single-shot readout characterization. Scatter plot of the measured integrated quadrature values u, v
for qutrit A (a-c) and B (d-f) when prepared in state |g〉 (blue), |e〉 (red), |f〉 (green), respectively. We plot only the first
1000 of the total 25000 repetitions for each state preparation experiment. The dashed lines are the qutrit state discrimination
thresholds used to obtain the assignment probabilities (indicated numbers and also listed in Table II).
the rising edge of the measurement tone. We refer to a
recording of the I and Q quadrature of a measurement
tone as a readout trace, S(t).
We prepare the transmon in state |g〉, |e〉 and |f〉,
25000 times each and record the single-shot traces. Each
trace is then integrated in post-processing, with two
weight functions w1(t) and w2(t), to obtain the integrated
quadratures u =
∫
S(t)w1(t)dt and v =
∫
S(t)w2(t)dt.
The collected and integrated traces form three Gaussian
shaped clusters in the u-v plane (Fig. 7), that correspond
to the Gaussian probability distributions of the trace
when the qutrit is prepared in one of the three eigen-
states. We model the probability distribution (u, v) as a






√|Σ|e− 12 (~x−µs)>·Σ−1·(~x−µs) (D1)
and estimate the parameters As, µs and Σ with likeli-
hood maximization. Based on these parameters, we di-
vide the u-v plane into three regions used to assign the
result of the readout of the qutrit state (Fig. 7). If an
integrated trace is in the region labelled s′, we assign it
state s′. By counting the number of traces prepared in
state |s〉 and assigned the value s′, we estimate the assign-
ment probabilities Rss′ = P (s
′| |s〉) (see Fig. 7). We opti-
mize the measurement power and signal integration time
in order to minimize the measurement error probability
1
6 ||I −R||1. The optimum occurs with the measurement
time tm = 112 ns and input power Pin = −24 dBm for
qutrit A and tm = 216 ns, Pin = −25 dBm for qutrit B.
The total assignment error probability is approximately
5% for both qutrits as seen in the assignment probabil-
ity matrix compiled in Table II. The probability Ms′ to
assign value s′ to a single shot measurement of a qutrit
Qutrit A Qutrit B
|g〉 |e〉 |f〉 |g〉 |e〉 |f〉
g 98.2 5.0 1.3 98.5 3.9 1.2 g
e 1.0 93.3 4.8 0.9 93.5 6.1 e
f 0.8 1.7 94.0 0.6 2.5 92.7 f
TABLE II. Probabilities of identifying prepared input states
(columns) as the indicated output states (rows) for qutrit A
and B. The diagonal elements show correct identification, the
off-diagonal elements misidentifications.
8|gg〉 |ge〉 |gf〉 |eg〉 |ee〉 |ef〉 |fg〉 |fe〉 |ff〉
gg 96.8 3.9 1.1 4.9 0.2 0.1 1.2 0.0 0.0
ge 0.9 91.9 6.0 0.0 4.7 0.3 0.0 1.2 0.1
gf 0.6 2.5 91.1 0.0 0.1 4.6 0.0 0.0 1.2
eg 1.0 0.0 0.0 91.9 3.7 1.1 4.7 0.2 0.1
ee 0.0 0.9 0.1 0.8 87.3 5.7 0.0 4.5 0.3
ef 0.0 0.0 0.9 0.6 2.4 86.5 0.0 0.1 4.4
fg 0.8 0.0 0.0 1.6 0.1 0.0 92.5 3.7 1.1
fe 0.0 0.7 0.0 0.0 1.6 0.1 0.8 87.9 5.8
ff 0.0 0.0 0.7 0.0 0.0 1.6 0.6 2.4 87.1
TABLE III. Probabilities of identifying prepared input states
(columns) as the indicated output states (rows) for all possible
tuples of two-qutrit basis state |g〉, |e〉 and |f〉. The diagonal
elements show correct identification, the off-diagonal elements
misidentifications.
in state ρ is given by




P (s′||s〉) · ρss (D2)
which can be expressed as M = R · ~ρdiag where ~ρdiag is
the vector consisting of the diagonal elements of ρ. The
assignment probabilities M are typically estimated from
assignment counts and a first approach to estimate ~ρdiag
is to equate ~ρdiag = M . This approach is sensitive to
measurement errors, but insensitive to state preparation
errors. Setting ~ρdiag = R
−1 ·M effectively accounts for
the effect of single-shot readout error. However, this ap-
proach relies on the ability to estimate R precisely and
thus is sensitive to state-preparation error. With trans-
mon reset infidelities of approximately 0.2%27, and sin-
gle qubit gate errors of 0.6% (measured with randomized
benchmarking), state preparation errors are expected to
be lower than readout errors. For this reason, we chose
to use the latter approach.
We note that the assignment probability matrix




B| |sAsB〉) = P (s′A| |sA〉) · P (s′B| |sB〉)
can be obtained as the outer product of the single-qutrit
assignment probability matrices (compiled in Table D)
and that we can extend this formalism to correct for
single-shot readout errors and extract the state popu-
lations of a two-qutrit system.
Appendix E: Loss Estimation
The loss on the printed circuit boards including con-
nectors is measured to be 2.5± 1%, of the coaxial cables
of length 0.4 m (each 4.0± 0.1%)49 and information pro-
vided by the manufacturer for the microwave circulator
(13± 2%).
Appendix F: Master Equation Simulation
We model the transmons as anharmonic oscillators




subscript i = A,B denotes the emitter and receiver sam-
ples, respectively. The transfer resonator annihilation
(creation) operators are denoted aˆi (aˆ
†
i ). Setting ~ = 1,
the driven Jaynes-Cummings Hamiltonian for sample i is
given by
Hˆi = ωiT aˆ
†



















where giT denotes the coupling between the transmon and
the transfer resonator, EiC the charging energy of the
transmon and Ωi(t) = Ωi cos[ωidt + ϕ
i(t)] is the ampli-
tude of the microwave drive inducing the desired coupling
g˜(t). Since the readout resonators do not play a role in
the photon transfer dynamics, they are omitted from the
Hamiltonian and the static Lamb shifts they induce are
implicitly included in the parameters.
In order to make the effective coupling g˜(t) between the
|f, 0〉 and |g, 1〉 states apparent and to simplify the sim-
ulations, we perform a series of unitary transformations
on Equation (F1). First moving to a frame rotating at
the drive frequency ωid, we then perform a displacement
transformation bˆi → bˆi−βi, aˆi → aˆi−γi and choose βi, γi
such that the amplitude of the linear drive terms is set
to zero. Next, we perform a Bogoliubov transformation
bˆi → cos(Λi)bˆi − sin(Λi)aˆi, aˆi → cos(Λi)aˆi + sin(Λi)bˆi,
where tan(2Λi) = −2giT /(ωiT − ωieg + 2EiC |βi|) and, ne-






























i aˆi + g˜
∗aˆ†i bˆibˆi),
(F2)
where αi = −EiC cos4 Λ is the transmon anharmonic-
ity, Ki = −EiC sin4 Λi is the qubit-induced resonator
anharmonicity, χiT = −EiC cos2 Λi sin2 Λi is the disper-
sive shift, ∆iT = ω
i
T cos
2 Λi + (ωige − 2EiC |βi|2) sin2 Λi −
giT sin 2Λ
i−ωid is the resonator-drive detuning and ∆ieg =
ωige − 2EiC |βi|2) cos2 Λi + ωiT sin2 Λi + giT sin 2Λi − ωid is
the qubit-drive detuning. In Equation (F2), the desired
effective coupling g˜i = −EiCβi
√
2 cos2 Λi sin Λi between
the |f, 0〉 and |g, 1〉 states is now made explicit.
Finally, moving to a frame rotating at ∆iT for the res-
onator and ∆ieg+α
i/2 for the transmon qubits, the com-
bined effective Hamiltonian of the two samples can be
9FIG. 8. Characterization of a remotely entangled state. We prepare a qubit-qubit entangled state between the distant
quantum systems using the protocol described in the main text and perform two-qutrit state tomography: (a) real and (b)
imaginary part of the density matrix and (c) expectation values of the Gell-Mann operators λk. The ideal Bell state |ψ+〉
is depicted with grey wire frames. The numerical master equation simulation is depicted in red wire frames. λ0 denotes the
identity operation, λ1,2,3 the Pauli matrices σ
ge
x,y,z in the qubit (ge) subspace, λ4,5 correspond to σ
gf
x,y,z, λ6,7 to σ
ef
x,y,z and λ8 is


















































where ηc is the photon loss probability of the circulator
between the two samples. Using this effective Hamilto-
nian, numerical results are obtained by integrating the
master equation
ρ˙ =− i[Hˆeff , ρ]









κiintD[aˆi]ρ+ γi1geD [|g〉 〈e|i] ρ






γiφgeD [|e〉 〈e|i − |g〉 〈g|i] ρ




where D[Oˆ]• = Oˆ • Oˆ† − {Oˆ†Oˆ, •}/2 denotes the dis-
sipation super-operator, κiint the internal decay rates
of the resonators, γi1nm = 1/T
i
1nm the decay rates of
the transmon qubits between the |n〉i , |m〉i states and
γiφnm = 1/2T
i
1nm − 1/T i2nm the dephasing rates between
the |n〉i , |m〉i states of the transmon qubits. The last
10
term in Hˆeff combined with the resonator dissipators in
the second line of the master equation (F4), assure that
the output of the emitter A is cascaded to the input of
the receiver B50,51 through a circulator with photon loss
ηc.
Appendix G: Quantum State and Process
Tomography
Quantum state tomography of a single qutrit is
performed by measuring the qutrit state population
with the single-shot readout method described in Ap-




















ef ) and (
xRpige
xRpief). The elements of the den-
sity matrix are then reconstructed with a maximum-
likelihood method, assuming ideal tomography gates.
To extend this QST procedure to two-qutrit density
matrices, we perform two local tomography gates (from
the 81 pairs of gates that can be formed from the single-
qutrit QST gates) on transmon A and B, before extract-
ing the state populations using the two-qutrit single shot
measurement method described in Appendix D.
To characterize the qubit state transfer from node A
to node B we performed full quantum process tomogra-
phy52. We prepare each of the six mutually unbiased
qubit basis states |g〉, |e〉, (|g〉+ |e〉)/√2, (|g〉+ i |e〉)/√2,
(|g〉 − |e〉)/√2, (|g〉 − i |e〉)/√2 29, transfer the state to
node B, then independently measure the three-level den-
sity matrix at node A and node B with QST. We obtain
the process matrix through linear inversion, from these
density matrices.
Appendix H: Two-Qutrit Entanglement
Due to a residual population of 3.5% of the |f〉 level
of the transmons after the entanglement protocol, the
entangled state cannot be rigorously described by a two-
qubit density matrix. To be concise we represent the re-
constructed two-qutrit entangled state ρ3⊗3 (Fig. 8) by
a two-qubit density matrix ρm, that consists of the two-
qubit elements of ρ3⊗3. This choice of reduction from
a two-qutrit to a two-qubit density matrix conserves the
state fidelity Fs|ψ+〉 = 〈ψ+|ρm|ψ+〉 = 〈ψ+|ρ3⊗3|ψ+〉, how-
ever, ρm has a non-unit trace. In addition, this reduc-
tion method gives a conservative estimate of the con-
currence C(ρm), compared to a projection of ρ3⊗3 on
the set of physical two-qubit density matrices. To thor-
oughly verify the three-level bipartite entanglement, we
use the computable cross norm or realignment (CCNR)
criterion53, which is well defined for multi-level mixed
entangled states. The CCNR criterion states that a
state ρ must be entangled if ccnr =
∑





k ⊗ GBk and GA(B)k being an orthonormal
basis of the observable spaces of HA(B). We obtain
ccnr = 1.612 ± 0.003 with the measured entangled state
ρ3⊗3, witnessing unambiguously the existence of entan-
glement of the prepared state.
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5.2.3 Avenues de recherche
La majorité des sources erreurs présentes dans cette expérience sont d’origines
purement expérimentales, par exemple les temps de cohérences des transmons. Ce-
pendant, quelques éléments théoriques pourraient être améliorés afin d’augmenter
la fidélité du transfert d’information.
Tout d’abord, une difficulté dans la fabrication des échantillons pour cette ex-
périence est la condition d’avoir deux résonateurs à la même fréquence. Après la
publication de cet article, j’ai développé une forme d’impulsion permettant d’émettre
un photon à une fréquence légèrement différente de la fréquence naturelle du résona-
teur, permettant ainsi de tolérer un léger désaccord entre les résonateurs émetteurs
et récepteurs, voir annexe C.2.2. Cette impulsion améliorée se base sur le fait qu’il
est possible de changer non seulement l’amplitude du couplage f0g1, mais aussi sa
phase, g˜(t)→ g˜(t) eiϕ(t). Pour les expériences futures, il sera dorénavant possible
de choisir les échantillons ayant les meilleurs temps de cohérence au lieu de ceux
ayant des résonateurs de même fréquence.
Pour émettre des photons, il est important de contrôler précisément la forme du
couplage f0g1, g˜(t). La méthode présentée à la section 5.1 permet de caractériser
précisément la relation entre l’amplitude du pilotage, Ωb, et le couplage, g˜. Cepen-
dant, cette méthode suppose un état stationnaire du système, et donc la forme du
couplage g˜(t) est valide tant que le pilotage change de manière adiabatique. Il serait
intéressant d’étudier des impulsions permettant de corriger les effets non adiaba-
tiques, en utilisant par exemple des idées du pilotage quantique sans transition
(transitionless quantum driving, TQD) [185]. Pour prendre avantage de ce genre de
technique, il est cependant nécessaire d’aller au-delà de la formule linéaire, équation
5.2, et de développer une meilleure compréhension analytique du couplage f0g1.
Finalement, l’utilisation de meilleurs encodages qu’un état de Fock est une autre
avenue de recherche intéressante. Par exemple, l’article suivant réalise une version
simple de code de détection d’erreurs à partir d’un encodage temporel. Il serait
intéressant d’étudier si d’autres encodages plus robustes sont envisegeables avec ce
système.
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5.3 Intrication à distance, encodage en temps
5.3.1 Contexte
Dans l’article de la section précédente, la source principale d’erreurs est la perte
de photons dans le canal de transmission entre les deux nœuds, et le circulateur
situé à cet endroit contribue en majeure partie à ces pertes. Bien qu’en principe il
soit possible d’éliminer ce circulateur, il reste utile d’un point de vue pratique pour
aider à thermaliser la ligne à transmission ainsi que pour caractériser les processus
d’émission et absorption de photons. De plus, la ligne à transmission elle-même
n’est pas parfaite et induit des pertes de photons. Pour ces raisons, la perte de
photons micro-ondes en transmission apparaît comme une source d’erreur difficile
à éradiquer complètement. Le développement de protocoles robustes par rapport à
ce type d’erreur est donc une étape importante dans le développement de canaux
de communication quantique à haute fidélité.
Dans le prochain article [63], on montre qu’un encodage temporel de l’informa-
tion quantique permet de détecter les évènements où le photon est perdu en cours
de transfert. Ainsi, seulement les expériences où un photon est transmis avec succès
sont gardés et la perte de photons dégrade le taux de succès de la transmission plutôt
que la fidélité de l’état final. Le principe de fonctionnement de ce code minimal
de détection d’erreur est illustré à la figure 5.4. Au lien d’encoder l’information
quantique dans une base de Fock, {|0⟩ , |1⟩}, où une erreur n’est pas détectable,
on encode l’information dans le temps d’arrivée du photon transmis, {|1ta⟩ , |1tb⟩}.
Ainsi, la perte d’un photon peut être détectée en effectuant une mesure distinguant
la présence ou l’absence de photon au nœud récepteur sans discriminer le temps
d’arrivée du photon.
Comme illustré à la figure 5.5, il est possible de réaliser ce type de mesure
en exploitant le troisième niveau du transmon. Plus précisément, avec la bonne
séquence d’impulsions, il est possible de transférer l’information du photon vers les
deux premiers niveaux du transmon, α |1tb⟩+ β |1ta⟩ → α |g⟩+ β |e⟩, et de préparer
le transmon dans l’état | f ⟩ lorsqu’aucun photon n’atteint le nœud récepteur. Ainsi, il
est possible de certifier que le transfert d’état a été complété avec succès en effectuant
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Base de Fock Base de temps
a) b)
Figure 5.4 – a) Dans la base de Fock, la perte d’un photon (ligne ondulée grise)
garde le système dans l’espace logique, {|0⟩ , |1⟩}. Dans cette situation, il est
impossible de détecter ou corriger l’erreur. b) Dans l’encodage en temps, la perte
d’un photon mène le système en dehors du sous-espace logique. En mesurant si le
système est dans le sous-espace {|1ta⟩ , |1tb⟩} ou dans l’état |0⟩, il est possible de
détecter la perte d’un photon sans détruire l’état quantique.
une mesure discriminant la population de l’état | f ⟩ de la population du sous-espace
{|g⟩ , |e⟩}. Ce type demesure est en principe possible en ajustant le décalage dispersif
du transmon avec un résonateur de mesure [186].
Il est important de souligner que le montage expérimental utilisé pour cette
expérience est identique au montage utilisé pour l’encodage en base de Fock. Dans
ce montage, la mesure du transmon récepteur est calibrée pour donner une réponse
ternaire, c’est-à-dire une mesure distinguant les états |g⟩, |e⟩ et | f ⟩. Par conséquent,
dans cette expérience, la mesure du transmon permettant de détecter la perte d’un
photon détruit du même coup l’état quantique du qubit. La prochaine étape d’un
point de vue expérimental est de fabriquer un nœud récepteur avec un second
transmon servant à certifier que le transfert a eu lieu avec succès. Par exemple, la
population de l’état f du premier transmon pourrait être convertie en population de
l’état e du second à partir d’une impulsion « fgge », c’est-à-dire l’équivalent d’une
impulsion f0g1 pour deux transmons (0 ↔ g, 1 ↔ e). Une fois cette conversion
effectuée, une mesure dispersive standard du second transmon permet de certifier
le transfert réussi du photon sans détruire l’état quantique du premier.
Un désavantage de l’encodage temporel est que la longueur totale du protocole
est doublée par rapport à l’encodage en base de Fock, car l’émission de photons doit




Figure 5.5 – L’état du qubit en converti en état de photon dans une base en temps,
α |g⟩+ β |e⟩ → α |1tb⟩+ β |1ta⟩. En cas de perte de photon (ligne ondulée grise), le
nœud récepteur reçoit un état |0⟩ et le transmon est envoyé vers l’état | f ⟩.
l’encodage en temps que pour l’encodage de Fock, rendant l’encodage temporel
attrayant seulement pour des systèmes où la perte de photons est la source d’erreur
dominante. On peut cependant ajouter à cela que certains événements de relaxation
des transmons sont équivalents à la perte d’un photon et peuvent donc être détectés.
5.3.2 Article
Comme pour l’article précédent, j’ai effectué le support théorique pour l’expé-
rience effectuée à l’ETH Zürich. En particulier, j’ai réalisé les simulations d’équation
maîtresse et les simulations d’équation maîtresse stochastique étudiant la robustesse
du protocole par rapport à la relaxation des transmons. J’ai rédigé l’annexe A et
participé à l’écriture du manuscrit.
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Heralding techniques are useful in quantum communication to circumvent losses without resort-
ing to error correction schemes or quantum repeaters. Such techniques are realized, for example,
by monitoring for photon loss at the receiving end of the quantum link while not disturbing the
transmitted quantum state. We describe and experimentally benchmark a scheme that incorporates
error detection in a quantum channel connecting two transmon qubits using traveling microwave
photons. This is achieved by encoding the quantum information as a time-bin superposition of
a single photon, which simultaneously realizes high communication rates and high fidelities. The
presented scheme is straightforward to implement in circuit QED and is fully microwave-controlled,
making it an interesting candidate for future modular quantum computing architectures.
Engineering of large-scale quantum systems will likely
require coherent exchange of quantum states between dis-
tant units. The concept of quantum networks has been
studied theoretically [1–4] and substantial experimental
efforts have been devoted to distribute entanglement over
increasingly larger distances [5–15]. In practice, quan-
tum links inevitably experience losses, which vary sig-
nificantly between different architectures and may range
from 2×10−4 dB/m in optical fibers [16] to 5×10−3 dB/m
in superconducting coaxial cables and waveguides at
cryogenic temperatures [17]. However, no matter which
architecture is used, the losses over a sufficiently long link
will eventually destroy the coherence of the transmitted
quantum state, unless some measures are taken to mit-
igate these losses. Possible ways to protect the trans-
mitted quantum information rely, for example, on using
quantum repeaters [18, 19], error correcting schemes [20–
22] or heralding protocols [23–26], which allow one to re-
transmit the information in case photon loss is detected.
Heralding protocols are particularly appealing for
near-term scaling of quantum systems since they are im-
plementable without a significant resource overhead and
can provide deterministic remote entanglement at prede-
termined times [27]. In essence, these protocols rely on
encoding the transmitted quantum information in a suit-
ably chosen subspace S such that any error, which may
be encountered during transmission, causes the system
to leave this subspace. On the receiving end, a mea-
surement which determines whether the system is in S
but does not distinguish between individual states within
S, can be used to detect if an error occurred. Crucially,
when the transfer is successful, this protocol does not dis-
turb the transmitted quantum information. As a counter
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† philipp.kurpiers@phys.ethz.ch, mpechal@stanford.edu,
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example, a simple encoding as a superposition of the vac-
uum state |0〉 and the single photon Fock state |1〉 is not
suitable to detect errors due to photon loss because the
error does not cause a transition out of the encoding sub-
space {|0〉, |1〉}. For this reason, encodings using other
degrees of freedom such as polarization [28, 29], angular
momentum [30, 31], frequency [32], time-bin [33–36] or
path [37, 38] are more common at optical frequencies.
Heralding schemes have been used with superconducting
circuits in the context of measurement based generation
of remote entanglement [9, 39] and also using two-photon
interference [40]. The more recent deterministic state
transfer and remote entanglement protocols based on the
exchange of shaped photon wave packets [13–15, 41] have
to the best of our knowledge not yet been augmented us-
ing heralding protocols.
In this work, we propose and experimentally bench-
mark a method to transfer qubit states over a distance
of approximately 0.9 m using a time-bin superposition
of two propagating temporal microwave modes. Our ex-
perimental results show that the protocol leads to a sig-
nificant performance improvement, which is, in our case,
a reduction of the transfer process infidelity by a fac-
tor of approximately two assuming ideal qubit readout.
The stationary quantum nodes are transmons [42] cou-
pled to coplanar waveguide resonators. The two lowest
energy eigenstates of the transmon, |g〉 and |e〉, form the
qubit subspace S while the second excited state, |f〉, is
used to detect potential errors. The multi-level nature
of the transmon is also essential to the photon emission
and reabsorption process, as described below. This tech-
nique can also be adapted to prepare entangled states of
the qubit and the time-bin degree of freedom, making it
suitable for heralded distribution of entanglement. Re-
markably, it does not require any specialized components
beyond the standard circuit QED setup with a trans-
mon or any other type of non-linear multi-level system





















2(a) (b)node A: sender node B: receiver
FIG. 1. Schematic representation of the pulse sequence implementing the time-bin encoding process at (a) the sender and
(b) the receiver. In the level diagrams, the gray vertical lines represent Hamiltonian matrix elements due to microwave drive
between transmon levels while the diagonal ones show the transmon-resonator coupling. (a) The qubit state is initially stored
as a superposition of |g0〉 (blue dot) and |e0〉 (red dot). The first two pulses map this state to a superposition of |e0〉, |f0〉 and
the third pulse transfers |f0〉 into |g0〉 while emitting a photon in time bin a (see red symbol for photon in mode a). Then,
after |e0〉 is swapped to |f0〉, the last pulse again transfers |f0〉 into |g0〉 and emits a photon in time bin b. (b) Reversing the
protocol we reabsorb the photon, mapping the time-bin superposition back onto a superposition of transmon states.
qubits [43], and can be implemented without frequency
tunability.
Our time-bin encoding scheme is based on a technique
for generating traveling microwave photons [44] via a
Raman-type transition in the transmon-resonator sys-
tem [45]. When the transmon is in its second excited
state |f〉 and the resonator in the vacuum state |0〉, ap-
plication of a strong microwave drive of appropriate fre-
quency induces a second order transition from the initial
state |f0〉 into the state |g1〉 where the transmon is in the
ground state and the resonator contains a single photon.
This photon is subsequently emitted into a waveguide
coupled to the resonator, leaving the transmon-resonator
system in its joint ground state. As the magnitude and
phase of the coupling between |f0〉 and |g1〉 is determined
by the amplitude and phase of the applied drive [44], the
waveform of the emitted photon can be controlled by
shaping the drive pulse. The same process applied in re-
verse can then be used to reabsorb the traveling photon
by another transmon-resonator system [1, 14].
The process for transferring quantum information
stored in the transmon into a time-bin superposition
state consists of the steps illustrated in Fig. 1(a): The
transmon qubit at node A is initially prepared in a super-
position of its ground and first excited state, α|g〉+β|e〉,
and the resonator in its vacuum state |0〉. Next, two
pulses are applied to transform this superposition into
α|e〉 + β|f〉. Then, another pulse induces the transition
from |f0〉 to |g1〉 as described above, which is followed
by spontaneous emission of a photon from the resonator.
The shape of the |f0〉-|g1〉 drive pulse is chosen such that
the photon is emitted into a time-symmetric mode cen-
tered around time ta. After this first step, the system is
in the state α|e0〉 ⊗ |0〉+ β|g0〉 ⊗ |1a〉, where |0〉 and |1a〉
denote the vacuum state of the waveguide and the single-
photon state in the time-bin mode a. Next, the popula-
tion from state |e〉 is swapped into |f〉 and the photon
emission process is repeated, this time to create a sin-
gle photon in a time-bin mode b centered around time tb.
The resulting state of the system is |g0〉⊗(α|1b〉+ β|1a〉).
Because of time-reversal symmetry, a single photon,
which is emitted by a transmon-resonator system into a
propagating mode with a time-symmetric waveform, can
be reabsorbed with high efficiency by another identical
transmon-resonator system [1]. This absorption process
is induced by a drive pulse obtained by time-reversing the
pulse that led to the emission of the photon. By reversing
both drive pulses in the time-bin encoding scheme, as
illustrated in Fig. 1(b), an incoming single photon in the
time-bin superposition state α|1b〉+ β|1a〉 will cause the
receiving transmon-resonator system, initialized in |g0〉,
to be driven to the state α|e0〉 + β|g0〉 as the photon is
absorbed. Thus, this protocol transfers the qubit state
encoded as a superposition of |g〉 and |e〉 from transmon













where we have omitted the states of the resonators and
the propagating field whenever they are in their respec-
tive vacuum states.
An important property of this transfer protocol is its
ability to detect photon loss in the communication chan-
3nel. Indeed, if a photon is lost or not absorbed by the
receiver, system B receives a vacuum state at its input
instead of the desired single-photon state. This means
that both absorption pulse sequences will leave trans-
mon B in its ground state |g〉 which will be subsequently
mapped into |f〉 by the final three pulses. By performing
a quantum non-demolition measurement on the trans-
mon which distinguishes between |f〉 and the subspace
spanned by |g〉, |e〉, but does not measure within this
subspace, we can detect the photon loss event without
affecting the transmitted quantum information. Such a
binary measurement of a qutrit state can, for example,
be realized by suppressing the measurement-induced de-
phasing in the ge subspace using parametric amplifica-
tion and feedback [46] or by engineering the dispersive
shifts of two transmon states on the readout resonator to
be equal [47]. The protocol also detects failures of the
state transfer due to energy relaxation at certain times
during the time-bin encoding protocol, e.g. if no photon
is emitted from A due to decay to |g〉 before the first time
bin. We discuss the detection of qutrit energy relaxation
based on quantum trajectories in Appendix A.
We implemented this time-bin encoding protocol us-
ing the setup depicted in Fig. 2(a) (see Appendix B and
Ref. [14] for details). We performed qutrit single-shot
readout instead of the binary measurement at transmon
B to characterize the quantum state transfer with pro-
cess tomography. For that, we initialized both transmon
qubits in their ground states [50, 51] and subsequently
prepared the qubit at node A in one of the six mutu-
ally unbiased qubit basis states |ψin〉 = {|g〉 , |e〉 , |±〉 =
(|g〉±|e〉)/√2, |±i〉 = (|g〉±i |e〉)/√2} [52] [Fig. 2(b)]. We
then ran the time-bin encoding and reabsorption proto-
col, as described above [Fig. 1] and implemented quan-
tum state tomography at node B for all six input states.
Directly after the tomography pulses, we read out the |g〉,
|e〉 and |f〉 states of transmon B with single-shot readout
using a Josephson parametric amplifier (JPA) [53] in the
output line. For readout characterization, we extracted
probabilities of correct assignment of state |g〉, |e〉 and
|f〉 for transmon B of Pg|g〉 = P (g| |g〉) = 98.5%, Pe|e〉 =
92.3% and Pf|f〉 = 86.4% (see also Appendix C). Based
on these single-shot measurements, we postselected ex-
perimental runs in which transmon B is not measured
in the |f〉 state keeping on average P qstsuc = 64.6% of the
data, and transferring qubit states at a rate Γqst/2pi =
P qstsucΓexp/2pi ≈ 32.3 kHz. Using the post-selected data,
we reconstructed the density matrices ρps of the qubit
output state at node B based solely on the single-shot
readout results and obtain the process matrix χps of the
quantum state transfer. We compute an averaged state
fidelity of F pss = avg(〈ψin|ρps|ψin〉) = 88.2 ± 0.2% and a
process fidelity of F psp = tr(χpsχideal) = 82.3±0.2% rela-
tive to the ideal input states |ψin〉 and the ideal identity
process, respectively.
To illustrate the detection of photon loss using the
time-bin encoding protocol, we reconstructed all six
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FIG. 2. (a) Simplified schematic of the circuit QED setup.
At each of the nodes a transmon (orange) is capacitively
coupled to two Purcell-filtered resonators which are used
for readout (gray) and remote quantum communication (yel-
low). The directional quantum channel consists of a semi-
rigid coaxial cable intersected by an isolator (see Ref. [14]
for details). (b) Pulse scheme used to characterize the time-
bin encoding protocol to transfer qubit states between two
distant nodes using quantum process tomography (QPT).
ζRφij labels a Gaussian derivative removal by adiabatic gate
(DRAG) microwave pulses [48, 49] for transmon transition
ij = {ge, ef} or transmon-resonator transitions ij = f0g1 of
angle φ = {pi/2, pi} around the rotation axis ζ = {x, y}. If no
axis is specified the pulses are around the x-axis. (c) Real
part of the qutrit density matrix ρcor for the input state
|−〉 = (|g〉 − |e〉)/√2 after the state transfer protocol recon-
structed using measurement-error correction. The magnitude
of each imaginary part is < 0.017. (d) Projection of ρcor (c)
onto the ge subspace ρprcor performed numerically which we use
to reconstruct the process matrix χprcor (absolute value shown
in (e)). The colored bars show the measurement results, the
gray wire frames the ideal density or process matrix, respec-
tively. The results of numerical master equation simulations
are depicted as red wire frames.
using the same dataset and correcting for measurement
errors in the qutrit subspace [14, 54] (see Appendix C for
4details). These qutrit density matrices have a significant
average population of level |f〉 of 39.1% indicating the
detection of errors after the time-bin encoding protocol,
which is compatible with 1 − P qstsuc of the post-selected
analysis [Fig. 2(c)]. Next, we projected these density
matrices numerically onto the qubit ge subspace ρprcor
[Fig. 2(d)], simulating an ideal error detection and re-
constructed the process matrix χprcor of the quantum state
transfer [Fig. 2(e)]. In this way, we found an average state
fidelity of F cors = avg(〈ψin|ρprcor|ψin〉) = 93.5 ± 0.1% and
a process fidelity of F corp = tr(χprcorχideal) = 90.3 ± 0.2%
based on these measurement-corrected matrices. This
analysis allowed us to compare the time-bin encoded pro-
tocol directly to a fully deterministic scheme without er-
ror mitigation, implemented in a similar setup [14], in
which we obtained F detp ≈ 80%. This clearly shows the
advantage of time-bin encoding to reduce the effect of
photon loss. In addition, we analyzed the sources of in-
fidelity by performing numerical master equation simu-
lations (MES) of the time-bin encoding protocol which
we compared to the measurement-error corrected den-
sity and process matrices. We find excellent agreement
with the experimental results, indicated by a small trace
distance tr |χprcor − χsim| /2 = 0.03 which is ideally 0 for
identical matrices and 1 for orthogonal ones. The MES
results indicate that approximately 5.5% of the infidelity
can be attributed to |f〉 → |e〉 and |e〉 → |g〉 energy re-
laxation at both transmons during the protocol. Pure
qutrit dephasing can explain the remaining infidelity.
In addition to a direct quantum state transfer, the gen-
eration of entanglement between distant nodes is a key
task of quantum communication. Here, we use a simple
modification of the state-transfer protocol to perform this
task [Fig. 3(a)]. Both transmon-resonator systems are
first initialized in their ground states. The first two pulses
of the remote-entanglement protocol prepare transmon A
in an equal superposition state 1/
√
2(|e〉+ |f〉), followed
by a pulse sequence which entangles the transmon state
|g〉 and |e〉 with the time-bin qubit and maps the state of

















|g〉A ⊗ |e〉B + |e〉A ⊗ |g〉B
)
and, in case of an error, transmon B ends up in state
|f〉B .
We performed post-selected experiments of the
entanglement-generation protocol by selecting only ex-
perimental runs in which neither qutrit was measured
in the |f〉 state using individual single-shot readout on
both transmons. Under this condition, we retained
P entsuc ≈ 61.5% of the data and obtained a Bell state fi-
delity of F pss = 〈ψ+|ρps|ψ+〉 = 82.3± 0.4% compared to
an ideal Bell state |ψ+〉 = (|gA, eB〉 + |eA, gB〉)/
√
2. In
FIG. 3. (a) Pulse scheme for generating remote entangle-
ment between nodes A and B (see text for details). (b) Real
part of the two-qutrit density matrix ρcor reconstructed after
execution of the time-bin remote entanglement protocol us-
ing measurement-error correction. The colored bars indicate
the measurement results, the ideal expectation values for the
Bell state
∣∣ψ+〉 = (|gA, eB〉+ |eA, gB〉)/√2 are shown as gray
wire frames and the results of a master equation simulation
as red wire frames. The magnitude of the imaginary part of
each element of the density matrix is < 0.024. (c) Numeri-
cal projection of the ρcor onto the ge subspace to obtain the
two-qubit density matrix ρprcor which is in excellent agreement
with our MES (trace distance of 0.028).
these post-selected experiments, we generated entangled
states at rate Γent/2pi = P entsucΓexp/2pi ≈ 30.8 kHz. To
benchmark this entanglement protocol, we used full two-
qutrit state tomography of the transmons in which we
corrected for measurement errors with the same data set.
The reconstructed density matrix, shown in Fig. 3(c), dis-
plays a high population of the |gA, fB〉, |eA, fB〉 states,
Pgf = 16.0% and Pef = 21.4%, and small population
of |fA, gB〉, |fA, eB〉 and |fA, fB〉 ,
∑
i={g,e,f} Pfi = 2.7%,
which indicates that photon loss is a significant source of
error. We projected onto the ge qubit subspace numeri-
cally and obtained a two-qubit density matrix, Fig. 3(d),
showing a fidelity of F cors = 〈ψ+|ρprcor|ψ+〉 = 92.4± 0.4%.
5Comparing this state fidelity to the fully deterministic
case, F dets ≈ 79% [14], shows the potential of the pro-
posed time-bin encoding protocol to generate remote en-
tanglement independent of photon loss. Using a MES we
attribute approximately 6.5% of the infidelity to energy
relaxation and the rest to dephasing. As detailed in Ap-
pendix A, we performed a MES based on quantum tra-
jectories and find that 64% of all decay events during the
time-bin encoding protocol are detected. However, due
to the additional time needed for performing the time-
bin encoding protocol relative to the direct Fock-state
encoding this protocol is affected more by pure qutrit
dephasing.
In conclusion, we experimentally demonstrated a
method for transferring a qubit state between a three-
level superconducting quantum circuit and a time-bin
superposition of a single propagating microwave photon.
This type of encoding lends itself naturally to quantum
communication protocols which allow detection of photon
loss in the quantum link while maintaining a high com-
munication rate. In our experiment, we have observed
that the described protocol significantly improves the fi-
delity of transmitted quantum states and distributed Bell
states between two distant transmon qubits when out-
comes are post-selected on successful transmission of a
photon. We also observed and analyzed the potential of
the time-bin encoding protocol to detect errors due to
energy relaxation of the qutrits during the protocol.
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Appendix A: Stochastic Master Equation
Simulations
In order to investigate the robustness of the time-bin
encoding protocol with respect to qutrit energy relax-
ation, we numerically study a fictitious experiment with
the same device parameters in which we monitor quan-
tum jumps from |f〉 → |e〉 and from |e〉 → |g〉 on qutrits
A and B, conditioning the system state on the measure-
ment record. We perform Ntraj = 2000 trajectories un-
raveled in the manner described above [55] and, for each
realization for which a jump occurred, compute the prob-
ability that the error is detected at the end of the time-bin
protocol. Fig. 4(b) and (c) show this heralding probabil-
ity as a function of the time at which the jump occurred
for the four energy relaxation processes, |f〉n → |e〉n and|e〉n → |g〉n, n = {A,B}. For some decay events, qutrit
B ends in the |f〉 state and, consequently, the time-bin
encoding protocol partially allows the heralding of qutrit
relaxation.
For simplicity, Fig. 4(b) and (c) only show the cases
where a single decay event occurred. Summing over all
trajectories where one or more jumps are present, we can






(1− Tr [|f〉 〈f |B ρjump(tf )]) ,
where ρjump(tf ) is the state conditioned on the measure-
ment record at the end of the protocol. For the en-
tanglement generation protocol and the parameters of
this experiment, we find that the probability of an unde-
tected decay event is Pundet = 5.5% which corresponds to
Pundet/Pjump = 35.7% of trajectories where a jump oc-
curred. Three types of decay events contribute the most
to Pundet, as shown in Fig. 4(b) and (c). At node A,
|f〉A → |e〉A jumps (light blue points) in the first time
bin are generally not detected since this results in a pho-
ton being emitted in the second time bin, with qutrit
B ending in |e〉. However, if there is also a photon loss
event in the communication channel in the second time
bin, then qutrit B ends in |f〉 and the combination of the
two errors is detected. When the communication channel
is perfect, this type of decay event is not detected. Sec-
ond, |e〉A → |g〉A jumps (dark blue points) in the second
time bin are generally not detected and there are two
ways they can occur. If there are no other errors in the
protocol, then qutrit B ends in |g〉 and the error is not
detected. However, a |e〉A → |g〉A jump can also occur if
there is a photon loss event in the first time bin. In that
situation, qutrit B ends |f〉 and the error is detected. At
node B, |f〉B → |e〉B jumps (beige points) in the second
time bin are not detected since qutrit B ends in |g〉.
6FIG. 4. (a) Pulse scheme for generating remote entanglement
between node A and B. Probability that a quantum jump from
|f〉 → |e〉 or |e〉 → |g〉 of the qutrit at node A (b) or node
B (c) is detected during the time-bin remote entanglement
protocol. The data is based on 2000 stochastic trajectories of
a numerical master equation simulation (see Appendix A for
details).
In contrast to energy relaxation, pure dephasing does
not lead to direct changes in qutrit populations. Conse-
quently, the time-bin encoding does not allow the herald-
ing of phase errors.
Appendix B: Sample and Setup
The samples and setup are identical to the one of
Ref. [14]. Up to an exchange of the cryogenic coaxial
circulator (Raditek RADC-8-12-Cryo) in the connection
between the two samples with a rectangular waveguide
isolator (RADI-8.3-8.4-Cryo-WR90) which affected the
bandwidth of the transfer resonators due to its different
impedance. The device parameters are summarized in
Table I.
quantity, symbol (unit) Node A Node B
readout resonator frequency, νR (GHz) 4.788 4.780
readout Purcell filter frequency, νRpf (GHz) 4.778 4.780
readout resonator bandwidth, κR/2pi (MHz) 12.6 27.1
readout circuit dispersive shift, χR/2pi (MHz) 5.8 11.6
transfer resonator frequency, νT (GHz) 8.400 8.400
transfer Purcell filter frequency, νTpf (GHz) 8.426 8.415
transfer resonator bandwidth, κT /2pi (MHz) 7.4 12.6
transfer circuit dispersive shift, χT /2pi (MHz) 6.3 4.7
qubit transition frequency, νge (GHz) 6.343 6.098
transmon anharmonicity, α (MHz) -265 -306
|f, 0〉 ↔ |g, 1〉 transition frequency, νf0g1 (GHz) 4.021 3.490
|f, 0〉 ↔ |g, 1〉 max. eff. coupling, g˜m/2pi (MHz) 5.4 5.6
energy relaxation time on ge, T1ge (µs) 5.0±0.4 4.5±0.2
energy relaxation time on ef , T1ef (µs) 2.3±0.4 1.6±0.1
coherence time on ge, TR2ge (µs) 7.7±0.5 5.7±0.2
coherence time on ef , TR2ef (µs) 3.2±1.3 2.3±0.7
TABLE I. Device parameters for nodes A and B.
Appendix C: Qutrit single-shot readout and
population extraction
We estimated the measurement assignment probabili-
ties Ps′|s〉 = P (s′| |s〉) by first assigning each trace pre-
pared in state |s〉 to state s′ obtained from a single-shot
measurement and normalized the recorded counts. We
summarized those normalized counts in a vector N iB for
each measured trace i. To obtain the assignment prob-
abilities matrix RA = PA(s′A| |sA〉) = (N |g〉A , N |e〉A , N |f〉A )
and RB = PB(s′B| |sB〉 for transmon A and B, we reset
both transmons to their ground state, prepared them in
either |g〉, |e〉 or |f〉 individually using DRAG microwave
pulses and performed single shot readout for which we
optimized the readout power and integration time [56] to
minimize the sum of all measurement misidentifications
(the off-diagonal elements of R) [14]. For the single-
shot readout we used Josephson parametric amplifiers
(JPAs) with a gains of 21 dB and 24 dB and bandwidths
of 20 MHz and 28 MHz. We obtained the assignment
probabilities matrix RA =
|g〉 |e〉 |f〉
g 97.8 2.7 2.9
e 0.7 93.8 3.7
f 1.5 3.5 93.4
for transmon A for a readout time of tAr = 96 ns and a
state-dependent number of photons in the readout res-
onator nAr of 0.5 to 2. For transmon B we computed
RB =
|g〉 |e〉 |f〉
g 98.5 3.8 1.1
e 0.9 92.3 12.5
f 0.6 3.9 86.4
7gg ge gf eg ee ef fg fe ff
gg 0.027 -0.004i 0.007-0.007i -0.001-0.011i 0 -0.001i 0 -0.003 0.002+0.002i
ge 0.004i 0.301 -0.005-0.024i 0.269 0.004i -0.003+0.007i -0.002-0.006i -0.001 -0.001
gf .007+0.007i -0.005+0.024i 0.16 0.004+0.013i -0.005+0.003i -0.002-0.001i 0.001-0.002i 0.001+0.016i 0.014-0.004i
eg -0.001+0.011i 0.269 0.004-0.013i 0.268 -0.001-0.001i -0.003+0.008i -0.007-0.010i -0.001i -0.006-0.004i
ee 0. -0.004i -0.005-0.003i -0.001+0.001i 0.003 -0.008+0.011i -0.003i 0. 0.001
ef 0.001i -0.003-0.007i -0.002+0.001i -0.003-0.008i -0.008-0.011i 0.214 -0.011+0.017i 0.001-0.001i -0.016-0.007i
fg 0. -0.002+0.006i 0.001+0.002i -0.007+0.01i 0.003i -0.011-0.017i 0.006 -0.001+0.001i 0.001+0.001i
fe -0.003 -0.001 0.001-0.016i 0.001i 0. 0.001+0.001i -0.001-0.001i 0.003 0.
ff 0.002-0.002i -0.001 0.014+0.004i -0.006+0.004i 0.001 -0.016+0.007i 0.001-0.001i 0. 0.018
TABLE II. Numerical values of the experimentally obtained density matrix elements of the two-transmon remote entangled
state in a two-qutrit basis using the time-bin encoding. The real part of this density matrix is depicted as colored bars in
Fig. 3(b).
for tBr = 216 ns and nBr between 0.2 and 0.5 used for
characterizing the quantum state transfer protocol.
For two-qutrit states the assignment probability ma-
trix RAB = PAB(s′A, s′B| |sA, sB〉) = RARB can be calcu-
lated using the outer product of the single-qutrit assign-
ment probabilities matrices.
In the post-selected measurement analysis we dis-
carded traces which were assigned to s′ = f in the
single-shot measurement, keeping only the ge qubit sub-
space. We normalized the g, e counts and set the nor-
malized counts equal to the populations of transmons
in the qubit subspace. Based on these population we
reconstructed the density matrices of the output states
after the state-transfer or entanglement-generation pro-
tocol using a maximum-likelihood approach [57].
To reconstruct the full single-qutrit (two-qutrit) den-
sity matrices we inverted the assignment probability ma-
trix R−1B (R
−1
AB) and obtained the qutrit population for
each measured trace M iB = R−1B N iB (two-qutrit correla-




AB) is an ad-
vantage since we can prepare qutrit states with a higher
fidelity than performing qutrit readout [14] because of an
efficient reset [50] and high fidelity single qutrit pulses.
I X Y˜ Z
I 0.903 -0.003-0.002i -0.004 0.007+0.005i
X -0.003+0.002i 0.033 -0.007 0.001
Y˜ -0.004 -0.007 0.027 -0.003+0.002i
Z 0.007-0.005i 0.001 -0.003-0.002i 0.037
TABLE III. Numerical values of the experimentally obtained
process matrix elements of the qubit state transfer using the
time-bin encoding protocol. The absolute value of this process
matrix is depicted in Fig. 2(e) as colored bars.
Appendix D: Measurement data
The measurement results of the quantum process to-
mography used to characterize the state-transfer protocol
and of the two-qutrit density matrix after the remote en-
tanglement protocol are shown in Table II and Table III.
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5.3.3 Précisions sur l’article
Pour le premier article (encodage de Fock), la probabilité d’effectuer avec succès
le transfert d’un photon a été mesurée à Psate = 67, 5%. Pour le transfert d’état avec
l’encodage temporel, cette probabilité est un peu plus faible, Pqstsuc = 64, 6%. Cette
différence peut être expliquée par le fait qu’en pratique, les échantillons utilisés pour
les deux protocoles sont différents. Finalement, pour le protocole d’intrication avec
l’encodage temporel, la probabilité de succès est encore plus faible, Pentsuc = 61, 5%. La
différence avec le protocole de transfert d’état est qu’ici la mesure est conditionnée
sur la mesure des deux qubits dans le sous-espace de calcul {|g⟩ , |e⟩}, rejetant les
données lorsqu’un des deux qubits est mesuré l’état | f ⟩.
5.4 Initialisation de qubits
Malgré que l’article suivant ne traite pas d’intrication à distance, j’ai choisi
de l’inclure dans ce chapitre car le montage expérimental est similaire aux deux
expériences précédentes. En résumé, on choisit ici d’interpréter le couplage f0g1 non
pas comme un processus émettant un photon, mais comme un mécanisme retirant
deux excitations du transmon.
5.4.1 Contexte
Pour réaliser un calcul quantique, il est crucial de connaître précisément l’état
initial des qubits. De plus, plusieurs protocoles de correction d’erreur nécessitent
l’utilisation de qubits ancillaires qui doivent constamment être réinitialisés dans leur
état fondamental. Par conséquent, l’initialisation de qubits est un élément important
de l’ordinateur quantique. Le protocole d’initialisation présenté dans le prochain
article tire avantage du couplage f0g1 et fonctionne de la manière suivante. Le
transmon est piloté par deux ondes, une à la fréquence f0g1 et l’autre à la fréquence
entre les états |e⟩ et | f ⟩ (voir figure 5.6). Ainsi, une excitation initialement dans l’état
|e0⟩ est transférée à l’état | f0⟩, puis à l’état |g1⟩. La relaxation naturelle du résonateur




Figure 5.6 – a) Circuit pour l’initialisation de qubit. Le qubit est piloté par deux
ondes, une à la fréquence ω f0g1 (orange) et une à la fréquence ωe f (bleu). b)
Niveaux d’énergie du système transmon-résonateur. Lorsque le transmon est
initialement dans son état excité |e⟩, les pilotages (bleu et orange) combinés à la
dissipation du résonateur (ligne ondulée verte) ramènent le transmon vers son état
fondamental, |e0⟩ → | f0⟩ → |g1⟩ → |g0⟩.
combinaison des pilotages f0g1 et e f comme un couplage vers un bain à température
nulle qui refroidit naturellement le transmon vers son état fondamental.
Un avantage de ce protocole est qu’il est passif, c’est-à-dire ne requiert pas
l’application d’une impulsion de rétroaction sur le système basée sur le résultat
d’une mesure. L’absence de rétroaction simplifie le montage expérimental, mais
surtout la réinitialisation du transmon n’est pas limitée par la fidélité de la mesure.
Un autre avantage de cette méthode est le niveau | f ⟩ qui est lui aussi réinitialisé
par cette méthode, rendant ce protocole plus robuste contre la fuite vers les niveaux
supérieurs.
Le montage expérimental de cette expérience correspond au nœud émetteur
pour les deux articles précédents 1. Dans ce montage, le transmon est couplé à
deux résonateurs, un pour la mesure et un pour la réinitialisation. Il est important
de souligner qu’un seul de ces résonateurs est nécessaire à la réinitialisation du
transmon.
1. De manière équivalente, le nœud récepteur aurait pu être utilisé. Le nœud émetteur a été
choisi pour le meilleur temps de cohérence du transmon.
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5.4.2 Article
Comme dans les deux articles précédents, j’ai réalisé les simulations d’équation
maîtresse pour cette expérience. J’ai aussi participé à la rédaction du manuscrit.
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Active qubit reset is a key operation in many quantum algorithms, and particularly in quantum error
correction. Here, we experimentally demonstrate a reset scheme for a three-level transmon artificial atom
coupled to a large bandwidth resonator. The reset protocol uses a microwave-induced interaction between
the jf; 0i and jg; 1i states of the coupled transmon-resonator system, with jgi and jfi denoting the ground
and second excited states of the transmon, and j0i and j1i the photon Fock states of the resonator. We
characterize the reset process and demonstrate reinitialization of the transmon-resonator system to its
ground state in less than 500 ns and with 0.2% residual excitation. Our protocol is of practical interest as it
has no additional architectural requirements beyond those needed for fast and efficient single-shot readout
of transmons, and does not require feedback.
DOI: 10.1103/PhysRevLett.121.060502
The efficient initialization of a set of qubits into their
ground state is one of the DiVincenzo criteria for quantum
information processing [1]. Initialization is also critical for
the implementation of error correction codes [2–4] to reset
ancilla qubits on demand to a fiducial state in short time and
with high fidelity. For this reason, qubit reset procedures
have been implemented for a wide range of physical
quantum computation platforms [5–9], including super-
conducting qubits for which we discuss the most common
approaches below [10–19].
Reset for superconducting qubits is commonly realized
using the outcome of a strong projective measurement to
either herald the ground state [13] or deterministically
prepare it using feedback [14–17]. Measurement-induced
state mixing limits the achievable single-shot readout
fidelity and the performance of this approach [16,20,21].
In addition, measurement-induced mixing constrains the
quantum-nondemolition nature of dispersive readout giving
rise to leakage out of the qubit subspace [16,22], which is
particularly detrimental to quantum error correction [23].
Alternatively, qubit reset can be achieved by coupling the
qubit excited state to a cold and rapidly decaying quantum
system. Such driven reset schemes [10,11,18,24,25] make
use of ideas related to dissipation engineering [26–29]. In
one variant of this approach [11], the qubit is quickly tuned
into resonance with a Purcell filtered, large-bandwidth,
resonator using magnetic flux. The qubit then quickly
thermalizes to its ground state due to Purcell decay, the rate
of which can be adjusted, on-demand, by 3 orders of
magnitude. The flux pulses employed in this scheme
require careful calibration, they may affect subsequent
gates by bleedthrough and neighboring qubits through
cross talk [30].
An all-microwave reset protocol utilizing the qubit-state-
dependent response of a resonator [18] avoids the use of
flux tuning and its potentially detrimental effects. This
protocol [18] has minimal hardware requirements, only a
single resonator, but requires a cavity linewidth κ smaller
than the dispersive interaction strength χ limiting both the
speed of the reset process and the readout if the same
resonator is used [31,32].
In this work, we demonstrate an alternative all-micro-
wave reset protocol of a three-level transmon coupled to a
resonator with no constraint on κ. Driving the transmon
simultaneously with two coherent tones forms a Λ system
in the Jaynes-Cumming ladder [33] and unconditionally
transfers any excitation in the two lowest excited states of
the transmon to a single photon emitted to the environment,
thus resetting the transmon qutrit on demand. This protocol
outperforms existing measurement-based and all-
microwave driven reset schemes in speed and fidelity
[34], populates the resonator with one photon at most,
and can be extended to other types of superconducting
qubits. In addition, this protocol is of practical interest as it
is optimized when the resonator is designed for rapid and
high-fidelity transmon readout [32].
The device used in our experiment and schematically
illustrated in Fig. 1(a), uses a transmon qubit [35,36]
(orange), with transition frequency ωge=2π ¼ 6.343 GHz,
anharmonicity α=2π ¼ −265 MHz and energy relaxation
time T1 ¼ 5.5 μs. We control the qubit state with micro-
wave pulses up-converted from an arbitrary waveform
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generator (AWG), applied to the transmon through a
dedicated drive line. To perform the reset, the transmon
is capacitively coupled with rate gr=2π ¼ 335 MHz to a
resonator of frequency ωr=2π ¼ 8.400 GHz, resulting in a
dispersive interaction with rate χr=2π ¼ −6.3 MHz (light
blue). The reset resonator is connected through a Purcell-
filter resonator to cold 50 Ω loads with an effective
coupling κ=2π ¼ 9 MHz. This resonator can, in principle,
be used for transmon readout. However, in the present
work, to decouple the reset from its characterization
process, we read out the transmon with a dedicated,
Purcell-filtered resonator (light green). We present further
details about the sample in the Supplemental Material [34].
We read out the transmon state using a gated drive
applied to the input port of the readout resonator at a
frequency optimized for qutrit readout [37]. The signal
scattered off the readout resonator is amplified at TBT ¼
10 mK by a Josephson parametric amplifier [38,39].
The signal is then amplified at 4 K with high electron
mobility transistors, down-converted using an I-Q mixer,
digitized using an analog-to-digital converter, digitally
down-converted and processed using a field programmable
gate array.
The reset concept, illustrated in Fig. 1(b), is based on a
cavity-assisted Raman transition between jf; 0i and jg; 1i
[33,40,41]. Here, js; ni denotes the tensor product of the
transmon in state jsi, with its three lowest energy eigen-
states jgi, jei, and jfi, and the reset resonator in the n
photon Fock state jni. By simultaneously driving the
jf; 0i↔ jg; 1i (f0-g1) transition and the je; 0i↔ jf; 0i
(e-f) transition, the population is transferred from the qutrit
excited states, je; 0i and jf; 0i, to the state jg; 1i. The
system then rapidly decays to the target dark state jg; 0i by
photon emission at rate κ, effectively resetting the qutrit to
its ground state.







0 g˜ −δf0g1 − iκ=2
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acting on the states je; 0i, jf; 0i, and jg; 1i. Here, the non-
Hermitian term −iκ=2 accounts for the photon emission
process, and Ωef and g˜ are the e-f and f0-g1 drive-induced
Rabi rates, respectively. Because the f0-g1 drive acts on a
second order transition, it requires a high amplitude Vf0g1
and induces significant ac Stark shifts Δ¯ef and Δ¯f0g1 of the
e-f and f0-g1 transitions [40]. In Hamiltonian (1), δef and
δf0g1 denote the detuning of the drives from their respective
ac Stark shifted transitions. Therefore, gaining experimen-
tal control over the reset drive parameters requires us to
characterize the dependence of Δ¯ef and Δ¯f0g1 on Vf0g1 as
well as the relation between the drive amplitudes and their
corresponding Rabi rates.
First, we determine the ac Stark shift Δ¯f0g1. We initialize
the transmon in jgi, then apply a sequence of two π pulses
(πge, πef) to prepare the system in jf; 0i [Fig. 1(c)]. We
apply a flattop f0-g1 pulse of carrier frequency νf0g1,
amplitude Vf0g1 and duration tr and read out the resulting
transmon state populations. Here and in all calibration
measurements, the populations Pg;e;f of the transmon qutrit
are extracted by comparing the averaged signal transmitted
through the readout resonator to reference traces [37]. We
repeat the process varying νf0g1 and Vf0g1, while keeping
Vf0g1tr fixed to obtain comparable Rabi angles for the
rotations induced by the f0-g1 drive. For a given value of
Vf0g1, we fit the dependence of Pg on νf0g1 to a Gaussian
whose center yields the ac Stark shifted frequency, at which
the population transfer from jf; 0i to jg; 1i is maximized
[Fig. 2(a)]. The ac Stark shift Δ¯f0g1 extracted in this way
shows a quadratic dependence on Vf0g1 [blue diamonds in
Fig. 2(b)].
FIG. 1. (a) Simplified schematic of the experimental setup. A
transmon (orange) is coupled to two Purcell-filtered resonators.
The readout resonator (green) is connected to room temperature
electronics (description in the main text), while the reset resonator
(blue) is connected to two 50 Ω loads thermalized at base
temperature. (b) Jaynes-Cummings ladder diagram of the trans-
mon-reset resonator energy levels. The purple and light blue
arrows represent the e-f and f0-g1 pulsed coherent drives,
respectively, and the black arrow labeled κ illustrates the
resonator decay process. (c) Illustration of the pulse schemes
used to test the reset protocol. We initialize the qutrit to its ground
state passively or optionally with an unconditional reset, then
prepare the desired state jgi, jei, or jfi with control pulses
(labeled πge and πef). We reset the qutrit by simultaneously
applying flattop e-f (purple) and f0-g1 (light blue) pulses for a
reset time tr. The resulting qutrit state is then measured by
applying a microwave tone to the readout resonator (green).
PHYSICAL REVIEW LETTERS 121, 060502 (2018)
060502-2
To determine Δ¯ef, we prepare the system in je; 0i and
apply a short square e-f π pulse of frequency νef in the
presence of a continuous, resonant f0-g1 drive of amplitude
Vf0g1. For each Vf0g1, we extract the ac Stark shifted
frequency of the e-f transition by finding the minimum of
Pe vs νef with a fit to a Gaussian [Fig. 2(c)]. As before, we
observe a quadratic dependence of Δ¯ef on Vf0g1 [purple
triangles in Fig. 2(b)].
Finally, we perform resonant Rabi oscillation measure-
ments on the e-f and f0-g1 transitions to extract the linear
relation between the drive amplitudes Vef and Vf0g1, and
their corresponding Rabi rates [34] [Figs. 2(d)–2(f)]. The
Rabi oscillations between jf; 0i and jg; 1i are damped due
to the spontaneous decay from jg; 1i to jg; 0i [Fig. 2(f)].
In all the following experiments, we adjust the drive
frequencies such that δef ¼ δf0g1 ¼ 0 to reset the transmon,
leaving only g˜ andΩef as tunable parameters. From Eq. (1),







of state jsi ∈ fje; 0i; jf; 0i; jg; 1ig during the reset. Here,
js0i is the initial state of the system, λk are the eigenvalues
of Hamiltonian (1) and Aˆk are operators that depend only
on Hamiltonian (1) [34]. These populations oscillate at
rates 2ReðλkÞ and decay exponentially at rates 2jImðλkÞj.
As the smallest decay rate dominates at long reset times, we
define the reset rate as Γ≡min½2jImðλkÞj. The reset can be
operated in two regimes [34]. In the low drive-power region
hatched in Fig. 3(a), the eigenvalues λk are purely imagi-
nary: the reset is in an overdamped regime where the qutrit
excited populations decay with no oscillation. When
crossing the critical damping boundary, two eigenvalues
abruptly display a finite real part and the reset enters an
underdamped, oscillatory regime. The reset rate Γ is
bounded by its maximum value κ=3, which it reaches
on a line in parameter space, defining an optimal branch
(solid red line in Fig. 3). The optimal branch intersects the
critical-damping boundary at an exceptional point (black
cross in Fig. 3) where all three eigenvalues are identical
[42]. At this point, the reset has maximum rate and
displays no oscillations. For a given g˜, there is a unique
value of Ωef maximizing the reset rate to Γmaxðg˜Þ. The
parameter configuration then lies on the critical-damping






FIG. 2. (a) Population Pg vs the frequency νf0g1 of a flattop
f0-g1 pulse, of amplitude Vf0g1, applied to the qutrit initially
prepared in jf; 0i. (b) Measured ac Stark shifts Δ¯f0g1 and Δ¯ef of
the f0-g1 (blue diamonds) and e-f (purple triangles) transitions,
vs amplitude Vf0g1 of the f0-g1 drive. The solid lines are
quadratic fits to the data. (c) Population Pe vs frequency νef
of a flattop e-f π pulse applied on the qutrit, initially prepared in
state je; 0i, in the presence of a continuous f0-g1 drive of
amplitude Vf0g1. (d) Population Pf vs duration t of a resonant
flattop e-f pulse, of amplitude Vef ¼ 8 mV. (e) Extracted Rabi
rates Ωef and g˜, of the e-f (purple triangles) and f0-g1 (blue
diamonds) drives versus their amplitude, Vef and Vf0g1. The solid
lines are linear fits. (f) Population Pf vs duration t of a resonant
square f0-g1 pulse, of amplitude Vf0g1 ¼ 444 mV. The pulse
schemes used to acquire the data shown in panels (a), (c), (d), and
(f) are shown as insets, with the f0-g1 and e-f pulse envelopes
represented in blue and purple, respectively. The solid lines in (a)
and (c) are fits to Gaussians. The solid lines in (c) and (f) are fits
to Rabi oscillation models described in Ref. [34].
FIG. 3. (a) Calculated reset rate Γ=κ, vs Rabi rates g˜=κ and
Ωef=κ. The overdamped parameter region is hatched. The red line
shows the values of Ωef maximizing Γ as a function of g˜, and
corresponds to the optimal branch where it is solid. (b)Maximized
reset rate Γmax=κ vs g˜=κ [we follow the red line from (a)]. In (a)
and (b), the parameter configurations A, B, and C at which the
reset dynamic was probed (see main text and Fig. 4) are indicated
with colored symbols and the exceptional point is represented by
a black cross.






κ (red dashed line in Fig. 3), and on the
optimal branch otherwise. As g˜ goes below g˜ep, Γmaxðg˜Þ
abruptly drops [Fig. 3(b)]. Therefore, the ability to drive
the f0-g1 transition with g˜ > g˜ep is crucial to achieve
fast reset.
We probed the reset dynamics at the three parameter
configurations labeled A, B, and C in Fig. 3(a). We
initialize the transmon in je; 0i or jf; 0i, apply the reset
drive pulses for a time tr, and then readout the transmon
with single-shot measurements, as illustrated in Fig. 1(c).
Utilizing the single-shot statistics, we correct for the qutrit
state assignment errors, to determine the population of
the qutrit with systematic errors below 0.3% [34]. We first
probed the reset in configuration A (Ωef=2π ¼ 1.5 MHz,
g˜=2π ¼ 2.9 MHz), which is on the optimal branch and is
the closest to the exceptional point. During the reset, the
transmon state oscillates between jgi, jei, and jfi while
rapidly decaying to jgi on a timescale of 300 ns, indepen-
dent of the initial state [Figs. 4(a) and 4(b)]. The excited
population Pexc ¼ Pe þ Pf drops to below 1% without
displaying any oscillations [Fig. 4(c)]. The reset dynamics
calculated from Eq. (2) is in excellent agreement with the
data, as shown by the solid lines in Figs. 4(a) and 4(b).
When increasing the e-f drive to Ωef=2π ¼ 3 MHz (B),
the decaying state jg; 1i is populated earlier. As a result, we
observe that Pexc drops faster initially but at a slower rate at
longer times since configuration B is not on the optimal
branch [Fig. 4(c)]. Because this parameter set realizes the
underdamped regime, Pexc displays oscillatory features.
Configuration C (Ωef=2π ¼ 3 MHz, g˜=2π ¼ 4.8 MHz) is
on the optimal branch and has higher drive rates than
configuration A. Therefore, Pexc drops faster initially, and
with the same long-time rate, leading to a more efficient
reset. In this configuration, Pexc drops below 1% in only
280 ns, and below measurement errors (∼0.3%) in steady
state [Fig. 4(c)], outperforming all existing measurement-
based and microwave-driven reset schemes by an order of
magnitude [34].
At long reset times, Pexc saturates to a nonzero steady-
state value Psatexc because of transmon rethermalization. To
fully capture the role of decoherence and rethermalization
during the reset, we perform master equation simulations
using only parameters extracted from independent mea-
surements [34]. The numerical simulations are in excellent
agreement with the data for all probed reset parameter
configurations [solid lines in Fig. 4(c)] and yield Psatexc ¼
0.2% for configuration C, suggesting that the Psatexc achiev-
able in our experiment is limited by transmon rethermal-
ization. In this case, the excited population saturates at
Psatexc ¼ k↑τ, where k↑ ≃ nth=T1 is the rethermalization rate,
with nth the excited population at thermal equilibrium, and
τ ¼ R∞0 ½PHeje þ PHfjeðtÞdt [34]. Therefore, faster drops of
Pexc, obtained by increasing the drive rates along the
optimal branch, result in lower steady-state excited pop-
ulations [Fig. 4(c)]. Other limitations, such as residual
driving of the g-e transition by the e-f drive, and finite
temperature of the resonator, are negligible for the pre-
sented parameters [34].
High transmon anharmonicity α combined with large
transmon-resonator coupling g allows for reaching larger
Ωef and g˜ without driving unwanted transitions [40].
Driving the reset at higher Rabi rates, we can reach the
optimal branch, where Γ ¼ κ=3, for larger values of κ. As a
result, increasing g, α, and κ maximizes Γ and optimizes the
reset. Increasing these parameters also optimizes speed and
fidelity of qubit readout without degrading the coherence
and thermalization of the qubit, if Purcell filters are used
[32,34]. Therefore, our reset protocol performs best with a
resonator designed for optimal readout. As an illustration,
using the results of the present work, we calculate that
implementing this reset protocol with the readout resonator
of Ref. [32] would reset the qutrit below Pexc ¼ 0.1% in
83 ns, and to a steady-state value Psatexc ¼ 1.6 × 10−4 in
200 ns, provided that the f0-g1 Rabi rate exceedsffiffiffiffiffiffiffiffiffiffi
2=27
p
κ ≃ 2π × 10 MHz.
In conclusion, we have demonstrated an unconditional all-
microwave protocol to reset the state of a three-level trans-
















































FIG. 4. Qutrit populations Pg;e;f vs reset time tr with reset
parameters in configuration A (see main text), and (a) system
initialized in je; 0i or (b) in jf; 0i. The solid lines in (a) and (b) are
calculated from Eq. (2). (c) Excited population Pexc as a function
of reset time tr, when the qutrit is initialized in je; 0i, shown for
reset parameter configurations A, B, and C. The solid lines are
calculated from a master equation simulation.
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scheme does neither require feedback, nor qubit tunability,
not does it constrain device parameters or populate the
readout resonator with a large number of photons.
Furthermore, the protocol can conveniently be integrated
in an architecture where the qubits are coupled to high
bandwidth, Purcell-filtered resonators, in order to perform
rapid and high-fidelity quantum manipulations [43] and
readout [32,44]. However, in a multiqubit system, the
protocol’s need for high f0-g1 drive power increases the
sensitivity to cross talk and can cause spurious driving of
two-qubit transitions.Addressing these concerns in scaled up
circuits will require improved shielding of drive lines, and
careful selection of resonator and qubit frequencies. We did
not observe any degradation of qubit coherence and oper-
ation fidelity in thepresenceof the reset drive tones [43], but a
systematic study of these effects constitutes valuable future
work.
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Dans cette thèse, j’ai présenté mes travaux de doctorat organisés en trois cha-
pitres. Tout d’abord, j’ai décrit mes travaux sur la détection de photons micro-ondes
uniques (chapitre 3), où je propose deux concepts de détecteurs promettant une
grande efficacité et ne détruisant pas le photon à détecter. Le premier détecteur
(section 3.2) se base sur l’absorption d’un photon dans un ensemble de transmons
inhomogènes, alors que le second (section 3.3) se base sur la propagation du photon
dans un métamatériau unidimensionnel. Le second détecteur promet une large
bande de détection tandis que le premier est plus simple à réaliser. La réalisation
expérimentale de ces propositions permettrait d’ajouter une pièce importante dans
la boîte à outils de l’optique quantique micro-onde : c’est le défi que nous sommes
actuellement en train de relever avec mes collègues du groupe d’Irfan Siddiqi de
l’université de Berkeley en Californie.
Ensuite, j’ai introduit une méthode pour effectuer une mesure de parité avec
un faible coût expérimental (chapitre 4), une opération essentielle pour les codes
de correction d’erreurs quantiques. En utilisant astucieusement un résonateur non
linéaire excité à l’aide d’un pilotage à deux photons, j’ai montré comment mesurer
directement la parité d’un ensemble de qubits sans induire trop de déphasage dans
les sous-espaces de parités pairs et impairs. De plus, j’ai introduit une méthode
permettant d’augmenter le nombre de qubits mesurés de deux à quatre. Ces travaux




Par la suite, j’ai présenté les travaux que j’ai effectués en collaboration avec
le groupe expérimental d’Andreas Wallraff de l’ETH Zürich (chapitre 5). Dans le
premier article de cette série (section 5.2), nous avons réalisé le premier transfert
déterministe d’état quantique entre deux qubits supraconducteurs distants 1. Avec le
même montage expérimental et une modification mineure au protocole de transfert
d’état quantique, nous avons aussi généré des états intriqués entre les deux qubits
distants. Le deuxième article (section 5.3) s’attaque à la perte de photons durant le
transfert entre les deux qubits. À l’aide d’un code de détection d’erreur basé sur un
encodage temporel du photon émis, il est possible de certifier que le transfert du
photon a été effectué avec succès et ainsi augmenter la fidélité du transfert d’état
quantique ou de l’état intriqué. Ces deux expériences représentent une étape impor-
tante vers la réalisation d’une architecture modulaire pour l’ordinateur quantique,
où un calcul est effectué sur plusieurs petits processeurs quantiques distincts. Le
troisième et dernier article de cette collaboration (section 5.4) introduit une méthode
pour initialiser rapidement des transmons dans leur état fondamental. L’avantage
de cette méthode est qu’elle ne nécessite pas de rétroaction ni d’impulsion de flux et
qu’elle peut être utilisée avec les montages standards d’électrodynamique en circuit.
Plusieurs avenues de recherches en continuation de mes travaux ont été men-
tionnées dans cette thèse. Je résume ici les perspectives qui sont, à mon avis, les plus
excitantes. Pour les deux versions du détecteur de photons présentées au chapitre 3,
la présence de plusieurs modes d’absorption implique que le système peut absorber
plus d’un photon. Il serait judicieux d’analyser ce cas de figure plus en profondeur
pour déterminer si ces détecteurs peuvent résoudre le nombre de photons d’un
signal. Ensuite, un projet intéressant serait d’étudier les conséquences du modèle
de bruit biaisé pour la mesure de parité introduite au chapitre 4. En particulier,
il serait intéressant de déterminer si cette mesure de parité permet une meilleure
tolérance aux fautes par rapport à une mesure de parité indirecte où, à priori, il n’y
a pas de structure à exploiter dans le modèle d’erreurs. Finalement, une piste de
recherche attrayante pour la collaboration avec l’ETH Zürich présentée au chapitre 5
serait d’améliorer la forme des impulsions pour l’émission de photons uniques. Plus
précisément, une meilleure compréhension analytique du couplage f0g1 pourrait
permettre d’annuler certains effets diabatiques à l’aide de techniques comme le
1. Simultanément avec deux groupes de Yale.
125
pilotage quantique sans transition (TQD).
Annexe A
Porte à deux qubits longitudinale
Un des premiers projet que j’ai mené à terme pendant ma thèse concerne les
portes à deux qubits [187]. Plus particulièrement, j’ai travaillé sur une porte logique
se basant sur le couplage longitudinal, c’est-à-dire un couplage qubit-résonateur
prenant la forme
Hˆ = gzσˆz(aˆ+ aˆ†). (A.1)
Par souci de longueur, j’ai choisi de ne pas incorporer cet article dans le texte
principal.
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We investigate an approach to universal quan-
tum computation based on the modulation of
longitudinal qubit-oscillator coupling. We show
how to realize a controlled-phase gate by simul-
taneously modulating the longitudinal coupling
of two qubits to a common oscillator mode. In
contrast to the more familiar transversal qubit-
oscillator coupling, the magnitude of the effec-
tive qubit-qubit interaction does not rely on a
small perturbative parameter. As a result, this
effective interaction strength can be made large,
leading to short gate times and high gate fideli-
ties. We moreover show how the gate infidelity
can be exponentially suppressed with squeez-
ing and how the entangling gate can be gener-
alized to qubits coupled to separate oscillators.
Our proposal can be realized in multiple physi-
cal platforms for quantum computing, including
superconducting and spin qubits.
Introduction—A widespread strategy for quantum in-
formation processing is to couple the dipole moment of
multiple qubits to common oscillator modes, the latter
being used to measure the qubits and to mediate long-
range interactions. Realizations of this idea are found
in Rydberg atoms [1], superconducting qubits [2] and
quantum dots [3] amongst others. With the dipole mo-
ment operator being off-diagonal in the qubit’s eigen-
basis, this type of transversal qubit-oscillator coupling
leads to hybridization of the qubit and oscillator de-
grees of freedom. In turn, this results in qubit Pur-
cell decay [4] and to qubit readout that is not truly
quantum non-demolition (QND) [5]. To minimize these
problems, the qubit can be operated at a frequency de-
tuning from the oscillator that is large with respect to
the transverse coupling strength gx. This interaction
then only acts perturbatively, taking a dispersive char-
acter [1]. While it has advantages, this perturbative
character also results in slow oscillator-mediated qubit
entangling gates [6–8].
Rather than relying on the standard transversal cou-
pling, Hx = gx(aˆ† + aˆ)σˆx, an alternative approach is to
use a longitudinal interaction, Hz = gz(aˆ†+aˆ)σˆz [9–14].
Since Hz commutes with the qubit’s bare Hamiltonian
the qubit is not dressed by the oscillator. Purcell decay
is therefore absent [10, 11] and qubit readout is truly
QND [13]. The absence of qubit dressing also allows
for scaling up to a lattice of arbitrary size with strictly
local interactions [11].
By itself, longitudinal interaction however only leads
to a vanishingly small qubit state-dependent displace-
ment of the oscillator field of amplitude gz/ωr ¹ 1, with
ωr the oscillator frequency. In Ref. [13], it was shown
that modulating gz at the oscillator frequency ωr ac-
tivates this interaction leading to a large qubit state-
dependent oscillator displacement and to fast QND
qubit readout. In this paper, we show how the same
approach can be used, together with single qubit ro-
tations, for universal quantum computing by introduc-
ing a fast and high-fidelity controlled-phase gate based
on longitudinal coupling. The two-qubit logical opera-
tion relies on parametric modulation of a longitudinal
qubit-oscillator coupling, inducing an effective σˆzσˆz in-
teraction between qubits coupled to the same mode. A
similar gate was first studied in Ref. [10] in the pres-
ence of an additional dispersive interaction χaˆ†aˆσˆz and
a cavity drive. We show that, with a purely longitu-
dinal interaction excluding the former term, the gate
fidelity can be improved exponentially using squeezing.
We moreover show that the gate can be performed re-
motely on qubits coupled to separate but interacting
oscillators. The latter allows for a modular architec-
ture that relaxes design constraints and avoids spurious
interactions while maintaining minimal circuit complex-





















In contrast to two-qubit gates based on a transversal
interaction [6, 7], this proposal does not rely on strong
qubit-oscillator detuning and is not based on a pertur-
bative argument. As a result, the longitudinally medi-
ated σˆzσˆz interaction is valid for all qubit, oscillator and
modulation parameters and does not result in unwanted
residual terms in the Hamiltonian. For this reason, in
the ideal case where the interaction is purely longitu-
dinal (i.e. described by Hz), there are no fundamental
bounds on gate infidelity or gate time and both can in
principle be made arbitrarily small simultaneously.
Similarly to other oscillator-mediated gates, loss from
the oscillator during the gate leads to gate infidelity.
This can be minimized by working with high-Q oscilla-
tors something that is, however, in contradiction with
the requirements for fast qubit readout [2]. We solve
this dilemma by exploiting quantum bath engineering,
using squeezing at the oscillator input. By appropri-
ately choosing the squeezed quadrature, we show how
‘which-qubit-state’ information carried by the photons
leaving the oscillator can be erased. This leads to an
exponential improvement in gate fidelity with squeezing
strength.
Oscillator mediated qubit-qubit interac-
tion—Following Ref. [13], we consider two qubits
coupled to a single harmonic mode via their σˆz degree
of freedom. Allowing for a time-dependent coupling,
the Hamiltonian reads (~ = 1)
Hˆ(t) = ωraˆ†aˆ+ 12ωa1σˆz1 +
1
2ωa2σˆz2
+ g1(t)σˆz1 (aˆ† + aˆ) + g2(t)σˆz2 (aˆ† + aˆ).
(1)
In this expression, ωr and ωai are the frequencies of the
oscillator and of the ith qubit, respectively, while gi(t)
are the corresponding longitudinal coupling strengths.
For constant couplings, gi(t) = gi, the longitudi-
nal interaction only leads to a displacement of order
∼ gi/ωr, which is vanishingly small for typical pa-
rameters. This interaction can be rendered resonant
by modulating gi(t) at the oscillator frequency lead-
ing to a large qubit-state dependent displacement of
the oscillator state. Measurement of the oscillator by
homodyne detection can then be used for fast QND
qubit readout [13]. Consequently, modulating the cou-
pling at the oscillator frequency rapidly dephases the
qubits. To keep dephasing to a minimum, we instead
use an off-resonant modulation of gi(t) at a frequency
ωm detuned from ωr by many oscillator linewidths κ:
gi(t) = gi cos(ωmt), where g1,2 are constant real ampli-
tudes [10].
The oscillator-mediated qubit-qubit interaction can
be made more apparent by applying a polaron trans-
formation Uˆ(t) = exp[
∑
i=1,2 αi(t)σˆziaˆ† − H.c.] with
an appropriate choice of αi(t) (see supplemental ma-
terial). Doing this, we find in the polaron frame the
simple Hamiltonian
Hˆpol(t) = ωraˆ†aˆ+ Jz(t)σˆz1σˆz2. (2)
The full expression for the σˆzσˆz-coupling strength Jz(t)
is given in the supplemental material. In the follow-
ing we will, however, assume two conditions on the to-
tal gate time, tg, such that this expression simplifies
greatly. For δtg = n × 2pi and ωmtg = m × pi, with n









where δ ≡ ωr − ωm is the modulation drive detuning.
By modulating the coupling for a time tg = θ/4|J¯z|,
evolution under Eq. (2) followed by single qubit Z-
rotations leads to the entangling controlled-phase gate
UCP (θ) = diag[1, 1, 1, eiθ]. Since UCP (pi) together with
single qubit rotations forms a universal set [16], we only
consider this gate from now on.
Note that the conditions on the gate time used
in Eq. (3) are not necessary for the validity of Eq. (2),
and the gate can be realized without these assumptions.
However, as we will discuss below, these conditions are
important for optimal gate performance: They ensure
that the oscillator starts and ends in the vacuum state,
which implies that the gate does not need to be per-
formed adiabatically. Finally, not imposing the second
constraint, ωmtg = m×pi, only introduces fast rotating
terms to Eq. (3) which we find to have negligible effect
for the parameters used later in this paper. In other
words, this constraint can be ignored under a rotating-
wave approximation.
The above situation superficially looks similar to
controlled-phase gates based on transversal coupling
and strong oscillator driving [6, 17, 18]. There are,
however, several key differences. With transversal cou-
pling, the σˆzσˆz interaction is derived using perturba-
tion theory and is thus only approximately valid for
small gx/{∆, δd}, with ∆ the qubit-oscillator detun-
ing and δd the oscillator-drive detuning. For the same
reason, it is also only valid for small photon numbers
n ¹ ncrit = ∆2/4g2x [6]. Moreover, this interaction
is the result of a fourth order process in gx/{∆, δd},
leading to slow gates. Because of the breakdown of
the dispersive approximation, attempts to speed up the
gate by decreasing the detunings or increasing the drive
amplitude have resulted in low gate fidelities [7]. In
contrast, with longitudinal coupling, the σˆzσˆz interac-
tion conveniently scales as ∼ g1g2/δ, i.e. it scales as a
second-order process in g1,2/δ, but the exact nature of
the transformation means that there are no higher or-
der terms. Consequently, Eq. (2) is valid for any value
of g1,2/δ, independent of the oscillator photon number.
2
Figure 1: Schematic illustration, in a frame rotating at ωr,
of the qubit-state dependent oscillator field in phase space for
g1 = g2 starting and ending in the vacuum state (purple).
The oscillator’s path for |00〉 (|11〉) is shown by the dashed
red (blue) line. The qubit-state dependent oscillator state is
shown in light (t = tg/4) and dark colors (t = tg/2). The
oscillator’s state associated to {|01〉, |10〉} stays in the vacuum
state for the duration of the gate (purple). (a) No squeez-
ing. (b,c) Squeezing can help in erasing the which-qubit-state
information.
As will become clear later, this implies that the gate
time and the gate infidelity can be decreased simulta-
neously. Finally, with longitudinal coupling, there is
no constraint on the qubit frequencies, in contrast with
usual oscillator-induced phase gates where the detuning
between qubits should preferably be small.
Oscillator-induced qubit dephasing—Fig. 1 illus-
trates, for g1 = g2, the mechanism responsible for the
qubit-qubit interaction. Under longitudinal coupling,
the oscillator field is displaced in a qubit-state depen-
dent way, following the dashed lines in Fig. 1(a) (Pan-
els (b) and (c) will be discussed later). This conditional
displacement leads to a non-trivial qubit phase accumu-
lation. This schematic illustration also emphasizes the
main cause of gate infidelity for this type of controlled-
phase gate, irrespective of its longitudinal or transversal
nature: Photons leaking out from the oscillator during
the gate carry information about the qubit state, lead-
ing to dephasing.
A quantitative understanding of the gate infidelity
under photon loss can be obtained by deriving a mas-
ter equation for the joint qubit-oscillator system. While
general expressions are given in the supplemental ma-
terial, to simplify the discussion we assume here that













































Figure 2: Average gate infidelity 1 − F (full line) and gate
time (dashed lines) of UCP (pi) as a function of (a) detuning
and (b) coupling strength. In panel (a) g/κ× 10−3 is fixed at
2 (blue), 3 (green), 4 (orange). Note that the corresponding
three infidelity curves are indistinguishable on this scale. In
panel (b) δ/κ × 10−5 is fixed at 0.75 (blue), 1 (green), 1.25
(orange).
Lindblad master equation in the polaron frame reads
ρ˙(t) = − i[Hˆpol, ρ(t)] + κD[aˆ]ρ(t)
+ Γ[1− cos(δt)]D[σˆz1 + σˆz2]ρ(t),
(4)
where κ is photon decay rate and D[x] denotes the usual
dissipation super-operator D[x]• = x • x† − 12{x†x, •}.
The last term of Eq. (4) corresponds to a dephas-
ing channel with rate Γ = 2κ(g/2δ)2. Since Hˆpol
does not generate qubit-oscillator entanglement dur-
ing the evolution, we can ensure that in this frame,
gate-induced dephasing only happens due to the last
term in Eq. (4) with rate Γ, by imposing that the
initial and final polaron transformations also do not
lead to qubit-oscillator entanglement. This translates
to the condition αi(0) = αi(tg) = 0 and is realized for
δtg = n × 2pi, which is the constraint mentioned ear-
lier (neglecting fast-rotating terms related to the sec-
ond constraint ωmtg = m × pi). More intuitively, it
amounts to completing n full circles in Fig. 1, the oscil-
lator ending back in its initial unentangled state. Note
that these conclusions remain unchanged if the oscilla-
tor is initially in a coherent state. As a result, there is
no need for the oscillator to be empty at the start of
the gate [10].
Based on the dephasing rate Γ and on the gate time
tg, a simple estimate for the scaling of the gate infi-
3
delity is 1 − F ∼ Γ × tg ∼ κ/δ 1. A key observation
is that this gate error is independent of g, while the
gate time scales as tg ∼ δ/g2. Both the gate time and
the error can therefore, in principle, be made arbitrar-
ily small simultaneously. This scaling of the gate error
and gate time is confirmed by the numerical simulations
of Fig. 2, which shows the dependence of the gate in-
fidelity [20] on detuning δ and coupling strength g, as
obtained from numerical integration of Eq. (4). The ex-
pected increase in both fidelity (full lines) and gate time
(dashed lines) with increasing detuning δ are apparent
in panel (a). In addition, panel (b) confirms that, to a
very good approximation, the fidelity is independent of
g (full lines) while the gate time decreases as tg ∼ 1/g2
(dashed lines).
This oscillator-induced phase gate can be realized in
a wide range of physical platforms where longitudinal
coupling is possible. Examples include spin qubits in
inhomogeneous magnetic field [21], singlet-triplet spin
qubits [22], flux qubits capacitively coupled to a res-
onator [11] and transmon-based superconducting qubits
[10, 13, 14]. The parameters used in Fig. 2 have been
chosen following the latter references. In particular,
taking κ/2pi = 0.05 MHz [23], g/2pi = 60 MHz [13]
and δ/2pi = 537 MHz results in a very short gate time
of tg = 37 ns with an average gate infidelity as small
as 1 ×10−4. Taking into account finite qubit lifetimes
T1 = 30µs and T2 = 20µs [24], we find that the in-
fidelity is increased to ∼ 10−3 (see supplemental ma-
terial). In other words, the gate fidelity is limited by
the qubit’s natural decoherence channels with these pa-
rameters. For a comparison with transversal resonator-
induced phase gate, see the supplemental material.
A crucial feature of this gate is that the circular path
followed by the oscillator field in phase space maxi-
mizes qubit-state dependent phase accumulation while
minimizing dephasing, allowing for high gate fidelities.
In contrast to [10], this relies on the assumption that
there is no dispersive interaction of the form χaˆ†aˆσˆz
in Eq. (1). Furthermore, we show below that this also
allows for exponential improvement in gate fidelity with
squeezing. It is therefore desirable to minimize, or avoid
completely, dispersive coupling in experimental imple-
mentations 2.
Improved fidelity with squeezing— As discussed
above, for fixed g and δ the fidelity increases with de-
creasing κ. A small oscillator decay rate κ, however,
comes at the price of longer measurement time if the
same oscillator is to be used for readout [13]. This
1Note that 1−F refers only to the error due to photon decay,
excluding the qubits natural T1 and T2 times.
2In the proposal of Ref. [13], this can be done by reducing the









Figure 3: Average gate infidelity 1 − F squeezing power. Pa-
rameters are δ/2pi = 0.6 GHz, g/2pi = 60 MHz, tg = 42.7 ns,
κ/2pi = 1 MHz. In brown, rotating squeezing angle as illus-
trated in Fig. 1(b). In dark blue, squeezing at ωr as illustrated
in Fig. 1(c), and κ(ωm) = 0 simulating a filter reducing the
density of modes to zero at ωm.
problem can be solved by sending squeezed radiation
to the oscillator’s readout port. As schematically il-
lustrated in Fig. 1, by orienting the squeezing axis with
the direction of the qubit-dependent displacement of the
oscillator state, the which-path information carried by
the photons leaving the oscillator can be erased. By
carefully choosing the squeezing angle and frequency, it
is thus possible to improve the gate performance with-
out reducing κ. We now show two different approaches
to realize this, referring the reader to the supplemental
material for technical details.
A first approach is to send broadband two-mode
squeezed vacuum at the input of the oscillator, where
the squeezing source is defined by a pump frequency
ωp = (ωr +ωm)/2 and a squeezing spectrum with large
degree of squeezing at ωr and ωm. A promising source of
this type of squeezing is the recently developed Joseph-
son travelling wave amplifiers [25, 26]. With such a
squeezed input field, a coherent state of the oscillator
becomes a squeezed state with a squeezing angle that
rotates at a frequency δ/2. As illustrated in Fig. 1(b),
this is precisely the situation where the anti-squeezed
quadrature and the displacement of the oscillator’s state
are aligned at all times. This leads to an exponential
decrease in dephasing rate
Γ(r) ∼ e−2rΓ(0), (5)
with r the squeezing parameter. This reduction in de-
phasing rate leads to the exponential improvement in
gate fidelity with squeezing power shown by the brown
line in Fig. 3(c). An interesting feature in this Figure is
that increasing κ by 2 orders of magnitude to allow for
fast measurement [13], leads to the same ∼ 10−5 gate
infidelity obtained above without squeezing here using
only ∼6 dB of squeezing. Since numerical simulations
are intractable for large amount of squeezing, we depict
the infidelity obtained from a master equation simu-
lation by a solid line and the expected infidelity from
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analytical calculations by a dash-dotted line.
An alternative solution is to use broadband squeez-
ing centered at the oscillator’s frequency, i.e. a squeez-
ing source defined by a pump frequency ωp = ωr. As
illustrated in Fig. 1(c), using this type of input leads
to a squeezing angle that is constant in time in a frame
rotating at ωr. With this choice, information about the
qubits’ state contained in the aˆ† + aˆ quadrature of the
field is erased while information in the i(aˆ†− aˆ) quadra-
ture is amplified (cf. Fig. 1). By itself, this does not lead
to a substantial fidelity improvement. However, a care-
ful treatment of the master equation shows that Eq. (5)
can be recovered by adding a filter reducing the density
of modes at ωm to zero at the output port of the oscilla-
tor (see supplemental material). Filters of this type are
routinely used experimentally to reduce Purcell decay of
superconducting qubits [27, 28]. As illustrated by the
dark blue line in Fig. 3(c), using single-mode squeez-
ing at ωr and a filter at the modulation frequency, we
recover the same exponential improvement found with
two-mode squeezing, Eq. (5), in addition to a factor of
two decrease in gate infidelity without squeezing.
Interestingly, rotating the squeezing axis by pi/2 when
squeezing at the oscillator frequency helps in distin-
guishing the different oscillator states and has been
shown to lead to an exponential increase in the signal-
to-noise ratio for qubit readout [13]. In practice, the dif-
ference between performing a two-qubit gate and a mea-
surement is thus the parametric modulation frequency
(off-resonant for the gate and on resonance for measure-
ment) and the choice of squeezing axis.
We note that Eq. (5) was derived from a master equa-
tion treatment under the standard secular approxima-
tion [29], which is not valid at high squeezing powers
(here, & 10 dB, see supplemental material). At such
high powers, the frequency dependence of κ together
with other imperfections are likely to be relevant.
Scalability—So far we have focused on two qubits cou-
pled to a single common oscillator. As shown by Billan-
geon et al. [11], longitudinal coupling of several qubits to
separate oscillators that are themselves coupled trans-
versely has favorable scaling properties. Circuits im-
plementing this idea were also proposed by Richer et
al. [14]. Interestingly, the gate introduced in this paper
can also be implemented in such an architecture. Con-
sider two qubits interacting with distinct, but coupled,
oscillators with the corresponding Hamiltonian [11]
Hˆab = ωaaˆ†aˆ+ ωbbˆ†bˆ+ 12ωa1σˆz1 +
1
2ωa2σˆz2
+ g1(t)σˆz1 (aˆ† + aˆ) + g2(t)σˆz2 (bˆ† + bˆ)
− gab(aˆ† − aˆ)(bˆ† − bˆ).
(6)
In this expression, aˆ, bˆ label the mode of each oscillator
of respective frequencies ωa,b, and gab is the oscillator-
oscillator coupling. As above, g1,2(t) are modulated at
the same frequency ωm, corresponding to the detunings
δa ≡ ωa − ωm and δb ≡ ωb − ωm. Following the same
procedure as above and performing a rotating-wave ap-
proximation for simplicity, we find a Hamiltonian in the
polaron frame of the same form as Eq. (2), but now with





δ¯2 − g2ab(1 + ζ2)
, (7)
where δ¯ = (δa+δb)/2 and ζ = (ωb−ωa)/(2gab). This im-
plementation allows for a modular architecture, where
each unit cell is composed of a qubit and coupling os-
cillators, used for both readout and entangling gates.
Such a modular approach can relax design constraints
and avoids spurious interactions with minimal circuit
complexity [11, 14, 15].
Conclusion—We have proposed a controlled-phase
gate based on purely longitudinal coupling of two qubits
to a common oscillator mode. The key to activating the
qubit-qubit interaction is a parametric modulation of
the qubit-oscillator coupling at a frequency far detuned
from the oscillator. The gate infidelity and gate time
can in principle be made arbitrarily small simultane-
ously, in stark contrast to the situation with transver-
sal coupling. We have also shown how the gate fidelity
can be exponentially increased using squeezing and that
it is independent of qubit frequencies. The gate can
moreover be performed remotely in a modular archi-
tecture based on qubits coupled to separate oscillators.
Together with the fast, QND and high-fidelity measure-
ment scheme presented in Ref. [13], this makes a plat-
form based on parametric modulation of longitudinal
coupling a promising path towards universal quantum
computing in a wide variety of physical realizations.
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This supplemental material is organized as follows: In Sect. 1 we derive a general master equation
for two qubits coupled to a single oscillator that is itself coupled to an external bath. We then use this
result to study three cases: a standard bath at zero temperature, a bath that is two-mode squeezed
at the modulation and oscillator frequency and a bath that is squeezed at the oscillator frequency.
In Sect. 2 we give more information about possible physical implementations. In Sect. 3 we show
how the gate can be realized for qubits that are in separate, but coupled, oscillators. In Sect. 4
we give more details about the numerical simulations, followed by a comparison with a transversal
resonator-induced phase gate in Sect. 5 and finally in Sect. 6 we derive an error bound for the secular
approximation made in deriving the master equation.
1 Derivation of the master equation
In this section, we follow the procedure outlined in the main paper, taking damping of the oscillator
into account. We start with the full Hamiltonian of two qubits longitudinally coupled to an oscillator,
and a bath coupled to the oscillator (~ = 1),
Hˆ = Hˆ0 + Hˆqr + Hˆrf , (S1)





dω ωbˆ†ω bˆω, (S2)







κ(ω)(aˆ+ aˆ†)(bˆω + bˆ†ω), (S4)
where Hˆqr is the qubit-oscillator coupling Hamiltonian and Hˆrf is the oscillator-bath coupling Hamil-
tonian. bˆω (bˆ
†
ω) is a bath mode annihilation (creation) operator, satisfying the commutation relation
[bˆω, bˆ†ω′ ] = δ(ω − ω′), and κ(ω) is the damping rate of the oscillator at frequency ω. We assume the
form g1(t) = g1 cos(ωmt), g2(t) = g2 cos(ωmt + φ) for the qubit-oscillator couplings, with φ = 0 and
the modulation frequency far from the oscillator frequency δ ≡ ωr − ωm. Setting φ = pi leads to a
very similar derivation, with ultimately a sign difference in the σˆz1σˆz2 interaction and allowing us to
choose between a ferromagnetic or an antiferromagnetic interaction.















































κ(ω)(Oˆe−iωrt + Oˆeiωrt)(bˆωe−iωt + bˆ†ωeiωt).
(S7)
To simplify expressions, we have defined a two-qubit operator







≡ g1σˆz1 + g2σˆz2
2δ˜
, (S8)
with δ˜ = [1/δ + 1/(ωr + ωm)]−1, and the qubit-qubit coupling strength
Jz(t) =− g1g22δ
{




− g1g22(ωm + ωr) {1− cos(δt)− cos[(ωm + ωr)t]} .
(S9)
It is important to note that, up to this point, all transformations performed are exact. Also, we have
specifically chosen α(t) in such a way that at all times the oscillator’s state is vacuum in the polaron
frame: We will use this fact later in the discussion.
In practice Eq. (S9) can be simplified greatly if we impose the two conditions δtg = 2npi, 2ωmtg =
2mpi on the modulation parameters, with n and m integers. In this case, all the cosine terms in Eq. (S9)
average to zero and can be dropped exactly. We can thus use
Jz(t) = J¯z = −g1g22δ˜ for δtg = n× 2pi, ωmtg = m× pi. (S10)
We emphasize that in the main paper we used J¯z for the qubit-qubit coupling to simplify the discussion,
but in general there is no obstacle to keeping the full form of Jz(t), Eq. (S9). In the numerical results
presented, we always use the full form.




























κ(ω)(Oˆe−iωmt + Oˆeiωmt)(bˆωe−iωt + bˆ†ωeiωt).
(S12)
This expression can be simplified by defining Bˆ(t) ≡ ∫∞0 dω (bˆωe−iωt+ bˆ†ωeiωt) and assuming that κ(ω)
is independent of frequency close to ωm and ωr according to the usual Markov approximation [S1].



















−iωnt + Cˆ†neiωnt)Bˆ(t), (S14)
2
where n = r,m and Cˆr ≡ aˆ+ Oˆ, Cˆm ≡ −Oˆ.




dτ Trf{[HˆIpol(t), [HˆIpol(t− τ), ρ(t)⊗ ρf ]]}, (S15)
where ρ(t) is the density matrix of the qubit-oscillator system and ρf the density matrix of the
oscillator’s bath. Using Eq. (S13) and defining S(t, ω) ≡ ∫∞0 dτ 〈Bˆ(t − τ)Bˆ(t)〉e−iωτ , S∗(t, ω) ≡∫∞




− i[∆(ωn,−ωn′ , t)CˆnCˆn′ , ρ(t)] + Γ(ωn,−ωn′ , t)D[Cˆn, Cˆn′ ]ρ(t)
− i[∆(−ωn, ωn′ , t)Cˆ†nCˆ†n′ , ρ(t)] + Γ(−ωn, ωn′ , t)D[Cˆ†n, Cˆ†n′ ]ρ(t)
− i[∆(−ωn,−ωn′ , t)Cˆ†nCˆn′ , ρ(t)] + Γ(−ωn,−ωn′ , t)D[Cˆ†n, Cˆn′ ]ρ(t)
− i[∆(ωn, ωn′ , t)CˆnCˆ†n′ , ρ(t)] + Γ(ωn, ωn′ , t)D[Cˆn, Cˆ†n′ ]ρ(t),
(S16)
where
D[xˆ, yˆ]• = xˆ • yˆ − 12{yˆxˆ, •}, (S17)




′) + S∗(t, ωn)]e−i(ωn−ωn′ )t, (S18)






′)− S∗(t, ωn)]e−i(ωn−ωn′ )t. (S19)
The last two equations correspond to the dissipation rates Γ and the lamb shifts ∆. To get an explicit
form for S(t, ω), we consider a squeezed bath at a pump frequency ωp [S1],
〈bˆω1 bˆω2〉 = M(ω1)δ(ω1 + ω2 − 2ωp), (S20)
〈bˆ†ω1 bˆ†ω2〉 = M∗(ω1)δ(ω1 + ω2 − 2ωp), (S21)
〈bˆ†ω1 bˆω2〉 = N(ω1)δ(ω1 − ω2), (S22)
〈bˆω1 bˆ†ω2〉 = [N(ω1) + 1]δ(ω1 − ω2). (S23)
Using these expressions in S(t, ω), we get two different expressions for ω > 0 and ω < 0
S(t, ω > 0) = pi
[
M(ω)e−i2ωpt +N(ω) + 1
]
, (S24)





Neglecting fast rotating terms in the usual secular approximation [S2], the dissipation rates take the
form














′) +N(ωn)]ei(ωn−ωn′ )t, (S28)




′) +N(ωn) + 2]e−i(ωn−ωn′ )t, (S29)
and the lamb shifts





















See Sect. 6 for a discussion on the validity of the secular approximation here. In the next sections we
consider three relevant cases: A) No squeezing: N(ω) = M(ω) = 0, B) squeezing at ωp = (ωm+ωr)/2
and C) squeezing at ωp = ωr with a filter at ωm: κm → 0.
3
1.1 No squeezing
The first case is a bath at zero temperature, corresponding to M(ω) = N(ω) = 0. The generalization
to a finite temperature bath is simply obtained by setting N(ω) Ó= 0. The master equation Eq. (S16)
then reduces to the Lindblad form




where D[xˆ]• = xˆ • xˆ† − 12{xˆ†xˆ, •} = D[xˆ, xˆ†]• is the usual dissipation superoperator. In this frame,
the oscillator starts and stays in vacuum which means that the terms D[a, Oˆ]ρ(t) and D[Oˆ, aˆ†]ρ(t)
will be zero at all times. We can thus rewrite the equation in a way that makes the qubit dephasing
rate explicit
ρ˙(t) = κrD[aˆ]ρ(t) + [κr + κm − 2√κrκm cos(δt)]D[Oˆ]ρ(t). (S35)
Moving out of the interaction picture and setting g1 = g2 ≡ g, κr = κm ≡ κ, 1/δ˜ ≈ 1/δ for
simplicity, we recover Eq. (4) of the main paper. We also see from this equation that we can use a
filter at the modulation frequency to lower the dephasing rate. Setting κm → 0, we get Γ = κ(g/2δ)2
which is on average a factor two decrease over the initial dephasing rate.
1.2 Squeezing at the average frequency
The second case we consider is a bath with a broadband squeezing spectrum centred at the average
of the oscillator and modulation frequency ωp = (ωr + ωm)/2. We assume a flat squeezing spectrum
over the relevant bandwidth such that M ≡M(ωm) = M(ωr) and N ≡ N(ωm) = N(ωr). In the limit
of perfect squeezing, we can write M =
√
N(N + 1)e2iθ with θ the squeezing angle and N = sinh2 r
with r the squeezing parameter. As explained in the main paper, the condition on θ is that the
anti-squeezed quadrature is aligned with the displacement direction at all time. Note that here we set
the displacement direction by fixing the phase reference of the first qubit modulation drive, so that θ
is also referenced to the modulation. Setting θ = 0 and assuming a flat spectrum in the output field
density of modes κr = κm ≡ κ, we get after some algebra that Eq. (S16) can be written in Lindblad
form
ρ˙(t) = κ D
[








The last term in the dissipation operator clearly shows that phase information is completely hidden
at high squeezing power. Assuming that the squeezing interaction has been turned on long before the
gate, the oscillator starts in a squeezed vacuum state (αj(0) = 0 in Eq. (S5)). In the polaron frame,
the oscillator is at all times in a squeezed vacuum state, which means that the dephasing rate is given






[1− cos (δt)]e−2r, (S37)
for g1 = g2 ≡ g.
This equation indicates that we dephasing can be reduced exponentially for arbitrarily high squeez-
ing levels r, but one must keep in mind the approximations that were made in order to get the final
master equation Eq. (S36). In particular, we neglected fast-rotating terms in the secular approxima-
tion when calculating the dephasing rates of the master equation, Eq. (S26). Since N and M grow
exponentially with squeezing power, there will be a point where the secular approximation is no longer
















following the approach outlined in Sect. 6. The physical intuition behind this error bound is that the
real path in phase space of the oscillator, given by α(t) in Eq. (S6), is not a perfect circle due to the
fast rotating terms. Thus, the anti-squeezed quadrature cannot be aligned with the displacement at
all times and small deviations from the circle will eventually lead to an increase in dephasing at very
high squeezing power.
For the parameters used in Fig. 2 (c) of the main paper, δ/(2pi) = 0.6 GHz, g/(2pi) = 60 MHz,
tg = 42.7 ns, κ/(2pi) = 1.0 MHz and ωr/(2pi) = 10 GHz, the right-hand side of Eq. (S38) evaluates
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to ∼ 10−5 for S = 10 dB of squeezing. Hence we expect that we cannot be confident about a gate
error smaller than this number based on evaluating Eq. (S36) with this set of parameters. The curve
in Fig. 3 of the paper is only shown for values of S smaller than this bound.
We also assumed an equal squeezing spectrum and equal decay rates at the two frequencies ωr and
ωm. It is not shown in Eq. (S36), but a discrepancy in the decay rates and/or squeezing spectrum
will lead to an additional dephasing that grows exponentially with squeezing.
1.3 Squeezing at the oscillator frequency
The third case we consider is a bath squeezed at the resonator frequency, ωp = ωr. We set N(ωm) =
M(ωm) = 0 and define M ≡ M(ωr), N ≡ N(ωr), which corresponds to a squeezing spectrum much
larger than κr, but much narrower than δ. Furthermore, we will assume a filter at the oscillator’s
output so that κm = 0, leading to
ρ˙(t) = κr(N + 1)D[aˆ+ Oˆ]ρ(t) + κrNDˆ[aˆ† + Oˆ]ρ(t) + κrMS[aˆ† + Oˆ]ρ(t) + κrM∗S[aˆ+ Oˆ]ρ(t).
(S39)
In this expression, S[xˆ]• = xˆ • xˆ − 12{xˆxˆ, •} = D[xˆ, xˆ]• is a squeezing superoperator. The gain in
fidelity appears when we rewrite this in Lindblad form and set θ = pi/2
ρ˙(t) = κrD[cosh(r)aˆ− sinh(r)aˆ† + e−rOˆ]ρ(t). (S40)







for g1 = g2 ≡ g. Phase information is completely hidden for large squeezing.
Since this equation is derived the same way as Eq. (S36), this exponential gain also has a confidence
bound similar to Eq. (S38). We also note that adding filter this way does no contradict the Markov
approximation made earlier. As long as the filter’s bandwith is smaller than δ, making the Markov
approximation here amounts to assuming that the bath density of modes is constant around each
frequency in play (ωr and ωm).
2 Examples of physical implementation
In this section we give a very brief summary of how we can achieve a longitudinal coupling modulation
in various platforms, as well as references on how to perform single qubit control.
Transmons—More details about transmons longitudinally-coupled to resonators can be found in
[S3–S5]. Arbitrary single qubit X = σˆx and Y = σˆy rotations can be performed in the standard way
by applying a microwave drive at a side gate voltage. Fidelities for these gates are now above 99.9%
[S6]. The longitudinal coupling gz(t) can be modulated via an AC flux drive Φx(t) in the middle of
the qubit squid loop: The frequency and the amplitude of the coupling modulation are then directly
related to the frequency and amplitude of the flux drive.
Flux qubits—In this implementation, for which more details can be found in Ref. [S7], X and Y
single-qubit gates can be realized via modulation of the flux inside the qubit loop with over 99.8%
fidelity [S8]. Modulation of the longitudinal coupling can be realized via modulation of the reduced
gate charge on the superconducting island.
Spin qubits—As discussed in more details in [S9], in this implementation the longitudinal coupling
could be modulated by controlling the inter-dot tunnelling. Single-qubit gates with average fidelities
of 99.6% have been demonstrated [S10].
Singlet-triplet spin qubits—For this implementation, single qubit operations with 99% have been
demonstrated [S11]. Similar to the previous implementation, longitudinal coupling to a resonator can
be modulated through the inter-dot tunnelling [S12].
3 Coupled oscillators
In this section we derive the effective σˆzσˆz-coupling induced when the two qubits are in different but
coupled oscillators. Similar to the single oscillator case, both couplings are modulated at the same
5
frequency ωm. The Hamiltonian corresponding to this situation with capacitively coupled oscillators
is
Hˆ = ωaaˆ†aˆ+ ωbbˆ†bˆ+ 12ωa1σˆz1 +
1
2ωa2σˆz2 + g1(t)σˆz1 (aˆ
† + aˆ) + g2(t)σˆz2 (bˆ† + bˆ)− gab(aˆ† − aˆ)(bˆ† − bˆ).
(S42)
Following the same approach as in the single oscillator case, we first move to a frame rotating at ωm
for both oscillators and ωai for the respective qubits. To simplify the discussion, we also perform a
rotating wave approximation and neglect fast-rotating terms leading to
HˆR = δaaˆ†aˆ+ δbbˆ†bˆ+
g1
2 σˆz1 (aˆ
† + aˆ) + g22 σˆz2 (bˆ
† + bˆ) + gab(aˆ†bˆ+ aˆbˆ†). (S43)
The second step is to diagonalize the oscillator part of the Hamiltonian Hˆr = δaaˆ†aˆ+δbbˆ†bˆ+gab(aˆ†bˆ+
aˆbˆ†) and to express the longitudinal coupling in terms of the resulting hybridized modes. For this
purpose, we define the eigenmode operators
cˆ = cos ξ aˆ+ sin ξ bˆ, (S44)
dˆ = − sin ξ aˆ+ cos ξ bˆ, (S45)
where tan 2ξ = 2gab/(ωa − ωb). Expressing the Hamiltonian Eq. (S43) in terms of these eigenmodes
yields
HˆR = δccˆ†cˆ+ δddˆ†dˆ+
{
1
2 [g1 cos ξ σˆz1 + g2 sin ξ σˆz2] cˆ














sin 2ξ . (S47)





dˆ ≡ UˆcUˆd, (S48)
with Oˆc = (g1 cos ξ σˆz1 + g2 sin ξ σˆz2)/2δc and Oˆd = (−g1 sin ξ σˆz1 + g2 cos ξ σˆz2)/2δd. Because
[Uˆc, Uˆd] = 0, the transformation does not generate a coupling between the eigenmodes. The resulting
Hamiltonian is then
Hˆpol = δccˆ†cˆ+ δddˆ†dˆ+ Jz(t)σˆz1σˆz2, (S49)





4 sin 2ξ. (S50)





δ¯2 − g2ab(1 + ζ2)
(S51)
corresponding to the result stated in the main paper.
4 Details on the simulations
To calculate the average gate fidelity, we compare full master equation simulations to the ideal channel
UCZ• = UˆCZ • Uˆ†CZ with UˆCZ = diag[1, 1, 1,−1] = UˆCP (pi). The master equation is defined over the
system oscillator-qubit and we therefore eliminate the oscillator degree of freedom. We define the
channel Eq1q2 acting on the qubits as
Eq1q2(•) = Tr U†D U†I Etg UI UD S (|0〉〈0|r ⊗ •) , (S52)
where the superoperator Tr• ≡ Trr(•) is the trace over the oscillator degree of freedom and the
superoperators UD• ≡ Uˆ • Uˆ†, U†D• ≡ Uˆ
† • Uˆ are the unitary displacement transformations defined
in Eq. (S5). We also defined the interaction picture superoperators UI• ≡ UˆI • Uˆ†I and U†I • ≡ Uˆ†I • UˆI
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Figure S1: Tensor representation of the CZ gate supermatrix [S13]. Here the blue lines represent the oscillator
degree of freedom and the green (brown) lines represent the first (second) qubit. (a) Ideal controlled-Z channel.
(b) Simulated quantum channel over two qubits. We project onto an initial vacuum state of the oscillator at the
beginning (right) and trace over the oscillator degree of freedom at the end (left). The superoperator T e• denotes
the time-ordering exponential.
with UˆI defined in Eq. (S11). The squeezing superoperator is given by S ≡ Sˆ(re2iθ)† • Sˆ(re2iθ) with
the standard definition Sˆ(re2iθ) = exp
[
re−2iθaˆ2/2−H.c.].
Finally, Etg is the oscillator-qubit channel calculated from numerical integration of the differential
equation
E˙t = LEt. (S53)
where L is a Liouvillian derived in Sect. 1. If we impose the initial condition E0 = Id, then Et denotes
the channel resulting from evolution under the Liouvillian L for a time t. This whole procedure is
illustrated in terms of tensor diagrams in Fig. S1 [S13].
In the case where we include intrinsic qubit decay and dephasing, we add additional terms to the
calculated Liouvillian





1 D[σˆ−i]ρ(t) + γ(i)φ D[σˆzi]ρ(t), (S54)











Although we take the oscillator to initially be in a vacuum squeezed state in our numerical cal-
culations, we emphasize that any initial displacement could have been added without change to the
resulting fidelity.
Knowing the effective channel over two qubits, the average gate fidelity F is obtained by averaging




The simulations were performed using QuTiP [S15].
5 Comparison with transverse resonator-induced phase gate
In the main Paper, we present a numerical example for the gate time and gate fidelity using κ/2pi =
0.05 MHz [S16], g/2pi = 60 MHz [S3] and δ/2pi = 537 MHz. This results in a very short gate time
of tg = 37 ns with an average gate infidelity as small as 1 ×10−4. Taking into account finite qubit
lifetimes T1 = 30µs and T2 = 20µs [S6], we find that the infidelity is increased to ∼ 10−3. As also
pointed out in the Paper, the gate fidelity is limited by the qubit’s natural decoherence channels with
these parameters.
For the same value of κ and typical circuit QED parameters, ideal simulations (excluding T1 and
T2) of a transversal resonator-induced phase (RIP) gates yield a gate fidelity of 4 ×10−4 for a gate time
of 200 ns [S17]. Thus, comparing to a transversal RIP gate with parameters from Ref. [S17], the scheme
introduced here, with the representative choice of parameters used in the previous paragraph, exhibits
a factor 4 improvement in fidelity and a factor 5 improvement in gate time. Since a transversal RIP
gate depends on a different set of parameters (in particular there is a strong dependence on resonator-
qubit detuning), the use of optimal control would allow the comparison of best-case performance
for the gate proposed in this paper and transversal RIP gates. The large improvement we find for
typical parameter choices and un-optimized pulse shapes, however, suggests that very substantial
improvements are possible in practice.
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6 Error bound for rotating terms in the master equation
In this section, we estimate an upper bound on the error made by neglecting fast-rotating terms in
the master equation. More precisely, we want to estimate where the secular approximation made in
Eqs. (S26) to (S33) is no longer valid. We will follow closely the supplemental material of [S18], where
a similar question was addressed for unitary evolution.
We start with a general Lindbladian L(t) = L0 + γ(t)L1 and we will assume that L0,L1 do not
depend on time and that γ(t) is some fast-oscillating function. In particular, we are interested in the
case where ∫ ∆t
0
dt γ(t) = 0, (S56)
with ∆t the smallest time increment for which Eq. (S56) is respected. In our case, we have ∆t ∼
2pi/(2ωm).




dtL(t) = L0. (S57)
In other words, what is the error we make by doing a Suzuki-Trotter decomposition and at each time
step we replace the linbladian by its average. We define an average channel Eav(t) ≡ eLavt, which




. To estimate the error for a single time step,













ds E−1av (s)LavE(s)− E−1av (s)L(s)E(s)
(S58)
where we used the differential equation for the channel E˙ = LE and we directly differentiated E˙−1av =








dτ E−1av (s)L(τ)E(s)− E−1av (τ)L(τ)E(τ). (S59)








∥∥E−1av (τ)L(τ) [E(s)− E(τ)]∥∥+ ∥∥[E−1av (s)− E−1av (τ)]L(τ)E(τ)∥∥ .
(S60)
We know that a physical channel is norm contractive and we will choose a norm respecting ‖E‖ ≤ 1








∥∥E−1av (τ)∥∥ ‖E(s)− E(τ)‖+ ∥∥E−1av (s)− E−1av (τ)∥∥ , (S61)











6 ‖L‖ |s− τ |,
(S62)
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6 ‖L‖ ∥∥E−1av (∆t)∥∥ |s− τ |.
(S63)
In the last line we used that fact that if a physical channel contracts the norm, then its inverse must
necessarily increase it which means that for t1 > t2 we have
∥∥E−1(t1)∥∥ ≥ ∥∥E−1(t2)∥∥ Putting back
















In general, the norm of the average inverse channel can be large, but in our specific case ∆t is much





We add that in order to apply this bound in a meaningful way, the operators inside L should
be bounded, which is not the case for the oscillator operators aˆ, aˆ†. However, using a Bogoliubov
transformation followed by the steps used to go from Eq. (S34) to Eq. (S35) we can express the
master equations Eqs. (S36) and (S40) in a form similar to Eq. (S35) where we can trace out the
harmonic oscillator. That way, the bound Eq. (S65) can be applied on an effective two-qubit master
equation where all the operators are bounded.
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This supplemental information is organized as follow. In Section I we describe how to compute the shape
of an output photon reflected off an ensemble of inhomogeneous modes. The Hamiltonian of the proposed
circuit implementation is derived in Sect. II while Sect. III shows that the circuit Hamiltonian is a good
approximation of Eq. (4) of the main Letter. Finally, more informations about the numerical simulations
are given in Sect. IV and in Sect. V we highlight some of the challenges in the realization of our scheme for
large N .
I. SHAPE OF REFLECTED PHOTON
In this section, we derive the expression for the shape of a single photon reflected off an ensemble of N
modes used to produce Fig. 3 of the main text. In this analysis, we set the measurement back-action from
the measurement resonator to zero (gz = 0). This considerably simplifies the calculation and allows us to
focus on the photon trapping properties of the system.
...
...
FIG. S1. We consider an ensemble of N modes with different frequencies coupled to a single waveguide, here
reprensented as an ensemble of two-level systems without loss of generality. We want to compute the output photon
shape 〈bˆ†outbˆout(t)〉 as a function of the input photon shape 〈bˆ†inbˆin(t)〉.
Qubit j, of transition frequency frequency ωBj , is described by its lowering bˆj and raising bˆ
†
j operators.
Using this notation, the starting point of our analysis are the standard input-output relations, expressed







κBj bˆj + bˆin, (S1)
˙ˆ
bj = −i∆j bˆj − κBj
2
bˆj − i√κBj bˆin, (S2)
where bˆin, bˆout are respectively the input and ouput fields. For simplicity, we assume that the coupling of
each absorber to the input waveguide is identical, κBj = κB/N . We rewrite Eq. (S2) in matrix form by
defining the column vector bT ≡ (bˆ1 bˆ2 ... bˆN ) and the matrix ∆ ≡ diag[~∆] with ~∆ ≡ (∆1 ∆2 ...∆N ),
b˙ = −i∆b− κB
2
P+b− i√κB bˆine+, (S3)
where eT+ = 1/
√







+ is the projector on the subspace spanned by that vector.








, such that the
dissipative terms take a diagonal form
˙˜
b = −i∆˜b˜− κB
2





FIG. S2. Output photon shape for different number of absorbers. Here, the input photon shape is a decaying
exponential 〈bˆ†inbˆin(t)〉 = κCe−κCt with κC/κB = 0.1 and, for multiple absorbers, we set detunings to ~∆(2)/κB =
(0.55, −0.55), ~∆(3)/κB = (0.7, −0.7, 0) and ~∆(4)/κB = (0.7, −0.7, 0.23, −0.23).
where Ue+ = e˜0, P˜0 ≡ UP+U† and ∆˜ ≡ U∆U†. Projecting on the bright and dark subspaces, this leads to
the two coupled Langevin equations
˙ˆ




b0 − i√κB bˆin,
˙˜
bD = −iP˜D∆˜P˜Db˜D − iP˜D∆˜e˜0ˆ˜b0,
(S5)
where we have defined
ˆ˜
b0 ≡ e˜†0b˜ and b˜D ≡ P˜Db˜.
These equations can be solved in Laplace space using the identity L[f˙(t)] = sL[f(t)] − f(0), where
L[f(t)] = ∫∞
0






B˜D(s) = (s+ iP˜D∆˜P˜D)
−1b˜D(0)− i(s+ iP˜D∆˜P˜D)−1P˜D∆˜e˜0B˜0(s). (S6)
Taking the absorbers to initially be in their ground state, we set b˜D(0) = 0 and use the last equation









To obtain the shape of the output photon, we replace this result in the Laplace transform of Eq. (S1) and











Figure S2 was calculated by performing the inverse laplace transform numerically. In our model, the input
photon comes from an additional mode with decay rate κC and initialized in the one photon Fock state |1〉,
such that Bin(s) = bˆin(0)
√
κC/(s+ κC/2) with 〈bˆ†inbˆin(0)〉 = 1.
To illustrate the increasing trapping time with ensemble size, Fig. S2 shows the shape of the signal photon
after re-emission from the detector, 〈bˆ†outbˆout(t)〉. In the single absorber case N = 1 (orange), the photon is
absorbed and then re-emitted after a time τ
(1)
∗ = 1/κB (dashed orange line). The output photon number
also shows, at short times < 0.2/κB , a ∼ 4% component that is directly reflected by the absorber. On the
other hand, for N > 1 the detunings ~∆ were optimized such that the photon is re-emitted after an increased
time τ
(N)
∗ = 1/κB + τ
(N)
trap (dashed vertical lines), clearly showing the trapping effect. Also as expected,
the photon number at the output is conserved
∫∞
0
dt 〈bˆ†outbˆout(t)〉 = 1, corresponding to a non-destructive
process. Moreover, because the collective absorption rate has been scaled such that it does not depend on
3ensemble size, the small, immediate reflection of about ∼ 4% at short times is identical for all values of N
in Fig. S2. Since this component will not lead to a detectable signal in mode A, an upper bound of the
quantum efficiency can be obtained from ηmax ' 1 −
∫ 0.2/κB
0
dt 〈bˆ†outbˆout(t)〉 ' 96%, for these parameters.
The value of this upper bound is linked to the choice of both detector and signal photon parameters and
could be improved upon further optimization.
II. CIRCUIT DESIGN
In the following two sections, we derive the Hamiltonian Eq. (4) of the main Letter starting from the
circuit illustrated in Fig. S3. In this section, we start from the circuit Lagrangian and perform a Legendre
transform to obtain the circuit Hamiltonian. Then, in Sect. III, we show how the circuit Hamiltonian
Eq. (S16) approximates the desired Hamiltonian.
FIG. S3. Circuit design realising the desired Hamiltonian Eq. (4) of the main Letter for N = 3. The absorber qubits
are in orange (φˆj), the measurement resonator is in green (ψˆ) and the red voltage Vˆp represents the input photon.
The two wavy lines coming out of the transmission lines represent purcell filters that prevent leakage of the modes
in the wrong port. The light green purcell filter should thus be at ωr and the light orange one at ωB .







































Here, ψˆ represents the readout resonator (mode A) while the φˆn are the qubit phases. It is useful to
express the Lagrangian in matrix form with ~ϕT = (ψˆ φˆ1 ... φˆN ), Lˆ =
1
2 ~˙ϕ
TC ~˙ϕ + ~vT ~˙ϕ − V (~ϕ), V (~ϕ) =
ψˆ2/2Lr −
∑
j EJj cos(2piφˆj/Φ0) and
C =

Cr + Cm −Cc1 −Cc2 . . . −CcN
−Cc1 CS1 + Cc1 + Cp1 0 . . . 0




















~qTC−1~q − ~vTC−1~q + V (~ϕ), (S12)
where the conjugated variable are given by ~q = ∂Lˆ/∂ ~˙ϕ ≡ (qˆψ qˆ1 . . . qˆN ). Below, we will refer to the element
ij of the inverse of the capacitance matrix as [C−1]ij , with the index 0 refering to the resonator degree of
freedom.
Because a measurement drive is always present on the resonator, it is useful to make the displacement
Vˆm → Vm(t) + Vˆm to separate the classical and the quantum part. For the resonator, we introduce the












Lr[C−1]00 is the impedance of the measurement resonator. Moreover, we cast the qubits
degree of freedom in the form of a truncated Duffing oscillator with M levels, writing the transition operator
of the jth qubit from the nth to the mth level σˆ
(j)
































where ECj = [C
−1]jje2/2 is the charging energy of the jth qubit. Finally, we introduce the field operators





















ω(bˆω − bˆ†ω). (S15)
In these expressions, Zm, Zp are respectively the impedance of the measurement and input transmission
line. These field operators obey the commutation relations [aˆω, aˆ
†
ω′ ] = δ(ω − ω′) and [bˆω, bˆ†ω′ ] = δ(ω − ω′).
Using Eqs. (S13) to (S15) in Eq. (S12), and performing the standard rotating-wave approximation (RWA)
and Born-Markov approximations, the system plus transmission lines Hamiltonian can be expressed as
(~ = 1)
Hˆ = ωraˆ

































































× Vm(t), κA = Cm[C−1]00Zmωr
4Zr
. (S17)
We assume that the qubits are in the transmon regime EJj  ECj and use the results from Ref. [S3] to



















































where RK = h/e
2 is the resistance quantum. In order to tune in-situ the Josephson energy of the junctions,
each junction can be replaced by a SQUID, making the Josephson energy dependant on a tunable external
flux, EJj → EJj(Φext,j).
In the regime where ωr is far detuned from ωBj,1 − ωBj,0, the two first lines of Eq. (S16) correspond to
the desired Hamiltonian and, in Sect. III, we show how this Hamiltonian implements the model presented
in the Letter. The third line of Eq. (S16) represents a spurious direct coupling between the qubits where
the couplings Jij,m are small for the range of parameters used here. Finally, a more complete calculation
show that a small spurious coupling between the resonator and the input line voltage is present. This leads
to a small, unwanted, decay of the resonator field in the input transmission line. This decay can be negated
using a Purcell filter, as illustrated by the light green resonator in Fig. S3. Similarly, a small coupling
appears between the qubits and the measurement transmission line, leading to decay of the qubits in the
measurement transmission line. This can also be mitigated using a Purcell filter (light orange in Fig. S3).
We note that Eqs. (S1) and (S2) are recovered under a two-level approximation, setting gj,0 = 0 and
identifying bˆj = σˆ
(j)
0,1, κBj = κBj,0, ωBj = ωBj,1 − ωBj,0.
III. DISPERSIVE TRANSFORMATION
In this section, we show how the circuit Hamiltonian Eq. (S16) approximates the desired Hamiltonian,
Eq. (4) of the main Letter. First, following standard treatment [S1], the bath degrees of freedom, aˆω and
bˆω, can be eliminated from Eq. (S16) to obtain the master equation
















































The first jump operator Lˆ1 corresponds to the resonator decay into the measurement transmission line while
the second jump operator Lˆ2 to decay of the transmons into the input transmission line. For simplicity,
below we assume identical couplings between the transmons and the resonator gj,m ≡ gm ∀ j as well as
identical transmon-transmon couplings Jij,m ≡ Jm ∀ i, j. Assuming large detuning between the transmons
and the measurement resonator, we eliminate their Jaynes-Cummings-like coupling with a Schrieffer-Wolf













6In this expression, we have introduced ω¯Bm ≡
∑
j ωBj,m/N , the average energy of the m




In addition to assuming large transmon-resonator detuning, |gm|  |ω¯B(m+1) − ω¯Bm − ωr|, we set the
inhomogeneity of the qubits to be small compared with the resonator-transmon coupling, |(ωBj(m+1) −
ωBjm)− (ω¯B(m+1)− ω¯Bm)|  |g| ∀ j. Moreover, we set the decay rates of all transmons equal and, without
loss of generality, we scale their value with the total number N of transmons : κBj,m = κBm/N . Keeping
terms to order g2m/∆mn, where ∆mn ≡ ω¯Bm − ω¯Bn − ωr, we then find the transformed Hamiltonian
HˆSW =ωraˆ







































































































A few key observations can significantly reduce the complexity of the above expressions. First, we set the
resonator drive at the (pulled) resonator frequency, which means that the induced drive on the transmons
is far off-resonant and thus negligible. Second, we consider that a single photon with carrier frequency
ω¯B1−ω¯B0 is sent to the transmons, justifying a two-level approximation for the transmons. In this situation,
we can neglect the small, and off-resonant, two-photon transitions. Finally, we note that we neglected a
small renormalization of the transmon frequencies ωBj,m − Jm ≈ ωBj,m. Defining the normalized modes
bˆj ≡ σˆ(j)0,1, bˆ+ ≡ σˆ(+)0,1 /
√
N , the excitation number NˆB ≡ σˆ(+)1,1 and using the identity σˆ(j)0,0 = 1 − σˆ(j)1,1, the
above expressions take the simplified form
HˆSW = ω˜raˆ




































where χn,m ≡ g2m/∆n,m, ω˜r ≡ ωr − Nχ1,0 and ωBj ≡ ωBj1 − ωBj0. We note that here the bˆ operators
were defined as two-level operators, but since we work in the single excitation subspace (the transmons are
excited by a single photon) we can equivalently think of them as ladder operators.












j(ωBj1 − ωBj0)/N and χ ≡ χ1,0 − χ2,1/2. Then we take (t) =  cos(ω˜rt) and neglect fast-




2 contain terms that rotate a
different frequencies. Using the rotating-wave approximation, we neglect the cross terms in the Lindbladian
and write








j bˆj + ∆+bˆ
†





































where ∆j ≡ ωBj1 − ωBj0 − ωB and ∆+ = N(χ1,0 + J0). The decay operator LˆSW3 corresponds to a Purcell
decay of the bright mode into the measurement transmission line. As already mentioned, this type of
decay can be mitigated using standard Purcell filter techniques where the density of states at the transmons
frequency is depleted in the measurement transmission line, as illustrated in light orange in Fig. S3. Similarly,
LˆSW4 corresponds to a Purcell decay of the measurement resonator into the input transmission line and can
also be mitigated by adding another Purcell filter (light green, Fig. S3), depleting the density of states at
the resonator frequency in the input transmission line.
Long after the activation of the resonator drive, but before the arrival of a signal photon, the transmons
are in their ground state and the resonator is in a coherent steady state 〈aˆ〉 = α = −/κA. Following
the absorption of a signal photon by the transmons, we are interested in the displacement of the resonator




Dˆ(α)aˆDˆ†(α) = aˆ− α, we find the desired Hamiltonian


















where gz = 2χα.
The ideal situation for photodection is to work at large α and small χ. In other words, the ideal situation
is reached for a very small dispersive shift probed using a large amplitude coherent state. However, the
dispersive transformation is only valid at small photon number |α|2  ncrit, limiting the maximal gz/χ
ratio. Another effect that can in principle significantly reduce the quantum efficiency of the detector is
the qubit-induced resonator Kerr non-linearity. At modest N and large detunings, this non-linearity is
very small K = 2Nχg20/∆
2
1,0 and numerical simulations including this effect showed no deviations from the
results presented in the main Letter.
IV. DETAILS ON THE NUMERICAL SIMULATIONS
In this section, we present details concerning the numerical trajectory simulations.
8A. Filtering




dτ Jhom(τ)f(τ − t), (S31)
choosing T so that f(t > T ) → 0. As in Ref. [S4], we choose the filter of the same form as the average
displacement value computed using a standard master equation simulation. This can be done by, for
example, omitting the stochastic part of the stochastic master equation Eq. (2) of the main Letter (by
taking ηh = 0). We denote yav(t) the average displacement calculated this way.
Without loss of generality, we choose to scale the filter so that, at any fixed time, the vacuum noise






This allows to compare the thresholds Ythr for different sets of parameters in a meaningful way.
For high thresholds, the dark count rates are very small and it becomes too numerically expensive to pre-
cisely calculate them using trajectories. We therefore derive an approximate analytical formula to compute
the dark count rate for high thresholds. First, in the case where there is no signal photon, the homodyne




dτ f(τ − t)ξ(τ), (S33)
where ξ(t) is a random variable with statistical properties E[ξ(t)] = 0, E[ξ(t)ξ(t′)] = δ(t− t′) and the upper
bound of the integral has been taken to infinity since f(t > T ) ≈ 0. Due to the above normalization of the
filter, the probability that the vacuum signal is above the threshold at any time is given by




















(2)(τ) = 1. Using this correlation function, we estimate that the correlation







For a given threshold, the dark count rate can thus be estimated to be
Γdark =
P (J¯0hom(t) > Ythr)
τcorr
. (S37)
In brief, we assume that the dark count rate is given by the probability of a false positive at any time
divided by the correlation time of the signal. Figure S4 shows that the estimate Eq. (S37) (dashed lines)
approximates well the dark count rate calculated from trajectories (full lines) for moderate dark count rates
5 × 10−5 < Γdark < 10−3. For smaller dark count rates Γdark < 5 × 10−5, the full lines are unreliable
because there are not enough trajectories to calculate precisely the dark count rate. For higher dark count
rates Γdark > 10
−3 the estimate Eq. (S37) is no longer valid: the threshold is so low that the signal can stay
above threshold for longer than τcorr. Using Eq. (S37) thus leads to an overestimation of the dark count
rate.
B. Simulations parameters
Tables I and II summarize the parameters used to produce Fig. 3 of the main Letter and Fig. S4. Figure S5
shows the filtered homodyne current for the ideal model Eq. (3) of the main Letter while Fig. S6 shows









Γdark [κB ] Γdark [κB ]
FIG. S4. Efficiency as a function of the dark count rate for the ideal (a) and realistic (b) models. The dark count
rate was calculated using trajectories without a signal photon (full lines) and using Eq. (S37) (dashed lines). The
points show where the fidelity is maximized.
N κA κC gz ~∆ Ythr
1 0.2 0.1 1 (0) 2.2
2 0.2 0.1 0.6 (0.55 -0.55) 2.9
3 0.2 0.1 0.5 (0.7 -0.7 0) 3.4
4 0.2 0.1 0.4 (0.7 -0.7 0.23 -0.23) 3.8
TABLE I. Parameters used in the ideal model simulations (Eq. (3) of the main Letter). Here, κA, κC , gz and ~∆ are
in units of κB .
N κA/2pi [MHz] κBi/2pi [MHz] κC/2pi [MHz] gz/2pi [MHz] χ/2pi [MHz] ∆+/2pi [MHz] ~∆/2pi [MHz] Ythr
1 2 10 1 10 1 1 (0) 2.1
2 2 5 1 6 0.6 1.2 (4.9 -6.1) 2.7
3 2 3.33 1 5 0.5 1.5 (7 -7 0) 3.0
4 2 2.5 1 4 0.4 1.6 (6.6 -7.4 2.3 -2.3) 3.2
TABLE II. Parameters used in the simulations for the more realistic model, Eq. (S29). In all cases, we set intrinsic
decoherence times at T1 = 30 µs and T2 = 30 µs.
V. LIMITS ON THE NUMBER OF ARTIFICIAL ATOMS
As the number of artificial atoms in the ensemble, N , is increased, the ideal model studied in the main
Letter might become more difficult to realize because of spurious interactions. In this section, we describe
three such effects.
First, in order to form dark states, the size of the artificial atoms should be small compared to the photon
wavelength. Moreover, the photon travel time between the artificial atoms (in the input waveguide) should
be negligible compared to the other system evolution timescales. Because artificial atoms have a finite size,
this imposes an upper bound on N over which non-Markovian effects will have to be taken into account.
Second, for the particular implementation studied here, each transmon adds to the resonator nonlinearity
K ∝ N and to the bright state frequency shift ∆+ ∝ N (see Sect. III). For large N , this might significantly
reduce the quantum efficiency of the detector.
Third, the present schemes assumes that the coherence times T1, T2 of the artificial atoms are long
compared to the trapping time of the photon. For modest N . 4 and typical transmon decoherence times
T1 = T2 = 30µs, this does not impact the quantum efficiency of the detector in a significant way. For large
N, finite relaxation times, T1, will lead to the loss of signal photons in the ensemble. Moreover, dephasing
errors will limit the coherent transfer of a signal photon from the bright to the dark states and, as a result,
limit the trapping properties of the ensemble. Finally, in order to fix the collective asborption rate of the
ensemble κB , we assumed that the individual linewidth of the artificial atoms scaled as κBi = κB/N . Since
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N=4
FIG. S5. Filtered homodyne current from 75 trajectories of the ideal model for different number of absorbers with
(blue) and without (green) a signal photon. The parameters for each panel are found in Tab. I and the threshold





































 1.5  1.0  0.5 0.0 0.5 1.0 1.5
Bt
N=4
FIG. S6. Filtered homodyne current from 75 trajectories of the realistic model for different number of absorbers with
(blue) and without (green) a signal photon. The parameters for each panel are found in Tab. II and the threshold
leading to the optimal fidelity is showned in red. The time reference κBt = 0 has been chosen arbitrarily.
the minimal linewidth achievable.
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1 Josephson Travelling Wave Photodetector Hamiltonian
1.1 Diagonalization of coupled resonator array
Before deriving the Hamiltonian of the full coupled metamaterial-detector system depicted in
Fig. 2 of the main paper, it is useful to first recall the basic structure of a chain of N coupled LC
oscillators, forming the backbone of the metamaterial. The Hamiltonian of the generic array of



















where φn and qˆn are the canonical flux and charge variables, respectively, of the nth oscillator
satisfying [φˆn, qˆn] = i~ [1]. Here, C0 = Cg + 2Cnn and L0 = (L−1g + 2L−1nn )−1 are the total




Figure S1: Array of identical LC resonators with inductive and capacitive nearest neighbor
couplings. Of particular interest are the two cases 1) Capacitive coupling: Lnn → ∞ and
0 Cnn < Cg. 2) Inductive coupling: Lg =∞, L−1nn  0, and Cnn ' 0. The latter corresponds
to a standard lumped element representation of a linear waveguide, with no infrared cut-off in the
thermodynamics limit.















where r = −N/2, . . . , N/2− 1, kr = 2pir/Na and xn = na with a the unit cell distance defined in














where Cr = C0 [1 + Cnn/C0 cos(kra)]
−1
and Lr = L0 [1− L0/Lnn cos(kra)]−1. Using ladder oper-
ators satisfying [bˆr, bˆ
†

























~ωr bˆ†r bˆr, (7)




















Note that the telegrapher model for a waveguide is found from setting Cnn = 0, Lg = 0 and









| sin(kra/2)| . In this particular
situation, there is no infrared cut-off in the limit N →∞ where kr becomes a continuous variable,
kr → k ∈ [0, 2pi).
Another situation of interest is when the LCs are weakly coupled. Assuming capacitive coupling
Cnn  C0 and taking L0/Lnn = 0 for simplicity, leads to
ωr ' ω0 + 2J cos(kra), (9)
2
where ω0 = 1/
√
C0L0 and J = ω0Cnn/2C0. In this situation, there is low- and high-frequency




= −2Ja sin(kra). (10)
The dispersion relation is approximately linear around kra = ±pi/2, where ωr = ω0 and ∂ωr/∂kr =
∓2Ja (the sign corresponding to left- and right moving fields). In the large N limit, the LC
array thus behaves as a waveguide with cut-off frequencies ω0 ± 2J = ω0(1 ± Cnn/C0), and an
approximately linear dispersion relation with speed of light




for frequencies ω ' ω0.
1.1.1 Impedance matching
Besides the speed of light, a linear waveguide is described by its characteristic impedance. The
effective characteristic impedance of the oscillator array close to ω0 can be found by noting that
the flux at position xn = na is

























This should be compared to the flux of a linear transmission line of finite length −z/2 < x < z/2














with |kr| = ωr/vtml and vtml = 1/
√
cl. The characteristic impedance for the transmission line is
defined as Ztml =
√




plays the role of capacitance to ground per unit cell for the array, again for frequencies ωr ' ω0.
















L0/C0 is the characteristic impedance of a single LC oscillator. We generically want
to use Cnn/C0 < 1, which means that Z0 has to be reduced correspondingly to achieve the desired
impedance matching with input/output lines. By comparison with a conventional transmission















1.1.2 Modifications due to coupling circuitry
The JTWPD is based on coupling an array of LC oscillators as described in the previous section
to a probe resonator, via an array of Josephson junctions, as illustrated in Fig. S2. Following
the standard approach, we diagonalize a linearized version of this system, replacing the Josephson
junctions by linear inductances LJ = φ
2
0/EJ , in terms of a set of spatial mode functions. For
frequencies close to the localized junction modes the system no longer supports traveling waves.
However, as long as the system is probed away from such resonances, and in the band of frequency
where the dispersion relation of the LC array is linear ω ' ω0, we expect the system to behave as
a waveguide.
In fact, as long as the coupling capacitances denoted Cc,n in Fig. S2 are sufficiently small
compared to all the other relevant capacitances, the presence of the coupling circuit to the resonator
has a minimal effect on the properties of the LC array. This can be seen from the fact that the
impedance of the circuit coupling each unit cell of the LC array to ground is given by
Z





with ωg = 1/
√
CgLg is the impedance of one of the LC os-





with ωJ = 1/
√
CSLJ the impedance of the
linearized capacitively shunted coupling junction, Z−1c (ω) = iωCc the impedance of the coupling





the impedance of the probe resonator treated here














































where the first approximation holds for Cc  CS , Cr and the last approximation for Cc  Cg.
Thus, as long as the coupling capacitance, Cc, is small compared to the other capacitances, the
presence of the coupling junctions has a minimal influence on the behaviour of the waveguide. We
can then use the results of the previous section for a coupled LC array without major modifications.
In particular, we can assume that the center frequency where the dispersion relation of the array
is approximately linear, is approximately given by the bare resonance frequency of the LCs in the
array ω0 .
1.2 Detector-Metamaterial Hamiltonian
The JTWPD design illustrated in Fig. S2 is one possible realization of this device. In particular,
other coupling schemes, such as to a 3D cavity rather than 2D resonator are possible without
significant changes. Furthermore, although we mostly focus on a homogeneous transmission line
with nominally identical circuit elements, the approach taken in this section can also be used in
the presence of disorder.
To find a Hamiltonian for the metamaterial, we follow a black-box quantization approach and
divide the Hamiltonian in a linear and a non-linear contribution
Hˆ = Hˆlin + Hˆnl, (18)
4
aa
Figure S2: The detector consists of three parts. 1) A linear chain of coupled LC oscillators forms
the backbone of the detector, and serves effectively as a linear waveguide over some frequency
range. 2) A transmission line resonator (blue) serves as a probe system. 3) The probe (resonator)
is coupled to the waveguide (LC chain) via an array of Josephson junctions (vertical junctions in
the figure).
Figure S3: Schematic illustration of generic spectrum consisting of both discrete and continuum
modes.
where Hˆlin is the Hamiltonian of the linearized system which includes all capacitances, inductances
and the linear inductance of all Josephson junction [2].
Whether we are considering a 2D or 3D setup, the Hamiltonian Hˆlin can be diagonalized using










where 0 ≤ ΩL < ΩH ≤ ∞ are low and high frequency cut-offs for the continuous part of the
spectrum. The index ν is used to label degenerate modes (e.g. left- and right-movers). A generic
eigenspectrum is illustrated in Fig. S3. In the case of interest, the continuum modes are associated
to the metamaterial waveguide at the bottom of Fig. S2, treated here in the continuum limit,
and the discrete spectrum is associated to the probe resonator. Note, however, that since we are
dealing with eigenmodes of the full system, the different parts of the setup are hybridized.
Following Ref. [3] and using the displacement and magnetic fields as canonical fields, we can



























where r = (x, y, z). The Dm’s and Bm’s are mode functions satisfying appropriate normalization
and orthogonality conditions, and can be found numerically [3]. The quantized modes satisfy
5




n] = δmn and [bˆνω, bˆ
†
µω′ ] = δνµδ(ω − ω′). We assume here that the electric field is related to
the displacement field as Dˆ(r) = εEˆ(r) with ε(r) the permittivity of the material. This relation
only holds if dispersion and absorption is negligible [3].
In the lumped element limit, we separate the k’th junction into capacitive, linear inductive and
non-linear inductive elements as illustrated in Fig. S4 where the spider symbol represents the non-
linear potential of the Josephson junction [2]. To express the non-linear part of the Hamiltonian




′Vk(t′) with Vk(t) the branch voltage Vk(t) =
∫ xk+h
xk
dl · Eˆ(r) = ∫ xk+h
xk
dl · Dˆ(r)/ε(r)
and φ0 = Φ0/2pi = ~/2e the reduced flux quantum [1]. From Eq. (20), the flux across the Josephson














where ϕm(xk) = (i/φ0)
∫ xk+h
xk


























where Zm is the characteristic impedance of the m’th mode, Ztml the characteristic impedance of
the transmission line and RK = h/e
2 the quantum of resistance, while |um(x)| ≤ 1 and |uνω(x)| ≤ 1
are unit less mode functions.1 In the absence of disorder and with linear dispersion over the relevant
frequency range of the transmission line, we can use
u±ω(x) = e±iωx/v, (24)
with v the speed of light and Ztml the characteristic impedance of the transmission line.













































1In the notation of Ref. [2], Zeffm = Zmu(xk) is the effective impedance of mode m as seen from the kth junction.
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where fast rotating terms have been dropped, and cross- and self-Kerr couplings between continuum
modes have been neglected based on the assumption that the photon number in the transmission











where ω¯ is the carrier frequency of the incoming photon introduced here for later convenience and





















where in the last expression we used Eq. (24).




































where ω˜m = ωm+∆m, Ω˜L/H,ν = ΩL/H+∆νΩL/H and we have relabelled bν(ω−∆νω) → bˆνω. Because
the shifted frequencies are those that are measured in practice, we drop the tildes from now on.
The Hamiltonian used in the main paper is found from Eq. (30) by taking the single-mode
approximation for the probe resonator, including only one term from the sum over m, and adding
a drive term for this resonator mode. An important aspect of our proposal is that the resonator
mode in question lies outside the continuum part of the spectrum, ωr 6∈ [ΩL,ΩH ]. This choice
helps in minimizing hybridization of the probe mode and the continuum, something which would
otherwise lead to loss of resonator photons via the waveguide.
1.3 The Kerr non-linear resonator













where K ≡ Km = χm,m/2 with m the resonator mode in question, ε is the drive strength and ωd
the drive frequency. Also taking damping into account through a master equation we have
ρ˙ = − i
~
[Hˆ, ρ] + κaD[aˆ0]ρ, (32)
where D[xˆ]ρ ≡ xˆρxˆ† − 12 xˆ†xˆρ− 12ρxˆ†xˆ. Moving first to a frame rotating at the drive frequency ωd,
and subsequently doing a displacement transformation aˆ → aˆ + α we can write a Hamiltonian in
the new frame







where δ = ωr − ωd, while the master equation retains its original form, with α chosen to satisfy
(δ +K|α|2)α− iκa
2
α+ ε = 0. (34)
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Figure S5: Displacement of a Kerr non-linear resonator driven at the shifted resonance ωd =
ω0 + 2K|α|2 as a function of drive strength, for three different values of K/κa.
We wish to drive the resonator on resonance, taking the dynamic frequency shift due to the Kerr









while the non-linear equation for α becomes
K|α|2α+ iκa
2
α = ε. (36)
For K|α|2  κa the solution is approximately α = −2iε/κa and the steady state of the resonator
is to a good approximation the coherent state |α〉. In the opposite limit, however, the solution goes
like |α| ∼ (ε/K)1/3, and the steady state is highly non-Gaussian due to the non-linear Hamiltonian
Hˆ ′r. The solution for |α| for different values of K/κa is shown in Fig. S5.
1.4 Cancelling the Kerr non-linearity
Due to the large number of Josephson junctions coupled to the readout resonator in our proposal,
the Kerr non-linearity of the resonator might become too large and reduce the fidelity of the
detector. This effect can be mitigated by noting that the Kerr non-linearity K is always negative
[c.f. Eq. (28)]. One can therefore balance it out by introducing an additional positive Kerr non-
linearity. One possible source of positive Kerr non-linearity is a single transmon in the so-called
straddling regime coupled to the readout resonator [4]. The straddling regime is defined to be
when the resonator frequency lies between the |g〉 ↔ |e〉 and the |e〉 ↔ |f〉 transition frequencies,
ωfe < ωr < ωeg. Figure S6 shows the Kerr non-linearity, Ks, due to a single transmon coupled
to a single resonator mode in the vicinity of the upper boundary of the straddling regime. These
results were calculated using the full cosine potential for the transmon, i.e., without expanding
the non-linearity in powers of the superconducting phase. Depending on the coupling strength
between the transmon and the resonator, the figure shows that it is possible to have positive Kerr
non-linearities from the kHz range to several MHz. By using a tunable transmon, one can thus
attempt to cancel out the total Kerr non-linearity K +Ks ' 0.
2 Design details
In this section we consider the design illustrated in Fig. S2 in more detail. We assume that
the nearest neighbor coupling is purely capacitive (Lnn → ∞). We investigate values for circuit
parameters necessary to achieve high detector performance with this design. The purpose of the
section is to illustrate typical parameter ranges needed and elucidate the role played by different






















Figure S6: Kerr non-linearity for a resonator coupled to a transmon in the straddling regime as a
function of resonator frequency. The transmon parameters are EJ = 25 GHz, EC = 300 MHz, and
the dashed gray line in the figure marks the transition frequency for the two lowest energylevels
of the transmon. The orange line in panel (a) is for a transmon-resonator coupling strength of
g/(2pi) = 25 MHz, the purple line for g/(2pi) = 12 MHz and panel (b) is for g/(2pi) = 1.3 MHz.
set. We therefore make the simplifying assumption of neglecting spatial dependence of parameters.
We emphasize that this is done only for simplicity, as we have shown that the detector is in fact
robust to spatial parameter variations.
2.1 Number of unit cells needed







where α is the displacement of the resonator, χ is the cross-Kerr shift per unit cell, z = Na is
the detector length and v the speed of light, We are here neglecting the spatial dependence of
χ = χ(xn) for simplicity. Moreover, in contrast to the numerical results presented in the main
paper we here assume that the detector is operated in reflection mode, i.e., the waveguide is ended
by an open at x = z/2, such that the total interaction time is τ = 2z/v.
Using Eqs. (28) and (29) it is convenient to re-express the dimensionless quantity ZrRK |u|2 with
u ≡ u(xn) the resonator mode-function as
Zr
RK






Using this in Eq. (29) we have







where we recall that N is the total number of unit cells and ω¯ is the center frequency of the
incoming photon. This expression can be inverted to give the necessary number of unit cells N to











In Fig. S7 the number of unit cells, Eq. (40), necessary to reach gτ in the range 1–3 is shown
as a function of Ztml for a representative choice of parameters: Ic = 5µA (with EJ = φ0 × Ic),
ω¯/(2pi) = 5 GHz, α = 5 and |K|/(2pi) = 200 kHz (solid lines) or |K|/(2pi) = 30 kHz (dashed
lines). Recent experiments with Josephson travelling wave parametric amplifiers (JTWPAs) have
demonstrated metamaterials of similar complexity to what is required here with N ∼ 2000 unit
cells [5]. Fig. S7 shows that reaching values gτ = 2–3, necessary for reaching fidelities close to
one, are likely out of reach for a Ztml = 50 Ω transmission line, as it would require a prohibitively
9












Figure S7: Number of unit cells, N , vs the impedance of the LC array, Ztml, necessary to reach
a certain value of gτ , for |K|/(2pi) = 200 kHz (solid lines) and |K|/(2pi) = 30 kHz (dashed lines),
and other parameters as given in the text.
large number of unit cells. However, with a modest increase in impedance, the figure shows that
N ∼ 2000 is sufficient. In applications where matching to a 50 Ω environment is less important,
Ztml can be increased even further relaxing the constraint on other parameters. Otherwise low-loss
impedance transformers can be used to couple to 50 Ω input/output transmission lines.
2.2 Controlling the Kerr nonlinearity
The nonlinearity of the detector characterized by the cross-Kerr coupling between the metamaterial
and the probe, χ(x), as well as the probe’s self-Kerr K, is controlled by the junction parameters
EJ,n, CS,n as well as the coupling capacitance Cc,n between the junctions and the probe, c.f. Fig. S2.
As can be seen from Eqs. (28) and (29), the non-linearities depend on the dimensionless number√
Zr/RKur(xn), with ur(x) a dressed resonator mode function. Alternatively, from Eq. (22),
this quantity can be directly related to ϕr(xn), the dimensionless magnitude of the zero-point
fluctuations of the resonator mode as seen by the junction located at xn. Accurately determining
the zero-point fluctuations ϕr(xn) can be complicated for a complex geometry such as the JTWPA,
but the problem can in principle be addressed using commercial numerical software such as finite
element solvers [6].
To get a rough estimate for how the non-linearity depends on the circuit parameters, we estimate
the contribution to the self-Kerr from a single unit cell of the metamaterial, i.e., we consider the
circuit
where in this simplified model we use a lumped element LC oscillator {Lr, Cr} to represent the
probe resonator, and another lumped element LC oscillator {Ltml, Ctml} to represent the vacuum
fluctuations of the transmission line with characteristic impedance Ztml =
√
Ltml/Ctml biasing the
junction. Moreover, the spider symbol represent the non-linear part of the circuit, corresponding to
a Hamiltonian potential term Hˆnl = −EJ
(
cos ϕˆJ + ϕˆ
2
J/2
) ' −EJ ϕˆ4J/24, and LJ = φ20/EJ = φ0/Ic
is the linear inductance due to the Josephson junction. By diagonalizing the linear part of the




























with m = {tml, J, r} running over three dressed modes, corresponding to the tml LC, the junction














































Figure S8: Properties of the normal modes as Cc is varied. (a) Dressed probe resonator (orange)
and tml (blue) frequencies. (b) Zero-point vacuum fluctuations normalized by bare charecteristic
zero-point fluctuations ξm = ϕm/ϕm,0, for the resonator (orange), tml LC (blue) and junction
mode (green). (c) Self-Kerr of the probe resonator mode multiplied by N = 2000. (d) Number of
unit cells needed to reach gτ = 1–3 using the self-Kerr K = NKr extracted from panel (c).
−EJϕ2mϕ2n. We find the normal mode frequencies ωm and the dimensionless zero-point fluctuations
ϕm by a standard numerical diagonalization of the linear part of the circuit, which allows us to
extract the non-linearities χm,m.
In Fig. S8 we show properties of the dressed normal modes as the small coupling capaitance
Cc is varied in the range 1–7 fF, with the other parameter set to




= 50 Ω, (42)




= 50 Ω, (43)
Ic = 5µA, CS = 50 fF. (44)
Here ωtml = 1/
√
CtmlLtml and ωr = 1/
√
CrLr are bare frequencies. Figure S8 (a) show the
corresponding dressed frequencies as Cc is varied. As this plot shows, the dressed frequencies
hardly change from their bare values for the range of coupling capacitance considered. Note that
there is also a third junction mode at a much higher frequency, not shown in the figure. Panel (b) of
the figure show the zero-point vacuum fluctuations ξm = ϕm/ϕm,0 normalized by the characteristic










LJ/CS for the junction mode. The dressed zero-point fluctuations of the tml- and
the junction mode biasing the Josephson junction are close to their maximal value, corresponding
to the galvanic coupling of these two modes. The dressed zero-point fluctuations of the probe
resonator biasing the junciton is however much smaller, corresponding to the small capacitive
coupling of this mode to the junction.
In Fig. S8 (c) we show the extracted self-Kerr non-linearity of the resonator |Kr| due to the single
junction, multiplied by N = 2000 as a representative number of unit cells for the metamaterial.
This gives a rough estimate for the total self-Kerr non-linearity of the resonator. Although we do
not expect this estimate to particularly accurate, these results show that the Kerr non-linearity can
easily be tuned in the range 10–400 kHz by adjusting the small coupling capacitance Cc, keeping all
other parameters fixed. Finally panel (d) shows the number of unit cells N from Eq. (40) needed
to reach gτ = 1–3 using the extracted value K = NKr for the total Kerr non-linearity.
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2.3 Detection time
The interaction time is set by the number of unit cells, the center frequency ω0 of the LC array and










The numerical results of the main paper indicates a detetion time of about 3τ , i.e., in the µs range.
A typical photon dimensionless photon width of γτ = 2–6 as used in the numerical simulations in
the main paper thus corresponds to γ/(2pi) = 0.25–0.75 Mhz. We emphasize that the detection
fidelity improves with increasing γ. It is therefore encouraging that very high detection fidelities
are found for such narrow photons.
In the numerical simulations presented in the main paper we used a resonator decay rate such
that κτ = 1.0, which for the present parameter set corresponds to
κaτ = 1.0⇒ κa/(2pi) = 0.13 MHz. (47)
With such a small value for κa it is necessary to reduce the total self-Kerr nonlinearity Ktot =
K +Ks of the resonator, using e.g. the approach discussed in Sec. 1.4. Alternatively, it might be
beneficial to increase κa to the range κa/(2pi) = 1–10 MHz, thus correspondingly increasing κτ .
Unfortunately we found it numerically too challenging to simulate this regime of larger κa, due to
need for correspondingly smaller time steps needed. Based on a simplified model, we expect the
SNR to increase with κa at short times, and go down as 1/
√
κa for large κaτ [7]. An order of
magnitude increase in κa might therefore lead to a decrease of about a factor of three in the SNR,
which compares to reducing g from say gτ = 3 to gτ = 1.
2.4 Alternative design
Figure S9 shows an alternative design for the JTWPD. In this design, the “backbone” of the
detector is a a linear chain of galvanically coupled inductors, Lnn, with capacitance Cg to ground
per unit cell. This would in itself form a linear waveguide with impedance Ztml =
√
Lnn/Cg and
speed of light v = a/
√
LnnCg, and no frequency cut-offs. However, as described in the main paper,
it is advantageous to have a low-frequency cut-off for two reasons: It shunts the detector from
thermal low-frequency photons, and by placing the resonator below a cut-off we can minimize loss
of resonator via the metamaterial. We therefore introduce to the design a shunt inductor Lg to





This design has both advantages and disadvantages. The main advantage is the potentially large
bandwidth. The main disadvantage, however, is that achieving a frequency cutoff ωL/(2pi) < 10
GHz requires very large shunt inductors Lg. For example, a Ztml = 50 Ω waveguide with a
capacitance to ground of Cg = 50 fF would require a shunt inductance Lg = 5 nH to have a
cut-off frequency of ΩL = 10 GHz. Unless an alternative method can be devised to achieve a
low-frequency cut-off we therefore consider this design less practical than the design presented
in Sec. 2.
3 Keldysh path-integral treatment
To study the scaling of the detector back-action, we integrate out the waveguide part of the system
using Keldysh field theory. This allows us to derive an effective Keldysh action describing the
evolution of the measurement resonator when a photon travels through the nonlinear waveguide.
As we show, this effective Keldysh action indicates that
1. The relevant small parameter for the measurement back-actio is g/σ, with σ2 the variance
of an incoming Gaussian photon.
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Figure S9: Alternative design.
2. Back-scattering of the signal photons due to measurement back-action are suppressed when
the local coupling strength is small in front of the photon carrier frequency, g/ω¯  1.
Moreover, from the effective action, we derive an equivalent master equation that can be used to
perform numerical simulations.
3.1 Keldysh action for the emitter-waveguide-probe system
Recall the Hamiltonian for the interacting system in the rotating frame for the resonator


























In order to simplify the calculation and focus solely on the part of the interaction that induces a
displacement in the measurement resonator, we have here set K = χ(x) = 0 and g(x) = g in the
Hamiltonian above, as discussed in the main text. In this section, we will use the convention ~ = 1
for brievity and, to avoid ambiguousness with the ± notation from the upper and lower branches
of the Keldysh contour, use the ν = R,L subscripts for right- and left-moving fields, respectively.
Instead of directly considering a signal photon on the waveguide, we add the fictitious emitter
of such a photon far away from the nonlinear waveguide at the initial position x0  −z/2 and
consider that this emitter is only coupled to the right-moving modes. This is modeled by a combined
emitter-waveguide-resonator Hamiltonian [8] in the rotating wave approximation













where κc(t) is the coupling of the emitter to the waveguide and ωc is the frequency of the emitter.
In principle, any photon shape can be modeled this way and we follow the main text by considering










with x0 the initial position of the signal photon. Here, we simulate such a photon wavepacket by












Note that Eq. (52) corresponds to the amplitude of the photon wavepacket as a function of time
at the fixed waveguide position x = 0. Since we consider a waveguide without dispersion, the
amplitude of the wavepacket as a function of both time and position is easily calculated, ξ(x, t) =
ξ(t− x/v).
Following Ref. [10], we write the Keldysh action for the combined emitter-waveguide-resonator
system
S[a, b, c] =
∫




∗∂tb+(x)− b−(x)∗∂tb−(x)− iL(a, b, c),












where the arguments of S and L have been shortened to ψ ↔ ψ∗+, ψ+, ψ∗−, ψ−, with ψ = a, b, c.
The Hamiltonian part H± is found by writing Eq. (51) in a normal-ordered form and replacing
each operator by the corresponding variable ψˆ → ψ±. Unless otherwise noted, we will keep the
time dependence of variables implicit to make the notation more compact. Performing the Keldysh
rotation ψcl = (ψ+ + ψ−)/
√
2 and ψq = (ψ+ − ψ−)/
√
2, we write the action as
S[a, b, c] =
∫







b + b†j + j†b, (55)
where the dependence on x was made implicit in the second part to make the notation more



























0 i∂t − iκa/2











0 i∂t − νvk − iη





0 i∂t − ωc − iη



















where η is there for regularization and the limit η → 0 is implicit. In Eq. (55), we expressed the
waveguide’s field inverse Green’s function in position space instead of momentum as the interaction
term V is local in space. However, it is easier to solve for the free field Green’s function in
momentum, so we will perform the Fourier transform back to position space after finding G˜b,ν(k).
3.2 Tracing out the waveguide
The partition function associated with the action Eq. (55) is given by
Z =
∫
D[a, b, c]eiS[a,b,c]. (58)
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It is useful to point out two properties of the Keldysh action Eq. (55). First, it is quadratic in
the waveguide field b(x) and second, the coupling between the emitter and the waveguide acts as


















where the determinant denominator is canceled by a factor in the integration measure D[b]. We
also used the shorthand notation x ≡ x, t for compactness. From the partition function Eq. (60),
it is natural to define an effective action for the emitter-resonator system,
Seff [a, c] =−
∫
dx1x2 j
†(x1)[G−1b −V]−1(x1, x2)j(x2) +
∫
dta†G−1a a + c
†G−1c c. (61)
This effective action is not very useful in its present form as (1), it is nonlocal in time and (2), we
don’t have an exact expression for [G−1b −V]−1. To remediate to this situation, we use perturbation
theory and expand (1−GbV)−1 as a Taylor series in GbV, assuming that the linewidth of the photon
is large compared to the coupling strength g,





†(x1)[GbV]n(x1, x2)Gb(x2, x3)j(x3) +
∫









dta†G−1a a + c
†G−1c c.
(62)
More precisely, any point in the waveguide will interact for a time ∼ 1/σ with the photon, and,
consequently, the expansion is valid as long as g/σ < 1. Note that this expansion relies on the
fact that the signal photon has a finite width and Eq. (62) is thus not valid for a general incoming
signal. Before evaluating the effective action at various orders, we compute the waveguide Green’s
function in momentum space
G˜b,ν(k, t1, t2) = e
−iνvk(t1−t2)
(
1 θ(t1 − t2)
−θ(t2 − t1) 0
)
. (63)
Formally, the right-moving (left-moving) fields are defined only on the positive (negative) wavevec-
tors. Here, we will make the assumption that the coupling to the waveguide is small, κc  ωc and,
consequently, only wavevectors around kc = ωc/v will contribute to the effective action. Note that
this assumption was already used earlier to write the Hamiltonian in the rotating wave approxi-
mation for the emitter-waveguide coupling, Eq. (51). In practice, this means that for both right-
and left-moving fields we extend the wavevector integral to the whole real line. Using the above
approximation and Eq. (63), we can write the Green’s function in position space







1 θ(t1 − t2)








1 θ(t1 − t2)
−θ(t2 − t1) 0
)
= −iδ[v(t1 − t2)− ν(x1 − x2)]
(
1 θ(t1 − t2)

















with the useful identity GKb,ν = G
R
b,ν − GAb,ν [10] and the convention θ(0) = 1/2. Since the
Green’s function depends only on the space and time difference, we will use the shorter nota-
tion Gb(x1, x2, t1, t2) = Gb,ν(x1 − x2, t1 − t2).
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3.3 Zeroth order






†(x1, t1)Gb(x1 − x2, t1 − t2)j(x2, t2),
= −v
∫
dx1dt1dx2dt2 δ(x1 − x0)δ(x2 − x0)
√
κc(t1)κc(t2)
× c˜†(t1)Gb,R(x1 − x2, t1 − t2)c˜(t2),
= iv
∫




1 θ(t1 − t2)
















where we defined c˜† = (c∗q c
∗
cl) and used the identity δ(αt) = δ(t)/|α|. S(0)eff corresponds to the




0 i∂t − ωc − iκc/2
i∂t − ωc + iκc/2 iκc
)
. (66)
Note that keeping the full Green’s function for the waveguide field instead of extending the wavevec-
tor integral in Eq. (64) would have resulted in an additional renormalization of the emitter fre-
quency ωc.
3.4 First order























1 θ(x0 − x2)





1 θ(x2 − x0)










where we used the identity θ(αt) = θ(t) for α > 0. Here, we know that the integral in position is
non-zero only when x2 > x0 since we placed the emitter before the nonlinear waveguide, x0 < −z/2.





























We then use the fact that we know, by construction, the solution for the time evolution of the
emitter,
√
κc(t)c(t) = ξ(t − x0/v). Using this, we replace
√
κc(t+ ∆t)c(t + ∆t) =
√
κc(t)c(t) ×
ξ(t− x0/v + ∆t)/ξ(t− x0/v) in the equation above. We carry out the integration in position and













erf(t˜+ t˜0 + z˜/2)− erf
(
t˜+ t˜0 − z˜/2
)}
, (69)
where we defined t˜ ≡ √2σt, t˜0 ≡
√
2σx0/v and z˜ ≡
√
2σz/v. The above action is equivalent to a
term in the master equation [10]
S
(1)
eff ∼ L(1)(ρ) = −ig
erf(t˜+ t˜0 + z˜/2)− erf
(




cˆ(aˆ+ aˆ†)ρcˆ† − cˆρcˆ†(aˆ+ aˆ†)] , (70)
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which corresponds to a drive term on the measurement resonator with an proportional to the
probability of the photon being in the nonlinear waveguide at time t. We can write the above


















where we defined t˜± ≡ t˜+ t˜0 ± z˜/2 to further simplify the notation.
3.5 Second order







× [Gb,R(x2 − x3) + Gb,L(x2 − x3)]W(x3)Gb,R(x3 − x4)c˜(x4).
(72)
In this second order term, we see that there is the possibility of backscattering of the photon due
to the appearance of the left-moving field Green’s function, Gb,L. In order to make the equations
more manageable, we split the effective action in two, S
(2)
eff ≡ S(2)eff,R+S(2)eff,L, and evaluate the terms







































× δ[v(t2 − t3)− (x2 − x3)]
(
Xq(t2) Xcl(t2)
)(θ(t2 − t3) + θ(t3 − t2) θ(t2 − t3)























































































Similar as above, we use
√
κc(t+ ∆t)c(t + ∆t) =
√
κc(t)c(t) × ξ(t − x0/v + ∆t)/ξ(t − x0/v)
to replace the time dependance of the emitter variable. Moreover, because of the simple form
of Eq. (51), the correlations in the resonator quadrature coupled to the waveguide are given by
X(t)X(t+ ∆t) = X2(t)e−κa|∆t|/2. We remark that this simplification is possible only because we
assumed χ = K = 0 in the starting point of this derivation, Eq. (49). However, our result remains
approximately correct in the limit of small spurious nonlinearities where χ,K  g, σ. Using these















































2−κ˜a(2t˜0+z˜) [erf(κ˜a − t˜+)− erf (κ˜a − t˜−)]} ,
(74)
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where we defined κ˜a ≡ κa/(4
√
2σ). We can write the effective action Eq. (74) as an equivalent
term in the master equation
S
(2)




cˆ(aˆ+ aˆ†)ρcˆ†(aˆ+ aˆ†)− 1
2















2−t˜2−κ˜a(2t˜0+z˜) [erf(κ˜a − t˜+)− erf (κ˜a − t˜−)]} . (76)
We can write the above equation as a dissipator-like term




We now turn to the “backscattering” part of the effective second order action, S
(2)
eff,L. Using a











































































































































The two integrals in position can easily be evaluated, but the exact form is lengthy and does not








and, consequently, we can safely neglect backscattering for small couplings, g  ωc. This is easily
understood if we consider that a backscattering event creates a momentum shift in the photon of
2ωc/v, something that must be compensated by the interaction, g.
3.6 Effective emitter-probe master equation
To summarize, we can write an effective master equation for the emitter-resonator system in a
Linblad-like form,























Note that small parameter in the expansion is g/σ only in the limit κa → 0. Otherwise, the small
parameter in the expansion is a non-trivial combination of g, κa and σ.
In writing Eq. (80), we have used that, by construction, κc(t)〈cˆ†cˆ〉(t) = |ξ(t − t0)|2, so that
using Eq. (53) we have 〈cˆ†cˆ〉(t) = 12 erfc(t˜). We recognize the state cˆρcˆ†/〈cˆ†cˆ〉 as the normalized
state of the system, conditioned on the photon having left the emitter. We, moreover, have the


















] ∣∣∣ξ (t− x
v
)∣∣∣2 . (82)


























4 Matrix Product State simulations
To validate the performance of the detector in numerical simulations, we represent the state of
the metamaterial as a Matrix Product State (MPS) [11]. Recall that the interacting system is
described by a Hamiltonian
Hˆ = Hˆr + Hˆ0 + Hˆint, (84)
where we are now working in the displaced and rotating frame for the probe resonator, defined in












































In the following we present an approach based on discretizing both space and time, to efficiently
represent the state of the system as an MPS. A main additional simplification that is made in this
section is that we only treat the right-moving field ν = + for the waveguide. This simplification is
justified based on the Keldysh analysis which shows that backscattering is suppressed by g/ω¯.
















where we now only treat the right-moving µ = + field and we shift the x-axis by z/2 in this section
for later notational convenience. Following [12, 13], we trotterize the time-evolution













for i = 0, . . . , Nt − 1, ∆t = T/Nt and ti = i∆t. We can, moreover, do a similar discretization of
the spatial integral for each Uˆi
Uˆi = lim
Nx→∞









dxHˆint(x,t)− i~∆tHˆr/Nx , (93)
where n = 0, . . . Nx−1, we choose ∆x = z/Nx = v∆t, and xn = n∆x and the Hamiltonian density
Hˆint(x, t) is
Hˆint(x, t) = bˆ†+(x− vt)bˆ+(x− vt)Aˆ(x), (94)








for notational convenience. For































such that [bˆ+(x), bˆ+(y)
†] = δ(x− y), and consequently [bˆn, bˆ†m] = δmn.
The interaction Eq. (95) suggests the following picture, illustrated in Fig. S10: At time t =
0, the probe resonator (denoted aˆ in the figure) interacts with a subset of oscillators bˆn with
n = 0, . . . , Nx − 1, for a short time ∆t. In the next time step, the interaction is instead with
oscillators labeled n = −1, . . . , Nx − 2, which we can think of as resulting from shifting all the
waveguide oscillators one unit cell to the right. The waveguide thus appears as a “conveyor belt”
of oscillators moving past the probe, where for each time step the probe interacts with the subset
−i, . . . , Nx − 1− i. We now furthermore have a natural representation of the system as an MPS.
Each oscillator bn represents a site in the MPS, and the probe resonator is a special site which
needs to be swapped along the MPS interacting with sites n = −i, . . . , Nx−1− i for each time step
i. To simulate an incoming photon we also include an emitter at a site l = l0 − i − 1 with l0 ≤ 0








where cˆ is the annihilation operator for the emitter, initialized in Fock state |1〉, and κc(t) the
decay rate determining the shape of the incoming photon (see Refs. [12, 13] for a derivation). Note
that the emitter is swapped one site to the left in the MPS for each time step.
To model a non-zero measurement rate κa > 0, we must include the interaction to a bath in
the resonator Hamiltonian Hˆr. The total time-evolution for the resonator for a small time step ∆t
can be written
Uˆi,n ' Uˆ inti,n(∆t/2)Uˆr(∆t)Uˆ inti,n(∆t/2), (99)
20




Figure S10: At the ith time step, the probe resonator (aˆ) interacts with oscillators labelled
−i, . . . Nx − 1 − i, as indicated by the dashed box. The interaction with the oscillator labeled
n− i, for n = 0, . . . Nx − 1 is described by the interaction operator Aˆ(xn). In the next time step,
all the waveguide oscillators are shifted one cell to the right, such that the interaction is with
−(i+ 1), . . . , Nx − 1− (i+ 1). To perform one time step we swap the MPS site corresponding to
S along the chain letting it interact with the sites −i, . . . , Nx − 1 one by one. A single photon is
released by an emitter (cˆ) interacting with site l0 − i in the i time step.
where Uˆ inti,n(∆t) = e
−i ∫ ti+∆tti dt ∫ xn+∆xxn dxHˆint(x,t) and Uˆr(∆t) = e−i∆tHˆr . To model a homodyne
measurement of the resonator’s outputfield without explicitly including the bath degrees of freedom,
we replace the unitary evolution Uˆr(∆t) by a stochastic Schro¨dinger equation integrated from ti
to ti + ∆t
d|ψMPS〉 = D1|ψMPS〉 dt+D2|ψMPS〉 dW (t), (100)
where dW (t) is a real Wiener increment and (see Chapter 7 of [14])

















with aˆθ = e
−iθaˆ and 〈Aˆ〉 = 〈ψ|Aˆ|ψ〉. Homodyne measurement of the yˆ-quadrature corresponds
to θ = pi/2. A variety of numerical methods can be used to integrate the stochastic differential
equation Eq. (100) from time t to t+ ∆t. We experimented with the order 0.5 Euler scheme and
the order 1.0 Platen scheme given in [14], as well as an implicit order 1.5 Taylor method found
in [15] [Chapter 12.2, Eq. (2.18), α = 0.5]. We found the implicit scheme to be most stable and
the results presented in the main paper were generated with this method. The homodyne current
is given by Jhom(t) =
√
κa〈aˆθ + aˆ†θ〉+ ξ(t) where ξ(t) = dW (t)/dt. This current is then integrated
over a measurement window 0 < t < τm with a filter function, as explained in the main text.
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I. PARAMETRICALLY DRIVEN NONLINEAR RESONATOR
We give a summary of the different steady-states of a Kerr nonlinear resonator under two-photon driving









where δ = ωr − ωp/2 is the resonator-pump detuning, Ep is the two-photon pump amplitude and K is the
resonator nonlinearity. Single photon damping at a rate κ is also taken into account. Figure S1 illustrates
the different resonator steady-states, which are separated in three regions of the parameter space [20].
First, when the two-photon drive is below the parametric oscillation threshold, |Ep| <
√
δ2 + (κ/2)2, the
resonator has a steady-state centered at the origin. When the resonator nonlinearity K can be neglected,




2(δ2 + κ2/4− E2p )
〈aˆaˆ〉 = −Ep(δ + iκ/2)
2(δ2 + κ2/4− E2p )
(S2)
Here, we are only interested in configurations far from the parametric oscillation threshold where the above
average values are very small. Consequently, the effect of the nonlinearity in this regime is negligible. The







F . S1. Schematic representation of the steady-state of a parametrically driven nonlinear resonator in parameter
space. In the white region, the resonator has a single steady-state centered at the origin. In the middle light orange
region, the system has two high-amplitude steady-states. In the shaded region there are three steady-state: two high
amplitude states and one state centered at the origin. The blue square indicates the configuration corresponding
to parity measurement in the odd subspace, Ep/κ = 2.5, δ = 0. On the other hand, the red squares indicate the
configurations in the even subspace, Ep = 2.5, δ/κ = 50, χ < 0. The dashed gray lines correspond to 1 and 2 dB
of squeezing and illustrate that for the dispersive shifts 2|χ|/κ = 50 that are considered, the level of squeezing is
minimal.
was investigated in Ref. [19]. In the white region of Fig. S1, the steady-state described by Eq. (S2) is
unique. On the other hand, when the two-photon drive is above the parametric oscillation threshold
|Ep| ≥
√








In the resonant case δ = 0, this expression corresponds to Eq. (2) of the main text. This bistable region
is illustrated in orange and enclosed in the parabolic full and dashed black lines in Fig. S1. Finally, when
Ep > κ/2 (full gray horizontal line) and δ >
√
E2p − (κ/2)2 (black dashed parabolic line), both the low-
amplitude steady-state described by Eq. (S2) and the two high-amplitude states described by Eq. (S3)
coexist [20]. This tristable region is shaded in light orange in Fig. S1.
As discussed in the main text, in the dispersive regime with two transmon qubits, the resonator frequency
is shifted by ±2χ if the qubits are in the even parity subspace {|00〉, |11〉} and remains unshifted in the
odd subspace {|10〉, |01〉}. This parity-dependent frequency shift leads to an effective detuning δ with the
two-photon drive that is illustrated by the blue (odd parity) and red (even parity) squares in Fig. S1. This
observation is the basis for the parity measurement: even qubit parity corresponds to a low-amplitude
state of the nonlinear resonator while odd qubit parity to a large amplitude state. Because the state |00〉
state places the nonlinear resonator in the tri-stability region (right red square), the resonator state can
in principle tunnel from the low-amplitude state to a high-amplitude state, something that reduces the
measurement fidelity and increases eigenspace dephasing in the even subspace. In practice, however, these
tunneling events are highly suppressed for large dispersive shifts that we are considering, |2χ|  Ep, and
can be safely neglected. Finally, we note that the overall situation described here remains unchanged in the
four-qubit case and the same intuition therefore applies.
II. DEPHASING RATES
In this section, we derive explicitly the qubit dephasing rates induced by the parity measurements for the




Fi . S2. Illustration of the resonator phase space when the qubits are in the even subspace. A “squeezon” trans-
formation allows to compute the solution to the master equation in a frame where the dynamics are easier to solve.
A. Two Qubits
The master equation for two qubits dispersively coupled to a parametrically drive nonlinear resonator is












where % is the combined qubits-resonator density matrix. When the qubits are in the odd subspace spanned









where %o(e) is the qubit-resonator density matrix projected in the odd (even) qubit subspace. Since the
above equation does not depend on the qubits state within the odd subspace, it is clear that the odd qubit
states remain unperturbed by the measurement. In other words, there is no measurement-induced dephasing
within the odd subspace.
The situation is more complicated in the even subspace spanned by {|00〉, |11〉}. In a frame rotating at








where we have defined τˆz ≡ |11〉〈11| − |00〉〈00|. Taking into account single photon loss at a rate κ, the
combined qubits-resonator density matrix %e evolves according to the master equation
%˙e = −i[Hˆ2qb,e, %e] + κD[aˆ]%e (S7)
Following the general approach of Ref. [44, 45], to find an expression for the measurement-induced de-
phasing rate in the even subspace we derive a reduced master equation for the qubit by first moving to a
frame where the drive is absent. For a linear cavity and drive, this is realized with a polaron transformation,
a qubit-state dependent displacement of the cavity field. In the presence of a two-photon drive, we rather
introduce a “squeezon” transformation corresponding to a qubit-state dependent squeezing operation on
the resonator field. As schematically illustrated in Fig. S1, this transformation is chosen such as to lead
to the same resonator state irrespective of the qubit state inside in the even subspace. In this new frame
the dynamics is simplified and the measurement-induced dephasing rate easier to evaluate. This unitary
transformation
Sˆ = |00〉〈00| ⊗ e− r2 aˆaˆ+ r2 aˆ†aˆ† + |11〉〈11| ⊗ e r2 aˆaˆ− r2 aˆ†aˆ† (S8)
is chosen such that aˆS ≡ Sˆ†aˆSˆ = cosh raˆ − τˆz sinh raˆ†, with r the squeezing parameter. For the two-qubit
parity measurement, we assume the dispersive shift to be much bigger than the two-photon drive, 2χ Ep,
which means that the degree of squeezing is very small. Consequently, the photon population induced by
the parametric drive is also very small and the nonlinearity K of the resonator can be safely neglected. In
the squeezon frame, the master equation governing the evolution of the density matrix %Se ≡ Sˆ†%eSˆ is given
by




≈ (2χ cosh 2r − Ep sinh 2r)τˆzaˆ†aˆ+
(Ep
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where we have defined 2χ˜ ≡ 2χ cosh 2r − Ep sinh 2r, B ≡ 2χ sinh2 r − Ep/2 sinh 2r to simplify the notation
and set tanh 2r = Ep/2χ in order to cancel the two-photon drive. Moreover, in this frame, single-photon
loss leads to the dissipators
D[aˆS ]%Se = D[aˆ cosh r − τˆzaˆ† sinh r]%Se
≈ (1 + nth)D[aˆ]%Se + nthD[τˆzaˆ†]%Se
(S11)
where we have defined the effective thermal photon number in the squeezon frame nth ≡ sinh2 r ≈ (Ep/4χ)2
and neglected fast oscillating terms.
The reduced master equation for the qubit density matrix ρe is obtained by moving back to the lab frame















〈β∗|α〉 ⊗ |i〉〈j| (S13)











d2β [λ(α, β)|11〉〈00|+ λ∗(α, β)|00〉〈11|] (S14)
where we have defined
λ(α, β) ≡ P11,00(α, β) 〈β
∗|eraˆaˆ−raˆ†aˆ† |α〉
〈β∗|α〉 (S15)
Differential equation for the Pi,j(α, β) are obtained by using the correspondence rules [43]
aˆ%↔ αP




taking the usual assumption that the P function vanishes at infinity. The equations for the qubits diagonal
elements ρ˙00,00 = ρ˙11,11 = 0 are easily solved in steady-state using a thermal state ansatz with average
photon number nth. On the other hand, the equation for the off-diagonal element P11,00 reads
P˙11,00 =
{
−2iχ˜(2αβ − ∂αα− ∂ββ)− 2iB + κ
2
(∂αα+ ∂ββ)
−κnth [2αβ − 2(∂αα+ ∂ββ) + 2 + ∂α∂β ]}P11,00
(S17)
where we have defined ∂γ ≡ ∂/∂γ (γ = α, β). To solve the above equation, we use the transformation [46]




d2b P¯ (a, b)ei(aα+bβ) (S18)
for which, using integration by part, we find the identities
αP (α, β)→ i∂aP¯ (a, b)
∂αP (α, β)→ iaP¯ (a, b)
∂ααP (α, β)→ −a∂aP¯ (a, b)
(S19)
leading to the differential equation
˙¯P11,00 =
{
−2iχ˜(−2∂a∂b + a∂a + b∂b)− 2iB − κ
2
(a∂a + b∂b)
+2κnth [∂a∂b − (a∂a + b∂b)− 1 + ab/2]} P¯11,00
(S20)
Since the equation for P¯ is quadratic, it can be solved with a Gaussian function and we take the ansatz




where the variables α¯, β¯,X, Y, Z define the resonator field and µ is a prefactor that set the phase and
amplitude of the qubit density matrix off-diagonal elements ρe. Replacing this ansatz in Eq. (S20) leads to
µ˙ = −4iχ˜(Z + α¯β¯)− 2iB − 2κnth(Z + α¯β¯ + 1)
i ˙¯α = 2χ˜[2(α¯Z + β¯X) + α¯]− iκα¯/2− 2iκnth[α¯Z + β¯X + α¯]
i ˙¯β = 2χ˜[2(β¯Z + α¯Y ) + β¯]− iκβ¯/2− 2iκnth[β¯Z + α¯Y + β¯]
−X˙/2 = 2iχ˜(2XZ +X) + κX/2 + 2κnth(XZ +X)
−Y˙ /2 = 2iχ˜(2Y Z + Y ) + κY/2 + 2κnth(Y Z + Y )
−Z˙ = 4iχ˜(XY + Z2 + Z) + κZ + 2κnth(XY + Z2 + 2Z + 1/2)
(S22)
For simplicity, we derive an equation for µ when the resonator has reached steady-state, i.e. we will neglect
the resonator transient dynamics and set X˙ = Y˙ = Z˙ = ˙¯α = ˙¯β = 0. We easily find the steady-state solutions
X = Y = α¯ = β¯ = 0. Discarding the unphysical solution for Z and expanding the physical solution to first
order in nth and κ/4χ˜, we find
Z ≈ −inth κ
4χ˜
(S23)
Replacing this into the equation for µ and again keeping terms to first order in nth, κ/4χ˜, we find
µ˙ = −κnth − 2iB (S24)


























This finally allows us to write an effective master equation for the reduced qubits density matrix which
takes the form













In the even subspace, the qubits thus accumulate a deterministic phase φ = Bt that can be corrected with
single qubit Z rotations at the end of the measurement. As discussed in the main text, the qubits also suffer




We now consider a situation where four qubits are dispersively coupled to a nonlinear resonator in the















and the master equation
%˙ = −i[Hˆ4qb,wf , %] + κD[aˆ]% (S29)
where % is the combined qubits-resonator density matrix. In contrast to the previous subsection, here
we are interested in deriving a rate γo for dephasing within the odd qubit subspace, where there is no
squeezing and the resonator bifurcates to states that are close to coherent states. To simplify the cal-
culations, we take the qubits state to be within the odd subspace which is a sum of the subspace H−
spanned by {|0001〉, |0010〉, |0100〉, |1000〉} with associated projector Πˆ− and the subspace H+ spanned by
{|0111〉, |1011〉, |1101〉, |1110〉} with associated projector Πˆ+. From Eq. (S28), we see that in a given sub-
space H± one parametric drive will be on resonance while the other, far detuned, will have a minimal effect
if Ep/8χ  1. Following the intuition from the two-qubit case, the combined qubit-resonator system will
thus evolve to a state close to
|ψo〉 ⊗ |0〉 → c+|ψ+〉 ⊗ | ± αoe−i2χt〉+ c−|ψ−〉 ⊗ | ± αoei2χt〉 (S30)
where c±|ψ±〉 ≡ Πˆ±|ψo〉 and αo is given by Eq. (2) of the main text. To compute the dephasing rate
γo, we first perform a Polaron transformation that unentangles the system and brings the resonator to
a vacuum state [45]. Then, we use the simple form of the dynamics in the Polaron frame to trace out
the resonator, which allows us to write an effective master equation for the qubits where the dephasing
is made explicit. This procedure is therefore similar to the previous section Sect. II A, but uses a qubit-
state dependent displacement transformation instead of a qubit-state dependent squeezing transformation.
Moreover, similarly to the previous section, we aim to derive a qubit dephasing rate once the resonator has
reached the steady-state Eq. (S30) and we do not consider the transient dynamics.








where τˆz ≡ Πˆ+ − Πˆ−. We perform a Polaron transformation Pˆ = Πˆ+Dˆ(α+) + Πˆ−Dˆ(α−), where Dˆ(α) =
exp[αaˆ†−α∗aˆ] is the displacement operator for the resonator, Dˆ†(α)aˆDˆ(α) = aˆ+α. In order to unentangle
the qubits and the resonator, we choose α± = αoe∓i2χt, leading to the master equation











































where we have defined the displacement difference δα ≡ (α+ − α−)/2 = −iαo sin(2χt), %Po = Pˆ †%oPˆ is
the combined resonator-qubits density matrix in the Polaron frame and HˆPo = Pˆ
†Hˆ4qb,wf,oPˆ − iPˆ † ˙ˆP is the
Hamiltonian in the Polaron frame. In the master equation Eq. (S32), we see a dephasing term proportional
to κ (third term) appearing because of the phase difference between the displacements α±, δα 6= 0. In
other words, photons leaving the resonator carry information about the qubits state, which in turn induces
dephasing. The last two terms of Eq. (S32) have a minimal effect since the resonator state remains close
to vacuum in the Polaron frame [45]. In the Hamiltonian Eq. (S33), we see that the displacement of the
resonator state induces an additional frequency shift of both the qubits and resonator (last two terms of the
first line). Finally, the last two lines of this Hamiltonian consist of off-resonant and small terms that have
a small effect on the resonator state [21]. We can thus approximate Eqs. (S32) and (S33) with
%˙Po = −i[2χaˆ†aˆτˆz −
K
2
aˆ†aˆ†aˆaˆ+ 2χ|αo|2τˆz − 2K|αo|2aˆ†aˆ, %Po ] + κD[aˆ]%Po + κ|δα|2D[τˆz]%Po (S34)
In the Polaron frame, the evolution of the density matrix %Po can be calculated easily since the resonator
remains in a vacuum state. To obtain a reduced master equation for the qubits density matrix ρo in the
original frame, we trace out the resonator after performing the inverse Polaron transformation










%Pi,j,n,m|ψi, n〉〈ψj ,m| (S36)












dp,q = 〈p|Dˆ(2δα)|q〉 (S39)




%Pi,i,n,n = 0 (S40)











Since the resonator remains in a vacuum state in the Polaron frame, only the λ0,0,0,0 element is popu-
lated [45], leading to
ρ˙+,− = λ˙0,0,0,0 =
[−2κ sin2(2χt)|αo|2 − i4χ|αo|2 − i4χ|αo|2 cos(4χt)− χ|αo|2 sin(4χt)]λ0,0,0,0. (S42)
Assuming that the total measurement time is much larger than the timescale set by the dispersive shift
τm  2pi/χ, the above equation can be replaced by its average over one period 2pi/4χ, leading to the reduced
master equation for the qubits
ρ˙o = −i[2χ|αo|2τˆz, ρo] + κ|αo|2D[σˆz]ρo/2 (S43)
As discussed in the main text, the qubits suffer from fast dephasing γo = κ|αo|2, motivating the need for
improvements on this simple set-up.
Polaron
transformation
F . S3. Illustration of the resonator phase space when the qubits are in the odd subspace. A Polaron transformation
allows to compute the solution to the master equation in a frame where the dynamics are easier to solve.
2. With Filter
In contrast to the previous section, we now consider that the nonlinear resonator is coupled to a harmonic
mode, acting as a filter, through a two-tone modulated coupling element g(2ω)(t) = g cos[(∆f + 2χ)t] +
g cos[(∆f − 2χ)t]. In a frame rotating a ωr (ωf ) for the nonlinear resonator (filter) and taking the qubits







aˆ†aˆ†aˆaˆ+ g cos(2χt)(aˆ†fˆ + aˆfˆ†) (S44)
and the master equation
%˙o = −i[Hˆ4qb,o, %o] + κfD[fˆ ]%o + κintD[aˆ]%o (S45)
where κf is the single photon loss rate of the filter mode and κint is the internal single photon loss rate of
the nonlinear resonator. Following the previous section, we start by applying a Polaron transformation on
















(− sin(4χt) + 8χ/κf cos(4χt)
1 + (8χ/κf )2
)
(S47)
The equations for β±(t) correspond to the assymptotic solutions for 〈fˆ〉(t) when taking 〈aˆ〉 = αoe∓i2χt. In
the Polaron frame, the master equation is given by












































































where we have defined κeff ≡ g2/κf + κint. Similarly to the no filter case analyzed in the previous section,
the two resonator modes remain close to a vacuum state in the Polaron frame, which means that the second
ig
line in Eq. (S48) has a minimal effect and can be neglected [45]. Moreover, the last four lines of HˆP4qb,o
are neglected because they consist of small and rotating terms, only inducing small fluctuations. We thus





aˆ†aˆ†aˆaˆ+ 2χ|αo|2τˆz − 2K|αo|2aˆ†aˆ+ g cos(2χt)(aˆ†fˆ + fˆ aˆ†), %Po
]
+ κfD[fˆ ]%Po + (κf |δβ |2 + κint|δα|2)D[τˆz]%Po + κintD[aˆ]%Po
(S50)
The reduced state of the effective qubit in the lab frame is given by










%Pi,j,n,m,l,k|ψi, n, l〉〈ψj ,m, k| (S52)
with n,m (l, k) referring to the nonlinear resonator (filter mode) Fock states. The reduced qubit density

















dαp,q ≡ 〈p|D(2δα)|q〉 (S55)
dβr,s ≡ 〈r|D(2δβ)|s〉 (S56)




%Pi,i,n,n,l,l = 0 (S57)




















Similarly to the previous section, we use the fact that in the Polaron frame, both nonlinear resonator and
filter remain in a vacuum state. Consequently, only the λ0,0,0,0,0,0,0,0 element is populated [45]. Averaging
the resulting equation over one period 2pi/4χ, we get the equation
ρ˙+,− = λ˙0,0,0,0,0,0,0,0 =
[−γeffo − i4χ|αo|2]λ0,0,0,0,0,0,0,0 (S59)
where we have defined
γeffo ≡ κeff |αo|2
1
1 + (8χ/κf )2
+ κint|αo|2 (S60)
Using these results, we finally obtain the reduced qubit master equation
ρ˙o = −i[2χ|αo|2τˆz, ρo] + γeffo D[τˆz]ρo/2 (S61)
This expression is the same as found in Eq. (S43) without the filter mode, but now with a renormalized decay
rate γeffo . Here, dephasing can be kept under control by designing the system such that 8χ/κf  1 and by
reducing the internal photon loss rate of the nonlinear resonator, κint, as much as possible. Moreover, the
deterministic phase proportional to 4χ|αo|2 accumulated inside this subspace can be corrected by setting the
measurement time so that the phase is an integer multiple of 2pi or, alternatively, with a series of single-qubit
phase gates.
We mention that, although the phase of the resonator after the bifurcation (θo or θo +pi) does not depend
on the qubits state, this phase is always the same in both odd qubit subspaces, H±. With both resonator
modes starting in vacuum, the state of the combined system approximately evolves to
|ψo〉q|0〉r|0〉f → c+|ψ+〉q(|αoe−i2χt〉r|β〉f + | − αoe−i2χt〉r| − β〉f )
+ c−|ψ−〉q(|αoei2χt〉r|β〉f + | − αoei2χt〉r| − β〉f )
(S62)
where β ≈ −igαo/κf (see Eq. (S46)) and q, r, f denote the qubits, nonlinear resonator and filter systems,




c+|ψ+〉q| ± αoe−i2χt〉r + c−|ψ−〉q| ± αoei2χt〉r
) | ± β〉f (S63)
As the equation above indicates, the measurement back-action on the filter leads to a situation where the
initial nonlinear resonator phase (θo or θo + pi) is always the same in both odd qubit subspace H±.
III. CIRCUIT QED IMPLEMENTATION
In this section, we show how the circuits illustrated in Figs. S4 and S5 implement respectively the
Hamiltonians Eqs. (5) and (10) of the main text.
A. Two qubits
... ...
F . S4. Possible circuit QED implementation of the two-qubit parity measurement. Two transmon qubit (red) are
dispersively coupled to a nonlinear resonator (green). The nonlinear resonator is ended by a SQUID loop threaded
by a modulated flux Φx(t). For simplicity, we consider two identical Josephson junctions of energy EJr for the
resonator SQUID loop. We denote the Josephson energy of the two transmon qubits by EJq1, EJq2 respectively.
Using standard circuit quantization techniques [47] and expanding the qubits Josephson junctions poten-




























where ω0, ωqi are the bare frequencies of the resonator and transmon qubits respectively, Φ0 is the quantum
of flux, ϕˆr = Φzpf,r(aˆ + aˆ
†)/Φ0 is the dimensionless phase difference across the resonator junctions, Jn(x)
is the nth Bessel function of the first kind and gi is the coupling strength between the resonator and the i
th
qubit. We take a flux modulation of the form Φx(t)/2Φ0 ≡ F+δf cos(ωpt) where F, δf are the dimensionless
amplitude of the static and modulated part of the flux and ωp is the modulation frequency. We use the
Jacobi-Anger expansion to express the second term of Eq. (S64) as






where we have defined
E
(0)
Jr ≡ EJrJ0(δf) cos(F )
E
(2n−1)
Jr ≡ 2EJr(−1)nJ2n−1(δf) sin(F )
E
(2n)
Jr ≡ 2EJr(−1)nJ2n(δf) cos(F )
(S66)



















where ˆ˜ϕr = φr,r(aˆ + aˆ
†) +
∑
i φr,qi(bˆi + bˆ
†
i ),
ˆ˜ϕqi = φqi,r(aˆ + aˆ
†) +
∑
j φqi,qj(bˆj + bˆ
†
j). φn,m denotes the
dimensionless zero point fluctuations of the flux of mode m across the junction of n and ω˜0, ω˜qi denote
the renormalized frequencies of the resonator and transmon qubits respectively. Here, we take a small flux
modulation amplitude δf  1 and use the fact that Jn(δf) ≈ (δf/2)n/n! to keep only the first two terms
in the sum of harmonics Eq. (S65). Expanding the resonator junction potential to fourth order, we get

















Expanding ˆ˜ϕr, ˆ˜ϕqi and neglecting fast-rotating terms taking into account that we will take the flux modu-
lation frequency at twice the resonator frequency ωp = 2ωr, we get



































χi ≡ −E(0)Jr φ2r,rφ2r,qi/2−EJqiφ2qi,rφ2qi,qi/2 are the nonlinearity and dispersive shift of the ith transmon qubit
respectively and Ep ≡ −E(1)Jr φ2r,r/2 is the two-photon parametric pump amplitude. Here, the qubit-qubit
cross-Kerr terms χq1,q2 = −EJq1φ2q1,q2φ2q1,q1/2 − EJq2φ2q2,q2φ2q2,q1/2 are small and can be safely neglected.















qi ≡ ω˜qi+αqi+χi+χq1,q2. We take identical dispersive shifts
χ1 = χ2 ≡ χ and, as mentioned previously, choose a flux modulation frequency ωp = 2ωr. After going to a
frame rotating at ωr and neglecting fast-rotating terms, we get the Hamiltonian Eq. (5) of the main text









a Possible circuit QED implementation for the 4 qubits parity measurement. Four transmon qubits (red) are
dispersively coupled to a nonlinear resonator (green). The nonlinear resonator is ended by a SQUID loop threaded by
a modulated flux Φx(t). The nonlinear resonator is capacitively coupled to a transmon mode (dark green) which in
turn is capacitively coupled to a filter mode (purple). For simplicity, we consider two identical Josephson junctions
of energy EJr for the resonator SQUID loop. We denote the Josephson energy of the transmon qubits by EJqi
and the Josephson energy of the coupler transmon mode (dark green) is denoted EJc. Finally, a multi-tone, linear
microwave drive (dark green) is applied at the input of the filter mode. b Illustration of the different frequencies
involved in the four-qubit parity measurement. The different possible resonator frequencies when the qubits are in
the even (odd) subspace are indicated by the red (blue) Lorentzians and the filter mode frequency is indicated by the
purple Lorentzian. The two sets of orange double arrows indicate the parametric two-photon drive on the nonlinear
resonator and the three single arrows in dark green indicate the multi-tone coherent drive on the filter mode. The
drive frequencies ωdi are chosen such that ωd2 − ωd1 = ωf − ωr − 2χ and ωd3 − ωd1 = ωf − ωr + 2χ.
B. Four Qubits





















ˆ˜ϕ4c + ω˜f fˆ
†fˆ + (3ω)(t)(fˆ + fˆ†)
(S72)
where the static, quadratic, part of the Hamiltonian has already been diagonalized. Here, the transmon
coupler mode (filter mode) annihilation and creation operators are denoted cˆ, cˆ† (fˆ , fˆ†) and the phase across









We take a two-tone flux modulation Φx(t)/2Φ0 = F + δf1 cos(ωp1t) + δf2 cos(ωp2t). Moreover, we take
small, equal modulation amplitudes for both flux modulation tones δf1 = δf2 ≡ δf  1, leading to the first
order expansion in δf
cos[F + δf cos(ωp1t) + δf cos(ωp2t)] ≈ cos(F )J0(δf)2 − 2 sin(F )J0(δf)J1(δf)[cos(ωp1t) + cos(ωp2t)]
(S73)
To simplify the notation, we define E
(0)
Jr ≡ EJrJ0(δf)2 cos(F ) and E(1)Jr ≡ −2EJrJ0(δf)J1(δf) sin(F ). The
two-tone two-photon drive is thus given by E(2ω)p (t) = Ep cos(ωp1t) + Ep cos(ωp2t), where Ep = −E(1)Jr φ2r,r/2.
As schematically illustrated by the two sets of orange double arrows in Fig. S5b, we choose the flux modu-
lation frequencies ωp1 = 2(ωr − 2χ) and ωp2 = 2(ωr + 2χ).
Fig. S5. A possible circuit QED implementation for the four-qubit parity measurement. 
2. Coupling Modulation
In order to induce the desired two-tone coupling modulation between the filter mode and the nonlinear
resonator, we take a three-tone drive on the filter mode (3ω)(t) =
∑3
i=1 i cos(ωdit). In Ref. [41], a coupling
between two modes was induced by driving each mode with a single-tone drive. Here, in contrast, we avoid
the use of a direct drive on the nonlinear resonator as this would induce dephasing of the qubits state.
Consequently, we consider a multi-tone drive that displaces the filter mode only. To understand the effect
of this drive on the system, we perform the displacement transformation fˆ → fˆ +∑3i=1 ξie−iωdit, where the





with the detunings ∆i ≡ ωdi − ωf . Since the filter mode is only coupled to the coupler mode, we neglect
the fluctuations of the filter normal mode across the junctions of the resonator and the data qubits, φr,f =














−iωdit + ξ∗i e
iωdit)
4 (S75)
where we neglected the contributions of the data qubits normal mode to the zero point fluctuations around
the coupler transmon junction, φc,qi ≈ 0. Keeping only the non-rotating, energy-conserving terms, we





















φc,αφc,βξiξj cos[(ωdi − ωdj)t]αˆ†βˆ
(S76)
where we have defined |ξ|2 ≡ ∑i |ξi|2. The first line here corresponds to the static nonlinearity induced
by the junction. The second line corresponds to an AC-stark shift of the different modes. The third line
is the desired coupling modulation and, to make it resonant (in the odd data qubit subspace), we choose
the drive frequencies so that ωd1 − ωd2 = ωr − ωf − 2χ, ωd1 − ωd3 = ωr − ωf + 2χ. Note that here ωr/f
have to be adjusted with the induced AC-Stark shift, something that can be done by adjusting the drive
frequencies ωdi with the drive power. We then define g
(2ω)(t) ≡ g cos[(ωd1−ωd2)t]+g cos[(ωd1−ωd3)t], where
g ≡ −EJcφ3c,fφc,aξ1ξ2/2. In order to make the coupling strength of equal amplitude for both modulation
frequencies, the displacements associated with the drives at frequencies ωd2, ωd3 should be of equal magnitude
ξ2 = ξ3.
3. Final Hamiltonian
Replacing Eqs. (S73) and (S76) in Eq. (S72) and neglecting fast-rotating terms, we get





































γ,β and EJa ≡ E(0)Jr . The nonlinear resonator
nonlinearity is given by K = −χa,a while the dispersive coupling of the qubits is given by χi = χa,qi/2.
We now project the data qubits onto the {|0〉, |1〉} subspace. Moreover, since the transmon coupler mode
remains in its ground state and does not play a direct role in the dynamics, it can be removed from the


























fˆ†fˆ†fˆ fˆ + χa,f aˆ†aˆfˆ†fˆ
(S78)
The last two terms of the above equation lead to small spurious effects and are a biproduct of this particular
implementation. However, they are typically very small [41] and their main effect is a small shift of the
modes frequencies, something that can be compensated by adjusting the frequencies of the different drives.
We note that the photon number inside the filter mode is lower than in the nonlinear resonator by a factor
∼ (g/κf )2 (see Eq. (S46)). The last two terms of Eq. (S78) will, however, change the behavior of the
system as the photon number inside both modes is increased further. For example, these terms cannot be
neglected when considering parameters leading to a photon number similar to what was demonstrated in
the experiment of Krantz et al. [18].
IV. MEASUREMENT FIDELITY WITH QUBIT DECAY
As mentioned in the main text, a finite qubit decoherence time reduces the measurement fidelity. For the
two-qubit parity measurement and resonator parameters similar to those used in Fig. 2 of the main text,
Fig. S6 shows the measurement fidelity as a function of the measurement time for different qubit decoherence
times T1. Single qubit decay events change the parity of the qubit ensemble which, in turn, changes the
steady state of the resonator. As a result, more noise is introduced in the resonator as the measurement
time is increased and, at some time τmax, the measurement fidelity reaches a maximum. In Fig. S6, τmax is
indicated by a solid point and depends on the coherence time of the qubits. Integrating the signal beyond
that point introduces more noise and does not increase the fidelity for the simple filter function used in
this analysis. To remediate to this situation, we choose to set Fm(τ > τmax) ≡ Fm(τmax) in Fig. S6.
Note that this could potentially be improved using different filter functions or machine learning [25]. For
T1 = 25 µs, we find a fidelity of 96.8% for τmax = 1.56 µs. For T1 = 50 µs, we find a fidelity of 98.2%
for τmax = 1.56 µs and, for T1 = 100 µs, we find a fidelity of 99.1% for τmax = 2.12 µs. These results
were obtained from integration of the stochastic master equation Eq. (9) of the main text with added qubit
decay superoperators






The measurement fidelity in Fig. S6 was calculated from twice 2000 realizations of the above equation with
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Time [µs]
T1 = 25 µs
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F . S6. Fidelity of the two-qubit parity measurement as a function of measurement time for different decay times
of the qubits, T1 = 25 µs (light green), T1 = 50 µs (dark green) and T1 = 100 µs (blue). The parameters are K/κ =
0.175, χ/κ = 25, Ep/κ = 2.5 and κ/2pi = 0.4 MHz.
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S1. PERFORMANCE OF RESET PROTOCOLS
FOR SUPERCONDUCTING QUBITS.
We compare experimental implementations of super-
conducting qubit reset protocols by two performance
metrics, the reset rate Γ and the residual excited state
population P satexc (Fig. S1). P
sat
exc is obtained at the
end of the reset procedure (measurement-based and pi-
pulse-based reset) or at steady-state (microwave and flux
driven reset), corresponding in all cases to the lowest
residual excitation reached. For driven reset protocols,

































































































FIG. S1. Experimentally achieved reset rates Γ (a)
and residual excited state populations P satexc (b) of selected
implementations of superconducting qubit reset protocols
based on: qubit measurement and feedback control (green
squares) [S1–S3], sequential pi-pulses to a dissipative state
(blue cross) [S4], qubit frequency tuning via flux pulses (yel-
low triangles) [S5, S6] and all-microwave drive induced dissi-
pation (red circles) [S7].
the ground state. For measurement and pi-pulse based
protocols, Γ satisfies P satexc = e
−Γtp , where tp is the total
protocol duration.
In a recent demonstration of a similar protocol, a trans-
mon coupled to a low-Q cavity is reset by applying a se-
quence of pi-pulses on the e-f and f0-g1 transitions [S4].
For a given sample, this alternative scheme leads to a
faster reset. As an example, with our sample it is pos-
sible to apply e-f and f0-g1 pi-pulses in 15 ns and 60 ns,
respectively. This would lead to a reset protocol of 75 ns
duration plus a photon leakage time 5/κ = 90 ns to empty
the cavity. However, unlike our unconditional driven pro-
tocol, the reset fidelity is limited by transmon coherence
and the pi-pulse fidelities. This leads to a reset level P satexc
an order of magnitude higher than in the present work.
S2. SAMPLE PARAMETERS
The sample design is similar to the one used in
Ref. [S8]. We etch the λ/4 coplanar waveguide resonators
and feed-lines from a thin niobium film on a sapphire sub-
strate using standard photolithography techniques. The
transmon capacitor pads and Josephson junctions are
fabricated using electron-beam lithography and shadow
evaporation of aluminum. The parameters of the read-
out circuit (green elements in Fig.1a) and reset circuit




Tge1 5.5 µs T
ef
1 2.1 µs
Tge2 7.6 µs T
ef
2 4.2 µs
T∗ge2 3.5 µs T
∗ef
2 2.0 µs
χm/2pi -5.8 MHz χr/2pi -6.3 MHz
gm/2pi 210 MHz gr/2pi 335 MHz
ωm/2pi 4.787 GHz ωr/2pi 8.400 GHz
ωPFm/2pi 4.778 GHz ωPFr/2pi 8.443 GHz
QPFm 91 QPFr 60
Jm/2pi 13.6 MHz Jr/2pi 20.9 MHz
κm/2pi 12.6 MHz κ/2pi 9.0 MHz
TABLE I. Sample parameters: From time resolved Ram-
sey measurements we extract the ge transition frequency
ωge/2pi, and the anharmonicity α/2pi. From resonator trans-
mission spectroscopy we obtain the frequencies, quality fac-
tors and couplings of the measurement (m) and reset (r)
resonators: Purcell filter frequency ωPFm,r/2pi, resonator fre-
quency ωm,r/2pi, quality factor of the Purcell filter QPFm,r and
the coupling rate of the resonator to Purcell filter Jm,r/2pi. We
obtain the dispersive shifts χm,r/2pi by performing resonator
spectroscopy with the qutrit initially prepared in |g〉, |e〉 and
|f〉. The coherence times of the qutrit are extracted from time
resolved measurements.
2transmission spectrum of the respective Purcell filter us-
ing the technique and model discussed in Ref. [S8] and
are listed in Table I. We extract the coupling strength
of the transmon to both circuits using the same fitting
procedure while preparing the transmon in its ground
or excited state. The transition frequency ωge/2pi, the
anharmonicity α and the coherence times TR2ge, T
R
2ef are
measured using Ramsey-type measurements. The energy
decay time Tge1 (T
ef
1 ) is extracted from an exponential
fit to the measured time dependence of the populations
when preparing the qubit in ether |e〉 or |f〉. The popu-
lation nth of state |e〉 in thermal equilibrium is extracted
with the Rabi population measurement (RPM) method
introduced in Ref. [S7]. We used a miniature supercon-
ducting coil to thread flux through the SQUID of the
transmon to tune ωge/2pi.
S3. RABI RATE EXTRACTION
In the fourth calibration step discussed in the main
text, to measure the linear relation between the drive
rate g˜ and drive amplitude Vf0g1, we perform Rabi oscil-
lation measurements (Fig. 2d and f). To analyze these
oscillations, we use a two-level model with loss described







which acts on states |f, 0〉 and |g, 1〉, analyzed in a rotat-
ing frame. The non-Hermitian terms iκ/2 and iγ/2 ac-
count for photon emission and transmon decay from |f〉
to |e〉, which bring the system to the dark states |g, 0〉
and |e, 0〉, respectively. Based on this model we derive
















√−(2g˜)2 + (κ− γ)2/4 is real positive or
imaginary depending on the drive rate g˜. Using Pf(t)
we obtain the fit function
fg˜(t) = λPf(t− t0) + µ, (S3)
where the parameters λ and µ account for potential state
preparation and measurement (SPAM) errors and the pa-
rameter t0 accounts for the fact that the gaussian rising
and falling edges of the flat top f0-g1 pulse drive the f0-
g1 transition for a finite time. For each drive amplitude
Vf0g1, we obtain Rabi oscillation data which we fit with
Eq. (S3). To reduce the number of free parameters, we
fit all data sets simultaneously and constrain λ, µ, t0 and
κ to be the the same for all sets as these parameters are
expected to be independent of Vf0g1.
In the second calibration step discussed in the main
text, we measure the linear dependence of the drive rate
Ωef on the drive amplitude Vef , by performing Rabi os-
cillation measurements (Fig. 2b and d). We fit the time-














where t∗ = t − t0 offsets the time t by t0 to account
for the fact that the rising and falling edges of the e-f
pulse drive the e-f transition for a finite time. The fit
parameters γa and γb account for transmon relaxation to
|g〉 and decoherence in the {|e〉 , |f〉} subspace, respec-
tively. We verified numerically that Eq. (S4) is a good
approximation of the time dependence of Pe during e-f
Rabi oscillations and that it yields an unbiased estimate
of Ωef , by comparing it to the result of a master equation
simulation. Similarly to the f0-g1 Rabi rate calibration,
we simultaneously fit the Rabi oscillation data sets ob-
tained for all probed Vef , constraining the fit parameter
t0, γa and γb to be the the same for all sets.
S4. RESET OPERATING REGIMES
The discussion about the reset operating regimes is
based on Eq. (2) in the main text. To derive this equa-
tion, we start with the expression for the population
PHs|s0(t) =
∣∣〈s| e−iHt |s0〉∣∣2 ,
of state |s〉 ∈ {|e, 0〉 , |f, 0〉 , |g, 1〉}, where s0 is the initial





where |λk〉 are the eigenvectors of H and the vectors |k〉
form an orthonormal basis in which D = T−1 · H · T
is diagonal. Note that, since H is non-Hermitian, its































km |j〉 〈m| .
As discussed in the main text, we can define operating
regimes of the reset by studying the eigenvalues λk of
Hamiltonian (1). We set δef = δf0g1 = 0, both to simplify
3the analysis and to ensure that the full three-level trans-
mon is reset. To reduce the notations, we tackle an equiv-
alent problem and solve for the eigenvalues Λk = i2λk/κ








where the dimensionless drive powers Ω = (2Ωef/κ)
2 and
G = (2g˜/κ)2 are real and positive. Hamiltonian (S5) has
the characteristic polynomial
PH˜(X) = X
3 + X2 + (G + Ω)X + Ω, (S6)
whose roots are the eigenvalues Λk. The discriminants of
this cubic equation are
∆0 = 1− 3(G+ Ω), (S7)
∆1 = 2− 9(G− 2Ω). (S8)
Note that ∆0 is a linear function of G + Ω, so (−∆0)
indicates the amount of total drive power. Conversely,
∆1 indicates the level of asymmetry between the power













1 + ξkC+ + ξ−kC−
)
, (S10)
where k ∈ {−1, 0, 1}, and ξk = exp [i2pik/3] are the cubic
roots of unity. A consequence of Eq. (S10) is that the
reset rate is bounded by Γ/κ ≡ min |Re(Λk)| ≤ 1/3. We
can distinguish three cases based on the sign of ∆21−4∆30.
Under-damped regime: ∆21 > 4∆
3
0. In this case, the
sub-roots C+ and C− are real and distinct from each
other. Therefore, the eigenvalues Λk are complex, with a
non-zero imaginary part: the populations display oscilla-







1− 12 (C+ + C−)
]
< 13 , if ∆1 > 0
1
3 [1 + (C
+ + C−)] < 13 , if ∆1 < 0
1
3 , if ∆1 = 0.
(S11)
The reset rate is thus maximized (Γ = κ/3) only when
the drives are strong enough (∆0 ≤ 0) and well balanced
(∆1 = 0). The conditions ∆0 ≤ 0 and ∆1 = 0 define the
optimal branch (solid red line in Fig. 3a).
Over-damped regime: ∆21 < 4∆
3
0. In this low power
regime (∆0 has to be positive), C
+ and C− are complex
conjugates of each other. As a result, all eigenvalues
Λk are purely real and the qutrit populations show no
oscillatory features during the reset. In this regime, the



















where θ = arccos(∆1/2∆
3/2
0 ) is the argument of (C
+)3,
and ranges from 0 to pi. Because ∆0 > 0, we have the
strict inequality Γ < κ/3, which means that the optimal
branch does not cross the over-damped region.
Critical-damping: ∆21 = 4∆
3
0. When this equality





eigenvalues are real. We parametrize the critical damp-
ing equality by introducing the variable β = 3
√
∆1/2. We
then have ∆0 = β




3 (1− β) , if β ≥ 0
1
3 (1 + 2β) , otherwise.
(S12)
Inverting Eqs. (S7) and (S8) we obtain a parametrization












(1− 3β2 + 2β3),
where β ranges from −1/2 to 1, to keep Γ, G and Ω
positive.
For β = 0, we have Γ = κ/3. This point is an excep-
tional point, where all eigenvalues are identical (Eq. (S10)
with C± = 0) and the eigenvectors coalesce [S9]. This
point (G = 8/27 and Ω = 1/27, or equivalently, g˜ =
g˜ep =
√
2/27κ and Ωef = Ωef,ep =
√
1/108κ) is the only
one that maximizes Γ without displaying oscillatory fea-
tures of the populations.
For a given value of G, there is a unique Ωopt that
maximizes the reset rate to Γmax(G). For G ≥ 8/27,
according to Eq. (S11), the reset rate is maximized by
chosing Ω such that ∆1 = 0. Using Eq. (S8), we find that
Ωopt(G) = G/2 − 1/9. The parameters are then on the
optimal branch and Γmax(G) = κ/3. For G < 8/27, the
reset rate is maximized by chosing Ω such that ∆21 = 4∆
3
0
(critical damping) and ∆1 > 0 (upper branch). This can
be proven by showing that ∂ΩΓ ≥ 0 in the over-damped
region, and that ∂ΩΓ and ∆1 have opposite signs in the















The derivative of Γmax diverges as G → 8/27 from the
left side (Fig. 3b). If one cannot drive the f0-g1 tran-
sition with enough power to get G > 8/27, or equiva-
lently g˜ >
√
2/27κ, Γmax is abruptly reduced. To ob-
tain a fast reset, one should therefore target a value
of κ that is as high as possible within the limit that
κ < g˜max
√
27/2 ' 3.67g˜max, where g˜max is the maxi-
mum f0-g1 drive rate experimentally achievable, without
driving unwanted transitions [S10]. This ensures that the





























































FIG. S2. (a) Schematic of the pulse scheme used to test
the unconditional reset protocol. (b) Schematic of the pulse
scheme used to record reference single-shot counts. (c) Subset
of 500 reference traces displayed in the u-v plane, when the
qutrit is prepared in state |g〉 (blue dots), |e〉 (red dots) or |f〉
(green dots). The assignment regions labeled g, e and f are
shaded in blue, red and green, respectively, and are separated
by a gray line at their boundaries. (d) Sub-sample of 1000
traces acquired during the pre-selection pulse, projected in
the principal component plane c1-c2. Here c1 and c2 are the
two first principal components of the set of traces. The red
dashed line indicates the threshold for selection/rejection of
traces. The plots on the top or right axes of (c) and (d)
show histogram counts of the traces. The solid lines in these
plots correspond to the density of the marginal probability
distributions of the traces, scaled to match the histograms.
S5. SINGLE-SHOT READOUT
To study the reset dynamics (Fig. 4), we pre-reset the
transmon with an unconditional reset, and prepare it in
state |e, 0〉 or |f, 0〉 with a sequence of pi-pulses (Fig. S2a).
Next, we apply the reset pulses for a duration tr and ap-
ply a microwave tone at the readout resonator to readout
the transmon. We record the I and Q quadratures of the
readout signal for a duration of tm = 120 ns starting at
the rising edge of the readout tone. We refer to each
recorded readout signal as a single-shot trace S.
To define an assignment rule which discriminates the
transmon state based on a single-shot trace, we collect
|g〉 |e〉 |f〉
g 98.2 2.5 2.4
e 0.9 95.7 4.6
f 0.9 1.8 93.0
TABLE II. Reference assignment probability matrix of identi-
fying prepared states (columns) as the measured states (rows).
The diagonal elements show correct identification, the off-
diagonal elements misidentifications.
reference sets of 40000 single-shot traces obtained with
the transmon initialized in states |g〉, |e〉 or |f〉. State
initialization is performed using a pre-selection readout
pulse that heralds the transmon in its ground state (de-
tails discussed later in this section) followed by control
pi-pulses to prepare states |e〉 and |f〉 (Fig. S2b). We in-
tegrate each reference single-shot trace with weight func-








post-processing. We choose w1 and w2 such that they
maximize the distinguishability between the three qutrit
states. For each prepared state |p〉, the set of integrated
traces ~x = (u, v) forms three clusters in the u-v plane







√|Σ|e− 12 (~x−µs)>·Σ−1·(~x−µs). (S13)
We extract the parameters As,p, Σ and µs with maxi-
mum likelihood estimation. Based on these parameters,
we define regions in the u-v plane used to assign the re-
sult of the readout trace: if an integrated trace ~xi is in
the region labeled m, we assign it state m (Fig. S2c).
By counting the number of traces assigned the value m
when the qutrit was prepared in state |s〉, we estimate
the elements Rm,s = p(m| |s〉) of the reference assign-
ment probability matrix R (see Table II).
To extract the qutrit state populations P =
(Pg, Pe, Pf) after a reset of duration tr, we also repeat
the scheme illustrated in Fig. S2a 40000 times, and record
single-shot traces for each run. As for the reference sets,
the assignment probability Mm is estimated by counting
the number of traces assigned the value m and follows
Mm = p(m|P ) =
∑
s
Rm,s · Ps, (S14)
which can be expressed as M = R · P . A simple ap-
proach to estimate the population P of the qutrit is to
set P = M . This approach is, however, sensitive to as-
signment errors due to readout imperfections: P = M
holds true only if Rm,s = δm,s. To account for read-
out errors, we invert Eq. (S14) and set P = R−1 · M .
However, this procedure relies on the accurate charac-
terization of R, which is sensitive to errors in state-
preparation for the reference trace sets. The qutrit there-
fore needs to be initialized in |g〉 before applying the refer-
ence readout tone, with a residual excitation that can be
5bounded, and that is ideally smaller than that of the un-
conditional reset protocol presented in this manuscript.
As mentioned earlier in this section, to do so, we pre-
reset the transmon with our protocol, then herald the
ground state of the transmon with a pre-selection read-
out pulse (Fig. S2b). We record single-shot traces dur-
ing the last 72 ns of the pre-selection pulse ther. The
pre-selection traces form two clusters, corresponding to
ground and excited traces, that are maximally separated
along their first principal component axis (Fig. S2c). We
model the distribution of the first principal component
c1 of the traces with a bimodal Gaussian distribution
and extract its parameters with maximum-likelihood es-
timation. Based on this model, we calculate a threshold
value cthr such that p(c1 > cthr|exc) = 10−5. Selecting
only traces with c1 > cthr heralds the ground state of
the transmon. On the set of selected traces, the residual
excitation of the transmon at the rising edge of the ref-
erence readout tone is therefore dominated by transmon
thermalization, which occurs at rate k↑/2pi = 5 kHz in
our sample. We use the same waiting time tgap between
initialization and readout to characterize the uncondi-
tional reset dynamics (Fig. S2a) and the reference trace
set (Fig. S2b). As a result, thermalization occuring dur-
ing this time can be seen as a source of readout error,
which is compensated for. State preparation errors are
then mostly explained by transmon thermalization oc-
curing during the pre-selection, which we can bound by
k↑ther ' 0.25%.
In conclusion, the corrected single-shot readout
method we developed suffers from state preparation er-
ror resulting in a systematic under-estimation of the ex-
tracted populations, bounded by 0.25%. This residual
error is small compared to the populations extracted
during the unconditional reset for most measured points
(Fig. 4c); this readout method is therefore suitable for
the analysis presented here.
S6. LIMITATIONS OF THE RESET PROTOCOL
The steady-state excited population P satexc which can
be reached with the unconditional reset is constrained
by three effects: transmon rethermalization, finite tem-
perature of the reset resonator, and off-resonant driving
of the g-e transition with the e-f drive. These constraints
are quantitatively modelled in our master equation sim-
ulation, but they can also be discussed qualitatively to
understand their effects on the performance.
The effective temperatures of superconducting qubits
are typically higher than the base temperature of the di-
lution refrigerator TBT, which implies that the thermal
excitation rate k↑ of the qubit is higher than expected
from TBT [S11]. At equilibrium, thermalization competes
against decay and the qubit has an equilibrium excited
population nth ' k↑T1 (in the limit where nth  1).
Similarly, for the unconditional reset protocol, the com-
petition between thermalization and reset rate yields the
steady-state excitation population P satecx ∼ k↑/Γ. We
model thermal excitations as quantum jumps to derive
an analytical expression for P satecx . In steady state, the
probability of a transmon rethermalization event (jump
from |g〉 to |e〉) occurring between times −t and −t+ dt
is (1 − P satecx)k↑dt ' k↑dτ . If such an event happens at
time −t, the excited population a time 0 is [PHe|e +PHf|e](t)
as defined from Eq. (2) (main text). Integrating over
all possible time windows for a rethermalization jump to





f|e](t)k↑dt = k↑τ ,
which tends towards k↑/Γ for large drive rates. Using this
method, we calculate P satecx = 0.26%, 0.46% and 0.34%
for configuration A, B and C, respectively. The close
agreement of the calculated P satecx with its measured and
simulated values for all parameter configurations further
supports our interpretation that transmon rethermaliza-
tion is the dominant factor limiting the final population
after reset.
In the level diagram of Fig. 1b, the black arrow labelled
κ, connecting |g, 1〉 to |g, 0〉 represents the decay of the
reset resonator. A finite temperature Trr of the reset
resonator can be accounted for by a transition in the
opposite direction with rate κ · exp[−~ωr/kbTrr]. If the
unconditional reset is dominated by this rate, the entropy
of the transmon and of the resonator equalize and the
temperature of the transmon reaches Trrωge/ωr in steady-
state.
Driving the e-f transition during unconditional reset
broadens also the g-e transition. The e-f drive, being de-
tuned from the g-e transition by approximately the an-
harmonicity α of the transmon, also drives the g-e tran-
sition which leads to e-f drive induced thermalization. A
trade-off between speed and reset fidelity has to be made
when this effect is limiting.
The parameters we chose to optimize the reset are not
the cause for the relatively large rethermalization rate
k↑/2pi ' 5 kHz measured in our sample (nth = 17 % and
T1 = 5.5µs). Indeed, Purcell decay through both res-
onators would allow for relaxation times up to TPurcell1 =
370µs [S12]. In addition, we observed thermal excitation
levels as low as nth = 0.3 % in a sample with similar
design and parameters in previous work [S8]. There-
fore, with improved fabrication processes we expect to
be able to decrease the rethermalization rate down to
k↑/2pi ' 0.2 kHz (nth < 5 % and T1 ∼ 30µs). With such
a rate, transmon rethermalization would not limit the
reset any more and we expect to reach saturation lev-
els as low as P satecx = 2 × 10−4 with the current sample
parameters.
S7. MASTER EQUATION SIMULATION
To model the transmon qutrit reset process numeri-
cally, we start with the Hamiltonian of a transmon dis-
persively coupled to a high bandwidth resonator. We add
the two drive-induced couplings required for the uncondi-
tional reset protocol, i.e. a Rabi drive between the |e〉 , |f〉
6states of the transmon combined with an effective cou-
pling g˜ between the |f, 0〉 , |g, 1〉 states of the transmon-
resonator system [S10, S13]. We represent the transmon
as an anharmonic oscillator with annihilation and cre-
ation operators bˆ, bˆ† [S14] which we truncate at the sec-
ond excited state |f〉 and denote the annihilation and
creation operators of the reset resonator aˆ and aˆ†, re-
spectively. In a frame rotating at ωr for the resonator
and ωge +α/2 for the transmon, the transmon-resonator
system is described by the Hamiltonian












(bˆ eiαt/2 + bˆ†e−iαt/2),
(S15)
where α is the transmon anharmonicity, χr the disper-
sive coupling strength between the transmon and the
resonator, and Ωef is the Rabi rate between the |e〉 , |f〉
states of the transmon. The readout resonator is omit-
ted from the Hamiltonian since it does not affect the reset
process and the induced static Lamb shifts are implicitly
included in the parameters.
Numerical results are obtained by initializing the
sytem in the |e, 0〉 state and integrating the master equa-
tion
ρ˙ =− i[Hˆ, ρ]
+ κD[aˆ]ρ+ κintD[aˆ]ρ
+ γ1ge(1 + nth)D [|g〉 〈e|] ρ+ γ1genthD [|e〉 〈g|] ρ








D [|f〉 〈f | − |e〉 〈e|] ρ,
(S16)
where D[Oˆ]• = Oˆ • Oˆ† − {Oˆ†Oˆ, •}/2 denotes the dis-
sipation super-operator, κint the internal decay rate of
the resonator, γ1nm = 1/T1nm the decay rates of the
transmon between the |n〉 , |m〉 states, γφnm = 1/2T nm1 −
1/T nm2 the dephasing rates between the |n〉 , |m〉 states
of the transmon and nth the thermal population of the
transmon qubit in steady state.
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Annexe C
Compléments sur les travaux avec
ETH Zürich
C.1 Relation linéaire pour le couplage f0g1
Dans cette section je présente une méthode pour calculer la relation linéaire du
couplage f0g1, équation 5.2. L’Hamiltonien de départ pour ce système est l’Hamilto-
nien Jaynes-Cummings, équation 2.5, avec un terme de pilotage,




avec Ωb(t) = Ωb cos(ωdt + ϕ). Pour éliminer la dépendance temporelle de cet
Hamiltonien, on se place dans un référentiel tournant à la fréquence de pilotage, ωd.
Après une approximation séculaire, on obtient




(bˆ eiϕ + bˆ† e−iϕ), (C.2)
où on définit ∆r = ωr − ωd, ∆q = ωq − ωd. Pour éliminer le terme linéaire, on
effectue une transformation de déplacement bˆ→ bˆ+ β, aˆ→ aˆ+ α,
Hˆ′′ =∆r aˆ† aˆ+ (∆q + 2αq|β|2)bˆ†bˆ+ g(aˆ†bˆ+ aˆbˆ†) + αq2 bˆ
†bˆ†bˆbˆ















On choisit ensuite α et β de façon à éliminer les termes linéaires,




eiϕ + ∆qβ∗ + gα∗ + αq|β|2β∗. (C.5)
En pratique, on considère des amplitudes de pilotage de l’ordre du désaccord entre
la fréquence de pilotage et le transmon, Ωb ∼ ∆q. Conséquemment, on approxime




ce qui donne un Hamiltonien







On élimine ensuite le terme d’interaction, g, à l’aide d’une transformation de Bo-
goliubov aˆ → cos(Λ)aˆ+ sin(Λ)bˆ, bˆ → cos(Λ)bˆ− sin(Λ)aˆ. En négligeant tous les
termes tournants, on obtient
Hˆ′′′ ≈
[



















αq sin4Λaˆ† aˆ† aˆaˆ+
1
2
αq cos4Λbˆ†bˆ†bˆbˆ+ 2αq cos2Λ sin2Λaˆ† aˆbˆ†bˆ
+ αq cos2Λ sinΛ(βbˆ†bˆ† aˆ+ β∗ aˆ†bˆbˆ).
(C.8)
Le terme de couplage linéaire disparaît en choisissant
tan 2Λ =
2g
∆+ 2αq|β|2 , (C.9)
où ∆ ≡ ωr −ωq est le désaccord entre le résonateur et le transmon. Dans le régime





On obtient donc finalement la forme désirée de l’Hamiltonien,











où l’on a définit les variables simplifiées
∆′r = ∆r cos2Λ+ (∆q + 2αq|β|2) sin2Λ− g sin 2Λ, (C.12)
∆′q = (∆q + 2αq|β|2) cos2Λ+ ∆r sin2Λ+ g sin 2Λ, (C.13)
K = αq sin4Λ, (C.14)
α′q = αq cos4Λ, (C.15)
χ = 2αq cos2Λ sin2Λ, (C.16)
g˜ = αqβ cos2Λ sinΛ
√
2. (C.17)
Pour que l’interaction correspondant au dernier terme de Hˆ′′′ soit résonante, la
relation à respecter pour la fréquence de pilotage est
0 = 2∆′q + αq − ∆′r. (C.18)
Au premier ordre en g/∆, on obtient
ωd ≈ 2ωq + αq −ωr + αq4|β|2. (C.19)
À l’aide de cette équation et de la relation C.6, on obtient une valeur linéaire ap-
proximative pour le déplacement β,




Au premier ordre en g/∆, on obtient donc finalement la relation linéaire 5.2,




Cette démarche montre aussi que la fréquence de pilotage dépend de l’amplitude
de pilotage,
ωd(Ωb)−ωd(0) ∝ Ω2b. (C.22)
Notons que le terme dispersif obtenu à l’équation C.16 ne correspond pas à la
valeur observée en pratique. Pour obtenir la bonne expression, il faut tenir compte
d’une correction due aux niveaux supérieurs du transmon. Dans ce contexte, cela
se traduit par une transformation Schrieffer-Wolff [188, 189] éliminant le terme
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proportionnel à aˆ†bˆ†bˆbˆ+ bˆ†bˆ†bˆaˆ que nous avons ici simplement laissé tomber.
Bien que l’équation C.19 capture le comportement qualitatif du décalage AC-
stark, elle ne mène pas à un bon accord quantitatif à cause des nombreuses approxi-
mations faites pour y arriver. Pour obtenir un bon accord avec l’expérience, on utilise
plutôt la méthode numérique présentée à la section 5.1.
C.2 Relation entre couplage et photon émis
Dans cette section, je montre comment calculer la forme du couplage f0g1 né-
cessaire, g˜(t), pour émettre un photon de forme ξ(t). La sous-section C.2.1 traite
du cas où l’on cherche à émettre un photon à la fréquence du résonateur. Ce calcul
est fortement inspiré de la thèse de Marek Pechal [190]. La sous-section suivante
C.2.2 montre plutôt comment il est possible d’émettre un photon à une fréquence
légèrement différente de la fréquence du résonateur.
C.2.1 Photon à la fréquence du résonateur
Pour simplifier la notation, on utilise un modèle effectif à deux niveaux avec les
relations d’équivalence |0⟩ ↔ | f0⟩ et |1⟩ ↔ |g1⟩. La perte d’un photon fait sortir de
ce sous-espace, menant à un état non normalisé dont la norme est reliée à la forme
du photon. La figure C.1 illustre cette situation.
Dans ce sous-espace, l’Hamiltonien effectif non hermitique de départ est donné
par
Hˆeff = −iκ2 |1⟩⟨1|+ g˜(t)(|1⟩⟨0|+ |0⟩ 1), (C.23)
et on calcule l’évolution d’un état à partir de l’équation de Schrödinger,
|ψ˙(τ)⟩ = −iHˆeff |ψ(τ)⟩ . (C.24)
L’Hamiltonien C.23 est exprimé dans le référentiel tournant à la fréquence du réso-
nateur, ωr. On suppose que l’état initial est |ψ(0)⟩ = |0⟩ et en utilisant la relation





La fréquence porteuse de ce photon est celle du référentiel tournant, c’est-à-dire
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Figure C.1 – Au lieu de considérer le système complet, représenté à gauche, on
prend un modèle effectif à deux niveaux, représenté à droite. La forme du photon
émis est reliée à la norme de l’état dans ce modèle simple.
la fréquence du résonateur, ωr. On calcule aisément à l’aide des équations C.24 et
C.25 que la norme de l’état |ψ⟩ est directement reliée à la forme du photon émis,
∂t⟨ψ|ψ⟩ = −|ξ(τ)|2. (C.26)
Il est utile de définir un état normalisé




1− ∫ τti dt|ξ(t)|2 , (C.28)
et dont on peut calculer l’évolution temporelle à l’aide de l’équation⏐⏐⏐ ˙¯ψ(τ)⟩ = −i (Hˆeff + iκ2 |⟨1|ψ¯(τ)⟩|2) |ψ¯(τ)⟩ . (C.29)
On paramétrise cet état,
|ψ¯⟩ = cos(θ/2) |0⟩+ sin(θ/2) |1⟩ , (C.30)
où l’angle demélange θ est déterminé par la forme du photon, équation C.28. À l’aide
de cette paramétrisation et de l’équation C.29, on calcule une équation différentielle
pour θ,




La forme du couplage est donc donnée par



















C.2.2 Photon désaccordé du résonateur
Dans certaines situations, il est utile d’émettre un photon à une fréquence légè-
rement différente de celle du résonateur. Ceci est possible en modifiant la forme du
couplage calculée à la sous-section précédente. On démarre avec un Hamiltonien
similaire à l’équation C.23, mais en se plaçant dans un référentiel tournant à une







|1⟩⟨1|+ g˜(t)( eiϕ(t) |1⟩ ⟨0|+ e−iϕ(t) |0⟩ ⟨1|). (C.35)
Il est important de noter que dans ce référentiel, une phase stable ϕ˙ = 0 implique le
pilotage f0g1 se fait à une fréquence ωd = ω f0g1 + δ.
On utilise ensuite une démarche similaire à la sous-section précédente en défi-
nissant un état normalisé |ψ¯⟩. Cependant, afin de prendre en compte l’accumulation
de phase due au désaccord δ, on utilise la paramétrisation donnée par
|ψ¯⟩ ≡ eiα cos(θ/2) |0⟩+ sin(θ/2) |1⟩ . (C.36)
L’angle de mélange, 0 ≤ θ < π, est fixé par la forme du photon, équation C.28,
alors que le paramètre α doit être calculé. À partir de l’équation C.29 et de cette
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En séparant les parties réelles et imaginaires de ces équations, on obtient trois
relations indépendantes,
α˙ = −g˜ cos(ϕ− α) tan(θ/2), (C.38)
δ tan(θ/2) = −g˜ cos(ϕ− α), (C.39)
θ˙ = −2g˜ sin(ϕ− α)− κ
2
sin(θ). (C.40)
On détermine α à partir des équations C.38 et C.39,
α˙ = δ tan2(θ/2). (C.41)
Étant donné la paramétrisation C.36 et le fait que θ(0) = 0, la phase initiale α(0)
ajoute une phase globale au problème et peut donc être choisie de manière arbitraire.




(θ˙ + κ/2 sin θ)2
4
+ δ2 tan2(θ/2). (C.42)
Finalement, on utilise C.39 pour trouver la phase du couplage,





où il est important de choisir la branche de la fonction arccos pour que les solutions
g˜, ϕ˜, α soient consistantes entre elles.
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