We investigate asymptotic properties of two~dimensional empirical point processes of exceedances (EPPE). We give a new description of a class of possible limit laws. Necessary and sufficient conditions for the weak convergence of one~dimensional EPPEs and complete convergence of two-dimensional EPPEs are established.
Introduction
The two-dimensional empirical point process of exceedances (EPPE) is a key tool for approximating probabilities of exceedances of distinct levels during different periods of time (cf. [1.5, 25, SD. For instance, a stationary sequence {Xd of (dependent) random variables can represents claims to an insurance company. Let N(ti' Ii) denote the number of claims exceeding a level Ii· in the time interval Ii = [Ti-j T/]. It can be of interest to approximate the probability lP (N(tl' It) = nI, ... , N(tk, h) nk). This question can be easily addressed if the distribution of a two-dimensional EPPE has been approximated.
In the i.i.d. case, the limiting distribution of an EPPE is necessarily Poisson (see [24, 25, 15] ). In the presence of dependence, extremes may appear in clusters. As a result, the limiting distribution of a one-dimensional EPPE counting locations of extremes is necessarily compound Poisson (see [12] and Theorem A below).
One--dimensional EPPEs describing heights of extremes have not been well studied in literature before (some limit properties of such processes can be obtained if a complete convergence theorem for a two-dimensional EPPE is proved). ' We fill that gap in Section 4.1. We describe the class pi of possible limit laws and establish necessary and sufficient conditions for the weak convergence of an EPPE to a given element of pl. We show also that corresponding jump processes have stochastically continuous trajectories. Two-dimensional EPPEs count both locations and heights of extremes. The class P of possible weak limits of two-dimensional EPPEs has been described by Mori [IS] as a class of infinitely divisible point processes that are invariant under certain transformations.
Hsing [10] represented a point process PEP in terms of the points of a two-dimensional Poisson point process and a one-dimensional point process (see Theorem B below).
In this paper we suggest a different way of defining a two-dimensional EPPE. A feature of this approach is that one has to specify a minimallevel Un such that exceedances of Un are considered extreme. An advantage is that a weak limit of a two-dimensional EPPE appears a natural generalisation of a compound Poisson point process. Necessary and sufficient conditions for the complete convergence of a two-dimensional EPPE to a given limit are established.
Background

Number of exceedances and one-dimensional EPPEs
Let X, Xl, X 2 
vVe study asymptotic properties of the distribution of N n (u). It is clear that the sequence of threshold levels {u = un} must satisfy an appropriate condition which guarantees that {Nn(u n )} has a non-degenerate limiting distribution. A common approach is to assume that there exists the limit (0<>'<00). ( 
)
Let II( >., () == II( >., £( ()) denote the compound Poisson distribution with intensity >. and multiplicity distribution £( () , i.e., ( 
11"(A) )
II(>., () = £ ~ (i , where (0 = 0, (i 1= ( (i ~ 1), the random variables 7r(>')' (, (1, (2, . . ' are independent and 7r(>.) has the Poisson II(>') distribution.
Denote by R the class of sequences {r = rn} of natural numbers such that
The random variable ( is called the limiting cluster size if (2.1) holds and (2.2) for some sequence {r} E R. Under mild conditions, the only possible limit law for N n ( un) is compound Poisson:
In Section 3 we present a multilevel generalisation of this limit theorem. The only possible limit law for a vector of numbers of exceedances of distinct levels is compound Poisson.
The important particular case is a pure Poisson limit. The problem of evaluating accuracy of Poisson approximation for a sum of dependent O's and 1 's attracted significant attention (see [2,6, .5] and references therein). The accuracy of compound Poisson approximation for .c (Nn(u n )) has been evaluated in [3, 19, 26, 28] (see also references in [2, 19] ).
The next level of generality is to consider the one-level point process of exceedances N n [·] , where The process (2.4) naturally appears when one wants to approximate the joint distribution of the numbers of exceedances of the same level during different periods of time.
The following result has been proved by Hsing et al. [12] under a mild mixing condition.
Theorem A [12] . 
where G is necessarily a distribution function (dJ.) from one of the three extreme value types of dJ.s (see [9, 15] ) then one can put tln{t) a n G- [19] . In Section 4.1 below we describe the class P' of limiting distributions of the process (2.8) and present necessary and sufficient conditions for the weak convergence of the process (2.8) to a given P' E P'.
Two-dimensional EPPE
The two-dimensional point process of exceedances N~ can be defined by
for any Borel set A C (0; 00) x [0; 00 [1, 24, 25] ).
In the case of a stationary a-mixing sequence of random variables, the class P of possible limit laws for N~ was described by Mori [18] as a class of "mfinitely divisible point processes invariant under certain transformations". Hsing [10] represented elements of P in terms of the points of a two-dimensional Poisson point process and a one-dimensional point process.
Theorem B [18, 10] . Suppose that (2.6) holds and Necessary and sufficient conditions for the convergence N~ =} PEP are given in [23] in the assumption that the sequence {Xi, i 2: I} possesses an extremal index. The idea of those conditions is that the distribution of the vector {Nr(un(td),.·., Nr(Un(tk))} is assumed to be "close" to that of the limiting process for any choice of tl < ... < tk, k E IN .
An important particular case among those possible limit laws is the compound Poisson. Necessary and sufficient conditions for the weak convergence of N~ to a compound Poisson point process (in terms of exceedances of two levels only) have been given in [19] .
The Mori~Hsing characterisation (2.10) of the process N* can be regarded as implicit. In Section 4 we suggest a different way of defining a two~dimensional EPPE and describe the class P* of limiting point processes. \Ve represent an element of P* in terms of one~ dimensional processes only (in particular, our representation immediately implies that the only possible limit law for the one~level process (2.4) is compound Poisson).
A weak limit of an EPPE is given in a form that seems to be a natural generalisation of a compound Poisson point process. Corresponding necessary and sufficient conditions for the complete convergence of a two-dimensional EPPE to a given P* E P* are established.
Unless otherwise specified, limits are assumed as n -t 00; a sum over 0 equals zero. Below, {7r.\(s),s 2: O} is a Poisson process \vith intensity rate A and 7r(') == 7rl(')'
Exceedances of multiple levels
Conditions
Remind that the functions Un (.) are strictly decreasing for all large enough n, Un (0) = 00 and (2.6) holds. In the rest of the paper we assume that limsup nIP(Xn > un{t)) < 00 (0 < t < 00).
(3.1 )
Note that (2.6) does not imply (3.1) -for instance, consider the case Xi X. Denzel and O'Brien [7] give an example of an a~mixing sequence such that (2.6) holds though nIP(Xn > un{t)) - Denote by R(l) _ R( {un(f)}) the class of sequences {r = In} E R such that (3.2) where an a(ln, {un(f)}). Evidently, R(f) is not empty: one can put
If the sequence {Xi, i 2:: I} is a-mixing then (3.2) holds with one and the same sequence {In} for all I E IRk (In can be defined by (3.3)).
Exceedances of distinct levels
In this subsection we are interested in the joint limiting distribution of the vector of the numbers of exceedances of several levels. Results on the limiting distribution of the vector {Nn(un(td), ... , Nn(Un(tk))} imply, in particular, the corresponding ones on the joint limiting distribution of a finite number of upper order statistics.
The class of possible limit laws for the joint limiting distribution of the first and the second maxima has been described by Welsch [30] and Mori [17] (see also [20] ). Welsch's result was generalised by Hsing [11] . Under the assumption that the sequence {Xi, i 2:: I} is a-mixing and (2.6) holds, Hsing [11] shows that the probability converges for every t > s > 0 if and only if there exist functions Pi(') and a sequence {I} E R such that (i 2:: 1) for each t > s > 0 and i E {I, ... , k -I}. Notice that the expression suggested in [11] for the limit of probability (3.4) can be simplified to the form Sufficient conditions for the weak convergence of the vector {N n ( Un (s )), N n ( Un ( t) )} have been suggested in [19] . Notice that the weak convergence of Mn does not, in general, imply the weak convergence of the vector {Nn{un{s)),Nn(un{t))}. Mori [17] gives an example of a stationary sequence of one-dependent r.v.s such that (2.6) holds while {XI,n, X 2 ,n} does not converge. where {(j(l),j ~ I} aloe independent copies of ((f).
It is convenient to write
If the assumptions of Proposition 1 hold then (3.9) implies (3.5).
We The following result is a multilevel generalisation of a compound Poisson limit theorem for N n ( un). 
Note that
where ~(a) is independent of ( and has Bernoulli B( a) distribution.
The property ((l) 4 ((at) means that the marginal distributions of the vector ((t) are functionals of £( () and ratios tt/tk. We show in section 5 that
In particular, this implies that the distribution of the limiting cluster size ( in the limit theorem (2.3) does not depend on A.
vVhile the limiting cluster size ( takes values in IN, the random variable Z( a) does it in Z+ = IN" U {O}. In other words, clusters at a level strictly above the "basic" one can be empty. This is a feature of the multilevel situation, Proposition 1 and Theorem 2 hint that (2.3) is not the only way of formulating the limit theorem for N n {ll n ). In fact, we have a variety of ways to define the limiting cluster size and formulate a limit theorem. 
(3.13*)
As one of possible applications of Theorem 2, consider the problem of approximating the distribution of the random vector
This problem arises, for instance, when an insurance company is interested in approximating the distribution of a number of claims varying in a specified interval.
Assume conditions of Theorem 2. If Nn(n, t) converges weakly then (3.11) entails
where {ti} are independent copies of (2(l) -(1 (l) and t = (tb t21 .
Main results
In Theorems 3 5 and Corollary 6 below we assume condition ~.
The process {lVn(Un(t)),t E [O;T]} (3.15)
Recall that there is a one-to-one correspondence between one-dimensional point processes and jump processes (random step functions). In this subsection we find convenient to treat one-dimensional point processes of exceedances as jump prbcesses.
For instance, the process (2.4) may alternatively be viewed as the jump process
{N[sn](un), S E (0; I]}. It describes locations of exceedances of the level Un'
The process {N n (un(t)) ,t E [0; T]} describes heights of extremes. In this subsection we investigate asymptotic properties of the distribution of the process {N n (un (-))} .
Necessary and sufficient conditions for the weak convergence of {Nn (un (-))) to a compound Poisson process are given in [19] . According to Mori's [18] result, the family pI of weak limits of {N n ( U n (-))} is wider than the class of compound Poisson processes.
In this subsection we present necessary and sufficient conditions for the weak convergence of {Nn(u n {-))} to a given process pI E P'. \Ve show that every element pI E pI is a sum of a Poisson number of jump processes.
More generally, we ·will study .the limiting behaviour of the jump process
{Nn(sn,t),t E [O;T]},
where s > 0 is a fixed number. While the random variable ( represents the limiting cluster size, the process , describes the variability of heights of cluster members. 
Theorem 4 If {Nn(n,t),t E [0; I]} converges weakly to some jump process P then ther'e a jump process
COlllplete convergence
Let 
Proofs
The following well known fact (cf. [14, 22] ) will be used in the proofs of Proposition 1 and Theorem 2. 
According to Proposition 7, lP (Nr(Un(tk)) > 0) rv tklln. Therefore, The following lemma follows the corresponding lines in Hsing [10, 11 J but our mixing condition is weaker than the condition ~ * assumed in [10] or the a-mixing condition assumed in [11] . 
This and (3. 
and Nn(n, t) =? ,where l = (t,l) and Therefore (see [13] , chapter 4), (4.9) follows if we show that Property (PI) implies the random variables {N;(Ai)} are independent. By standard arguments (cf. [10, 11, 19] ), the random variables {N~,T(A)} are asymptotically independent as well. Thus, it remains to show that 
