Abstract: Let R be a ring. Existence criteria for the (b, c)-inverse are given.We present explicit expressions for the (b, c)-inverse by using inner inverses. We answer the question when the (b, c)-inverse of a ∈ R is an inner inverse of a. As applications, we give a unified theory of some well-known results of the {1, 3}-inverse, the {1, 4}-inverse, the Moore-Penrose inverse, the group inverse and the core inverse.
Introduction
Throughout this paper, R denotes a unital ring. In If such y ∈ R exists, then it is unique and denoted by a (b,c) . The (b, c)-inverse is a generalization of the Moore-Penrose inverse, the Drazin inverse, the group inverse and the core inverse. Many existence criteria and properties of the (b, c)-inverse can be found in [1, 2, 4, 5, 9, 10, 14, 16, 17, 18] etc. In [4, Definition 6.2 and 6.3], Drazin introduced the hybrid (b, c)-inverse and the annihilator (b, c)-inverse of a. We call that y ∈ R is the hybrid (b, c)-inverse of a if we have yay = y, yR = bR and y • = c • . We call that y ∈ R is the annihilator (b, c)-inverse of a if we have yay = y, • y = • b and y • = c • . By [4, Theorem 6.4] , if the the hybrid (b, c)-inverse (resp. the annihilator (b, c)-inverse) of a exists, then it is unique. In [11] , Mary introduced a new type of generalized inverse, namely, the inverse along an element. This inverse depends on Green's relations [6] . Let a, d ∈ R. We say that a is invertible along d if there exists y ∈ R such that yad = d = day, yR ⊆ dR and Ry ⊆ Rd.
(1.2) If such y exists, then it is unique and denoted by a d . The inverse along an element extends some known generalized inverses, for example, the group inverse, the Drazin inverse and the Moore-Penrose inverse. Many existence criteria of the inverse along an element can be found in [11, 12] etc. By the definition of the inverse along d, we have that a d is the
The following notations aR = {ax | x ∈ R}, Ra = {xa | x ∈ R}, • a = {x ∈ R | xa = 0} and a • = {x ∈ R | ax = 0} will be used in the sequel. An involutory ring R means that R is a unital ring with involution, i.e., a ring with unity 1, and a mapping a → a * in R that satisfies (a * ) * = a, (ab) * = b * a * and (a + b) * = a * + b * , for all a, b ∈ R. For convenience, we will also assume that R has an involution. The notations of the {1, 3}-inverse, the {1, 4}-inverse, the Moore-Penrose inverse, the group inverse and the core inverse etc. can be found in [19] .
Preliminaries
In this section, we will collect and present some useful preliminaries, which will be used in the sequel. 
Lemma 2.5. [18, lemma 3.1] Let a, y ∈ R with yay = y. Then:
(2) Ray = Ry; In this case, 
Existence criteria of the (b, c)-inverses and its applications
In this section, necessary and sufficient conditions of the (b, c)-invertibility are given and we present explicit expressions for the (b, c)-inverse by using inner inverses. In Theorem 3.11, we will give a generalization of the well-known results in [17, Theorem 2.1]. We answer the question when the (b, c)-inverse of a is an inner inverse of a. In Theorem 3.14 and Theorem 3.15, we will give a unified theory of some well-known results of the {1, 3}-inverse, the {1, 4}-inverse, the Moore-Penrose inverse, the group inverse and the core inverse.
Theorem 3.1. Let a, b, c ∈ R. Then the following are equivalent:
The proof of (1) ⇔ (3) is similar to the proof of (1) ⇔ (2).
Let a ∈ R. By [4, p.1910] , we have that a is Moore-Penrose invertible if and only if a is (a * , a * )-invertible, a is Drazin invertible if and only if exists k ∈ N such that a is (a k , a k )-invertible and a is group invertible if and only if a is (a, a)-invertible, By [15, Theorem 4.4], we have the (a, a * )-inverse coincides with the core inverse of a and the (a * , a)-inverse coincides with the dual core inverse of a. Thus, by Theorem 3.1, we can get corresponding results of the Moore-Penrose inverse, Drazin inverse, core inverse and dual core inverse. Leaving the deeper details to the reader to research.
The following three lemmas will be useful in the sequel. (1) xax = x and bR = xR;
(2) xax = x and bR ⊆ xR;
. Suppose that xax = x and bR ⊆ xR. Then b = xab = b(cab) − cab ∈ Rcab, thus Rb = Rcab.
(3) ⇒ (1). Since Rb = Rcab and cab is regular, then (1) xax = x and x • = c • ;
(2) ⇒ (3). Suppose that xax = x and x • ⊆ c • . Then c = cax = cab(cab) − c ∈ cabR, thus cR = cabR.
(3) ⇒ (1). Since cR = cabR and cab is regular, then
By (3.2) and x = b(cab) − c, we have
Thus, by Lemma 2.12, Lemma 3.2 and Lemma 3.4, we have the following theorem, in which we give an explicit expression for the (b, c)-inverse, which reduces to the inner inverse. 
where v ∈ R is arbitrary. Let y = b(cab) − c + v[1 − cab(cab) − ]c. Next we will check y is a left (b, c)-inverse of a. Therefore,
That is x = y 1 . If y 2 is a another right (b, c)-inverse of a, in a similar manner, we have x = y 2 . Then y 1 = y 2 by x = y 1 and x = y 2 , that is the right (b, c)-inverse of a is unique. In a similar way, the left (b, c)-inverse is unique, and by the previous reasoning, these two inverses are equal. 
Proof. (2) ⇒ (4). Since (1) ⇔ (2), it is easy to check (4) by the proof of (2) ⇒ (1). (4) ⇒ (2). By the proof of (2) ⇒ (1), we have Rb = Rcab, then b is regular by cab ∈ R − and Lemma 2.4. Let x = b(cab) − c. Since Rb = Rcab, we have xax = x by Lemma 3.2. The condition Rc ⊆ Rb(cab) − c implies that Rc = Rx, thus c is regular by xax = x. The proof is finished by Theorem 3.5.
The proofs of (1) ⇔ (3) and (3) ⇔ (5) are similar to the proofs of (1) ⇔ (2) and (2) ⇔ (4), respectively. In [9, Theorem 2.11], the authors gave a generalization of [17, Theorem 2.1] . In the following theorem, we will present a generalization of [9, Theorem 2.11] , which reduces to the (b, c)-inverse of a. As applications of the Lemma 3.11, we have that [9, Theorem 2.14] and [9, Theorem 2.13] can be generalized. Proof. Let bR = uR and Rc = Rv. Suppose that y is (b, c)-inverse of a, then yay = y, yR = bR and Ry = Rc by Lemma 2.8. By bR = uR and Rc = Rv, we have yay = y, yR = uR and Ry = Rv, that is y is (u, v)-inverse of a. The opposite implication can be proved in a similar manner. If we let u = v = d in Lemma 3.11, then by Lemma 2.6 and Lemma 2.7 and Lemma 2.11, we have that [9, Theorem 2.14] is a corollary of Lemma 3.11. It is wellknown that if a ∈ R is invertible along d if and only if a is (d, d) The following theorem is a generalization of some well-known results of the {1, 4}-inverse and the group inverse.
Theorem 3.14. Let a, b, c ∈ R. Then the following are equivalent:
(1) there exists y ∈ R such that aya = a, yay = y and yR = bR; Proof. (1) ⇒ (3) . If there exists y ∈ R such that aya = a, yay = y and yR = bR, then a • ∩ bR = {0} by Lemma 2.5 and yR = bR. Since 1 = ya + (1 − ya) ∈ yR + a • = bR + a • by yR = bR and aya = a, thus R = a • ⊕ bR.
(3) ⇒ (2). Suppose that a is regular and R = a • ⊕ bR. Then 1 = br + s for some r ∈ R and s ∈ a • . Thus a = a(br + s) = abr ∈ R by as = 0, which gives that aR = abR. Let t ∈ (ab) • . Then abt = 0 implies that bt ∈ a • . Since bt ∈ bR, thus bt ∈ bR ∩ a • = {0} by R = a • ⊕ bR, that is bt = 0, thus t ∈ b • . Therefore (ab) • = b • .
(2) ⇒ (1). Suppose that a is regular, aR = abR and (ab) • = b • . Then by Lemma 2.4 and aR = abR, we have that ab is regular. By Lemma 2.3 and ab is regular, we have that (ab) • = b • implies Rb ⊆ Rab. Let y = b(ab) − . We will check that aya = a, yay = y and yR = bR. The conditions aR = abR and ab is regular give that a = ab(ab) − a, that is a = aya. If we take y = a * in Theorem 3.14, then there exists y ∈ R such that aya = a, yay = y and yR = a * R if and only if a ∈ R {1,4} by Lemma 2.1. Note that the condition aR = aa * R or R = a • ⊕ a * R implies that a is regular by Lemma 2.1.
If we take y = a in Theorem 3.14, It is easy to check that there exists y ∈ R such that aya = a, yay = y and yR = aR is equivalent to aya = a, yay = y, ay 2 = y and ya 2 = a. Thus, there exists y ∈ R such that ay 2 = y and ya 2 = a if and only if a ∈ R # by Lemma 2.2 and (3.6).
In a similar manner, we have the following theorem, which a corresponding theorem of the Theorem 3.14. The following theorem is a generalization of some well-known results of the {1, 3}-inverse and the group inverse.
