Abstract-A new pixelated detector for high-resolution clinical SPECT applications was designed and tested. The modular detector is based on a scintillator block comprised of 2.75x2.75x10 mm NaI(Tl) pixels and decoded by an array of 51 mm diameter single-anode PMTs. Several configurations, utilizing two types of PMTs, were evaluated using a collimated beam source to measure positioning accuracy directly. Good pixel separation was observed, with correct pixel identification ranging from 60 to 72% averaged over the entire area of the modules, depending on the PMT type and configuration. This translates to a significant improvement in positioning accuracy compared to continuous slab detectors of the same thickness, along with effective reduction of "dead" space at the edges. The observed 10% average energy resolution compares well to continuous slab detectors. The combined performance demonstrates the suitability of pixelated detectors decoded with a relatively small number of medium-sized PMTs as a cost-effective approach for high resolution clinical SPECT applications, in particular those involving curved detector geometries.
I. INTRODUCTION

F
OR many decades the Anger camera [1] has been the workhorse of single photon emission computed tomography (SPECT). Anger's elegant design owes its longevity in a big part to the cost-effective and robust way in which it meets clinical SPECT's high stopping power and moderate resolution requirements. Slab detectors consisting of continuous NaI(Tl) slabs decoded with arrays of large conventional (single-anode) photomultiplier tubes (PMTs) are inexpensive to manufacture and have relatively few output channels, thus placing only moderate demands on the processing electronics. Today's state-of-the-art clinical SPECT dual-head gamma cameras typically use large, 76 mm diameter, PMTs and yield detector intrinsic spatial resolution (ISR) of 3.8 mm [2] averaged over the detector's useful field of view (UFOV). Improvement/of detector ISR is problematic for a continuous scintillator because the thick slabs required to achieve high stopping power lead to excessive scintillation light spread. Another limitation of the Anger camera is the sizable "dead" space near the edges, which is unusable over a distance of several centimeters. This can be dealt with cost-effectively in conventional SPECT systems by enlarging the size of the crystal slabs of the cameras beyond the required UFOV. In addition to its contribution to system resolution performance, detector ISR is important in cameras utilizing projection minification to increase the number of simultaneous projections acquired by the system. This is the case for C-SPECT [3] , the dedicated cardiac platform being developed by our group. The system, the design concepts of which are illustrated in Fig. 1 , employs inverse fan-beam collimation which minifies the projections by about a factor of two transaxially. This permits the simultaneous acquisition of a large number (13) (14) of non-overlapping projections, thus increasing the system geometric efficiency (SGE), as well as reducing (or eliminating) the number of patient rotations required for adequate sampling. Finally, novel cardiac SPECT cameras [4] , [5] , as well as C-SPECT, boost SGE by utilizing curved detector geometries to minimize distance and reduce or eliminate gaps in detector coverage. Since curved single-piece scintillator crystals large enough to accomodate a patient's torso and maximize sensitivity for cardiac imaging have never been developed, modular assemblies are necessary. Thus, any "dead" space at the edges of the modules, if present, would be a serious problem that would render a significant fraction of the total detector area ineffective for imaging.
Our approach to cost-effectively addressing these issues in a large curved detector is the same one used in positron emission tomography (PET): modular pixelated scintillation detectors [6] , [7] . Pixelated detectors employ scintillator crystals divided into small pixels separated by thin reflectors. The resulting light-piping effect controls the light spread to achieve high ISR. "Dead" space, unacceptable in modular curved detectors, can also be effectively reduced or eliminated.
The high ISR of pixelated scintillators can be used to achieve high detector resolution by combining small pixels with multi-anode PMT's (position sensitive PMTs or PSPMTs), which yield finer spatial sampling of scintillation light [8] . While this approach has shown excellent performance for applications requiring a relatively small detector area, such as pre-clinical imaging or scintimammography [9] , [10] , the high cost of PSPMTs poses a problem when a large-area detector system is required. To adapt pixelated scintillator technology to meet general clinical SPECT's stringent cost constraints, we propose the use of relatively large single-anode PMTs, thus containing the individual cost and number of PMTs, signal processing channels, and associated hardware. This detector approach may also find applications in development of other systems requiring large curved detectors, such as brain-SPECT cameras. In this paper we evaluate the design options and performance potential of this approach using a small test detector. We have also develop a method to objectively evaluate detector performance in terms of event positioning errors on a pixel by pixel basis and to present the results in both a quantitative and qualitatively intuitive form.
II. MATERIALS
The predecessor to our test detector is the NaI(Tl) PET detector developed by the University of Pennsylvania group [11] in collaboration with Saint-Gobain (Saint-Gobain Crystals, Hiram, Ohio). That detector used 4 4 30 pixels and is read out by a hexagonal array of 39 mm diameter PMTs. Our goal is to investigate this approach's performance potential for SPECT applications and push it further by decreasing the pixel size, thus improving ISR and linear sampling. Another aim is to increase the PMT size, thus reducing the number of PMTs and, therefore, system cost. We also evaluate several options for improving detector performance: exit window edge treatment and PMT type variations.
As shown in Fig. 1(c) , the basic unit of C-SPECT's detector is a detector module decoded by 3 columns of a hexagonal array of 51 mm single-anode PMTs. Each PMT of the two edge columns is shared with the adjacent module. Each module's approximately 90 mm frontal transaxial width is constrained by the PMT diameter and the hexagonal PMT pattern. Axially, the modules are 200 mm long, requiring a total of 121 PMTs for the entire 13-module detector system.
We worked with Saint-Gobain, which built a small test section of C-SPECT's planned detector system. The detector is based on 2.75 2.75 10 NaI(Tl) pixels. To emulate a section of the detector arc, two slightly tapered modules are angled at 15 with respect to each other, matching the average curvature of C-SPECT's detector. Each module contains a 90 51 mm NaI(Tl) block comprised of a 30 17 array of pixels separated by a 0.25 mm-thick white diffuse reflector, resulting in a 3.0 mm detector pitch. The detector photo and a cutaway view are shown in Fig. 2 . The 90 mm transaxial length of the modules matches C-SPECT's future detector modules. Axially, the test module is significantly shorter; the modules can be easily extended in that direction, along with the PMT array. Since NaI(Tl) is hygroscopic, hermetic sealing is a requirement. Pixel blocks have to be sealed with glass exit windows in an aluminum housing. To maintain the seal, the edges of the housing rise above the pixels; by blocking scintillation light, non-transparent edges can degrade the performance of the detector for pixels close to the edge. One of our goals is to evaluate the use of black vs. white epoxy at the window-aluminum seals. Intuitively, use of a white epoxy can allow more scintillation light to reach the PMTs, maintaining energy resolution. Use of black epoxy, on the other hand, would prevent most unwanted reflection, at the cost of losing some scintillation photons and energy resolution.
The two modules of our test detector are sealed with 6 mm-thick glass exit windows in a single common aluminum housing, allowing us to evaluate a third edge treatment option: a clear epoxy is used to seal the joint between the glass windows of the two modules in order to allow light propagation across the interface. The epoxy used at the joint edges has to be chosen more for its mechanical strength than optical properties. As a result, light transmission across this interface appeared marginal upon visual inspection. The common housing also permits a slight reduction of the critical inter-module gap to 0.9 mm from the 3.0 mm gap mm required for separate housings. At the other edges, the exit windows are sealed to the housing using black epoxy for one of the modules (referred to as "black" module), and white epoxy for the other (referred to as "white" module). The hermetic seal and the housing attain their mechanical strength from the 6.4-mm wide Al shoulder and the 7.4 mm-thick Al wall on the two axial edges. A shoulder can only be used at these axial edges, since the detector arc is formed by joints at the transaxial edges. A hexagonal array of 12 PMTs was used for signal readout. A 3-piece modular UVT acrylic (Saint-Gobain BC-800 material) lightguide, shown in Fig. 3 , was used to spread the scintillation light from the detector to the PMTs. The lightguide thickness, which has to vary slightly due to the detector curvature, was chosen based on decoding maps obtained with flat lightguides.
In all experiments, Dow Corning Q2-3067 optical couplant was used for coupling of the detector modules, lightguide and PMTs. The set-up is shown in Fig. 3 . Two types of Hamamatsu 51 mm diameter single-anode PMTs were used in our experiments: a standard PMT, R1306-19, with a nominal quantum efficiency (QE) of 25%, and the more expensive R6231-100 with a higher QE of 33%. These are referred to as SQE and HQE, respectively. Intuitively, the HQE PMTs would be expected to yield some performance advantage due to their superior light response efficiency. Because of the HQE PMTs higher cost (around $450 per HQE PMT vs. $300 per SQE PMT), we are particularly interested in evaluating their selective use at all the joints between the modules in a system, due to the scintillation detector's poorer performance at the edges, as described above. In the configuration used to compare the two detector modules, the two PMTs located above the joint between the modules were HQE PMTs; the other ten were SQE PMTs.
III. METHOD
A. HQE PMT Evaluation
To evaluate the impact of using the HQE PMTs, we tested four PMT combinations. These measurements were conducted by scanning the black module only, since that module showed better positioning performance. These configurations are shown in Fig. 4 . Only the 7 PMTs coupled to the black module and at the module joint were varied. The 5 PMTs coupled to the white module remained SQE. 
B. Data Acquisition
The DAQ system used to acquire PMT signals is schematically shown in Fig. 5 . In all experiments, list-mode digital data were collected, with each event packet containing the peak amplitude for all PMTs. Amplifier shaping time was set at 1.5 s. A wide hardware energy window was used, with appropriate narrower digital energy window applied in post-processing.
C. Beam Scan
The most important measure of detector performance is the difference between actual and detected event positions. We evaluated positioning performance of the test detector directly by performing a pixel-by-pixel beam scan. Since the actual location of the pixel being illuminated is known, decoding errors can be measured directly for each event. The beam scan approach was used to evaluate positioning accuracy directly by Dahlbom and Hoffman [12] . In their work, the fraction of correctly decoded events for selected pixels of a small PET detector is presented. We have extended this approach by cal- culating average positioning errors in both dimensions for all pixels. The event positioning errors can then be analyzed pixel by pixel, regionally, or globally, and presented in numerical and/or graphical forms.
We used an XY translation stage to scan a collimated Tc-99m beam source across the detector, aiming at one pixel at a time, as shown schematically in Fig. 6 . Measurements of the detector were performed with the beam centerline at 7.5 from normal incidence when evaluating both modules at the same time, or at normal incidence when evaluating one module. Care was taken to align the XY stage with the detector to ensure the beam is aimed the same way at each pixel. The beam centerline was always aimed at the pixel center. The detector was enclosed in a lead-shielded box to reduce the background. A typical starting count rate in our experiments was around 2,000 events/sec, with the background rate of about 50 events/sec. In all experiments, 5,000 events were obtained for each scan position. With most scans taking several hours, the count rate would typically drop by a factor of around two from the beginning to the end of the scan.
D. Decoding Scheme
Once the complete data set (5000 events per pixel) is acquired, the decoding is performed offline in Matlab. Each event acquired by our DAQ system contains signals from each of the 12 PMTs. To improve high-count-rate performance in the future C-SPECT system, local module triggering will be implemented in the DAQ system. For any single event, a fast analog signal will be used to quickly compare the signals from PMTs of neighboring modules to allow acquisition of signals from PMTs coupled to only one, the correct, module [13] . To emulate this local triggering approach in our decoding scheme, each event's signal sums of the three central PMTs of the black and the white modules were compared. Only the signals from the 7 PMTs of the module with the larger sum of the 3 PMTs in the middle column were used for decoding.
Following Dahlbom and Hoffman [12] , we also generate lookup tables (LUT), which relate coordinates calculated by Anger logic from measured PMT signals with the appropriate detector pixel. Since a beam scan was being performed for the purpose of detector evaluation anyway, we used the same beam scan to generate the LUTs. The first 1000 of the 5000 events obtained for each pixel are calibration events used to generate the LUTs, while the other 4000 are considered data events, used for evaluating the positioning accuracy.
The calibration procedure in which the LUTs are generated is performed as follows. To do that, all calibration events for which the calculated position lies in the bin are sorted by their pixel of origin (the pixel the beam was aimed at when the event was acquired). The three pixels of origin that most often result in event positions lying in the bin are recorded in the PLUT. Each detector pixel, on the average, is associated with 8 position bins in the PLUT. Additionally, a local energy look-up table (ELUT, one entry per pixel) is generated during calibration. This ELUT contains the peak PMT signal sum for events in each pixel (the terms "energy", "pulse height", and "PMT signal sum" are used loosely and interchangeably throughout this paper). The PMT signal sum for every pixel is determined by fitting the photopeak energy spectrum of the 1000 calibration events to a Gaussian.
For the pixel assignment procedure, the position of each event is calculated by Anger logic. The event is then assigned to the most likely pixel of origin based on the PLUT; the event is rejected if the calculated position lies outside of the range of the PLUT. A local energy window from the ELUT is then applied to test whether the event's PMT signal sum lies within of the PMT sum associated with the likeliest pixel. If the check is successful, the event is assigned to this likeliest pixel. If the event fails the energy check, the check is performed for the second likeliest pixel, and the third likeliest pixel if it fails again. If the energy test is failed for all three likeliest pixels, the event is discarded.
Many of the parameters used in the decoding scheme, such as number of PLUT bins, energy window width, and number of energy window test attempts were chosen by trial and error to balance improvement in positioning accuracy and reduction of event rejection.
The positioning error for any single evaluation event is expressed as an integer number of pixels, along each of the two dimensions: transaxial (X-error) and axial (Y-error). The quadrature sum of the two is referred to as "R-error". Mean errors , and are calculated for every pixel by averaging errors over the accepted events acquired when the beam was aimed at the pixel. For the X-and Y-errors, absolute values are taken before averaging.
All the accepted events are also used to generate a traditional decoding map: a 2D histogram of event positions as calculated by Anger logic. We used 256 256 bins for all of the decoding maps, which are presented throughout this work to help qualitatively visualize resolvability of pixels. Finally, pulse height resolution, , is computed for each pixel by performing a Gaussian fit to the energy spectrum from the 5,000 events acquired with the beam aimed at the pixel. The width is measured as the full width at half maximum (FWHM), and the PMT signal sum E is the peak value of the fit. For the simultaneous measurement of the two modules, a decoding map acquired with a flood field was also obtained, using a distant source. The total number of events acquired to generate the flood field map was equal to the number of events detected for the beam scan map . All detected events are included in the flood decoding map.
IV. RESULTS
A. General Performance
The decoding map of the test detector is shown in Fig. 7 . Qualitatively, the pixels are well resolved, with poorer pixel separation at the edges and near PMT centers. The black module shows better pixel separation and smaller pincushion distortion, compared to the white module.
The histogram of R-errors, averaged over all pixels of both modules and all events is shown in Fig. 8 . Since the errors are expressed as the number of pixels, the errors are "quantized". For any given target pixel, misdecoding to one of the four nearest neighbors produces an R-error of 1 pixel, to one of the four "diagonal" neighbors-an R-error of 1.41 pixels, etc. In the histogram presented, for every event assigned to the correct pixel, an average of 0.42 events are misdecoded by one pixel, an average of 0.1 events are miscoded by 1.41 pixels, and so on. Since majority of the pixels in the module have 4 neighboring pixels, for every correctly decoded event an average of 0.105 events are misdecoded to each of the four nearest neighbors and an average of 0.025 events are misdecoded to each of the four "diagonal" neighbors. As would be intuitively expected, the error distribution falls rapidly with distance, flattening out to a low value by the distance of about 6 pixels from the actual event. Although the distant events are relatively few in number, they continue to make a contribution to the average error since the contribution is weighted by the distance. We attribute these large errors to the background events, while the errors at closer distances are actually related to the detector ISR. This is illustrated in Fig. 9 , which shows the dependence of the R-error (averaged over both modules) on event count rate (measured at the beginning of the scan) for eight sequential full module scans. One of the three plots in the graph shows the error averaged over all accepted events. The other two are averaged only over the events with R-error of less than or equal to 3 pixels, and less than or equal to 6 pixels, respectively. Without cutting off the long distance error, the data is strongly dependent on the count rate, since the background has more impact at lower count rates. The data in this work is presented with setting the R-error cutoff at 6 pixels, to be more representative of detector ISR, because cutting the error off at smaller values may undercount "legitimate" ISR-related errors. For reference, we anticipate the actual count rate for each C-SPECT module to be around 2,000-5,000 events/sec.
In order to present the numerical error data in an intuitive form, we show maps of mean errors averaged over all events for each pixel. The map of , magnitude of the decoding error (in number of pixels) is shown in Fig. 10(a) . The maps of and ,the errors in the transverse (X) and axial (Y) directions, are shown in Fig. 10(b) and (c). Fig. 11(a) shows the map of pulse height resolution, . The map of the pulse height E is shown in Fig. 11(b) . Although E is not a standard detector metric, it is a useful way to visualize relative local scintillation light collection in the detector. Finally, Fig. 12 shows the map of the fraction of events aimed at each pixel that are accepted. In an operational system, this map would be used to provide uniformity correction for each pixel
The values of mispositioning errors, , and , averaged over each of the two modules, are presented in Table I , along with the pulse height resolution and acceptance fraction . All metrics are dimensionless, except pulse height resolution, which is in %. Two other metrics are included in this and other tables, without a map shown. One of them is -the fraction of events decoded to the correct pixel. The other, , is the fraction of events decoded to the correct pixel, its nearest neighbor or the diagonal neighbor pixel (3 3 square around the event location). In addition, the detector metrics are also presented broken down over seven regions of each detector module in Table III of the Appendix.   TABLE I  FIGURES OF MERIT FOR THE BLACK AND WHITE MODULES   TABLE II  DETECTOR METRICS FOR DIFFERENT PMT COMBINATION (INDICATED BY  NUMBER 
B. Impact of PMT Type
The measurements conducted to evaluate the impact of PMT type were performed on the black module at normal average incidence. The 5 SQE PMTs left unchanged on the white module play no role in decoding, since their signals are rejected by the emulated local triggering, except for background events. Fig. 13 shows the decoding maps obtained for the PMT configurations described in Section III-A. The R-error maps and the pulse height resolution maps are shown in Figs. 14 and 15 , respectively. The values of the detector metrics averaged over the modules are summarized in Table II. Table IV in the Appendix contains the metrics broken down by the 7 local regions. While positioning performance and pulse height resolution improve with the increased use of HQE PMTs, we have no explanation the reduction in acceptance fraction in the 7-HQE configuration. All data show that there is no performance advantages that can be gained with the use of common housing, compared to non-transparent black edge treatment. Fig. 16 shows energy spectra obtained from 4 representative detector pixels. We show the spectra from the 7 SQE configuration to put the pixels on more equal footing. Each spectrum contains 5000 events. The energy window is marked for reference. The fraction of events lying within each pixel's energy window is consistent with the fraction of events accepted by our positioning algorithm, when taking account of the fact that some events are mispositioned. We do not have an explanation for the poor energy resolution consistently observed in the top right corner of the detector (location 4), and consider it to be an anomaly.
C. Energy Spectra
V. DISCUSSION
We tested a small two-module section of modular pixelated detector based on 2.75 2.75 10 NaI(Tl) pixels decoded by an array of 51 mm diameter single-anode PMTs. To investigate performance and design features of the modules, we performed a comprehensive analysis based on quantitative metrics for pixelated detector performance. The detector shows good event positioning performance, achieving correct pixel identification for 60-72% of all events, depending on the measurement configuration. This Corresponding energy resolution averaged over a single module ranged between 9.1 and 10.5%. Fig. 16 . Energy spectra obtained from four pixels in the 7 SQE configuration at normal incidence.
Black edge treatment provides higher positioning performance than white edge treatment, although at the expense of a small pulse height resolution loss. For the 10 SQE/2 HQE PMT configuration, the black module's mean R-error is 0.41 pixels, compared to 0.52 pixels in the white module. The white module's 10.0% average pulse height resolution is only marginally better than 10.2% measured for the black module. The common housing with transparent epoxy at the joint of two glass windows has not led to any improvement in detector performance and will not be used in further design, since it reduces system modularity. Instead, the future detector will be based on separate single flat sealed modules.
HQE PMTs provide a measurable but incremental advantage over the SQE PMTs in both event positioning and energy resolution. Knowledge of the specific improvement yielded by the use of HQE PMTs in every region of the detector enables a meaningful cost-benefit analysis of the use of these costlier PMTs. Traditionally, pixelated detector positioning performance is evaluated by using peak-to-valley ratios to indirectly gauge the positioning errors from the overlap of scintillation light profiles from adjacent pixels. Although this ratio can be used for comparisons of detector designs, we consider the knowledge of absolute position errors, in both global, regional and local terms, as well as quantitative and qualitative aspects, to be valuable. Use of a beam scan to evaluate the performance of the detector by directly measuring decoding errors yields a wealth of detailed quantitative information. This is important at the development stages of a detector system and allows objective comparisons of design variations. It should also allow realistic modeling of the detector to guide its improvement, as well as to aid in development and optimization of the complete imaging system.
In general, the use of the ELUT in addition to Anger logic is the smallest possible step towards using higher dimensional signal information for event positioning. The algorithm used in this work, based on -dimensional LUT, should present no problems for real-time decoding of events. Taking the approach to its full extent would involve using all possible combinations of PMT outputs to create a very high-dimensional LUT. This is the essence of maximum likelihood (ML) positioning, as introduced by Gray and Makovski [14] and implemented by the University of Arizona group for modular slab detector systems with 9 PMTs per module [15] . ML positioning is a deep research subject in its own right, and it is possible that a pixelated detector of the type presented here could benefit from such algorithms.
A practical concern for a detector system is the ease of calibration. In this work, pixel-by-pixel beam scan calibration was convenient since the beam scan was performed anyway to evaluate positioning accuracy. While it can certainly be performed during commissioning of the detector, beam scan calibration is not practical for a routine quality control calibration of a full-scale system. Dahlbom and Hoffman [12] describe a flood scan calibration approach, based on generating the position LUT using regions defined around each pixel in the flood field decoding map. We plan to implement such an approach, but it is likely that it will result in slightly degraded performance compared to a calibration based on knowing each event position accurately provided by the beam scan. A method for a practical and fast calibration could involve a lead calibration plate with multiple holes, exposing only a subset of the detector pixels. For example, only a quarter of the pixels could be exposed at a time, so that no neighboring would be exposed simultaneously. The calibration could then be performed using a flood field in four steps, one quarter of the pixels at a time, avoiding pixel overlaps. In essence, his can be considered to be a parallelizing of a beam scan. Such partial exposure techniques have also been used in the linearity and energy calibration of commercial Anger cameras. A hybrid calibration approach, utilizing a flood field calibration combined with a beam scan for the more poorly resolved edge regions, is also a possibility.
Compared to a continuous slab, the effective stopping power of a pixelated detector is reduced due to the presence of the reflector material between the pixels. Given the present detector's pixel and reflector dimensions, its packing fraction or stopping power at normal incidence is 84% of that of a continuous slab of identical thickness. In fan beam collimation, a large fraction of the photons is incident obliquely; thus the stopping power of the detector when used with C-SPECT's slit-slat collimator will be higher. The stopping power loss in the axial direction will also be smaller due to the presence of the collimator's slats, which will be aligned with the detector's reflectors.
It may be helpful, even if somewhat artificial, to compare the resolution performance of a pixelated detector with that of a continuous-slab gamma camera. The resolution for a traditional Anger camera is typically characterized in terms of FWHM of the point spread function (PSF). For a 1D Gaussian-modeled PSF, 76% of events lie within a distance of FWHM from the center. In 2D, 58% lie within a square, with each side equal to the FWHM, around the center. Modern cameras using 9.5 mm-thick NaI (Tl) slabs, decoded with 76 mm diameter PMTs, attain 3.8 mm FWHM resolution over their UFOV, thus decoding 58% of events into the correct 3.8 mm square. Use of 51 mm diameter square PMTs with 9.0 mm-thick NaI (Tl) slab detectors improves the resolution to 3.1 mm FWHM over the UFOV [16] , thus decoding 58% of events to the correct 3.1 mm square. In these continuous slab detectors, several cm (about half of the PMT diameter) of dead space is unusable at all edges. For our two-module detector with black and white modules and the initial PMT configuration, an average of 63% events are decoded to the correct pixel. Thus, 63% of incident events (over the entire area, including edges) are correctly decoded to lie within a 2.75 2.75 mm square. In that sense, our detector's average resolution is slightly better than a hypothetical continuous detector with an average 2.75 mm FWHM resolution and no dead space. This does not mean that the two types of detectors are equivalent; a pixelated detector has intrinsically finite linear sampling. However, there is an equivalence in this positioning metric, which serves to illustrate the effectiveness of detector pixelation in improving ISR and extending the usable fraction of the detector area. For the black module with all HQE PMTs, the fraction of correctly assigned pixels goes up to 72%.
Of course, the fraction of correctly decoded events in a pixelated detector can be greatly increased with finer spatial sampling of the scintillation light by effectively reducing the size of the light collection device relative to the pixel. For example, in the small animal SPECT imager [9] and PEM/PET system [10] , mentioned in the introduction, 2 mm NaI detector pixels are successfully resolved by using arrays of 52 mm PSPMTs. The multi-anode Hamamatsu H8500 PSPMTs (Hamamatsu H8500 Multianode Photomultiplier Tube, Hamamatsu Photonics K.K., Shizuoka Pref., Japan) used in these systems contain an 8 8 array of anodes; thus, the sampling of light is performed at a significantly higher spatial frequency than for 51 mm single-anode PMTs described in the present work. However, after decades of development, PSPMTs such as H8500 are still a factor of ten more expensive than the single-anode PMTs described in this work.
Other approaches to finer light sampling, such as using avalanche photodiodes (APDs), position-sensitive APDs, and silicon photomultipliers, are well described by Madsen [2] . These methods, while yielding excellent resolution performance and low magnetic field susceptibility, also carry with substantial cost increases. Moving away from scintillation detectors, the two semiconductor-based cardiac SPECT systems [4] , [5] , mentioned in the introduction are based on 2.5 mm CZT pixels. Again, after decades of development, economic and materials issues of CZT detectors still limit their widespread use.
Perhaps more so in today's climate than ever, economic considerations must be taken into account along with technical merits. The tools have to be carefully chosen for the needs of the applications, with different technical, environmental, and economic constraints present in clinical research, small-animal imaging, and routine clinical nuclear medicine. In general, for clinical systems, detector cost increases lead to reduced total detector size. Because sensitivity is the predominant limitation of SPECT, we believe that the effective detector area is the system parameter that should not be compromised in clinical SPECT. This is especially true in the light of recent concerns about national radiation exposure [17] . The simultaneous pressures to reduce costs and patient radiation exposure are especially high for a widely used modality like cardiac SPECT, which accounts for nearly 60% of all nuclear medicine imaging in the U.S. [18] . It is for these reasons that we believe that the Anger camera and comparable systems are still the mainstay of nuclear medicine.
VI. CONCLUSION
Quantitative analysis has shown that the performance of our modular test detector yields very good event positioning for use in a gamma camera. This performance can be achieved over a curved detector arc that can be extended for complete body coverage, leading to significant advantage in terms of system geometric efficiency. Modular pixelated NaI(Tl) detectors used in conjunction with medium size conventional PMTs can achieve much of the ISR advantage of pixelation and meet the requirement for large-area curved detectors, while keeping costs contained. We therefore conclude that the use of pixelated NaI(Tl) in combination with relatively large single-anode PMTs, as described in this work, is a valuable option for meeting the demands of an important subset of clinical SPECT applications for the foreseeable future.
APPENDIX DETECTOR METRICS BY REGION
The values of the detector metrics for seven module regions are given in Table III and Table IV . The module regions are defined in Fig. 17 .
