Abstract. We prove that if R is a principal ideal ring and A ∈ Mn(R) is a matrix with trace zero, then A is a commutator, that is, A = XY − Y X for some X, Y ∈ Mn(R). This generalises the corresponding result over fields due to Albert and Muckenhoupt, as well as that over Z due to Laffey and Reams, and as a by-product we obtain new simplified proofs of these results. We also establish a normal form for similarity classes of matrices over PIDs, generalising a result of Laffey and Reams. This normal form is a main ingredient in the proof of the result on commutators.
Introduction
Let R denote an arbitrary ring. If a matrix A ∈ M n (R) is a commutator, that is, if A = [X, Y ] = XY − Y X for some X, Y ∈ M n (R), then A must have trace zero. The problem of when the converse holds goes back at least to Shoda [14] who showed in 1937 that if K is a field of characteristic zero, then every A ∈ M n (K) with trace zero is a commutator. Shoda's argument fails in positive characteristic, but Albert and Muckenhoupt [1] found another argument valid for all fields. The first result for rings which are not fields was obtained by Lissner [8] who proved that if R is a principal ideal domain (PID) then every A ∈ M 2 (R) with trace zero is a commutator. A motivation for Lissner's work was the relation with a special case of Serre's problem on projective modules over polynomial rings, nowadays known as the Quillen-Suslin theorem (see [8, ). Lissner's result on commutators in M 2 (R) for R a PID was rediscovered by Vaserstein [19] and Rosset and Rosset [13] , respectively. Vaserstein also formulated the problem of whether every A ∈ M n (Z) with trace zero is a commutator for n ≥ 3 (see [19, Section 5] ). A significant breakthrough was made by Laffey and Reams [6] who settled Vaserstein's problem in the affirmative. However, their proofs involve steps which are special to the ring of integers Z and do not generalise to other rings in any straightforward way. The most crucial step of this kind is an appeal to Dirichlet's theorem on primes in arithmetic progressions. The analogue of Dirichlet's theorem, although true in the ring F q [x], fails for other Euclidean domains such as C [x] or discrete valuation rings. Nevertheless, in [5] Laffey asked whether any matrix with trace zero over a Euclidean domain is a commutator. Until now this appears to have remained an open problem even for n = 3, except for the cases where R is a field or Z.
In the present paper we answer Laffey's question by proving that if R is any PID and A ∈ M n (R) is a matrix with trace zero, then A is a commutator. This is achieved by extending the methods of Laffey and Reams and in particular removing the need for Dirichlet's theorem. Another of our main results is a certain (non-unique) normal form for similarity classes of matrices over PIDs, itself a generalisation of a result proved in [6] over Z. The normal form, while interesting in its own right and potentially for other applications, is also a key ingredient in the proof of the main result on commutators.
We now describe the contents of the paper in more detail. In Section 2 we define regular elements in M n (R) for an arbitrary ring R and state some of their basic properties. Regular elements play a central role in the problem of writing matrices as commutators because of the criterion of Laffey and Reams, treated in Section 3. The criterion says that if R is a PID and A, X ∈ M n (R) with X regular mod every maximal ideal of R, then a necessary and sufficient condition for A to be a commutator is that tr(X r A) = 0 for r = 0, 1, . . . , n − 1. This was proved in [6] for R = Z, but the proof goes through for any PID with only a minor modification.
In Section 4 we apply the Laffey-Reams criterion for fields to give a short proof of the theorem of Albert and Muckenhoupt mentioned above. We actually prove a stronger and apparently new result, namely that in the commutator one of the matrices may be taken to be regular (see Proposition 4) .
Section 5 is concerned with similarity of matrices over PIDs, that is, matrices up to conjugation by invertible elements. Our first main result is Theorem 5.6 stating that every non-scalar element in M n (R) is similar to one in a special form. This result was established by Laffey and Reams over Z. However, a crucial step in their proof uses the fact that 2 is a prime element in Z, and the analogue of this does not hold in an arbitrary PID. To overcome this, our proof involves an argument based on the surjectivity of the map SL n (R) → SL n (R/I) for an ideal I, which in a certain sense lets us avoid any finite set of primes, in particular those of index 2 in R (see Lemma 5.1) . This argument is evident especially in the proof of Proposition 5.3. Apart from this, our proof uses the methods of [6] , although we give a different argument, avoiding case by case considerations, and have made Lemma 5.2 explicit.
Our second main result is Theorem 6.3 whose proof occupies Section 6, and follows the lines of [6, Section 4] . There are two new key ideas in our proof. First, there is again an argument which at a certain step allows us to avoid finitely many primes, including those of index 2 in R. This step in the proof is the choice of q and uses a special case of Lemma 6.1 i). Secondly, we apply Lemma 6.2 to obtain a set of generators of the centraliser of a certain matrix modulo a product of distinct primes; see (6.9) . It is this set of generators together with our choice of q and an appropriate choice of t in (6.11) which allows us to avoid Dirichlet's theorem. It is interesting to note that the proofs of our main results, Theorems 5.6 and 6.3, despite being rather different, both involve the technique of avoiding finitely many primes, in particular those of index 2 in R. Our proof of Theorem 6.3 also simplifies parts of the proof of Laffey and Reams over Z since we avoid some of the case by case considerations present in the latter. By a theorem of Hungerford, Theorem 6.3, once established, easily extends to any principal ideal ring (not necessarily an integral domain); see Corollary 6.4.
The final Section 7 discusses the possibility of generalising Theorem 6.3 to other classes of rings such as Dedekind domains, and mentions some known counterexamples.
We end this introduction by mentioning some recent work on matrix commutators. In [10] Mesyan proves that if R is a ring (not necessarily commutative) and A ∈ M n (R) has trace zero, then A is a sum of two commutators. This result was proved for commutative rings in earlier unpublished work of Rosset. In [4] Khurana and Lam study "generalised commutators", that is, elements of the form XY Z − ZY X, where X, Y, Z ∈ M n (R). They establish in particular that if R is a PID, then every element in M n (R), n ≥ 2, is a generalised commutator. Although these results may seem closely related to the commutator problem studied in the present paper, the proofs are in fact very different.
Notation and terminology. We use N to denote the natural numbers {1, 2, . . . }. Throughout the paper a ring will always mean a commutative ring with identity. In Sections 3-6 R will be a PID, unless stated otherwise.
Let R be a ring. We denote the set of maximal ideals of R by Specm R and the ring of n × n matrices over R by M n (R). For A, B ∈ M n (R) we call [A, B] = AB − BA the commutator of A and B. Let A ∈ M n (R). A matrix B ∈ M n (R) is said to be similar to A if there exists a g ∈ GL n (R) such that gAg −1 = B. The transpose of A is denoted by A T and the trace of A by tr(A). We write C Mn(R) (A) for the centraliser of A in M n (R), that is,
be the characteristic polynomial of A. We will refer to the companion matrix associated to A (or to f ) as the matrix C ∈ M n (R) such that
otherwise.
The identity matrix in M n (R) is denoted by 1 or sometimes 1 n . For u, v ∈ N we write E uv for the matrix units, that is, E uv = (e ij ) with e uv = 1 and e ij = 0 otherwise. The size of the matrices E uv is suppressed in the notation and will be determined by the context.
Regular elements
Let G be a reductive algebraic group over a field K with algebraic closure
is minimal, and it is known that this minimal dimension equals the rank rk G (see [16] and [2, Section 14] ). Similarly, if g is the Lie algebra of G an element X ∈ g(K) is called regular if dim C G (X) = rk G, where G acts on g via the adjoint action. In the case G = GL n there are several equivalent characterisations of regular elements in g(K) = M n (K). More precisely, the following is well-known: Proposition 2.1. Let K be a field and X ∈ M n (K). Then the following is equivalent i) X is regular, ii) There exists a vector v ∈ K n such that {v, Xv, . . . , X n−1 v} is a basis for K n over K, iii) The set {1, X, . . . , X n−1 } is linearly independent over K, iv) X is similar to its companion matrix C as well as to
Regular elements of M n (K) are sometimes called non-derogatory or cyclic. For matrices over arbitrary rings we make the following definition. Definition 2.2. Let R be a ring. A matrix X ∈ M n (R) is called regular if there exists a vector v ∈ R n such that {v, Xv, . . . , X n−1 v} is a basis for R n over R.
Proposition 2.3. Let R be a ring and X ∈ M n (R). Then the following is equivalent i) X is regular, ii) X is similar to its companion matrix C as well as to
The proof of Proposition 2.3 is the same as in the classical case of matrices over fields. In the following we will use the properties of regular elements expressed in Propositions 2.1 and 2.3 without explicit reference.
If ϕ : R → S is a homomorphism of rings we also use ϕ to denote the induced homomorphism M n (R) → M n (S).
Proof. Suppose that X is regular. By definition there exists a vector v ∈ R n such that {v, Xv, . . . ,
Let R be a ring and X ∈ M n (R). If p is an ideal of R we use X p to denote the image of X under the canonical map π : M n (R) → M n (R/p), that is, X p = π(X). For a general ring R an element in M n (R) which is regular modulo every maximal ideal may not be regular. However, if R is a local ring, the situation is favourable: Lemma 2.5. Assume that R is a local ring with maximal ideal m. Then X ∈ M n (R) is regular if and only if X m ∈ M n (R/m) is regular.
Proof. If X is regular, then X m is regular by Lemma 2.4. Conversely, suppose that X m is regular and choose v ∈ (R/m)
Proposition 2.6. Let R be an integral domain with field of fractions F , and let X ∈ M n (R). If X m is regular for some maximal ideal m of R, then X is regular as an element of M n (F ).
Proof. Suppose that X m is regular for some maximal ideal m of R. Let R m be the localisation of R at m, and let j : R → R m be the canonical homomorphism. Since the diagram
commutes, Lemma 2.5 implies that j(X) is regular. If
is regular, we must have j(r i ) = 0 for all i = 0, . . . , n − 1. Since R is an integral domain j is injective, so r i = 0 for i = 0, . . . , n − 1. Now, if n−1 i=0 s i X i = 0 for some s i ∈ F , then clearing denominators shows that s i = 0 for all i = 0, . . . , n−1. Hence, by Proposition 2.1 iii) the matrix X is regular as an element of M n (F ).
The following result has appeared in [20, Proposition 6] .
Lemma 2.7. Let R be an arbitrary ring and A = (a ij ) ∈ M n (R) a matrix such that a i,i+1 = 1 for all 1 ≤ i ≤ n and a ij = 0 for all j ≥ i + 2. Then A is regular.
Proof. Let {e 1 = (1, 0, . . . , 0)
T , e 2 = (0, 1, 0, . . . , 0) T , . . . , e n = (0, . . . , 0, 1) T } be the standard basis for R n . Then the matrix
is upper triangular with 1s on the diagonal, so B ∈ SL n (R). Now for
(since Be i+1 = A i e 1 ). Thus B −1 AB is a companion matrix, and so A is regular.
The criterion of Laffey and Reams
Throughout this section R is a PID and F its field of fractions. In Theorem 3.3 we give a criterion for a matrix in M n (R) to be a commutator discovered by Laffey and Reams [6, Section 3] . This criterion plays an important role in our proof of the main theorem. Laffey and Reams proved the criterion for matrices over fields and over Z, and we only need minor modifications of their proofs, together with Proposition 2.6, to prove it over arbitrary PIDs.
The following result is from [6, Section 3] . We reproduce the proof here for completeness.
Proposition 3.1. Let K be a field and X ∈ M n (K) be regular. Let A ∈ M n (K).
Proof. Since {1, X, . . . , X n−1 } is linearly independent over K the subspace
Proof. There exists an element m ∈ R such that mY ∈ M n (R), and we have
Assume that d ∈ R is chosen so that it has the minimal number of irreducible factors with respect to the property that
If d is a unit we are done, so assume that p is an irreducible factor
and thus (dp
Proof. Clearly the condition tr(X r A) = 0 for all r ≥ 0 is necessary for A to be of the form [X, Y ] with Y ∈ M n (R). Conversely, suppose that tr(X r A) = 0 for r = 0, 1, . . . , n − 1. By Proposition 2.6 X is regular as an element in M n (F ) so Proposition 3.1 implies that A = [X, M ] for some M ∈ M n (F ). But now the result follows from Proposition 3.2.
Commutators over fields
Let K be a field. Using the criterion of Laffey and Reams over fields (Proposition 3.1) we give a swift proof of the theorem of Albert and Muckenhoupt [1] that every matrix with trace zero in M n (K) is a commutator.
Note that if R is any ring and
. Thus A is a commutator if and only if any matrix similar to A is.
Let n ∈ N with n ≥ 2 and k = ⌊n/2⌋. The following matrices were considered by Laffey and Reams [6, Section 4] who also established the properties stated below.
Depending on the context we will consider P n as an element of M n (R) where R is a ring. For any m ∈ N and a ∈ R we will use J m (a) to denote the m × m Jordan block with eigenvalue a and 1s on the subdiagonal. Over any R the matrix P n is similar to
, and thus it is regular by Lemma 2.7.
. Suppose now that R is a PID and that a ij = 0 for j ≥ i + 2. Observe that for any r ∈ N, P r n has the same diagonal as P n and the (i, j) entry of P r n is 0 if i = j and i < j + 2. Thus Proposition 4.1. Let K be a field and let A ∈ M n (K) be a matrix with trace zero.
where X is regular. More precisely, if A is non-scalar X can be chosen to be conjugate to P n , while if A is scalar we can take X = J n (0).
Proof. Assume first that A is non-scalar. It then follows from the rational normal form that A is similar to a matrix B = (b ij ) with b 12 = 1 and b ij = 0 for j ≥ i + 2, so we have
Then the (i, j) entry of z −1 Bz is 0 for j ≥ i + 2 and c(z −1 Bz) = 0, so by (4.1) we have tr(P r n z −1 Bz) = 0 for r = 0, . . . , n − 1. By Proposition 3.1 it follows that
. Assume on the other hand that A is a scalar. Then tr(J n (0) r A) = 0 for r = 0, . . . , n − 1, and Proposition 3.
Matrix similarity over a PID
In this section we extend the results of [6, Section 2] on similarity of matrices over Z to matrices over an arbitrary PID R.
Lemma 5.1. Let A ∈ M n (R) be non-scalar, and let S be a finite set of maximal ideals of R such that A p ∈ M n (R/p) is non-scalar for every p ∈ S. Then A is similar to a matrix
Proof. It is well known that for any PID R and any non-zero ideal a of R the natural map
is surjective. This follows for example from the fact that R/a is the product of local rings and that over local rings SL n is generated by elementary matrices (see [12, 2.2.2 and 2.2.6]). Moreover, if we take a = p∈S p the Chinese remainder theorem implies that we have an isomorphism
Let p ∈ S. Since A p is non-scalar and R/p is a field the rational canonical form for matrices in M n (R/p) implies that there exists a
is a matrix whose (1, 2) entry is non-zero. Since GL n (R/p) = T (R/p) SL n (R/p), where T (R/p) is the diagonal subgroup of GL n (R/p), we may take g p to be in SL n (R/p). Suppose that g p is chosen in this way for every p ∈ S. By the surjectivity of the maps (5.1) and (5.2), there exists a g ∈ SL n (R) such that the image of g in
The following lemma will be used repeatedly in the proof of Proposition 5.3 and Theorem 5.6. It can informally be described as saying that if the off-diagonal entries in a row (column) of a matrix A ∈ M n (R) with n ≥ 3 have a greatest common divisor d, then A is similar to a matrix in which the corresponding row (column) has off-diagonal entries d, 0, . . . , 0.
Lemma 5.2. Let A = (a ij ) ∈ M n (R), n ≥ 3. Let 1 ≤ u ≤ n and 1 ≤ v ≤ n be fixed. Let r ∈ R be a generator of the ideal (a uj | 1 ≤ j ≤ n, u = j), and let c ∈ R be a generator of the ideal (a iv | 1 ≤ i ≤ n, i = v). Then A is similar to a matrix B = (b ij ) such that if u = 1 we have b u2 = r and b uj = 0 for all 3 ≤ j ≤ n, and if u ≥ 2 we have b u1 = r and b uj = 0 for all 1 ≤ j ≤ n such that j / ∈ {1, u}.
Moreover, A is similar to a matrix C = (c ij ) such that if v = 1 we have c 2v = r and c iv = 0 for all 3 ≤ i ≤ n, and if v ≥ 2 we have c 1v = c and c iv = 0 for all
Proof. The proof follows the lines of [11, Ch. III, Section 2]. For 1 ≤ i < j ≤ n and (
Now let 3 ≤ j ≤ n be the smallest integer such that a 1j = 0 (if no such j exists the assertion of the lemma holds trivially for A and u = 1). Let d ∈ R be a generator of (a 12 , a 1j ) and set
Then (y, w) = (1) and hence x, z ∈ R may be determined so that xw − yz = 1.
With these values of x, y, z, w all the entries of A 1 in positions (1, 3) , . . . , (1, j) are zero, and the (1, 2) entry generates the ideal (a 12 , a 1j ).
Repeating the process, let j < k ≤ n be the smallest integer such that a 1k = 0.
has all its entries (1, 3) , . . . , (1, k) zero and its (1, 2) entry generates the ideal (a 12 , a 1j , a 1k ). Proceeding in this way, we obtain a matrix B = (b ij ) similar to A such that b 12 is a generator of (a 1j | 2 ≤ j ≤ n) and b 1j = 0 for 3 ≤ j ≤ n (the generator b 12 can be replaced by any other generator of (a 1j | 2 ≤ j ≤ n) by a diagonal similarity transformation of B). This shows the existence of B for u = 1. For u ≥ 2, observe that if we let W u = (w (u) ij ) ∈ GL n (R) be any permutation matrix such that w
is a matrix such that a ′ 11 = a uu and {a
Informally, the off-diagonal entries in the u-th row of A are the same as the offdiagonal entries in the first row of A ′ , up to a permutation. Thus the existence of B for u ≥ 2 follows from the argument for u = 1 above.
For the existence of C for v = 1, let 3 ≤ i ≤ n and
Now let 3 ≤ i ≤ n be the smallest integer such that a i1 = 0 (if no such i exists the assertion of the lemma holds trivially for A and v = 1). Let e ∈ R be a generator of (a 21 , a i1 ) and set
Then (z, w) = (1) and hence x, y ∈ R may be determined so that xw − yz = 1. Thus a 21 x + a i1 y = −e. With these values of x, y, z, w all the entries of C 1 in positions (3, 1), . . . , (i, 1) are zero, and the (2, 1) entry generates the ideal (a 21 , a i1 ).
Repeating the process in analogy with the above argument, we obtain a matrix C satisfying the assertion of the lemma for v = 1. For v ≥ 2 we may use the matrix W v as above to reduce to the case where v = 1.
Proposition 5.3. Let A ∈ M 3 (R) be non-scalar. Then A is similar to a matrix
Proof. Write A = aI + bA ′ , where a, b ∈ R, b = 0 and where, if
. Note that any matrix similar to A will also satisfy this. Let
Note that S is a finite set since in any PID (or any Dedekind domain) there are only finitely many maximal ideals of any given finite index. Since A p is not scalar for any maximal ideal p of R, Lemma 5.1 implies that A is similar to a matrix B = (b ij ) such that b 12 / ∈ p for all p ∈ S. Among all such matrices choose one for which the number of distinct primes which divide b 12 is least possible, and subject to this, for which the number of not necessarily distinct prime factors is minimal. By Lemma 5.2 applied to the first row in B, we see that there exists a matrix B ′ similar to B whose (1, 3) entry is zero and whose (1, 2) entry, being equal to a generator of (b 12 , b 13 ), has no more distinct prime factors than b 12 . Hence we may assume that B has been replaced by B ′ so that b 13 = 0. We thus have the following condition on B:
The matrix B = (b ij ) is similar to A, b 12 / ∈ p for all p ∈ S, b 13 = 0, the entry b 12 has the smallest number of distinct prime factors among all the matrices similar to A and among all matrices with these properties B is such that b 12 has the minimal number of not necessarily distinct prime factors.
Note first that by Lemma 5.2 applied to the second column in B, there exists a matrix similar to B whose (1, 2) entry is a generator of (b 12 , b 32 ). Thus, by ( * ) we must have b 12 | b 32 , so b 32 = b 12 a for some a ∈ R. Let
Then b 
31 . Let y ∈ R. The first row of the matrix (1 + E 13 y)B 1 (1 + E 13 y) −1 is (b
11 + yb 
33 − b
11 − yb
Thus, by ( * ) and Lemma 5.2 applied to the first row in (1 + E 13 y)B 1 (1 + E 13 y)
we conclude that b 12 divides y(b
. Then λ and λ ′ can be considered as elements in R/(b 12 ) and because of (5.3) each of λ, λ ′ and λ − λ ′ is a unit in R/(b 12 ). In particular, each of λ, λ ′ and λ − λ ′ is coprime to b 12 . We know from the above that b 12 divides y(b
31 ) for any y ∈ R. In particular, choosing y = λ, λ ′ , λ − λ ′ , respectively, we obtain b
31 ∈ (b 12 ) and b 
31 = 0 so that
Moreover, let
We will now show that B 2 has the property that b 12 | b (2) ij for all i = j and b 12 | (b (2) ii − b ij for all i = j and b 12 | (b
Since B 2 is similar to B (and B is similar to A), we have
so b 12 must be a unit. This proves the proposition.
We now use Proposition 5.3 to prove the corresponding result for matrices in M n (R) for all n ≥ 3. More precisely, we have Theorem 5.6. Let A ∈ M n (R) with n ≥ 3, be non-scalar. Then A is similar to a matrix B = (b ij ) ∈ M n (R) such that b 12 | b ij for all i = j and b 12 | (b ii − b jj ) for all 1 ≤ i, j ≤ n. Moreover, B may be chosen with b ij = 0 for all i, j such that j ≥ i + 2 and 1 ≤ i ≤ n − 2.
Proof. As in the proof of Proposition 5.3, we may assume that
and choose a matrix B satisfying the following condition ( * )
The matrix B = (b ij ) is similar to A, (b 12 , 2) = (1), b 1j = 0 for j ≥ 3, the entry b 12 has the smallest number of distinct prime factors among all the matrices similar to A and among all matrices with these properties B is such that b 12 has the minimal number of not necessarily distinct prime factors.
If for some i, j the entry b 12 does not divide b ii − b jj , then b 12 does not divide
ij ) ∈ GL n (R) be any permutation matrix such that w 
Similarly, for any 4 ≤ v ≤ n the matrix W v BW Furthermore, by ( * ) and Lemma 5.2 applied to the second column in B, we see that
Let 1 ≤ u, v ≤ n be such that u ≥ 3 and v = u. For x ∈ R let
so that x We have thus shown that B has the property that b 12 | b ij for all i = j and
For the second statement we follow [11, III, 2] . Conjugating B by 1 2 ⊕ M 3j ∈ GL n (R) for a suitable M 3j ∈ GL n−2 (R) (cf. the proof of Lemma 5.2), we can replace B by a matrix B 1 in which the first row equals that of B and whose (2, j) entries are zero whenever j ≥ 4. Conjugating B 1 by 1 3 ⊕ M 4j ∈ GL n (R) for a suitable M 4j ∈ GL n−3 (R), we can replace B 1 by a matrix B 2 in which the first two rows equal those of B 1 and whose (3, j) entries are zero whenever j ≥ 5. Proceeding inductively in this way, we obtain a matrix C = (c ij ) similar to B such that c 12 = b 12 and c ij = 0 for i, j such that j ≥ i + 2 and 1 ≤ i ≤ n − 2. But since B ≡ b 11 1 n mod (b 12 ) we also have C ≡ b 11 1 n mod (b 12 ), so C has the desired form.
Using Theorem 5.6 it is now easy to prove the following result. The following proof is entirely analogous to that of Laffey and Reams for R = Z.
Proposition 5.7. Let A ∈ M n (R), n ≥ 3 have trace zero, and suppose that for every p ∈ Specm R and every a ∈ R/p, a = 0 we have A p = a1 n . Then A is similar to a matrix B = (b ij ) ∈ M n (R) where b ii = 0 for all 1 ≤ i ≤ n.
Proof. If A p = 0 for some p, we can write A = mA ′ , where m ∈ R and A ′ is such that for every p ∈ Specm R and every a ∈ R/p we have A ′ p = a1 n . Since A ′ must be non-scalar Theorem 5.6 implies that A ′ is similar to a matrix
′′ satisfies A ′′ p = a1 n for any p ∈ Specm R and a ∈ R/p, the entry a ′′ may therefore assume without loss of generality that A = A ′′ , so that in particular a 12 is a unit.
We now prove that A is similar to a matrix with zero diagonal by induction on n. If n = 2, the matrix
has zero diagonal. If n > 2, conjugating A by a matrix of the form 1 + αE n1 , α ∈ R, we may assume that a n2 = 1, and then conjugating A by a matrix of the form 1 + βE 21 , β ∈ R, we may further assume that a 11 = 0. Thus we may assume that A is of the form 0 x y
, ii − a 2 jj ) for all 1 ≤ i, j ≤ n. Since (A 2 ) p = a1 n for all p ∈ Specm R and a ∈ R/p, the entry a 2 12 must be a unit. So by induction there exists a Q ∈ GL n−1 (R) such that QA 1 Q −1 = B 1 is a matrix with zeros on the diagonal. But then
has the desired form.
A matrix in M n (R) satisfying the conditions on the matrix B in Theorem 5.6 will be said to be in Laffey-Reams form.
Proof of the main result
In this section we give a proof of our main theorem on commutators, Theorem 6.3. We first prove a couple of lemmas used in the proof.
Lemma 6.1. Let R be a PID. Then the following holds: i) Let a, b ∈ R be such that (a, b) = (1), and let S be a finite set of maximal ideals of R. Then there exists an x ∈ R such that for all p ∈ S we have a + bx / ∈ p. ii) Let α, β ∈ R be such that (α, β) = (1). Suppose that p is a maximal ideal of R such that |R/p| ≥ 3. Then for every finite set S of maximal ideals of R such that p / ∈ S there exists a t ∈ R such that t / ∈ p, t ∈ q for all q ∈ S \ {p} and αt + β / ∈ p. iii) Let a, b, c ∈ R be such that (a, b, c) = (1), (a, b) = (1) and (a, c) = (1).
Then there exists an x ∈ R such that (a + cx, b − ax) = (1).
Proof. To prove i), take x to be a generator of the product p∈S a / ∈p p and let x = 1 if there is no p ∈ S such that a / ∈ p. Let p ∈ S be such that a ∈ p. If a + bx ∈ p, then bx ∈ p and since (a, b) = (1) we have x ∈ p, which contradicts the definition of x. On the other hand, let p ∈ S be such that a / ∈ p. If a + bx ∈ p, then by the definition of x we have bx ∈ p, so a ∈ p, which is a contradiction. Thus in either case, a + bx / ∈ p.
Next, we prove ii). Since |R/p| ≥ 3 there exist two elements r 1 , r 2 ∈ R \ p such that r 1 − r 2 / ∈ p. Let s ∈ R be such that
Then for i = 1, 2 we have r i s / ∈ p and r i s ∈ q for all q ∈ S \ {p}. Furthermore, if αr i s + β ∈ p for i = 1, 2, then α ∈ p and β ∈ p, contradicting the hypothesis (α, β) = (1). Thus we may assume that αr 1 s + β / ∈ p, and t = r 1 s yields the desired element.
We now prove iii). We first show that a + cx and b − ax are relatively prime as elements of R [x] , that is, that none of them is a multiple of the other. Indeed, if a + cx = m(b − ax) for some m ∈ R, then a = mb and c = −ma so ( 
Let S be the set of maximal ideals dividing (D). By i) we can choose x ∈ R such that for all p ∈ S we have a + cx / ∈ p. Now if p is a maximal ideal of R such that a + cx ∈ p and b − ax ∈ p, then D ∈ p, by (6.1), and so a + cx / ∈ p; a contradiction. Thus there is no p ∈ Specm R such that a + cx ∈ p and b − ax ∈ p, that is, a + cx and b − ax are relatively prime.
The following result is the Chinese remainder theorem for centralisers of matrices over quotients of R. It will be used at a crucial step in our proof of Theorem 6.3. Lemma 6.2. Let X ∈ M n (R) and let p 1 , . . . , p ν , ν ∈ N be maximal ideals in R. Then the map
is an isomorphism.
Proof. Let C = C Mn(R/(p1···pν )) (X (p1···pν ) ). Then C is a module over R. By the Chinese remainder theorem we have an isomorphism R/( → (a p1 , . . . , a pν ), and tensoring this by C yields
Tracking the maps shows that the effect of the above isomorphisms on elements is given by
. . , g pν ).
We now give the proof of our main theorem. Note that our proof in the case n = 2 is different from the case n ≥ 3, and that for n = 2, while our argument is not the shortest possible, yields the stronger result that any A ∈ M 2 (R) with trace zero can be written as A = [X, Y ] for some X, Y ∈ M 2 (R) and X regular. Theorem 6.3. Let R be a PID and let A ∈ M n (R) be a matrix with trace zero.
Proof. For n = 1 the result is trivial. First assume that n = 2. By taking out a suitable factor we may assume that the matrix
. By Lemma 2.7 the matrix X is regular so it is regular mod p for every maximal ideal p of R. Furthermore,
we can find x 1 and x 2 such that tr(XA) = 0, and Proposition 3.
Similarly, the transpose X T of X is also regular, and
so if (a, c) = (1) we can find x 1 and x 2 such that tr(X T A) = 0, and so
we are done. Assume therefore that (a, b) = (1) and (a, c) = (1). If we let T = 1 + xE 12 ∈ M 2 (R) for some x ∈ R, we have
Now a + cx and b − ax − x(a + cx) are relatively prime if and only if a + cx and b − ax are relatively prime. By Lemma 6.1 iii) we can choose x ∈ R such that
, and hence such that the (1, 1) and (1, 2) entries in T AT −1
are relatively prime. As we have already seen, this means that we can find x 1 and x 2 such that tr(XT AT −1 ) = 0, so Proposition 3.3 yields
Assume now that n ≥ 3. If A is a scalar matrix we obviously have tr(J n (0) r A) = 0 for all r ≥ 0, so Proposition 3.3 yields the desired conclusion. We may therefore henceforth assume that A is non-scalar. Write A = (a ij ) for 1 ≤ i, j, ≤ n. By Theorem 5.6 we may assume that A is in Laffey-Reams form.
. It thus suffices to assume that A = A ′ so that (a 11 , a 12 ) = (1), a 12 | a ij for i = j, a 12 | (a ii − a jj ) for 1 ≤ i, j ≤ n, and a ij = 0 for j ≥ i + 2. Let k = ⌊n/2⌋. For x, y, q ∈ R define the matrix X = (x ij ) ∈ M n (R) by
Recall that for any
.We have tr(XA) = xa 12 + a 23 + · · · + a n−1,n − yc(A).
We claim that tr(XA) = 0 implies that tr(X r A) = 0 for all r ≥ 0. To see this, observe that the matrix X 2 + yX is lower triangular and its (i, j) entry is 0 if j ≥ i − 1. Since tr(E ij A) = 0 if j < i − 1 (since a ij = 0 for j ≥ i + 2), it follows that tr((X 2 + yX)A) = 0, so if tr(XA) = 0 we get tr(X 2 A) = 0. More generally, using the fact that X is lower triangular, we have tr((X r + yX r−1 )A) = 0, and working inductively we get tr(X r A) = 0 for all r ≥ 0. Assume for the moment that a 12 | c(A) and let M = 1 − c(A)a
so Proposition 3.3 together with (4.1) and the fact that P n is regular imply M AM
, so we may henceforth assume that
We now show that there exist elements x, y ∈ R with (x, y) = (1) and such that tr(XA) = 0. To this end, consider the equation
Since a 12 divides a 23 , . . . , a n−1,n , this may be written
for some l ∈ R. Let d ∈ R be a generator of (a 12 , c(A)). Then (6.3) is equivalent to
for any h ∈ R. Choose h to be a generator of the product of all maximal ideals p of R such that a 12 d −1 ∈ p and l / ∈ p (and let h = 1 if no such p exist). Suppose that (x, y) ∈ (p) for some prime element p ∈ R. Then y ∈ (p) and so From now on let x and y be as above, so that (x, y) = (1) and tr(XA) = 0. Next, we specify the entry q in X. Let S 0 be the set of maximal ideals p of R such that x 2 a 12 + xy(a 11 − a 22 ) − y 2 (a 21 + ya 31 + xa 32 ) ∈ p, and let
Note that S is a finite set because of (6.4) together with the fact that for any PID R ′ (or any Dedekind domain), there are only finitely many p ∈ Specm R ′ such that |R ′ /p| = 2. By Lemma 6.1 i) (with r = 1) we can thus choose q ∈ R such that x + qy / ∈ p, for all p ∈ S.
Assume from now on that q has been chosen in this way. Let V be the set of maximal ideals of R such that x + qy ∈ p, that is,
By the choice of q we thus have in particular that
Note that for every p ∈ V we have y / ∈ p since (x, y) = (1). Note also that S∩V = ∅. We claim that X p ∈ M n (R/p) is regular for every maximal ideal p not in V . To show this, let p ∈ (Specm R) \ V and let
Since x + qy ∈ p the image M p ∈ M n (R/p) of M is invertible and, letting y p denote the image of y in R/p, we have
It follows from Lemma 2.7 that
is regular, and thus X p is regular. By our choice of q we have p / ∈ V if p ∈ S, so X p is regular for any p ∈ S, and S is non-empty. By Proposition 2.6 we have that X is regular as an element in M n (F ), where F is the field of fractions of R. By our choice of x and y we have tr(X r A) = 0 for r = 0, 1, . . . , n − 1, so Proposition 3.1 implies that we can write A = [X, Q], for some Q ∈ M n (F ). Clearing denominators in Q we find that there exists a non-zero element m 0 ∈ R such that m 0 A ∈ [X, M n (R)]. We now highlight a step which we will refer to in the following:
Let m ∈ R be such that it has the minimal number of (not necessarily distinct) prime factors among all m ′ ∈ R such that m ′ A ∈ [X, M n (R)], and let Q ∈ M n (R) be such that mA = [X, Q].
We show that the only maximal ideals containing m are those in V . Suppose that p = (p) ∈ (Specm R) \ V and that m ∈ p. Then 0 = [X p , Q p ], and since X p is regular there exists a polynomial
, which contradicts ( * ). Thus, if m ∈ p for some p ∈ Specm R, then we must have p ∈ V . Let p 1 , p 2 , . . . , p ν , ν ∈ N be the elements of V such that m ∈ p i . For each p i , choose a generator p i ∈ R, so that p i = (p i ), for i = 1, . . . , ν. We then have
The strategy is now to show that X can be replaced by a matrix X 1 which is regular mod p for every p ∈ V . Let
For ease of calculation we will consider the matrices
for some α, β, γ ∈ R, f (T ) ∈ R[T ] and D ∈ M n (R). Using (6.8) we get
where
We show that the case where α ∈ p i and β / ∈ p i cannot arise.
Together with α ∈ p i and β / ∈ p i this implies that
Recalling that A 0 = N AN −1 we thus get Since p i ∈ V we have qy ∈ −x + p i and so
But by our choice of q we have
for all p ∈ V , which together with (6.5) yields a contradiction. Therefore we cannot have α ∈ p i and β / ∈ p i , so we must have α / ∈ p i . We have thus shown that α / ∈ p i , for all i = 1, . . . , ν.
By Lemma 6.1 ii) and our choice of S there exists a t ∈ R such that (6.11) t / ∈ p i and αt + y / ∈ p i , for all i = 1, . . . , ν.
Define the matrix
Let p be any of the ideals p 1 , p 2 , . . . , p ν . Let α p , β p , t p denote the images of α, β and t in R/p, respectively. As before, let y p denote the image of y in R/p. If we let
where W p is the matrix in (6.6). Since W p is regular and neither of its eigenvalues 0 or −y p equals α p t p by (6.11), the matrix α p t p E 11 ⊕ W p , and hence (X 1 ) p ∈ M n (R/p), is regular. We thus see that (X 1 ) pi is regular for all i = 1, . . . , ν.
By (6.10) we have
and since (X 1 ) pi is regular and m ∈ p i for all i = 1, . . . , ν, we get
, and so mp
Repeating the argument if necessary, we obtain mp
By a theorem of Hungerford [3] every principal ideal ring (PIR) is a finite product of rings, each of which is a homomorphic image of a PID. Together with Theorem 6.3 this immediately implies the following: Corollary 6.4. Let R be a PIR (not necessarily an integral domain) and let A ∈ M n (R), n ≥ 2, be a matrix with trace zero. Then
We end this section by proving a strengthened version of Theorem 6.3 for n = 3. Proposition 6.5. Let R be a PID and let A ∈ M 3 (R) be a matrix with trace zero. Then A = [X, Y ] for some X, Y ∈ M 3 (R) such that X p is regular for all p ∈ Specm R.
Proof. As in the proof of Theorem 6.3 we may assume that A is in Laffey-Reams form. Define the matrix
The same argument as in the proof of Theorem 6.3 shows that tr(XA) = 0 implies that tr(X r A) = 0 for all r ≥ 0. Let a Suppose now that x, y, q, z, h ∈ R is a solution of (6.12), and let p ∈ Specm R. We show that X p is regular. The characteristic polynomial of X is 
Thus, if y /
∈ p then (X p ) 2 = 0, and if y ∈ p, then we must have xz ∈ p, so (X p ) 2 = 0 also in this case. Furthermore, since xz + qy = 1 we have X(X + y) = E 31 = 0.
Thus the minimal polynomial of X p must equal the characteristic polynomial, so X p is regular. Since we have tr(X r A) = 0 for all r ≥ 0, Proposition (3.3) implies that A = [X, Y ], for some Y ∈ M 3 (R).
We remark that while the matrix X in the proof of the above proposition is regular modulo every p ∈ Specm R, it is not necessarily regular. Moreover, while for n = 4 we can find an analogous matrix such that tr(AX) = 0 and xz + yq = 1, in this case the matrix X p may fail to be regular for some p ∈ Spec R.
Further directions
If R is a field or if R is a PID and n = 2, we have shown that every A ∈ M n (R) with trace zero can be written A = [X, Y ] where X, Y ∈ M n (R) and X is regular. Our proof of Theorem 6.3 shows that for any PID R, n ≥ 2 and every A ∈ M n (R) with trace zero we have A = [X, Y ] for some X, Y ∈ M n (R) where X p is regular for all but finitely many maximal ideals p of R. Moreover, Proposition 6.5 says that when n = 3 the matrix X can be chosen such that X p is regular for all maximal ideals p.
Problem. For n ≥ 4 and A = [X, Y ], is it always possible to choose X such that X p is regular for all maximal ideals p?
This problem is interesting insofar as a proof, if possible, would be likely to yield a substantially simplified proof of Theorem 6.3.
It is natural to ask for generalisations of Theorem 6.3 to rings other than PIRs. We first mention some counter-examples. It was shown by Lissner [8] that the analogue of Theorem 6.3 fails when n = 2 and R = k[x, y, z], where k is a field, and more generally that for R = k[x 1 , . . . , x 2n−1 ] there exist matrices in M n (R) with trace zero which are not commutators (see [8, Theorem 5.4] ). Rosset and Rosset [13, Lemma 1.1] gave a sufficient criterion for a 2 × 2 trace zero matrix over any commutative ring not to be a commutator. They showed however, that a Noetherian integral domain cannot satisfy their criterion unless it has dimension at least 3. This means that their criterion is not an obstruction to a 2 × 2 trace zero matrix over a one or two-dimensional Noetherian domain being a commutator. Still, if R is the two-dimensional domain R[x, y, z]/(x 2 + y 2 + z 2 − 1) it can be shown that there exists a matrix in M 2 (R) with trace zero which is not a commutator (this example goes back to Kaplansky; see [17, Section 4 A ring R is called an OP-ring if for every n ≥ 1 every vector in n−1 R n is decomposable, that is, of the form v 1 ∧· · ·∧v n−1 for some v i ∈ R n . This is equivalent to saying that every vector in R n is an outer product (hence the acronym OP). The notion of OP-ring was introduced in [9] . In particular, for n = 3 the condition on R of being an OP-ring is equivalent to the condition that every trace zero matrix in M 2 (R) is a commutator (see [8, Section 3] Problem. Let R be a Dedekind domain and assume that A ∈ M n (R), n ≥ 2, has trace zero. Is it true that A = [X, Y ] for some X, Y ∈ M n (R)?
Since Dedekind domains are OP-rings the question has an affirmative answer for n = 2, and one could ask the same question for any OP-ring. In the setting of matrices over a Dedekind domain the methods we have used to prove Theorem 6.3 are of little use because they rely crucially on the underlying ring being both atomic and Bézout, which implies that it is a PID.
