We calculate model-independently the impact of the critical point on higher order baryon susceptibilities χn, showing how they depend on fluctuations of the order parameter. Including all tree level diagrams, we find new contributions to χ4 equally important to the kurtosis of the order parameter fluctuations, and we characterize the kurtosis and other nonguassian moments as functions on the phase diagram. Important features of this analysis are then confirmed by a Gross-Neveu model study with good agreement with other model studies as well as lattice and experimental data. This suggests the universality of the characteristic peak in baryon susceptibilities as a signal of the critical point. We discuss leveraging measurements of different χn to extrapolate the location of the critical point.
We calculate model-independently the impact of the critical point on higher order baryon susceptibilities χn, showing how they depend on fluctuations of the order parameter. Including all tree level diagrams, we find new contributions to χ4 equally important to the kurtosis of the order parameter fluctuations, and we characterize the kurtosis and other nonguassian moments as functions on the phase diagram. Important features of this analysis are then confirmed by a Gross-Neveu model study with good agreement with other model studies as well as lattice and experimental data. This suggests the universality of the characteristic peak in baryon susceptibilities as a signal of the critical point. We discuss leveraging measurements of different χn to extrapolate the location of the critical point.
A major goal of QCD theory and heavy-ion collision (HIC) experiment is to locate the critical end point in the chemical potential-temperature (µ−T ) plane [1] . It is the target of the beam energy scan at RHIC and the future FAIR experiment, which are designed to create and measure QCD matter at high temperature and density. Lattice simulations are also developing methods to calculate properties of QCD matter at µ = 0 [2, 3] , which cannot be reached directly due to the sign problem.
The critical point itself is a second-order transition, characterized by diverging correlation length ξ, due to vanishing mass of the order parameter field σ. This fact, m −1 σ = ξ → ∞, is a statement about the two-point correlation function of the σ field, and we can use low energy effective field theory to relate other correlation functions to the critical point and phase structure. σ correlations influence observables such as baryon number fluctuations because the σ couples like a mass term for the baryons, meaning that the presence of σ changes the baryon energy [4] . Thus our aim is to establish the theory connection from the phase structure through σ dynamics to observables, here baryon number fluctuations, which can be compared to event-by-event fluctuations in HICs [5, 6] and to lattice simulations [3] .
It is important to keep in mind that the QCD matter created in HICs is dynamic. The measured data in general integrate properties from the initial state and expansion dynamics, and they may not represent equilibrium properties of QCD matter at the freeze-out µ, T , especially if the fireball has passed near the critical point [7] . Assuming the departure from equilibrium is small, we interpret the freeze-out data as approximate measurements of the phase diagram, which can be compared with theory and lattice predictions to help locate the critical point.
The fluctuation observables compared between HICs and lattice simulations are ratios of baryon susceptibili-
with the volume dependence eliminated in the ratios. From here, one approach is model independent, considering the partition function as a path integral over the order parameter field σ, Z = Dσ e −Ω[σ]/T , and the effective potential of the Landau theory Ω[σ] contains the phase structure in its coefficients. However those parameters are not determined by the theory. Previously this has been used to search for dominant contributions to χ n close to the critical point [8, 9] . Another approach is to evaluate ln Z in a QCD-like model, such as NJL [10] , to gain predictive power of χ n as functions on the phase diagram. We pursue both approaches to put the model independent results into the context of the global phase diagram.
We analyze a general polynomial form of the effective potential Ω[σ]. We derive the χ n as functions of the σ fluctuation moments δσ k , extracting new, equally important contributions to m 2 in additional to the σ field kurtosis κ 4 , studied by [9] . We show that negative κ 4 is restricted to the normal phase, and thus these new contributions are necessary to understand recent HIC and lattice results for m 2 . Our model independent results are corroborated with quantitative study of the 1+1 dimensional Gross-Neveu (GN) model, revealing remarkably good qualitative agreement with both other model studies [10] as well as the experimental data. This consistency suggests that those features of our findings are model-independent.
We begin with the effective potential for the order parameter field,
with coefficients g 2n functions of temperature and chemical potential, determining the phase diagram. Focusing on long range correlations, we consider only the zero momentum k = 0 mode, and so do not write the kinetic energy term ( ∇σ) 2 here [8] . With the explicit symmetry breaking parameter J → 0, the point where g 2 = g 4 = 0 is the tricritical point (TCP), separating the second order transition line for g 4 > 0 from the first order line for g 4 < 0. When J = 0, the second order line disappears into a crossover transition through which the σ minimum σ ≡ v changes smoothly as a function of temperature, and the TCP becomes a critical end point (CEP).
Fluctuations of the order parameter field obey an effective potential obtained by first minimizing the potential Eq. (2) and then Taylor expanding around v, yielding
does not influence the fluctuations, but does appear in the observables corresponding to the mean field contribution. The vev v satisfies the gap equation v(g 2 +g 4 v 2 +g 6 v 4 ) = J, and depends on µ, T through the g 2n .
Calculating µ-derivatives of the partition function gives an explicit relation between susceptibilities χ n and δσ fluctuations. Starting with the second order,
where f = Z −1 Dσ f e −Ω/T is the expectation value of the function f including σ fluctuations. The prime indicates differentiation with respect to µ,
The linear term arises from the µ-dependence of the vev v. Plugging these derivatives into Eq. (4), we keep all "tree-level" contributions, where the power of the correlator is less than or equal to order of the µ-derivative. This means that the expectation value of a product of correlators at different points is equal to the product of expectation values of correlators formed by making all possible contractions of δσ at different points. The combination (Ω ′ ) 2 − Ω ′ 2 cancels disconnected diagrams. Applying these rules,
A diagrammatic method helps to organize these calculations and distinguish loops arising from contractions. The higher order susceptibilities are and 
χ 3 has been studied in the NJL model and found to be negative around the phase boundary [10] . In agreement with the argument by power-counting ξ [8] , the behavior of m 1 near the critical point can be explained looking at δσ 3 and hence the function κ 3 (µ, T ). However, for χ 4 we find many more terms of the same order in the perturbation theory. Further, several contributions, including those represented by the diagrams in Fig. 1 scale with the same power ξ as the κ 4 term. Although fewer σ propagators are visible in some of these diagrams, the coefficient functions a 11 , a 12 , ... have m σ dependence, which power counting ξ must take into account.
Next to see how the σ fluctuations are impacted by the CEP, we investigate κ 3 (µ, T ) and κ 4 (µ, T ) as functions on the phase diagram. With J → 0, the unbroken phase is where σ = 0, and in this case λ 2n = g 2n . Odd terms are zero, in particular λ 3 ≡ 0 in the unbroken phase, and negative κ 4 exists when λ 4 = g 4 > 0 above the second order phase transition line. In the symmetry broken phase,
D is the algebraic discriminant obtained when solving the gap question for the extrema, and it is positive in the broken phase, corresponding to real, nontrivial (σ = 0) solutions. Therefore, with J = 0, κ 4 is positive definite in the broken phase and the κ 4 < 0 region is defined by the conditions g 2 > 0 and g 4 > 0 occuring only in the unbroken phase. For concreteness, this is illustrated in the GN model, Figure 2 . Turning on J = 0 produces a continuous change in the λ i . In particular, the κ 4 = 0 lines, bounding the κ 4 < 0 region, move continuously away from their J = 0 limits, and continue to obey the constraint "remembered" from J = 0 theory.
To see this, first recall that the tricritical point anchors one corner of the κ 4 < 0 region, and in the J = 0 theory, the critical end point continues to do so [9] . The reason is that κ 4 Eq. (9) has a local minimum where λ 3 = 0. For J = 0, λ 3 = 0 holds throughout the unbroken phase, but for any fixed J = 0, the relation λ 3 (g 2 , g 4 , ...) = 0 is an equation whose solution defines a line in the µ − T plane. The λ 3 = 0 line must pass through the critical end point. Differing trajectories of the phase boundary and λ 3 = 0 line are seen in the GN model, Figure 2 .
The critical end point is located by the conditions m 2 σ = λ 3 = 0, which means the coefficients g 2n satisfy [4] 
The vev v = σ is nonzero, as expected, and as the symmetry breaking is turned off J → 0 these equations return to their J = 0 limits. Since v 2 > 0, the CEP always shifts to the "southeast", into the fourth quadrant relative to the TCP of the J = 0 theory at g 2 = g 4 = 0.
To locate the λ 3 = 0 line, relax condition on m 2 σ to find that λ 3 = 0 is the set of points satisfying
The λ 3 = 0 line leaves the CEP parallel to the first order line, and hence proceeds in the direction of decreasing g 4 . With g 2 > 0 and g 4 < 0 near the critical point (Eq. (12)), the relation Eq. (13) requires that v decreases along the λ 3 = 0 line. In the high T limit, v → 0, so that the λ 3 = 0 line asymptotes to g 4 = 0 from below. Thus, from Eq. (13) we deduce that λ 3 = 0 typically cannot proceed close to the µ = 0 axis, since that would require that the tricritical point of the J = 0 theory is near the In the high T , low µ behaviour of κ 4 is given by expanding for small v:
which is valid where g 2 , g 4 > 0, far away from the lines where g 2 , g 4 vanish. Approaching from high T , κ 4 starts out negative just as in the J = 0 theory, and becomes positive just where the vev v becomes large enough that the second term starts to win over the first. Therefore, as the magnitude of explicit breaking increases enhancing the order parameter, the κ 4 = 0 line and κ 4 < 0 region move farther from the phase boundary.
We demonstrate the features derived above in the phase diagram and susceptibilities of the GN model. The fermion number susceptibilites behave very similarly to other models such as PNJL [11] . The GN model comprises N fermions in 1 spatial dimension with bare mass m 0 and a four-fermion interaction ∝ g 2 , and in the large N limit has a rich phase structure [12] . The physical mass m is given by mγ = (π/N g 2 )m 0 where γ = π/(N g 2 ) − ln Λ/m is the parameter controlling the magnitude of explicit symmetry breaking. At small µ, T , there is a chiral condensate ψ ψ and the order parameter is the effective mass M = m 0 − g 2 N ψ ψ . The effective potential is a function of M , and we focus on the region above and on the low µ side of the critical point [12] The phase diagram behaves as described modelindependently: For γ → 0, there is a tricritical point and second order line extending to the µ = 0 axis. For γ = 0, the second order line vanishes into a crossover and the critical end point shifts increasingly to the "southeast" away from the former tricritical point. Figure 2 compares the phase diagrams of the GN model for γ = 0 and γ = 0.1. For γ = 0 the phase boundary is determined as the peak in the chiral susceptibility,
as is used in lattice QCD studies [13] . The phase boundary stays near the critical line of the γ = 0 theory, which is robust for different values of γ. All our results are shown in units of m = 1. For γ = 0, the κ 4 < 0 region is delineated by the second-order line and the g 4 = 0 line. For γ = 0.1, it is delineated by the dot-dashed line with a cusp at the CEP. Varying γ, we see that the κ 4 < 0 region evolves continuously as a function of γ from its γ → 0 limit. The λ 3 = 0 line leaves the CEP parallel to the first order line, and the κ 4 < 0 region is approximately symmetric around it very near the CEP. However, the λ 3 = 0 line then asymptotes to the g 4 = 0 line, which pulls the κ 4 < 0 region away from the phase boundary.
We plot m 2 on the phase diagram in Figure 3 . The negative m 2 region forms a wedge opening up from the CEP and extends deeper across the phase boundary than the κ 4 < 0 region. Negative m 2 could be accessible to freeze-out at µ < µ CEP , and the signature would be a minimum followed by a rapid increase to a positive peak, as seen in the (green) freeze-out curve closest to the phase boundary. Moving freeze-out progressively away from the phase boundary, both the minimum and maximum of m 2 decrease in magnitude. Thus it is possible m 2 is only positive along the freeze-out curve (for example the lowest curve). Its maximum provides a residual signal of proximity to the CEP, seeing that the height of the peak decreases rapidly away from the phase boundary. Comparing upper and lower frames of Fig. 3 , we see that the peak in m 2 is always at a temperature higher (or µ lower) than the CEP. Strikingly, the black line is in good qualitative agreement with lattice and HIC results. However, nonmonotonic behaviour of m 2 along a single freeze-out line is insufficient to establish proximity to the CEP. Many possible freeze-out curves can be drawn that cross several contours of constant m 2 twice, and each will display a local maximum of m 2 as a function of µ or the collision energy. For this reason, it will be important to combine several probes of the phase diagram, and one way to start is to compare m 2 and m 1
In Figure 4 , we plot m 1 along the same hypothetical freeze-out curves. Like m 2 it displays a positive peak close the CEP, and the magnitude of the maximum decreases for freeze-out lines farther away from the phase boundary. Again, the peak is at higher temperature (lower µ) than the CEP. This fact appears to be universal, as it is seen an Ising-model evaluation of κ 3 and κ 4 similar to [9] . Despite many similarities, the topography of the peaks in m 1 and m 2 differ in detail. Combining measurements of these two observables along the freezeout curve, we may be able to extract more information about the CEP location.
To conclude, we have studied the fermion susceptibilities χ 2 , χ 3 , χ 4 analytically using a low energy effective theory for the order parameter field and numerically using the Gross-Neveu model as an example system. The model-independent analysis shows that larger quark mass pushes the critical end point to higher µ, and there are constraints on the position of the CEP relative to the tricritical point of the zero quark mass theory.
In agreement with previous work, nonmonotonic behaviour of m 1 and m 2 appears as a signal of the critical region in the phase diagram. Consistent with experimental data, we find m 2 first decreases as a function of chemical potential µ, which is a remnant of the m 2 < 0 region above the critical point. Seeing a large peak in m 2 at larger µ/smaller √ s would support this explanation of the data. However, it is necessary to accumulate as much corroborating evidence as possible to preclude false positive, and we note in this same region, m 1 is also expected to peak and decrease again. The peaks in m 1 , m 2 are typically not the point of closest approach, and the temperature of the peaks are ordered T max,m1 > T max,m2 > T CEP , a fact which might be leveraged to indicate the location of the critical point.
To the extent that the fireball is near thermodynamic equilibrium at freeze-out, the model independent features we find can be compared to experiment. It may be possible to refine the predictions by taking into account expansion dynamics [7] . More information may be extracted from the experimental data by combining measurements of m 1 and m 2 along the single available freeze-out curve (and possibly other curves available from lattice).
