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Abstract
We study in this paper the rate of convergence for learning distributions with the adversarial
framework and Generative Adversarial Networks (GANs), which subsumes Wasserstein, Sobolev
and MMD GANs as special cases. We study a wide range of parametric and nonparametric target
distributions, under a collection of objective evaluation metrics. On the nonparametric end, we
investigate the minimax optimal rates and fundamental difficulty of the density estimation under
the adversarial framework. On the parametric end, we establish a theory for general neural
network classes (including deep leaky ReLU as a special case), that characterizes the interplay
on the choice of generator and discriminator. We investigate how to obtain a good statistical
guarantee for GANs through the lens of regularization. We discover and isolate a new notion of
regularization, called the generator/discriminator pair regularization, that sheds light on the
advantage of GANs compared to classical parametric and nonparametric approaches for density
estimation. We develop novel oracle inequalities as the main tools for analyzing GANs, which is
of independent theoretical interest.
Keywords: Generative adversarial networks, implicit density estimation, oracle inequality,
neural network learning, pair regularization, leaky ReLU, nonparametric statistics.
1 Introduction
Generative models such as Generative Adversarial Networks (GANs) (Goodfellow et al., 2014; Li
et al., 2015; Arjovsky et al., 2017; Dziugaite et al., 2015) have recently stood out as an important
unsupervised method for learning and efficient sampling from a complex, multi-modal target data
distribution. Despite the celebrated empirical success, many questions on the theory (Liu et al.,
2017; Liang, 2017; Singh et al., 2018; Liu and Chaudhuri, 2018) and mechanism of GANs (Arora
and Zhang, 2017; Arora et al., 2017; Daskalakis et al., 2017; Mescheder et al., 2017) remain to be
resolved.
At the population level, one general formulation of the adversarial framework (Arjovsky et al.,
2017; Li et al., 2015; Dziugaite et al., 2015; Liu et al., 2017; Mroueh et al., 2017) considers the
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nonparametric view.”, available on arXiv:1712.08244, 2017. The previous version is no longer intended for publication.
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following minimax problem,
min
µ∼DG
max
f∈FD
E
Y∼µ
f(Y )− E
X∼ν
f(X).
In plain language, given a target distribution ν, one seeks for a probability distribution µ from a
generator class DG, such that it minimizes the loss incurred by the best test function inside the
discriminator class FD. In practice, both the generator and the discriminator classes are represented
by deep neural networks. To be concrete, DG quantifies the transformed implicit distributions
realized by a neural network with random input units (for example, uniform distribution), and FD
represents functions realizable by a certain neural network architecture. In practice, one only has
access to finite samples of the target distribution ν. Let us denote ν̂n to be the empirical measure
based on n i.i.d. samples from ν. Given finite data samples, the adversarial framework solves the
following problem
µ̂n = arg min
µ∼DG
max
f∈FD
E
Y∼µ
f(Y )− E
X∼ν̂n
f(X). (1.1)
The adversarial loss is also referred to as the integral probability metric (IPM). Define the IPM
for a symmetric function class F as
dF (µ, ν) := sup
f∈F
E
Y∼µ
f(Y )− E
X∼ν
f(X) = sup
f∈F
∫
Ω
f(dµ− dν).
By choosing different F ’s, the adversarial framework can express commonly used metrics. To name
a few, (1) Wasserstein GAN (Arjovsky et al., 2017): F consists of Lipschitz-1 functions, and the
IPM is the Wasserstein-1 metric dW (·, ·). (2) Maximum Mean Discrepancy (MMD) GAN (Dziugaite
et al., 2015; Li et al., 2015; Arbel et al., 2018): let H be a reproducing kernel Hilbert space (RKHS),
and F consists of functions with bounded RKHS norm F = {f ∈ H | ‖f‖H ≤ 1}. (3) Sobolev GAN
(Mroueh et al., 2017): F is the Sobolev space with certain smoothness. (4) Total Variation metric
dTV (·, ·): F represents all functions bounded by 1. Due to space constraints, we refer the readers to
Liu et al. (2017) for other formulations of GANs.
In the statistical literature, density estimation has been a conventional topic in nonparametric
statistics (Nemirovski, 2000; Tsybakov, 2009; Wassermann, 2006), as well as in parametric statistics
(Brown, 1986). In the parametric case, learning density simply reduces to parameter estimation. In
the nonparametric case, the minimax optimal rate of convergence has been understood fairly well,
for a wide range of density function classes quantified by the smoothness property (Stone, 1982).
We would like to point out a simple yet important connection between two fields: in nonparametric
statistics, the model grows in size to accommodate the complexity of the data, which is reminiscent
of the sample-dependent complexity (such as depth, width, or norms of weights) of the deep neural
networks. Therefore, characterizing rates with explicit dependence on the complexity of both the
generator and the discriminator (for neural network classes and more) will shed light on how well
GANs learn distributions.
The current paper studies both the Adversarial Framework and Generative Adversarial Networks
for learning densities from a statistical vantage point. The focus of the current paper is not on the
optimization side of how to solve for µ̂n efficiently, rather on the statistical front. We intend to
answer:
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1. How well GANs learn a wide range of target distributions (both nonparametric and parametric),
under a collection of objective evaluation metrics?
2. How to utilize the adversarial framework to achieve better theoretical guarantee through the
lens of regularization?
We discover and isolate a new notion of regularization, which we call generator/discriminator pair
regularization, that provides rigorous guidance on balancing the complexities of the generator and
discriminator. We emphasize that several curious features of this pair regularization appear to be
new to the literature. As a unified theme in the theory, we develop powerful oracle inequalities for
analyzing the generative adversarial framework, which could be of independent interest for further
theoretical research on GANs.
1.1 Contribution and Organization
The paper is organized into two main parts: the adversarial framework and the generative adversarial
networks.
Roadmap of Results and Overall Goal Our overall goal is to provide a complete statistical
treatment of the adversarial framework and GANs’ mechanism under two important settings: first,
the generator/discriminator being the nonparametric class for the adversarial framework; second, the
generator/discriminant being the class parametrized by neural networks as in GANs. We summarize
in Table 1 a roadmap of results for readers to navigate. In Table 1, we reserve the following symbols
for characteristics of the theorems.
(G†) : generator G mis-specified for ν, ν /∈ G (1.2)
(F‡) : discriminator F mis-specified for the metric, dF 6= deval
(m∗) : the result accounts for finite m samples of the generator
The main technical contributions are the development of the oracle inequalities for GANs, and
the formulation of the novel generator/discriminator pair regularization.
Adversarial Framework One key component of GANs is the adversarial framework: evaluating
the performance of the learned density by the adversarial loss. Under the adversarial loss dFD(·, ·)
(IPM induced by the specified discriminator FD), we study the minimax optimal rates for the
target density ν based on n-i.i.d. samples. We formulate such adversarial framework following
the classic nonparametric literature by considering a wide range of nonparametric target densities
µ and discriminator classes FD quantified by their smoothness property. Using a simple oracle
inequality, we extend to the case when the generator class DG mis-specifies the target density ν, for
the procedure
µ̂n = arg min
µ∼DG
max
f∈FD
E
Y∼µ
f(Y )− E
X∼ν̂n
f(X). (1.3)
This procedure is in a general form, not specific to neural networks.
Our contributions are: (1) we characterize the minimax optimal rates of the adversarial framework
for learning densities for classic nonparametric distribution families, and how to achieve them; (2)
we show how the structure of target ν and that of the class F affect the minimax rate explicitly, and
under what cases fast rates are possible.
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Table 1: Roadmap of results. The symbols are defined in (1.2): (G†) and (F‡) to denote the
mis-specification for the generator class and the discriminator class respectively, and (m∗) to indicate
the dependence on the number of generator samples.
Goal Evaluation
Metric
Results Generator
Class G
Discriminator
Class F
Property
Adversarial
Framework
(nonparametric)
dF
Sobolev
GAN
minimax
optimal
(Thm. 1)
Sobolev Wα Sobolev W β
MMD GAN upper
bound
(Thm. 2)
smooth
subspace in
RKHS
RKHS H
oracle
results
(Thm. 3)
any Sobolev W β G†
Generative
Adversarial
Networks
(parametric)
dTV leaky-ReLU
GANs
upper
bound
(Thm. 6)
leaky-ReLU leaky-ReLU F‡, m∗
dTV , dJS , dH any GANs oracle
results
(Thm. 4 &
5)
neural
networks
neural
networks
G†, F‡, m∗
dW Lipschitz
GANs
oracle
results
(Cor. 1)
Lipschitz
neural
networks
Lipschitz
neural
networks
G†, F‡, m∗
Generative Adversarial Networks In practice, GANs are parametrized by neural networks.
Built on top of the adversarial framework, we directly analyze the rates for the following parametrized
GANs estimator with the generator network G (parametrized by θ) and discriminator network F
(parametrized by ω)
θ̂m,n ∈ arg min
θ:gθ∈G
max
ω:fω∈F
{
Êmfω(gθ(Z))− Ênfω(X)
}
. (1.4)
Here m and n denote the number of the generator samples and target distribution samples. We
remark on two key facts about this procedure. First, the density estimator is implicit, which is the
distribution of the random variable g
θ̂m,n
(Z). Theory for the implicit density estimator (such as
GANs) is less developed in the literature. Second, the evaluation metrics we investigate include
Jensen-Shannon divergence dJS , Total Variation dTV , Wasserstein dW and Hellinger dH distances,
which are mis-specified by the generator F .
Our contributions are: (1) we study the parametric rates for the implicit density estimator
(density of g
θ̂m,n
(Z)) for the target ν, when both G and F are parametrized by general neural
networks; (2) We rigorously formulate the complex trade-offs on the choices of the generator G and
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the discriminator F as a pair regularization. We evaluate how this new notion of regularization
affects the rates for GANs; (3) As a direct application of the general theoretical framework, we
showcase how to identify good G and F pairs to obtain fast parametric rates using two examples:
learning densities realizable by deep leaky ReLU networks, and learning multivariate Gaussian
densities with GANs. In both cases, the upper rates do provide optimal sample complexity (up to
logarithmic factors).
Finally, the paper is organized as follows. Section 2 consists of main nonparametric results and
the adversarial framework. Section 3 contains the main parametric results for GAN with neural
network generator and discriminator classes, where we introduce the new notion of pair regularization.
Further discussions on the generator/discriminator pair regularization is deferred to Section 4. The
main proofs are collected in Section 5, with remaining proofs and supporting lemmas in Appendix A.
1.2 Preliminaries
We now introduce the preliminaries and notations. In the discussion, unless otherwise specified, we
restrict the input space to be Ω = [0, 1]d and the base measure to be the Lebesgue measure. We use
µ, ν, pi to denote the distributions, and also reserve µ(x), ν(x), pi(x) for the corresponding density
functions w.r.t the Lebesgue measure on Ω (the Radon-Nikodym derivative). In other words, for ease
of notation we use
∫
Ω f(x)µ(x)dx,
∫
Ω fdµ to denote the same integration. ‖f‖q :=
(∫
Ω |f(x)|qdx
)1/q
denotes the `q-norm, for 1 ≤ q ≤ ∞. For a vector w, ‖w‖q denotes the vector `q-norm. We use
the asymptotic notation A(n) - nα, if lim
n→∞
logA(n)
logn ≤ α, holding other parameters fixed, similarly
A(n) % nα if lim
n→∞
logA(n)
logn ≥ α. Call A(n)  nα if A(n) - nα and A(n) % nα. [K] := {0, 1, . . . ,K}
refers to the index set, for any K ∈ N>0. For a vector or a multi-index (possibly infinite dimensional),
the subscript i denotes the i-th component.
Next, we introduce the function spaces. Let d denotes the dimension. For a multi-index γ ∈ Nd0,
we use D(γ) to denote the γ-weak derivative for a function. For example, for infinitely differentiable
f ∈ C∞(Ω), D(γ)f takes the form D(γ)f = ∂|γ|f/∂xγ11 . . . ∂xγdd .
Definition 1 (Sobolev space: α ∈ N>0). For an integer α, define the Sobolev space Wα,q(r) for
1 ≤ q ≤ ∞ with radius r ∈ R≥0 to be
Wα,q(r) :=
f ∈ Ω→ R : (∑|γ|≤α ‖D(γ)f‖qq)1/q ≤ r
 ,
where γ is a multi-index and D(γ) denotes the γ-weak derivative.
We further consider general Reproducing Kernel Hilbert Space (RKHS) H ⊂ L2pi (with pi as the
base measure) endowed with RKHS norm ‖ · ‖H, and the corresponding positive semidefinite kernel
K(·, ·) : Ω× Ω→ R. By the Mercer’s theorem, one can characterize this RKHS via the following
integral operator Tpi : L2pi → H.
Definition 2 (Integral operator of RKHS). Define the integral operator Tpi : L2pi → H,
Tpif(z) =
∫
Ω
K(z, ·)f(·)dpi(·),
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and denote the eigenfunctions of this operator by ψi, and eigenvalues by ti, i ∈ N, with
Tpiψi = tiψi, and
∫
Ω
ψiψjdpi = δij .
The following notion of combinatorial dimension for real-valued function is credited to Pollard
(1990), which we will employ as a complexity measure in deriving rates for GANs.
Definition 3 (Pseudo-dimension). Let F : Ω→ R be a class of functions. The pseudo-dimension of
F , denoted by Pdim(F), is the largest integer m such that there exists (Xi, yi) ∈ Ω×R, 1 ≤ i ≤ m such
that for any (b1, . . . , bm) ∈ {−1, 1}m there exists f ∈ F such that sign(f(Xi)− yi) = bi,∀1 ≤ i ≤ m.
For a class F of real-valued functions, we can also define its Vapnik-Chervonenkis dimension
VCdim(F) := VCdim(sign(F)).
Finally, for two functions f : Rd → R and g : Rp ∈ Rd, we denote f ◦ g to be the composition
f(g(x)). We use the following notion for composition of function classes
F ◦ G := {f ◦ g | ∀f ∈ F , g ∈ G}. (1.5)
2 The Adversarial Framework
We start with investigating the adversarial framework including the Wasserstein, Sobolev, and MMD
GANs. Recall that the adversarial framework employed by GANs proposes to evaluate the accuracy
of learning densities via the adversarial loss specified by the discriminator class. The goal of this
section is to study the fundamental difficulty and minimax optimal rates of learning a wide range of
densities for different evaluation metric defined by the adversarial framework. Through the lens of
nonparametric statistics, we answer how the structure of the density and the choice of the evaluation
metric affect the minimax rates, and when fast rates are possible.
2.1 Minimax Optimal Rates
Theorem 1 (Minimax optimal rates, Sobolev). Consider Ω = [0, 1]d. Consider the target density
ν(x) ∈ G = Wα(r) (w.r.t. the Lebesgue measure) in the Sobolev space with smoothness α ∈ N≥0
for some constant r > 0, and the evaluation metric induced by F = W β(1) the Sobolev space with
smoothness β ∈ N≥0. Then the minimax optimal rate is
inf
ν˜n
sup
ν∈G
E dF (ν, ν˜n)  n−
α+β
2α+d ∨ n− 12 ,
where ν˜n is any estimator for ν based on n i.i.d. drawn samples X1, X2, . . . Xn ∼ ν.
Remark 1. The above establishes the minimax optimal rate for Sobolev GAN (β = 1 for Wasserstein
GAN as a special case), with explicit dependence on the smoothness of the density α and that of
the evaluation metric β. First, note there is an interesting transition at β = d/2 (without depending
on α): above it the rate is parametric n−1/2, and below it the rate is nonparametric. Second, to
avoid the curse of dimensionality in the rates, one needs the sum of smoothness to be proportional
to the dimension, i.e. α+ β = Θ(d). Note when β is large, the rate is indeed faster, however under
a weaker evaluation metric. How to choose good discriminator F with provable guarantee under
strong evaluation metric such as dTV for GANs will be answered in Theorems 4-6.
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Remark 2 (Relations to the literature). The above theorem is an improvement to an earlier draft
(Liang, 2017) of this paper, which was the first to formalize nonparametric estimation under the
adversarial framework. Admittedly, the improvement for the upper bound is in one line of the
original argument, specifically Eqn. (5.1). The minimax lower bound of n−
α+β
2α+d was first established
in this paper (the earlier draft, Liang (2017), p.18-19, for density estimation). In this version we also
provide a formal construction for the lower bound of n−
1
2 . We acknowledge an improvement of the
upper bound in Liang (2017) was also carried out in a concurrent work (Singh, Uppal, Li, Li, Zaheer,
and Póczos, 2018), in a general form (see also the reference therein). We remark that the optimal
upper bound was also obtained by Mair and Ruymgaart (1996), in a slightly different setting.
One can generalize the above theorem to more general RKHS. The motivation is to accommodate
target distributions supported on image manifolds, with similarity better measured by non-linear
kernels. It is useful to derive the explicit dependence on the intrinsic dimension of the manifold
and the kernel, rather than the ambient dimension d. The Sobolev space considered in Thm. 1 is a
special RKHS. In addition, the generalization will enable us to provide theoretical rates for MMD
GAN (Dziugaite et al., 2015; Li et al., 2015; Arbel et al., 2018).
In the next theorem, we assume that for all target density ν ∈ G of interest and all i ∈ N>0,
there exists a universal constant on the variance of eigenfunctions in Def. 2,
E
X∼ν
ψi(X)
2 ≤ C. (2.1)
Theorem 2 (MMD rates, RKHS). Consider a RKHS H ∈ L2pi with base measure pi. Assume that the
eigenvalues of the integral operator Tpi decay as ti  i−κ for all i, with parameter κ ∈ R>0. Consider
the evaluation metric F = {f | ‖f‖H ≤ 1}, and the target distribution ν, whose Radon-Nikodym
derivative dνdpi w.r.t the base measure pi lies in a smooth subspace G = {ν | ‖T
−(α−1)/2
pi
dν
dpi‖H ≤ r} with
smoothness parameter α ∈ R>0 (for some fixed radius r > 0). Under the assumption (2.1), we have
sup
ν∈G
E dF (ν, ν˜n) - n−
(α+1)κ
2ακ+2 ∨ n− 12 .
Remark 3. Remark that the above corollary works with general base measure pi and domain Ω.
Here the target (Radon-Nikodym derivative dνdpi ) lies in a subset of the RKHS, with α quantifies its
smoothness: the high frequency component decays sufficiently fast. This is a standard formulation
studied in the RKHS literature, see Caponnetto and De Vito (2007). The parameter κ describes
the intrinsic dimension of the integral operator. When κ > 1, the intrinsic dimension (trace of
Tpi) is bounded as Tr(Tpi) =
∑
i≥1 i
−k ≤ C, therefore the upper bound reads the parametric rate
n−
(α+1)κ
2ακ+2 ∨ n− 12 = n−1/2. When κ < 1, to obtain E dF (ν, ν˜n) ≤ , the sample complexity scales
n = 2+
2
α+1(
1
κ
−1).
Therefore the curse of dimensionality only appears in the “effective dimension”, described by 1/κ− 1.
The Sobolev space W β can be regarded as a special RKHS with κ = 2βd . Therefore the lower
bound in Thm. 1 suggests that the rate for MMD GAN is also sharp, for a particular subclass.
2.2 Oracle Inequality and Regularization
In this section, we use a simple oracle inequality to show that when the generator class DG —
typically represented by neural networks — is mis-specified for the target distribution ν, one can
still derive oracle results based on the adversarial framework.
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Let us recall the notations. Denote DG to be class of distributions represented by the generator,
and FD to be the class of functions realized by the discriminator
µn = arg min
µ∼DG
max
f∈FD
{
E
Y∼µ
f(Y )− E
X∼νn
f(X)
}
. (2.2)
where νn is some estimate of the density based on n i.i.d. drawn samples from the target distribution
ν.
The goal in this section to extend our adversarial framework to obtain upper rates for (2.2). In
addition, the oracle inequalities (Lemma 1 and 2) developed will be crucial for model mis-specification,
which makes the results of practical relevance.
Theorem 3 (Mis-specification: nonparametric). Let DG be any generator class. Consider the
discriminator metric (and the evaluation metric) induced by FD = W β(1). Consider the target
density ν(x) ∈ Wα(r). With the empirical measure ν̂n := 1n
∑n
i=1 δXi as the plug-in, the GAN
estimator
µ̂n ∈ arg min
µ∈DG
max
f∈FD
{∫
Ω
fdµ−
∫
Ω
fdν̂n
}
,
learns the target density with rate
E dFD(µ̂n, ν) ≤ min
µ∈DG
dFD(µ, ν) + n
−β
d ∨ log n√
n
.
In contrast, there exists a smoothed/regularized empirical measure ν˜n as the plug-in
µ˜n ∈ arg min
µ∈DG
max
f∈FD
{∫
Ω
fdµ−
∫
Ω
fdν˜n
}
,
where a faster rate is attainable
E dFD(µ˜n, ν) ≤ min
µ∈DG
dFD(µ, ν) + n
− α+β
2α+d ∨ 1√
n
.
The proof of the above theorem is based on the following simple oracle inequality Lemma 1.
Later, we will generalize the oracle inequality (see Lemma 2) to establish rates when both the
generator and discriminator are neural networks, and when one only has finite m-samples from the
generator. Curiously, a generalization of the oracle inequality gives rise to a curious notion of pair
regularization, which we will study in Section 3.
Lemma 1 (Simple oracle inequality). Under the condition that FD is symmetric class, i.e., FD =
−FD, the GAN estimator in (2.2) satisfies
dFD(ν, µn) ≤ min
µ∈DG
dFD(µ, ν) + 2dFD(ν, νn),
where we refer the first term as the approximation error, and second as the stochastic error.
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Remark 4 (Regularization). Observe that the rates satisfy n−
α+β
2α+d ∨ n−1/2 - n−βd ∨ n−1/2 log n.
Namely, the regularized empirical density as the plug-in for GANs attains a better upper bound. We
mention that to obtain a implementable algorithm for the smoothed/regularized empirical density
ν˜n(x) in Thm. 3, one may use the following in practice
ν˜n(x) =
1
nhn
K
(
x− xi
hn
)
,
with specific choices of the kernel K and bandwidth hn as in the nonparametric literature. When
using the Gaussian kernel, this so-called “instance noise” technique (Sønderby et al., 2016; Arjovsky
and Bottou, 2017; Mescheder et al., 2018) is used in GAN training: each time when evaluating the
stochastic gradients for generator/discriminator, sample a mini-batch of data and then perturb them
by a Gaussian. Statistically, one may view this data augmentation (or stability to data perturbation)
as a form of regularization (Yu, 2013), to prevent the generator from memorizing the empirical data
and learning a too complex model. We will show in Section 3 that, specific choice of generator and
discriminator pair can also serve the goal of regularization in the parametric regime, in a curious
way.
3 Generative Adversarial Networks
In this section, we consider when both the generator and discriminator are neural networks, and
derive rates applicable to GANs used in practice. To be specific, let F = {fω(x) : Rd → R} be the
discriminator functions realized by a neural network with parameter ω describing the weights of the
network. Let G = {gθ(z) : Rd → Rd} be the generator neural network transformation with weights
parameter θ. Consider Z ∼ pi as the random input distribution with distribution pi, and the target
distribution X ∼ ν. Denote µθ as the density of gθ(Z). Consider the parametrized GAN estimator
used in practice
θ̂m,n ∈ arg min
θ:gθ∈G
max
ω:fω∈F
{
Êmfω(gθ(Z))− Ênfω(X)
}
, (3.1)
where m and n denote the number of the generator samples and target distribution samples.
Let us state the goal of the current section, and connections to the adversarial framework
established. So far, we have derived the optimal rates for nonparametric densities under strong
evaluation metric such as Wasserstein (β = 1) or total variation distance (β = 0). The curse of
dimensionality in sample complexity is inevitable unless the density class of interest is sufficiently
structured (smooth). Two questions are raised naturally. First, for the structured parametric
densities such as the ones parametrized by the generator networks in GANs, are fast parametric rates
attainable? Second, can one obtain fast rates under the strong evaluation metric via discriminator
networks in GANs, which is mis-specified and differs from the evaluation metric? We will answer
both questions, directly for GANs estimator (3.1).
3.1 Generalized Oracle Inequality and Parametric Rate
First, we will generalize the oracle results to GANs estimator θ̂m,n (3.1). Then we will show that
the oracle approach, when applied to neural networks as in Thm. 4, sheds light on the choice of
generator/discriminator pair as regularization.
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Lemma 2 (Generalized oracle inequality). Consider the GAN estimator θ̂m,n defined in (3.1). Recall
the composition in Def. (1.5). Under the condition that F and F ◦ G are symmetric, the following
oracle inequality holds for any µθ with gθ ∈ G,
dF
(
µ
θ̂m,n
, ν
)
≤ dF (µθ, ν) + 2dF (ν̂n, ν) + dF
(
µ̂mθ , µθ
)
+ dF◦G(pim, pi).
Here for any measure µ, we use µ̂n to denote the empirical measure with n i.i.d. samples from µ.
The innovative aspects of the above lemma are two-fold. Firstly, the lemma provides upper
bound on the implicit density estimator µ
θ̂m,n
(distribution of the random variable g
θ̂m,n
(Z)), without
knowing the explicit form of the density in general. We do have direct sampling mechanisms by
transforming the random variable Z, which is a computational advantage. Secondly, we show the
dependence on the number of generator samples m, in addition to the number of target samples n.
The role and complexity of the generator network is made explicit in the bound. It is clear that
when m→∞, the current lemma reduces to Lemma 1.
Next, we apply Lemma 2 to establish parametric rates for densities realized by neural networks,
in the following Thm. 4 and 6 (with their corollaries). We emphasize again here that GANs only use
a mis-specified discriminator F parametrized by neural networks with limited capacity. And dF is
different from the the objective evaluation metrics such as dTV , dH .
Theorem 4 (GANs upper rate on KL: parametric). Consider GANs estimator
θ̂m,n ∈ arg min
θ:gθ∈G
max
ω:fω∈F ,‖fω‖∞≤B
{
Êmfω(gθ(Z))− Ênfω(X)
}
. (3.2)
where B > 0 is some absolute constant, m and n denote the number of the generator samples and
target distribution samples. Recall the pseudo-dimension defined in Def. 3. Then for total variation
distance, and Kullback-Leibler divergence, we have
E d2TV
(
ν, µ
θ̂m,n
)
≤ 1
4
[
E dKL
(
ν||µ
θ̂m,n
)
+ E dKL
(
µ
θ̂m,n
||ν
)]
≤ 1
2
sup
θ
inf
ω
∥∥∥∥log νµθ − fω
∥∥∥∥
∞
+
B
4
√
2
inf
θ
∥∥∥∥log µθν
∥∥∥∥1/2
∞
(3.3)
+ C ·
√
Pdim(F)
(
logm
m
∨ log n
n
)
∨
√
Pdim(F ◦ G) logm
m
,
where C > 0 is some universal constant independent of Pdim(F), Pdim(F ◦ G) and m,n.
The upper bound in the above theorem on the Jensen-Shannon/Kullback Leibler divergence
(and TV distance) consists of three parts: the approximation errors A1(F ,G, ν), A2(G, ν) and the
stochastic error S(F ,G, n,m),
A1(F ,G, ν) := 1
2
sup
θ
inf
ω
∥∥∥∥log νµθ − fω
∥∥∥∥
∞
(3.4)
A2(G, ν) := B
4
√
2
inf
θ
∥∥∥∥log µθν
∥∥∥∥1/2
∞
Sn,m(F ,G) :=
√
Pdim(F)
(
logm
m
∨ log n
n
)
∨
√
Pdim(F ◦ G) logm
m
.
10
We emphasize that the term A1(F ,G, ν) is in the supθ infω form, which is crucial and differs from the
adversarial idea with the form infθ supω. In English, A1(F ,G, ν) describes how the best discriminator
function fω that can express the class of density ratios µθ/ν, A2(G, ν) reflects the the expressiveness
of the generator class, and Sn,m(F ,G) describes the statistical complexity of both the generator and
discriminator. In the next section, we will elaborate on the interplay among the two approximation
error terms A1(F ,G, ν), A2(G, ν), and the stochastic error term Sn,m(F ,G).
Remark 5. To obtain non-trivial rates, the above theorem requires µθ and ν to be absolutely
continuous, for all θ of interest. However, this is not essential, as similar results hold qualitatively
the same for the non-absolutely continuous case, based on the Hellinger distance. As shown in the
next theorem, −1 ≤
√
ν−√µθ√
ν+
√
µθ
≤ 1 is well-defined even for non-absolutely continuous distributions µθ
and ν.
Theorem 5 (GANs upper rate on Hellinger: parametric). Consider the same GANs estimator θ̂m,n
as in Thm. 4. The for the Hellinger distance,
dH(µ, ν) :=
(∫
(
√
µ(x)−
√
ν(x))2dx
)1/2
, (3.5)
we have
E d2TV
(
ν, µ
θ̂m,n
)
≤ E d2H
(
ν, µ
θ̂m,n
)
≤ 2 sup
θ
inf
ω
∥∥∥∥∥
√
ν −√µθ√
ν +
√
µθ
− fω
∥∥∥∥∥
∞
+ 2B inf
θ
∥∥∥∥∥
√
ν −√µθ√
ν +
√
µθ
∥∥∥∥∥
∞
(3.6)
+ C ·
√
Pdim(F)
(
logm
m
∨ log n
n
)
∨
√
Pdim(F ◦ G) logm
m
,
where C > 0 is some universal constant.
Finally, as a corollary of Thm. 4, one can establish similar results for the Wasserstein distance.
Corollary 1. Recall the definitions in (3.4). Assume that F is with Lipschitz constant LF and G
with LG. Then for either (1) Z ∼ N(0, Id), or (2) Z,X lie in [0, 1]d, we have
E d2W
(
ν, µ
θ̂m,n
)
≤ C1 ·A1(F ,G, ν) + C2 ·A2(G, ν) + C3 · Sn,m(F ,G)
where C1, C2, C3 > 0 are some constants independent of Pdim(F), Pdim(F ◦G) and m,n, but depend
on LF , LG.
3.2 Generator/Discriminator Pair Regularization
In this section, we investigate the new pair regularization, and its trade-off presented in Thm. 4.
One key fact about regularization in GAN is that both the generator and discriminator are choices
of “tuning parameters”, for users to specify. Therefore, the trade-off is more complex. For a target
density of interest, we use the following two thought experiments to explain the intricacies on the
interplay between the generator/discriminator pair.
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1. For a fixed generator class G, when the discriminator class F becomes more complex, it will
be easier for the discriminator to tell apart good and bad generators in the TV sense (w.r.t.
the target distribution). However, the stochastic error becomes larger as one is learning from a
large discriminator model in GANs. This is reflected in the upper bounds obtained in Thm. 4
and 5, shown along the blue dashed arrow direction in Fig. 1.
2. For a fixed discriminator class F , as the generator G becomes richer, it is capable of expressing
densities that are closer to the target distribution. However, at the same time it introduces
difficulty for two reasons. First, the generator may create densities that are far away from the
target in the TV sense, but being indistinguishable to the discriminator. Second, the stochastic
error becomes worse as one is learning from a larger generator model. This is shown by the
red dashed arrow direction in Fig. 1.
In general, regularization using the generator/discriminator pair is more subtle than the conventional
bias-variance (or approximation-stochastic error) trade-offs. We visualize such trade-offs in Fig. 1,
with A1(F ,G, ν), A2(G, ν) and Sn,m(F ,G) defined in (3.4). Here, the tuning parameters lie in a two
dimensional domain, rather than in an one dimensional index. For a fixed target ν, as (G,F) both
become richer, A2(G, µ) decreases, Sn,m(F ,G) increases, but A1(F ,G, ν) may increase, decrease or
stay unchanged. On one hand, one can eliminate some (G,F) pairs due to notions of dominance
on the two dimensional domain. The simple U-shaped picture for bias-variance trade-off no longer
exists. On the other hand, by stepping into the two dimensional tuning domain, there are more
choices for tuning pairs that potentially give rise to better rates, which we will showcase in Thm. 6.
Generator Class 
D
is
c
ri
m
in
a
to
r 
C
la
s
s
 
 
and  
dominated by 
 
, ,  
, 
Figure 1: Pair regularization diagram on how well GANs learn densities in TV distance, when tuning
with generator G and discriminator F pair. The diagram is illustrated based on upper bounds on TV
distance, namely A1(F ,G, ν) +A2(ν,G) +Sn,m(F ,G) in Thm. 4. The red shaded region corresponds
to A2(G, ν) = 0 and the blue shaded region is A1(F ,G, ν) = 0. The grey dashed line corresponds
to the indifference curve for the statistical error Sn,m(F ,G). One can see that the choice (G?,F?)
dominates the other choices in the grey shaded area, and the other choice on the same grey dashed
line.
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The following corollary concernsA1(F ,G, ν) andA2(G, ν) through choosing the generator/discriminator
pair, as a step towards understanding the new notion of pair regularization for GANs.
Corollary 2 (Choice of generator/discriminator). Consider the target density class log ν ∈ DR, and
the generator class logµθ ∈ DG. With the discriminator chosen as
FD = DR −DG := {log ν − logµθ | for all log ν ∈ DR, logµθ ∈ DG},
then
A1(F ,G, ν) = 0. (3.7)
In addition, if the generator is well-specified in the sense DG ⊇ DR, then
A2(G, ν) = 0. (3.8)
And (3.7) and (3.8) altogether imply E d2TV
(
ν, µ
θ̂m,n
)
- Sn,m(F ,G).
Remark 6 (Pair regularization and diagram). Let us illustrate the above corollary using Fig. 1.
Eqn. (3.7) corresponds to the blue shaded region in the diagram, Eqn. (3.8) represents the red
shaded region, and the intersection is highlighted by the grey shaded region. At the intersection, the
approximation error A(F ,G, ν) is zero, so all pairs are dominated by the choice (G?,F?) (as other
pairs have a larger variance Sn,m(F ,G)). In addition, we argue that (G?,F?) is also the best solution
along the indifference curve for Sn,m(F ,G), denoted by the grey dashed line. To see this, moving
(G?,F?) towards the northwest direction on the indifference curve away from (G?,F?), A1, Sm,n stay
unchanged, but A2(G?, ν) ≤ A2(G′, ν). Moving (G′,F ′) towards the southeast direction, A2, Sm,n
stay the same, but A1(G?,F?, ν) ≤ A1(G′,F ′, ν). Similarly, one can argue that all pairs above the
indifference curve is dominated by (G?,F?).
We acknowledge that the diagram is illustrated using an upper bound on the TV distance,
however, qualitatively, similar phenomenon extends to E d2TV
(
ν, µ
θ̂m,n
)
and E d2H
(
ν, µ
θ̂m,n
)
(see
the first paragraph in Section 3.2). We defer the further discussion on the pair regularization versus
classic regularization to Section 4.
3.3 Applications: Leaky ReLU Networks
We showcase how to apply our theory and regularization insight to GANs used in practice in this
section. We consider two special cases of leaky ReLU generator and discriminator, to make explicit
the rates for estimating parametric densities. The main tools are Thm. 4 and the pair regularization.
The goal of this section is to show for good choice of (G,F), near optimal sample complexity is
attainable. Admittedly, we do not aim to identify the optimal pair of (G?,F?) over the entire two
dimensional turning domain. In fact, such optimization can be hard. The reason is, to characterize
the implicit density of g
θ̂m,n
(Z) given by neural networks transformations, and how it approximates
general nonparametric target density ν is a challenging future work outside the statistical goal of
the current paper.
Let’s introduce the neural networks parameter space. The generator x = gθ(z) : Rd → Rd is
parametrized by a multi-layer perceptron (MLP):
h0 = z,
hl = σa(Wlhl−1 + bl), 0 < l < L
x = WLhL−1 + bL,
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where hl denotes the output of hidden units, and x is the transformed final output of the MLP. Here
the activation is leaky ReLU
σa(t) = max{t, at}, for some fixed 0 < a ≤ 1. (3.9)
Denote the parameter space for the generator weights as
θ ∈ Θ(d, L) := {θ = (Wl ∈ Rd×d, bl ∈ Rd, 1 ≤ l ≤ L) | rank(Wl) = d,∀1 ≤ l ≤ L}.
We require the Wl to be full rank so that the generator transformation gθ is invertible. One can
verify, when the input distribution Z ∼ U([0, 1]d) is uniform, the class of densities realizable by
gθ(Z), for θ ∈ Θ(d, L) has the following closed form,
logµθ(x) = c1
L−1∑
l=1
d∑
i=1
1mli(x)≥0 + c0(θ), (3.10)
with some proper choice of c1, c0(θ). Here mli(x) is the function computed by the i-th hidden unit in
the l-th layer of a certain MLP 1, with dual leaky ReLU activation (defined in next paragraph) and
weights properly chosen as a function of θ. For details, see derivation (5.6) and (5.8). Remark that
from the closed form expression, as the depth grows (as a function of n), the generator is capable of
expressing increasingly complex distributions. Clearly from the expression, one can see that for any
θ, θ′ ∈ Θ(d, L), µθ and µθ′ are absolutely continuous.
The discriminator fω(x) : Rd → R is parametrized by a feedforward neural network with
activation functions include dual leaky ReLU activation
σ?a(t) := min{t, at}, for a ≥ 1, (3.11)
and threshold activation σ?∞(t) := 1t≤0. The structure a feedforward network is that hidden units
are grouped in a sequence of L layers (the depth of the network), where a node is in layer 1 ≤ l ≤ L,
if it has a predecessor in layer l − 1 and no predecessor in any layer l′ ≥ l. Computation of the final
output unit proceeds layer-by-layer: at any layer l < L, each hidden unit u receives an input in
the form of a linear combination x˜′uwu + bu, and then outputs σa(x˜′uwu + bu), where the vector x˜u
collects the output of all the units with a directed edge into u (i.e., from prior layers). ω denotes all
the weights in such feedforward network.
Theorem 6 (Leaky-ReLU generator and discriminator, uniform as input). Consider a multi-layer
perceptron generator gθ : Rd → Rd, θ ∈ Θ(d, L) with depth L and width d, using leaky ReLU σa(·)
activation (3.9) with any 0 < a ≤ 1. Consider the class of realizable densities, i.e., X ∼ ν enjoys the
same distribution as gθ∗(Z) with some θ∗ ∈ Θ(d, L) and Z ∼ U([0, 1]d). Choose the discriminator
fω : Rd → R to be a feedforward neural network (architecture shown in Fig. 2) with depth L+2, using
dual leaky ReLU σ?1/a(·) (3.11) and threshold activations (only at the final layer), with parameter
ω ∈ Ω(d, L) defined in (5.10).
Then, the GAN estimator µ
θ̂m,n
defined in (3.2), satisfies the following parametric rates for the
total variation distance,
E d2TV
(
ν, µ
θ̂m,n
)
-
√
d2L2 log(dL)
(
logm
m
∨ log n
n
)
.
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Generator 
Discriminator 
Figure 2: Illustration of discriminator F (feed-forward network) and generator G (multi-layer
perceptron) in Theorem 6, for L = 3.
Remark 7 (Relations to literature). The above theorem is built on top of Thm. 4 and Cor. 2.
Remark here we use the neural networks’ architecture as pair regularization. Remark that in our
setting, we can allow for very deep ReLU neural network with L -
√
n ∧m/ log(n ∧m), with
generator’s width being as small as the dimension d.
Investigations on the parametric rates for GANs have been considered in Bai, Ma, and Risteski
(2018), based on spectral norm-based capacity controls as regularization of networks, i.e. ∀l ∈
[L], ‖Wl‖op, ‖W−1l ‖op ≤ C. The approach they are taking is to establish multiplicative equivalence
on dF (µ, ν)  dW (µ, ν) for µ, ν ∈ G restricted to the generator class.
In contrast, we make use of the oracle inequality approach developed in an early version of the
current paper (Liang, 2017), and the notion of pair regularization. We study through the angle of
pseudo-dimensions, without requiring that the spectral radius of each Wl,W−1l is bounded. This
has two advantages. First, the generator class can express a wider range of densities, as we only
require that Wl has full rank. Second, we make explicit the dependence of the depth of the neural
networks L in the rate. In addition, we were able to get a better polynomial dependence on both
the dimension d and the depth L, in the error.
Finally, as a sanity check, we show that GANs can also achieve the correct dimension dependence
in sample complexity (n = O(d2 log d)) when estimating multivariate Gaussian with unknown mean
and covariance (where from information-theoretic lower bound we need at least n = O(d2) samples).
This is to showcase that with the power of pair regularization, GANs can obtain provable guarantee
in classic statistical realms.
Corollary 3 (Multivariate Gaussian estimation, isotropic Gaussian as input). Consider ν ∼
N(b∗,Σ∗) to be a multivariate Gaussian in Rd. Consider a linear generator (neural network with
no hidden layer) with input distribution N(0, Ip) (p ≥ d), and the discriminator to be a one hidden
layer neural network with quadratic activation σ(t) = t2, the GAN estimator µ
θ̂m,n
defined in (3.2),
1The architecture and weights depend on the generator network gθ, with depth L and d hidden units in each layer.
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satisfies the following rates,
E d2TV
(
ν, µ
θ̂m,n
)
-
√
d2 log d
n
+
(pd+ d2) log(p+ d)
m
.
4 Conclusion and Discussion
We further discuss on the following question: even overlooking computation, what is the advantage
of GANs compared to classic nonparametric density estimation, and the classic parametric models.
We use the diagram as in Fig. 1 to point out some conclusions (based on Thm. 1-5 obtained in this
paper) and some conjectures.
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Figure 3: Diagram for generator/discriminator pair regularization.
1. Classic parametric models: can be viewed as the left interval (along y-axis) in Fig. 3, where
the generator class G is simple and limited. The discriminator can be viewed as assessing how
well we are estimating the finite parameters, which relates to how well we are learning densities
in the parametric class. More advanced discriminator won’t help. The pair regularization
effectively reduces to one dimensional tuning on the discriminator: what is a good loss function
on the parameter set.
2. Classic nonparametric density estimation: can be viewed as the top interval (along x-axis) in
Fig. 3. Here the dF = dTV , and by tuning the generator class G (using sieves, kernels, etc.),
one can achieve the optimal rates when the target density lies in a certain nonparametric class.
The minimax theory for the adversarial framework (Thm. 1) informs us, when the target is
truly nonparametric, tuning with the generator class is optimal: there is no theoretical gain in
utilizing the generator/discriminator pair to tune. Though, with simpler evaluation metrics,
one can obtain faster rates, shown in Thm. 1.
3. Empirical density, or data memorization: can be viewed as the right interval (along y-axis)
in Fig. 3. Here the generator class is flexible enough to memorize the training data, and one
should try to avoid this by means of regularization (Thm. 3).
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4. For a certain target density ν (in between parametric and nonparametric for many realistic
cases), tuning with the generator and discriminator pair (G,F) as illustrated in Fig. 3 could
potentially do better than both that in the parametric and nonparametric tuning domains.
We conjecture that tuning with the generator/discriminator pair (G?,F?) could potentially
explain the empirical success of GANs on the statistical side, as one has the choice of flexibly
tuning the generator and discriminator pair with deep neural networks, in the two dimensional
domain balancing A1(F ,G, ν), A2(G, ν), Sn,m(F ,G) simultaneously.
Admittedly, to fully understand such phenomenon in pair-regularization, one may need to re-think
the class of distributions of interest, and what constitutes “low complexity/structured” class rather
than the “smoothness” used in the nonparametric literature. In this paper, we only consider the
statistical problem of how well GANs learn density, assuming the optimization, say (3.2), can be
done to sufficient accuracy. Admittedly, computation of GANs is a considerably harder question
(Mescheder, Nowozin, and Geiger, 2017; Daskalakis, Ilyas, Syrgkanis, and Zeng, 2017; Liang and
Stokes, 2018; Arbel, Sutherland, Bińkowski, and Gretton, 2018; Lucic, Kurach, Michalski, Gelly, and
Bousquet, 2017), which we leave as future work.
5 Proof of Main Results
5.1 Oracle Inequalities
We now develop the oracle inequalities, which are the main innovative tool for analyzing the rates
for GANs. We remark that these are deterministic inequalities that hold generally, which could be
of independent interest for further research on GANs.
Proof of Lemma 1. For any µ ∈ µG, we know that due to the optimality of GAN in (2.2),
dFD(µ, νn)− dFD(µn, νn) ≥ 0.
Due to the triangle inequality of IPM, we have
dFD(µn, ν) ≤ dFD(µn, νn) + dFD(νn, ν)
≤ dFD(µ, νn) + dFD(νn, ν) (optimality of νn)
≤ dFD(µ, ν) + dFD(ν, νn) + dFD(νn, ν).
Now take µ = arg minµ∈µG dFD(µ, ν), and recall that FD is symmetric around 0, we have
dFD(µn, ν) ≤ minµ∈µG dFD(µ, ν) + 2dFD(ν, νn).
Proof of Lemma 2. For ease of notation, we abbreviate θ̂m,n as θ̂ in this proof when there is no
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confusion. Recall GANs estimator (3.1), and the definition of dF
(
µ
θ̂m,n
, ν
)
, we have
dF
(
µ
θ̂m,n
, ν
)
= sup
fω∈F
{
E fω ◦ gθ̂(Z)− E fω(X)
}
≤ sup
fω∈F
{
E fω ◦ gθ̂(Z)− Ênfω(X)
}
+ sup
fω∈F
{
Ênfω(X)− E fω(X)
}
≤ sup
fω∈F
{
Êmfω ◦ gθ̂(Z)− Ênfω(X)
}
+ sup
fω∈F
{
E fω ◦ gθ̂(Z)− Êmfω ◦ gθ̂(Z)
}
+ sup
fω∈F
{
Ênfω(X)− E fω(X)
}
.
Here the first inequality we insert the quantity Ênfω(X), and the second we insert the quantity
Êmfω ◦ gθ̂(Z) to the first term. For any θ such that gθ ∈ G, we recall the optimality condition of
GANs estimator
sup
fω∈F
{
Êmfω ◦ gθ̂m,n(Z)− Ênfω(X)
}
≤ sup
fω∈F
{
Êmfω ◦ gθ(Z)− Ênfω(X)
}
,
then one can proceed with (for any θ with gθ ∈ G)
dF
(
µ
θ̂m,n
, ν
)
≤ sup
fω∈F
{
Êmfω ◦ gθ(Z)− Ênfω(X)
}
(optimality of θ̂m,n)
+ sup
fω∈F
{
E fω ◦ gθ̂(Z)− Êmfω ◦ gθ̂(Z)
}
+ sup
fω∈F
{
Ênfω(X)− E fω(X)
}
≤ sup
fω∈F
{
Êmfω ◦ gθ(Z)− E fω ◦ gθ(Z)
}
+ sup
fω∈F
{
E fω ◦ gθ(Z)− E fω(X)
}
+ sup
fω∈F
{
E fω(X)− Ênfω(X)
}
(insert E fω ◦ gθ(Z) and E fω(X))
+ sup
fω∈F
{
E[fω ◦ gθ̂(Z)]− Êm[fω ◦ gθ̂(Z)]
}
+ sup
fω∈F
{
Ên[fω(X)− E fω(X)
}
≤ 2 sup
fω∈F
{
Ênfω(X)− E fω(X)
}
+ sup
fω∈F
{
Êmfω ◦ gθ(Z)− E fω ◦ gθ(Z)
}
+ sup
fω∈F
{
E fω ◦ gθ̂(Z)− Êmfω ◦ gθ̂(Z)
}
+ sup
fω∈F
{
E fω ◦ gθ(Z)− E fω(X)
}
where the last step uses the fact that fω ∈ F then −fω ∈ F . As the above holds for any θ such that
gθ ∈ G, we know then (by moving the last term to the LHS)
dF
(
µ
θ̂m,n
, ν
)
− dF (µθ, ν)
≤ 2dF (ν̂n, ν) + dF
(
µ̂mθ , µθ
)
+ sup
fω∈F
{
E fω ◦ gθ̂(Z)− Êmfω ◦ gθ̂(Z)
}
≤ 2dF (ν̂n, ν) + dF
(
µ̂mθ , µθ
)
+ sup
fω∈F ,gθ∈G
{
E fω ◦ gθ(Z)− Êmfω ◦ gθ(Z)
}
≤ 2dF (ν̂n, ν) + dF
(
µ̂mθ , µθ
)
+ dF◦G(pim, pi).
Here the second to the last step is by the fact that g
θ̂
∈ G.
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5.2 Minimax Optimal Rates
We start with an equivalent definition of the Sobolev space for Wα,q(r) for q = 2 is through the
coefficients of the Fourier series. The following is also called the Sobolev ellipsoid. The definition
(for q = 2) naturally extends to non-integer α ∈ R>0 through the Bessel potential. Denote F[f ](ξ)
denotes the Fourier transform of f(x), and F−1 as its inverse.
Definition 4. For α ∈ R>0, the Sobolev space Wα,2(r) definition extends to non-integer α,
Wα(r) :=
{
f ∈ Ω→ R :
∥∥∥∥F−1 [(1 + |ξ|2)α2F[f ](ξ)]∥∥∥∥
2
≤ r
}
.
Definition 5 (Sobolev ellipsoid). Let θ = {θξ, ξ = (ξ1, . . . , ξd) ∈ Nd} collects the coefficients of the
Fourier series, define
Θα(r) :=
θ ∈ Nd → R : ∑
ξ∈Nd
(1 +
d∑
i=1
ξ2i )
αθ2ξ ≤ r2
 .
It is clear that Θα(r) (frequency domain) is an equivalent representation of Wα(r) (spatial
domain, Def. 4) in L2(Nd) for trigonometric Fourier series. For more details on Sobolev spaces, we
refer the readers to Nemirovski (2000); Tsybakov (2009); Nickl and Pötscher (2007).
Proof of Theorem 1. The proof consists of three main parts, the upper bound and the nonparametric
minimax lower bound, and the parametric lower bound. In the proof, for simplicity, we only consider
α, β ∈ N≥0. Extensions to the R≥0 follows the same proof idea.
Step 1: upper bound Recall that the base measure pi(x) to be a uniform measure on [0, 1]d
(Lebesgue measure). For the density ν(x) w.r.t. the Lebesgue measure, we can represent it in the
Fourier trigonometric series form
ν(x) =
∑
ξ∈Nd
θξ(ν)ψξ(x), θ(ν) ∈ Nd denotes the coefficients of ν
with the tensorized basis ψξ(x) =
∏d
i=1 ψξi(xi) . We construct the following estimator ν˜n, with a
cut-off parameter M to be determined later,
ν˜n(x) :=
∑
ξ∈Nd
θ˜ξ(ν)ψξ(x),
where based on i.i.d. samples X(1), X(2), . . . X(n) ∼ ν
θ˜ξ(ν) :=
 1n
∑n
j=1
∏d
i=1 ψξi(X
(j)
i ), for ξ satisfies ‖ξ‖∞ ≤M
0, otherwise
.
Note ν˜n filters out all the high frequency (less smooth) components, when the multi-index ξ has
largest coordinate larger than M . Similarly, expand the discriminator function f ∈ F in the same
Fourier basis,
f(x) =
∑
ξ∈Nd
θξ(f)ψξ(x).
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Recall the Sobolev ball Def. 5, for any ν(x) ∈Wα(r), we have for the estimator ν˜n
E dF (ν, ν˜n) = E sup
f∈F
∫
f(x)
(
ν(x)− ν˜n(x)
)
dx
= E sup
f∈F
∑
ξ∈Nd
θξ(f)
(
θ˜ξ(ν)− θξ(ν)
)
= E sup
f∈F

∑
ξ∈[M ]d
θξ(f)
(
θ˜ξ(ν)− θξ(ν)
)
+
∑
ξ∈Nd\[M ]d
θξ(f)θξ(ν)

≤ E sup
f∈F
∑
ξ∈[M ]d
θξ(f)
(
θ˜ξ(ν)− θξ(ν)
)
+ E sup
f∈F
∑
ξ∈Nd\[M ]d
θξ(f)θξ(ν).
For the truncated first term, we know
E sup
f∈F
∑
ξ∈[M ]d
θξ(f)
(
θ˜ξ(ν)− θξ(ν)
)
≤ E sup
f∈F

∑
ξ∈[M ]d
(1 + ‖ξ‖22)βθ2ξ (f)

1/2
∑
ξ∈[M ]d
(1 + ‖ξ‖22)−β
(
θ˜ξ(ν)− θξ(ν)
)2
1/2
≤ E

∑
ξ∈[M ]d
(1 + ‖ξ‖22)−β
(
θ˜ξ(ν)− θξ(ν)
)2
1/2
(as sup
f∈F
∑
ξ∈[M ]d
(1 + ‖ξ‖22)βθ2ξ (f) ≤ 1) (5.1)
≤

∑
ξ∈[M ]d
(1 + ‖ξ‖22)−β E
(
θ˜ξ(ν)− θξ(ν)
)2
1/2
(Jensen’s inequality) (5.2)
≤
√
Cd,β
Md−2β ∨ 1
n
where the last line E
(
θ˜ξ(ν)− θξ(ν)
)2 ≤ 1n EX∼ν ψ2ξ (X) ≤ 1n for trigonometric series for any multi-
index ξ. In addition, simple calculus shows that
∑
ξ∈[M ]d
(1 + ‖ξ‖22)−β ≤ C ′d,β
∫ √dM
0
rd−1
(1 + r2)β
dr ≤ Cd,β
(
Md−2β ∨ 1
)
.
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For the second term, the following inequality holds
E sup
f∈F
∑
ξ∈Nd\[M ]d
θξ(f)θξ(g) ≤ E sup
f∈F

∑
ξ∈[M ]d
θ2ξ (f)

1/2
·

∑
ξ∈[M ]d
θ2ξ (g)

1/2
≤ sup
f∈F
(1 +M2)−β
∑
ξ∈[M ]d
(1 + ‖ξ‖22)βθ2ξ (f)

1/2(1 +M2)−α
∑
ξ∈[M ]d
(1 + ‖ξ‖22)αθ2ξ (g)

1/2
≤ r
√
1
M2(α+β)
.
Combining two terms, we have for any ν ∈ G, with the optimal choice of M  n 12α+d
sup
ν∈G
E dF (ν, ν˜n) ≤ inf
M∈N
{√
C
Md−2β ∨ 1
n
+ r
√
1
M2(α+β)
}
(5.3)
- n−
α+β
2α+d ∨ n− 12 .
Let us now establish the lower bound. Again we consider the Ω = [0, 1]d as the domain, which is
the same as in the upper bound.
Step 2: nonparametric lower bound The main idea behind the proof is to reduce the estimation
problem to a multiple hypothesis testing problem that is at least as hard. In this proof, it turns out
the Hölder space Wα,∞ — which is a subspace of the Sobolev space Wα — suffices for the minimax
lower bound.
First, we need to construct multiple hypothesis ν’s that are valid densities in Wα,∞(1). Specify
a kernel function K(u) = (a1 exp(− 11−4u2 )− a2)I(|u| < 1/2), u ∈ R for some small fixed a1, a2 > 0
to ensure that K(x) ∈Wα∨β,∞(1), and ∫ K(u)du = 0. Let m be a parameter (that depends on the
sample size n) to be determined later, and denote hm = 1/m. Define the hypothesis class to be (of
cardinality 2md)
Ωα =
gw(x) = 1 +
∑
ξ∈[m]d
wξh
α
mϕξ(x), w ∈ {0, 1}m
d
 ,
Λβ =
fv(x) =
∑
ξ∈[m]d
vξh
β
mϕξ(x), v ∈ {−1, 1}m
d
 ,
where
ϕξ(x) =
d∏
i=1
K
xi − ξi−1/2m
hm
 , with hm = 1/m.
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Let us verify (1) Ωα ⊂ Wα,∞(r) for some r, and that each element in the hypothesis set is a
valid density; (2) Λβ ⊂W β,∞(1). To start, for any multi-index γ such that |γ| ≤ α,
‖D(γ)gw‖∞ ≤ sup
ξ∈[m]d
hαm‖D(γ)ϕξ‖∞ = hα−|γ|m ‖D(γ)K(u)‖∞ ≤ hα−|γ|m ≤ 1.
Similarly for ∀γ, |γ| ≤ β, we know
‖D(γ)fv(x)‖∞ ≤ hβ−|γ|m ≤ 1.
We also need to bound ‖gw‖∞, for any w
‖gw‖∞ ≤ 1 + hαm sup
ξ∈[m]d
‖ϕξ(x)‖∞ ≤ 1 + hαm ≤ 1 + 1/100, (5.4)
as long as m is large enough. So far we have shown Ωα ⊂ Wα,∞(r) and Λβ ⊂ W β,∞(1). Last, we
can check gω is a proper density as we know gw(x) ≥ 0, and
∫
ϕξ(x)dx =
d∏
i=1
∫
K
xi − ξi−1/2m
hm
 dxi = 0,∫
gω(x)dx = 1 +
∑
ξ∈[m]d
wξh
α
m
∫
ϕξ(x)dx = 1.
To select hypothesis within Ωα are hard to distinguish based on finite samples, we use the
Varshamov-Gilbert construction in conjunction with Fano’s inequality (we use the version in Lemma
9). The technicality is to construct multiple hypothesis that are separated w.r.t. the adversarial
loss, then show that the hypothesis are close in statistical sense. Let’s use the construction
credited to Varshamov-Gilbert (Lemma 2.9 in Tsybakov (2009)): we know that there exists a subset
{w(0), . . . , w(H)} ⊂ {0, 1}h such that w(0) = (0, . . . , 0),
ρ(w(j), w(k)) ≥ h
8
, ∀ j, k ∈ [H], j 6= k,
logH ≥ h
8
log 2,
where ρ(w,w′) denotes the Hamming distance between w and w′ on the hypercube. In our case
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h = md. For the loss function, any w,w′ ∈ {w0, . . . , wH}
dF (gw, gw′) := sup
f∈Wβ(1)
∫
f(x)gw(x)dx−
∫
f(x)gw′(x)dx
≥ sup
f∈Wβ,∞(1)
∫
f(x)gw(x)dx−
∫
f(x)gw′(x)dx
≥ sup
f∈Λβ
∫
f(x)
(
gw(x)− gw′(x)
)
dx
= sup
v∈{−1,+1}md
hα+βm
∑
ξ∈[m]d
vξ(wξ − w′ξ)
∫
ϕ2ξ(x)dx
= hα+β+dm
∑
ξ∈[m]d
I(wξ 6= w′ξ)
∫ d∏
i=1
K2 (ui) du
≥ ca1,a2hα+β+dm ρ(w,w′) ≥ ca1,a2
md
8
hα+β+dm  hα+βm .
Now let’s show that based n i.i.d. data generated from density gw(x), it is hard to distinguish
the hypothesis. Note that for |t| < 1/50, log(1 + t) ≥ t − t2. Recall (5.4) we know ‖(gw(x) −
g0(x))/gw(x)‖∞ ≤ 1/1001−1/100 ≤ 1/50. Therefore
dKL
(
P⊗n
w(j)
, P⊗n
w(0)
)
= n · dKL
(
Pw(j) , Pw(0)
)
= n
∫
− log
(
1 +
g0 − gw(j)
gw(j)
)
gw(j)dx
≤ n
∫
(g0 − gw(j))2
gw(j)
dx ≤ 1.01n
∑
ξ∈[m]d
∫
h2αm ϕ
2
ξ(x)dx
≤ 1.01n
∑
ξ∈[m]d
∫
h2α+dm
d∏
i=1
K2 (ui) du - nh2α+dm md.
Therefore if we choose m  n− 12α+d , we know
1
H
H∑
j=1
DKL(P
⊗n
w(j)
, P⊗n
w(0)
) ≤ c logH = c′md.
Using the Fano’s inequality, the lower bound for density estimation is of the order hα+βm = n−
α+β
2α+d ,
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as
inf
ν˜n
sup
ν∈Wα(r)
E dF (ν˜n, ν) ≥ inf
gˆ
sup
g∈Wα,∞(r)
E sup
f∈Wβ,∞(1)
∫
f(x)
(
gˆ(x)− g(x)) dx
≥ inf
wˆ
sup
w∈{w(0),...,w(H)}
E dF (gwˆ, gw)
≥ chα+βm · inf
wˆ
sup
w∈{w(0),...,w(H)}
Pw
(
dF (gwˆ, gw) ≥ chα+βm
)
≥ chα+βm
√
H
1 +
√
H
1− 2c′ −√ 2c′
logH
 (Lemma 9)
≥ cn− α+β2α+d .
Step 3: parametric lower bound The parametric rate lower bound n−1/2 can be obtained by
the following reduction to a two point hypothesis testing problem. Consider the uniform measure
ν0(x) = 1 for x ∈ [0, 1]d, and
ν1(x) =

3/2, 0 ≤ x(1) < 2/n
1/2, 2/n ≤ x(1) < 4/n
1 o.w.
.
One can verify both ν0, µ1 are valid densities on [0, 1]d with
dχ2(ν
⊗n
1 , ν
⊗n
0 ) = (1 + dχ2(ν1, ν0))
n − 1 = (1 + 1/n)n − 1 ≤ e− 1
Therefore, we know by Pinsker’s inequality
dTV (ν
⊗n
1 , ν
⊗n
0 ) ≤
√
dχ2(ν
⊗n
1 , ν
⊗n
0 )/2 ≤
√
(e− 1)/2.
It is clear that both ν0, ν1 ∈W∞(r) ⊂Wα(r) for any α, with some proper constant r. In addition,
we know ν0(x)− ν1(x) ∈W∞(1/
√
n). Hence, by Le Cam’s method (Lemma 4 in ?), for any ν˜n
sup
ν∈Wα(r)
E dF (ν˜n, ν) ≥ sup
ν∈{ν0,ν1}
E dF (ν˜n, ν)
≥ c · dF (ν0, ν1)(1− dTV (ν⊗n1 , ν⊗n0 ))
≥ c′ · dW∞(1)(ν0, ν1) ≥ c′
1√
n
where the last step is by choosing f(x) =
√
n[ν0(x) − ν1(x)] ∈ W∞(1) ⊆ F = W β(1). Proof
completed.
5.3 Rates for Neural Networks
Proof of Theorem 4. The proof consists of three steps. Remark in this proof, we wrote
∫
as
∫
Ω as
there won’t be confusion.
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Step 1: A1(F ,G, ν) approximation term For any distribution gθ̂m,n(Z) (we abbreviate θ̂m,n as
θ̂ in this proof), by Pinsker’s inequality (Lemma 8),
d2TV
(
X, g
θ̂
(Z)
)
≤ 1
2
dKL
(
X||g
θ̂
(Z)
)
.
The above implies that for any X ∼ ν
4d2TV
(
X, g
θ̂
(Z)
)
≤ dKL
(
X||g
θ̂
(Z)
)
+ dKL
(
g
θ̂
(Z)||X
)
=
∫
log
ν(x)
µ
θ̂
(x)
(
ν(x)− µ
θ̂
(x)
)
dx (for any fω ∈ F)
=
∫ (
log
ν(x)
µ
θ̂
(x)
− fω(x)
)(
ν(x)− µ
θ̂
(x)
)
dx+
∫
fω(x)
(
ν(x)− µ
θ̂
(x)
)
dx
≤
∫ (
log
ν(x)
µ
θ̂
(x)
− fω(x)
)(
ν(x)− µ
θ̂
(x)
)
dx+ dF
(
µ
θ̂
, ν
)
≤
∥∥∥∥∥log ν(x)µ
θ̂
(x)
− fω(x)
∥∥∥∥∥
∞
∥∥∥ν(x)− µθ̂(x)∥∥∥1 + dF (µθ̂, ν)
≤ 2
∥∥∥∥∥log νµ
θ̂
− fω
∥∥∥∥∥
∞
+ dF
(
µ
θ̂
, ν
)
where the last line is due to the fact that µ
θ̂
, ν(x) are both proper densities, so
∥∥∥ν(x)− µθ̂(x)∥∥∥1 ≤ 2.
Take fω to be the one minimize the first term on RKS, we have
4d2TV
(
X, g
θ̂
(Z)
)
≤ 2 inf
f∈F
∥∥∥∥∥log νµ
θ̂
− fω
∥∥∥∥∥
∞
+ dF
(
µ
θ̂
, ν
)
.
Step 2: oracle inequality and A2(G, ν) approximation term Now, let’s apply the oracle
approach developed in Lemma 2 to dF
(
µ
θ̂
, ν
)
. For any θ such that gθ ∈ G, we know
dF
(
µ
θ̂
, ν
)
≤ dF (µθ, ν) + 2dF (ν̂n, ν) + dF
(
µ̂mθ , µθ
)
+ dF◦G(pim, pi)
≤ BdTV (µ, ν) + 2dF (ν̂n, ν) + dF
(
µ̂mθ , µθ
)
+ dF◦G(pim, pi)
≤ B
√
1
4
[
dKL
(
µθ||ν
)
+ dKL
(
ν||µθ
)]
+ 2dF (ν̂n, ν) + dF
(
µ̂mθ , µθ
)
+ dF◦G(pim, pi)
≤ B
√
1
4
∥∥∥∥log µθν
∥∥∥∥
∞
‖µθ − ν‖1 + 2dF (ν̂n, ν) + dF
(
µ̂mθ , µθ
)
+ dF◦G(pim, pi)
where second line uses the fact that for any f ∈ F , ‖f‖∞ ≤ B.
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Step 3: the stochastic term Sm,n(F ,G) by empirical processes Assemble the bounds, we
have for any θ
4d2TV
(
ν, µ
θ̂m,n
)
≤ 2 inf
ω
∥∥∥∥∥log νµ
θ̂
− fω
∥∥∥∥∥
∞
+B
√
1
2
∥∥∥∥log µθν
∥∥∥∥
∞
+ 2dF (ν̂n, ν) + dF
(
µ̂mθ , µθ
)
+ dF◦G(pim, pi)
Therefore by choosing θ? minimizes
∥∥log µθν ∥∥∞ over the generator class
E d2TV
(
ν, µ
θ̂m,n
)
≤ 1
2
E
infω
∥∥∥∥∥log νµ
θ̂
− fω
∥∥∥∥∥
∞
+ B4√2
√
inf
θ
∥∥∥∥log µθν
∥∥∥∥
∞
+ E
{
2dF (ν̂n, ν) + dF
(
µ̂mθ? , µθ?
)
+ dF◦G(pim, pi)
}
≤ 1
2
sup
θ
inf
ω
∥∥∥∥log νµθ − fω
∥∥∥∥
∞
+
B
4
√
2
inf
θ
∥∥∥∥log µθν
∥∥∥∥1/2
∞
+ E
{
2dF (ν̂n, ν) + dF
(
µ̂mθ? , µθ?
)
+ dF◦G(pim, pi)
}
.
Recall the symmetrization in Lemma 3,
E
{
2dF (ν̂n, ν) + dF
(
µ̂mθ? , µθ?
)
+ dF◦G(pim, pi)
}
≤ 4ERn (F) + 2ERm (F) + 2ERm (F ◦ G)
≤ C
√
Pdim(F)
(
logm
m
∨ log n
n
)
+ C
√
Pdim(F ◦ G) logm
m
,
where the last step uses the relationship between Rademacher complexity and pseudo-dimension,
shown in Lemma 6.
Proof of Theorem 5. Due to Le Cam’s inequality (Lemma 2.3 in Tsybakov (2009)), we know
d2TV
(
X, g
θ̂
(Z)
)
≤ d2H
(
X, g
θ̂
(Z)
)
=
∫ (√
ν(x)−
√
µ
θ̂
(x)
)2
dx
=
∫ √
ν −√µ
θ̂√
ν +
√
µ
θ̂
(
ν − µ
θ̂
)
dx for any fω ∈ F
≤ 2
∥∥∥∥∥
√
ν −√µ
θ̂√
ν +
√
µ
θ̂
− fω
∥∥∥∥∥
∞
+ dF
(
µ
θ̂
, ν
)
.
Due to the oracle inequality Lemma 2, one has for any θ
dF
(
µ
θ̂
, ν
)
≤ dF (µθ, ν) + 2dF (ν̂n, ν) + dF
(
µ̂mθ , µθ
)
+ dF◦G(pim, pi).
For the first term, we can further upper bound,
dF (µθ, ν) ≤ BdTV (µθ, ν) ≤ B
√
dH (µθ, ν)
≤ 2B
∥∥∥∥∥
√
ν −√µθ√
ν +
√
µθ
∥∥∥∥∥
∞
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where the last line follows because
√
dH (µθ, ν) =
√√√√∫ (√ν −√µθ√
ν +
√
µθ
)2
(
√
ν +
√
µθ)2dx
≤
∥∥∥∥∥
√
ν −√µθ√
ν +
√
µθ
∥∥∥∥∥
∞
√∫
2(ν + µθ)dx.
The rest of the proof follows exactly the same as in Thm. 4.
Proof of Theorem 6. The proof proceeds in three steps.
Step 1: recursive formula of generator density Consider the generator network realized by
a multi-layer perceptron:
h1 = σ(W1z + b1)
. . .
hl = σ(Wlhl−1 + bl)
. . .
x = WLhL−1 + bL .
Denote the parameter space of interest
θ ∈ Θ(d, L) := {(Wl ∈ Rd×d, bl ∈ Rd, 1 ≤ l ≤ L) | rank(Wl) = d,∀1 ≤ l ≤ L}. (5.5)
Consider the density evolution from layer l − 1 to layer l (basic change of variables with Jacobian
∂hl/∂hl−1)
logµl(hl) = logµl−1(hl−1)− log |det
(
∂hl
∂hl−1
)
|
= logµl−1(hl−1)− log |detWl| −
d∑
i=1
log |σ′(σ−1(hl(i)))|.
Recursively apply the above equality to track the density of X, we have
logµθ(x) = log µL−1(hL−1)− log | detWL|, where hL−1 = W−1L (x− bL)
= logµL−2(hL−2)−
L∑
j=L−1
log |detWj | −
d∑
i=1
log |σ′(σ−1(hL−1(i)))|,
. . . where hL−2 = W−1L−1(σ
−1(hL−1)− bL−1)
= logµ(z)−
L∑
j=1
log | detWj | −
L−1∑
j=1
d∑
i=1
log |σ′(σ−1(hj(i)))|,
where z = W−11 (σ
−1(h1)− b1).
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Now consider µ(z) = 1 to be the uniform measure on z ∈ [0, 1]d. Consider leaky ReLU activation
σ(t) = max(t, at) for 0 < a ≤ 1, then σ−1(t) = min(t, t/a), and log |σ′(t)| = log(a) · 1t≤0.
Let’s consider the realizable case when log ν(x) = logµθ∗(x) for some θ∗ ∈ Θ(d, L). Denote
ml := σ
−1(hL−l), for any 1 ≤ l ≤ L− 1. Then it follows that
m1 = σ
−1(W−1L x−W−1L bL) (5.6)
ml = σ
−1(W−1L−l+1ml−1 −W−1L−l+1bL−l+1), 1 ≤ l ≤ L− 1. (5.7)
Therefore, the density can be written out explicitly,
logµθ(x) = −
L∑
j=1
log | detWj | −
L−1∑
j=1
d∑
i=1
log σ′(mL−j(i)) (5.8)
= −
L∑
j=1
log | detWj | −
L−1∑
j=1
d∑
i=1
log σ′(mj(i)) (5.9)
In addition, we know that for any θ and θ∗, µθ and µθ∗ (namely ν) are absolutely continuous to each
other, as µθ(x) > 0 for any x ∈ [0, 1]d.
Step 2: construction of discriminator networks Now consider a discriminator network which
follows
m1 = σ
−1(V1x+ c1)
. . .
mL−1 = σ−1(VL−1mL−2 + cL−1)
hω(x) =
L−1∑
j=1
d∑
i=1
log(1/a)1mj(i)≤0 + cL .
Here the parameter set is,
ω ∈ Ω(d, L) := {(Vl ∈ Rd×d, cl ∈ Rd, cL ∈ R, 1 ≤ l ≤ L− 1) | rank(Vl) = d,∀1 ≤ l ≤ L− 1}.
(5.10)
Choose the discriminator function w = (w1, w2) where w1, w2 ∈ Ω(d, L)
fω(x) = hω1(x)− hω2(x).
Then we can verify that Cor. 2 follows. Recall the upper bound in Theorem 6, we can see that for
the choice of generator and discriminator
1
2
sup
θ
inf
ω
∥∥∥∥log νµθ − fω
∥∥∥∥
∞
= 0
B
4
√
2
inf
θ
∥∥∥∥log µθν
∥∥∥∥1/2
∞
= 0
as log v(x) can be realized by logµθ∗(x), and that for any θ ∈ Θ(d, L), there exist an ω ∈ Ω(d, L)
such that
fω(x) = log ν(x)− logµθ(x).
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Step 3: complexity bound Recall the result in Bartlett, Harvey, Liaw, and Mehrabian (2017)
on the Vapnik-Chervonenkis dimension of feed-forward neural networks (See Lemma 7 with degree
at most 1 and number of pieces p+ 1 = 2), we know for leaky-ReLU neural networks F and F ◦ G
respectively by simple counting
for network F : number of weights WF ≤ 2(d2L+ 2dL) + 2,
number of units UF ≤ 4dL,
depth LF ≤ L+ 2 ;
for network F ◦ G : number of weights WF◦G ≤WF + d2L
number of units UF◦G ≤ UF + dL,
depth LF◦G ≤ LF + L .
Therefore, we have the following upper bound on VC-dimension,
Pdim(F)  VCdim(F) ≤ C · LFWF logUF = Cd2L2 log(dL),
Pdim(F ◦ G)  VCdim(F ◦ G) ≤ C · LF◦GWF◦G logUF◦G ≤ C ′d2L2 log(dL).
Finally, by Cor. 2, we have the result proved.
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A Remaining Proofs
A.1 Other Theorems and Corollaries
Proof of Corollary 2. The proof logic of this corollary follows similarly as in Theorem 1. We need
to adapt the proof to the density ratio w.r.t. the general base measure pi. Express f ∈ F under the
eigenfunctions
f(x) =
∑
i∈N
fiψi(x), with
∑
i
t−1i f
2
i ≤ 1
where ti  i−κ and fi =
∫
fψidpi are the coefficients. Consider the series representation of the target
density dνdpi w.r.t. the base measure pi
dν
dpi
(x) =
∑
i∈N
νiψi(x), then
‖T −(α−1)/2pi
dν
dpi
‖H ≤ r is equivalent to
∑
i
t−αi ν
2
i ≤ r2.
Define density
dν˜n
dpi
(x) :=
∑
i∈N
ν˜iψi(x),
where based on i.i.d. samples X(1), X(2), . . . X(n) ∼ ν
ν˜i :=
{
1
n
∑n
j=1 ψi(X
(j)), for i ≤M
0, otherwise
.
Follow the sample logic as in the proof of Theorem 1, we have for any ν(x) ∈ G, with the optimal
choice of M  n 1ακ+1 , the following holds
E dF (ν, ν˜n) = E
∫
f(dν − dν˜n)
= E
∫
f
(
dν
dpi
− dν˜n
dpi
)
dpi
≤ E sup
f∈F
∑
i≤M
fi (ν˜i − νi) + E sup
f∈F
∑
i>M
fiνi.
≤
√∑
i≤M
t−1i f
2
i
√∑
i≤M
ti E(ν˜i − νi)2 + Crt
α+1
2
M
≤ inf
M∈N
{√
C
M1−κ ∨ 1
n
+ Cr
√
1
Mκ(α+1)
}
- n−
(α+1)κ
2ακ+2 ∨ n− 12 .
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Proof of Theorem 3. By the entropy integral Lemma 3, if FD consists of L-Lipschitz functions
(Wasserstein GAN) on Rd, d ≥ 2, plug in the `∞-covering number bound for Lipschitz functions,
logN (,FD, ‖ · ‖∞) ≤ C
(
L

)d
,
E dFD(ν, ν̂
n) ≤ 2 inf
0<δ<1/2
(
4δ +
8
√
2√
n
∫ 1/2
δ
√
logN (,FD, ‖ · ‖∞)d
)
≤ 16
(
4
√
2C
d− 2
) 2
d
Ln−
1
d = O
( C
d2n
)− 1
d
 .
This matches the best known bound as in Canas and Rosasco (2012) (Section 2.1.1).
Let’s consider when FD denotes Sobolev space W β,2 on Rd. Recall the entropy number estimate
for W β,2 (Nickl and Pötscher, 2007), we have
logN (,FD, ‖ · ‖∞) ≤ C
(
1

) d
β
∨2
,
E dFD(ν, ν̂
n) ≤ O
(
n−
β
d +
log n√
n
)
.
Remark in addition that the parametric rate 1√
n
is inevitable, which can be easily seen from the
Sudakov minoration,
E

sup
f∈FD
1
n
n∑
i=1
if(Xi) ≥ sup


2
√
logM(,FD, ‖ · ‖n)
n
≥ 1√
n
.
For the smoothed/regularized density, one can apply Lemma 1 and Theorem 1 to obtain the
claimed result.
Proof of Corollary 1. Now let’s consider Wasserstein distance. Consider in addition the Lipschitz
constants of F to be LF , and G to be LG , namely
|fω(x)− fω(x′)| ≤ LF‖x− x′‖
‖gθ(z)− gθ(z′)‖ ≤ LG‖z − z′‖
Consider first the case when Z ∼ N(0, Id) (unbounded). Then for any f ∈ Lip(1), we know
f(gθ(z)) ∈ Lip(LG). (A.1)
In other words, f ◦ gθ(Z) are L2G sub-Gaussian (Lemma 8), therefore
d2W
(
ν, µ
θ̂
)
≤ 2L2G · dKL
(
ν||µ
θ̂
)
and
dF (ν, µθ) ≤ LF · dW (ν, µθ)
≤
√
2LFLG
√
dKL
(
ν||µθ
)
.
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Follow the analysis with as in the TV distance, we have
E d2W
(
ν, µ
θ̂
)
≤ L2G sup
θ
inf
ω
∥∥∥∥log νµθ − fω
∥∥∥∥
∞
+ L3GLF inf
θ
∥∥∥∥log µθν
∥∥∥∥1/2
∞
+ C
√
Pdim(F)
(
logm
m
∨ log n
n
)
+ C
√
Pdim(F ◦ G) logm
m
.
Consider then the case when z, x ∈ [0, 1]d is bounded, we know
‖gθ(z)− gθ(z′)‖ ≤ LG
√
d (A.2)
Therefore ‖gθ(z)‖ ≤ M + LG
√
d, and the support of gθ(Z) and X lies in R := M + (LG + 1)
√
d.
Hence
E d2W
(
ν, µ
θ̂
)
≤ R2 E d2TV
(
ν, µ
θ̂
)
.
The last line is because for any f(x) that has Lipchitz constant 1 with f(0) = 0 (as supf :f∈Lip(1)
∫
f(µ−
ν)dx = supf−f(0):f∈Lip(1)
∫
(f − f(0))(µ− ν)dx, for probability measures µ, ν), it must be true that
f(x) is bounded in a bounded domain with radius R.
Proof of Corollary 3. Suppose log ν(x) = −12(x− b∗)′Σ−1∗ (x− b∗) + 12 log det(Σ−1∗ )− d2 log(2pi). And
the generator class is depth-one NN, with weights θ = (W, b), X = WZ + b, then logµθ(x) =
−12(x− b)′(WW ′)−1(x− b) + 12 log det((WW ′)−1)− d2 log(2pi).
For the discriminator, if one is allowed to use σ(t) = t2, then one can have O(d) units in
discriminator network with depth 2, so that the two approximation error term is zero (Note one can
also realize with ReLU activation in a bounded domain, using saw construction, as in Yarotsky (2017)).
By Lemma 7 with degree at most 2, VCdim(F) - d2 log d, VCdim(F ◦ G) - (pd + d2) log(p + d).
Therefore E d2TV
(
gθ(Z), X
) ≤ C (d2 log dn∧m + (pd+d2) log(p+d)m )1/2.
A.2 Supporting Lemmas
Let’s define the empirical Rademacher complexity
Rn (F) := E

sup
f∈F
1
n
n∑
i=1
if(Xi). (A.3)
Lemma 3 (Symmetrization and entropy integral). For ν̂n(x) = 1n
∑n
i=1 δXi(x), then
E dF (ν, ν̂n) ≤ 2ERn (F) . (A.4)
Assuming supf∈F ‖f‖∞ ≤ 1, one has the standard entropy integral bound,
E dF (ν, ν̂n) ≤ 2E inf
0<δ<1/2
(
4δ +
8
√
2√
n
∫ 1/2
δ
√
logN (,F , ‖ · ‖n)d
)
,
where ‖f‖n :=
√
1/n
∑n
i=1 f(Xi)
2 is the empirical `2-metric on data {Xi}ni=1. Furthermore, because
‖f‖n ≤ maxi |f(Xi)|, and therefore N (,F , ‖ · ‖n) ≤ N (,F|X1...,Xn ,∞) and so the upper bound in
the conclusions also holds with N (,F|X1...,Xn ,∞).
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Proof. The Dudley entropy integral is a standard result in empirical process theory, see ?. For the
first inequality, it is easy to connect to standard symmetrization technique,
E dF (ν, ν̂n) ≤ E
X,X′
sup
f∈F
1
n
n∑
i=1
f(Xi)− f(X ′i) ≤ 2E
X
E

sup
f∈F
1
n
n∑
i=1
if(Xi).
The next two results, Theorems 12.2 and 14.1 in Anthony and Bartlett (2009), show that the
metric entropy may be bounded in terms of the pseudo-dimension and that the latter is bounded by
the Vapnik-Chervonenkis (VC) dimension.
Lemma 4. Assume for all f ∈ F , ‖f‖∞ ≤ M . Denote the pseudo-dimension of F as Pdim(F),
then for n ≥ Pdim(F), we have for any  and any X1, . . . , Xn,
N (,F|X1,...,Xn ,∞) ≤
(
2eM · n
 · Pdim(F)
)Pdim(F)
.
Lemma 5. If F is the class of functions generated by a neural network with a fixed architecture and
fixed activation functions, then
Pdim(F) ≤ VCdim(F˜)
where F˜ has only one extra input unit and one extra computation unit compared to F .
Lemma 6 (Rademacher complexity and Pseudo-dimension). Under the condition maxi |f(Xi)| ≤ B,
then for any n ≥ Pdim(F),
Rn(F) ≤ C ·B
√
Pdim(F) log n
n
for some universal constant C > 0.
Proof. The proof is a direct application of the Dudley entropy integral in Lemma 3 and the covering
number bound by pseudo-dimension in Lemma 4. See A.2.2 in Farrell, Liang, and Misra (2018) for
details.
Lemma 7 (Theorem 6 in Bartlett et al. (2017), Vapnik-Chervonenkis dimension). Consider function
class computed by a feed-forward neural network architecture with W parameters and U computation
units arranged in L layer. Suppose that all non-output units have piecewise-polynomial activation
functions with p+ 1 pieces and degree no more than d, and the output unit has the identity function
as its activation function. Then the VC-dimension and pseudo-dimension is upper bounded
VCdim(F) ≤ C ·
(
LW log(pU) + L2W log d
)
,
with some universal constants C > 0. The same result holds for pseudo-dimension Pdim(F).
Lemma 8 (van Handel (2014), special case of Theorem 4.8 and Example 4.9). For any two random
variables gθ(Z), X ∈ Rd, Pinsker’s inequality asserts that
2d2TV
(
gθ(Z), X
) ≤ dKL (X||gθ(Z)) .
Assume in addition that Z ∼ N(0, Id) to be isotropic Gaussian and for all θ, ‖gθ(z)− gθ(z′)‖ ≤
L‖z − z′‖ is L-Lipschitz. Then for any X we know
d2W
(
gθ(Z), X
) ≤ 2L2dKL (X||gθ(Z)) .
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Proof. Consider any 1-Lipchitz function f : Rd → R, then f ◦ gθ is L-Lipschitz, which implies f ◦ gθ
is L2-subGaussian due to Gaussian concentration Theorem 3.25 in van Handel (2014). Therefore we
know f(gθ(Z)) is L2-subGaussian for any f that is 1-Lipchitz, together with Theorem 4.8 in van
Handel (2014), the proof completes.
Lemma 9 (Theorem 2.5 in Tsybakov (2009)). Assume that H ≥ 2 and suppose Θ contains
θ0, θ1, . . . , θH such that:
1. d(θj , θk) ≥ 2s > 0, for all j, k ∈ [H] and j 6= k.
2. 1H
∑H
j=1DKL(Pj , P0) ≤ c logH with 0 < c < 1/8 and Pj = Pθj for j ∈ [H].
Then for any estimator θˆ,
sup
θ∈Θ
Pθ(d(θˆ, θ) ≥ s) ≥
√
H
1 +
√
H
(
1− 2c−
√
2c
logH
)
> 0.
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