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 
Abstract — Across Latin America 420 indigenous languages 
are spoken. Spanish is considered a second language in indigenous 
communities and is progressively introduced in education. 
However, most of the tools to support teaching processes of a 
second language have been developed for the most common 
languages such as English, French, German, Italian, etc. As a 
result, only a small amount of learning objects and authoring 
tools have been developed for indigenous people considering the 
specific needs of their population. This paper introduces 
Multilingual–Tiny as a web authoring tool to support the virtual 
experience of indigenous students and teachers when they are 
creating learning objects in indigenous languages or in Spanish 
language, in particular, when they have to deal with the 
grammatical structures of Spanish. Multilingual–Tiny has a 
module based on the Case-based Reasoning technique to provide 
recommendations in real time when teachers and students write 
texts in Spanish. An experiment was performed in order to 
compare some local similarity functions to retrieve cases from the 
case library taking into account the grammatical structures. As a 
result we found the similarity function with the best performance. 
 
Keywords — Authoring tool, Second language acquisition, 
indigenous people, Case-based reasoning, local similarity 
functions. 
I. INTRODUCTION 
N bilingual virtual training programs for teachers that have 
an indigenous language as mother tongue [1] [2], there are 
some difficulties when teachers design and create learning 
objects to teach Spanish as a second language for indigenous 
population. Some of those difficulties were reported in [3] and 
are mainly related to the process of writing texts, in particular 
the use of grammatical gender and number in the Spanish 
language. The main cause of this situation is that some 
indigenous do not have masculine or feminine distinction, or 
there are particular ways to express grammatical number that 
differs significantly from Spanish language. 
In consequence, teachers have to be aware of some rules in 
order to properly apply the grammatical rules of Spanish and 
take care of teaching them correctly to their students. 
Nevertheless, in some cases, indigenous teachers of Spanish 
language use some didactic strategies, as reading from 
 
 
textbooks and the language class [4], designed to teach 
indigenous languages but they apply them to teach Spanish 
language. This situation can create some problems in students, 
because they do not reach a good Spanish level, so it will 
affect the learning process of other subjects in the future. As a 
result of these issues, some learning objects that are written by 
indigenous teachers in Spanish may contain some grammatical 
errors in the texts.  
As a solution, in this paper we introduce Multilingual-Tiny, 
a web authoring tool based on the TinyMCE [5] web content 
editor which consist of a complete set of plug-ins and online 
services for teachers to support them in the learning objects 
design and development. Multilingual-Tiny also has a module 
that applies Case-based reasoning (CBR), in order to provide 
recommendations (based on the grammatical structure of 
sentences) and taking into account the previous experience of 
skilled teachers from writing Spanish texts and well-formed 
texts obtained from the Internet.  All of this process support 
teachers of Spanish language when they are creating their 
learning objects, mainly when they are writing texts in Spanish 
language.  
This document is organized as follows: In section 2, some 
concerns about teaching Spanish as a second language are 
presented. In section 3 the architecture design of Multilingual-
Tiny is described, including the applied CBR cycle. Section 4 
describes an illustrative scenario which present the complete 
process performed by Multilingual-Tiny and also how the 
CBR technique was applied. Section 5 describes the followed 
validations process as well as the obtained results. Finally 
conclusions are presented in section 6.  
II. TEACHING SPANISH AS A SECOND LANGUAGE 
Teaching Spanish as a second language to indigenous 
communities is not a trivial task.  It supposes a challenge to 
governments and universities in which is important to promote 
effective Bilingual Intercultural Programs (BIE) and at the 
same time, training teachers effectively in order to introduce 
Spanish in a coordinated bilingualism method [4], in which 
both, mother tongue or L1 and second language or L2 are 
developed at the same time. In this context, the mother tongue 
(which is an indigenous language), is acquired by a natural 
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process [6]. The second language – L2, in this case, the 
Spanish language, is taught for facilitating indigenous people 
communication with Spanish speakers and also to receive 
instruction in some knowledge areas which are taught in 
Spanish. 
Despite the efforts and advances obtained by applying the 
Bilingual Intercultural Programs in some countries such as 
Mexico and Peru, teachers of Spanish language may face some 
difficulties when they have to teach indigenous people how to 
read and write in Spanish and in the indigenous language [7] at 
the same time. Some of those difficulties are due to the fact 
that teachers of Spanish have an indigenous language as 
mother tongue and they learnt Spanish in a non-systematic 
way. The consequence is that those teachers use the same 
strategies for teaching both languages, so it could be 
counterproductive in student's learning process [8].  
When teaching Spanish, teachers usually can follow two 
complementary strategies: reading from textbooks and the 
language class [5]. The former is a strategy in which teachers 
introduce and explains the topic in the indigenous language 
and then students read the book in Spanish language so that 
students identify vocabulary and pronunciation. Finally, the 
teacher explains vocabulary or concepts that students may 
have lost in the reading. The latter strategy is the language 
class, in which teachers of Spanish compare the indigenous 
language with the Spanish language in terms of grammar, 
vocabulary and structure in order to promote reflection and 
develop the meta-linguistic awareness [5].  
In this context, in teacher's training, when universities are 
preparing indigenous students that will be future teachers of 
Spanish language for teaching in their indigenous 
communities, students have to develop competencies and skills 
in order to effectively apply the teaching strategies mentioned 
above and other didactic and pedagogic methods. 
Multilingual-Tiny, the web authoring tool developed, takes a 
relevant role in this task; giving recommendations to teachers 
to avoid grammatical errors. As a result, teachers can create 
quality educational content to teach Spanish and create 
learning objects in their mother tongue. 
III. MULTILINGUAL-TINY APPROACH 
A. Overview Architecture 
Multilingual-Tiny is a web authoring tool developed in 
order to support indigenous students which will be future 
teachers of Spanish language in indigenous communities and 
teachers of this population, when they are creating learning 
objects, in particular, when they have to deal with some 
grammatical structures of sentences in Spanish. Multilingual-
Tiny consist of plug-ins and online services to provide a 
virtual environment to design and develop learning objects in 
Spanish and indigenous languages and has a module based on 
the case-based reasoning technique, to provide 
recommendations in order to avoid grammatical errors and 
develop quality educational content. 
 The architecture of Multilingual-Tiny is depicted in Fig. 
1. The architecture has 4 layers, from top to the bottom: The 
users layer, represent indigenous teachers and students that 
interact with Multilingual-tiny. The interface layer includes the 
authoring tool and shows the recommendations that come from 
the CBR module. The services layer provides a group of 
services for text processing and includes the CBR based 
module to provide the recommendations. Finally the data 
access layer includes services for data storing, such as the case 
library. 
 
B. Layer Description 
The following paragraphs provide a detailed description 
about each of the layers mentioned before. 
 
1) Users Layer 
This layer represents the users that interact with 
Multilingual-Tiny, for instance, indigenous students that will 
be future teachers of Spanish language in indigenous 
communities and indigenous teachers. These users interact 
with the interface layer to use the service in order to create the 
learning objects. 
 
2) Interface Layer and Authoring tool 
Interface layer includes the authoring tool and the 
recommendations. The authoring tool is based on the 
TinyMCE [5] web content editor, which is an open source 
JavaScript based web editor that provides a group of services 
in order to create web pages without worrying about HTML 
code, because HTML is generated by it. The authoring tool 
can be integrated in the ATutor [9] e-learning platform or in 
other platforms.  
 
 
Fig. 1.  Multilingual-Tiny Architecture. 
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As a result teachers can easily create web pages which will 
be part of a course in the ATutor e-learning platform as 
learning objects.  
The authoring tool establishes communication with the 
Processing services layer when a learning object is being 
created. The text written in Spanish by indigenous teachers or 
students in the authoring tool is then sent to the Processing 
services layer to be analyzed. 
The recommender module in the interface layer shows the 
recommendations that come from the CBR based module. 
These recommendations include suggestions on how to correct 
grammatical errors. The recommendation process is described 
in detail in next sections.  
 
3) Processing Services Layer 
This layer includes the services for text processing, the 
morpho-syntactic annotation module and the CBR based 
module. Those services are combined in order to provide 
recommendations to teachers when they are creating the 
learning objects to teach Spanish. The input of this layer is the 
text of the learning object that is being created in the authoring 
tool. The components of this layer are:  
 
1) Text Pre-processing Module: The text pre-processing 
module is based on the open source FreeLing [10] library 
for Natural Language Processing. The input of this 
module is a text which has been written by the teacher as 
part of a learning object. This text is automatically split 
into sentences and the resultant sentences are split into 
words. This process is based on dictionaries and rules of 
the FreeLing library. The result of this process will be the 
input of the morpho-syntactic annotation module. 
 
2) Morpho-syntactic Annotation Module: This module 
provides the morpho-syntactic annotation, which is a 
process of assigning tags for every word in the text, 
depending on the grammatical category. This process is 
based on the PoS (Part of Speech) tagging of FreeLing 
library. The input of this module is the output of the pre-
processing module (which is a group of words). The PoS 
tagging is based on the EAGLES [11] recommendations. 
EAGLES define a group of standard tags for every 
grammatical category.  As a result, each word of the text 
is assigned a tag depending on the context and 
grammatical structure of each sentence. The outputs of 
this module are groups of part-of-speech tags which 
represent a sentence. These tags will be an important 
component of the case representation in the case based 
reasoning module. 
 
3) Cased-based Reasoning Module: This module is based 
on the Case-based reasoning technique. It takes the 
output of the morpho-syntactic annotation module, and 
executes the CBR cycle. As a result it provides the 
recommendations to indigenous teachers and students in 
order to correct grammatical errors when they write texts 
in Spanish language during learning objects creation. The 
module was built with jCOLIBRI framework [12], each 
case from the case library consists of a group of tags (part 
of speech tags) which represent a well-formed sentence. 
The CBR cycle, which includes 4 steps (Retrieve, Reuse, 
Review and Retain), is applied to grammatical sentence 
analysis in Spanish language and the process is depicted 
in fig. 2. 
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Fig. 2.  CBR Cycle applied to generate grammatical recommendations for indigenous population. 
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The main steps of this process are:  
1) The Retrieve step: In this step a new case that comes 
from the morpho-syntactic annotation module, which is a 
new sentence, is compared with the cases stored in the 
case library by means of the similarity algorithm. As a 
result the most similar cases are retrieved. Both 
components are used: 
o Case library: Composed by a group of cases which are 
well-formed sentences in Spanish language obtained 
from a wide variety of texts from Internet. The case 
library is updated and new cases are stored when 
teachers add a new sentence structure. The case 
library is part of the Data Access layer which 
establishes communication with the services layer in 
order to store and retrieve cases. 
o Similarity Algorithm and Retrieve Component: Based 
on the JCollibri framework, the nearest neighborhood 
algorithm K-NN [13] is applied in order to retrieve 
the most similar cases when a new sentence is being 
analyzed. This process uses a global similarity 
function and a local similarity function for each 
attribute from the case. 
 
2) The Reuse Step: In this step the K most similar cases 
obtained, by computing similarity, as described above are 
selected and the CBR Module organizes the cases 
according with the weights defined by the Morpho-
syntactic Annotation Module. 
 
3) In the next step, Review, the cases are evaluated in order 
to identify if the sentence is correct or if the sentence has 
a grammatical error. Besides, the case could be adapted 
or transformed to provide a recommendation about how 
to properly write the sentence. Further details about the 
overall process are depicted in section 4. 
4) In the next step, which is called Retain, a new case 
obtained from the adaptation of the retrieved case is 
converted into a new case. Which is part of the 
recommendations provided by the recommender module 
and on the other hand it is stored in the case library as a 
new case. As a result from the process, grammatical 
errors in terms of using gender and number could be 
identified and a recommendation on how to correct it is 
provided to students. 
 
4) Recommender Module 
This module takes the cases retrieved from the case library 
as an input for providing recommendations to teachers or 
students on how to correct the sentence if a grammatical error 
in gender and number is identified. These recommendations 
take into account the indigenous language of teachers and 
students in order to explain why the sentence was incorrect 
from the indigenous language grammatical perspective.  
 
 
IV. AN ILLUSTRATIVE SCENARIO 
As well known, the CBR cycle includes 4 steps (Retrieve, 
Reuse, Review and Retain) as shown in Fig. 2. In this section a 
step-by-step illustrative case based on CBR cycle is applied in 
order to show how the grammatical sentence analysis in 
Spanish language is performed in Multilingual-Tiny to provide 
recommendations to students and teachers. 
 
Step 1 - Writing the text: 
Indigenous students which are preparing to be future 
teachers of Spanish language write a text in the web content 
editor when they are creating learning objects. In this step it is 
probably that students make mistakes in terms of grammatical 
issues when they write a text in Spanish but they are frequently 
thinking in their mother tongue which is an indigenous 
language. For instance: 
─ Me gustan el gatos blancos (sentence with a mistake in 
Spanish). 
─  I like white cats (English translation only for illustrative 
purposes). 
The above sentence in Spanish has a mistake in the definite 
article (“el”) because it is in singular form but it must be in 
plural form (“los”). 
 
Step 2 – Text Pre-Processing (Morpho-syntactic annotation of 
the initial text): 
In this step the system takes the initial text and applies the 
morpho-syntactic part-of-speech annotation of the text 
according to EAGLES recommendations [11]. Taking the 
example mentioned above the morpho-syntactic annotation is 
depicted in table 1. It is important to remark that in table 1 for 
English language the sentence seems to be grammatically 
correct, but in Spanish language there is a mistake when using 
the definite article (“el”) (which in English is “the”) in singular 
form with a noun “gatos” (in English “cats”) in plural form. 
 
Step 3 – Case retrieval 
Based on the morpho-syntactic annotation from step 2, in 
which each word has a specific tag (as depicted in table 1), a 
new case is created; this case is composed by the group of 
EAGLES tags. The new case could be: Case[PP1CS000, 
VMIP1P0, DA0MS0, NCMP000, AQAMP0]. This case is 
equivalent to the sentence: “Me gustan el gatos blancos” (in 
English: I like white cats). The new case is compared by 
means of the nearest-neighbor algorithm [13] with cases 
previously stored in the case library. The most similar cases 
are retrieved. For instance, if the following case is retrieved: 
Case=[PP1CS000,VMIP1P0,DA0MP0,NCMP000,AQAMP0], 
with a computed similarity of 96% from the global similarity 
function. It is important to remark that cases stored in the case 
library have been obtained from texts without grammatical 
errors. 
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Step 4 – Comparison of cases and recommendations 
In this step a comparison between the new case and the most 
similar case retrieved is performed in order to find differences 
in terms of the sentence grammatical structure. By means of 
this comparison and the analysis performed is possible to 
identify for example if there are mistakes of grammatical 
gender or grammatical number which are common when 
indigenous people is learning Spanish. For instance the 
comparison of the example proposed (“Me gustan el gatos 
blancos” in English “I like white cats”) with the case retrieved 
from the cases library is depicted in Fig. 3. 
As a result of the comparison in this example, the system 
identifies a difference in the third element of the new case 
(DA0MS0) and the corresponding element of the re-trieved 
case (DA0MP0). Those tags are described as follows: 
• DA0MS0 = Definite article (DA), Neutral (0), Masculine 
(M), in singular form (S), is not a possessive article (0). 
• DA0MP0 = Definite article (DA), Neutral (0), Masculine 
(M), in plural form (P), is not a possessive article (0). 
The difference was identified around the use of the 
grammatical number: In the new case the article is in singular 
form, but in the retrieved case (which has been extracted from 
a text correctly spelled) the article is in plural form. When the 
mistake has been identified, a recommendation is provided in 
order to correct the sentence; this recommendation takes 
information from the case retrieved in the CBR cycle in order 
to suggest the correct form that the sentence should have. As a 
result indigenous students and teachers can also learn by 
interacting with the authoring tool. Fig. 4 shows the graphical 
user interface of the CBR module. In this case the interface 
shows the sentence that will be analyzed to identify possible 
mistakes in grammatical number and gender agreement. 
 
 
 
 
V. EVALUATION 
A. Description 
The purpose of the evaluation process in to validate the 
main of our approach which is to support indigenous teachers 
and students when they write a text in a web content editor for 
creating learning objects. As mentioned before, the support we 
offer to indigenous teachers and students refers to 
automatically generate recommendation in order to avoid 
grammatical errors and develop quality educational content. 
In particular, we validate the case retrieval process, because 
this is the process that ensures that the offered 
recommendation is the best one that the user could receive. 
We applied the K-NN algorithm [13] in order to retrieve the 
most similar cases from the case library to check the 
grammatical number and gender agreement.  
The K-NN algorithm in the jCOLIBRI framework uses a 
local similarity function and a global similarity function. The 
former is used to compute the similarity in every attribute of 
the cases; the latter is used to compute de global similarity 
considering the results of the local similarities from all the 
attributes of the case. We design an experiment to compare 
and choose the best local similarity functions that allows 
retrieving the most similar sentence to check the grammatical 
number and gender agreement. In this section we describe the 
methodology and the main results of the comparison. 
TABLE I 
MORPHO-SYNTACTIC ANNOTATION OF THE EXAMPLE. 
Word – Token Part-of-
Speech 
tagging 
(EAGLES) 
Meaning of the 
tag assigned to 
each word 
Words 
in 
Spanish 
Translation 
to English 
Me I PP1CS000 
Personal 
pronoun, first 
person, common 
gender in singular 
form. 
Gustan Like VMIP1P0 
Main verb, 
indicative, 
present form, first 
person and 
plural. 
El the DA0MS0 
Define article, 
masculine, in 
singular form. 
Gatos cats NCMP000 
Common noun, 
masculine, in 
plural form. 
Blancos white AQAMP0 
Qualified 
adjective, 
masculine in 
plural. 
 
 
 
 
Fig. 3.  Comparing the example proposed with a retrieved case from case 
library. 
  
 
Fig. 4.  CBR Module graphical interface in TinyMCE. 
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B. Methodology 
In each case stored in the case library, the attribute with the 
highest weight is the morpho-syntactic annotation, which is 
basically a group of tags where each tag has been assigned to 
each word in the sentence according to the context and the 
grammatical structure. Since this group of tags is represented 
by means of a string data type, the local similarity function 
applied to this attribute should be able to compute the 
similarity between strings. There are many similarity functions 
for strings in literature some of them are described in [14], 
[15]. There are similarity functions based on fuzzy sets [16], 
and  set-based string similarity [17] and [18].  
For this experiment we chose four similarity functions 
commonly used in textual case-based reasoning. In addition we 
improved two similarity functions to consider the word order 
of the sentences during the analysis and deal with 
disambiguation by means of the FreeLing library. These are 
some important drawbacks described in [19] to be tackled in 
information retrieval and textual CBR. As a result 6 similarity 
functions were applied in the experiment. These are listed in 
table 3. 
 
The validation methods used in this experiment were: 
• Leave One Out 
• N-Fold Random Cross-validation with 10 folds. 
 
The voting methods selected for the K-NN algorithm were: 
• Weighted Voting Method 
• Majority Voting Method 
• Unanimous Voting Method 
 
The experiment was performed by means of 36 tests that 
combine the validation methods and the voting methods. Table 
2 summarizes the group of tests in the experiment. For each 
test we obtain the following data: 
 
• Precision 
• Recall 
• True Negatives 
• False Positives 
• False Negatives 
• True Positives 
 
 
C. Results 
The following paragraphs summarize the main results we 
obtained in the experiment. 
The results of  tests 1,7,13,19,25 and 31 are show in fig. 5. 
In this case the validation method was Leave One Out and the 
voting method was Weighted Voting Method. On the other 
hand Fig. 6 shows the results of tests 4, 10, 16, 22, 28 and 34 
TABLE III 
SIMILARITY FUNCTIONS APPLIED IN THE EXPERIMENT 
Simmilarity 
Function 
Description Improvement 
Levenshtein Also known as the edit 
distance 
- 
OverlapOrdered Overlap Coefficient Improved to 
consider the 
order of the 
tokens in each 
sentence 
analyzed. 
Smith-
Waterman 
Based on the algorithm 
of dynamic programming 
for local alignment. 
- 
Jaccard Jaccard coefficient for 
strings of characters 
- 
Dice Dice coefficient for 
strings of characters 
- 
Tokens 
Contained 
Weighted First 
Based on the 
TokensContained 
similarity function of 
jCOLIBRI framework. 
 
Improved to 
consider the 
order of the 
tokens in each 
sentence 
analyzed. 
 
 
TABLE II 
TEST PERFORMED IN THE EXPERIMENT WITH VALIDATION METHOD AND VOTING METHOD APPLIED 
Similarity 
Function 
Validation method 
Leave One Out N-Fold Random Crossvalidation 
Weighted 
Voting 
Method 
 
Majority 
Voting 
Method 
 
Unanimous 
Voting 
Method 
Weighted 
Voting 
Method 
 
Majority 
Voting 
Method 
Unanimous 
Voting 
Method 
Levensh. Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 
Overlap Test 7 Test 8 Test 9 Test 10 Test 11 Test 12 
Smith-
Waterm. 
Test 13 Test 14 Test 15 Test 16 Test 17 Test 18 
Jaccard Test 19 Test 20 Test 21 Test 22 Test 23 Test 24 
Dice Test 25 Test 26 Test 27 Test 28 Test 29 Test 30 
TokensC Test 31 Test 32 Test 33 Test 34 Test 35 Test 36 
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where we used the same voting method but using the N-Fold 
random cross-validation method.  
The F-Measure graphic in fig. 5 shows that the 
OverlapOrdered and TokensContained functions outperform 
the other functions compared, and the F-measure graphic in 
fig. 6 shows that Smith-Waterman, OverlapOrdered and 
TokensContained are functions with a better performance than 
the others.  
 
 
 
 
 
The results of tests 2, 8, 14, 20, 26 and 32 are shown in fig. 
7 using the Leave One Out validation method as mentioned 
before, but in this case using the Majority Voting Method for 
the K-NN classifier.  
In contrast fig. 8 shows the results of tests 5, 11, 17, 23, 29 
and 35 using the same voting method but using the N-Fold 
random cross-validation method. In this case the results also 
shown that OverlapOrdered offers better performance than the 
other functions evaluated and TokensContained has a good 
performance when the voting method is the Majority Voting 
Method. 
 
 
 
 
 
 
 
Fig. 9.  Results of tests 3, 9, 15, 21, 27 and 33. 
  
 
Fig. 7.  Results of tests 2, 8, 14, 20, 26 and 32. 
 
Fig. 8. Results of tests 5, 11, 17, 23, 29 and 35.    
  
 
Fig. 6.  Results of tests 4, 10, 16, 22, 28 and 34.  
 
Fig. 5.  Results of tests 1, 7, 13, 19, 25 and 31.  
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Finally the results of tests 3, 9, 15, 21, 27 and 33 are shown 
in fig. 9, in this case we use the same validation method 
(Leave one out), but we use the Unanimous Voting Method in 
the K-NN classifier.  
In contrast, fig. 10 shows the results of tests 6, 12, 18, 24, 
30 and 36 using the same voting method but the N-Fold 
random cross-validation method.  In this case the Levenshtein 
distance has a better performance than OverlapOrdered in both 
methods of validation but Tokens Contained has almost the 
same performance than Levenshtein. 
VI. CONCLUSION 
Multilingual-Tiny as an authoring tool to support indigenous 
students that will be future teachers of Spanish language when 
writing texts in Spanish, takes a relevant role in order to help 
students to improve their writing skills at grammatical level so 
that they will be proficient teachers of Spanish. Multilingual-
Tiny also provides a group of services that allow creating 
learning objects and design activities in the context of learning 
Spanish as a second language. This tool can be considered an 
advance in information and communication technologies to 
support the training process of indigenous students in the 
context of bilingual intercultural programs. 
The case-based reasoning technique applied to the process 
of sentence analysis in order to identify grammatical errors 
mainly in terms of grammatical number and gender, is an 
efficient technique due to the use of the past user experience. 
Besides, the similarity algorithm, including the local similarity 
functions, the global similarity function and the retrieval 
process based on the K-NN algorithm in JColibri applied in 
the retrieval step works as it was expected in order to retrieve 
the most similar cases compared with a new case provided.  
Evaluation developed shows that with respect to the 
algorithms used to retrieval cases that OverlapOrdered and 
TokensContained are functions with better performance to 
retrieve cases from the case library, so we can confirm that 
they are useful when we are dealing with grammatical 
structures of sentences in Spanish in form of part-of-speech 
tags. As a result of this experiment we decided to combine 
both functions when performing the retrieval phase of the case-
based reasoning cycle.  
This strategy allows improving the system’s performance in 
order to identify possible grammatical errors in gender and 
number agreement in Spanish language. 
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