Abstract-Stochastic variation in the level of a protein among cells of the same population is ubiquitous across cell types and organisms. These random variations are a consequence of lowcopy numbers, amplified by the characteristically probabilistic nature of biochemical reactions associated with gene-expression. We systematically compare and contrast negative feedback architectures in their ability to regulate random fluctuations in protein levels. Our stochastic model consists of gene synthesizing pre-mRNAs in transcriptional bursts. Each pre-mRNA transcript is exported to the cytoplasm and is subsequently translated into protein molecules. In this setup, three feedbacks architectures are implemented: protein inhibiting transcription of its own gene (I), protein enhancing the nuclear pre-mRNA decay rate (II), and protein inhibiting the export of pre-mRNAs (III). Explicit analytic expressions are developed to quantify the protein noise levels for each feedback strategy. Mathematically controlled comparisons provide insights into the noisesuppression properties of these feedbacks. For example, when the protein half-life is long, or the pre-mRNA decay is fast, then feedback architecture I provides the best noise attenuation. In contrast, when the timescales of export, mRNA, and protein turnover are similar, then III is superior to both II and I. We finally discuss biological relevance of these findings in context of noise suppression in an HIV cell-fate decision circuit.
I. INTRODUCTION
Stochastic variation in the level of protein among cells of the same population is ubiquitous across cell types and organisms. These random variations are a consequence of low-copy numbers, amplified by the characteristically probabilistic nature of biochemical reactions associated with geneexpression [1] , [2] . This variation is often referred to as geneexpression noise. The prevalence of this noise suggests that cells should have mechanisms to cope with it, suppress it, or even utilize it to their advantage [3] - [15] .
There is immense interest in how cells suppress geneexpression noise. Previous studies investigate regulatory mechanisms that cells may employ by incorporating feedback into models of gene-expression [16] - [29] . These models typically include the gene promoter, mRNA, and protein, and are thus limited to transcriptional or translational feedback. However, recent experimental studies have found that both un-spliced, precursor mRNA as well as stable, cytoplasmic mRNA play a role in the regulation of geneexpression [30] - [38] . This insight challenges simpler models and suggests the possibility of feedback strategies that include the precursor mRNA species. In this work, we investigate negative feedback mechanisms in their ability to suppress noise in a model of gene-expression that distinguishes precursor mRNA from cytoplasmic mRNA. Briefly, our model assumes that each gene synthesizes pre-mRNAs in the nucleus in transcriptional bursts. Modeling transcription by bursting allows incorporation of the active (ON) and inactive (OFF) intervals of promoter activity [39] - [46] . Then, each pre-mRNA transcript is exported from the nucleus to the cytoplasm. The cytoplasmic mRNA is subsequently translated into protein molecules. This framework allows us to explore additional regulatory strategies involving the precursor mRNA.
We specifically consider the following three feedbacks: I: the protein inhibits transcription of its own gene, II: the protein enhances the nuclear pre-mRNA degradation rate, and III: the protein inhibits the export of pre-mRNAs. We compare and contrast the noise suppression abilities of these three forms of negative feedback in a mathematically controlled fashion [47] . To that end, the mean level of protein is kept constant among all architectures. Our analysis reveals when pre-mRNA export occurs at a higher rate than its degradation, feedback architecture I provides the best noise attenuation. In contrast, when mRNA is unstable or when pre-mRNA is more likely to degrade than export, then III is superior to both II and I for high feedback strength.
The paper is organized as follows. Section II introduces a gene-expression model without feedback regulation and and uses differential equations for its moments to quantify noise in protein level. In Section III, we modify the model, incorporate the aforementioned three feedback strategies, and compute the noise in protein level. Next, in Section IV, we compare and contrast noise suppression of feedback architectures I-III under different regimes. A discussion of biological relevance of these findings in context of the role noise suppression plays in HIV concludes the paper in Section V. 
II. GENE-EXPRESSION MODEL WITH NO REGULATION
We model gene-expression starting with nuclear premRNA transcripts produced in bursts. Transcriptional bursting at the gene promoter occurs at a rate of k r , creating B number of pre-mRNA transcripts, where B is a discrete, positive-valued, random variable with distribution
The pre-mRNA is spliced and exported out of the nucleus at a rate of k m to become functional mRNA. It is then translated into protein at a rate k p . The model additionally includes degradation rates of pre-mRNA (γ r ), mRNA (γ m ), and protein (γ p ).
Let r(t), m(t), and p(t) represent the count of pre-mRNA, mRNA, and protein molecules at time t, accordingly. The probabilities of occurrences of these events in an infinitesimal time-interval (t, t + dt) are described in Table 1 .
To quantify the noise in protein levels of the geneexpression model, we write differential equations for statistical moments. For the gene-expression model without feedback, the time derivative of the expected value of a differentiable function ϕ(r, m, p) is given by [48] , [49] 
Here, and for the remainder of the paper, . is used to represent the expected value.
To compute moment dynamics, ϕ is chosen as a corresponding monomial. We are particularly interested in studying the noise in protein level, so we find the protein steadystate moments by equating its first and second moment (corresponding to the mean and variance in protein level) to zero. This allows for quantification of protein level noise via the coefficient of variation squared (CV 2 , variance divided by squared of the mean) [50] .
We introduce the following four parameters for simplifying the moments' expressions
Here, f is the ratio of pre-mRNA export rate from the nucleus to its degradation rate; B e is related to transcriptional burst size;γ m is the mRNA degradation rate normalized by the protein degradation rate; andγ r is the pre-mRNA degradation rate normalized by the protein degradation rate. Solving for steady-state moments, and substituting the above parameters yields
where¯ p =¯ m k p /γ p is the steady-state mean protein level. Note that in (4), the first term is the intrinsic Poissonian noise due to stochastic births and deaths of single protein molecules. This term can be ignored when considering the order of magnitude size difference in population counts of mRNA and protein (¯ m /¯ p ) ≈ 10 −3 [2] . The resulting simplified coefficient of variation squared is depicted in the center column of Fig. 2 .
We next analyze gene-expression noise in different limits. First, we consider limiting cases of f . When f 1, premRNA is more likely to be exported from the nucleus, and the resulting noise equation simplifies to
In the opposite case of f 1, the noise equation becomes
Interestingly, in this case the noise becomes independent of the burst size as opposed to the f 1 case, wherein the noise depends upon the burst size. In both cases, however, the noise in protein level depends inversely on the average steady-state level of mRNA¯ m .
III. INTRODUCING REGULATORY MECHANISMS IN GENE-EXPRESSION
Here, we implement three different feedback architectures and systematically compare their abilities to suppress noise. We specifically consider three mechanisms: the protein inhibits transcription of its own gene (I), the protein enhances the nuclear pre-mRNA degradation rate (II), and the protein inhibits the export of pre-mRNAs (III). The architecture I is well-known as negative autoregulation, e.g., see [51] . We consider feedbacks II and III which involve pre-mRNAs and therefore are specific to our model formulation. The feedback architecture II is motivated from regulation of the PABPN1 gene which has been suggested to reduce the spliced vs. unspliced ratio of pre-mRNAs, thus reducing PABPN1's own gene-expression and ultimately decreasing noise [52] . The last form of feedback (III) has also been suggested in the NUP153 gene whose over-expression slows down the transcript export from the nucleus, resulting in lower variability while maintaining the original steady-state protein count [36] , [37] , [53] .
We incorporate feedback by no longer assuming that the rate being regulated is fixed and constant (as described in Table I ), but instead assuming that it is either a monotonically increasing or decreasing function of protein count. We perform this procedure for each feedback architecture, as depicted in Fig. 1 . In order to obtain analytical expressions for noise, we use the well-known linear noise approximation. This involves linearizing the rate about the steady-state average protein count¯ p [54] . Note, these assumptions are only valid for small fluctuations in protein counts. This holds as regulatory protein levels in cells are tightly maintained within certain bounds. After linearizing the protein dependant rate, this new term is then substituted into the differential equations to replace the original constant rate that was associated with the gene-expression model without regulation in (2).
A. Protein-Mediated Transcriptional Bursting Inhibition
To implement the first form of feedback, transcriptional bursting regulation (feedback architecture I in Fig. 1 ), we assume that transcriptional bursting events occur as a monotonically decreasing function k r (p(t)) of the protein count p(t). This results in a negative feedback strategy where an increase (decrease) in protein count will result in a decrease (increase) in bursting. Following the convention in [24] , the rate k r (p(t)) is linearized about the steady-state average number of protein¯ p and we assume
with an average transcription rate of k r (¯ p ). The dimensionless constant:
corresponds to the sensitivity of the transcription rate to changes in p(t) [24] . In simpler terms, this represents the strength of the feedback.
B. Protein-Mediated Enhancement of pre-mRNA Degradation
Next, regulation by protein enhancement of pre-mRNA degradation is incorporated into the model (feedback architecture II in Fig. 1 ). In this feedback strategy, pre-mRNA degrades at a rate of γ r (p(t)). This form of regulation is more complex because it is not only dependent on protein count p(t), but also on pre-mRNA count r(t). We model this by assuming γ r (p(t))r(t) is a monotonically increasing function of protein count p(t). The approximated rate is linearized around both the average pre-mRNA count¯ r and protein count¯ p . Again, it is assumed that r(t) and p(t) are tightly regulated and have small fluctuations from their respective steady-state averages. We find
with an average pre-mRNA degradation rate γ r (¯ p )r(t) and dimensionless constant:
dγ r (p) dp (10) that is the sensitivity of the degradation rate to changes in p(t).
C. Protein-Mediated Inhibition of pre-mRNA Export
Last, we incorporate the regulation of pre-mRNA export from the cell nucleus into the cytoplasm (feedback architecture III in Fig. 1 ). Here, we assume that pre-mRNA export is a monotonically decreasing function based on protein count, but is also dependant on pre-mRNA count. Thus, the total export rate k m (p(t))r(t) depends on both p(t) and r(t). The linear approximation about¯ r and¯ p assumes that r(t) and p(t) are tightly regulated and have small fluctuations from their steady-state averages. We approximate the total export rate as:
with an average export rate of k m (¯ p )r(t) and dimensionless constant:
that is the sensitivity of the export rate to changes in p(t). The time evolution of the statistical moments of each feedback mechanism are obtained by substituting the corresponding average rate found by linear approximation for the original rate in (1) . This results in a unique solution of moment dynamics for each feedback architecture I-III. Based on the moment dynamics, the resulting protein noise levels of each feedback architecture are quantified as CV 2 X , X {I, II, III} and displayed in the middle column of Fig. 2 (coefficient of variation squared of architecture X). Additionally, when there is no feedback strength, ε = 0, the resulting noise corresponds to protein level noise when there is no feedback present CV 2 X = CV 2 . Remark 1: A close examination of the gene-expression noise equations in Fig. 2 reveals that noise can become unbounded for some values of feedback strength (ε). Specifically, it can be seen that CV 2 I and CV 2 II will remain stable as long as the feedback strength (ε) is satisfied:
In contrast, CV
2
III remains stable for all values of ε > 0.
IV. COMPARISON BETWEEN FEEDBACK STRATEGIES
Mathematically controlled comparisons are performed to determine which feedback architecture best attenuates noise in gene-expression. We control these comparisons by assuming the same steady-state average values among the three feedback strategies. An obvious, yet important, trend is that noise is always reduced when regulation is incorporated. Any feedback strategy, in any parameter regime, outperforms the gene-expression model without feedback.
The first observation is made by considering a highly unstable pre-mRNA, thus pre-mRNA with a high degradation rate. When comparing regulation of transcription to regulation of pre-mRNA degradation, we find:
This ratio reveals that for a fixed feedback strength (ε), feedback architecture I outperforms feedback architecture II. However, when comparing regulation of pre-mRNA degradation to regulation of pre-mRNA export, the following result is found:
Under this condition, the noise reduction of feedback architectures II and III is the same, regardless of feedback strength. Based on these observations, we conclude that when pre-mRNA is unstable, feedback architecture I will always provide better noise attenuation than feedback architecture II and III, as well as the no feedback case. We can additionally analyze this regime in relation to feedback strength by selecting an increased pre-mRNA degradation rate and setting the remaining parameters equal to one. This is illustrated in Fig. 3D . We again conclude that transcriptional bursting feedback (feedback architecture I) is best. Next, we compare noise suppression of each feedback architecture in relation to pre-mRNA processing. In the nucleus, retained pre-mRNA will either degrade or be exported into the cytoplasm. When the pre-mRNA degradation rate is higher than its export rate, feedback architecture III provides the best noise suppression. On the contrary, when pre-mRNA export is much higher than its degradation, feedback architecture I provides far superior noise suppression compared to feedback architectures II and III. Examples of noise suppression's dependence on f are illustrated in Fig.  3A and 3B.
We last consider the dependence of noise suppression on mRNA stability. We model an unstable mRNA by selecting a high mRNA degradation rate, and setting the remaining parameters equal to one (illustrated in Fig. 3C ). Here, we find feedback of pre-mRNA export, feedback architecture III, to provide the most noise suppression. noise suppression of three possible feedback architectures (Fig. 2) . After investigation through mathematically controlled comparisons, it is discovered that the best feedback architecture is dependant on the various parameters associated with gene-expression (Fig. 3) . Transcriptional feedback (feedback architecture I) provides the best noise regulation when pre-mRNA export occurs more than its degradation, or when pre-mRNA is unstable. Additionally, in regimes when pre-mRNA degradation is more likely than its export, or when mRNA is unstable, then feedback of pre-mRNA export (feedback architecture III) is best.
Insight gained from feedback implemented at the premRNA level can be related to post-transcriptional control of gene-expression in HIV. Inside the nucleus, pre-mRNA undergoes splicing and generates both incompletely and fully spliced transcripts. The incompletely spliced transcripts are retained in the nucleus while the fully spliced transcripts are exported into the cell's cytoplasm to encode the regulatory proteins Tat, Rev, and Nef [55] - [58] . Interestingly, the Rev protein has the ability to bind to the incompletely spliced transcripts to allow for their export out of the nucleus [59] . This Rev mediated export decreases retained pre-mRNAs, which results in less fully spliced mRNA. Ultimately, the production of downstream proteins, including Rev, is reduced. With time, this proceeds as a negative feedback loop that we can relate to feedback architecture II described in this work [60] - [62] .
Biological systems include time delays that alter stability by creating realistic oscillations in the system. Incorporation of these intrinsic delays will allow further investigation of noise suppression properties under more physiologically relevant conditions. Future work will include the addition of time delays to the gene-expression model proposed in this paper and resulting analysis of feedback strategies I-III performance.
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