A theorem of Kac on quiver representations states that the dimension vectors of indecomposable representations are precisely the positive roots of the associated symmetric Kac-Moody Lie algebra. Here we generalise this result to representations respecting an admissible quiver automorphism, and obtain the positive roots of an associated symmetrisable Kac-Moody Lie algebra.
Introduction
A remarkable theorem by Kac [8] states that the dimension vectors of indecomposable representations of a quiver Q without vertex loops over an algebraically closed field are precisely the positive roots of an associated Kac-Moody Lie algebra g. The Kac-Moody Lie algebras that appear in this way are the symmetric ones -i.e. those with a symmetric generalised Cartan matrix (GCM). However, there is also a well-developed theory for the symmetrisable Kac-Moody algebras, whose GCM can be symmetrised by left multiplication by an invertible diagonal matrix. It would clearly be of interest to generalise Kac's Theorem in order to obtain the positive root systems of these symmetrisable Kac-Moody algebras.
We know that from any symmetrisable GCM, with valued graph Γ, we can construct a graph with an admissible automorphism (Q, a) [13] . This pair is in no way unique, but there is a close connection between properties of Q compatible with a and the corresponding properties of Γ. For example, there is an obvious bijection f : (ZI) a → ZI between the fixed points of the root lattice for Q and the root lattice for Γ, which in turn gives rise to an isomorphism between the Weyl group W (Γ) and the subgroup of W (Q) of elements commuting with a. (Here, I and I are indexing sets for the vertices of Q and Γ respectively.)
The automorphism a naturally acts on the category of representations of Q as an autoequivalence. It is therefore interesting to see how it acts on the isomorphism classes of indecomposable representations. This action is perhaps best understood by considering the following representations. We take one representative from each isomorphism class in the orbit and form their direct sum. This representation is then isomorphic to its twist by a, and we refer to such representations as isomorphically invariant indecomposables (or ii-indecomposables).
The dimension vector α of an ii-indecomposable is clearly fixed by a and so we can consider the element f (α) in the root lattice for Γ.
We can now state the main result of this paper.
Theorem 1 Let (Q, a) be a quiver with admissible automorphism and let k be an algebraically closed field of characteristic not dividing the order of a. Then 1. the images under f of the dimension vectors of the ii-indecomposables give the positive root system for the symmetrisable Kac-Moody algebra g(Γ);
if f (α) is real, there is a unique such ii-indecomposable of dimension vector α up to isomorphism. The number of direct summands of this iiindecomposable equals the length of the root f (α). (Equivalently, this is the size of the corresponding orbit of isomorphism classes of indecomposables.)
Here, the length of a root β for Γ indicates the value 1 2 (β, β) Γ with respect to the bilinear form (see §2).
In particular, the dimension vectors of the ii-indecomposables are independent of the (compatible) orientation of Q and of the characteristic of the field k (assuming it does not divide the order of a).
This extends a result of Tanisaki [15] which states that the pair (Q, a) has only finitely many isomorphism classes of ii-indecomposables if and only if Q is Dynkin.
In fact, we can consider the following more general situation. We know that the category of representations of a quiver Q over a field k is equivalent to the category of finite dimensional modules for the path algebra kQ [1] . This path algebra can be thought of as a tensor algebra T (Λ 0 , Λ 1 ), where Λ 0 = i∈I kε i is a basic semi-simple k-algebra and Λ 1 = ρ:i→j kρ is a finite dimensional Λ 0 -bimodule. To say that Q has no edge loops is then equivalent to specifying that ε i Λ 1 ε i = 0 for all i. Now suppose that a is any algebra automorphism of T (Λ 0 , Λ 1 ) given by an algebra automorphism of Λ 0 and a bimodule automorphism of Λ 1 (so a respects the natural grading of T ). This induces an action of a on the vertex set I, and we say that this action is admissible if ε j Λ 1 ε i = 0 whenever i and j lie in the same a-orbit.
We can again associate to this pair (Q, a) a symmetrisable GCM, and hence a valued graph Γ, and all the results of this paper extend without alteration to this setting. (In fact, we are forced to consider such automorphisms when we consider the skew group algebra kQ# a .)
The heart of the proof of the main theorem lies in understanding the relationship between ii-indecomposables for (Q, a) and indecomposables for the skew group algebra kQ# a , the main reference being the paper by Reiten and Riedtmann [14] .
In the penultimate section, we describe some particular examples of quivers with an automorphism. We note that if Q has no oriented cycles, then the action of a on the category of representations commutes with that of the Auslander-Reiten translate τ . In particular, if Q is a tame quiver, then the actions of a and τ on the regular modules are determined by their actions on the regular simples, and hence the ii-indecomposables can be classified.
Finally we explain the correspondence between ii-representations and modules for the k-species associated to Γ. In particular, let k be a finite field and t the highest common factor of the so-called symmetrisers of Γ (c.f. [7] ). Write Λ for the tensor algebra associated to the k-species of Γ. Then for K/k an extension of degree t, the K-algebra K ⊗ Λ is isomorphic to the path algebra of a quiver KQ on which the Galois group Gal(K, k) acts as K-algebra automorphisms. It turns out that this is actually generated by an admissible quiver automorphism a of Q, and the valued graph associated to the pair (Q, a) is the underlying graph of Γ. Moreover, we have the standard Galois group action (as k-algebra automorphisms) coming from the identification KQ ∼ = K ⊗ k kQ, and the induced modules K ⊗X for X a Λ-module are precisely those for which these two actions coincide.
We know from [7] that the number of isomorphism classes of indecomposable Λ-modules of dimesion vector α is a polynomial in the size of the base field k. Here we show that these polynomials are non-zero precisely when α is a positive root of Γ, thus answering a question of Hua [7] . This paper is based on work done during the author's doctorate at the University of Leeds, supported by the Engineering and Physical Sciences Research Council. The author would like to thank his supervisor Prof. W. Crawley-Boevey for his continuing support and guidance. Part of this paper was written whilst the author was visiting BUGH Wuppertal, supported by the ESF/PESC Programme on Non-Commutative Geometry, and he would like to thank Dr. M. Reineke, Prof. Dr. K. Bongartz and the other members of the algebra group for their hospitality.
Quivers With An Admissible Automorphism
In this paper we shall only consider finite quivers without vertex loops. Given such a quiver Q, we shall denote its vertex set by I. The corresponding symmetric GCM is the matrix A indexed by I with entries a ij := 2 if i = j; −#{edges between vertices i and j} if i = j.
We write g(Q) for the associated symmetric Kac-Moody algebra, with root system ∆(Q) [11] .
In [8] (see also [10, 12] ) Kac proved the following theorem. As a consequence, the dimension vectors of the indecomposable representations are independent of both the orientation of Q and the characteristic of the field k.
An admissible automorphism a of a quiver Q is a quiver automorphism such that no arrow connects two vertices in the same orbit. This notion was first introduced by Lusztig in [13] , where given such a pair (Q, a), he describes how to construct a symmetric matrix B indexed by the vertex orbits I. Namely b ij := 2#{vertices in i-th orbit} if i = j; −#{edges between i-th and j-th orbits} if i = j.
is a symmetrisable GCM and we write Γ for the corresponding valued graph. That is, Γ has vertex set I and we draw an edge i − j equipped with the ordered pair (|c ji |, |c ij |) whenever c ij = 0. N.B. Since a is admissible, Γ has no vertex loops.
For example, consider the quiver A 3 with automorphism
The corresponding symmetrisable GCM is then (
The roots of Γ can be defined combinatorially as follows. For a vertex i, we define the reflection r i on the root lattice ZI by
where (−, −) Γ is the symmetric bilinear form determined by the matrix B and the e i form the standard basis of ZI. The group generated by these reflections is the Weyl group W (Γ). The real roots are given by the images under W (Γ) of the simple roots e i and the imaginary roots are given by ± the images under W (Γ) of the fundamental roots
Similarly, we have the Weyl group and the roots associated to the quiver Q, this time using the symmetric matrix A to define (−, −) Q . That is, the reflection r i on ZI is given by
The automorphism a acts naturally on the root lattice ZI for Q, and the bilinear form (−, −) Q is a-invariant. We have a canonical bijection
from the fixed points in the root lattice for Q to the root lattice for Γ. This is given by f (α) i := α i for any vertex i in the i-th orbit.
The admissibility of a implies that the reflections r i and r j commute whenever i and j lie in the same a-orbit. Therefore the element
is well-defined. Also, since a · r i = r a(i) · a, we see that s i ∈ C a (W (Q)), the set of elements in the Weyl group commuting with the action of a.
Lemma 3 For α, β ∈ (ZI) a we have
Proof. Let i v ∈ I enumerate the vertices in the orbit i ∈ I. Parts 1. and 2. now follow from the formula
We denote the length of an element w ∈ W (Q) by ℓ(w). Then ℓ(wr i ) < ℓ(w) if and only if w(e i ) < 0 and
Since a is admissible and preserves the partial order < on ZI, induction on length shows that C a (W (Q)) is generated by the s i . That r i and s i satisfy the same relations follows from 2.
Proposition 4 Let α ∈ ∆(Q) and let r ≥ 1 be minimal such that a
is real, then α must also be real and unique up to a-orbit.
Since a preserves the partial order < on ZI, w ′ (β) is either positive or negative. Also, f (σ(w(α))) always has connected support. Therefore, if w ′ is chosen so that w ′ (β) has minimal height, then either w ′ (β) lies in the fundamental region or else is a multiple of a real root, say w ′ (β) = me i . In the latter case we must have that w(α) = me i for some vertex i in the i-th orbit, so w(α) = e i and m = 1. This proves that every root of Q gives rise to a root of Γ.
Conversely, any simple root e i clearly lies in the image of this map, so let β lie in the fundamental region for Γ.
for all i, where i ∈ i. Thus any connected component α of γ lies in the fundamental region for Q and σ(α) = γ.
The result now follows from the correspondence between the Weyl groups.
Isomorphically Invariant Representations
Let X be a representation of Q, given by vector spaces X i for i ∈ I and linear maps X ρ :
We define a new representation a X by (
This determines a functor F (a) on the category of representations. Clearly F (a r ) = F (a) r and F (a) is additive. In fact, F (a) is an autoequivalence of the category, so in particular X is indecomposable if and only if a X is.
We say that X is isomorphically invariant (an ii-representation) if
, so any ii-representation has dimension vector fixed by a. We say that X is an ii-indecomposable if it is not isomorphic to the proper direct sum of two such ii-representations. By the Krull-RemakSchmidt Theorem for Q-representations, the ii-indecomposables X are precisely the representations of the form
where Y is an indecomposable representation and r ≥ 1 is minimal such that
Lemma 5 The Krull-Remak-Schmidt Theorem holds for ii-representations.
Proof. Suppose that X is an ii-representation. We can write X as a direct sum of indecomposable representations and, since a X ∼ = X, F (a) must act (up to isomorphism) as a permutation of these indecomposable summands. That is, we can write
with the Y j ii-indecomposables. The uniqueness properties now follow from the Krull-Remak-Schmidt Theorem for Q-representations.
Proposition 6 Let (Q, a) be a quiver with an admissible automorphism, Γ the associated valued graph and k an arbitrary algebraically closed field. Then there is an ii-indecomposable of dimension vector α only if f (α) is a root of Γ. Moreover, every positive real root of Γ occurs, and the corresponding iiindecomposable is unique up to isomorphism with
Proof. Let Y be an indecomposable representation of Q and consider the iiindecomposable
On the other hand, if β is imaginary, then so is f (σ(β)), and hence
This shows that the dimension vectors of ii-indecomposables give rise to positive roots of Γ. Also, it follows from Proposition 4 that we must get every real root of Γ, and that the corresponding ii-indecomposable is unique up to isomorphism with the stated number of indecomposable summands.
Of special interest in the representation theory of quivers are the reflection functors R + i and R − i , defined when i ∈ I is a sink or a source respectively.
Clearly if i is a sink (respectively a source) then the same is true for all vertices in the orbit of i. Also, since a is admissible, the functor
Denote by k i the i-th simple representation of Q. If d = d i is the size of the orbit of i, then we have an ii-indecomposable
Proposition 7 Let i be a sink (or a source, interchanging + and −). Then for any ii-representation X there is a canonical monomorphism
whose image has a complement a direct sum of copies of the ii-indecomposable k i . In fact,
an isomorphism and hence

End(S
Proof. This follows immediately from the standard properties of reflection functors.
Skew Group Algebras
We recall [1] that the category of representations of a quiver Q over a field k is equivalent to the category of finite dimensional modules for the path algebra kQ. If a is a quiver automorphism of Q, then it naturally induces an algebra automorphism on kQ, also denoted a. In such a situation, we can form the skew group algebra kQ# a . This has as basis the elements λa r , with λ a path in kQ, and the multiplication is given by
The action of a on mod kQ is given by X → a X , where a X has the same underlying vector space as X , but with the new action
Now suppose that k is an algebraically closed field with characteristic not dividing the order n of a. Then, given any ii-representation X, there exists an isomorphism θ : a X → X and, as observed in [5] , this implies the existence of an isomorphism φ : a X → X such that
In terms of modules for the path algebra kQ, this says that we can find a vector space isomorphism Φ : X → X such that Φ n = 1 and Φ(λx) = a(λ)Φ(x). That is, the pair (X , Φ) determines a module for the skew group algebra kQ# a . We note that there may exist Φ and Φ ′ such that (X , Φ) and (X , Φ ′ ) are nonisomorphic.
We now consider a slightly more general situation, following the paper by Reiten and Riedtmann [14] . Let k be an algebraically closed field and G a finite cyclic group whose order is invertible in k. Let Λ be either an artin k-algebra or the path algebra of a quiver and suppose that G acts as either algebra automorphisms or graded algebra automorphisms of Λ. We write ΛG for the skew group algebra. The following are proved in [14] when Λ is artinian, but the proofs carry over to the path algebra case also.
Consider the following pair of functors. These are both left and right adjoints of each other ( [14] , Theorem 1.1).
We have ( [14] , Proposition 1.8)
3. F (X) has exactly m indecomposable summands, where m is the order of
It is also shown that the dual groupĜ acts on ΛG via χ(λg) = χ(g)λg and then ( [14] , Proposition 5.1)
is an algebra isomorphism.
In particular, since ΛG is a finitely generated projective generator for mod Λ, we have that (ΛG)Ĝ is Morita equivalent to Λ.
We can also consider the functors
and we note that the Morita equivalence mod(ΛG)Ĝ → modΛ is given by
For, this comes from viewing ΛG as a finitely generated projective generator for mod Λ.
Corollary 10 There are natural isomorphisms
Proof. It is clear that M F ′ is naturally isomorphic to H. The second isomorphism follows by taking adjoints.
It follows that Proposition 8 holds with F and H interchanged. Namely
Proposition 11 Let X, Y be indecomposable ΛG-modules. Then
F H(X)
∼ = χ∈Ĝ χ X;
H(X) ∼ = H(Y ) if and only if
3. H(X) has exactly m indecomposable summands, where m is the order of {χ ∈Ĝ | χ X ∼ = X}.
Lemma 12
Let e be an idempotent of Λ such that eΛe is Morita equivalent to Λ and suppose that e is fixed by G. Then we have natural isomorphisms between
We can now relate this back to quivers with an admissible automorphism.
Let (Q, a) be a quiver with an admissible automorphism of order n and let k be an algebraically closed field of characteristic not dividing n. Then the skew group algebra kQ# a is Morita equivalent to the path algebra of another quiver Q and ifã is a generator for the dual group action on kQ# a , then we have an induced action on k Q. N.B. This may not come from a quiver automorphism, but is admissible in the sense that no edge joins two vertices in the same orbit (see the introduction).
Therefore we can consider the induction and restriction functors F and H as going between Rep(Q) and Rep( Q).
On the other hand, we can do the same thing starting with ( Q,ã). In this way we recover our original pair (Q, a). Therefore we have induction and restriction functors F and H going between Rep( Q) and Rep(Q).
It now follows from Corollary 10 and Lemma 12 that there are natural isomorphisms F ∼ = H and H ∼ = F .
Corollary 13
The ii-indecomposables for (Q, a) are given up to isomorphism by the images under H of indecomposable Q-representations, and H(Y ) ∼ = H(Z) if and only if Y ∼ =ã r Z for some r.
Proof. If Y is an indecomposable for Q, then H(Y ) is an ii-indecomposable for (Q, a).
Conversely, suppose that X is an indecomposable for Q and let Y be an indecomposable summand of F (X). Then X is a direct summand of H(Y ) and so every ii-indecomposable for (Q, a) is obtained up to isomorphism.
We recall the construction of [14] for the semi-simple subalgebra of kQ. Let i be a vertex orbit of Q of size d and let i ∈ i. Consider
Using the notation of [14] , we have an algebra isomorphism
where ζ is a fixed primitive n-th root of unity and the E(i, µ) pq are the elementary matrices. Letã be the generator for the dual group such thatã(a) = ζ. Theñ
Write E i := µ E(i, µ) 00 and set B i = E i A i # a E i . The algebras A i # a and B i are then Morita equivalent, and since E i is fixed byã we have an induced action of the dual group on B i .
In general, we repeat this for all vertex orbits i and let E = i E i be the corresponding idempotent of kQ# a , fixed byã. Then EkQ# a E is isomorphic to the path algebra k Q. The vertices I of Q are thus indexed by pairs (i, µ), where i ∈ I and µ ∈ Z/(n/d i )Z.
We are now in a position to complete the proof of Theorem 1 -namely that given any root α ∈ ∆(Γ) + , there exists an indecomposable Q-representation Y such that f (dim H(Y )) = α. It is clearly enough to show that the map h : Z I → ZI → ZI induced by H and f maps ∆( Q) + onto ∆(Γ) + . Alos, the above description of the Morita equivalence implies that h is given by
We first prove an analogous result to Lemma 3.
Lemma 14 Lets
We have the following relations.
Proof. We note that if a m fixes vertices i and j, then we can find a basis of arrows i → j in kQ with respect to which a m acts diagonally (c.f. [14] ). We now consider each of these basis elements separately. Let ρ : i → j be such a basis element and let t be the lowest common multiple of d i and d j . Then a t (ρ) = ζ rt ρ for some r and the arrows ρ, a(ρ), . . . , a t−1 (ρ) are linearly independent in kQ. From [14] we know that we get an arrow (i, µ) → (j, ν) in k Q from ρ if and only if µ ≡ ν + r mod n/t, and so for fixed ν there are t/d i solutions for µ. In particular, if (ã (i,µ)(j,ν) ) is the GCM for Q, then
The elements i is well defined sinceã is again admissible, and as the bilinear form (−, −) Q isã-invariant,s i commutes with the action ofã. Therefore
As in the proof of Lemma 3, induction on length shows that Cã(W ( Q)) is generated by thes i . Finally, suppose that r i1 · · · r im = 1 ∈ W (Γ) and consider s i1 · · ·s im ∈ Cã(W ( Q)). Then for any vertex (j, ν),s i1 · · ·s im (e (j,ν) ) > 0. By the characterisation of the length of an element in the Weyl group, we must have that ℓ(s i1 · · ·s im ) = 1. It follows immediately that the r i ands i must satisfy the same relations.
Proposition 15
The map β → h(β) sends ∆( Q) + onto ∆(Γ) + . Moreover, if α ∈ ∆(Γ) + is real, then there is a uniqueã-orbit of roots mapping to α, all of which are real.
Proof. Since the dimension vector of any ii-indecomposable must be a positive root for Γ, we know that β → h(β) sends ∆( Q) + into ∆(Γ) + . (We could also prove this directly.) To show surjectivity, we first construct preimages for the fundamental roots by adapting the proof of Lemma 5.3 in [11] .
Let α ∈ F Γ and consider the set {β ∈ ∆( Q) + | h(β) ≤ α}. Since this set is finite and non-empty, we can take an element β of maximal height. Suppose h(β) i < α i . Then for any µ, h(β + e (i,µ) ) = h(β) + e i ≤ α. By the maximality of β, β + e (i,µ) cannot be a root and so (β, e (i,µ) ) Q ≥ 0 ( [11] , Corollary 3.6). Thus (h(β), e i ) Γ ≥ 0 as well. In particular, h(β) and α must have the same support, for otherwise we can find such a vertex (i, µ) adjacent to the support of β, and so (β, e (i,µ) ) < 0. Contradiction.
We may assume that supp(α) = Γ. Let S := {i | h(β) i = α i }. If S is the empty set, then β + e (i,µ) is not a root for any vertex of Q, and so the connected component of Q in which β lies is Dynkin ( [11] , Proposition 4.9). Therefore Q must be a disjoint union of copies of this Dynkin quiver, all in a singlẽ a orbit, so in particular k Q is representation finite. This implies that kQ is representation finite ( [14] , Theorem 1.3) and that Γ is a connected Dynkin diagram. Contradiction, since α was assumed tobe imaginary.
Thus S is non-empty so take any connected component T of Γ − S and write γ for the restriction of h(β) to T . Then for all vertices j ∈ T ,
Moreover, there exists a vertex j ∈ T adjacent to S, and so (γ, e j ) T > 0. Therefore T is Dynkin ( [11] , Corollary 4.3).
Conversely, let γ ′ be the restriction of α − h(β) to T . Note that γ ′ has support the whole of T . Then, for any vertex j ∈ T ,
Hence T is not Dynkin ( [11] , Theorem 4.3). Contradiction. Therefore S = Γ and h(β) = α.
Clearly every simple root e i of Γ lies in the image of h, and so the correspondence between the Weyl groups proves that h is surjective.
Finally, let α be a real root for Γ and let β be a root for Q such that h(β) = α. Then we can find an element w ′ ∈ W (Γ) such that w ′ (α) is simple, say equal to e i . If w is the corresponding element in Cã(W ( Q)), then w(β) must also be simple, equal to some e (i,µ) . Therefore β is real and uniquely determined up to anã-orbit.
If we let a act as the automorphism
so that Γ is the valued graph A 11 · (4,1) ·, then a acts on the regular simples (up to isomorphism) as
Therefore we have ii-indecomposables
Alternatively, if a acts as the automorphism 3) · and we have ii-indecomposables
where ω is a primitive cube root of unity.
Representations of Species over Finite Fields
Let Γ be a valued quiver with symmetrisable GCM C = D −1 B. We fix a finite field k = F q , an algebraic closurek and denote by F q r the unique extension of k of degree r insidek. The k-species S of Γ is given by the field F q d i at vertex i and the
for each arrow i → j. Therefore, the category of S-representations is equivalent to the category of finite demensional modules for the tensor algebra Λ := T (A 0 , A 1 ), where A 0 = i F q d i is a semisimple algebra and
In [4] , Dlab and Ringel studied the representations of a k-species associated to a valued Dynkin or tame quiver Γ. For k a finite field, the number of isomorphism classes of representations was studied for general Γ (without oriented cycles) by Hua [7] and a partial analogue of Kac's Theorem was proved. This was later completed by Deng and Xiao [3] using the Ringel-Hall algebra.
Theorem 16 (Hua, Deng-Xiao) Let Γ be a valued quiver, k a finite field and S the k-species of Γ. Then 2. if α is real, there is a unique indecomposable of dimension vector α up to isomorphism.
Suppose now that K/k is a finite field extension. Then the Galois group G := Gal(K, k) acts as k-algebra automorphisms on K ⊗ k Λ, say generated by g : a ⊗ λ → a q ⊗ λ. Thus for any K ⊗ Λ-module Y we can form a new module g Y by taking the same underlying k-vector space with the new action p · y := g −1 (p)y.
Proposition 17 There is a bijection between the isomorphism classes of Λ-modules and the isomorphism classes of
The proof is based upon the following series of lemmas (c.f. [12] ).
Lemma 18 Let X be a Λ-module and K/k a field extension of degree r. Then K ⊗ k X| k ∼ = X r over k. In particular, two Λ-modules X and Y are isomorphic if and only if
Lemma 19 Let X be an indecomposable Λ-module, K := End(X)/rad End(X) and r = [K : k]. Then K ⊗ k X is a direct sum of r pairwise non-isomorphic indecomposables
Lemma 20 Let K/k be a finite field extension with Galois group G. Let Y be a K ⊗ k Λ-module such that g Y ∼ = Y for all g ∈ G and suppose that G acts transitively on the indecomposable summands of Y (up to isomorphism). Then any indecomposable summand X of the Λ-module
If L is common extension of K and End(X)/rad End(X), then on the one hand, M ⊗ k X is isomorphic to the direct sum of pairwise non-isomorphic indecomposables, whereas on the other it is isomorphic to M ⊗ K Y s . Thus s = 1.
In fact, we now see that if X is a Λ-indecomposable as in Lemma 19, then G must act transitively on the Y i . Proposition 17 now follows immediately.
In particular, we can take K/k to be a splitting field for each F q d i -for example, K = F q t where t is the lowest common multiple of the d i . Then the algebra K ⊗ k Λ is isomorphic to the path algebra of a quiver Q. We show that the action of the Galois group can now be thought of as an admissible quiver automorphism combined with the G-action on KQ coming from the identification KQ ∼ = K ⊗ k kQ.
We describe this construction in the case when Γ has only two vertices; the general case following immediately. Let Γ be the valued quiver
Let t be the lowest common multiple of d i and d j and set b ij = bt. The tensor algebra is therefore given by
Now K ⊗ k Λ ∼ = KQ for some quiver Q, and we can assume that b = 1 since for general b we just take b copies of each arrow in Q.
By the Normal Basis Theorem [2] , there exists x ∈ F q d i such that the elements x q r for 0 ≤ r < d i form a k-basis for F q d i . We also have the isomorphism
Let ε (i,µ) denote the unit for the µ-th copy of Similarly we can find y, b s ∈ K such that the y q sd i give an F q d i -basis for K and
the λ-th unit, which we denote by ρ (λ) , corresponds to r,s a r b s ⊗ x q r−λ y
It follows that
We have analogous identities for the isomorphism
ν=0 K and the product ε (j,ν) ρ (λ) . In conclusion, we have Lemma 21 Let Γ be a valued quiver with symmetrisable GCM C = D −1 B, k a finite field and Λ the corresponding k-algebra. Let t be the lowest common multiple of the d i . Then for K/k an extension of degree t, the algebra K ⊗ Λ is isomorphic to the path algebra of a quiver KQ. The vertices of Q are labelled by pairs (i, µ) for i a vertex of Γ and 0 ≤ µ < d i and there are a ij arrows (i, µ) → (j, ν) if and only if i → j in Γ and µ ≡ ν mod hcf(d i , d j ), where
Let G denote the Galois group Gal(K, k). This acts naturally on Λ as k-algebra automorphisms, and so we can extend this to get K-algebra automorphisms of K ⊗ Λ. Let a be a generator for G, acting as a(a ⊗ b) := a ⊗ b q . In terms of the path algebra KQ, we get
Similarly, a(ε (j,ν) ) = ε (j,ν−1) and a(ρ (λ) ) = ρ (λ−1) , and hence a acts on KQ as an admissible quiver automorphism. We note that the valued graph associated to the pair (Q, a) is precisely the underlying graph of the valued quiver Γ.
On the other hand, we have the standard G-action on KQ coming from the isomorphism KQ ∼ = K ⊗ k kQ. Let τ be a generator for this action, where for example τ (aε (i,µ) ) = a q ε (i,µ) . Then τ acts on K ⊗ Λ as a ⊗ b → a q ⊗ b q . In particular, the k-algebra automorphism a −1 τ of K ⊗ Λ sends a ⊗ b to a q ⊗ b and so we recover our original G action. Thus we deduce the following proposition.
Proposition 22 There is a bijection between the isomorphism classes of Λ-modules of dimension vector α and representations Y of KQ of dimension vector f −1 (α) such that a Y ∼ = τ Y , where f is again the canonical map from the a-fixed points of the root lattice for Q to the root lattice for Γ.
We can now offer a more representation-theoretic poof of the generalisation of Kac's Theorem to representations of species over finite fields (c.f. [7, 3] ). We denote by I Γ (α, q) the number of isomorphism classes of indecomposable representations of dimension vector α for the F q -species of Γ.
Theorem 23 (Hua [7] ) The numbers I Γ (α, q) are polynomial in q with rational coefficients, independent of the orientation of Γ.
Theorem 24
The polynomials I Γ (α, q) are non-zero if and only if α is a positive root of g(Γ). Moreover, if α is a real root of g(Γ) then I Γ (α, q) = 1.
Proof. Let Γ have symmetrisable GCM C = D −1 B, let S be the k-species of Γ and write Λ for the corresponding tensor algebra. Set t to be the lowest common multiple of the d i and let K/k be a field extension of degree t. Then K ⊗ Λ is isomorphic to a path algebra KQ and as before, we can consider the two different actions of G = Gal(K, k) on KQ generated by a and τ .
We know that the isomorphism classes of indecomposable Λ-modules are in bijection with the isomorphism classes of representations Y for KQ such that a Y ∼ = τ Y and Y is not the proper direct sum of two such representations. In particular, every ii-indecomposable Y for (Q, a) of dimension vector f −1 (α) defined over k gives rise to a Λ-indecomposable of dimension vector α.
Let X be a Λ-indecomposable of dimension vector α and let Y be an indecomposable summand of K ⊗ X. Setting dim Y = β, we see that dim K ⊗ X = f −1 (α) = rσ(β) for some r. Thus if β is imaginary root of Q, then α = rf (σ(β)) is an imaginary root of Γ.
Conversely, if β is real, then Y is defined over k and so fixed by τ . Therefore K ⊗ X is an ii-indecomposable for (Q, a). Hence r = 1 and α is a root of Γ. This shows that all indecomposable Λ-modules have dimension vector a root of Γ and hence the polynomial I Γ (α, q) is non-zero unless α ∈ ∆(g) + (C.f. the argument in [7] ).
Moreover, if α is real, then the highest common factor of the α i is 1 and so r = 1. Therefore β is real and unique up to a-orbit. Since there is a unique isomorphism class of ii-indecomposables for (Q, a) of dimension vector f −1 (α), we deduce that I Γ (α, q) = 1.
Finally, suppose that α ∈ ∆(Γ) + . Then there exists an ii-indecomposable X for (Q, a) of dimension vector f −1 (α) over F p , where p is coprime to t. This X must be defined over some finite field k = F q and so corresponds to an indecomposable for the k-species of Γ of dimension vector α. Therefore the polynomial I Γ (α, q) cannot be zero.
