Abstract-We have developed a Generalized Timed Petri Net (GTPN) model for evaluating the performance of computer systems. Our model is a generalization of the TPN model proposed by Zuberek [1] and extended by Razouk and Phelps [2] . In this paper, we define the GTPN model and present how performance estimates are obtained from the GTPN. We demonstrate the use of our automated GTPN analysis techniques on the dining philosophers example. This example violates restrictions made in the earlier TPN models. Finally, we compare the GTPN to the stochastic Petri net (SPN) models. We show that the GTPN model has capabilities for modeling and analyzing parallel systems lacking in existing SPN models. The GTPN provides an efficient, easily used method of obtaining accurate performance estimates for models of computer systems which include both deterministic and geometric holding times.
I. INTRODUCTION W ,,rE present a Generalized Timed Petri Net (GTPN)
v model for evaluating the performance of computer systems. The GTPN model is an efficient, easily used tool for calculating exact performance estimates for many models of computer systems. For example, in [3] we derive exact performance estimates of multiprocessor memory and bus interference for fixed memory cycle times. Only approximate solutions existed previously for many of the models we studied.
Petri nets are a graph model of computation [4] . Modifying Petri nets so that time is represented has recently been an active research area. The goal of these models is to analyze system performance as an extension of the reachability analysis. Our model is a-generalization of the timed Petri net (TPN) model proposed by Zuberek [1] and extended by Razouk and Phelps [2] . The TPN model associates firing frequencies and deterministic firing times with each transition in the net. Both Zuberek and Razouk and Phelps restrict the allowed nets in order to propose algorithms for building the net's reachability graph. They further restrict the allowed nets in order to analyze the net's reachability graph. Our generalization, the GTPN model, removes all of these restrictions. We present efficient algorithms for building the reachability graph of an arbitrary bounded net and we show how to analyze that reachability graph in the general case.
For the purpose of performance analysis we view the GTPN as a stochastic process. The time-in-state is a deterministic function for each state of the net. However, a probability distribution is defined over the possible next states based on the firing frequencies. The GTPN analyzer automatically generates the associated discrete parameter, embedded Markov chain and calculates performance estimates. Stochastic Petri nets (SPN's) are an alternate method of representing time in Petri nets for the purpose of performance analysis. Continuous-time SPN models were proposed by Natkin [5] , Symons [6] , and Molloy [7] - [9] , and generalized by Marsan, Balbo, and Conte [10] and Dugan, Trivedi, Geist, and Nicola [11] . The Generalized continuous-time SPN (GSPN) model [10] associates an instantaneous or exponentially distributed firing time with each transition. The Extended SPN (ESPN) model [11] allows general firing time distributions and then defines restrictions on the net which are necessary for efficient solution.
Molloy [7] , [9] has also proposed a discrete-time SPN model with transition firing times that are geometrically distributed. The discrete-time SPN model is especially interesting because it can represent deterministic firing times, thus bridging the gap between the SPN and TPN models. However, the representation of deterministic firing times has two restrictions in the discrete-time SPN: 1) a firing time must be a nonzero multiple of some unit time step, and 2) all conflicting actions having deterministic delays must be equally likely.
The GTPN can represent geometric holding times, and thus also bridges the gap between the TPN and SPN models. Furthermore, deterministic firing times can be any nonnegative real value, including zero, and we can assign arbitrary next-state probabilities to conflicting transitions. Thus, the GTPN has some attractive features lacking in existing SPN models.
This paper is an extended version of [12] . In Section II, we describe untimed Petri nets and the previous TPN models. In Section III we describe the GTPN model and in Section IV we show how the GTPN model is analyzed.
In Section V, we demonstrate the use of our automated GTPN analysis techniques on the dining philosophers 0098-5589/87/1200-1297$01.00 © 1987 IEEE model [13] , which violates restrictions in the earlier TPN models. In Section VI we compare the GTPN to the discrete-time and continuous-time SPN models. Section VII contains the conclusions of this work and suggestions for future research.
II. UNTIMED PETRI NETS AND PREVIOUS TPN MODELS
In this section we describe untimed Petri nets and previous TPN models which provide a foundation for the GTPN in Section III. Section Il-A describes untimed Petri nets. A more thorough introduction to untimed Petri nets can be found in Peterson [13] . Section Il-B reviews the work of Zuberek and Razouk and Phelps.
A. Untimed Petri Nets
Untimed Petri nets (PN's) contain places P, transitions T, and arcs A. The arcs are directed and can only connect Ramachandani [14] was the first to introduce a fixed firing time with each transition in a Petri net. Ramamoorthy and Ho [15] , Zuberek [1] , and Razouk and Phelps [2] are three more recent studies that use a single fixed firing time. Our work is based on the TPN model of Zuberek and Razouk and Phelps.
The TPN model [1] , [2] , is a Petri net which has been augmented to include a set of firing durations (D), a set of firing frequencies (F), and a set of named resources (R). Each set is associated with the transitions in the net. Letting S denote the set of reachable states, (R+ denote the positive reals, and 6( denote the power set, the model is formally defined as follows:
where (0, 1, 2, ...} R: P U T -+ ({rl, r2, * * *, rk}) transitions to places and places to transitions. If an arc exists from a place to a transition, then the place is an input place for that transition. If an arc exists from a transition to a place, then the place in an output place for that transition. Places may contain tokens. The state of a PN is defined by the number of tokens in each place and is represented by a vector M called the marking vector. M[ i] is the number of tokens in the ith place.
Petri nets are often illustrated graphically. Circles represent the places. Black dots in the circles represent the tokens. Bars represent the transitions. Fig. 1 The rule that next states are generated by sets of events that occur simultaneously, is not strictly necessary. The advantage of having it is that the state spaces generated are dramatically smaller. The disadvantage is that the algorithms for building the state space are more complicated.
Zuberek suggested that the reachability graph of the timed Petri net be viewed as a Markov chain and that performance measures be computed using standard techniques for analyzing the Markov chain's long run behavior. Extensions of his work, however, are desirable in two areas. One, he only proposed a method for constructing a net's reachability graph for a restricted class of nets: nets that are safe and free choice. A net with a given initial state is said -to be safe if, for every state in the reachability set, no place has more than one token. A net isfree choice if each place that is an input to more than one transition is the only input to those transitions. Two, even for safe and free choice nets, the structure of the reachability graph (i.e., the Markov chain) may 
III. THE GTPN MODEL
The GTPN model extends the models of Zuberek and Razouk and Phelps by: I) removing all restrictions on the net except the obvious one that the state space be finite, and 2) computing correct performance estimates for any reachability graph (i.e., an arbitrary embedded discrete parameter, finite state Markov chain). We also allow the firing duration to be an arbitrary real number (the noninteger case is not discussed by Zuberek or Razouk and Phelps) and we allow resources to be associated with places as well as transitions.
A third extension we have found useful involves firing durations and frequencies. In the models of Zuberek and Razouk and Phelps, the duration and frequency are stateindependent constants. In the GTPN model a transition's firing duration and frequency can be expressions containing immediate values (real and integer), names of places, names of transitions, and arithmetic, relational, and logical operators. A place name stands for the number of tokens in that place in the current state. A transition name represents the value one if at least one firing of that transition is in progress in the current state, and is otherwise zero. The state-dependent durations and frequencies become deterministic values when used to determine timein-state and next state probabilities for a state in the reachability graph. (Note that Petri net inhibitor arcs can be modeled using the state-dependent frequency expressions.)
Besides a firing duration, frequency, and set of resources, a GTPN transition has a flag associated with it that is used in computing the next state probabilities as described in Section III-B. Fig. 1 shows an example GTPN net, including the initial state distribution of tokens. Each place and transition is labeled. Each transition has, from left to right, its firing duration expression, its frequency expression, its flag, and its list of resources. This example models users at terminals, who with a geometric think time generate requests for a server. There is one token on place P1 for each user. Transitions T1 and T2 implement the think time. Transition T3 implements a load-dependent server with a firing duration that depends on the number of tokens on P2.
In Fig. 2 and Table I we show the reachability graph for the simple GTPN in Fig. 1 assuming only token, which is also an output place of the transition. Let the place P have n /2 tokens. In this state, there are n enablings (i.e., each transition is enabled once), and ( n/2) maxirftals. Thus, the number of maximals is 0 ( n/2). The observation that by Stirling's approximation, n! = -(n/e)n(1 + 0(1/n)), completes the proof. U This result should not be given too much weight. In practice, we find that the number of maximals is far less than exponential in the number of enablings. Theorem 1 does, however, point out that the space of potential maximals is large. Consequently, an algorithm for finding the maximals must be carefully thought out in order to prevent poor performance when the actual number of maximals is small. The algorithm described below meets this criterion. When we profiled our GTPN tool, the percentage of total program time taken by this algorithm was less than 5 percent for the analysis of large nets. 2 Our algorithm consists of two independent subalgorithms Partition and FindMax. The Partition algorithm partitions the set of enablings into Generalized Conflict Sets, such that maximals of the partitioned sets can be efficiently combined to generate all the ma-ximals for the original set of enablings. The Partition algorithm does not specify how the maximals for each partition member are found. Maximals are found for each member of the partition by FindMax. 1) The Partition Algorithm: The Partition algorithm has two parts. The first part constructs a static partition of the set of transitions T. Define the directly-conflicts2We profiled our program using gprof under 4.2 bsd UNIX® running on a VAX-I 1 /780®. 2) The FindMax Algorithm: We want to find the local maximals for a generalized conflict set G in a given state S. Any subset of EGCS [S, G I is a potential local maximal (for brevity's sake we will call a local maximal, a maximal, in this section). The power set, (P(EGCS[S, G ]), unfortunately, can be a large search space. Our goal is to minimize the number of members of this power set that we examine. Note that set inclusion defines a partial FindMax algorithm does a breadth-first search of this graph searching for vertices that are maximals. The traversal is implemented in the standard way using a queue. Initially, the root vertex is the only entry on the queue.
Searching the graph breadth-first causes the order in which vertices are examined to have an important property: if 1) the set of enablings E1 represented by a vertex can fire together, and 2) E1 is not a subset of any maximal already found, then E1 is a maximal. In other words, it is impossible that some vertex examined later will have a set of enablings E2 that can all fire together and for which E1 is a subset. Thus, to find the maximals we just do the breadth-first search, checking each vertex to see if it satisfies properties 1) and 2).
Three methods are used to avoid searching the entire Fig. 4 illustrates the FindMax algorithm. The left graph is the complete directed acyclic graph defined on the power set of { 1, 2, 3 } by set inclusion. The right DAG shows only the edges that will be used in the breadth first search. The vertical arrows in the middle row are the pointers used in the optimizations.
Partition and FindMax are used to calculate all maximal sets of enabled transitions which can start firing together. Next state transition probabilities must be assigned to these maximal sets. This is discussed in the next section.
B. Computing Probabilities
To interpret the reachability graph as a Markov chain we need to assign probabilities to next states. In the nontrivial case, we need to assign a probability to each maximal set of transitions that can start firing together. From the previous section we know that a maximal is the union of a set of independent local maximals, one from each GCS. Thus a reasonable probability for the maximal is the product of the probabilities for the local maximals. Suppose that LocalMax [k, i ] is the kth local maximal of the ith generalized conflict set. Suppose that there are N generalized conflict sets and the jth global maximal is the union over all GCS's of the jith local maximal of the ith generalized conflict set. Then
In order to compute the probability of a local maximal, we take the product of the frequencies of all the enablings in the local maximal. This is multiplied by a number NumComb discussed below. Then for each local maximal, we normalize this product by dividing it by the sum of the products over all local maximals. More formally, suppose the ith GCS has M local maximals and the frequency expression for the kth enabling in the ith GCS is fk. Then our formula for Pr { LocalMax [ ji, i I} is:
NumComb means number of combinations and is a combinatoric value associated with each local maximal. This value is defined as the number of ways tokens can be removed from input places in order to implement that local maximal. As a simple example, suppose the local maximal consists of one enabling of one transition with one input place, two arcs connect the place to the transition, and the input place has three tokens. In this case, the combinatoric value NumComb is (2 ).
Computing NumComb [LocalMax] is done by decomposing it first on the transitions in the local maximal and second on the input places for the given transition. The number of ways that the tokens can be removed from the given input place by the given transition is a binomial coefficient. As we consider each transition, the value in the upper position of this binomial coefficient is changed to reflect any removals made by transitions considered earlier.
More formally, consider the local maximal LMax of the ith generalized conflict set. The motivation for our method of assigning probabilities to local maximals is that it assigns the right probabilities in the important case where all the enablings in a local maximal are independent events. In the case where there are dependencies between the enablings it is difficult to envision a single formula that will always generate the "right" probabilities. This case motivated our introduction of state-dependent frequency expressions. Such frequency expressions can specify what probabilities maximals should have in different markings. Allowing statedependent frequency expressions also allows the possibility that in some states a transition's frequency expression may evaluate to zero even though it has one or more enablings. We remove these enablings from the set of considered enablings before finding the local maximals.
IV. GTPN PERFORMANCE ANALYSIS
For the purpose of performance analysis, we view the GTPN as a stochastic process. The time-in-state is a deterministic function, TimeInState, of the state. Nevertheless, the process is stochastic because of the probability distribution over the possible next states. Since the timein-state can be an arbitrary real number, the process is a continuous time stochastic process. The parameter set is described in Section IV-E. The states of the stochastic process are divided into classes. In the long run, with probability one, the process will reach and stay in one of the set of classes called recurrent classes.3 Consequently, the long run fraction of time spent in each state depends on which recurrent class the process reaches in the long run. For each recurrent class the long run fraction of time spent in each state forms a probability distribution over the states. Thus, there is a vector of long run probability distributions with one component for each recurrent class. In addition, we can compute the probability (the absorption probability) of reaching each recurrent class in the long run. These absorption probabilities allow us to assign relative weights to the components of the vector of long run probability distributions.
The number of usages of a given resource is also deterministic for a given state; it is a function ResUsages of the state. Consequently, ResUsages, being a function of a random variable, is a random variable. A performance estimate for a resource is a vector with one component for each recurrent class. The value for recurrent class R's vector component is the long run expectation and distribution of that resource's ResUsages random variable, with respect to R's long run probability distribution. In other words, the expectation is the weighted sum of the long run fractions of time spent in each state, given that in the long run the process is in class R. The weight of a state is the number of resource usages in that state. The distribution of a ResUsages random variable is obtained by summing the probabilities of the states that use the resource the same number of times, given that in the long run the process is in class R.
3Note that a terminal state in the reachability graph is a recurrent class due to the self-loop we added (see Fig. 3 ).
Our approach to computing performance estimates uses the key observation4 that the times at which state changes occur form an embedded, discrete time, finite state Markov chain. Consequently, our approach has four parts: 1) building the Markov chain, 2) aggregating the states in order to reduce the size of the state space, 3) analyzing the Markov chain, and 4) computing resource usage distributions and expectations in the original stochastic process.
Building the Markov chain involves building the reachability graph and assigning next state probabilities, as described in Section III. Our aggregation rule is: any state S2 can be aggregated with its parent state S1 if and only if S1 is S2's only parent and S2 is SI's only child. The number of usages of a resource in an aggregated state equals the sum of its usages in the internal states weighted by the relative fraction of time spent in each internal state. Part 3, the Markov chain analysis, has three steps: a) finding the chain's recurrent classes, b) finding the absorption probability for each recurrent class, and c) finding, for each recurrent class, the long run fraction of visits to each state. These steps are discussed, respectively, in Sections IV-A, IV-B, and IV-C.
Part 4 has two steps: a) for each recurrent class R, computing the long run fraction of time spent in each state (the TimeInState function and the long run fraction of visits to each state are used to do this), b) for each recurrent class R, use the ResUsages functions and the long run fraction of time spent in each state to find the long run distribution and expected number of usages of each resource. These two steps are discussed in Section IV-D.
As mentioned above, the long run resource usage distributions and expectations are the performance estimates (given that the process is in class R in the long run). For each resource we thus have a vector of performance estimates. If desired, the expectations could be weighted by the absorption probabilities to give a single performance estimate.
In Section IV-E we give a more precise definition of the parameter set of the GTPN stochastic process.
A. Finding Recurrent Classes
In order to find the recurrent classes we need to first define a recurrent class. Recall that Vn Pii = Pr{X +1 = i Xn = i }. P = fPij] is the one-step transition probability matrix. p(n), the n-step transition probability matrix is defined similarly. f l) is the probability that, Given that the recurrent classes are the leaves of this DAG, the algorithm to find the recurrent classes is immediate. The reachability graph of the GTPN is the accessibility graph. Create the DAG by finding the strongly connected components of the accessibility graph. We do this using Tarjan's 0(n) algorithm [18] . We want to find these xj's for each class R. We do this by noting that each recurrent class R in a finite state space has one and only one stationary probability distribution and the vector -rR of its <j's is this stationary probability distribution. This stationary probability distribution is easy to find since it is the unique solution to the set of equations xrR = rRPR and 7r = 1.
jeR
The matrix PR is PR = { Pij i E R }. We solve this system of equations numerically using an iterative matrix algorithm, the power method [20] . The numerical issues involved in computing this stationary probability distribution, as well as those issues involved in computing the absorption probabilities and mean time to absorption, are discussed in [21] . It is also true that an arbitrary Markov chain with a finite state space has at least one stationary probability disribution over the entire state space. However, if the Markov chain has more than one recurrent class, then any linear combination. that sums to one of the stationary probability distributions of the individual recurrent classes is a stationary probability distribution of the chain as a whole.
Our approach is correct regardless of whether the recurrent classes are periodic or aperiodic. Recall that the period of a state is the greatest common divisor of all integers n 2 1 for which P(ti) > 0. A state is aperiodic if its period is 1, else is periodic. All This slightly complicates viewing a GTPN as a stochastic process. In this subsection we discuss that complication and how it can be resolved. The complication is that the right halfline cannot be the parameter set of the GTPN stochastic process. To see this, recall that a stochastic process is a family of random variables indexed by the parameter set and a random variable is a function from the sample space into the reals. If the right halfline were the parameter set, then on some sample path at some parameter t, the random variable X( t) could simultaneously hold more than one value in its range. This contradicts X(t)'s being a function. This complication is resolved by using a different parameter set. The parameter set used is the lexicographically ordered Cartesian product of the nonnegative reals an-d the natural numbers. The parameters are assigned in the following way. Consider an arbitrary sample path. At any time t in the nonnegative reals, if there are n (n > 0) instantaneous state changes, then X(t, 0) is the state before the first (if any) state change, X( t, 1 ) is the state after the first state change, . . . , X(t, n -1) is the state after the n -ith state change, X(t, m), m . n is the state after the nth instantaneous state change. Since at most a countably infinite number of instantaneous state changes can occur, the process is never in two or more states at the same 'time." Note that the parameter set of the embedded Markov chain need only be the nonnegative integers with the nth parameter meaning the nth state change.
V. ANALYSIS OF THE DINING PHILOSOPHERS
The dining philosopher model is a well-known example which violates net restrictions in previous TPN models. Although performance of this system is largely hypothetical in nature, it serves to illustrate the capabilities of the GTPN analyzer, and it yields some insight into the timing behavior of the dining philosopher protocol.
A GTPN model of the five dining philosophers [13] is shown in Fig. 5 . The initial marking of the net shows all five philosophers thinking. We have analyzed the model with deterministic think times, ThinkTime (i ), as shown, for each philosopher i. We have also used a slightly modified model (see Fig. 1 ), to represent think times that are geometrically distributed with mean ThinkTime ( i ). After thinking, the philosopher competes for two forks which are shared with neighboring philosophers on the left and right, respectively. After acquiring the forks, the philosopher spends a deterministic amount of time eating, DineTime(i ). This cycle is repeated as many times as necessary to finish the meal. The firing frequencies f, associated with transitions that model fork acquisition are used to compute the probabilities that various maximal sets of competing philosophers get the forks they require. These probabilities are calculated as described in Section III-B. Note that all of these transitions are in the same generalized conflict set.
A unique resource is associated with each thinking and dining transition. The GTPN analyzer will compute the long run expected usages of these resources, (ThinkFraction ( i ) and DineFraction ( i )), which correspond to the long run fractions of time that philosopher i spends thinking and dining. From these measures, we can calculate the long run fraction of time philosopher i is idle, waiting for forks (IdleFraction ( i ) = 1 -ThinkFraction (i) -DineFraction ( i )). Performance of the dining philosophers is maximized when time spent waiting for forks and expected time to complete the dinner are minimized.
The dining philosopher model can be analyzed quickly for various think times, dining times, and firing frequencies (i.e., relative aggressiveness in grabbing forks). We first consider the case of two classes of philosophers and deterministic think times. The first class of philosophers, formed by any two nonneighbors, thinks for N units of Fig. 6 shows ThinkFraction (i), IdleFraction ( i), and DineFraction(i) for the model. Each of the four data points, corresponding to ThinkTime(2) equal to 4, 7, 8, and 9, have two recurrent classes. In each case, both recurrent classes have absorption probabilities equal to 0.5. In each case, the resource usage estimates are the same for both recurrent classes. Each of three data points, corresponding to ThinkTime(2) equal to 5, 10, and 11, have four recurrent classes in the Markov chain. In each case, all four recurrent classes have absorption probabilities equal to 0.25. For ThinkTime (2) equals 5 or 11, the resource usage estimates are also the same for all recurrent classes. For ThinkTime equal to 10, two recurrent classes have identical resource usage estimates which are distinct from the identical resource usage estimates of the other two recurrent classes. Both values are shown in Fig. 6 .
Our first observation is that the fractions of time the philosophers spend thinking, waiting, and dining, vary in a complex way with the input parameters in this experiment. Reasoning about the behavior of the system for one parameter setting (i.e., when ThinkTime (2) = 3), shows that after 9 units of time, the system reaches "steady state," in which two philosophers are thinking, two are dining, and one is waiting (interchangeably), forever after. We note that this behavior is highly dependent on the relative delays in the model.
We investigated the complex behavior of system performance as a function of varying think times for the two classes of philosophers further. Assume that each philosopher requires R = 60 units of time dining to complete the meal. Let MaxDineFraction be the maximum value of DineFraction (i ) over all i. Then the expected time that the first philosopher(s) complete their meal is Dmin = R/MaxDineFraction, which we define to be the "end of the dinner." Fig. 7 shows the total time spent thinking, idle, and dining, and the amount of time needed to complete any unfinished portions of the meal, for a few interesting parameter settings. Starting 7(a), we see that Dmin = 2.5 hours, of which each class of philosopher spends 60 minutes (40 percent) eating, 60 minutes thinking, and 30 minutes waiting for forks. This corresponds to ThinkTime (2) = 3 in Fig. 6 . All philosophers finish the meal at the same time. Note that two philosophers in the maximum number that can be dining at the same time, so the baseline model is optimum with respect to DineFraction( i ) = 0.4. The question is whether the idle time for the philosophers can be reduced while still dining at full capacity. In Fig. 7(b) , the second class of philosophers reduce their idle time by slightly increasing their think time by some amount x, x < N/2. In Fig. 7(c) , the second class of three philosophers increase their think times to 3N, which reduces idle time to zero for all philosophers, but causes the three to miss half their meal. This corresponds to ThinkTime (2) = 9 in Fig. 6 . In Fig. 7(d) , both classes of philosophers have think times set to ThinkTime(i) = 1.SDineTime(i) = 1.5N, which represents the optimum behavior.
For the experiments above, we varied the think time while holding all dining times and firing frequencies constant. In the next experiment, we set the think time of the second class of philosophers to N, and vary the firing frequencies of the first class of philosophers. Fig. 8 gives the results of these analyses. Note that the maximum possible value for DineFraction for the given parameter settings, is 50 percent. When the firing frequency for the aggressive philosophers is 5.0 the fraction of time they spend waiting for forks is reduced by 70 percent (to 0.06).
Finally, we repeated the first experiment ( Fig. 6 ) with geometric think times. Figure 9 shows the performance estimates as a function of mean think time of the class two philosophers. The trends in the performance estimates as ThinkTime (2) varies are qualitatively the same as in the deterministic model. However the performance curves are smooth, in contrast to the erratic variations in Figure 6 . The erratic performance in the deterministic models is due to cyclic dependencies. These dependencies also make multiple recurrent classes more likely in the deterministic models. VI. COMPARISON WITH SPN MODELS Models in which a transition's firing time is an exponential random variable, stochastic Petri Nets (SPN), have been independently proposed by Natkin [5] , Symons [6] , and Molloy [7] , [8] . Marsan, Balbo, and Conte [10] generalized the continuous-time SPN model, GSPN, by allowing transitions which fire in zero time. Molloy [7] , [9] also proposed a discrete time SPN model with transition firing times that are geometric random variables. The SPN models are interesting because the reachability graph for these models are (continuous-time or discrete-time) Markov chains. In this section, we compare the conflict resolutions and probability assignment methods of the GTPN model and the SPN models. We then compare the modeling features of the GTPN and SPN models in four respects. Finally, we comment on the complexity issues concerning deterministic firing durations.
A. Conflict Resolution
The addition of timing information to the Petri net model provides several options for conflict resolution. The method of resolving conflicts in the GTPN is different than the method defined for the GSPN model.
The GTPN conflict resolution submodel uses (possibly state-dependent) transition firing frequencies to resolve conflicts. Our underlying assumption is that the conflict is resolved before one of the conflicting transitions starts firing. We also assume that once a transition is in progress, it cannot be preempted by a new conflict. This submodel is useful, for example, if the conflict is due to contention for a shared resource (e.g., two processors requesting use of a shared bus in a multiprocessor). ThinkTime(l) = 3, Vjf = 1, DineTime(j) = 3.
In contrast, the conflict resolution submodel for timed transitions in the GSPN is based on competing transition delays. The transition which fires first wins the conflict. This mechanism is based on the view that the physical events modeled by the conflicting transition are in progress simultaneously and that the completion of one event disables the other. For example, this view holds if one transition models the successful acknowledgment of a message in a computer network, and the other transition models a timeout process. (Note that the timeout process is exponentially distributed in these models.) The of tokens at the time a transition is enabled is not useful for this approach.
Each of the conflict resolution submodels is valid for the corresponding physical systems. Both can be employed in the GSPN and in the GTPN model. For example, the GSPN model uses firing frequencies to resolve conflicts for instantaneous transitions. Conversely, the GTPN can have conflicting geometric holding times such that assigned next-state probabilities are equal to probabilities based on competing delays. To do this, we assign the appropriate competing rate frequencies to instantaneous transitions at the start of a timestep and then model the geometric delays in the usual way. Razouk and Phelps have defined enabling times in their TPN. An enabling time specifies a deterninistic time that a transition must be enabled before it will start firing. The competing delays in this case are the deterministic enabling time (e.g., a timeout), and a random delay that leads to enabling of a conflicting transition. We plan to extend the GTPN reachability graph construction methods to incorporate enabling times.
Alternative conflict resolution submodels are also discussed in (12] and [22] .
B. Probability Assignment
The continuous time GSPN model and the GTPN have an embedded discrete time Markov chain, while the discrete time SPN model itself is a discrete time Markov chain. In either case, probabilities need to be assigned to next states. Each model assigns probabilities that are consistent with its conflict resolution semantics.
When no instantaneous transitions are enabled, the SPN models assign probabilities according to competing transition delays. In the continuous time SPN's, with probability one, no two transitions in progress will finish firing simultaneously. This simplifies probability assignments. In particular, the probability of the next state associated with transition ti's finishing first has probability equal to ti's firing rate divided by the sum of the firing rates of the transitions that are in progress.
In the discrete time SPN, with probability greater than zero, two or more transitions in progress can finish firing simultaneously. Though more complicated, it is still possible to assign probabilities to next states using competing transition delays [7] , [9] . Unfortunately, using competing delays to assign next state probabilities restricts the allowed probability assignments in the important special case of deterministic firing delays. A deterministic firing delay is represented as a geometric firing delay that has probability one of firing in the next time step. Consequently, using competing delays implies that all the next states have equal probability.
The GTPN uses transition frequencies to assign nextstate probabilities, independent of transition delays. The transition frequency method, unlike the discrete time SPN, can assign nonuniform probabilities to next states in the case of conflicting transitions with deterministic delays. In general, although the frequency method is powerful, the assignment of static (state-dependent) frequencies which will be used, for the dynamic calculation of probabilities, requires careful thought during model construction. The random switches used in the GSPN when there are instantaneous transitions firing is a similar method which uses firing probabilities to determine probability assignments. In the random switches method, however, instead of one frequency expression per transition, a probability distribution is explictly given for each possible set of enabled transitions.
C. Modeling Features
The GTPN has capabilities for modeling and analysis lacking in the existing SPN models, in the probability assignments discussed above and in two additional respects: 1) firing durations, and 2) analysis of multiple recurrent classes. The first respect is firing durations. The GTPN can represent deterministic firing durations which are arbitrary nonnegative real values, including zero. The GTPN can also model geometric holding times as can the discrete time SPN. Since a holding time in the discrete time SPN must be a multiple of some unit step, the GTPN can represent a larger class of firing durations, than the discrete time SPN. Also, since the geometric distribution is the discrete-time analog of the exponential distribution, and since the GSPN cannot represent deterministic delays except with certain strong restrictions [23] ity graphs, or models where the firing times for all concurrent transitions are exponentially distributed. D. Complexity Issues Representing deterministic holding times inherently leads to greater complexity than when holding times are geometrically or exponentially distributed. This is because the memoryless property of the geometric and exponential random variables does not apply. Thus, both the GTPN and the discrete-time SPN model have the potential for large state spaces when deterministic holding times are represented.
The GTPN contains new states for start firing as well as end firing events. If we loosely identify these two state changes as one, there is an equivalence between the states in the GTPN and the discrete-time SPN when geometric holding times are in progress (i.e., one state change per time step, including a cycle back to a given state with the probability that none of the geometric delays completes in the step). When only deterministic holding times are in progress, however, the GTPN may not contain state changes (or new states) for every time step, whereas the discrete-time SPN must. Thus, it appears that the GTPN has at most twice as large a state space as the discretetime SPN and that for some deterministic models, the GTPN has a smaller state space. We note that the RFT vector, which allows a potential reduction in the size of the state space (in comparison to the discrete-time SPN), adds minimal complexity. It is easy to assign new values to the RFT vector and to find the smallest value in it.
Due to the inherent complexity of deterministic delays, two important goals during our development of the GTPN were to minimize the size of the state space and to minimize the cost of constructing and analyzing it. These goals are reflected in the algorithms and performance analysis techniques presented in Sections III and IV. The GTPN state space is reduced by generating next states for maximal set of events that occur simultaneously (including multiple start-firings of a single transition). Another example of reducing the cost of building the state space is our definition of generalized conflict sets (GCS) and the Partition algorithm. Generalize conflicts sets are state independent and thus need only be calculated once. We thus are able to avoid a large fraction of the conflict determination cost when we are calculating the next states of the reachability graph. In contrast, the definition used in the discrete time SPN is based on partitioning enabled transitions into sets that are in conflict. This partition is state dependent and thus must be computed for each state.
That we achieved our goal can be seen by example. We have been able to apply the GTPN to obtaining exact performance estimates of multiprocessor memory We expect that the capability to obtain accurate analytic performance estimates will yield insight into many computer system models. Such exact estimates have already been obtained with the GTPN for multiprocessor memory and bus interference [3] . Future research plans include studying the applicability of GTPN's to other issues in computer performance evaluation, such as the performance of network protocols, the performance of load balancing algorithms in distributed systems, the performance of database machines, and the performance of advanced architectures for high-speed numeric or symbolic computation.
