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Re´sume´
Aujourd’hui, il est difficile pour les grandes organisations de faire fit des de´fis que
posent la se´curite´ informatique. Les infrastructures informatiques sont plus que ja-
mais interconnecte´es entre elles et sont expose´es autant aux menaces provenant de
l’inte´rieur que de l’exte´rieur de l’organisation. Afin de faire face aux menaces, parmi
les moyens mis en œuvre pour de´fendre le re´seau contre les attaques on retrouve les
syste`mes de de´tection d’intrus (IDS). Ces syste`mes, qui peuvent eˆtre de nature logi-
cielle ou mate´rielle, sont de plus en plus re´pandus et peuvent repre´senter une part
importante du budget du de´partement informatique d’une organisation. Malheureuse-
ment ces e´quipements, bien que forts utiles, pre´sentent des faiblesses non ne´gligeables.
Le nombre de faux positifs, soit des alarmes non fonde´es, peut rapidement de´passer
la capacite´ de traitement des analystes en charge de la se´curite´.
Afin d’adresser ce proble`me de performances, plusieurs solutions furent avance´es.
Ces dernie`res anne´es nous avons vue faire leurs apparitions diffe´rentes architectures
hie´rarchiques, par agents et par agents mobiles. Plusieurs strate´gies de de´tection ont
e´te´ mises en œuvre pour tenter d’ame´liorer la situation tel que la de´tection par ap-
prentissage statistique, par re`gles comme dans le cas du populaire IDS SNORT et par
re´seau de pe´tri, par exemple.
Malheureusement force fut de constater qu’il est bien difficile d’e´valuer ces so-
lutions pour en connaˆıtre leur efficacite´ re´elle. A` l’heure actuelle il nous est difficile
de faire le lien entre les me´triques de performance, les caracte´ristiques des IDS et
l’environnement qui influence grandement les re´sultats.
Pour e´valuer les liens entre l’environnement, les caracte´ristiques des IDS et les
me´triques de performance, nous avons de´cide´ dans ce me´moire de mettre sur pied
un cadre structurant pour l’e´valuation des performances des IDS. Pour ce faire, nous
avons e´labore´ une taxonomie de l’environnement afin de pouvoir le caracte´riser de
fac¸on objective et subjective. Nous avons aussi baˆti une taxonomie des caracte´ristiques
de de´tection des IDS susceptibles d’influencer les performances et qui se distingue en
tenant compte des proprie´te´s des agents mobiles. De plus, nous avons se´lectionne´ un
ensemble de me´triques sujet a` eˆtre de bons indicateurs de performance.
Dans le but de porter des jugements sur un environnement difficilement cernable
vii
dans sa totalite´, nous avons de´veloppe´ un mode`le mathe´matique simplifie´ auquel nos
conclusions s’appliquent. A` l’inte´rieur de ce mode`le il nous est permis de comprendre
les relations qui existent entre l’environnement, les IDS a` l’e´tude et leurs impacts sur
les performances.
Pour valider de fac¸on expe´rimentale notre cadre, nous avons conc¸u un IDS par
agents mobiles qui fait usage de corre´lation temporelle et spatiale afin d’en tester les
performances versus une autre solution par agents mobiles et une architecture plus
standard.
Afin de mener nos expe´riences a` bien, nous avons conc¸u une plate-forme de test
capable de ge´ne´rer des faux positifs et des attaques. Les e´ve´nements ge´ne´rant des faux
positifs ont e´te´ mode´lise´s d’apre`s un sce´nario d’interruption accidentelle de connexions
TCP pouvant s’apparenter a` une attaque de type SYN Flood. Les attaques, quant a`
elles, ont e´te´ mode´lise´es pour s’apparenter a` une attaque de type Fast Scan. Nous
de´finirons un Fast Scan comme un balayage des ports d’un ou plusieurs hoˆtes durant
un tre`s court lapse de temps.
Lors de la re´alisation de nos tests, nous avons choisi comme me´trique le taux
de faux positifs, c’est-a`-dire le nombre de fausses alarmes, et le taux de faux ne´ga-
tifs, c’est-a`-dire le nombre d’attaques qui n’ont pas de´clenche´ d’alarmes. Nous avons
compare´ entre eux les taux de faux positifs et de faux ne´gatifs des algorithmes pour
diffe´rents parame`tres environnementaux et de l’IDS. Nous avons constate´ que les
re´sultats obtenus lors de nos tests e´taient fide`les aux re´sultats obtenus de fac¸on pu-
rement the´orique. Nous avons observe´ que chaque parame`tre environnemental et de
l’IDS influence les taux de faux positifs et de faux ne´gatifs que nous obtenons.
Nos expe´riences ont permis de valider nos hypothe`ses et d’e´tablir le lien qui existe
entre les variables de l’environnement, les caracte´ristiques de chaque IDS et les per-
formances de de´tection. Par ailleurs, il nous a e´te´ possible d’observer une relation
fonctionnelle entre diffe´rentes me´triques. Lors de nos expe´riences il fut impossible
d’optimiser les taux de faux positifs sans observer une de´gradation des taux de faux
ne´gatifs. L’usage de corre´lation sur des dimensions de l’environnement nous a permis
d’ame´liorer les re´sultats en permettant de mieux discriminer l’attaque.
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Abstract
In today’s world, it is very difficult for big organizations to overlook the challenges
posed by information security. More and more, computer infrastructures are intercon-
nected with each others and are exposed to threats coming from inside and outside of
the organization. To face those threats, among the means to defend the network, we
have the intrusion detection system (IDS). Those systems, which can be software or
hardware in nature, have an increasing widespread use and can represent an impor-
tant part of an Information Technology department’s budget. Unfortunately, those
equipments, even though very useful, have non negligible flaws. The number of false
positive, being the false alarm, can rapidly overwhelm the capability of the security
analysts to analyse them.
To address this performance issue, many solutions have been put forward. In re-
cent years, we have seen different IDS architectures such as hierarchical, by agents and
by mobile agents, for example, making their appearance. Many detection strategies
were put forward to try to improve on the situation. We have seen strategies such as
intrusion detection by statistical learning, by rules like popular IDS SNORT and by
Petri Network just to name a few.
Unfortunately, we found out that assessing the real efficiency of those solutions
was very difficult. Right now, it is very difficult to make the connection between
performance metrics, IDS’s characteristics and the environment which has a huge
impact on results.
To assess the links between the environment, IDS’s characteristics and perfor-
mance metrics, we decided in this master thesis to put forward an IDS performance
evaluation framework. To do so, we have elaborated a taxonomy to allow the char-
acterization of the environment in an objective and subjective manner. We also have
built a taxonomy of intrusion detection system’s characteristics which can influence
performances and take into account mobile agents’ properties. Furthermore, we have
selected a set of metrics which can be good performance indicators.
To allow us to make hypothesis on an environment too complex to be fully appre-
hended, we came up with a simplified mathematical model to which our conclusions
will apply. Inside this model we can understand the relations between the environ-
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ment, IDS of interest and their impacts on performance.
To allow for the experimental validation of our framework, we built an IDS which
makes use of mobile agents to perform spatial and temporal information correlation.
We compared the performances of our solution against another IDS making use of
mobile agents and a standard architecture.
To carry on our experiments, we built a test platform able to generate false pos-
itive and attack events. False positive events were modeled after half opened TCP
connections which can look like a SYN Flood attack. Attacks were modeled to look
like a Fast Scan attack. We shall describe a Fast Scan as a port scan of one or more
designated hosts over a very short period of time.
During our test sessions, we chose as a metric, the false positive rate, which
is the number of false alarms, and the false negative rate, which is the number of
attack that passed without triggering an alarm. We compared between each other
the false positive and false negative rate of our algorithms for different IDS and
environmental parameters. We found that our experimental results where coherent
with our theoretical results. We found out that each environmental parameter and
each IDS parameter have an influence on the false positive and false negative rate
that we obtain.
Our experiment allowed us to validate our hypothesis and establish a link between
the environment variables, the characteristics of each IDS and the intrusion detection
performances. Also, were able to observe a functional relation between different
metrics. Through out our experiments, we were unable to optimize the false positive
rates without noticing a degradation of the false negative rates. Using correlation on
dimensions of the environment allowed us to improve our detection results by making
more precise threat recognition.
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1CHAPITRE 1
INTRODUCTION
La se´curite´ de l’information est, plus que jamais, une pre´occupation importante
pour nos socie´te´s. En effet, Internet a contribue´ largement a` de´mocratiser les outils
servant a` pe´ne´trer les syste`mes informatiques, les rendant accessibles aux script kid-
dies de ce monde. Par ailleurs, un besoin d’e´change d’information toujours plus grand
a mene´ a` une inte´gration et une interconnectivite´ accrue des syste`mes, les rendant par
le fait meˆme plus complexes et donc plus susceptibles de contenir des failles menac¸ant
la se´curite´.
Pour faire face a` la menace, les grandes organisations de ce monde ont investi
massivement dans l’achat de syste`mes de de´tection d’intrus (Intrusion Detection
System (IDS)). Ces syste`mes ont pour but de reconnaˆıtre les diffe´rentes attaques
en analysant diffe´rentes sources de donne´es, principalement le trafic sur le re´seau et
les journaux d’enregistrement d’e´ve´nements syste`mes. Malheureusement leur efficacite´
demeure mitige´e compte tenu du nombre ge´ne´ralement important de fausses alarmes
obtenues.
Dans le but d’adresser ce proble`me, la communaute´ scientifique doit de´velopper des
architectures de syste`mes de de´tection d’intrus novatrices et doit posse´der les moyens
de les e´valuer pour savoir si elles re´pondent au proble`me. Ce me´moire se penchera sur
l’e´valuation des performances des diffe´rentes architectures d’IDS. Nous concentrerons
nos efforts sur la mise au point d’un cadre visant a` e´valuer les performances des
syste`mes.
Dans ce chapitre, nous exposerons d’abord les de´finitions et concepts de base,
ne´cessaires a` la compre´hension du me´moire. Ensuite, nous pre´senterons les e´le´ments
de la proble´matique qui justifient ce me´moire, suivra ensuite la pre´sentation de nos
objectifs de recherche. Pour terminer nous ferons un bref tour d’horizon du plan des
chapitres qui suivent.
21.1 Les syste`mes de de´tection d’intrus
Pour faire face aux menaces qui planent sur les re´seaux informatiques, nous re-
trouvons dans la boˆıte a` outil des spe´cialistes en se´curite´s informatiques, les syste`mes
de de´tection d’intrus - IDS (Intrusion Detection Systems). Ce moyen de de´fense est
tre`s re´pandu dans les grandes entreprises et ces dernie`res n’he´sitent pas a` investir des
sommes conside´rables pour des solutions de de´tection d’intrus mate´rielles et logicielles
pour prote´ger leurs infrastructures informatiques. Les IDS se divisent habituellement
en deux grandes cate´gories soient les IDS de re´seau (Network Intrusion Detection
System (NIDS)) qui visent a` assurer la protection du re´seau et les syste`mes visant a`
assurer la protection des hoˆtes (Host Intrusion Detection System (HIDS)).
Dans le cas des NIDS, ils assurent ge´ne´ralement la protection du re´seau en e´cou-
tant de manie`re furtive le trafic sur le re´seau dans le but de repe´rer des anomalies
ou des comportements suspects. Ces derniers peuvent entre autre analyser les piles
protocolaires (TCP, UDP, IP, ICMP, etc.) ou applicatives (NetBIOS) afin d’y de´celer
des violations qui seraient les signes d’une attaque tel que le Ping-of-death, WinNuke
et TCP Stealth Scanning par exemple. La reconnaissance des attaques se fait dans
la plus part des cas par la reconnaissance de patron d’attaques. Un patron d’attaque
correspond ge´ne´ralement a` une se´quence de caracte`res que l’IDS associe a` une attaque.
Dans le cas des HIDS le syste`me se concentre particulie`rement sur l’analyse des
journaux (syslogs, lastlogs, messages, wtmp, etc.) mais aussi sur l’analyse du trafic
re´seau entrant et sortant d’un hoˆte afin d’y de´celer des signes d’intrusions ou d’abus
de privile`ges tel que les De´ni de Services, tentatives d’acce`s non autorise´s, attaques par
de´bordement de tampons, Backdoors, chevaux de troie, exe´cution de codes malicieux,
etc.
Malheureusement, a` l’heure actuelle ces syste`mes sont loin de pouvoir identifier
parfaitement tous les types d’attaques. Pour une grande partie des attaques, ces der-
nie`res prennent l’apparence d’une condition exceptionnelle du syste`me, par exemple
un paquet manquant ou tronque´, qui peut avoir des causes naturelles comme une
de´faillance au niveau e´lectrique par exemple, pour se dissimuler. Elles ne sont bien
souvent reconnaissables que si l’on a une description tre`s pre´cise de l’attaque, toute-
fois si la description de cette dernie`re est trop pre´cise alors le moindre changement au
patron d’attaque et cette dernie`re passera inaperc¸ue. Aussi ces syste`mes souffrent-ils
d’un haut taux de faux positifs e´tant donne´ le nombre e´leve´ de fausses alarmes qui
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important, ce nombre d’alarmes peut rapidement de´passer la capacite´ de traitement
des analystes charge´s de de´celer les vraies attaques. Malheureusement afin d’ajuster le
nombre d’alarmes a` la capacite´ de traitement, il arrive que la sensibilite´ de l’IDS doit
eˆtre diminue´e ce qui entraˆıne une augmentation du taux de faux ne´gatifs, c’est-a`-dire
qui permet a` des attaques de passer inaperc¸ues. Ce moyen de de´fense, dans bien des
cas, se re´ve`le donc bien peu pratique a` ope´rer.
Le proble`me des taux de faux positifs et de faux ne´gatifs e´leve´s inte´ressent la com-
munaute´ scientifique et industrielle depuis longtemps. Plusieurs architectures ont e´te´
mises de l’avant afin d’ame´liorer la vitesse de traitement des IDS, qui peuvent entre
autres avoir des quantite´s importantes de donne´es a` analyser et ame´liorer leurs capa-
cite´s de de´tection et leur pre´cision. Parmi les architectures avance´es, nous retrouvons
celles qui comportent une hie´rarchie d’IDS permettant ainsi une distribution de l’ana-
lyse sur plusieurs syste`mes et un me´canisme d’agre´gation des donne´es, celles base´es
sur les re`gles, l’apprentissage de patrons d’attaques, etc. Plusieurs de ces architec-
tures seront de´taille´es au chapitre 2 . Parmi les solutions avance´es nous retrouvons
les architectures base´es sur les agents mobiles. Les agents mobiles ont la proprie´te´
de de´placer leur code d’exe´cution et parfois meˆme leurs e´tats sur diffe´rents syste`mes
pour effectuer, dans le cadre des IDS, de la de´tection d’intrus. Ils disposent souvent
de me´canismes de communication inter agents ce qui fait d’eux d’excellents candidats
pour corre´ler de l’information.
Toutefois, face au grand nombre de syste`mes et d’architectures disponibles, nous
sommes en droit de nous interroger sur leur efficacite´. Pour ce faire, nous devons nous
entendre sur des crite`res de performance et sur un ensemble de me´triques pour les
e´valuer. Les recherches ont montre´ que l’environnement auquel e´taient soumis les sys-
te`mes de de´tection d’intrus influenc¸ait grandement leur capacite´ de de´tection. Aussi
les me´triques doivent-elles tenir compte de l’environnement dans lequel les IDS seront
de´ploye´s. Ce n’est pas une mince affaire quand on sait que certains environnements
sont hautement dynamiques avec des profils d’usagers et de trafic tre`s changeants.
Aussi l’e´valuation des performances des IDS est-elle une question complexe auquelle
la communaute´ scientifique a re´pondu avec des re´sultats mitige´s.
41.2 Objectifs de recherche
Afin d’adresser l’e´pineux proble`me des performances des IDS et ultimement en
arriver a` e´laborer des solutions qui pourront ade´quatement solutionner le proble`me
du nombre e´leve´ de faux positifs et de faux ne´gatifs, nous nous proposons dans ce
me´moire d’e´laborer un cadre structurant. Ce cadre a pour but de mettre en relation
l’environnement, les caracte´ristiques des IDS et les me´triques de performance pour
qu’ainsi nous puissions comparer diffe´rentes strate´gies de de´tection. Pour ce faire,
nous e´laborerons une taxonomie de l’environnement de fac¸on a` pouvoir la circonscrire
et la caracte´riser. De la meˆme manie`re une taxonomie des syste`mes de de´tection
d’intrus tenant entre autre compte des nouvelles re´alite´s telles que les agents mobiles
sera e´labore´e pour pouvoir les caracte´riser. Nous proposerons aussi un ensemble de
me´triques de performances pour pouvoir e´valuer les diffe´rents IDS.
L’Environnement est une re´alite´ complexe, objective et subjective qui est tre`s diffi-
cile a` circonscrire, voir meˆme impossible. Ne´anmoins, afin de l’e´valuer et ainsi pouvoir
porter un jugement sur les performances des IDS, nous l’encadrerons a` l’inte´rieur d’un
mode`le mathe´matique dont l’expressivite´ sera une limite a` la pre´cision des jugements
que nous pourront porter.
Afin de de´velopper une mode´lisation de l’environnement, nous nous baserons sur
un cas simple inspire´ de la vie re´elle. Il arrive fre´quemment qu’une connexion TCP
soit interrompue suite a` une de´faillance e´lectrique du re´seau ou a` la terminaison de
la connexion. Un paquet SYN est envoye´ mais le SYN-ACK qui devait suivre est
perdu sur le re´seau. Cette condition normale s’apparente a` une attaque de type SYN-
FLOOD qui exploite cette particularite´ du protocole pour e´puiser les ressources d’un
serveur qui en alloue pour chaque paquet SYN en attente d’un paquet ACK. Un IDS
qui surveille ce patron ge´ne´rera un grand nombre de fausses alarmes (faux positifs).
Dans le mode`le que nous proposons les e´ve´nements pouvant donner lieu a` un faux
positif (« trafic gris ») sont de nature locale a` chaque machine. Ces e´ve`nements sont
inde´pendants dans l’espace, c’est-a`-dire que ce qui se produit sur une machine n’est en
rien relie´ a` ce qui se produit sur une autre. De plus, ces e´ve´nements sont inde´pendants
dans le temps, c’est-a`-dire que ceux-ci ne sont pas relie´s entre eux, et se produisent
selon une loi de Poisson.
Afin de mode´liser un patron d’attaque, nous nous inspirerons d’une attaque de type
fast scan ou` un grand nombre de paquets est envoye´ sur le re´seau en peu de temps vers
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sont des e´ve`nements globaux, dits ge´ne´rant du trafic « noir », contenant des signatures
de´tectables sur toutes les plate-formes. Ils se produisent a` l’inte´rieur d’une pe´riode
de temps de´termine´e, en principe assez courte, en comparaison avec la fre´quence
des e´ve`nements donnant lieu a` des faux positifs. Dans notre expe´rimentation, ces
e´ve´nements visent a` simuler un balayage horizontal rapide des machines d’un re´seau
LAN.
Afin de valider notre cadre structurant, nous proposons d’e´valuer deux syste`mes
de de´tection d’intrus a` l’aide d’agents mobiles et une solution de de´tection standard
ne faisant pas appel aux caracte´ristiques des agents mobiles. Pour les besoins de cette
recherche nous avons e´labore´ un syste`me de de´tection d’intrus que nous appelerons
Patrouille de Surveillance avec Analyse Raffine´e (PSAR) base´e sur une solution pre´ce´-
dente appele´e Patrouille de Surveillance avec Seuil Global (PSSG) produite a` l’E´cole
Polytechnique de Montre´al que nous e´valuerons aussi. Ces deux solutions par agent
mobiles seront contraste´es par une solution standard appele´e De´tection Standard avec
Seuil Local (DSSL).
Graˆce a` ces IDS, nous tenterons de valider les hypothe`ses suivantes :
– Qu’autant pour le paradigme de de´tection d’intrus de base DSSL que pour les
syste`mes de de´tection d’intrus par agent mobile (tel que l’algorithme PSSG), il
existe une relation directe entre les taux de faux positifs / faux ne´gatifs et les
taux de ge´ne´ration de trafic gris et de trafic noir.
– Dans des conditions e´gales (taux de trafic gris et noir e´gaux), l’algorithme PSSG
performe mieux que DSSL en termes de faux positifs, mais l’algorithme DSSL
performe mieux en termes de faux ne´gatifs.
– La performance en termes de faux positifs/faux ne´gatifs de la strate´gie PSAR
est supe´rieure a` celle de PSSG dans le meˆme mode`le d’environnement et avec
les meˆmes valeurs de taux de trafic gris et noir.
La validation de ces hypothe`ses devrait nous permettre de faire le lien avec notre
cadre structurant en e´tablissant :
– Qu’il existe une relation entre les crite`res de performance, les parame`tres envi-
ronnementaux et les caracte´ristiques des IDS.
– Qu’il peut exister une relation fonctionnelle entre diffe´rentes me´triques, soit
dans notre cas, entre les taux de faux positifs et les taux de faux ne´gatifs.
Pour valider nos hypothe`ses nous nous proposons de concevoir un mode`le mathe´-
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Afin de valider de fac¸on expe´rimentale notre mode`le mathe´matique, nous construi-
rons des prototypes de syste`mes de de´tection d’intrus tel que mentionne´ plus haut,
imple´mentant les diffe´rentes strate´gies de de´tection d’intrus. Nous construirons un
environnement de test permettant de reecre´er l’environnement mode´lise´ pour ensuite
conduire une batterie de tests en variant les parame`tres de l’environnement et des
syste`mes de de´tection d’intrus par agent mobile afin d’obtenir des mesures de me´-
triques de performance. Nous proce´derons ensuite a` analyser les re´sultats de ces tests
et les comparer aux re´sultats obtenus avec le mode`le mathe´matique afin d’en tirer des
conclusions quant a` la validite´ des hypothe`ses e´mises.
1.3 Organisation du me´moire
Ce me´moire est organise´ en cinq chapitres. Le chapitre 2 se veut un compte rendu
de l’e´tat de l’art sur les syste`mes de de´tection d’intrus a` l’aide d’agents mobiles
dans les domaines filaires et sans-fil. Il est question des architectures marquantes
qui ont pre´ce´de´ l’introduction du paradigme par agents mobiles et des avantages
et inconve´nients de ces dernie`res. Le paradigme par agent mobile pour la de´tection
d’intrus est introduit et les recherches et architectures marquantes sont pre´sente´es.
Le chapitre 3 pre´sente le cadre the´orique de tests de performance pour agents mobiles
que nous proposons. Le chapitre 4 fait e´tat des tests effectue´s afin de valider les
hypothe`ses visant a` valider notre cadre the´orique. Pour terminer, le chapitre 5 pre´sente
les conclusions tire´es de cette recherche et les mets en liens avec l’e´tat de l’art. Ce
chapitre met en lumie`re d’autres avenues de recherches qui pourront eˆtre poursuivies
dans le futur.
7CHAPITRE 2
SURVOL DES ME´THODES DE
DE´TECTION D’INTRUS DANS
LES RE´SEAUX
Dans ce chapitre, nous tenterons de mettre en relief les menaces auxquelles doivent
faire face les re´seaux. Nous nous attarderons aux menaces spe´cifiques aux re´seaux ad
hoc et nous explorerons la question de la de´tection d’intrusion dans les re´seaux. Nous
nous questionnerons particulie`rement sur la pertinence d’une approche distribue´e pour
la de´tection d’intrus. Nous regarderons les menaces qui ne peuvent eˆtre de´tecte´es que
par une approche distribue´e et nous tenterons de dresser un portrait des solutions
existantes qui s’attaquent a` ce proble`me. Nous tenterons de mettre en lumie`re les
forces et les faiblesses des solutions propose´es a` ce jour et nous proposerons notre
mode`le afin d’adresser certains de ces proble`mes.
2.1 Vulne´rabilite´ dans les re´seaux
Il est relativement difficile de de´finir de fac¸on claire et exhaustive les menaces
qui pe`sent sur les re´seaux informatiques contemporains. Il y a les menaces que nous
connaissons et celles que nous ne connaissons pas. Il y a celles qui viennent de l’exte´-
rieur du re´seau local et celles qui peuvent provenir de l’inte´rieur meˆme de ce que cer-
tains pourraient conside´rer comme la zone de´militarise´e (Demilitarized Zone (DMZ)).
En effet, pendant longtemps la se´curite´ des re´seaux a e´te´ compare´e a` celle d’un chaˆ-
teau fort moyenaˆgeux, avec ses remparts et ses tours. Malheureusement, cette vision
est appele´e a` changer avec la venue des e´quipements sans fil dans les re´seaux qui font
« tomber les murs » du chaˆteau fort d’antan.
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re´seau local, il existe plusieurs menaces a` la se´curite´ des donne´es. De fac¸on ge´ne´rale,
les menaces prennent la forme d’actions qui peuvent compromettre la Confidentialite´,
l’Inte´grite´ et la disponibilite´ (Availability) des donne´es (CIA). Par exemple, un at-
taquant peut tenter d’e´couter le re´seau pour mettre la main sur des conversations
confidentielles et il peut tenter de falsifier les donne´es sur le re´seau ou meˆme sur la
machine d’un utilisateur. Aussi il peut meˆme tenter de priver un usager le´gitime de
l’usage de ses ressources informatiques en saturant de trafic l’acce`s au re´seau ou en
compromettant sa machine et en la forc¸ant a` effectuer du travail inutile de fac¸on a`
empeˆcher un usage le´gitime.
La plupart des moyens a` la disposition des attaquants exploitent une faille du
syste`me ou des protocoles de la machine de la victime pour en prendre le controˆle.
Parfois meˆme, ils peuvent exploiter la cre´dulite´ et l’ignorance d’une victime (social
engineering) pour prendre le controˆle a` son insu.
Les attaques venant de l’inte´rieur. En plus des menaces venant de l’exte´rieur
sous la forme de vers, de trojans, de balayage de ports, d’attaques de de´ni de ser-
vice, etc. . . un syste`me doit faire face aux menaces venant souvent de son entourage
imme´diat. On compte dans cette cate´gorie les employe´s qui veulent mettre la main
sur des documents corporatifs confidentiels, le sabotage industriel, l’espionnage indus-
triel, l’abus de ressources informatiques, etc. On comprend que dans le cas de menaces
internes, les chances de succe`es d’un attaquant sont plus e´leve´es, compte tenu du fait
qu’il est souvent conside´re´ par le syste`me comme un usager de confiance et qu’il a un
acce`s privile´gie´ au-dela` des premiers niveaux de de´fense.
2.2 Les vulne´rabilite´s propres aux re´seaux ad hoc
Nous adopterons la de´finition suivante pour les re´seaux ad hoc : « Un re´seau ad
hoc est un re´seau sans fil capable de rendre transparentes aux utilisateurs mobiles les
modifications de topologie qu’il subit » (Percher et Jouga, 2002). Les re´seaux ad hoc
se caracte´risent par une infrastructure compose´e d’un ensemble de nœuds mobiles qui
sont capables de communiquer entre eux et d’e´tablir et de maintenir des connexions.
Ces re´seaux posse`dent une topologie changeante et ope`rent de fac¸on de´centralise´e. Il
est pre´cise´ dans Mishra et al. (2004) que les nœuds mobiles peuvent agir de fac¸on
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de routage, etc.) pour permettre de communiquer entre deux points e´loigne´s dans le
re´seau ad hoc. Ces re´seaux n’ont pas de limites physiques clairement de´finies comme
les re´seaux filaires et n’ont donc pas de point d’entre´e spe´cifique. Par ailleurs, ces
re´seaux sans fil comportent souvent des limitations de bande passante, de capacite´ des
liens et d’autonomie e´nerge´tique Ping et al. (2004). La nature meˆme de ces re´seaux les
rend donc vulne´rable a` un ensemble d’attaques. Dans cette section, nous pre´senterons
de fac¸on ge´ne´rale trois cate´gories d’attaques contre lesquelles les re´seaux ad hoc sont
particulie`rement vulne´rables :
– Attaques contre le protocole de routage ;
– Attaques de de´ni de service (Denial of Service (DoS) attack) ;
– Interception de trafic.
Attaques contre le protocole de routage. Parmi les proble`mes inhe´rents a` la
se´curite´ des re´seaux mobiles ad hoc (Mobile Ad-hoc Network (MANET)), on retrouve
la difficulte´ d’e´tablir si un nœud est le´gitime ou non. En effet, les MANET, par de´fini-
tion, ne posse`dent pas de point central pour agir a` titre d’autorite´ d’authentification.
Une des attaques contre les MANET tre`s courantes dans la litte´rature est celle visant
a` compromettre un nœud ou a` inse´rer un nœud malicieux dans le re´seau afin de com-
promettre le protocole de routage. Dans ce type d’attaque, le nœud malicieux peut
s’attaquer au processus de de´couverte de chemin :
– en modifiant un message de retour ;
– en envoyant de fausses routes aux autres nœuds ;
– en refusant de participer au processus de de´couverte de chemin.
Le nœud malicieux peut aussi s’attaquer au me´canisme de routage soit en modi-
fiant le contenu des paquets qui lui sont envoye´s soit en mettant de coˆte´ des paquets.
Attaques de de´ni de service. Les MANETs sont tre`s vulne´rables aux attaques
de de´ni de service. Puisque le me´dium n’est pas prote´ge´, il est possible de perturber
les ondes pour empeˆcher un point d’acce`s de fonctionner. Aussi est-il possible, de
fac¸on plus traditionnelle, d’envoyer un grand nombre de demandes de route au nœud
mobile en forgeant des paquets avec une mauvaise adresse de retour, forc¸ant ainsi le
nœud a` e´puiser ses ressources (calcul, bande passante, etc. . . ).
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Interception de trafic. Bien que des techniques de cryptage peuvent re´pondre a`
plusieurs besoins en terme de se´curite´ tel que prote´ger le me´dium contre l’e´coute et
permettre l’authentification des usagers du re´seau, les solutions actuelles sont loin
d’eˆtre sans faille. Un exemple ce´le`bre est l’encryption de type Wired Equivalent
Privacy (WEP) pour le 802.11. Il a e´te´ de´montre´ que ce protocole d’encryption est
faillible et qu’avec les outils existants actuellement il est facile pour un attaquant de
trouver la clef WEP et ainsi d’e´couter sur le canal. Si un attaquant a acce`s au canal,
il lui est possible d’avoir un acce`s aux ressources du syste`me ou de lancer des attaques
plus sophistique´es commeMan-in-the-Middle, Session High-Jacking ou Replay Attack
par exemple. Le fait que le me´dium soit expose´ pre´sente donc une vulne´rabilite´ accrue
au MANETs.
En conclusion, les MANETs sont vulne´rables parce qu’ils ope`rent sur un me´dium
de communication ouvert (les ondes), que la topologie du re´seau est dynamique, les
algorithmes sont coope´ratifs, qu’ils ne posse`dent pas de point centralise´ de surveillance
et de gestion, et parce qu’ils ne posse`dent pas de de´fenses bien de´finies.
2.3 La de´tection d’intrus dans les re´seaux
Dans la section pre´ce´dente, nous avons identifie´ certaines des menaces auxquelles
les syste`mes informatiques peuvent eˆtre confronte´s. Afin d’y faire face, quelques outils
sont a` la disposition du gestionnaire de se´curite´, comme par exemple, le pare-feux.
Un pare-feux n’est, malheureusement, pas suffisant pour nous prote´ger de toutes les
menaces. Un IDS est un outil indispensable pour prote´ger les infrastructures informa-
tiques, car il permet, a` l’instar des pare-feux, de pouvoir de´tecter la fraude et les abus
commis par des utilisateurs le´gitimes d’un syste`me. Par ailleurs, il permet d’identi-
fier des sche´mas complexes d’attaques dont les actions peuvent s’e´chelonner sur de
longues pe´riodes dans le temps. De plus, comme nous le verrons en de´tail, certaines
actions malicieuses distribue´es dans l’espace (ayant lieu sur plusieurs hoˆtes diffe´rents)
et le temps ne peuvent eˆtre repe´re´es que par un IDS distribue´.
2.3.1 Les IDS
Depuis l’introduction du concept de de´tection d’intrus en 1980 par Anderson
(1980) et raffine´ par Denning et Neumann (1985) et Denning (1987), deux princi-
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paux types de syste`mes de de´tection d’intrusion ont fait leur apparition : les syste`mes
de de´tection au niveau des hoˆtes et les syste`mes de de´tection au niveau du re´seau.
De´tection au niveau de l’hoˆte. Les syste`mes de de´tection d’intrus locaux (HIDS)
collectent de l’information spe´cifique a` un hoˆte en particulier, habituellement au ni-
veau du syste`me ope´ratif. Cette fac¸on de faire a l’avantage de permettre de collecter de
l’information de grande qualite´, directement a` la source. Malheureusement certaines
attaques ne peuvent eˆtre de´tecte´es a` un endroit unique dans un re´seau comme les ba-
layages de ports par exemple. Certaines intrusions distribue´es peuvent ne laisser que
peu de traces individuellement a` chaque hoˆte mais lorsque l’information provenant
de plusieurs sources est corre´le´e, il est possible d’identifier une intrusion. Par ailleurs,
dans le cas de vers ou de telnet chain, il est plus facile de les repe´rer quand on prend
en conside´ration l’information provenant de plusieurs hoˆtes.
De´tection au niveau du re´seau. Les syste`mes de de´tection d’intrus situe´s au
niveau du re´seau (NIDS) surveillent particulie`rement les paquets qui circulent sur le
re´seau graˆce a` des cartes configure´es en mode « espion » seulement. Ils ont la possi-
bilite´ de surveiller ainsi un ensemble d’hoˆtes mais e´prouvent de la difficulte´ lorsque
les communications sont chiffre´es. Par ailleurs, de´pendamment de l’architecture du
syste`me, ils peuvent eˆtre victimes de proble`mes d’extensibilite´ lorsqu’il y a un nombre
important d’hoˆtes ou que la charge sur le re´seau est e´leve´e.
2.3.2 Les me´thodes de de´tection d’attaques
Les techniques employe´es par les IDS pour la de´tection d’intrus dans les re´seaux
sont classe´es principalement en deux cate´gories : la de´tection d’abus et la de´tection
d’anomalies.
De´tection d’abus.
Dans le cas de la de´tection d’abus, les comportements malicieux sont caracte´rise´s
et exprime´s sous forme de re`gles, dans une forme compre´hensible de la machine et
l’IDS ve´rifie l’existence d’un tel comportement en faisant usage d’une me´thode de´ter-
ministe. Le travail de spe´cifier les comportements malicieux est laisse´ a` la discre´tion
des de´veloppeurs de IDS et des utilisateurs du syste`me.
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Un exemple d’un tel syste`me est SNORT (Roesch, 1999). SNORT est configure´
a` l’aide d’une base de donne´es de signatures qui caracte´risent les paquets poten-
tiellement malicieux. Graˆce a` cette base de donne´es, SNORT surveille un re´seau et
enregistre toutes les apparitions de paquets qui correspondent a` une signature.
Le plus grand proble`me de ce type de de´tection est qu’il n’est pas possible de
de´tecter des attaques dont le syste`me ne posse`de pas la signature.
Exemples de syste`mes de de´tection d’abus
Dans les paragraphes qui suivent, nous pre´sentons d’autres fac¸on de faire de la
de´tection d’abus. Ce court re´sume´ est tire´ de (Kruegel et Toth, 2000).
Syste`me Expert. Le syste`me expert enregistre des re`gles de type if-then-else
dans une base de donne´e. Le coˆte´ gauche (if) de la re`gle de´finit les pre´-conditions
requises pour une attaque. Quand toutes les conditions sont remplies, la re`gle de´-
clenche les actions a` prendre qui apparaissent du coˆte´ droit de la re`gle (then). Ceci
peut entraˆıner le de´clenchement d’autres re`gles ou l’identification d’une intrusion. Ce
type de syste`me a l’avantage de se´parer la logique de controˆle du proble`me. Toutefois,
avec cette fac¸on de faire il est difficile de de´tecter des marques d’intrusions distribue´es
dans le temps.
Syste`me de raisonnement base´ sur un mode`le. Cette approche se base sur
une base de donne´es de sce´narios d’attaques (enregistre´s comme une se´quence de
comportements ou d’activite´s). A` n’importe quel moment, le syste`me conside`re un
sous-ensemble de ces attaques comme ayant lieu en ce moment et tente de ve´rifier
ses hypothe`ses a` l’aide de piste de ve´rification. Quand des preuves pour les attaques
sont trouve´es, les probabilite´s pour ces attaques augmentent, sinon elles de´croissent.
Quand les probabilite´s atteignent un certain niveau, le syste`me conclut a` une attaque
et donne l’alarme. Ce mode`le repose sur les the´ories mathe´matiques de raisonnement
en cas d’incertitude. Malheureusement de tels mode`les sont difficiles a` construire.
Analyse des e´tats de transition. L’analyse des e´tats de transition demande la
construction d’une machine a` e´tats finis. Les e´tats de cet automate repre´sentent dif-
fe´rent e´tat du syste`me avec les transitions qui de´crivent certains e´ve`nements qui en-
traˆınent des changements d’e´tat dans le syste`me. Un e´tat du syste`me peut repre´senter
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l’e´tat de la pile du protocole re´seau, la validite´ et l’inte´grite´ de certains fichiers ou d’un
processus. Quand un intrus effectue des actions sur le syste`me qui entraˆınent l’auto-
mate a` atteindre un e´tat correspondant a` un danger pour la se´curite´, une intrusion
est rapporte´e.
Analyse des touches entre´es par l’utilisateur. Cette technique enregistre les
touches entre´es par un utilisateur pour de´terminer la possibilite´ d’intrusion. Ici, il
est simplement question d’observer certaines se´quences de clefs afin de de´tecter une
attaque. Malheureusement, cette approche peut souffrir du fait qu’il peut exister la
possibilite´ qu’une meˆme activite´ peut eˆtre exprime´e avec diffe´rentes se´quences de clefs
ou l’utilisation de macros non couverts par le patron de de´tection.
De´tection d’anomalies
La de´tection d’anomalies fait re´fe´rence a` une approche ou` le syste`me est entraˆıne´ a`
apprendre le « comportement normal » d’un re´seau. Une alarme est de´clenche´e quand
une de´viation par rapport au comportement normal appris est observe´e. The´orique-
ment ce type de syste`me est en mesure de de´tecter des attaques inconnues, contraire-
ment aux syste`mes base´s uniquement sur la de´tection d’abus. Puisqu’une alarme est
de´clenche´e a` cause d’une de´viation de comportement, il est parfois difficile de retracer
la source de la de´viation. Cette fac¸on de faire repose en grande partie sur une analyse
statistique du comportement du syste`me, des heuristiques de de´tection, ainsi que sur
des techniques d’intelligence artificielle telles que les re´seaux neuronaux.
La de´tection reposant sur cette technique uniquement est ge´ne´ralement reconnue
comme ge´ne´rant davantage de faux positifs / ne´gatifs et d’eˆtre moins pre´cise que les
techniques de de´tection d’abus.
2.4 Les limites des IDS
Les solutions pre´sentement disponibles pour la de´tection d’intrus dans les re´seaux
pre´sentent plusieurs limites. Dans cette section nous de´taillerons les limites les plus
e´videntes.
Les faux positifs. Un faux positif survient lorsqu’une alarme est de´clenche´e par
un IDS a` la suite d’un stimulus qui est en fait be´nin. Ceci revient a` dire que l’IDS
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a fait une erreur. Un bon exemple est lorsqu’un IDS de´clenche une alarme pour un
SYN flood parce qu’un grand nombre de paquets SYN sont envoye´s a` un serveur web
auquel un grand nombre de requeˆtes le´gitimes sont envoye´es.
Les faux ne´gatifs. Un faux ne´gatif a lieu lorsqu’une condition qui me´riterait le
signalement d’une attaque survient mais qu’aucune n’est de´clenche´e. On peut retrou-
ver un faux ne´gatif lorsqu’un IDS ne re´ussit pas a` de´tecter le parcours du re´pertoire
tampon d’un serveur web parce que l’attaquant a re´ussi a` de´velopper une me´thode
jusqu’a` pre´sent inconnue pour obscurcir le nom du fichier qui est demande´.
Un autre exemple est lorsqu’un IDS ne re´ussit pas a` capturer tous les paquets
ne´cessaires pour rassembler toutes les actions d’un attaquant a` cause d’une charge
trop importante sur le re´seau ou des changements dans la topologie de routage.
Les faux ne´gatifs repre´sentent un proble`me grave pour les IDS et ces derniers se
doivent de minimiser le taux de faux positifs au maximum. Ge´ne´ralement un IDS
se doit d’obtenir un tre`s bas taux de faux ne´gatifs pour les attaques qu’il est cense´
pouvoir de´tecter.
Fondamentalement, tous les IDS repre´sentent un coup d’option entre eˆtre trop
sensibles et ge´ne´rer trop de faux positifs ou de bruit et manquer de sensibilite´ et
ge´ne´rer des faux ne´gatifs. Le taux de faux positifs tombe ge´ne´ralement rapidement
lorsque davantage d’information est ajoute´ pour de´crire une attaque comme des e´tats
par exemple. Quand a` lui, le taux de faux ne´gatifs est inconnu, mais nous nous
attendons a` le voir augmenter plus les re`gles de de´tection deviennent pre´cises et donc
s’accommodent moins bien des variations dans les attaques.
Le Bruit. Selon (Ranum, 2003), est conside´re´ comme bruit un IDS qui ge´ne`re une
alarme pour une condition qui n’est pas dangereuse ou non applicable au syste`me
sous surveillance mais qui est correctement diagnostique´e. L’IDS n’a pas fait d’erreur
mais l’alarme a, dans bien des cas, une valeur douteuse. Comme exemple on retrouve
lorsqu’un IDS identifie un de´bordement de tampon pour une machine Windows/Intel,
sur un syste`me Solaris/SPARC qui ne sera donc pas affecte´ par l’attaque !
Un autre exemple est lorsqu’un IDS a` l’exte´rieur d’un pare-feux identifie correc-
tement des activite´s de balayage hostiles dont l’administrateur sait pertinemment
qu’elles ne pe´ne`treront pas le pare-feux.
Bien que ce genre d’e´ve´nements n’aient pas d’incidence sur le syste`me a` prote´ger,
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ils ne devraient pas eˆtre ignore´s pour autant. Un attaquant qui utilise une «mauvaise
attaque » n’est pas moins dangereux pour autant et devrait eˆtre surveille´ au cas ou` il
trouverait un moyen de percer les de´fenses. Malheureusement ce genre de surveillance
ne´cessite beaucoup de moyens. Il est possible pour un attaquant de lancer un nombre
important de «mauvaises attaques » avec pour seule intention de faire diversion pour
permettre a` ses « vraies attaques » de re´ussir sans eˆtre de´tecte´es.
Zero-day attack. La pire des menaces est toujours celle que nous ne connaissons
pas, les zero-day attack sont les attaques qui exploitent une faille inconnu des concep-
teurs du syste`me. Il existe quelque part une menace a` un syste`me sous surveillance
qui n’a pas encore e´te´ identifie´e et qui se confond avec le fonctionnement typique du
syste`me. Ce genre d’attaque, repre´sentent celles du futur contre lesquelles, un IDS ne
peut rien. Ceci correspond a` l’ultime limite des syste`mes de de´tection.
Capacite´ de traitement versus le trafic sur le lien. La capacite´ de traitement
de l’IDS repre´sente aussi une limite. En effet, lorsque le trafic sur le lien de´passe la
capacite´ de traitement de l’IDS, ce dernier laisse passer des paquets potentiellement
dangereux qui ne seront pas analyse´s.
Attaques avec e´tats versus sans e´tat. Dans plusieurs cas, la capacite´ de de´tec-
tion d’un IDS est limite´e par sa me´moire, autrement dit, sa capacite´ a` se souvenir
dans le temps d’e´ve´nements ayant eu lieu sur plusieurs hoˆtes pour pouvoir les cor-
re´ler entre eux (Levchenko et al., 2004). Bien que la de´tection de certaines attaques
ne ne´cessite pas que le syste`me se « souvienne » de plusieurs e´ve´nements, certaines
ne´cessitent que le syste`me conserve en me´moire des e´tats pre´ce´dents pour la de´tection
de certaines intrusions. Dans cette cate´gorie d’attaque on retrouve les balayages de
ports et le TCP SYN Flooding. Cette me´moire ne´cessaire constitue donc une limite
au syste`me.
2.5 Les architectures des IDS
Dans cette section nous de´crirons les architectures de IDS pre´sente´es dans les
travaux de recherche.
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2.5.1 Syste`mes Hie´rarchiques
Une architecture hie´rarchique distribue´e repre´sente´e a` la Figure 2.1 peut eˆtre de´-
crite comme e´tant structure´e a` la manie`re d’un arbre avec un syste`me de gestion
et de controˆle a` son sommet, des unite´s d’agre´gation d’information comme nœuds
internes et des unite´s d’ope´rations comme nœud a` ses extre´mite´s. Les unite´s d’ope´-
rations peuvent eˆtre des senseurs de re´seaux, des IDS locaux, des de´tecteurs de virus
ou tout syste`mes de re´ponses aux attaques.
Noeud de contrôle
Noeud d'agrégation
 NIVEAU 2
Noeuds d'agrégation 
NIVEAU 1
senseurs réseau
Figure 2.1 Architecture hie´rarchique
Dans ce type d’architecture, la de´tection des attaques et la collecte d’information
a lieu aux extre´mite´s de l’arbre. L’information est envoye´e a` un nœud interne qui ras-
semble l’information provenant de plusieurs nœuds. L’information est ainsi agre´ge´e,
abstraite et re´duite a` des niveaux supe´rieurs dans la hie´rarchie pour e´ventuellement
atteindre le nœud racine de l’arbre. Le nœud racine effectue l’analyse de l’information
et prend des de´cisions quant a` la nature de la menace et pre´pare une re´ponse appro-
prie´e. Habituellement l’unite´ de gestion et de controˆle avise un ope´rateur humain de
la situation pour que ce dernier puisse manuellement prendre action.
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Avantages. La principale force de ce syste`me est de posse´der un degre´ acceptable
d’expansion avec un point central d’administration.
Exemple – Dans cette cate´gorie nous retrouvons entre autre GrIDS (Staniford-
Chen et al., 1996) et AAFID (Spafford et al., 2000). AAFID peut parraˆıtre un choix
surprenant e´tant donne´ qu’il soit conc¸u selon le paradigme par agents mais il se trouve
que les agents en questions sont autonomes et non mobiles et communique a` l’inte´rieur
d’une hie´rarchie.
Inconve´nients. Malheureusement, plusieurs critiques peuvent eˆtre adresse´es a` ce
type de syste`me. Puisque l’information doit eˆtre achemine´e vers le nœud racine, beau-
coup de bande passante est utilise´e pour transmettre les messages vers l’unite´ centrale.
Cette dernie`re peut aussi manquer de ressources pour traiter l’information lorsque la
charge sur le re´seau est e´leve´e et « manquer » des e´ve`nements, (Zhicai et al., 2004).
Si l’unite´ centrale de prise de de´cisions, le nœud racine de l’arbre, en vient a` eˆtre
compromis ou mis hors service, alors tout le syste`me est compromis. Il est propose´
dans Mell et McLarnon (1999) de reme´dier au proble`me en encapsulant les compo-
santes du syste`me de de´tection a` l’inte´rieur d’agents mobiles qui se de´placent de fac¸on
ale´atoire a` l’inte´rieur du re´seau sous surveillance afin d’eˆtre plus difficiles a` cibler par
une attaque. Par ailleurs les agents mobiles, si compromis, peuvent eˆtre de´truits et
ressuscite´s pour reprendre leur place dans le syste`me. Marks et al. (2004) font remar-
quer que le mode`le hie´rarchique a toutefois des limites et chaque niveau d’agre´gation
impose un couˆt supple´mentaire sur le syste`me et ralentit ainsi la prise de de´cision, ce
proble`me devient e´vident pour les syste`mes de plusieurs milliers d’hoˆtes a` surveiller.
2.5.2 Syste`mes Peer-to-Peer
Afin d’adresser les manques des syste`mes hie´rarchiques, la solution « peer-to-
peer » (P2P) a e´te´ envisage´e dans la litte´rature. Chaque hoˆte ope`re un IDS local
et un gestionnaire de se´curite´ qui peut e´changer des informations a` propos des me-
naces graˆce a` un syste`me d’e´change de messages avec les autres hoˆtes. Ramachandran
et Hart (2004) ainsi que Janakiraman et al. (2003) pre´sentent des prototypes de sys-
te`mes de de´tection d’intrus base´s sur des agents autonomes ou mobiles mais ou` le
partage de l’information entre les hoˆtes s’appuie sur les me´canismes des re´seaux P2P.
Dans les architectures propose´es, les agents mobiles servent a` ve´rifier l’e´tat des entite´s
voisines pour en ve´rifier l’inte´grite´ a` l’aide, entre autre, de « checksum » . Quand un
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agent de´tecte qu’une entite´ a e´te´ compromise, il retourne vers son entite´ d’origine
et un vote est de´clenche´. Dans ce genre de syste`me, chaque entite´ est responsable
de sa propre se´curite´ et surveille ses voisins. Le re´seau P2P sert de re´seau fiable de
transport, pour les messages ou les agents entre les entite´s et sert a` la de´couverte de
service.
Avantages. Un tel syste`me se de´marque des architectures hie´rarchiques parce qu’il
n’a pas de centre de coordination central. Par ailleurs, Ramachandran et Hart (2004)
font remarquer qu’un tel syste`me est facile a` mettre a` jour. Dans Janakiraman et al.
(2003) ils avancent l’ide´e de pouvoir distribuer la charge de la de´tection dans un tel
syste`me sans entrer dans les de´tails.
Inconve´nients. Malheureusement, dans les mode`les propose´s par Ramachandran
et Hart (2004) et Janakiraman et al. (2003), les syste`mes propose´s ne sont qu’a` l’e´tat
embryonnaire et aucun vrai re´sultat ne fut publie´ en rapport avec la validite´ de leur
mode`les. Dans les syste`mes pre´sente´s, il n’est aucunement question de me´canismes de
corre´lation de l’information.
2.5.3 Syste`mes par Agents Mobiles
Un agent mobile peut eˆtre de´fini comme un programme qui peut exercer l’autorite´
d’un individu ou d’une organisation, peut travailler de fac¸on autonome pour atteindre
un but et peut rencontrer et interagir avec d’autres agents. Un agent mobile comprend
le code et les informations d’e´tats ne´cessaires pour exe´cuter un travail et ne´cessite une
plate-forme pour lui fournir un environnement dans lequel il peut ope´rer. Les agents
mobiles ont la capacite´ d’interrompre leur travail sur une plate-forme et de se de´placer
vers une autre ou` ils peuvent continuer leurs taˆches.
Tel que pre´ce´demment mentionne´, les architectures hie´rarchiques et par agents
autonomes posse`dent plusieurs proble`mes. Afin de leur apporter une solution, la com-
munaute´ scientifique s’est tourne´e re´cemment vers le paradigme par agents mobiles
pour la de´tection d’intrus dans les re´seaux.
Avantages. Les agents mobiles offrent les avantages suivants (Zhicai et al., 2004) :
– les fonctionnalite´s et la se´curite´ des IDS sont de´centralise´es de fac¸on a` e´viter
les goulots d’e´tranglements au niveau du calcul et pour e´viter la cre´ation d’un
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point unique d’e´chec ;
– les modules d’un IDS sont de´ploye´s sur les nœuds formant le re´seau de fac¸on a`
re´duire le transfert de donne´es et ainsi re´duire la charge sur le re´seau ;
– ils permettent de de´tecter les intrusions au lieu ou` elles se produisent ;
– ils permettent une grande flexibilite´ et adaptation aux changements d’environ-
nement. Faire face a` une nouvelle menace signifie, dans bien des cas, avec des
agents mobiles, de n’e´crire qu’un nouvel agent.
Inconve´nients. Il va sans dire que les agents mobiles pre´sentent quelques vulne´ra-
bilite´s, entre autres :
– les communications entre agents doivent eˆtre surveille´es et authentifie´es de fa-
c¸on a` s’assurer de l’inte´grite´ et de la confidentialite´ des communications entre
agents ;
– une plate-forme d’agents compatible doit eˆtre pre´sente sur les hoˆtes pour rece-
voir les agents ;
– la plate-forme et les agents mobiles peuvent eˆtre victimes d’attaques ; aussi des
me´canismes doivent-ils eˆtre mis en place pour de´terminer si la plate-forme a e´te´
modifie´e et le cas e´che´ant, des me´canismes de restauration doivent eˆtre mis en
place ;
– De´placer du code sur le re´seau peut s’ave´rer moins performant que des solutions
statiques qui n’ont pas besoin d’eˆtre de´ploye´es lorsque l’application roule.
2.6 Travaux ante´rieurs sur les agents mobiles pour
la de´tection d’intrusions
Ces dernie`res anne´es, nous avons assiste´ a` une augmentation des travaux sur la
de´tection d’intrus dans les re´seaux a` l’aide d’agents mobiles. Plusieurs auteurs ont
sugge´re´ des architectures, autant dans le domaine filaire que dans le monde sans fil.
Certaines de ces solutions peuvent eˆtre adapte´es pour les deux domaines. Toutefois,
les recherches pour le domaine sans fil se sont davantage consacre´es aux attaques
contre les protocoles de routage et les attaques de de´nis de service. Dans les travaux
pre´sente´s, peu d’auteurs donnent des re´sultats quant a` l’efficacite´ de leur plate-forme
et, jusqu’a` pre´sent, aucune comparaison n’a e´te´ faite entre les plate-formes d’agents
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mobiles propose´es et des IDS commerciaux existants sur le marche´, de fac¸on a` ve´rifier
de fac¸on expe´rimentale le principe des agents mobiles comme fac¸on valable de de´tecter
des intrusions. Par ailleurs, dans les recherches pre´sente´es, la me´thodologie de test
n’est que bien peu e´labore´e lorsqu’il en est question.
La section qui suit vise a` pre´senter certaines des plate-formes d’agents re´cemment
propose´es et a` pre´senter certains de´tails lorsque cela est possible.
2.6.1 Les architectures dans le domaine filaire
La plupart des plate-formes d’agents se divisent principalent en deux grandes
cate´gories nomme´es dans Yanxin et al. (2004) comme celles a` de´placement radial et a`
de´placement horizontal. Dans les architectures a` de´placement radial tel que APHIDS
(Agent Programmable Hybrid Intrustion Detection System) et MAIDS (Mobile Agent
Intrusion Detection Systems), les agents mobiles sont utilise´s comme me´canisme de
transmission de requeˆtes. C’est-a`-dire qu’un agent mobile est envoye´ de l’hoˆte A vers
l’hoˆte B pour y effectuer une certaine taˆche (dans la plupart des cas de la collecte
d’information) et revient vers son hoˆte d’origine avec les re´sultats de la taˆche. Dans le
cas d’un de´placement horizontal comme pour MAIDS, les agents mobiles se de´placent
d’hoˆte en hoˆte sans devoir rapporter leurs informations a` un hoˆte d’origine.
Dans le cas d’architectures a` de´placement radial, on retrouve souvent des compo-
santes de de´tection locale (HIDS) qui, lorsqu’elles de´tectent des anomalies au niveau
local, de´cident d’envoyer des agents mobiles « enqueˆter » sur d’autres hoˆtes pour en
apprendre davantage sur l’e´ve´nement. Cette fac¸on de faire a comme de´savantage de
rendre la surveillance de´pendante de la notion locale et pas ne´cessairement uniforme
entre les hoˆtes de ce qu’est une anomalie. Autrement dit, l’hoˆte avec les niveaux de to-
le´rance aux « anomalies » les plus e´leve´s devient le maillon faible du re´seau, puisqu’il
de´clenche le processus d’enqueˆte apre`s un plus grand nombre d’incidents.
Parmi les architectures pre´sente´es on retrouve des architectures hybrides telles
que SPARTA (Security Policy Adaptation Reinforced Through Agents) illustre´e a`
la Figure 2.2 qui utilisent un de´placement horizontal pour assurer la surveillance du
re´seau et un de´placement radial (a` l’aide d’agents de support) lorsqu’une anomalie
est de´tecte´e sur un hoˆte en particulier et qu’une enqueˆte doit eˆtre de´clenche´e.
APHIDS. L’architecture APHIDS (Deeter et al., 2004) est une variation des plate-
formes de de´tections base´es sur des agents mobiles et pre´sente des similarite´s avec
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Figure 2.2 De´placement d’agents mobiles avec SPARTA
SPARTA et MAIDS. APHIDS partage avec ces plate-formes le but commun d’ex-
ploiter la mobilite´ des agents pour effectuer de la corre´lation d’e´ve´nements de fac¸on
distribue´e. APHIDS de´fini un langage de script pour spe´cifier les interactions entre
les agents de surveillance et les agents d’analyse. Elle a pour but d’automatiser la
collecte de preuves qu’un administrateur de syste`me devrait faire manuellement dans
d’autres circonstances.
Les agents mobiles sont utilise´s pour inspecter les re´sultats contenus dans des
fichiers de log, les e´tats du syste`me ou obtenus par d’autres IDS. Les agents mobiles
utilisent le de´placement radial.
L’architecture APHIDS n’existe pour l’instant qu’a` l’e´tat de prototype et aucun
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re´sultat n’a e´te´ publie´.
SPARTA. SPARTA (Kruegel et Toth, 2001) fait usage des agents mobiles pour
fournir au syste`me des capacite´s d’interrogation pour reconstruire des patrons d’e´ve´-
nements associe´es, distribue´s a` travers plusieurs hoˆtes. Malheureusement, selon Per-
cher et Jouga (2002), SPARTA ne´cessite la pre´sence d’un nœud central dont le roˆle
est de maintenir une base de connaissance des nœuds pre´sents dans le re´seau. Cette
caracte´ristique ne permet donc pas a` SPARTA d’eˆtre de´ploye´ dans les re´seaux sans
fil ad hoc.
SPARTA, se base sur la plate-forme d’agents GYPSY et fait usage de son propre
langage de spe´cification d’intrusions qui permet de ge´ne´rer automatiquement un filtre
a` partir d’une de´finition formelle du arachNIDS (Advanced Reference Archive of Cur-
rent Heuristics for Network Intrusion Detection Systems). Par ailleurs SPARTA in-
te`gre un me´canisme de synchronisation des horloges des hoˆtes afin de pouvoir effectuer
de fac¸on pre´cise la corre´lation d’e´ve`nements. SPARTA fut teste´ entre autre contre l’at-
taque telnet chain. Dans Kruegel et Toth (2002) il est possible de constater que les
re´sultats produits sont tre`s peu nombreux et le nombre d’attaques employe´ pour les
tests est tre`s limite´.
MAIDS. Les travaux de (Yanxin et al., 2004) pre´sentent une plate-forme d’agents
mobiles qui utilise pour la de´tection d’activite´s d’intrusion l’analyse d’arbres logiciels
de fautes (Software Fault Tree (SFT)) et de re´seaux de Pe´tri colore´s (Colored Petri
Net (CPN)). Les travaux de cette e´quipe se concentrent pre´sentement sur la ge´ne´ration
automatique d’agents pour la de´tection a` l’aide de SFT. Leur recherche propose de
de´finir sous forme de SFT des patrons d’attaques qui seront automatiquement converti
en CPN pour ensuite eˆtre compile´ en un ensemble d’agents mobiles collaboratifs. Dans
cette recherche il est ici question d’une hie´rarchie d’agents qui collaborent entre eux
pour la de´tection. Leur architecture s’appuie sur la plate-forme d’agent Voyager de
Helmer et al. (2003) et les agents se de´placent de fac¸on horizontale. Leur recherche
pre´sente des re´sultats pour l’attaque FTP bounce, et le Trinoo DDoS.
Autres plate-formes dignes de mention
Parmi les autres plate-formes digne d’eˆtre mentionne´es, on retrouve :
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MA-IDS Dans l’architecture MA-IDS, il est question d’une architecture par agent
mobile avec de´placement radial des agents. Dans cette architecture, les agents mobiles
ne servent qu’a` la collecte des informations, ils ne contiennent pas de logique de de´-
tection, celle-ci e´tant contenue dans un «MANAGER » auxquelles les agents mobiles
se rapportent. Le prototype pre´sente´ fait usage de la plate-forme d’agents GYPSY et
les tests ont e´te´ effectue´s avec quatre stations connecte´es entre elles. (Li et al., 2004)
Micael. Micael (de Queiroz et al., 1999) est une plate-forme d’agents mobile a`
de´placement horizontal ou` chaque agent collecte de l’information et re´agit aux signes
d’intrusions. Toutefois, les agents mobiles ne sont de´ploye´s que lorsqu’une anomalie
est de´tecte´e au niveau local.
JAM. JAM (Stolfo et al., 1997) se distingue car il fait appel a` des notions d’intel-
ligence artificielle afin de concevoir un mode`le e´volutif de de´tection d’anomalies et de
comportements intrusifs. Ici, il est question d’agents mobiles qui e´changent de l’infor-
mation entre eux et apprennent. Dans le cas de JAM, des agents locaux apprennent
comment de´tecter la fraude.
IDA. IDA (Intrusion Detection Agent system) (Asaka et al., 1999) fonctionne en se
concentrant sur des e´ve´nements spe´cifiques qui peuvent eˆtre des signes d’intrusions
appele´s Marks Left by Suspected Intruder (MLSI). Le syste`me posse`de une structure
hie´rarchique avec une unite´ de controˆle central a` son sommet et une varie´te´ d’agents
a` sa base. Lorsqu’un agent local de´tecte un MLSI, il en avertit le controˆle central
qui envoie des agents de recherche jusqu’a` l’hoˆte en question. Les agents de recherche
envoient a` leur tour des agents de collecte d’information pour collecter de l’information
sur d’autres hoˆtes. L’information est par la suite renvoye´e a` l’unite´ centrale pour fin
d’analyse.
D’autres architectures ont e´te´ aussi propose´es dans la litte´rature mais sont peu
re´fe´re´es par d’autres auteurs et te´moignent de travaux moins matures. Parmi ceux-
ci on retrouve Zhicai et al. (2004), (Dasgupta et Brian, 2001) et (Bernardes et dos
Santos Moreira, 2000). Dans Guangchun et al. (2003) on introduit le concept de
distribution de la charge pour l’analyse de de´tection d’intrus. Dans Li et al. (2004) on
met l’emphase sur la ve´rification de l’inte´grite´ des fichiers et sur le balayage de ports
pour trouver des trojans.
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2.6.2 Les architectures de IDS pour les re´seaux ad hoc
Le domaine sans fil comporte les meˆmes vulne´rabilite´s que le domaine filaire et
meˆme davantage comme il a e´te´ pre´ce´demment explique´ a` la section 2.6.1. Quelques
recherches ont e´te´ effectue´es sur la de´tection d’intrus dans les re´seaux ad hoc a` l’aide
d’agents mobiles. La plupart des publications sur le sujet proposent des architec-
tures semblables a` celles pre´sente´es pour le domaine filaire mais bien souvent avec
un ensemble de capacite´s re´duites. L’ensemble des recherches s’attardent sur les at-
taques contre les protocoles de routage et s’inte´ressent particulie`rement a` la notion
de nœuds compromis, autrement dit a` un nœud dont le comportement est anormal
et qui compromet ainsi le fonctionnement du re´seau. Tre`s peu de recherches couvrent
d’autres attaques. Ceci peu s’expliquer souvent par la non utilisation d’une base de
donne´es de signatures d’attaques par exemple, dans les architectures propose´es, ou
par le besoin de re´duire les composantes du syste`me au maximum pour re´duire les
besoins en ressources. Dans un re´seau ad hoc, une base de donne´es d’attaques devrait
eˆtre instancie´e sur chacun des nœuds du re´seau, ce qui repre´sente un couˆt important
dans un contexte ad hoc. Par ailleurs, les contraintes inhe´rentes aux re´seaux ad hoc
empeˆchent d’importer les architectures du domaine filaire qui comportent des unite´s
centrales de traitement ou de coordination, ou des re´pertoires de services. (Mishra
et al., 2004)
Dans cette section nous tenterons de pre´senter quelques architectures faisant usage
d’agents mobiles pre´sentes dans la litte´rature.
Local Intrusion Detection System (LIDS)
Dans Albers et al. (2002), on propose un syste`me de de´tection d’intrus reposant sur
des IDS locaux a` chaque nœud mobile (LIDS). Les LIDS collaborent entre eux a` l’aide
d’agents mobiles pour e´changer de l’information lors d’intrusions ou pour enqueˆter
sur des tentatives d’intrusion. Ici, les agents mobiles sont utilise´s pour lancer des
requeˆtes sur d’autres nœuds et ramener la re´ponse vers le nœud d’origine. Le LIDS
acce`de aux donne´es du re´seau via SNMP et la MIB des nœuds. L’interope´rabilite´ entre
les LIDSs est assure´e par l’usage de format de donne´es d’alertes standard IDMEF
(Intrusion Detection Message Exchange Format) (Curry et al., 2006) et du protocole
de transport IDXP (Intrusion Detection Exchange Protocol) (Feinstein et al., 2003).
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De´tection d’intrus base´ sur une base de donne´e statique et stationnaire
Dans Smith (2001) on propose une architecture comprenant une surveillance de
chaque nœud au niveau local par un agent et l’usage d’une base de donne´e se´curitaire
comme re´pertoire contenant les signatures d’attaques disponibles a` tous les nœuds
graˆce a` des agents mobiles. Cette architecture s’appuie sur la pre´misse que la base de
donne´e ne sera pas compromise, ce qui est difficile a` de´montrer.
De´tection d’intrusions a` l’aide d’agents mobiles
Kachirski et Guha (2002) ont propose´ une architecture pour la de´tection d’in-
trusions de manie`re distribue´e a` l’aide d’agents mobiles. Ils se de´marquent par une
approche qui me´nage la bande passante et qui entraˆıne un faible couˆt sur le sys-
te`me. Dans cette architecture, chaque nœud mobile est connecte´ a` un senseur pour
la surveillance locale et le nombre de nœuds affecte´s a` la surveillance du re´seau est
restreint a` un nombre minimum, dynamiquement e´lus. Leurs agents sont utilise´s pour
les taˆches de de´tection. Ici les agents mobiles sont utilise´s pour relocaliser les compo-
santes du syste`me de de´tection de manie`re dynamique. La prise de de´cision quant a`
une e´ventuelle intrusion se fait par vote entre les nœuds d’une meˆme grappe.
2.7 Analyse des solutions d’IDS par agents mo-
biles
Dans les travaux ci-haut mentionne´s on y pre´sente, dans l’ensemble, diffe´rentes
architectures de de´tection d’intrus dans les re´seaux a` l’aide d’agents mobiles. Ces
travaux, souvent des preuves de validation de la conception, tentent d’ajouter des
fonctionnalite´s et des strate´gies a` l’aide d’agent mobiles pour permettre une meilleure
de´tection. Malheureusement, aucune de ces recherches, quand elles pre´sentent des
re´sultats, ne s’attarde a` vraiment conside´rer la performance dans son cadre le plus
large. En effet, dans les recherches auxquelles nous avons fait re´fe´rence pre´ce´demment,
il est bien difficile de savoir a` quoi attribuer les re´sultats obtenus. A` une architecture
re´volutionnaire ou tout simplement a` des conditions expe´rimentales favorables a` la
plate-forme pre´sente´e ? A` partir des articles consulte´s il est souvent difficile de le
savoir et donc, d’accorder un me´rite important a` la recherche au dela` d’introduire
le lecteur a` une nouvelle fac¸on d’aborder la de´tection d’intrus. Aucun des travaux
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pre´sente´s n’arrive a` montrer clairement qu’il permet de re´duire les taux de faux positifs
et parvient en meˆme temps a` de´tecter efficacement les tentatives d’attaques. Par
ailleurs, les travaux consulte´s ne discuttent pas de la supe´riorite´ ou de l’infe´riorite´
d’une strate´gie de de´veloppement d’IDS sur une autre.
Maxion et Tan (2000) et Lee et Xiang (2000) posent des bases importantes pour
la de´tection expe´rimentale d’intrus en e´tablissant, entre autres, que l’environnement
re´seau dans lequel se de´roule l’expe´rience a un lien direct avec les re´sultats obtenus.
Leurs e´tudes de´montrent que des variations de l’environnement entraˆınent des varia-
tions dans les re´sultats obtenus. Ils soutiennent qu’on ne peut s’attendre a` ce qu’un
de´tecteur d’anomalie, e´value´ sur les bases de ses performances sur un ensemble de
donne´es d’une certaine re´gularite´, performe de fac¸on similaire sur un ensemble de
donne´es de re´gularite´ diffe´rente.
Dans les recherches pre´sente´es plus haut, il n’est jamais question de l’environne-
ment re´seau dans lequel se de´roulent les expe´riences. Aussi est-il, a` toute fin pratique,
impossible de re´pe´ter exactement les expe´riences pre´sente´es dans les articles. Par
ailleurs, aucune recherche ne s’attarde a` faire varier la re´gularite´ de l’environnement
pour que le lecteur puisse constater ses effets sur les plate-formes pre´sente´es.
2.8 Objectifs de recherche
Les recherches visant a` re´duire le taux de fausses alarmes repre´sentent une avenue
de recherche fondamentale pour la de´tection d’intrus dans les re´seaux. En effet, Axels-
son (voir Axelsson (1999)) tend a` de´montrer dans son article que le facteur limitant
les performances de de´tection n’est pas, comme on pourrait eˆtre tente´ de le croire,
l’habilete´ a` reconnaˆıtre les comportements intrusifs, mais bien l’habilete´ du syste`me
a` supprimer les fausses alarmes. Les recherches pre´sente´es pre´ce´demment tendent a`
montrer que l’usage d’agents mobiles pourrait re´soudre un grand nombre de proble`mes
auxquel font face les IDS conventionnels. Toutefois, il est crucial de de´montrer l’effi-
cacite´ des plate-formes qui seront de´veloppe´s et particulie`rement des facteurs qui font
qu’une solution est meilleure et sous quelles conditions.
Les recherches ont de´montre´ que l’environnement re´seau dans lequel l’IDS fonc-
tionne a une influence de´terminante sur les re´sultats sans toutefois eˆtre en mesure
d’identifier des facteurs environnementaux et leurs influences sur les re´sultats de de´-
tection.
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Dans cette recherche, nous nous proposons de formuler un cadre expe´rimental
a` l’inte´rieur duquel l’e´valuation des performances d’IDS par agents mobiles devrait
eˆtre re´alise´e. Ce cadre devrait permettre de qualifier l’environnement dans lequel
l’expe´rience se de´roule ainsi que les caracte´ristiques des agents mobiles mis en cause.
Par ailleurs, ce cadre devrait permettre de formuler des hypothe`ses quantitatives a`
propos des performances d’un syste`me de de´tection d’intrus et de les confirmer sur
des mode`les environnementaux et comportementaux simplifie´s.
Graˆce a` ce cadre, il sera possible ulte´rieurement de faire de la recherche pour
tenter de de´couvrir les relations existantes entre certaines me´triques de performance
pour la de´tection d’intrus a` l’aide d’agents mobiles et les facteurs environnementaux,
ainsi que les caracte´ristiques des agents mobiles.
Au chapitre suivant, nous introduirons notre cadre the´orique qui nous servira a`
mode´liser l’environnement pour pouvoir e´valuer les performances de diffe´rents sys-
te`mes de de´tection d’intrus.
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CHAPITRE 3
SYSTE`ME DE DE´TECTION
D’INTRUS PROPOSE´
Les recherches ante´rieures dans le domaine des agents mobiles applique´s a` la de´-
tection d’intrus dans les re´seaux ont permis, par des de´monstrations de bien-fonde´ de
la conception, de de´montrer que ce paradigme de programmation est applicable au
domaine de la se´curite´ informatique. Il peut re´pondre a` plusieurs limites propres a` la
de´tection d’intrus dans les re´seaux tel que les contraintes de bande passante ou de
puissance de calcul.
Malheureusement, jusqu’a` pre´sent, il n’a pas e´te´ de´montre´ de fac¸on empirique que
ce genre d’architecture est supe´rieure en terme de capacite´ de de´tection, aux archi-
tectures (hie´rarchiques ou autres) de´ja` existantes. Autrement dit, nous n’avons pas
encore de re´ponse quant a` savoir si le paradigme par agent mobile permet d’abaisser le
nombre de faux positifs ou d’abaisser le temps de re´ponse a` une intrusion. Les agents
mobiles peuvent-ils faire mieux et plus pre´cis que SNORT, par exemple, et si oui,
sous quelles conditions ? L’e´tat de la recherche n’est pas encore en mesure de nous
apporter une re´ponse. Ne´anmoins cette question est fondamentale et se doit d’eˆtre
adresse´e le plus rapidement possible.
Dans ce chapitre, nous e´laborons un cadre the´orique a` l’inte´rieur duquel une e´va-
luation des performances d’un syste`me de de´tection d’intrus a` l’aide d’agents mobiles
devrait se de´rouler.
Nous pre´senterons d’abord notre the´orie concernant la formulation d’hypothe`ses
de performance et suivra ensuite une explication de´taille´e des facteurs a` prendre en
compte lors de la formulation d’hypothe`ses, soient les caracte´ristiques du syste`me de
de´tection d’intrus, les me´triques de performances et les caracte´ristiques environne-
mentales. Par la suite, graˆce au mode`le que nous aurons e´labore´, nous formulerons
des hypothe`ses de performance que nous tenterons de prouver. Ces hypothe`ses vise-
ront a` comparer trois IDS entre eux au niveau de leurs performances de de´tection.
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Pour ce faire, nous mode´liserons le comportement des diffe´rents algorithmes et de
l’environnement de fac¸on mathe´matique.
3.1 E´nonce´ du cadre the´orique
Dans le chapitre pre´ce´dent, nous avons pre´sente´ plusieurs travaux sur la de´tection
d’intrus dans les re´seaux a` l’aide d’agents mobiles. Malheureusement, la plupart de
ces travaux ont le de´faut commun de pre´senter leurs re´sultats de test en terme ab-
solu. C’est-a`-dire qu’il est question, par exemple, du nombre d’intrusions de´tecte´es
mais bien peu des conditions environnementales re´gnant au moment du test. Ceci a
pour effet de rendre incomparables entre eux les re´sultats des diffe´rentes expe´riences
puisque chacune de ces expe´riences s’effectue dans un environnement distinct.
Afin de palier a` ce genre de proble`me, nous proposons que l’expression de re´sultat
de performance s’effectue de la fac¸on suivante :
Une me´trique de performance s’exprime comme un rapport entre la valeur de
deux mesures effectue´es ou`, seuls les crite`res des syste`mes de de´tection d’intrus
(voir e´quation 3.1) ou les crite`res de l’environnement (voir e´quation 3.2) vont
varier.
Par ailleurs, il peut exister une relation entre la performance selon une me´trique et une
autre me´trique (voir e´quation 3.3). Exemple : La qualite´ de de´tection peut de´pendre
de la taille de la me´moire alloue´e au programme.
Principe. De fac¸on formelle, nous proposons de formuler la the`se de la fac¸on sui-
vante : Pour les syste`mes de de´tection d’intrus a` l’aide d’agents mobiles autonomes,
lors de l’e´valuation de la performance, les crite`res suivants, suffisants et ne´cessaires,
doivent eˆtre conside´re´s :
– les caracte´ristiques de l’environnement ;
– les caracte´ristiques du syste`me de de´tection d’intrus ;
– les me´triques de performances.
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Soient :
m Le nombre d’IDS
I L’ensemble des IDS I1, I2, ..., Im
n Le nombre de caracte´ristiques des IDS
C L’ensemble des caracte´ristiques d’un IDS C1, C2, ..., Cn
xir Une valeur pour une caracte´ristique Cr d’un IDS i
P(C) L’ensemble des sous-ensembles de C
pi ∈ P(C) un ensemble de caracte´ristiques pour un IDS Ii
p Le nombre de caracte´ristiques de l’environnement
E L’ensemble des caracte´ristiques environnementales
E1, E2, ..., Ep
yt Une valeur pour une caracte´ristique environnementale Et
P(E) L’ensemble des sous-ensembles de E
ej ∈ P(E) un ensemble de caracte´ristiques environnementales
q Le nombre de me´triques de performance
M L’ensemble des me´triques de performance M1,M2, ...,Mq
ml(x
i
r, yt) la valeur d’une mesure d’une me´trique de performance
Ml faites sur un IDS i et un environnement t
The`se :
ml(x
i
r, yt) ≤ ml′(xi
′
r′ , yt) (3.1)
C’est-a`-dire, un IDS, diffe´rent d’un autre par une caracte´ristique choisi, performe
mieux qu’un autre pour une me´trique donne´e.
ml(x
i
r, yt) ≤ ml′(xir, yt′) (3.2)
C’est-a`-dire, pour une me´trique donne´e, une variation de l’environnement peut en-
traˆıner une variation des performances pour un meˆme IDS.
ml(x
i
r, yt) = f
(
ml′(x
i
r, yt)
)
(3.3)
C’est-a`-dire, il peut existe un lien de corre´lation entre une me´trique et une autre.
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Un syste`me de de´tection d’intrus, au niveau conceptuel, se veut de fac¸on ge´ne´rale,
une application servant a` poser des jugements sur un ensemble de stimulus dont il est a`
l’e´coute, un peu a` l’image du cerveau humain. Les jugements, les questions auxquelles
peut re´pondre le syste`me, de´pendent des capacite´s de ce dernier. De la meˆme fac¸on
qu’un aveugle ne peut se prononcer sur la couleur d’une fleur, un IDS est de´pendant
de ses fonctionnalite´s pour obtenir de l’information a` propos de son environnement.
Les « sens » de l’IDS limitent l’information qu’il peut obtenir de l’environnement
et agissent a` la manie`re de filtres, de´formant la re´alite´ absolue de l’environnement.
Cette re´alite´ absolue de l’environnement existe mais n’est percevable qu’a` travers des
outils et donc n’est jamais appre´hende´e comple`tement par l’humain et encore moins
par l’IDS. Par ailleurs, le mode`le cognitif que l’IDS se fait imposer, par des re`gles
ou des mode`les statistiques pre´e´tablis, ou qu’il se construit, dans le cas de mode`les
e´volutionnaires re´actifs, agit aussi comme filtre sur les re´alite´s de l’environnement
comme illustre´ a` la Figure 3.1. Aussi devons nous toujours garder en teˆte que l’IDS
travaille avec un portrait partiel de la re´alite´ sous observation et que la richesse du
mode`le qu’il se construit limite ses performances.
Environnement
Logique
IDS par agent mobile
filtre filtre
Agent
Figure 3.1 Filtrage de la re´alite´
Afin d’e´valuer les performances d’un syste`me de de´tection d’intrus, il est important
d’eˆtre en mesure de pouvoir caracte´riser l’environnement dans lequel ce dernier ope`re
ainsi que les capacite´s dont il dispose pour l’e´valuer.
3.2 Caracte´ristiques environnementales
Il a e´te´ e´tabli dans des recherches ante´rieures de Maxion et Tan (2000) et de Lee
et Xiang (2000) que l’environnement dans lequel un syste`me de de´tection d’intrus
est appele´ a` ope´rer a un impact sur les performances de de´tection de l’IDS. Par
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ailleurs, selon Maxion et Tan (2000), cet environnement est appele´ a` changer de
fac¸on dynamique au cours d’une meˆme session et les re´sultats peuvent eˆtre aussi
appele´s a` changer dynamiquement. Une modification de l’environnement de test par
l’introduction d’un nouveau service Web sur le re´seau, par exemple, perturbe le trafic
observe´ par l’IDS et peut faire varier les re´sultats en induisant des faux positifs, par
exemple, et en exposant le re´seau a` d’autres types d’attaques. Il est dont ne´cessaire,
lors de l’expression de re´sultats de performances, de tenir compte des conditions
environnementales durant l’expe´rimentation.
Il n’existe actuellement, a` notre connaissance, aucune classification objective de
l’environnement a` des fins d’e´valuation d’IDS. Aussi nous proposons une taxonomie
qui a pour but de caracte´riser de fac¸on objective l’environnement dans lequel est
appele´ a` travailler un syste`me de de´tection d’intrus.
Environnement
Subjectif IDS (Meta) Objectif
Application HumainSystèmeMatériel non réseau Réseau
Matériel
Type de trafic
Topologie
Équipement
frontière
Équipement
aiguillage
Type Fonctions
Droits d’accès 
Fonction
Serveur
Périphériques
Clients
Événement 
accidentel
Événement 
délibéré
Physique
Humaine fortuite
Type
Attaque
Abus
Virulence
Fréquence
Subtilité
Topologie Introspection
État
État
Figure 3.2 Taxonomie des caracte´ristiques de l’environnement
Nous avanc¸ons que la re´alite´ environnementale peut eˆtre divise´e en trois domaines
distincts :
– la re´alite´ objective ;
– la re´alite´ subjective ;
– le domaine des caracte´ristiques de l’environnement influenc¸ant l’IDS.
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3.2.1 La re´alite´ objective
Nous de´finirons la re´alite´ objective, comme celle qui peut eˆtre e´value´e, qualifie´e,
quantifie´e par un spe´cialiste connaissant bien le re´seau. Par exemple un administrateur
re´seau. C’est a` cette cate´gorie qu’appartient entre autre le trafic le´gitime.
Re´seau. Ici il est question de la topologie du re´seau sous surveillance, du mate´riel
participant a` son fonctionnement tel que les e´quipements frontie`res comme les
pare-feux et les passerelles ainsi que les e´quipements d’aiguillage comme les
routeurs, par exemple. Parmi les caracte´ristiques objectives de l’environnement
nous retrouvons le type de trafic et de services circulant sur le re´seau, TCP/IP,
FTP, VoIP, etc. . . Aussi nous nous inte´ressons a` l’e´tat de l’appareil. Ce dernier
est-il en fonction ou non ? Est-il occupe´, en e´tat de veille, etc. . . ? Par ailleurs, il
est d’inte´reˆt de connaˆıtre la consommation en ressources CPU, me´moire, bande
passante, des diffe´rents e´quipements. Parfois, dans le cas de re´seaux de senseurs
par exemple, ces informations sont les seules dont nous disposons pour de´tecter
les abus comme le de´ni de service par exemple. Afin de conduire une e´valuation
objective de l’environnement, il importe de connaˆıtre le me´dium a` travers lequel
l’information circule afin de pouvoir extraire des informations concernant les
erreurs de retransmission, la latence, les pertes de paquets, etc. . . qui sont d’une
grande importance pour e´valuer le trafic gris par exemple.
Mate´riel Non Re´seau. Le mate´riel non re´seau est constitue´ de l’ensemble des ma-
chines sous surveillance pre´sentes sur le re´seau, autant PC qu’imprimantes, par
exemple. Notre taxonomie s’inte´resse particulie`rement a` la distinction qu’il est
possible de faire au niveau fonctionnel entre les diffe´rentes composantes mate´-
rielles. La machine agit-elle a` titre de client ou de serveur par exemple et si
oui, a` quel type de requeˆte re´pond-t-elle et en provenance de qui ? Il est aussi
question de l’e´tat de l’appareil de la meˆme fac¸on que pour le mate´riel re´seau.
Syste`me. Ici il est question du syste`me d’exploitation en particulier. La majeure
partie des tentatives d’intrusions exploitent une faille spe´cifique a` un syste`me
ope´ratif en particulier. Il est donc important de connaˆıtre le syste`me ope´ratif,
la version, les rustines applique´es, les services disponibles, etc. . .
Application. Les applications quant a` elles peuvent fournir un point d’entre´e, direct
ou indirect, vers le syste`me d’exploitation de la machine. Elles peuvent eˆtre
exploite´es pour permettre a` un attaquant d’augmenter son niveau de privile`ge
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ou de faire fonctionner du code malicieux. Aussi, au meˆme titre que pour le
syste`me ope´ratif, est-il important de connaˆıtre la version, le type et les rustines
des diffe´rentes applications installe´es sur les diffe´rents syste`mes. Par ailleurs,
connaˆıtre les de´tails concernant les applications permet de caracte´riser le trafic
qu’elles ge´ne`rent.
Humain. L’humain demeure sans doute la composante la plus variable d’un syste`me.
Ce dernier peut se caracte´riser entre autres par sa fonction a` l’inte´rieur d’une
organisation ainsi que par ses droits d’acce`s ou autres politiques administratives
qui pourraient encadrer l’usage qu’il peut faire des ressources informatiques. En
effet, les comportements de l’usager influencent beaucoup le trafic sur le re´seau.
3.2.2 La re´alite´ subjective
Nous de´finirons la re´alite´ subjective, comme celle du monde de l’inconnu, dont
font parties les menaces accidentelles et de´libe´re´es. L’IDS vise entre autre a` discerner
le trafic gris, du trafic noir et ainsi a` faire passer le plus de trafic gris possible du
coˆte´ de la re´alite´ objective. En effet, l’environnement a tendance a` confondre l’IDS.
Un e´ve´nement de trafic gris, lorsque compare´ un a` un, avec un e´ve´nement de trafic
noir, est identique a` celui-ci. Toutefois, l’e´ve´nement de trafic gris lorsque pris dans
son context, peut eˆtre distingue´ de l’e´ve´nement de trafic noir qui lui est malicieux
et fait parti d’une attaque. Les IDS sont continuellement confronte´s a` un manque
d’informations contextuelles sur les e´ve´nements qu’ils doivent traiter, aussi doit-on
tenir compte de la notion de trafic gris et de trafic noir.
E´ve´nement Accidentel. Une menace accidentelle peut eˆtre de nature physique
comme une panne de courant, un court-circuit, un bris mate´riel, une erreur
de transmission, de la latence sur le re´seau ou elle peut eˆtre de nature humaine
fortuite comme une mauvaise manipulation de la part d’un usager. Par ailleurs,
le profil des e´ve´nements peut eˆtre appele´ a` changer en fonction de l’usage qui est
fait du re´seau. Le taux d’utilisation du re´seau, les pe´riodes de pointes, de crises,
les taux de retransmission, d’erreurs, etc. . . peuvent influencer les perceptions
qu’a l’IDS de l’environnement. Ces e´ve´nements influencent habituellement les
taux de fausses alarmes signale´es par un IDS.
E´ve`nement De´libe´re´. Ici il est question de comportement e´trange, suspect, attri-
buable seulement a` un comportement malicieux et qui se caracte´rise souvent par
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l’absence de confirmation quant a` sa nature. Toutefois, il est souvent possible
de qualifier la fre´quence, la virulence, la subtilite´ ou l’effort mis pour dissimuler
l’e´ve´nement, ainsi que son type tel que attaque ou abus. Ces e´ve`nements font
partie du trafic malicieux.
3.2.3 IDS (Me´ta)
Le troisie`me domaine objectif, celui des caracte´ristiques de l’environnement in-
fluenc¸ant l’IDS, en est un en soit, puisqu’il se surimpose a` l’environnement tout en
en faisant partie et posse`de ses caracte´ristiques propres.
Topologie L’environnement peut posse´der la caracte´ristique d’accueillir un IDS.
Dans le cas des IDS par agents mobiles, cela signifie que des plates-formes
peuvent eˆtre installe´es sur des e´quipements du re´seau sous surveillance et qu’elles
peuvent accueillir des agents mobiles. La disponibilite´ des plates-formes et l’in-
terconnexion entre celles-ci de´terminent la topologie (disposition des senseurs)
du re´seau de surveillance.
Capacite´ d’introspection Cette caracte´ristique repre´sente la capacite´ de l’environ-
nement de fournir de l’information sur lui-meˆme a` l’IDS. Cette caracte´ristique
conditionne le type d’information qu’il est possible d’obtenir d’un re´seau sous
surveillance.
3.3 Caracte´ristiques des syste`mes de de´tection
d’intrus a` l’aide d’agents mobiles
Bien qu’il existe diffe´rentes taxonomies de syste`mes de de´tection d’intrus (Debar
et al. (1999), et Besson (2003)), il n’existe pre´sentement pas de taxonomie qui tienne
compte des agents mobiles implique´s dans la de´tection d’intrusions. Afin de diffe´ren-
cier les diffe´rents IDS par agents mobiles et identifier les caracte´ristiques de´sirables ou
non pour atteindre certains objectifs de performances, nous proposons la taxonomie
pre´sente´e a` la Figure 3.3. Cette taxonomie s’inspire librement de Debar et al. (1999)
et de Besson (2003) et ajoute des e´le´ments de mobilite´ et de mode`le cognitif.
Migration. Cette dimension concerne particulie`rement les me´canismes de migration
disponibles de l’agent mobile. L’agent fait-il une copie de lui-meˆme ou se de´place-
t-il ? Est-ce que ce de´placement ou copie se fait avec conservation des e´tats
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Figure 3.3 Taxonomie des caracte´ristiques de l’IDS
ou non ? Quel itine´raire est utilise´ lors du de´placement de l’agent ? Comment
proce`de-t-il a` la de´couverte de son voisinage ?
Couverture. La couverture du syste`me sous surveillance par l’IDS et ses agents
mobiles peut eˆtre pe´riodique ou continue dans le temps et peut eˆtre totale
ou partielle dans l’espace. Diffe´rentes strate´gies peuvent amener a` faire varier
la couverture, pour e´conomiser des ressources ou de la bande passante, par
exemple.
Audit. L’audit concerne les diffe´rents lieux ou` les agents mobiles peuvent obtenir de
l’information pour enrichir le mode`le cognitif ainsi que les diffe´rents me´canismes
dont ils disposent pour les obtenir. Un agent mobile peut obtenir des informa-
tions diffe´rentes sur l’environnement en e´coutant le re´seau en tant que tel, en
interrogeant les hoˆtes re´sidant sur le re´seau et particulie`rement en questionnant
les e´quipements frontie`res. Cette collecte d’information peut se faire de fac¸on
passive ou active. Passive signifie que l’agent n’a pas a` faire de requeˆte pour
obtenir l’information, cette dernie`re est directement disponible sous la forme de
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journal (log), par exemple, sur le syste`me ou` il se trouve. Active signifie que
l’agent doit faire une requeˆte et attendre une re´ponse. Ce dernier peut aussi eˆtre
appele´ a` manipuler les donne´es, les de´crypter par exemple, avant de pouvoir les
consommer.
Coordination. Cette dimension s’inte´resse aux diffe´rents me´canismes disponibles a`
l’agent pour effectuer une synchronisation fonctionnelle. C’est-a`-dire, les me´-
canismes servant a` coordonner les agents entre eux, a` s’assurer de leur bon
fonctionnement et a` assurer le respect des strate´gies implante´es. Il est aussi
question de coordination cognitive, c’est-a`-dire les me´canismes utilise´s par les
agents pour e´changer de l’information servant a` enrichir leur compre´hension du
syste`me sous surveillance. Par exemple la coordination directe, oriente´ meeting,
oriente´ tableau noir ou de type Linda (voir Cabri et al. (2000)).
Mode`le cognitif. Le mode`le cognitif, c’est la repre´sentation interne de l’environne-
ment par l’IDS et c’est sur ce mode`le que ce dernier est appele´ a` porter un
jugement. La logique qui anime l’IDS peut eˆtre passive ou re´active. Lorsqu’elle
est passive, cette dernie`re est base´e sur un ensemble de re`gles ou un mode`le
statistique immuable, par exemple. Dans le cas d’un mode`le re´actif, ce dernier
est appele´ a` changer en fonction de l’environnement dans lequel il se trouve et
des moyens a` sa disposition pour accomplir sa mission. Un tel syste`me peut
de´montrer des capacite´s d’apprentissage mime´tique s’il y a transformation suite
a` l’acquisition d’expe´rience ou ce dernier peut faire preuve de capacite´ d’ap-
prentissage ge´ne´tique s’il y a se´lection de comportements ade´quats.
Comportement. L’aspect comportement d’un IDS s’inte´resse particulie`rement aux
actions que peut poser un IDS. Un comportement passif signifie que l’IDS ne
prend pas d’action suite a` l’observation de tentatives d’intrusion. Au mieux, il
se contente de faire rapport, a` l’administrateur du re´seau par exemple, de ses
soupc¸ons. Un comportement actif signifie que l’IDS tente d’aller plus loin et
peut entreprendre des manœuvres pour de´couvrir la source d’une intrusion ou
savoir l’e´tendue des syste`mes affecte´s. Ce dernier ne prend toutefois pas d’action
sur ses observations sauf celle d’enqueˆter davantage. Dans le cas d’un compor-
tement re´actif, l’IDS devient un syste`me de pre´vention d’intrusions (Intrusion
Prevention System (IPS)) et prend position face aux stimuli qu’il rec¸oit et peut
de´cider de modifier son comportement pour mieux s’adapter a` une menace, il
peut reconfigurer des e´quipements sur le re´seau tels que les pare-feux pour re´agir
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a` la menace, il peut de´placer les agents mobiles sur les plates-formes, etc. . .
3.4 Me´triques de performances
Les me´triques de performance ont un roˆle tre`s important a` jouer dans l’e´valuation
d’un syste`me de de´tection d’intrus. Il peut exister un rapport entre les diffe´rentes
me´triques et l’optimisation du syste`me. L’ame´lioration des re´sultats pour une me´-
trique peut entraˆıner un impact ne´gatif sur une autre. Par exemple, une e´conomie
d’espace me´moire d’un programme peut re´duire la capacite´ de ce dernier a` corre´ler
des e´ve´nements dans le temps ce qui peut entraˆıner une augmentation des taux de
faux ne´gatifs. Il importe d’e´valuer un ensemble de me´triques pour connaˆıtre les couˆts
re´els associe´s aux modifications faites a` un IDS.
Afin d’e´valuer un syste`me de de´tection d’intrus, nous proposons de l’observer
sous trois angles, soit l’usage que fait ce dernier des ressources re´seau, des ressources
me´moire et des ressources de calcul. Nous proposons quelques me´triques inspire´es de
Fink et al. (2002) afin de qualifier ces trois domaines.
1. Re´seau
– capacite´ de traitement en temps re´el
– trafic induit par l’IDS sur le re´seau
– capacite´ de traitement maximal
– taux de faux positifs
– taux de faux ne´gatifs
– discrimination
2. Me´moire
– consommation de ressources me´moire
– consommation de ressources disque
3. Calcul
– usage de la puissance de calcul par l’IDS
– re´ponse aux intrusions
3.4.1 Me´triques de performance au niveau re´seau
Dans cette section nous pre´sentons des me´triques afin d’e´valuer les performances
d’un IDS au niveau de son utilisation des ressources du re´seau.
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Capacite´ de traitement en temps re´el. Si l’on conside`re une analyse, par l’IDS,
qui ne tient pas compte des liens entre les paquets, la capacite´ de traitement en
temps re´el se de´finit comme le de´bit maximal d’acquisition (paquets/seconde)
pouvant eˆtre analyse´ par l’IDS sans entraˆıner de retard par rapport a` l’acquisi-
tion des paquets.
La capacite´ de traitement en temps re´el mesure l’efficacite´ de l’IDS a` analyser
des paquets sans se soucier de leurs relations entre eux.
Trafic induit par l’IDS sur le re´seau. Le trafic induit par l’IDS sur le re´seau
(moyen|maximal) correspond a` un nombre de paquets par seconde introduit
par l’IDS entre deux points du re´seau. Ce trafic est cause´ entre autre par des
activite´s de coordination inter agents, de de´placements des agents mobiles ou
de requeˆtes d’information.
Le trafic induit par l’IDS sur le re´seau mesure l’impact qu’entraˆıne la pre´sence
de l’IDS sur le re´seau.
Capacite´ de traitement maximal. La capacite´ de traitement maximal se de´finit
comme le de´bit de trafic, en paquets par seconde, qui entraˆıne l’arreˆt ou le
mauvais fonctionnement de l’IDS.
La capacite´ de traitement maximal de´finit la limite de fonctionnement de l’IDS
avant que ce dernier ne puisse remplir ade´quatement son roˆle.
Taux de faux positifs. Le taux de faux positifs repre´sente le rapport entre le nom-
bre de fausses alarmes et le nombre total d’alarmes. Un IDS qui ne donnerait
jamais l’alarme ou un IDS parfait qui de´tecte seulement les vraies intrusions
obtiendrait un taux de 0%.
Taux de faux ne´gatifs. Le taux de faux ne´gatifs correspond au rapport entre le
nombre de tentatives d’intrusions non de´tecte´es et le nombre total de tentatives
d’intrusions.
Le taux de faux positifs et le taux de faux ne´gatifs mesurent la pre´cision de
l’IDS et le degre´ de couverture qu’offre celui-ci.
Taux de de´tection. Le taux de de´tection correspond au rapport entre le nombre de
tentatives d’intrusions de´tecte´es et le nombre total de tentatives d’intrusions.
Discrimination. La discrimination, illustre´e habituellement par une courbe ROC
(Receiver Operating Characteristic) exprime la relation entre le taux de de´tec-
tion et le taux de faux positifs. Cette courbe permet d’illustrer le couˆt en terme
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de fausses alarmes que repre´sente une ame´lioration des performances de de´tec-
tion. En effet, meˆme si un haut taux d’intrusions est de´termine´, il peut eˆtre
difficile, voir impossible de les distinguer des fausses alarmes si le taux de ces
dernie`res est trop e´leve´.
3.4.2 Me´triques de performance au niveau de la me´moire
Dans cette section nous pre´sentons des me´triques afin d’e´valuer les performances
d’un IDS au niveau de son utilisation de la me´moire.
Consommation de ressources me´moire. Cette me´trique de´crit la quantite´
(moyenne|maximale) de me´moire consomme´e en un endroit par un IDS sur une
pe´riode donne´e.
La consommation de ressources me´moire mesure l’usage que fait l’IDS de la
me´moire vive pre´sente sur le syste`me.
Consommation de ressources disque. Cette me´trique de´crit la quantite´
(moyenne|maximale) de me´moire disque consomme´e en un endroit sur une pe´-
riode donne´e.
La consommation de me´moire disque est un indicateur entre autres de la capa-
cite´ du syste`me a` faire des corre´lations d’e´ve`nements dans le temps. Un de´bit
important de trafic peut avoir pour effet de remplir rapidement la me´moire al-
loue´e a` l’IDS sans pour autant permettre de reculer longtemps dans le temps. A`
l’inverse un faible de´bit peut permettre d’explorer le trafic sur une plus longue
pe´riode de temps.
3.4.3 Me´triques de performance au niveau des performances
de calcul
Dans cette section nous pre´sentons des me´triques afin d’e´valuer les performances
d’un IDS au niveau de sa puissance de calcul pour analyser les intrusions potentielles.
Usage de la puissance de calcul par l’IDS Cette me´trique repre´sente l’usage
(moyen|maximal) que l’IDS et/ou ses composantes font du processeur. Elle s’ex-
prime en nombre de cycles utilise´s sur le nombre total de cycle que peut fournir
l’unite´ de calcul a` un endroit donne´.
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Re´ponse aux intrusions Temps (moyen|maximal) entre la pre´sence d’une intru-
sion dans le syste`me sous surveillance et son signalement par l’IDS.
Le temps de re´ponse aux intrusions mesure le temps dont dispose un attaquant
pour causer des dommages avant d’eˆtre de´tecte´ par l’IDS. Il est une mesure de
l’efficacite´ du syste`me de de´tection d’intrus.
3.5 IDS a` l’e´tude et hypothe`ses de performance
Graˆce a` notre cadre the´orique exprime´ pre´ce´demment, nous sommes maintenant
en mesure de formuler des hypothe`ses de performance en identifiant clairement les IDS
et leurs caracte´ristiques concerne´es ainsi que l’environnement pour lequel les re´sultats
s’appliquent.
Dans cette section nous pre´senterons trois IDS (appele´s aussi strate´gies ou algo-
rithmes de de´tection) que nous de´crirons selon la taxonomie propose´e a` la section 3.3.
Nous formulerons des hypothe`ses de performances concernant les trois strate´gies de
de´tection a` l’e´tude, puis nous de´crirons l’environnement pour lequel nos hypothe`ses
s’appliquent.
3.5.1 Strate´gie de re´solution DSSL
La strate´gie de de´tection DSSL (De´tection Standard avec Seuil Local), telle qu’ex-
pose´e dans Northcutt et Novak (2002), peut s’exprimer de la fac¸on suivante :
x e´ve´nements de type y a` l’inte´rieur d’une pe´riode de temps z en un lieu ω.
Afin de tester cette strate´gie, nous utilisons un senseur logiciel installe´ sur chaque
hoˆte qui, suivant le patron de l’observateur, surveille la base de donne´e locale pour
toute nouvelle entre´e d’e´ve´nements malicieux. Lors de l’ajout d’un nouvel e´ve´nement,
le programme compte les e´ve´nements par type et adresse source. Si le nombre d’e´ve´-
nements exce`de un certain seuil a` l’inte´rieur d’une certaine pe´riode de temps, il y a
intrusion et tous les e´ve´nements du meˆme type pour la meˆme adresse IP a` l’inte´rieur
de la pe´riode de temps sont conside´re´s comme des intrusions. Lorsque nous globali-
sons cet algorithme comme dans le cas de la surveillance d’un re´seau, nous conside´rons
qu’il y a une alarme sur le re´seau lorsqu’une alarme survient sur un des hoˆtes sous
surveillance.
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3.5.2 Strate´gie de re´solution PSSG
La strate´gie de de´tection PSSG (Patrouille de Surveillance avec Seuil Global),
de´crite dans Fajardo (2005), introduit la notion d’agents mobiles et de surveillance
globale de re´seau.
Se´quence de de´tection
Cette strate´gie de de´tection fonctionne de la fac¸on suivante :
1. L’agent Postman se de´place d’hoˆte en hoˆte suivant un ordre pre´de´termine´ ;
2. Sur chaque hoˆte, l’agent communique avec la base de donne´e locale et cherche
des alertes correspondant a` un type d’intrusion en particulier ;
3. Chaque e´ve´nement rencontre´ dans la base de donne´e est compte´ ;
4. Durant ses de´placements, si le compteur d’e´ve´nements de´passe un certain seuil
pre´de´termine´ pour une adresse source donne´e, l’agent signale la pre´sence d’une
intrusion a` l’administrateur ;
5. Une fois le seuil atteint, chaque alerte ayant e´te´ enregistre´e jusqu’a` ce moment
pour l’adresse IP en question est conside´re´e comme e´tant malicieuse.
Caracte´ristiques de l’IDS
Selon la taxonomie des syste`mes de de´tection d’intrus a` l’aide d’agents mobile, ce
syste`me posse`de les caracte´ristiques suivantes :
Migration. Chaque agent mobile posse`de la capacite´ de se de´placer avec ses e´tats
vers un autre hoˆte. L’itine´raire de chaque agent mobiles est de´termine´ a` l’avance
et est fixe durant l’exe´cution.
Couverture. Au niveau de la couverture, l’agent mobile est pre´sent de fac¸on pe´rio-
dique sur chaque hoˆte et tous les hoˆtes sont visite´s de manie`re e´gale selon un
algorithme dit de « round robin ». Son itine´raire est donc fixe, pre´-de´termine´ et
passe par tous les conteneurs d’agents mobiles.
Audit. L’agent mobile a acce`s aux donne´es sur chaque hoˆte (les log d’alarmes) en se
de´plac¸ant sur l’hoˆte concerne´ et en effectuant une requeˆte sur la base de donne´e.
Coordination. La configuration actuelle n’implique qu’un seul agent, aussi ce der-
nier ne se coordonne qu’avec le service d’annuaire qui lui permet de localiser les
autres plates-formes sur le re´seau.
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Comportement. L’agent a un comportement actif puisqu’il se de´place pour aller
chercher son information, toutefois, suite a` la de´couverte d’une tentative d’intru-
sion le comportement est relativement passif, l’agent ne se contente que d’alerter
l’administrateur re´seau.
Mode`le Cognitif. Le mode`le cognitif utilise´ pour cet IDS en est un passif base´ sur
des connaissances, plus pre´cise´ment des re`gles. En effet, l’agent (appele´ Postman
dans PSSG) fait usage d’une logique de´termine´e a` l’avance et qui consiste a`
compter les e´ve´nements suspects et a` prendre une de´cision, apre`s un certain
temps, lorsque ce compte arrive a` un niveau seuil.
3.5.3 Strate´gie de re´solution PSAR
Dans ce me´moire, nous proposons comme variante et ame´lioration aux deux stra-
te´gies pre´ce´dente, la strate´gie de de´tection PSAR (Patrouille de Surveillance avec
Analyse Raffine´e). Ce syste`me de de´tection d’intrus est identique en tous points au
syste`me de de´tection d’intrus PSSG pre´sente´ pre´ce´demment a` l’exception du mode`le
cognitif qui varie.
Mode`le cognitif. En effet, la strate´gie PSAR fait usage d’un mode`le cognitif plus
riche. Les attaques se trouvent a` eˆtre corre´le´es dans le temps et dans l’espace alors
que la strate´gie PSSG ne propose que de corre´ler les informations dans l’espace.
Dans la strate´gie PSAR, une intrusion se trouve a` eˆtre de´crite comme un ensemble
d’e´ve´nements suspects identiques ayant lieu sur plusieurs machines a` l’inte´rieur d’un
interval de temps rapproche´ et originant d’une meˆme source.
Se´quence de de´tection
1. L’agent appele´ Sherlock se de´place d’hoˆte en hoˆte en suivant un ordre pre´de´ter-
mine´ ;
2. Sur chaque hoˆte, l’agent communique avec la base de donne´e locale et cherche
des alertes correspondant a` un type d’intrusion en particulier ;
3. Chaque e´ve´nement rencontre´ dans la base de donne´e d’un hoˆte est corre´le´ avec
les e´ve´nements survenus sur les autres hoˆtes a` l’inte´rieur de la meˆme pe´riode
de temps ; Ici la pe´riode de temps de comparaision repre´sente une fraction de
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la pe´riode de temps de la patrouille. Le syste`me peut tenter de corre´ler les e´ve´-
nements ayant survenues a` l’inte´rieur d’une pe´riode d’une seconde, par exemple
entre la 3e et la 4e seconde de la patrouille de surveillance qui elle aura dure´e
30 secondes.
4. Si l’agent rencontre des e´ve´nements survenus a` l’inte´rieur de la meˆme pe´riode
de temps (petite) sur tous les hoˆtes, alors ces e´ve´nements sont signale´s comme
intrusifs puisqu’ils correspondent a` la signature recherche´e.
3.5.4 Hypothe`ses de performance
Afin de valider le cadre the´orique pre´ce´demment e´nonce´, nous testerons les hypo-
the`ses suivantes :
Hypothe`se 1 : Nous e´mettons l’hypothe`se que pour le paradigme de de´tection d’in-
trus PSSG, DSSL et PSAR, il existe une relation entre les taux de faux positifs
et les taux de trafic gris et de trafic noir.
Hypothe`se 2 : Nous e´mettons l’hypothe`se que pour le paradigme de de´tection d’in-
trus PSSG, DSSL et PSAR, il existe une relation entre les taux de faux ne´gatifs
et les taux de trafic gris et de trafic noir.
Les hypothe`ses 1 et 2, visent a` de´montrer que, selon le cadre the´orique e´nonce´
a` la page 30, l’environnement influence les performances d’un syste`me de de´tection
d’intrus. Pour un meˆme IDS, une variation de l’environnement (taux de trafic gris et
taux de trafic noir) entraˆıne une variation des performances. Ces hypothe`ses visent
a` ve´rifier, par exemple, que lors d’une grosse vente en ligne, l’achalandage d’un site
web transactionnel augmente et le nombre de connexions a` demi-ouverte de sources
accidentelles augmente de la meˆme manie`re. Aussi nous nous attendons a` une augmen-
tation des taux de faux positifs puisque l’IDS n’a pas pris en compte les changements
au profil d’utilisation du site pour ajuster ses niveaux seuils. De la meˆme manie`re, une
attaque de type Fast Scan sur un site web ou` l’IDS est configure´ pour un achalandage
e´leve´ peut possiblement passer sans eˆtre de´tecte´e.
Hypothe`se 3 : E´tant donne´ les hypothe`ses 1 et 2, nous e´mettons l’hypothe`se que
l’algorithme de de´couverte d’intrusion PSSG performe mieux que l’algorithme
DSSL. C’est-a`-dire que lorsqu’ils sont soumis a` des conditions environnementales
identiques et des seuils e´quivalents, le taux de faux positifs de PSSG est infe´rieur
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au taux de faux positifs de DSSL (voir 3.4). Toutefois, nous soutenons que les
taux de faux ne´gatifs sont plus e´leve´s avec l’algorithme PSSG qu’avec DSSL.
βPSSG < βDSSL (3.4)
αPSSG > αDSSL (3.5)
Hypothe`se 4 : De la meˆme fac¸on que pour l’hypothe`se 3, nous e´mettons l’hypothe`se
que, dans des conditions environnementales e´gales et avec des seuils e´quivalents,
l’algorithme PSAR performe mieux que PSSG (voir 3.7 et 3.9) et il performe
mieux que l’algorithme DSSL.
βPSAR < βPSSG (3.6)
βPSAR < βDSSL (3.7)
αPSAR < αPSSG (3.8)
αPSAR < αDSSL (3.9)
Les hypothe`ses 3 et 4, selon notre cadre the´orique a` la page 30, visent a` de´mon-
trer que les caracte´ristiques d’un IDS ont une influence sur les performances telles
qu’exprime´es pre´ce´demment dans notre cadre the´orique.
Afin de valider ces hypothe`ses, nous ferons varier l’environnement de fac¸on a` s’as-
surer que les hypothe`ses soient valides pour un ensemble de conditions environnemen-
tales. Pre´cise´ment, nous soumettrons les trois algorithmes a` diffe´rents taux de trafic
gris et de trafic noir pour en observer l’influence relative sur les taux de faux positifs
et de faux ne´gatifs.
Hypothe`se 5 : Nous e´mettons l’hypothe`se qu’il existe un compromis entre les taux
de faux ne´gatifs et les taux de faux positifs pour les algorithmes PSSG (voir
3.10), DSSL (voir 3.11) et PSAR (voir 3.12) lorsque nous faisons varier le seuil
de de´tection s.
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βPSSG(s) = f (αPSSG(s)) (3.10)
βDSSL(s) = g (αDSSL(s)) (3.11)
βPSAR(s) = h (αPSAR(s)) (3.12)
Cette hypothe`se vise a` ve´rifier la notion de compromis, ge´ne´ralement bien accep-
te´e, qui veut que lorsqu’on ame´liore les re´sultats en terme de faux positifs en faisant
varier le niveau du seuil de de´tection, on assiste a` une de´gradation des performances
par une augmentation des taux de faux ne´gatifs et vice versa.
3.5.5 Description du processus d’intrusion et de de´tection
Un environnement re´seau re´el est sujet aux variations d’un tre`s grand nombre
de parame`tres, aussi, dans le but de le mode´liser et de ve´rifier nos hypothe`ses, nous
en fixerons la majeure partie. Pour valider nos hypothe`ses, nous assumerons que
l’environnement peut eˆtre de´crit comme uniforme tant par sa composition que son
comportement et se de´finit de la manie`re suivante pour les cinq hypothe`ses a` l’e´tude.
L’environnement de test sera soumis durant l’expe´rimentation a` deux types d’e´-
ve`nements :
Ge´ne´ration de faux positifs
Dans le premier cas, les bases de donne´es de chaque victime, choisie a` chaque fois
de fac¸on ale´atoire, seront ensemence´es d’e´ve´nements dit de « trafic gris » selon un
rythme pre´de´termine´ au de´but de chaque expe´rimentation. Ces e´ve´nements visent a`
simuler un faux positif.
Ge´ne´ration de faux ne´gatifs
Le deuxie`me type d’e´ve´nements, conside´re´s comme les vraies intrusions, en tout
points identiques aux faux positifs, seront ge´ne´re´s sur la base de donne´e de toutes les
victimes selon un rythme appele´ a` varier durant l’expe´rimentation. Ces e´ve´nements
visent a` simuler un balayage rapide d’un ensemble de machine sur un re´seau.
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3.6 Mode´lisation mathe´matique de l’environnement
Dans cette section, nous analyserons de fac¸on mathe´matique les diffe´rents algo-
rithmes a` l’e´tude pour la de´monstration de notre cadre the´orique. Avec les re´sultats
the´oriques obtenus, nous tenterons de ve´rifier les hypothe`ses pre´ce´demment e´nonce´es.
Dans le chapitre suivant, nous tenterons de contraster les re´sultats obtenus the´orique-
ment avec des valeurs obtenues de fac¸on empirique.
3.6.1 Description de l’expe´rience
Nous conside´rons pour l’expe´rience un re´seau avec une topologie en e´toile dans
lequel chaque hoˆte hi est configure´ identiquement et peut recevoir des agents mobiles
ou posse´der un IDS local de´pendemment des algorithmes a` l’e´tude. L’environnement
re´seau est constitue´ d’une quantite´ variable d’e´ve´nements « gris » ge´ne´re´s de fac¸on
ale´atoire suivant une loi de Poisson avec un taux γi sur chaque hoˆte et vise a` simuler
des connexions inoffensives TCP a` demi ouvertes, qui pourraient eˆtre interpre´te´es
comme pre´curseurs d’un SYN Flood. Cet environnement sera, par ailleurs, constitue´
de trafic dit « noir » repre´sentant des attaques qui surviendront de fac¸on ale´atoire
avec un taux λ durant la simulation. Dans la situation qui nous inte´resse, une attaque
est constitue´e d’un e´ve´nement « noir » envoye´ sur chaque hoˆte du re´seau a` l’inte´rieur
d’un interval de temps tre`s court et vise a` simuler une attaque de type Fast Scan.
Afin de de´terminer la pre´sence d’intrusion ou non et signaler une alarme A, les
diffe´rents IDS a` l’e´tude e´tudiront le trafic durant une pe´riode de temps t apre`s laquelle
ils porteront un jugement quant a` la nature du trafic qu’ils auront observe´. Suite a`
cela, nous serons en mesure de de´terminer les taux de faux positifs β (fausses alarmes)
et de faux ne´gatifs α (attaques non de´tecte´es) ge´ne´re´s par les diffe´rents syste`mes.
3.6.2 Variables
Afin d’exprimer de fac¸on formelle le comportement probabiliste de chaque type
d’e´ve´nements a` l’e´tude selon nos diffe´rents algorithmes, la notation suivante sera
utilise´e.
t La taille de la feneˆtre de temps sous observation .
t′ La taille de la feneˆtre de temps sous observation repre´-
sentant une fraction de t .
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H = {h1, h2, . . . , hm} L’ensemble des hoˆtes.
γi Le taux de trafic gris sur hi.
γ =
∑m
i=1 γi Le taux de trafic gris sur le re´seau.
λ Le taux d’attaques sur l’ensemble des hoˆtes.
Ai Une variable indicatrice 0 − 1 prenant la valeur 1 s’il y
a une alarme sur l’hoˆte hi a` l’inte´rieur de la feneˆtre de
temps t.
A Une variable indicatrice 0 − 1 prenant la valeur 1 s’il
y a une alarme sur un re´seau, qui peut eˆtre compose´
d’alarmes sur plusieurs hoˆtes.
Xi ∼ Poi(γit) Une variable ale´atoire suivant une distribution de Poisson
et repre´sentant le nombre d’e´ve´nements de trafic gris sur
hi.
X ∼ Poi(γt) Une variable ale´atoire suivant une distribution de Poisson
et repre´sentant le nombre d’e´ve´nements de trafic gris sur
le re´seau.
Yi ∼ Poi(λt) Une variable ale´atoire suivant une distribution de Poisson
et repre´sentant le nombre d’e´le´ments de trafic noir sur
chaque hi.
Y ∼ Poi(λt) Une variable ale´atoire suivant une distribution de Poisson
et repre´sentant le nombre d’attaques sur le re´seau. E´tant
donne´ que le nombre d’attaques sur le re´seau est e´gal
au nombre d’attaques survenant sur chaque hoˆte, alors
Yi = Y pour tous i.
si Un seuil local sur hi utilise´ pour de´terminer la pre´sence
ou non d’une alarme Ai sur hi (voir e´quation (3.13)).
s Un seuil global, applique´ a` l’ensemble du re´seau sous
surveillance pour de´terminer la pre´sence ou non d’une
alarme A sur le re´seau (voir e´quation (3.14)).
βi Une variable indicatrice 0− 1 prenant la valeur 1 s’il y a
un faux positif sur l’hoˆte hi.
β Une variable indicatrice 0 − 1 prenant la valeur 1 s’il y
a un faux positif sur l’ensemble du re´seau comprenant 0
ou plus hoˆtes.
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αi Une variable indicatrice 0− 1 prenant la valeur 1 s’il y a
un faux ne´gatif sur l’hoˆte hi.
α Une variable indicatrice 0 − 1 prenant la valeur 1 s’il y
a un faux ne´gatif sur l’ensemble du re´seau comprenant 0
ou plus hoˆtes.
3.6.3 Quelques pre´cisions
Liens de corre´lation Alors qu’il n’existe aucun lien de corre´lation entre les e´ve´ne-
ments de trafic gris Xi, il existe un lien de corre´lation entre les e´ve´nements de trafic
noir Y sur tous les hi. Lorsqu’un e´ve´nement de trafic noir survient sur hi, il survient
ne´cessairement, a` toute fin pratique au meˆme moment, sur tous les e´le´ments de H.
Ce comportement du trafic noir vise a` simuler un balayage rapide des ports d’un
ordinateur sur le re´seau.
Feneˆtre de temps Dans cette expe´rience, la feneˆtre de temps (t) sous observation
(la dure´e d’une pe´riode de patrouille) est fixe pour toute la dure´e de l’expe´rience. Il
n’est pas question ici d’une feneˆtre de temps mobile mais bien d’une feneˆtre de temps
a` intervalle re´gulier. Par ailleurs, chaque feneˆtre de temps est inde´pendante, aussi les
ope´rations de comptage a` l’inte´rieur de chacune des feneˆtres recommencent chaque
fois a` partir de 0.
Algorithme DSSL Tel que discute´ a` la section 3.5.1, il y aura une alarme sur le
re´seau de`s qu’il y aura une alarme sur un des hoˆtes. Conse´quemment, l’algorithme de
de´tection d’intrus DSSL peut eˆtre de´crit selon l’e´quation suivante :
A = 1⇐⇒ ∃i | Ai = 1⇐⇒ ∃i | Xi + Yi ≥ si (3.13)
Algorithme PSSG L’algorithme de de´tection d’intrus PSSG peut eˆtre de´crit selon
l’e´quation suivante :
A = 1⇐⇒
m∑
i=1
(Xi + Yi) ≥ s (3.14)
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L’algorithme PSAR L’algorithme PSAR, tel que mentionne´ pre´ce´demment est
un algorithme base´ sur la corre´lation entre les e´ve´nements de trafic. Nous pouvons
l’associer en quelque sorte a` un algorithme base´ sur les signatures de comportement
malicieux. Nous avons de´fini comme comportement malicieux le fait que survient
pratiquement au meˆme moment (dans les faits les e´ve´nements ont lieu a` l’inte´rieur
d’un intervalle de temps tre`s court) sur tous les hoˆtes un e´ve´nement de trafic suspect.
Cet algorithme peut eˆtre conside´re´ comme une variante de l’algorithme PSSG ou` la
dure´e t′ de l’expe´rience est tre`s courte et ou` le seuil s est e´gal au nombre d’hoˆtes m.
Aussi pouvons nous le de´crire de la meˆme fac¸on que l’algorithme PSSG avec s = m
et la feneˆtre de temps t′ est tre`s petite. Ainsi, par substitution de variables, nous
obtenons :
A = 1⇐⇒
m∑
i=1
(Xi + Yi) ≥ m (3.15)
Pour cet algorithme, t
′
est une feneˆtre de temps a` intervalle re´gulier et durant la
dure´e de la patrouille,
⌊
t/t
′⌋
mesures seront effectue´es. Chaque mesure vise a` signaler
la pre´sence ou non d’une alarme. Entre chaque mesure le compte des e´ve´nements
suspects est remis a` ze´ro.
3.6.4 Probabilite´ d’alarme
Dans cette section, nous e´nonc¸ons la probabilite´ que survienne une alarme selon
les diffe´rents algorithmes. Dans les e´quations qui suivent, afin d’adopter une notation
claire, nous de´finirons la fonction de distribution de probabilite´ de la loi de Poisson
comme :
p(x;λt) , e
−λt(λt)x
x!
, x = 0, 1, 2, ...,
Ou` e = 2, 71828...
La somme des probabilite´s de Poisson se de´finit quant a` elle comme :
P (r;λt) ,
r∑
x=0
p(x;λt)
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DSSL
La probabilite´ d’alarme selon l’algorithme DSSL peut eˆtre exprime´e comme suit :
Pr(A = 1) = 1− Pr(A = 0) (3.16)
= 1−
min(si)−1∑
y=0
((
m∏
i=1
Pr(Ai = 0|Y = y)
)
Pr(Y = y)
)
(3.17)
Compte tenue de l’e´quation (3.13) nous obtenons donc,
= 1−
min(si)−1∑
y=0
((
m∏
i=1
Pr(Xi ≤ si − y − 1)
)
Pr(Y = y)
)
(3.18)
= 1−
min(si)−1∑
y=0
((
m∏
i=1
P (si − y − 1; γit)
)
p (y;λt)
)
(3.19)
= 1−
min(si)−1∑
y=0
((
m∏
i=1
(
e−γi
si−y−1∑
xi=0
(γit)
xi
xi!
))
e−λt
(λt)y
y!
)
(3.20)
PSSG
La probabilite´ d’alarme selon l’algorithme PSSG s’exprime de la fac¸on suivante :
Pr(A = 1) = 1− Pr(A = 0) (3.21)
= 1−
b s−1
m
c∑
y=0
(Pr(A = 0|mY = my) Pr(mY = my)) (3.22)
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Compte tenu de l’e´quation (3.14) nous obtenons donc,
= 1−
b s−1
m
c∑
y=0
(Pr(X ≤ s−my − 1) Pr(Y = y)) (3.23)
= 1−
b s−1
m
c∑
y=0
(P (s−my − 1; γt)p (y;λt)) (3.24)
= 1−
b s−1
m
c∑
y=0
(
e−γt
(
s−my−1∑
x=0
(γt)x
x!
)
e−λt
(λt)y
y!
)
(3.25)
Il est facile de constater que naturellement, lorsque m = 1, l’algorithme PSSG est
le meˆme que l’algorithme DSSL.
PSAR
L’e´quation repre´sentant la probabilite´ d’alarme en fonction de l’algorithme PSAR
est :
Pr(A = 1) = 1− Pr(A = 0) (3.26)
Si Y > 0 ou si X ≥ m une alarme est de´clenche´e alors
= 1− Pr(Y = 0 ∧X < m) (3.27)
= 1− (Pr(X < m) Pr(Y = 0)) (3.28)
= 1− (Pr(X ≤ m− 1) Pr(Y = 0)) (3.29)
= 1− (p(m− 1; γt′)p(0;λt′)) (3.30)
= 1−
(
e−γt
′
(
m−1∑
x=0
(γt′)x
x!
)
e−λt
′
)
(3.31)
Analyse
Si nous re´alisons le graphe de la probabilite´ d’alarme en fonction du nombre d’hoˆtes
comme nous le montre la Figure 3.4, nous pouvons constater qu’il est beaucoup plus
probable d’obtenir une alarme avec l’algorithme DSSL, qu’avec PSSG plus le re´seau
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sous surveillance compte d’hoˆtes. Par ailleurs, nous pouvons constater graphiquement
que lorsque m = 1, tel que mentionne´ pre´ce´demment, l’algorithme PSSG est le meˆme
que l’algorithme DSSL.
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Figure 3.4 Probabilite´ d’alarme en fonction du nombre d’hoˆtes e´tant donne´ t = 1,
si = 10, γi = 10, λ = 1.
3.6.5 Probabilite´ de Faux Positifs
Dans cette section nous e´nonc¸ons la probabilite´ d’obtenir un faux positif selon les
diffe´rents algorithmes.
Faux Positifs. Un faux positif se de´finit comme la probabilite´ d’obtenir une alarme
et de n’avoir aucun e´ve´nement noir a` l’inte´rieur de la pe´riode sous observation.
Pr(β = 1) = Pr(A = 1 ∧ Y = 0) (3.32)
DSSL
A` l’e´quation 3.32, e´tant donne´ que P (A) n’est pas inde´pendant de P (Y ), nous
utilisons l’e´quation 3.17 afin d’obtenir la probabilite´ d’obtenir un faux positif.
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Pr(β = 1) = Pr(A = 1 ∧ Y = 0) (3.33)
= Pr(A = 1 | Y = 0)Pr(Y = 0) (3.34)
=
(
1−
(
m∏
i=1
Pr(Ai = 0|Y = 0)
))
Pr(Y = 0) (3.35)
=
(
1−
(
m∏
i=1
Pr(Xi ≤ si − 1)
))
Pr(Y = 0) (3.36)
=
(
1−
(
m∏
i=1
P (si − 1; γit)
))
p (0;λt) (3.37)
=
(
1−
(
m∏
i=1
(
e−γi
si−1∑
xi=0
(γit)
xi
xi!
)))
e−λt (3.38)
PSSG
A` l’e´quation 3.32, e´tant donne´ que P (A) n’est pas inde´pendant de P (Y ), nous
utilisons l’e´quation 3.22 afin d’obtenir la probabilite´ d’obtenir un faux positif.
Pr(β = 1) = Pr(A = 1 ∧ Y = 0) (3.39)
= (1− Pr(A = 0|mY = my = 0))Pr(mY = my = 0) (3.40)
= (1− Pr(X ≤ s− 1)) Pr(Y = 0) (3.41)
= (1− P (s− 1; γt)) p (0;λt) (3.42)
=
(
1− e−γt
(
s−1∑
x=0
(γt)x
x!
))
e−λt (3.43)
PSAR
A` l’e´quation 3.32, e´tant donne´ que P (A) n’est pas inde´pendant de P (Y ), nous
utilisons l’e´quation 3.27 afin d’obtenir la probabilite´ d’obtenir un faux positif.
55
Pr(β = 1) = Pr(A = 1 ∧ Y = 0) (3.44)
= (1− Pr(A = 0|mY = my = 0))Pr(mY = my = 0) (3.45)
= (1− Pr(X ≤ m− 1)) Pr(Y = 0) (3.46)
= (1− P (m− 1; γt′)) p (0;λt′) (3.47)
=
(
1− e−γt′
(
m−1∑
x=0
(γt′)x
x!
))
e−λt
′
(3.48)
3.6.6 Probabilite´ de Faux Ne´gatifs
Dans cette section, nous e´nonc¸ons la probabilite´ d’obtenir un faux ne´gatif selon
les diffe´rents algorithmes.
Faux Ne´gatifs. Un faux ne´gatif se de´finit comme la probabilite´ de ne pas obtenir
d’alarme et d’avoir au moins un e´ve´nement de trafic noir a` l’inte´rieur de la pe´riode
sous observation.
Pr(α = 1) = Pr(A = 0 ∧ Y > 0) (3.49)
DSSL
A` l’e´quation 3.49, e´tant donne´ que P (A) n’est pas inde´pendant de P (Y ), nous
utilisons l’e´quation 3.17 afin d’obtenir la probabilite´ d’obtenir un faux ne´gatif.
Pr(α = 1) =
min(si)−1∑
y=1
((
m∏
i=1
Pr(Ai = 0|Y = y)
)
Pr(Y = y)
)
(3.50)
=
min(si)−1∑
y=1
((
m∏
i=1
Pr(Xi ≤ si − y − 1)
)
Pr(Y = y)
)
(3.51)
=
min(si)−1∑
y=1
((
m∏
i=1
P (si − y − 1; γit)
)
p (y;λt)
)
(3.52)
=
min(si)−1∑
y=1
((
m∏
i=1
(
e−γit
si−y−1∑
xi=0
(γit)
xi
xi!
))
e−λt
(λt)y
y!
)
(3.53)
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PSSG
A` l’e´quation 3.49, e´tant donne´ que P (A) n’est pas inde´pendant de P (Y ), nous
utilisons l’e´quation 3.22 afin d’obtenir la probabilite´ d’obtenir un faux ne´gatif.
Pr(α = 1) =
b s−1
m
c∑
y=1
(Pr(A = 0|mY = my) Pr(mY = my)) (3.54)
=
b s−1
m
c∑
y=1
(Pr(X ≤ s−my − 1) Pr(mY = my)) (3.55)
=
b s−1
m
c∑
y=1
(P (s−my − 1; γt)p (y;λt)) (3.56)
=
b s−1
m
c∑
y=1
(
e−γt
(
s−my−1∑
x=0
(γt)x
x!
)
e−λt
(λt)y
y!
)
(3.57)
PSAR
Pr(α = 1) =
bm−1
m
c∑
y=1
(Pr(A = 0|mY = my) Pr(mY = my)) (3.58)
= 0 (3.59)
3.7 Analyse de l’impact des parame`tres environ-
nementaux et de l’IDS sur les taux de faux
positifs et de faux ne´gatifs
Suite a` l’e´nonce´ des probabilite´s de faux positifs et de faux ne´gatifs, nous analyse-
rons ici les algorithmes DSSL, PSSG et PSAR et l’impact que peut avoir une variation
des parame`tres environnementaux et de l’IDS. Ceci correspond a` la ve´rification des
hypothe`ses 1 a` 4 e´nonce´es pre´ce´demment.
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3.7.1 Probabilite´ de faux positifs en fonction du taux de tra-
fic gris et de trafic noir
Dans cette expe´rience, nous avons fait varier les taux de trafic noir et de trafic gris
auxquels est soumis notre syste`me de de´tection d’intrus et avons observe´ les effets sur
les taux de faux positifs. Lors de cette expe´rience nous avons fixe´ le nombre d’hoˆtes
a` 10 et un niveau seuil de de´tection a` 10 e´ve´nements par pe´riode sous observation.
Nous avons constate´ a` la Figure 3.6 que pour les trois algorithmes a` l’e´tude, une
augmentation des taux de trafic gris entraˆıne une augmentation des taux de faux
positifs et une augmentation des taux de trafic noir entraˆıne une diminution des taux
de faux positifs. Le graphique 3.5(a) montre plus facilement que ces relations tiennent
pour l’algorithme PSAR et sont plus facilement observables pour des taux de trafic
gris tre`s e´leve´s.
Nous observons par ailleurs que la probabilite´ d’obtenir un faux positif est limite´e
par la probabilite´ d’avoir un e´ve´nement de trafic noir (ceci devient donc un cas de
faux ne´gatifs ou de vrais positifs) ainsi que par la probabilite´ d’obtenir un nombre
d’e´ve´nements de trafic gris infe´rieur au seuil, donc d’obtenir un vrai ne´gatif.
Nous sommes en mesure de constater que l’algorithme DSSL performe ge´ne´rale-
ment mieux que l’algorithme PSSG en terme de faux positifs et l’algorithme PSAR
performe mieux que les deux autres.
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Figure 3.5 Taux de faux positifs(β) en fonction du trafic noir (λ) et du trafic gris(γi)
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Figure 3.6 Taux de faux positifs(β) en fonction de la quantite´ de trafic noir (λ) et
la quantite´ de trafic gris (γi) par unite´ de temps (t)
3.7.2 Probabilite´ de faux ne´gatifs en fonction du taux de
trafic gris et de trafic noir
Cette expe´rience, identique a` la pre´ce´dente, vise cette fois-ci a` mesurer la proba-
bilite´ de faux ne´gatifs en fonction de diffe´rents taux de trafic gris et de trafic noir.
Lorsque nous observons la Figure 3.8, force est de constater que, compte tenu du
mode`le mathe´matique utilise´ pour simuler l’algorithme PSAR, nous obtenons un taux
de faux ne´gatifs de ze´ro, et ce, inde´pendemment des valeurs de taux de trafic gris et
de trafic noir employe´es.
Nous pouvons cependant constater, comme a` la Figure 3.7(a), qu’une augmenta-
tion des taux de trafic gris pour les algorithme PSSG et DSSL entraˆıne une diminution
des taux de faux ne´gatifs. En effet, une augmentation des taux de trafic gris augmente
la probabilite´ de de´clenchement d’alarme et diminue donc la probabilite´ de faux ne´-
gatifs. Aussi, nous pouvons observer, comme par exemple a` la Figure 3.7(b), qu’une
augmentation des taux de trafic noir entraˆıne une augmentation des taux de faux
ne´gatifs pour une faible quantite´ de trafic alors que ces derniers baissent lorsque la
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quantite´ de trafic devient plus importante. En effet, une augmentation de trafic noir
entraˆıne une augmentation rapide de la probabilite´ d’alarme et donc une diminution
des taux de faux ne´gatifs.
La probabilite´ de faux ne´gatifs est donc limite´e par la probabilite´ d’alarme qui
augmente a` mesure que les taux de trafic (trafic gris + trafic noir) augmentent.
Il est important ici de souligner que les valeurs choisies pour le seuil de de´clenche-
ment d’une alarme sont importantes pour e´valuer les taux de faux ne´gatifs.
Ces observations nous permettent de conclure que la probabilite´ de faux ne´gatifs
de l’algorithme PSAR est infe´rieure a` celle de l’algorithme PSSG qui est infe´rieur a`
celle de DSSL.
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Figure 3.7 Taux de faux ne´gatifs(α) en fonction du trafic noir (λ) et du trafic gris(γi)
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Probabilité de Faux Négatifs (α=1) en fonction du Trafic Gris (Qté/t=γi) et du Trafic noir (Qté/t=λ)
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Figure 3.8 Taux de faux ne´gatifs(α) en fonction de la quantite´ de trafic noir (λ) et
la quantite´ de trafic gris (γi) par unite´ de temps (t)
3.7.3 Variation du nombre d’hoˆtes
Dans cette expe´rience, nous observons l’impact que peut avoir le nombre d’hoˆtes
et le ratio signal sur bruit (c’est-a`-dire le ratio du traux de trafic noir sur le taux de
trafic gris) sur les taux de faux positifs et de faux ne´gatifs. Nous avons fixe´ le seuil
de de´tection a` 10. Par ailleurs, nous observons aussi l’impact pour diffe´rents taux
de saturation (q), c’est-a`-dire pour diffe´rents volume de trafic (trafic gris + trafic
noir)/niveau seuil.
Nous observons d’abord a` la Figure 3.11 qu’une augmentation du nombre d’hoˆtes
entraˆıne une augmentation des taux de faux positifs pour l’algorithme DSSL qui se
stabilise a` la borne supe´rieure a` une valeur e´gale au taux permettant d’obtenir un
e´ve´nement de trafic noir. Nous constatons aussi que pour PSSG, une augmentation du
nombre d’hoˆtes entraˆıne une diminution des taux de faux positifs. Puisque notre seuil
est global pour l’ensemble des hoˆtes, il y a moins de chance qu’une alarme survienne.
Nous constatons qu’il en est de meˆme pour l’algorithme PSAR. Cet algorithme permet
une meilleure distinction des e´ve´nements quand il y a plus d’hoˆtes pour corre´ler les
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Figure 3.9 Taux de faux positifs(β) en fonction du nombre d’hoˆtes (m)
e´ve´nements entre eux. Plus il y a d’hoˆtes, plus il est facile de reconnaˆıtre avec certitude
le patron de de´tection. Il est d’ailleurs infe´rieur aux deux autres algorithmes pour un
faible nombre d’hoˆtes (m = 1).
Si nous observons l’impact du ratio signal sur bruit, nous constatons qu’une aug-
mentation du ratio entraˆıne dans tous les cas une diminution des probabilite´s de faux
positifs, et ce, pour tous les algorithmes. Une augmentation du trafic noir a pour effet
de diminuer le nombre de cas ou` il n’y a que des e´ve´nements de trafic gris en nombre
plus grand ou e´gal au seuil de de´tection.
A` la Figure 3.10, nous pouvons constater qu’une augmentation du nombre d’hoˆtes
entraˆıne une diminution des taux de faux ne´gatifs pour l’algorithme DSSL e´tant donne´
que la probabilite´ d’alarme augmente a` mesure que l’on augmente le nombre d’hoˆtes.
Avec l’algorithme PSSG, nous observons une augmentation des taux de faux ne´gatifs
e´tant donne´ la diminution de la probabilite´ d’alarme. Toutefois lorsque le taux de
saturation est supe´rieur au seuil et le ratio signal sur bruit est faible la probabilite´ de
faux ne´gatifs diminue a` mesure que nous augmentons le nombre d’hoˆtes. Dans ce cas,
la probabilite´ d’alarme augmente plus rapidement que la probabilite´ d’avoir du trafic
noir.
Une variation du ratio signal sur bruit a pour effet d’augmenter les probabilite´s de
faux ne´gatifs pour DSSL et PSSG e´tant donne´ qu’un plus grand nombre d’e´ve´nements
de trafic noir va entraˆıner une plus grande probabilite´ de faux ne´gatifs.
Nous pouvons donc constater que la plupart du temps, sauf pour un petit nombre
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Figure 3.10 Taux de faux ne´gatifs(α) en fonction du nombre d’hoˆtes (m)
d’hoˆtes (m < 6), l’algorithme PSAR performe mieux en terme de faux positifs que
l’algorithme PSSG qui, lui, performe mieux que l’algorithme DSSL. En ce qui a trait
aux faux ne´gatifs, l’algorithme PSAR performe toujours mieux alors que cette fois-
ci nous obtenons de meilleurs re´sultats avec l’algorithme DSSL qu’avec l’algorithme
PSSG.
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Figure 3.11 Taux de faux positifs(β) en fonction du ratio signal sur bruit (λ/γi) et
du nombre d’hoˆtes (m)
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Figure 3.12 Taux de faux ne´gatifs(α) en fonction du ratio signal sur bruit (λ/γi) et
du nombre d’hoˆtes (m)
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3.7.4 Variation du seuil de de´tection
Dans cette expe´rience ou` nous avons fixe´ le nombre d’hoˆtes a` 10, nous avons fait
varier le niveau seuil pour en observer les effets sur les taux de faux positifs et de faux
ne´gatifs.
Nous avons observe´ comme le montre la Figure 3.13 qu’une augmentation du
niveau seuil a pour effet de faire chuter les taux de faux positifs des algorithmes
DSSL et PSSG. En effet, plus les seuils sont e´leve´s, plus la possibilite´ que survienne
un e´ve´nement de trafic noir sans qu’il y ait eu d’alarmes augmente. D’ailleurs, nous
observons qu’a` volume de trafic e´gal, une augmentation des taux de trafic noir a pour
effet de diminuer les taux de faux positifs. Par ailleurs, une augmentation des taux de
trafic gris a pour effet de produire, pour un meˆme seuil de de´tection, des taux de faux
positifs plus e´leve´s. Aussi, il est possible de remarquer que des taux de saturation
e´leve´s produisent davantage de faux positifs compte tenu d’une augmentation du
nombre d’alarmes.
Nous pouvons encore une fois observer que l’algorithme DSSL performe mieux en
terme de faux positifs que l’algorithme PSSG.
En ce qui a trait aux faux ne´gatifs, nous observons que ceux-ci augmentent avec
les seuils de de´tection. Par ailleurs, nous observons qu’une augmentation des taux de
trafic noir augmente les taux de faux ne´gatifs. De la meˆme fac¸on, nous observons qu’un
ratio signal sur bruit plus bas entraˆıne une diminution des taux de faux ne´gatifs. Nous
pouvons aussi constater qu’une augmentation des taux de saturation a pour effet de
diminuer les taux de faux ne´gatifs, compte tenu de l’augmentation de la probabilite´
d’alarme.
Les relations observe´es ante´rieurement sont maintenues, c’est-a`-dire que les algo-
rithmes PSAR et PSSG performent mieux que DSSL en terme de faux positifs alors
que l’algorithme DSSL, performe mieux que PSSG en terme de faux ne´gatifs.
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Figure 3.13 Taux de faux positifs(β) en fonction du seuil (si)
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Figure 3.14 Taux de faux ne´gatifs(α) en fonction du seuil (si)
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3.8 Analyse des taux de faux positifs en fonction
des taux de faux ne´gatifs, en fonction des pa-
rame`tres expe´rimentaux
Il est inte´ressant d’analyser la probabilite´ de faux positifs en fonction de la pro-
babilite´ de faux ne´gatifs en fonction du seuil. Ceci correspond a` la ve´rification de
l’hypothe`se 5 e´nonce´e pre´ce´demment. En effet, comme nous pouvons l’observer a` la
Figure 3.15, nous pouvons remarquer pour les algorithmes PSSG et DSSL qu’une
augmentation des taux de faux positifs entraˆıne une diminution des taux de faux ne´-
gatifs. La relation est donc inversement proportionnelle lorsque nous faisons varier le
seuil de de´tection. Il n’y a pas de donne´es pour l’algorithme PSAR, e´tant donne´ que
ce dernier a toujours des taux de faux ne´gatifs de 0.
Ces donne´es nous montrent qu’il n’y a pas de niveaux optimaux entre les faux
positifs et les faux ne´gatifs comme nous pouvions nous y attendre. Selon ce gra-
phique, nous pouvons constater que l’algorithme PSSG performe le´ge`rement mieux
que l’algorithme DSSL avec 10 hoˆtes. En effet, notre mode`le mathe´matique montre
que l’algorithme PSSG est supe´rieur en terme de faux positifs mais infe´rieur en terme
de faux ne´gatifs a` l’algorithme DSSL.
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Figure 3.15 Taux de faux positifs en fonction des taux de faux ne´gatifs en fonction
du seuil.
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3.9 Ve´rification the´orique des hypothe`ses
Suite a` l’analyse the´orique effectue´e pre´ce´demment, nous constatons que les hy-
pothe`ses 1 et 2 e´nonce´es au chapitre 3 sont ve´rifie´es, a` savoir qu’il existe une relation
entre les taux de faux positifs et de faux ne´gatifs, et les taux de trafic gris et de
trafic noir. Nous constatons que l’augmentation du taux de trafic noir a pour effet
de diminuer la probabilite´ d’obtenir un faux positif. De la meˆme fac¸on, les figures
montrent bien que la probabilite´, quant a` elle, d’obtenir un faux ne´gatif augmente.
Inversement, nous observons qu’une augmentation du taux de trafic gris entraˆıne une
diminution du taux de faux ne´gatifs et une augmentation du taux de faux positifs.
Par ailleurs, nous constatons que les hypothe`ses 3 et 4 sont ve´rifie´es. En effet, les
taux de faux positifs de PSSG pour les valeurs observe´es sont infe´rieures aux taux
obtenus par l’algorithme DSSL. Aussi, les taux de faux ne´gatifs de PSSG sont toujours
supe´rieurs a` ceux obtenus avec DSSL. L’algorithme propose´ dans ce me´moire, quant
a` lui, avec ses taux de faux positifs et de faux ne´gatifs tre`s bas, est meilleure que les
deux autres dans la plupart des cas. Toutefois, par souci de pre´cision, cet algorithme
pourrait pre´senter des taux de faux positifs supe´rieurs aux deux autres algorithmes
advenant une grande feneˆtre t′ ou un tre`s haut taux de trafic gris ou un tre`s petit
nombre d’hoˆtes.
Il nous fut aussi possible de montrer qu’il existe une relation entre les taux de
faux positifs et de faux ne´gatifs pour les algorithmes DSSL et PSSG. En effet, en
faisant varier le seuil de de´tection, nous pouvons montrer que les valeurs de faux
positifs augmentent alors que les taux de faux ne´gatifs diminue et vice versa pour nos
algorithmes, ce qui valide l’hypothe`se 5.
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CHAPITRE 4
E´VALUATION DE
PERFORMANCE ET
RE´SULTATS EXPE´RIMENTAUX
Dans cette section se retrouve l’ensemble des de´tails d’implantation entrant dans la
re´alisation des tests qui ont servi a` valider le cadre the´orique pre´sente´ pre´ce´demment.
Nous traiterons d’abord de l’environnement mate´riel et logiciel, suivra par la suite
une description de l’environnement de test comprenant les variables et me´triques que
nous avons fait varier pour chacune des sessions de tests. Pour terminer nous ferons
l’analyse des re´sultats obtenus.
4.1 Environnement mate´riel et logiciel d’implan-
tation
Cette section s’attarde sur les composantes mate´rielles et logicielles entrant dans
la composition de la plate-forme de test.
L’environnement mate´riel entrant dans la composition de la plate-forme de test se
de´cline de la fac¸on suivante :
1 ordinateur de bureau
– processeur AMD64 3500+
– 1 Go. RAM DDR400
– 2 Disques durs de 120 Go. en configuration « Mirroring » pour une capacite´
totale de 120 Go.
– Connecteur re´seau inte´gre´ Ethernet Gigabit LAN.
L’environnement logiciel, quant a` lui, est beaucoup plus complexe et repre´sente
un compromis entre maintenir un degre´ d’isolement suffisant entre les diffe´rents hoˆtes
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simule´s a` l’inte´rieur d’une seule machine et permettre un niveau de performance
acceptable pour les besoins des tests.
L’environnement logiciel se de´cline de la fac¸on suivante :
– Windows XP SP2
– MySQL 5.0 Community Edition
– Java 5 de Sun Microsystem
– plate-forme d’agent mobile JADE 3.3
JAVA 5. Les logiciels re´alise´s pour les tests l’ont e´te´ avec le langage JAVA 5 de
Sun Microsystem.
Base de donne´es. Une base de donne´es MySQL 5.0 fut instancie´e sur le PC afin
de servir a` recueillir le trafic ge´ne´re´ pour l’expe´rience. Afin de rendre cette expe´rience
plus fide`le a` la re´alite´, nous avons utilise´ comme sche´ma de donne´e celui de l’IDS
SNORT version 1.06. Afin de distinguer et d’isoler les donne´es des diffe´rents hoˆtes
sous observations, nous avons attribue´ a` chaque hoˆte un sche´ma identique sur la base
de donne´es. Afin d’ame´liorer les performances, nous avons configure´ la base de donne´es
pour posse´der un nombre de connexions suffisantes pour soutenir le nombre important
de requeˆtes concurrentes qu’elle pourrait subir. De plus, du coˆte´ de l’application, cette
initiative est soutenue par l’usage de pool de connexions. Par ailleurs, nous avons
re´dige´ les requeˆtes effectue´es sur la base de donne´es sous forme de proce´dures stocke´es
afin d’ame´liorer la se´curite´ de l’ensemble et de permettre de meilleures performances.
Les interactions avec la base de donne´es se font par l’entremise du connecteur JAVA
fourni par MySQL, soit Connector/J.
Ge´ne´rateur de trafic malicieux. Afin de simuler l’arrive´e sur chaque hoˆte de
trafic gris et de trafic noir, nous avons conc¸u et re´alise´ un ge´ne´rateur de trafic. Ce
dernier fait usage de l’ordonnanceur en code libre Quartz ainsi que de la librairie
Jakarta-Commons-Math pour assurer le lancement d’e´ve´nements suivant une distri-
bution exponentielle. La ge´ne´ration d’e´ve´nements consiste a` faire une requeˆte sur le
sche´ma de la base de donne´es correspondant a` l’hoˆte vise´ et a` y inscrire l’e´ve´nement
de´sire´.
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Polytechnique Mobile Agent Intrusion Detection (PMAID). Cette plate-
forme logicielle de notre conception vise a` de´tecter le trafic injecte´ et a` faire la distinc-
tion entre le trafic gris et le trafic noir. C’est sur cette plate-forme, qui repose sur la
plate-forme d’agent mobile JADE 3.4, que nous avons instancie´ les trois algorithmes
de de´tection sous observation afin de pouvoir les comparer entre eux. Un conteneur
JADE fut instancie´ par hoˆte simule´ de fac¸on a` conserver un degre´ de se´paration entre
les diffe´rents hoˆtes et ainsi pouvoir simuler ade´quatement les me´canismes de mobilite´
des agents mobiles.
GAUNTLET. GAUNTLET consiste en fait en une plate-forme unifie´e pour fin
de test comprenant le ge´ne´rateur de trafic malicieux ainsi que PMAID. GAUNTLET
est organise´ selon une architecture a` « thread » d’exe´cution multiple. Ceci permet
ainsi d’injecter du trafic et de permettre a` la plate-forme d’agents mobiles d’ope´rer
quasiment en paralle`le. Par ailleurs, GAUNTLET re´unit les diffe´rentes fonctionnalite´s
permettant de produire des rapports et des graphiques.
4.2 Description de l’environnement de test
Compte tenu des moyens re´duits dont nous disposons, les expe´riences seront toutes
re´alise´es sur la meˆme machine mentionne´e pre´ce´demment. Les conteneurs JADE ainsi
que les diffe´rents sche´mas sur la base de donne´es visent a` simuler des hoˆtes distincts
sur la meˆme machine. Pour les algorithmes PSSG et PSAR, les agents mobiles se
de´placent de conteneur en conteneur en utilisant les me´canismes de sockets du PC,
comme ils le feraient s’ils se de´plac¸aient sur un re´seau LAN (voir Figure 4.1), par
exemple. Compte tenu de l’environnement de test re´duit dont nous disposons et pour
des raisons de performance, les fonctionnalite´s de l’algorithme DSSL ont e´te´ fusionne´es
avec les agents imple´mentant les autres strate´gies de de´tection. Pour cet algorithme
en particulier, nous permettons toutefois de faire des requeˆtes sur tous les sche´mas
de la base de donne´es a` intervalles re´guliers de fac¸on a` simuler un agent stationnaire
re´sidant sur chacun des hoˆtes.
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4.2.1 Caracte´ristiques de l’environnement
L’environnement de test, en utilisant la taxonomie e´labore´e pre´ce´demment, peut
eˆtre de´crit comme uniforme tant par sa composition que son comportement et se
de´finit de la manie`re suivante pour les cinq hypothe`ses a` l’e´tude.
Re´seau.
1. Simulation par isolation de ressources sur un seul PC d’une topologie en e´toile.
2. Le trafic consiste en l’envoi de requeˆtes SQL vers le sche´ma de la base de donne´es
des diffe´rents conteneur d’agent mobile.
3. L’envoi de trafic se fait selon un rythme de´termine´ (poissonnien) par le ge´ne´ra-
teur d’e´ve`nements.
4. Le partage d’information entre les diffe´rents conteneurs se fait par le de´place-
ment d’agents mobiles.
Mate´riel non re´seau. Le mate´riel non re´seau consiste en un PC sur lequel re´side
un certain nombre de conteneurs d’agents mobiles isole´s les uns des autres et
identiquement configure´s. C’est-a`-dire qu’ils rec¸oivent dans leurs sche´mas de
bases de donne´es respectives des e´ve`nements re´seau simule´s par des requeˆtes
SQL.
Syste`me. Au niveau syste`me, le PC est configure´ avec Windows XP SP2.
Application. Au niveau applicatif, seules les plates-formes d’agents mobiles sont en
ope´ration ainsi qu’une base de donne´es pour colliger les e´ve`nements re´seaux
rec¸us sur des sche´mas inde´pendants.
E´ve`nements accidentels et de´libe´re´s. Au niveau des e´ve`nements accidentels et
de´libe´re´s, ces derniers sont injecte´s directement dans les sche´mas de la base de
donne´es des hoˆtes victimes et sont identiques, ne variant entre l’un et l’autre
que par leur distribution dans l’espace et le temps. (voir les sections 3.5.5 et
3.5.5 pour les de´tails).
IDS (Me´ta) Au niveau des caracte´ristiques de l’environnement pour supporter un
IDS, le PC posse`de plusieurs plates-formes (que nous appellerons, de fac¸on in-
terchangeable dans ce me´moire, hoˆte) pouvant accueillir des agents mobiles. La
topologie est donc identique a` celle du re´seau, soit en e´toile avec un routeur vir-
tuel en son centre. Chaque hoˆte a la capacite´ de divulguer aux agents mobiles
le contenu de son sche´ma de base de donne´e.
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4.3 Plan d’expe´riences
Dans cette section, nous discuterons des variables que nous observerons durant les
diffe´rentes sessions de tests et nous e´noncerons les valeurs des indices utilise´s pour les
diffe´rents tests.
4.3.1 Choix des variables
Pour l’ensemble des simulations, les variables inde´pendantes choisies sont les meˆmes
que celles utilise´es pour la de´monstration the´orique des diffe´rents algorithmes e´nonce´s
a` la section 3.5.5. Ce sont les suivantes :
T la dure´e de l’expe´rience
t la taille de chaque feneˆtre de temps sous observation du-
rant l’expe´rience
t′ la taille de la feneˆtre de temps sous observation repre´sen-
tant une fraction de t
m le nombre d’hoˆtes
γi le taux de trafic gris sur chaque hoˆte
γ = mγi le taux de trafic gris sur le re´seau
λ le taux d’attaques sur l’ensemble des hoˆtes
si un seuil local sur un hoˆte, utilise´ pour de´terminer la pre´-
sence ou non d’une alarme
s = msi un seuil global, applique´ a` l’ensemble du re´seau sous
surveillance pour de´terminer la pre´sence ou non d’une
alarme sur le re´seau
4.3.2 Choix des me´triques
Inspire´ de notre cadre the´orique, les me´triques que nous comptons mesurer sont :
– le taux de faux positifs et
– le taux de faux ne´gatifs.
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Figure 4.1 Environnement de test
76
Les valeurs utilise´es lors de chacun des tests sont les suivantes :
m = 10
si = 10
t = 30 secondes
t′ = 1 seconde
T = 50 minutes
Nous serons appele´s a` faire varier les taux de trafic gris γi et de trafic noir λ apre`s
chaque temps T , ce qui sera pre´cise´ ulte´rieurement.
4.3.3 Conception des sessions de test
Les tests ont pour but de mesurer les taux de faux positifs et de faux ne´gatifs
obtenus par diffe´rents algorithmes soumis a` des conditions environnementales iden-
tiques. Cet exercice a pour but de mesurer lequel des algorithmes sous observation se
comporte le mieux.
L’objectif est d’e´valuer les taux de faux positifs pour les algorithmes DSSL, PSSG
et PSAR lorsque nous faisons varier les taux de trafic gris et de trafic noir. De la meˆme
fac¸on nous voulons e´valuer les taux de faux ne´gatifs pour les meˆmes algorithmes que
pre´ce´demment mentionne´s lorsque nous faisons varier les taux de trafic gris et de
trafic noir.
4.3.4 De´roulement des tests
L’environnement dans lequel l’expe´rience se de´roule, bien que uniforme, a les ca-
racte´ristiques suivantes :
– Il y a injection de trafic gris sur chaque hoˆte de fac¸on inde´pendante a` un moment
de´termine´ par une fonction ale´atoire avec une distribution exponentielle ayant
comme temps moyen entre les e´ve´nements la valeur γi.
– Il y a injection de trafic gris sur tous les hoˆtes a` un moment de´termine´ par
une fonction ale´atoire avec une distribution exponentielle ayant comme temps
moyen entre les e´ve´nements la valeur λ.
L’expe´rience posse`de une dure´e fixe de T secondes, durant laquelle a` toutes les t
secondes, diviseur de T , un jugement est porte´ par les diffe´rents algorithmes, a` savoir
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s’il y a eu intrusion ou non et s’il y a pre´sence de faux positifs ou de faux ne´gatifs.
L’expe´rience se de´roule en deux temps. En premier lieu, nous faisons varier le
taux de trafic gris et observons l’incidence sur les taux de faux positifs et de faux
ne´gatifs obtenus. Dans un deuxie`me temps, nous faisons varier le taux de trafic noir
et observons les conse´quences sur les taux de faux positifs et de faux ne´gatifs.
L’expe´rience consiste a` mesurer les e´le´ments suivants :
– taux de faux positifs et de faux ne´gatifs pour l’algorithme DSSL en fonction du
taux de trafic gris et du taux de trafic noir ;
– taux de faux positifs et de faux ne´gatifs pour l’algorithme PSSG en fonction du
taux de trafic gris et du taux de trafic noir ;
– taux de faux positifs et de faux ne´gatifs pour l’algorithme PSAR en fonction du
taux de trafic gris et du taux de trafic noir.
Ce test complexe et complet consiste, pour chaque valeur de trafic gris, a` essayer
chaque valeur de trafic noir dans notre plage de test et a` mesurer pour chaque couple
de valeur gris-noir, le taux de faux positifs et de faux ne´gatifs selon chacun des algo-
rithmes a` l’e´tude, i.e. :
A={DSSL ,PSSG ,PSAR}
G={1 ,2 , . . . ,12} // Valeurs utilise´es pour le taux de trafic gris
B={1 ,2 , . . . ,12} // Valeurs utilise´es pour le taux de trafic noir (le taux d’attaque)
for each g ∈ G {
for each b ∈ B {
for each a ∈ A{
getValueOf α(g, b)
getValueOf β(g, b)
}
}
}
Figure 4.2 Algorithmes de de´tection
Comme vous pouvez le constater a` la Figure 4.2, nous ferons varier les taux de
trafic gris et de trafic noir de 1 e´ve´nement par unite´ de temps (t) jusqu’a` 12 e´ve´nements
par unite´ de temps afin de pouvoir comparer avec des valeurs obtenues avec notre
mode`le mathe´matique de la section 3.6.
Autrement dit, g = 1 signifie un taux de 1 e´ve´nement gris par pe´riode de temps
t, soit dans notre cas un taux γi de 1 e´ve´nement gris par 30 secondes. Il en va de
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meˆme pour les taux de trafic noir λ. Une expe´rience consiste a` de´terminer les taux
de faux positifs et de faux ne´gatifs pour les trois algorithmes a` l’e´tude, e´tant donne´
une combinaison de taux de trafic gris et de trafic noir. Dans le cadre de ce me´moire,
les re´sultats obtenus l’ont e´te´ en menant 144 expe´riences d’une dure´e de 50 minutes
chacune de fac¸on a` obtenir 100 e´chantillons par expe´rience dont nous calculerons la
moyenne pour obtenir les taux de faux positifs et de faux ne´gatifs.
Dans le cas de l’algorithme PSAR, e´tant donne´ la nature de l’algorithme et la
pre´cision du champ DATE de la base de donne´es, a` la seconde pre`s, nous conside´rons
les e´ve´nements survenant durant la meˆme seconde comme e´tant corre´le´s. Aussi pour
chaque pe´riode de 30 secondes, nous e´valuons donc 30 feneˆtres de 1 seconde pour en
e´valuer le taux de faux positifs et de faux ne´gatifs. Pour nos expe´riences, nous avons
choisi de fixer le nombre d’hoˆtes a` 10 et le seuil local (si) de de´tection d’intrusions a`
10 aussi.
4.4 Analyse des re´sultats
Suite a` la re´alisation de nos expe´riences, nous proce´derons maintenant a` l’analyse
des re´sultats obtenus. Nous comparerons les re´sultats expe´rimentaux avec les re´sultats
the´oriques expose´s au chapitre pre´ce´dent.
4.4.1 Observation du taux de faux positifs et de faux ne´gatifs
en fonction du taux de trafic gris
Dans cette section nous analysons l’impact que peut avoir une variation des taux
de trafic gris sur les taux de faux positifs et de faux ne´gatifs.
Taux de faux positifs
En observant la variation du taux de faux positifs en fonction du taux de trafic
gris, nous observons tout d’abord que les relations observe´s lors de l’e´valuation the´o-
rique tiennent. C’est-a`-dire que les courbes de donne´es obtenues pour les diffe´rents
algorithmes ont les meˆmes tendances que les valeurs the´oriques obtenues par calcul a`
la section pre´ce´dente. Nous constatons en effet que les taux de faux positifs avec l’al-
gorithme PSSG ont des valeurs plus basses que ceux obtenus avec l’algorithme DSSL.
Nous constatons par ailleurs que les re´sultats sont borne´es en haut, comme pour les
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valeurs the´oriques, a` un moins la probabilite´ d’obtenir un e´ve´nement de trafic noir.
Plus nous augmentons le taux de trafic noir, plus la probabilite´ d’obtenir un faux
positif diminue comme le montre la Figure 4.3. L’algorithme PSAR montre des taux
de faux positifs constants, avoisinant ze´ro inde´pendamment de la variation des taux
de trafic gris et de trafic noir.
Taux de faux ne´gatifs
A` la Figure 4.5, lorsque nous observons les taux de faux ne´gatifs, cette fois-ci
en fonction du taux de trafic gris, nous constatons que les re´sultats obtenus sont
cohe´rents avec les donne´es the´oriques. Les taux de faux ne´gatifs ont des valeurs plus
e´leve´es, plus le taux d’attaque augmente. Par ailleurs, il est facile de constater que ce
taux tend vers ze´ro a` mesure que la quantite´ de trafic s’approche de la valeur seuil
pour le de´clenchement d’une alarme. En effet, lorsque la quantite´ de trafic e´gale ou
de´passe le seuil, alors une alarme est de´clenche´e et il n’y a donc plus de faux ne´gatifs.
Si l’on compare les algorithmes entre eux, comme le mode`le mathe´matique l’a montre´,
on constate que l’algorithme PSAR fait mieux que DSSL et PSSG, tant au niveau
des faux positifs que des faux ne´gatifs, avec des taux de faux ne´gatifs s’approchant
de 0 inde´pendamment de la variation de trafic gris et de trafic noir. Par ailleurs,
comme nous l’avions constate´ pre´ce´demment, les taux de faux positifs pour PSSG
sont infe´rieurs a` ceux obtenus avec DSSL et nous observons le contraire avec les taux
de faux ne´gatifs.
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Figure 4.3 Taux de faux positifs(β) en fonction du taux de trafic gris(γi)
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Figure 4.4 Taux de faux ne´gatifs(α) en fonction du taux de trafic gris(γi)
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4.4.2 Observation du taux de faux positifs et de faux ne´gatifs
en fonction du taux de trafic noir
Dans cette section nous analysons l’impact que peut avoir une variation des taux
de trafic noir sur les taux de faux positifs et de faux ne´gatifs.
Taux de faux positifs
Lorsque nous observons la variation du taux de faux positifs en fonction du taux
de trafic noir, nous constatons que, comme a` la section pre´ce´dente, les relations ob-
serve´es en the´orie s’appliquent aux donne´es expe´rimentales. En effet, si l’on observe
les graphiques 4.5 et 4.6, nous constatons que les taux de faux positifs ont des valeurs
plus e´leve´es lorsque les taux de trafic gris augmentent. Nous constatons ne´anmoins
que la croissance est ne´gative compte tenu du fait que nous augmentons les taux de
trafic noir, ce qui a pour effet de faire diminuer la probabilite´ de faux positifs. Nous
sommes d’ailleurs en mesure d’observer des taux de faux positifs plus faibles pour
l’algorithme PSSG que pour l’algorithme DSSL, tel que nous nous y attendions. Par
ailleurs, on constate que l’algorithme PSAR se comporte beaucoup mieux que les
deux autres maintenant des taux de faux positifs pre`s de ze´ro inde´pendamment de la
variation du taux d’attaque.
Taux de faux ne´gatifs
Si nous conside´rons maintenant, aux figures 4.7 et 4.8, l’impact d’une variation du
taux d’attaque compte tenue d’un certain taux de trafic gris sur les faux ne´gatifs, nous
constatons que les re´sultats obtenus demeurent cohe´rents avec les re´sultats the´oriques.
Nous observons d’abord que cette probabilite´ va en augmentant a` mesure que le taux
d’attaque augmente pour ensuite plafonner et diminuer tranquilement. En effet, la
croissance du taux de faux ne´gatifs est due a` l’augmentation du taux d’attaque, alors
que la quantite´ de trafic injecte´e demeure en dec¸a du seuil d’alarme. Par la suite la
quantite´ de trafic devient importante et la probabilite´ d’alarme augmente, entraˆınant
ainsi une diminution de la probabilite´ de faux ne´gatifs. Nous constatons par ailleurs
que l’augmentation du taux de trafic gris a pour effet de diminuer la probabilite´ de
faux ne´gatifs. En effet, nous pouvons constater qu’un volume important de trafic a
pour effet de faire de´clencher l’alarme plus rapidement et donc a` diminuer les taux de
faux ne´gatifs. Cette fois-ci, nous constatons que l’algorithme DSSL montre des taux
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de faux ne´gatifs infe´rieurs a` ceux de l’algorithme PSSG. Tel qu’attendu, l’algorithme
DSSL montre des taux de faux ne´gatifs pre`s de ze´ro, et ce, inde´pendamment des taux
de trafic gris et de trafic noir.
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Figure 4.5 Taux de faux positifs(β) en fonction du taux de trafic noir(λ)
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Figure 4.6 Taux de faux positifs(β) en fonction du taux de trafic noir(λ)
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Figure 4.7 Taux de faux ne´gatifs(α) en fonction du taux de trafic noir(λ)
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Figure 4.8 Taux de faux ne´gatifs(α) en fonction du taux de trafic noir(λ)
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4.5 Diffe´rences entre les re´sultats the´oriques et ex-
pe´rimentaux
Comme le montre les graphiques pre´sente´s pre´ce´demment, une certaine diffe´rence
est observable entre les re´sultats the´oriques attendus et les re´sultats expe´rimentaux
obtenus. Nos re´sultats expe´rimentaux montrent une variance maximale de ∼ 25%
avec une de´viation standard de ∼ 5%. La distance maximale observe´e entre une valeur
expe´rimentale et un re´sultat the´orique attendu ne fut pas supe´rieure a` 12% avec une
distance moyenne de ∼ 3, 8%. Cette diffe´rence s’explique entre autres par des de´tails
au niveau de l’implantation des algorithmes ainsi que l’environnement dans lequel se
sont de´roule´s les tests. La comparaison entre les re´sultats the´oriques et pratiques nous
permet de mettre en lumie`re l’importance de l’environnement lors de l’exe´cution des
tests.
Les expe´riences ne´cessitent entre autres un usage important de nombres ale´atoires
qui suivent une distribution exponentielle. La qualite´ de la source de nombres ale´a-
toires, dont nous ne pouvons garantir la qualite´, repre´sente une source importante
de variation des re´sultats. Lors de la re´alisation de nos expe´riences nous nous fie´s au
ge´ne´rateur de nombres ale´atoires Jakarta Commons-Math. En re´trospective, il aurait
e´te´ souhaitable de tester la qualite´ des valeurs ale´atoires retourne´es pour s’assurer de
notre distribution de Poisson. Par ailleurs, compte tenu de notre environnement de
test minimaliste e´tant donne´ les moyens a` notre disposition, le de´roulement de´termi-
niste dans le temps des diffe´rentes composantes logicielles roulant en paralle`le ne peut
eˆtre garanti. D’ailleurs, le fait que les tests ont e´te´ re´alise´s sur un ordinateur ne pos-
se´dant qu’un seul processeur nuit a` un vrai de´roulement paralle`le de l’application. Il
existe une certaine gigue non ne´gligeable entre le moment ou` les e´ve´nements doivent
survenir et l’instant re´el auquel ils surviennent. Dans les faits, il est impossible de
lancer simultane´ment les attaques sur tous les hoˆtes a` la fois. Cette injection de trafic
ne peut se faire, au mieux, que dans un intervalle de temps tre`s restreint. Il en va de
meˆme pour l’insertion d’e´ve´nements dans la base de donne´es qui simule sur une seule
machine un processus qui devrait avoir lieu sur plusieurs machines simultane´ment,
introduisant ainsi des de´lais supple´mentaires.
Une source de variabilite´ majeure des re´sultats provient de l’arrondi sur la date que
force le format du champ DATE du sche´ma de la base de donne´es MYSQL de SNORT.
En effet, la pre´cision de la date est limite´e a` la seconde pre`s. Cette particularite´ a
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pour effet de causer une certaine variabilite´ des re´sultats cause´s par la fac¸on dont le
syste`me ge`re les arrondis. Particulie`rement dans le cas de l’algorithme PSAR nous
pouvons remarquer a` l’occasion, par exemple, que pour 10 e´ve´nements noirs devant
survenir durant la meˆme seconde, 7/10 se produiront dans la seconde alors que 3/10
surviendront durant la seconde suivante. Il se peut meˆme que des e´ve´nements, dit
simultane´s, puissent eˆtre inscris sur 3 secondes diffe´rentes ! Il va sans dire que ceci
peut engendrer une certaine variation au niveau du nombre de faux positifs et de faux
ne´gatifs.
4.6 Ve´rification expe´rimentale des hypothe`ses
Suite a` nos simulations, nous sommes en mesure d’affirmer que les hypothe`ses 1
et 2 e´nonce´es au chapitre 3 sont ve´rifie´es. En effet, il existe une relation entre les taux
de faux positifs et les taux de trafic gris et de trafic noir, et de la meˆme fac¸on il en
existe une entre les taux de faux ne´gatifs et les taux de trafic gris et de trafic noir.
Nous constatons que l’augmentation du taux de trafic noir a pour effet de diminuer
la probabilite´ d’obtenir un faux positif. De la meˆme fac¸on, les graphiques montrent
bien que la probabilite´ d’obtenir un faux ne´gatif augmente.
Inversement, nous observons qu’une augmentation du taux de trafic gris entraˆıne
une diminution du taux de faux ne´gatifs et une augmentation du taux de faux positifs.
Par ailleurs, nous constatons que les hypothe`ses 3 et 4 sont ve´rifie´es. En effet, les
taux de faux positifs de PSSG, pour nos parame`tres choisis, sont toujours infe´rieurs
aux taux obtenus par l’algorithme DSSL. Aussi, les taux de faux ne´gatifs de PSSG
sont toujours supe´rieurs a` ceux obtenus avec DSSL. L’algorithme PSAR, quant a` lui,
avec ses taux de faux positifs et de faux ne´gatifs tre`s bas, montre qu’il est supe´rieur
aux deux autres, sauf peut-eˆtre pour un petit nombre d’hoˆtes comme nous avons pu
le constater au chapitre 3.
Par ailleurs, il nous a e´te´ permis de valider l’hypothe`se 5 voulant qu’il puisse
exister une relation entre diffe´rentes me´triques. En effet, nous avons pu montrer que
les taux de faux positifs croissent de fac¸on inversement proportionnelle aux taux de
faux ne´gatifs.
Les hypothe`ses que nous avons ve´rifie´es dans ce me´moire montrent l’influence que
peut avoir l’environnement sur les re´sultats de de´tection d’intrus. Nous avons claire-
ment montre´ que les taux de trafic gris et de trafic noir de l’environnement influencent
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les valeurs de faux positifs et de faux ne´gatifs que nous avons obtenus. Les perfor-
mances ou contre-performances des diffe´rents algorithmes de´pendent directement des
variables environnementales dont font partie les taux de trafic gris et de trafic noir.
De plus, les performances du syste`me de de´tection d’intrus, e´tant donne´ un en-
vironnement donne´, de´pendent entre autres des caracte´ristiques propres a` l’IDS. En
effet, l’usage d’un algorithme par comptage local comme DSSL versus un algorithme
par comptage global tel que PSSG ou versus un algorithme base´ sur les signatures
comme PSAR influence les re´sultats obtenus. De la meˆme fac¸on, le nombre d’hoˆtes
et les niveaux seuils ont aussi leur influence. En effet, un syste`me de de´tection d’in-
trus, de´pendamment de ses caracte´ristiques, peut se comporter plus ou moins bien en
fonction de l’environnement auquel il est soumis.
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CHAPITRE 5
CONCLUSIONS
Dans ce me´moire nous avons d’abord souligne´ les diffe´rentes contributions a` la
recherche des e´quipes et chercheurs qui ont de´veloppe´ des solutions originales de
de´tection d’intrus et particulie`rement ceux qui ont contribue´ au de´veloppement de
solutions de de´tection d’intrus a` l’aide d’agents mobiles.
Nous avons mis en lumie`re la proble´matique de la relativite´ des re´sultats des
tests de performance des IDS. Afin d’encaˆdrer les tests de de´tection d’intrus, nous
avons propose´ une formulation des tests de performance en fonction des variables
environnementales pouvant influencer les performances de de´tection et en fonction
des caracte´ristiques propres aux syste`mes de de´tection d’intrus.
Dans un deuxie`me temps, afin de traiter la proble´matique de la caracte´risation de
l’environnement et des IDS, nous avons propose´ une taxonomie des caracte´ristiques
de l’environnement propre a` influencer les performances de de´tection. De la meˆme
fac¸on, nous avons introduit une nouvelle taxonomie des caracte´ristiques des IDS en
introduisant des conceptes de mobilite´. Par ailleurs, nous avons choisi un ensemble
de me´triques ade´quates pour caracte´riser les performances des syste`mes de de´tection
d’intrus.
Afin de valider notre cadre the´orique, nous avons de´cide´ d’e´noncer cinq hypothe`ses
selon notre cadre et de les prouver. Pour ce faire, nous avons construit un mode`le ma-
the´matique qui nous a permis d’e´valuer les performances en terme de taux de faux
positifs et de faux ne´gatifs pour trois algorithmes diffe´rents. Ce mode`le se veut une
repre´sentation simplifie´e de l’environnement comprenant un sce´nario de trafic et d’at-
taque simplifie´. Dans ce mode`le, le trafic est divise´ entre le trafic « gris » qui est be´nin
mais d’apparence suspecte pour un IDS et le trafic « noir » qui lui repre´sente le trafic
ge´ne´re´ par les attaques. Les algorithmes compare´s sont : De´tection Standard avec
Seuil Local (DSSL), Patrouille de Surveillance avec Seuil Global (PSSG) et Patrouille
de Surveillance avec Analyse Raffine´e (PSAR). Pour chaque algorithme, nous avons
fait varier les diffe´rentes variables environnementales et de l’IDS auxquelles e´taient
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soumis les IDS a` l’e´tude. Ainsi, nous avons pu de´terminer et comparer les perfor-
mances de chacun des algorithmes a` l’e´tude dans le cadre de notre environnement de
test. Plus pre´cise´ment, nous avons e´te´ en mesure de valider les hypothe`ses suivantes :
– Pour nos trois algorithmes, il existe une relation fonctionnelle entre les taux de
faux positifs et les taux de trafic gris et de trafic noir ;
– De la meˆme fac¸on il existe une relation fonctionnelle entre les taux de faux
ne´gatifs et les taux de trafic gris et de trafic noir ;
– L’algorithme PSSG pre´sente des taux de faux positifs infe´rieurs a` l’algorithme
DSSL mais il pre´sente des taux de faux ne´gatifs supe´rieur a` DSSL ;
– L’algorithme PSAR pre´sente des taux de faux positifs et de faux ne´gatifs infe´-
rieurs aux deux autres algorithmes ;
– Finalement, lorsque nous faisons varier le seuil de de´tection, nous observons,
pour les trois algorithmes, une ame´lioration des taux de faux positifs mais une
de´gradation des taux de faux ne´gatifs et vice-versa.
Par la suite, nous avons construit une plate-forme de test afin de valider notre
mode`le mathe´matique. Cette plate-forme e´tait constitue´e d’un module d’injection
de trafic ainsi que d’une plate-forme de test capable d’e´valuer les performances des
diffe´rents algorithmes a` l’e´tude. Force fut de constater que l’implantation de notre
plate-forme produisait des re´sultats en ligne avec ce que nous nous attendions avec
notre mode`le mathe´matique. Ceci n’est pas surprenant puisque notre expe´rience fut
baˆtit selon notre mode`le the´orique. Le fonctionnement a permi de montrer que les
algorithmes implante´s correspondent au mode`le mathe´matique.
5.1 Synthe`se des contributions
Les travaux re´alise´s dans ce me´moire ont permis de mettre en lumie`re le lien
entre l’environnement, les caracte´ristiques des IDS et les performances de de´tection
de ces derniers et ainsi d’ame´liorer la the´orie de performance des IDS avec agents
mobiles. Nous avons ainsi contribue´ a` une nouvelle taxonomie de l’environnement
pour la se´curite´ informatique qui permet de mieux comprendre ce dernier. Aussi,
nous enrichissons la taxonomie des syste`mes de de´tection d’intrus en y rajoutant des
e´le´ments de mobilite´ pour prendre en compte les nouveaux syste`mes de de´tection
d’intrus base´s sur les agents mobiles.
Dans ce me´moire, nous avons aussi enrichi le corpus de connaissances avec la
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mode´lisation mathe´matique de deux algorithmes par comptage (DSSL et PSSG) et
d’un algorithme (PSAR) que nous avons propose´ qui utilise des re`gles de corre´lation.
Entre autres, graˆce a` ces mode`les, il fut possible de montrer que, dans la majeure
partie des cas, l’utilisation de re`gles de corre´lation peut re´duire de fac¸on substantielle,
le nombre de faux positifs et de faux ne´gatifs en re´duisant le nombre de dimensions
du proble`me. Il nous a e´te´ aussi possible de montrer qu’un algorithme par comptage
global tel que PSSG se comporte mieux en terme de faux positifs mais moins bien en
terme de faux ne´gatifs qu’un algorithme par comptage local comme DSSL.
5.2 Recherches futures
Au terme de notre projet, nous avons atteint les objectifs que nous nous e´tions
fixe´s. En effet, nous avons re´ussi a` de´montrer les hypothe`ses que nous avions avan-
ce´es. Nous avons e´te´ en mesure de mode´liser mathe´matiquement les algorithmes que
nous avions de´cide´ d’e´valuer et nous avons re´ussi a` simuler le comportement de nos
diffe´rents algorithmes. Nous avons montre´ l’impact de l’environnement et des caracte´-
ristiques des IDS sur les performances de de´tection dans le cadre du mode`le the´orique
de l’environnement et des algorithmes simplifie´s propose´s.
Lors de nos recherches, nous avons volontairement re´duit la complexite´ des sce´na-
rios de de´tection a` e´valuer afin de re´duire le nombre de variables de l’environnement et
de l’IDS a` conside´rer pour notre analyse. Le but ici n’e´tait pas de produire une solution
commerciale mais bien d’e´valuer le cadre the´orique propose´. Par ailleurs, dans le but
de faire simple mais non simpliste, nous avons choisis trois algorithmes de de´tection
relativement ge´ne´riques mais qui sont de bons repre´sentants de leur cate´gorie.
Malheureusement, compte tenu des limites impose´es a` l’expe´rience pre´ce´demment
nomme´es nous de´plorons le fait que la simulation corresponde un peu trop bien a` la
mode´lisation. Il serait inte´ressant de pouvoir e´valuer les diffe´rents algorithmes dans
une situation de vie re´elle avec du vrai trafic (Internet ou autre) et en observer le
comportement. De plus, ce genre de simulation permettrait de qualifier un environne-
ment plus riche. D’ailleurs, l’emploi de vrais algorithmes commerciaux de de´tection
permetterait une e´valuation plus fide`le de l’e´tat de l’art en terme de performance de
de´tection d’intrus.
Nos recherches ont montre´ de grandes opportunite´s pour la re´duction de faux
positifs et de faux ne´gatifs graˆce a` l’emploi de techniques de corre´lation d’informa-
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tion. Compte tenu du fait que bien souvent, l’ame´lioration d’une me´trique entraˆıne
la de´te´rioration d’une autre comme nous l’avons montre´ avec les faux positifs et les
faux ne´gatifs, nous croyons qu’il importe de re´duire les dimensions du proble`me de
de´tection d’intrus en corre´lant les informations provenant des diffe´rents e´le´ments de
l’environnement. Par ailleurs, compte tenu que meˆme une solution tre`s optimise´e
pour certains cas pre´cis peut se montrer infe´rieure a` une solution plus ge´ne´rique dans
d’autres cas, nous croyons qu’il serait inte´ressant d’investiguer un e´cosyste`me d’IDS,
chacun optimise´s pour certaines attaques et certains types d’environnement et qui
corre´leraient leurs informations entre eux. Nous sentons le besoin pour une solution
de de´tection adaptative qui pourrait se modifier en fonction de variation dans son
environnement.
Bien que, dans ce me´moire, nous n’avons pas re´ussi a` optimiser les re´sultats des
taux de faux positifs et de faux ne´gatifs, il serait inte´ressant, dans des recherches
futures, de prendre en compte des variables e´conomiques comme le couˆt de traitement
en dollard d’une alarme et l’impact de ne pas pouvoir traiter une vraie alarme (i.e. le
couˆt d’un faux ne´gatif). Ceci nous permettrait potentiellement d’optimiser en terme
d’impact mone´taire (couˆt de traitement vs. risque) le compromis entre taux faux
ne´gatif et faux positif qui est optimal e´tant donne´ l’environnement et les diffe´rents
algorithmes de de´tection pre´sente´s ici. Ainsi nos re´sultats quantitatifs pourraient eˆtre
d’utilisation imme´diate par des responsables de se´curite´ informatique dans l’industrie.
Notre expe´rience avec les agents mobiles montre que ce paradigme de programma-
tion est bien adapte´ a` la corre´lation spatiale et temporelle d’information et que cela
pre´sente un bon moyen pour analyser des donne´es archive´es. Toutefois, ils semblent
moins bien adapte´s pour une analyse temps re´el en continu compte tenu de la charge
supple´mentaire induite par leur de´placements.
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