1. Introduction. In this paper we present a phenomenological theory for phase transitions with memory which arises by considering "memory" or delayed response of the system to thermal gradients and forces driving phase change. For simplicity and to gain intuition into the implications of the theory, we focus afterwards on the case in which the relaxation kernels are assumed to be exponential. With this assumption, our theory for phase transitions with memory reduces to a theory for hyperbolic phase transitions. Our theory allows us to describe the evolution of an interface between two phases in terms of its geometric and kinematic properties and to study its motion numerically. One feature of hyperbolic phase transitions is the possible appearance of interfacial oscillations, a phenomenon which has been previously modeled in 1991 by Gurtin and Podio-Guidugli, who in their efforts to explain experimentally observed oscillations [1, 2] developed a mechanical theory for the evolution of a two-dimensional interface possessing an effective inertia [3] . For isotropic materials in the absence of a bulk driving force the following equation was obtained: The kernels a1 and a2 should be taken to be nonnegative and sufficiently well-behaved especially near 0 in order to guarantee existence and uniqueness in an appropriate framework [5] . Notice that when ai(t) = 6(t), system (2) reduces to the classical phase field model () f Ut + A\t = Au, l/320t = /2A, + f( + u.
To begin to clarify the implications of (2), we consider a particular case of (2), namely the following scaled hyperbolic phase field model: ( 
4)
Utt + e2 Ott + 71 Ut + E2 y71 t = a Au, ( where -Y1, 7Y2, and a are nonnegative constants and 0 < e << 1. This system is obtainable from (2) by introducing the scaling A = 2, /3 = e1/2, and D/ = e, and choosing the kernels as ai(t) = aa2e-7f 12t and a2(t) = voa2e-7202 t, then rescaling 1For the sake of simplicity and without loss of generality we take a = 1.
time according to t' = a/2 t, differentiating the system with respect to time, and dropping the ' from t. The scaling considered in (4) should be appropriate when the latent heat of fusion is small, when the time relaxation is more rapid for the order parameter than for the temperature field, and in the presence of nonnegligible hyperbolic effects in both fields. Under the assumption that u = h = const, consideration of the second equation in (4) alone yields (5) e2 tt + e2 '2 t = e2 A + f () + e h.
Analysis of (5) has been recently considered in the literature [6] in a bounded region Q C R2 with a smooth boundary, and with Neumann boundary conditions. Here h acts as an externally imposed driving force. Equation (5) The same law governs the motion of interfaces for (3) if u is of order e initially as well as order e along the boundary uniformly in time [9, 10] . Initially circular interfaces which evolve according to (7) remain circular, the radius R(t) obeys Rt = -1/R(t), and a circle shrinks to a point in finite time. For more generally shaped interfaces, there exist analytical results which show that some of the behavior is qualitatively similar. Gage and Hamilton [11] proved that convex curves embedded in the plane shrink to points in finite time when evolving according to (7) and that such curves remain convex and become circular as they shrink. Grayson [12] extended their results by showing that embedded plane curves become convex without developing singularities, shrinking smoothly to points with round limiting shapes.
For (5), interfaces were shown to move according to the (damped) Born-Infeld equation [6, 13] , (8) vt + 72v(1-v2)-
where h is linearly proportional to h. Initially circular interfaces governed by (8) remain circular if the initial velocity is uniformly prescribed, and the radius evolves according to (9) PRtt =-( + 72Rt (1-R 2)-h (1-Rt2). Equation (9) was analyzed in [6] when h = 0, and it was shown that if Rt = 0 initially, then -1 < Rt < 0 for all t < tc, where tc is the extinction time, i.e., the earliest time tc > 0 such that R(tc) = 0. In addition it was shown numerically that circles shrink to points in finite time, and approximations to tc were obtained which showed that tc -72/2 as 72 -+ oo.
This manuscript is organized as follows. In section 2 we outline the rationale behind the formulation of the memory phase field equations and present the scaling leading to the hyperbolic phase field equations. In section 3 we obtain by means of a formal and self-consistent asymptotic analysis that (8) with h = 0, i.e., (10) Vt + 72V(1 -v2) -(1 -v2) = 0, describes the dynamics of interfaces in two dimensions for (4) when the temperature field is assumed to be zero (or at most of order e) initially as well as on the boundary. In section 4 we define precisely a concept of motion by hyperbolic crystalline curvature and present numerical results which were obtained by implementing this kind of algorithm for (10) and which demonstrate some of the effects of inertia.
Derivation of the equations.
2.1. Classical phase field models. Let us consider a material which can be in either of two phases, solid or liquid, and which occupies a fixed region in space, Q C R2, having a smooth boundary. Let us assume, moreover, that the two phases are separated by a transition zone of finite thickness that can be approximated by a sharp interface in a manner to be made more precise in the next section. We assume the temperature to be described by the function e3: Q A temperature or energy balance equation is derived by assuming the internal energy e(x, t) to be given by (11) e(x, t) :=pCp (T + where p is density, Cp is the specific heat, and I is the latent heat of fusion (normalized by Cp). Following the classical theory of heat conduction it is assumed that heat transfer for homogeneous and isotropic bodies is governed by Fourier's law [14, 16] This expression may be considered as a generalized force which appears as a consequence of the tendency of the free energy to decay toward equilibrium. In classical phase field theory it is assumed that +(x) responds by decreasing by a rate proportional to this generalized force; i.e., The classical phase field model is not strictly relaxational in the sense that the free energy functional .FT need not always decrease on solution paths unless the temperature is constant. This fact has led to thermodynamically consistent formulations which generalize the classical phase field equations and are based on monotone increase of the system entropy (see [22] and references therein). For simplicity, we constrain our attention in the present paper to the classical model and its hyperbolic and memory generalizations. We remark that Binder, Frisch, and Jackle were in fact considering an isothermal conserved phase variable influenced by nonconserved relaxational variables, and they combined /ltre with an instantaneous contribution to the chemical potential (rather than adding instantaneous contributions directly into the relaxation kernels as we have chosen to do), then used mass conservation to obtain an evolution equation. It is noteworthy that under appropriate simplifying assumptions, the Binder, Frisch, Jackle construction reduces to a linear differential equation [37] 
Heat conduction in materials with memory. Classical theory of heat conduction assumes for homogeneous and isotropic bodies that heat transfer is based on Fourier's law (12). If the internal energy is taken to

Asymptotic analysis. In this section we follow Caginalp and Fife [19] in carrying out a formal asymptotic analysis for (4)
, taking e to be a small positive parameter and assuming 71, 72, and a to be 0(1). We demonstrate that under these assumptions, the motion of interfaces for (4) is described by (10). Note that for <vl << 1, (10) reduces to (1) which might be considered as a natural hyperbolic extension of the flow by mean curvature equation (7). We note that for the hyperbolic phase field equations the limiting motion of the interface is described by [40] e3/2Vt + V = K, which constitutes a form of hyperbolically perturbed motion by mean curvature.
Assumptions and definitions. As in [19]
, we treat interfaces as moving internal layers of thickness 0(e), and we focus on the dynamics of a fully developed layer and not on the process by which it was generated. Let us assume that for some eo > 0 and To > 0 for all e E (0, 60) there exists a solution {u(x,t), (x,t)} of (4) defined on (x, t) c Q x [0, To] which contains an internal layer. More precisely, we assume that the domain Q can be divided into two open regions Q+ (t; e) and Q_ (t; e) separated by a smooth curve F(t; e) defined by F(t; e) := {x e Q | X(x, t; e) = 0}, which does not intersect 9Q. The curvature and velocity of this curve are assumed to be bounded independently of 6, and the function q is assumed to vary continuously though steeply across the interface, tending far from the interface to 1 in Q+(t; e), and to -1 in Q_(t;e).
Let us set x = (x1, x2), and let d(x) = dist(x, F) be the distance from x to F. We define a local orthogonal coordinate system (r, s) in a neighborhood of F by We comment that the assumption that r2 < 1 is at least reasonable since, as noted in the introduction, it holds in the radial case if the initial velocity is zero. Note, furthermore, that if the initial velocity is zero, then the definition of C implies that at least initially the inner profile is widening.
r (X E}-d(x) if ?(x) > 0, r(x,t; ) = { -d(x) if ?(x) < 0, and s(x, t; e) is a smooth function of t, which measures the arclength along F(t; e) from a point which is assumed to move normally to F as t varies. The assumed initial smoothness of F(t; e) implies, at least initially, that r is a smooth function in
4. Motion of simple closed polygonal curves by hyperbolic crystalline curvature. In this section we present a crystalline algorithm designed to approximate motion by hyperbolic mean curvature (10), which is essentially as simple as the crystalline algorithm which has been used to approximate motion by mean curvature. We then implement this algorithm numerically and obtain some preliminary indications as to how (10) differs from classical motion by mean curvature and what the effects of inertia are.
Crystalline algorithms based on the concept of crystalline curvature were introduced as a means for studying the evolution of polygonal curves, or crystals [43, 44, 45] . Crystalline curvature measures the rate of change of surface area with volume under certain admissible deformations as the height of these deformations tends to zero [46] . In this sense crystalline curvature is analogous to ordinary curvature and motion by crystalline curvature is analogous to motion by ordinary curvature [46] . Moreover, motion (of polygonal curves) by crystalline curvature can be used to approximate motion by curvature of smooth curves. To do so, a faceted (polygonal) approximation of the curve is constructed, and the resultant evolution law leads to a system of nonlinear ordinary differential equations for the lengths of the facets. Convergence of a crystalline algorithm for the motion of simple closed curves and graphs to motion by weighted mean curvature, which is an anisotropic generalization of motion by mean curvature, has been proven in [47, 48] under suitable assumptions. In [49] a hyperbolic analogue of motion by crystalline curvature was introduced to approximate motion of closed convex polygonal curves according to (1) . In this section we generalize the approach introduced in [49] to treat (10). 4.1. Definitions. Basically, we rely on the framework developed in [43] and [46] in order to make precise our definition of motion of polygonal curves by hyperbolic crystalline curvature. Let ~b be defined as the interfacial energy. For any n EA K, the set of unit vectors in R2, let ((n) := 4(cos-l(n ex)), where ez is the unit normal in the x-direction. Thus, we define its Wulff shape, W, as W = {xI x . n < (n) for all n E A/}.
Since W is the intersection of half spaces, it is convex. The Wulff shape for general positive, real-valued, and convex 0 can be shown to be the unique solution (up to translation) to the problem of surrounding a given area (volume) with a curve with least possible surface energy using only "admissible directions," i.e., directions corresponding to the exterior normals of W [50] . In the present context, the interfacial energy is isotropic and we may set /(0) = 1 for any 0 < 0 < 27r. For _ -1, the Wulff shape is a unit circle centered at the origin. Let us now take bn to be an approximation to $ such that its Wulff shape Wn = {xx. * n < n(n) for all n C JV} is an n-sided polygon inscribed in the unit circle, and we proceed to work with the approximations l,n and Wn. For our present purposes, we shall call the set of exterior normals to Wn the set of admissible directions, and we define A(n) to be the length of the edge of Wn having normal n if there is such an edge and 0 otherwise.
As our initial conditions, let us consider a closed polygonal curve P(t), t > 0, with side segments L1,... , Ln numbered consecutively in a counterclockwise fashion, labeling Lo = LN and LN+1 = L1. P(t) can be seen as representing a crystalline approximation of a grain of solid material, which evolves under the action of the phase field equations with memory. Let us define ni(t) to be the unit exterior normal to Li. We denote by li(t) the length of Li, and we define Vi(t) = vi(t) ii(t) to be the normal velocity of line segment Li, where vi(t) denotes the speed in the normal direction. The corner ci, which is located where Li and Li+l meet, will be said to be of regular type if the interior angle between Li and Li+, is acute, and of inverse type otherwise. We define Xi to be 1 if the corners ci-1 and ci are both of regular type, -1 if the corners ci-1 and ci are both of inverse type, and 0 if ci-1 and ci are of different types. We set AOi = iOi-1, where 0i is the angle that the normal ni makes with the x-axis, and define Ai = A(ni).
In order to provide a framework in which crystalline curvature will be sensibly (nontrivially) defined for all facets of the polygonal curve as it evolves, we define admissible polygons as follows [46, 50] . DEFINITION It is easy to show (see [42] for details) that, given an initial admissible polygonal curve with a prescribed initial velocity, there exists a unique family of polygonal curves (P(t)) which satisfy the initial conditions and move according to (41) until the first time at which the length of one of the sides shrinks to zero. Afterwards it is possible to rerun the algorithm with a smaller number of sides if the resultant polyhedral curve still constitutes an admissible polygon.
For the classical crystalline algorithm, studies have been undertaken to see when stability criteria corresponding to motion by mean curvature or by weighted mean curvature would indicate that a facet should "break" and hence that the number of facets should instantaneously change at some time during the evolution. In particular, it has been proven that the framework of the crystalline algorithm is adequate to uniquely follow motion by weighted mean curvature for polyhedral curves evolving in R2 which are initially compatible with the Wulff diagram; in R3 this framework has been shown to be insufficient in general [51] . Thus, before the robustness of the implications of the hyperbolic crystalline algorithm can be ascertained, similar facet breaking stability analysis must be undertaken.
Numerical results.
In order to study the evolution of polygonal curves by hyperbolic crystalline curvature, we solved the system of ODEs (41) numerically using the Runge-Kutta method of order four until the first instance at which one or more sides of the polygon vanishes. We have not yet resolved the question of convergence of the algorithm for motion of curves by the hyperbolic crystalline curvature to motion by hyperbolic curvature as prescribed by (10), although we conjecture that there is convergence. In order to support this conjecture we analyzed the extinction times, tc, for regular polygons with a large number of sides (N) and compared them with the extinction times for circles which were calculated in [6] . The results are presented in Table 1 , where it is possible to see that as the number of sides increases, the extinction times approach that of the circle.
In Figure 1 the evolution (shrinkage) is portrayed of a regular polygon of 120 sides which initially approximated a circle of radius 1. The behavior is, as expected, similar to the behavior of a circular interface. oscillation. In Figure 2(c) (7Y2 -5) we see that once the polygon becomes round, it appears to maintain this regularity afterwards. Moreover, as 72 increases, the motion seems to become more similar to classical motion by crystalline curvature in which convex curves become round and shrink to points in finite time and irregular polygons shrink while gaining regularity. Thus Y2, which appeared originally as the exponential decay rate in the relaxation kernel in the equation for q, acts here as a damping coefficient.
Technically, it also would be easy to implement our algorithm for nonconvex polyhedral curves, such as for dumbbell shaped polyhedral curves, as was done in [45] in the context of the classical crystalline algorithm. In Figure 5a of [45] , the middle "bar" section of the dumbbell can be seen to thicken until it coalesces with the "top" of one of the "bells" and the inner sides of that bell disappear. In this manner, the evolving polyhedral curve becomes more convex and remains so thereafter. For the hyperbolic crystalline curvature algorithm, if the initial velocity is zero, the middle bar section can be expected to thicken until it coalesces with the "top" of one or more bells; however, inertia can be expected to render the coalescence (and increased convexity) instantaneous only, as there is no reason in the hyperbolic case to expect the velocities of the coalescing segments to be identical at the time of coalescence. Thus, facet breaking would be an immediate consequence of coalescence. We postpone further numerical experimentation until questions of convergence, stability, and uniqueness are clarified.
Conclusions.
We have presented a memory-type extension of the classical phase field equations (28) which systematically takes into account delayed response of the system due to slowing relaxing internal variables and can predict finite speed of propagation for thermal fluctuations. For the case of exponential kernels (22), for which the integro-differential system reduces to a hyperbolic one (4), we have analyzed the motion of interfaces. For (4), by means of formal asymptotic analysis we obtained (8) as a description of the dynamics of an interface between two different phases in two dimensions. A crystalline algorithm was used in order to study the motion of smooth curves evolving according to this law. This was achieved by breaking the smooth curves into facets and studying the motion of the resultant set of polygonal grains which approximate the smooth ones. The crystalline approach has the advantage that it requires fewer calculations than classical methods of solving PDEs. Numerical results were presented demonstrating that inertial effects can induce a type of twodimensional damped oscillation.
Further work is ongoing in order to improve our understanding of the scope of applicability of the model and the analytical implications both of the phase field equations with memory (2) and of hyperbolic motion by mean curvature (10); see, e.g., [5] . In terms of the numerics it would be interesting to study the convergence of the algorithm as well as to formalize an analogous algorithm for graphs. It would also be interesting to extend the results obtained in this paper for a more general class of kernels. First steps in this direction have been undertaken in [40] , [42] , and [52] .
Appendix. From Cartesian to (r, s, t) and (z, s, t) 
