ABSTRACT Recently, multilayer extreme learning machine with subnetwork nodes and cost sensitive learning was applied to representation learning and classification. However, the existing ML-ELM methods suffer from several drawbacks: 1) manual tuning for the number of hidden nodes in each layer will influent the training speed of the model, the best optimal determine approach for the number of hidden nodes is still for probing; 2) random projection of the input weight and bias in each layer still suboptimal and the network structure hard to reach best generalization performance. Inspired by the Subnetwork nodes and cost sensitive methods, using multiple hidden output matrix, a novel ELM method which called Multilayer Incremental Hybrid Cost Sensitive Extreme Learning Machine with Multiple Hidden Output Matrix and Subnetwork Hidden Nodes is proposed in this paper. Whose contributions are 1) a hybrid hidden nodes optimization methods is given which based on ant clone method and multiple grey wolf optimization method; 2) a multiple hidden layer output matrices are being using through weighted calculation of different output matrices which can optimize the network architecture effectively; 3) a novel ELM structure is proposed by merging the merits of Cost Sensitive Extreme Learning Machine and Subnetwork Hidden Nodes, while the regularized parameter C is not sensitive to the generalization performance. Extensive experiments results show that the proposed method achieves better performance than existing state-of-art ELM methods.
I. INTRODUCTION
During the past ten years, the extreme learning machine (ELM) which proposed by Huang et al. [1] has becoming a hottest research area in machine learning and artificial neural network due to its fast training speed, good generalization ability and incomparable classification capability [2] . ELM is an effective solution for the purpose to handle the drawbacks of single-hidden-layer feedback neural networks (SLFNs) such as local minima, learning rate and learning epochs [3] . The biological understanding and fast deep learning perspectives of the ELM for its most research advances have been found in [4] .
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ELM, indeed, the parameters of the hidden layers such as input weight and hidden bias are generated randomly and the output weight is computed using Moore-Penrose inverse method. That means are parameters of ELM are not requiring tuning and the model can be generated before the training process arbitrarily and independent of all training data. Theoretically, due to the reason of select the input weight and hidden bias that the needs of hidden neurons of ELM are more than some gradient decent approaches. To recapitulate, the all-present ELM methods are achieving faster and better performance than existing neural networks and support vector machines.
In order to improve the performance of the ELM network, different improved versions of ELM have been proposed. In order to improve the output weight for the increasing hidden nodes, Wei and Zhang [5] proposed an incremental ELM (I-ELM) approach although this method stills a universal approximate. Zhang et al. [6] giving an adaptive growth ELM (AG-ELM) which consists three parts: hidden nodes, incremental renewal of the network weights and sequential generation of the grouping new networks and the AG-ELM have been proved that its can approximate any nonlinearity functions. Inspired by the online sequence analysis idea, ELM has also transformed to an online version that the raw input data can be increasing one-by-one or chunk-by-chunk with the varying size [7] . From the view of generalization, a kernel ELM (KELM) has been given in [8] which using kernel function for classification problems, on the basis of KELM, using the kernel recursive least squares, a sequential online ELM was proposed in [9] which using for online learning. Therefore, for the reason that ELM choose the input weights and the network randomly, so in the [10] , a differential evolutionary ELM is proposed in order to improve the generalization performance under the compact network structure construction by the operation of optimize the input weights.
Recently, cost sensitive ELM (CSELM) [11] has been proposed for sample imbalance weighting, but the definition of the cost-matrix is still an un-solving problem in cost-sensitive learning, in many case, the users only can obtain that one of mistakes is more serious than another type but its hard to compute the specific value of the mistake. Lately, multilayer extreme learning machine (ML-ELM) [12] was proposed and the major contribution is the extremely fast training speed and its can resolve the time consuming problem of deep learning. Yang et al. [13] extend the ML-ELM and proposed a new concept called general hidden nodes (sometimes called subnetwork nodes) and its can grow subnetwork hidden nodes by pulling back the network residual error to the hidden layers.
Up to know, ELM and its variety of variants type has been widely used for classification and representation learning, and the training speed is much faster than SLFNs and SVM algorithms. But all the existing ELM methods still facing follow drawbacks:
1) In ELM, the only factor needs to be set is the input weights and network bias, and the performance of ELM is sensitive to these parameters. Manual tuning for the number of hidden nodes in each layer will influent the training speed of the model, the best optimal determine approach for the number of hidden nodes is still for probing, in the future, there still some trial and error parameter selecting methods could be used for ELM; 2) Random projection of the input weight and bias in each layer still suboptimal and the network structure hard to reach best generalization performance, how many hidden neurons should be used for ELM training? Although there are some learning methods are using for select an approximate number of neurons, but these development methods always have a higher computation complexity.
In order to solve these troublesome problems, inspired by the Subnetwork nodes and cost sensitive methods, in the basis of I-ELM and ML-ELM, using multiple hidden output matrix to substitute the original single hidden output matrix, a novel ELM method which called Multilayer Incremental Hybrid Cost Sensitive Extreme Learning Machine (MIHCS-ELM) with Multiple Hidden Output Matrix and Subnetwork Hidden Nodes is proposed in this paper. At first, in the basis of ML-ELM, a novel ELM hidden layer structure is proposed under the combination of the I-ELM and CS-ELM, in this operation, we also insert the Subnetwork Hidden Nodes into the model; secondly, a multiple hidden layer output matrix is utilized to substitute the original single hidden layer output matrix; at last, a new optimization method is given which based on ant clone method and multiple grey wolf optimization method.
In particular, the following interesting contributions have been made in this paper:
1) a hybrid hidden nodes optimization method is given which based on ant clone method and multiple grey wolf optimization method; 2) a multiple hidden layer output matrices are being using through weighted calculation of different output matrices to generate a new hidden layer output matrices which can optimize the network architecture effectively; 3) a novel ELM structure is proposed by merging the merits of Cost Sensitive Extreme Learning Machine and Subnetwork Hidden Nodes, while the regularized parameter C is not sensitive to the generalization performance, the experiments results indicates that the methods given in our paper can give significant improvement on training accuracy and the user can choose parameters randomly at the outset in the learning process. The reminder of this paper is as follows. Section II presents the related works of ELMs and cost sensitive. The proposed Multilayer Incremental Hybrid Cost Sensitive Extreme Learning Machine with Multiple Hidden Output Matrix and Subnetwork Hidden Nodes is formulated in Section III. The experiment setup and the evaluation of the proposed work is shown in Section IV. The conclusion and future work is given in Section V.
II. RELATED WORKS
In order to facilitate to understanding the proposed novel ELM algorithm, in this section, we will briefly review the related concept which including the basic ELM, I-ELM, Subnetwork hidden nodes and cost sensitive method.
A. BASIC ELM AND I-ELM THEORY

Suppose the training set
is compose of N training samples, the input is x i which the dimension is d, t i is the label of the output, then the output of the ELM is [9] :
In equation (1), the parameter w j = [w j1 , w j2 , . . . , w jn ] is the input weight of the jth hidden node, b j is the deviation of the jth hidden node, and β j is the weight of the jth hidden node to the output node of the ELM. G(a j , w j , x i ) is the output function of the jth hidden node, from the equation (1) . And the equation (1) can be simplified as:
where H is the hidden layer output matrix, and the h(x i ) is the ith row hidden layer output vector relative to the input x i :
In order to improve the generalization ability of ELM, a penalty factor C is introduced in equation (3), and the output weight matrix β is:
ELM is in order to minimize the training error and the l 2 norm of the output weights [14] , which is:
Then the output of the extreme learning machine can be expressed as:
The I-ELM [5] is an important variants of ELM, the I-ELM can construct a SLFNs incrementally by adding some random hidden neurons to the existing network one by one or chunk by chunk. And the output matrix will be:
where δH k is the output matrix corresponding to the added δN k hidden neurons, and the new output weights β k can be written as:
B. ELM WITH SUBNETWORK HIDDEN NODES
From the literature listed in [13] , [15] - [17] , we can find that the hidden nodes in the ELM can constructed by a general form that often called subnetwork by several hidden nodes, in this case, a single mapping hidden layer can conclude multiple networks which we often called subnetwork nodes, the structure of the subnetwork is shown in FIGURE 1. From the block shown in FIGURE 1, we can find that there are three obvious differences between the original ELM and the subnetwork nodes:
1) In the view of standard ELM, the hidden nodes are generated one by one or chunk-by-chunk [see 2) The number of the hidden nodes L are irrelevant of the dimension of the output m. But the number of the hidden nodes in each general hidden neuron should equal to the dimension of the output, that means in each general neurons, there are m hidden nodes.
3) The architecture shown in FIGURE 1 (a) is a special case of the subnetwork shown in FIGURE 1 (b).
C. COST SENSITIVE METHOD
Cost sensitive learning is an important research topic in machine learning, its can reduce the loss with the predefined cost matrix that quantifies how severe one type of mistake against another type of mistake. The cost matrix M with N samples can be formulated as:
In this equation, M ij represents the misclassification loss that classifies the ith sample as the jth samples. The diagonal elements zero in the matrix means the correct classification while without loss, and then we transform the matrix M into B, where B referred as cost information vector with entries B i = j (W · M ) ij and M N ×N is a diagonal weighted matrix which assigned to each training samples. In particular, the weight scheme is given:
where n c is the number of samples belonging to the class C.
III. THE PROPOSED APPROACH
In this section, we first indicate the structure of the proposed ELM based on M-ELM, I-ELM and cost sensitive methods and its learning steps in Section III A. And in Section III B, the hybrid hidden nodes optimization method is given which based on ant clone method and multiple grey wolf optimization method.
A. THE STRUCTURE AND LEARNING STEPS OF PROPOSED MIHCS-ELM
In traditional ELM, the hidden output matrix H always using a single active function and the parameters generate randomly, in this paper, if there are several active functions, so we can be fusing them into one hybrid active function by weighted method, then we can obtain a new hidden hybrid output matrix:
According to the definition of general hidden nodes shown in FIGURE 1, in the feature mapping process, we can convert the original n dimension data points
, so the hidden output matrix in our proposed ELM method is a multiple hybrid hidden output matrix while can be written as follows:
In the above equation, we call â
are L optimal general hidden nodes in the mapping layer and H f is the optimal feature data.
is the corresponding active function, that in our approach, the active functions are different in every basic output matrix. That means the sigmoid, Laplacian and polonomial function can be concentrate into one hybrid hidden output matrix together.
Motivated by the idea of general hidden nodes, the g i (x,â j f ,b j f ) can be written as:
Based on the cost sensitive learning strategy, the proposed ELM wants to reach not only the smallest training error but also the smallest output weights, that is to solve the following optimization problem:
With a fixed cost information vector B, the equation (16) is a convex optimization problem while can be represented as:
The purpose of our method is to find the optimal projecting parameters for all data points, then, the hidden output weights with the fixed cost information vector B can be solved as:
In this equation, the hidden output matrix H is computed from the equation (14) while it's a multiple output matrix.
The learning steps of our method is given as follows: Learning Steps of our method: the learning steps are based on the fusing of different basic active functions to generate a multiple hybrid hidden output matrix for the purpose of obtain the optimal general parameters, and using L general nodes to construct the proposed multiple ELM learning systems. From Figure 2 , The specific learning steps are given as follows:
Step 1: Determine L: To compute the optimal hidden layer nodes L using the hybrid optimization method, which based on ant clone strategy and multiple grey wolf optimization method, the specific hybrid optimization method are given in Section III B.
2)
Step 2: Initialization: For arbitraryN training samples
, which is sampled from a continuous signal system. At the beginning, we set j = 1, and then generate the initial general node of the feature mapping layer randomly: 
In the above equation, where H −1 is the MoorePenrose generalized inverse of H , u n is a normalized function of u n (y).
4)
Step 4: Update the output error: In this step, we update the output error value for the jth node as:
After update the output error, we can obtain the error feedback data
Step 5: Update the parameters when node growing: Let set j = j + 1, add a new general node in the feature mapping layer, so at this time, theâ
and we can update the current feature data as:
6)
Step 6: Obtain the final feature data: Let repeat steps 3-5 L −1 times and obtain the optimal parameters
, at the final, we can give the final optimal feature data as follows:
The above six steps are construct the proposed ELM method, as shown in TABLE 1. The final output of a test sample y can be solved as:
Remark 1: According to Bartlett's theory, a learning algorithm finds a network with small weights that has small squared error on the training patterns, then the generalization performance depends on the size of the weights rather than the number of the weights. Compared to the original ELM, the proposed approach shows that both the input weight and the output weight have the smallest norm among all the least squares solutions.
Remark 2: According to the current SLFNs theories, the proposed network with d * m hidden nodes is mathematically modeled as:
In order to find the optimal β, the number of the hidden layer nodes L should be determined. In this part, a hybrid hidden nodes optimization method called ant clone-multiple grey wolf optimization (MPGWO) method (ACO-MPGWO) is given which based on ant clone (ACO) method and multiple grey wolf optimization (MPGWO) method.
ACO, as firstly introduced by Marco Dorigo, represents a class of optimization algorithms which is applicable to the problems seeking optimal paths. As acknowledged by many users of ACO, its salient features include the positive feedback, distributed computation, and greedy heuristic. ACO is well defined for the discrete domain requirements, the probabilistic approach of ACO is easy to implement, and is least likely to suffer from the problem of the local minimum as compared to PSO. The movement of an ant depends on the amount of pheromone deposited on the path and the higher concentration of pheromone on a path drives the ants to seek that path. However, the ACO algorithm does not provide the status of a path in terms of its local or global positions as PSO. Hence there is a need to introduce the update mechanisms, so that the local and global solutions can be identified together and the resulting ACO will have the provisions of local and global updates. In this work the idea of global and local updates is borrowed from PSO and utilized for updating the probabilities for selecting each path. The probabilities of each path are constrained to lie between the lower and the upper values.
Recently, a multi-population version of the GWO (MPGWO) was proposed which extends the idea of the original GWO for solving optimization problems with multiple and convicting populations. In MPGWO, a fixed sized external archive is integrated to the GWO for saving and retrieving the Pareto optimal solutions. This archive is then employed to de ne the social hierarchy and simulate the hunting behavior of grey wolves in multi-objective search spaces, and share and exchange information among different populations in order to improve the diversity of the population for the purpose of optimal solutions.
The new proposed hybrid optimization algorithm using the ACO and MPGWO as evolution method and has the ability of meme evolution while derive from Frog Leaping algorithm (FLA) in order to improve the performance when taking the advantage of the two algorithms. The detailed implementation of the proposed optimization algorithm is described in TABLE 2. 
IV. EXPERIMENTS RESULTS AND DISCUSSION
In this section, in order to test the performance of our proposed MIHCS-ELM method, we will provide a wide range different experimental results in different quarters to access the effectiveness of the proposed new method.
In the experiment, the system operating environment is Intel (R) Xeon (R) CPU E3-1231 v3@ 3.40GHz 3.40G Hz, memory 16GB, running Win7 PC, and the programming language is Matlab2013a. In order to verify the validity and robustness of the proposed ELM algorithm, the experiments are including five part:
(1) At first, in Section IV-B,we test the performance and the robustness of the proposed ACO-MPGWO optimization algorithm, which proposed in Section III-B while using for obtain the parameter of the hidden layer node L and output weight β. (2) In Section IV-C, in the proposed hybrid MIHCS-ELM model, the penalty factor C is crucial. For different data sets, the parameter variation may reflect different experiments performance, For the purpose to prove the coefficient C is not sensitive to the generalization performance. In this experiment, we will compare the performance with different coefficient C on two benchmark data sets: AR and LFW database. (3) In Section IV-D,in order to test the usefulness of the proposed hybrid MIHCS-ELM method, we using it for face recognition task. While the comparison with those face recognition methods are not concentrated for the reason that this paper is not specifically for face recognition. So we test on two benchmark data sets: AR face database and LFW database. (4) In Section IV-E, in order to test the generalization performance for regression problems of the proposed hybrid MIHCS-ELM algorithm, we compare it with the common SLFN methods including incremental ELM (I-ELM), error minimized ELM (EM-ELM), enhanced random search based ELM (EI-ELM) bidirectional ELM (B-ELM) using UHI real data set. (5) In Section IV-F, in order to test the generalization performance for classification problems of the proposed hybrid MIHCS-ELM algorithm, we compare it with the common SLFN methods including, incremental ELM (I-ELM), error minimized ELM (EM-ELM) enhanced random search based ELM (EI-ELM), Parallel Chaos ELM (PC-ELM) using UHI real data set.
A. DATASETS AND EXPERIMENT ENVIRONMENT SETTINGS
In these experiments, for the purpose to verify the performance of the proposed novel MIHCS-ELM method, several databases are used.
For the experiments shown in Section IV-C to prove the coefficient C is not sensitive to the generalization performance and Section IV-D to test the usefulness of the proposed hybrid MIHCS-ELM method for face recognition task, the well known AR face database and LFW database are used.
The LFW face database contains 13223 face images which captured from 5749 different subjects while designed for unconstrained face recognition. FIGURE 3 shown some sample images from the LFW database. The AR face database is one of the most used face database while contains 3288 colorful images from 135 subjects (76 males and 59 females). Typical occlusions involved and also captures expression variations and lighting changes. FIGURE 4 shown some sample images from the AR database.
For the experiments shown in Section IV-E and Section IV-F to test the generalization performance for regression problem and classification problems respectively. The UHI machine data set are used which including 13 regression problems and 14 classification problems, the specification of the data is given in TABLE 3. In the Table, the notation #train means the relevant data are using for create training set and the notation #test means the relevant data are using for create testing set. In the proposed ELM model, the coefficient C is very important. For different data sets, the parameter variation may reflect different performance. So in this paper, we try to use large variety value from the set 2 0 , 2 1 , 2 2 , . . . , 2 15 . By the way, we select L from the set {100, 200, 300, 400, 500}.
B. EVALUATE THE PERFORMANCE AND ROBUSTNESS OF THE ACO-MPGWO OPTIMIZATION ALGORITHM
In this section, we will evaluate the performance and robustness of the ACO -MPGWO optimization algorithm that proposed in section III-B in this paper.
In this experiment, we are using 9 typical functions, which stated in TABLE 4 In the numerical experiment, the scales of the population in four algorithms are all the same that means N p = 40, the number of the iteration in each method is 2000. For each typical function, the times of the optimization which using four optimization algorithm is 50 and the average optimization value will be utilized as the final optimization result. TABLE 4 outlined the optimization result using DE, PSO, FLA, DEPSO and ACO+MPGWO methods while make use of 10 typical functions. From the optimization results which shown in TABLE 6, we can found that when we taking optimization experiment to the typical function F n2 , the searching performance obtained using four optimization algorithms all can reach a ideal result.
While the optimization result taking another nine typical functions can be summary as follows: (1) . For the precision of searching results, the proposed ACO-MPGWO optimization method is better than the DE, MPGWO and the FLA methods obviously when it taking to the other nine typical functions, and its can obtain more precise solution. (2) . For the ability of out of local minimum, the MPGWO algorithm falls into the minimum value point quickly and the length which play the major role in the time domain in the optimization periods is very short; for the proposed ACO-MPGWO strategy, its can out of the local minimum continuously in the iteration process in order to search the optimal solution and its have a better searching ability. In conclusion, the proposed ACO-MPGWO optimization method have a better improvement in the searching optimization ability and its have a good balance to the searching optimization precision and convergence speed.
C. PARAMETER SENSITIVITY ANALYSIS
In this section, we will try to prove the coefficient C in the proposed MIHCS-ELM method is not sensitive to the data sets, and we test it on the two popular face database: AR and LFW face database. Furthermore, in this paper, we try to use large variety value from the set {2 0 , 2 1 , 2 2 , . . . , 2 15 }. We compare it with the common SLFN methods including, ELM, incremental ELM(I-ELM), error minimized ELM(EM-ELM) enhanced random search based ELM (EI-ELM), and the experiment results shown in FIGURE 5.
From the experiment results shown in FIGURE 5, we can observe that there is no large performance variation of the proposed method with respect to parameter C. Form which we also find that our method and original ELM are not sensitive to the tradeoff parameter variation, and the better recognition performance can be obtained when C is set as 2 5 , 2 10 , 2 20 respectively.
Further more, different from the dimension reduction problem, in this paper, we focus on testing accuracy, so we take some experiments between DBN and our method on the Parameter sensitivity analysis without iterative tuning using UHI real data set which given in TABLE 3.
Contrary to other methods, which have many parameters and sensitive to the parameters in some sense. From the results shown in FIGURE 6, (a)-(c) stands for sensitive performance test with our proposed MIHCS-ELM method on Codrna, Covtype and Connect-4 data set, (d)-(f) stands for sensitive performance test with our proposed DBN method on Codrna, Covtype and Connect-4 data set. As seen in FIGURE 6 , that our method is not sensitive to the generalization performance. The user can choose these parameters randomly at the outset without affecting generalization performance in the learning process. 
D. FACE RECOGNITION ANALYSIS
In this section, we will conduct the face recognition using the proposed MIHCS-ELM method on the AR and LFW face database in order to test the performance and usefulness of the proposed method. While in this experiment, the focus is the performance test of MIHCS-ELM method not specifically for face recognition. So we compared with some well known face recognition methods, such as NN, SVM, some cost sensitive based methods: CSPCA, CSLPP, CSLDA, and some ELM based methods: ELM, KELM, CS-ELM, WELM and E-ELM. In the experiment, the results of the ELM based methods with penalty coefficient C = 2 p . The detailed results are shown in TABLE 7.
From the experiment results shown in TABLE 8, which have following observations: 1) In the AR face database, among the three subspace based face recognition methods, the CSLPP method perform the worst that the possible reason is that the feature of the low-dimensional embedding in manifold with LPP is not dominant in the AR face database. But the CSLDA method shows its better performance compared with CAPCA and CSLPP. 2) In the AR face database, for the ELM based method, we can find that the KELM method give a significance superiority recognition performance compared to the original ELM and WELM, which more than 5.2% and 4.4% respectively. Further more, the recognition rata of the proposed MIHCS-ELM shows the best recognition performance among all the existing method given in this paper which can reach 92.7%, its with 5.6% and 3.3% recognition improvement compared with KELM and CS-ELM, while the results demonstrates the effect of the proposed MIHCS-ELM clearly. The superior performance show that the proposed MIHCS-ELM method in this paper can effectively improve face recognition. 3) For the LFW face database, the ELM based methods outperform than the subspace based method obviously, among these methods, the NN based method shows the worst recognition performance, the possible reason is that the LFW database consisting of many face pairs and the corresponding intrasample information is lost.
E. REGRESSION PROBLEMS ANALYSIS
In this part, we will evaluate the performance of the proposed MIHCS-ELM based on the regression problem. In the comparing experiment, the purpose is to evaluate the generalization and robustness of the MIHCS-ELM, so we compare it with four basic ELM algorithms: incremental ELM(I-ELM), error minimized ELM(EM-ELM), enhanced random search based ELM (EI-ELM) bidirectional ELM (B-ELM) using UHI real data set which given in TABLE 3.
In the experiment, the number of initial hidden layer neurons in the neural network is one and the number of hidden layer neurons in each iteration is increased by one, all the extreme learning machines have the same hidden layer neurons and the same number of iterations. The comparison of the training time and the testing root-mean-square error(RMSE) on the regression problem test is outlined in TABLE 8.
From the experiment results shown in TABLE 8, it can be found that the learning speed of the proposed method are much higher than other methods. For example, for the Auto MPG problem, the training time of the proposed MIHCS-ELM method is 0.0001S, it run 156 times, 2025 times, 13004 times, 75 times and 3732 times faster than the ELM, I-ELM, EI-ELM, EM-ELM and B-ELM respectively. For the Delta elevators problem, the training time of the proposed MIHCS-ELM method is also about 0.0001S, it run 616 times, 4680 times, 35478 times, 431 times and 453 times faster than the ELM, I-ELM, EI-ELM, EM-ELM and B-ELM respectively. Furthermore, the comparison results of the average testing accuracy are shown in FIGURE 7. In the FIGURE 7, the x− of the figure stands for the number of the hidden nodes and the y−show the average testing root mean square error (RMSE) respectively. For the results shown in FIGURE 6, it can find that the MIHCS-ELM proposed in this paper show the best testing performance compared to other ELM based methods, for example, the testing error of Ca house data set obtained by the standard ELM is two times higher than our proposed MIHCS-ELM method. Further more, the testing RMSE obtained by the ELM approach to 0.0010 when 2000 hidden nodes used, on the other hand, the testing RMSE obtained by the proposed MIHCS-ELM method approach to 0.0010 when only 89 hidden nodes used.
F. CLASSIFICATION PROBLEMS ANALYSIS
In this part, we will evaluate the performance of the proposed MIHCS-ELM based on the classification problem. In the comparing experiment, the purpose is to evaluate the generalization and robustness of the MIHCS-ELM, so we compare it with four basic ELM algorithms: incremental ELM(I-ELM), error minimized ELM(EM-ELM) enhanced random search based ELM (EI-ELM), Parallel Chaos ELM(PC-ELM) using UHI real data set. which given in TABLE 3.
In the experiment, the number of initial hidden layer neurons in the neural network is one and the number of hidden layer neurons in each iteration is increased by one, all the extreme learning machines have the same hidden layer neurons and the same number of iterations. The comparison of the average testing accuracy on the classification problem test is displayed in FIGURE 8 .
From the results shown in FIGURE 8, the advantage of the proposed MIHCS-ELM method for training speed is significantly. Then we consider the Connect-4 data set, which have large number of training samples with medium input dimensions and Hill Valley data set while have medium number of training samples with medium input dimensions. For Hill Valley data set, the proposed methods provide a much better performance compared to other ELM based methods, its run 3times,20 times, 25 times and 1200 times faster than I-ELM, EI-ELM, EM-ELM and ELM. For Connect-4 data set, the proposed methods provide a much better performance compared to other ELM based methods, its run 5600 times,300 times, 45 times and 1000 times faster than I-ELM, EI-ELM, EM-ELM and ELM.
V. CONCLUSION
In this paper, an novelty ELM method named a novel ELM method which called Multilayer Incremental Hybrid Cost Sensitive Extreme Learning Machine (MIHCS-ELM) with Multiple Hidden Output Matrix and Subnetwork Hidden Nodes is proposed. The proposed method has several interesting features different from existing ELM based methods. VOLUME 7, 2019 1) a hybrid hidden nodes optimization method is given which based on ant clone method and multiple grey wolf optimization method; 2) a multiple hidden layer output matrices are being using through weighted calculation of different output matrices to generate a new hidden layer output matrices which can optimize the network architecture effectively; 3) Different from other ELM based method which the combination of the parameters is very sensitive to the generalization performance, the experiment results given in this paper show that the regularized parameter C is not sensitive to the generalization performance, the experiments results indicates that the methods given in our paper can give significant improvement on training accuracy and the user can choose parameters randomly at the outset in the learning process. In the future work, there still some developing space for us to explore the proposed methods in the near future. First, it is still a challenging to make more insight of ELM for exploring its deep learning capability and bring some new perspective. Second, from a network architecture point of view, we using only one type input and multi-feature have been investigated by using local receipt field.
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