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achieve this objective, a robot must be able to correctly perceive its environment, plan its path, and 
move around safely, without human supervision. Navigation from an initial position to a target lo-
cation has been a challenging problem in robotics. This work examined the particular navigation 
task requiring complete coverage planning in outdoor environments. A motion planner based on 
Deep Reinforcement Learning is proposed where a Deep Q-network is trained to learn a control 
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this path planning algorithm, a computer vision system is presented as a way to capture the images 
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lation results show that the algorithm generalizes well to different types of environments. After mul-
tiple sequences of training of the Reinforcement Learning agent, the virtual mobile robot is able to 
cover the whole space with a coverage rate of over 80% on average, starting from a varying initial 
position, while avoiding obstacles by using relying on local sensory information. The experiments 
also demonstrate that the DQN agent was able to better perform the coverage when compared to a 
human.  
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Chapter 1
Introduction
This chapter introduces the problem that this thesis project addresses, the context
of the problem, the goals of this study, and outlines the structure of the report.
1.1 Background
The use of robots in various fields such as in the military, for firefighting, or more
commonly for domestic use has grown considerably in the past few decades. Re-
cent and high-end robots include auto-navigation systems that introduce map-
ping technologies and different techniques for building and maintaining map-like
representation of the workspace, instead of navigating in their environment by us-
ing a more or less ”random” approach while taking into account given constraints
[1]. Robots that successfully navigate in their space, are able to so with the help of
various types of sensors such as GPS, LiDARs, ultrasonic sensors and sometimes
a camera as the primary means of detection and localization. In fact, a common
approach to the navigation tasks, used for instance in some UAVs and sweeping
robots, usually involves the use of measurement data to (i) localize the robot in
the environment and (ii) identify relevant characteristics of the environment such
as the position of obstacles or other objects that may be of interest. Therefore, the
autonomous agent relies on the data it collects to try to extract useful information
from the environment which serve as a basis for decision-making.
In general, the objective when designing autonomous and intelligent mobile
systems is to develop smart robots capable of gaining and using knowledge and/or
experience acquired from the analysis of collected data to improve their navi-
gation techniques and their behavior. In this context, it is essential that robots
learn not only from the processing of sensors input data, but also from the conse-
quences of their actions. In this regard, trajectory and motion planning in static
and known environments is a well-defined and known problem in the literature
on robotics and control [2], [3]. It has been the subject of in-depth research in
particular with a focus on the energy efficiency which is critical for robots; see, for
example, [4], [5] and references therein. The introduction of Machine Learning
techniques unlocked several technological barriers and is at the origin of signif-
icant advances in missions involving navigation or motion planning. Complete
Coverage Path Planning is a particular case of those missions where an area needs
to be covered entirely such as in cleaning, lawnmowing, demining or even paint-
ing. Unlike other activities that have been vastly automated, the majority of com-
plete coverage operation are still nowadays accomplished manually. This is due to
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the fact that there aren’t solutions that completely fulfill the needs of the users.
In fact, some of the current strategies for controlling and guiding the robot to
accomplish complete coverage are particularly demanding in terms of computa-
tion time [6] and are sensitive to noise and uncertainties in sensors data. Indeed,
the control and planning of the trajectory often requires the exploration of a large
an potentially infinite space of solutions. However, Machine Learning in general
and Reinforcement Learning in particular which allows to represent robots as soft-
ware entities, opened new possibilities to enhance the strategies of the control of
robots. Motion planning can be performed for relatively complex situations, and
acceptable trajectories can be derived in reasonable time.
1.2 Problem
In this thesis, the autonomous navigation problem in an unknown structured en-
vironment is first modeled a Markov Decision Process and the challenge is to solve
it in the form of a discrete-time control problem using deep reinforcement learn-
ing so that the coverage task can be automated. The method should enable the
agent to navigate from an arbitrary departure point and explore the entire space
using solely local information provided by the embedded sensors informing the
robot on its surroundings. In [7], an engine is developed to perform sensor-fusion
and merge data coming from different types of sensors. Others techniques opted
for rangefinders as in [8], but the use of cameras has increasingly become common
[9], [10] in the literature. And in this work, given that the real robot is equipped
with a stereo camera (see figures in the appendix), it is used as the main sensor to
observe the space. The flow of 3D images is to be used to identify the vicinity of
the robot and it will therefore serve as an input for the model to make decisions.
The case study of the lawnmower is taken into consideration and we assume that
the exact values of the state variables characterizing the real-time position of the
robot can be obtained without noise. The real-time localization of the robotic sys-
tem can also be supposed perfectly known as it can be obtained conveniently by
either opting for an absolute position using technologies such as GPS or DGPS in
outdoor environment for example, or choosing to track the movement with the
help of an appropriate odometer as it has successfully been done in [11]. In this
setting, the impact of the noise and uncertainties on sensor measurements and
state observations of environment is not negligible but will be not be addressed in
this work. This study was carried out with simultaneous map building and without
offline path planning. This means that actions are taken on the fly and online.
In practice, before starting the coverage task it is hardly possible for the agent
to have complete and perfect knowledge of the workspace it is placed in. For this
reason, the main objective of this project is to design a motion controller to navi-
gate a mobile robot, in an unknown environment such that the entire free space is
explored using as few resources as possible, and is as little time as possible while
avoiding collisions with obstacles.
Firstly, the space to be covered is represented with an occupancy grid map
[12], which is a discrete map of the environment. Without loss of generality, we
chose a rectangular shape and we divide the environment into cells with similar
width and height and of comparablesize as the robot shown in Figure 1.1. Cells are
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characterized by their type (or state) as well as their position as it was introduced
in the preliminaries.
obstacle obstacle
Non vi si ted cel l
For bi dden cel l
St ar t i ng posi t i on
Cover ed cel l
FIGURE 1.1: Top-view of a mobile robot performing complete cov-
erage in an environment.
As the robot explores the unknown environment, a 2D occupancy grid map is
generated using data extracted from the camera and the robot’s odometry (for the
robot position). Next, every cell inside the occupancy grid is classified. Each cell
can be visited, non-visited, forbidden (or occupied), respectively depicted in or-
ange, white and grey in Figure 1.1. Cells which are not in the range of the sensors
are classified as unknown. Sensor measurements help identify obstacles by pro-
viding information on the state of the cells surrounding the robot, thus allowing
the algorithm to update the map accordingly as the robot moves around.
In the base case scenario, the visibility of the robot at a given position is limited
to the 25 cells that are immediate neighbors. This is shown in Figure 1.1. The
area scanned by the robot is colored in blue and represents the neighbouring cells
visible to the agent, included in the set Ni .
1.3 Purpose
As mentioned earlier, studies tackling the problem of complete coverage path plan-
ning have not made the most of the progress in Deep and Reinforcement Learn-
ing especially regarding trajectory optimization and computational efficiency. For
this reason, building autonomous robots making use of these available techniques
deserves more attention, especially given the existence of plethora of problem
formulations and possible improvements, as well as the applications to diverse
robotic systems with limited memory, energy resources and computation capabil-
ities. This is one of the key elements that motivate this thesis. The aforementioned
studies treated different aspects of the coverage problem focusing for example on
a cooperative solution involving several agents such as in [13] or [14]. More specif-
ically, the most significant contributions to solving complete coverage tasks, that
make use of the Deep Reinforcement Learning framework are rather recent and in-
clude for example [15] which focuses on an energy-efficient coverage under vary-
ing power constraints for a UAV, and [8], where the navigation task is formulated
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as a POMDP and a DRL scheme was applied to derive a policy rapidly enabling
the agent to reach a target in an unknown and complex environment. To the best
of the author’s knowledge, there are no studies that have applied a combination
of DL and RL methodologies when dealing with CCPP in unknown environments
for mobile robots. This is the second point that motivates this thesis. Moreover,
as explained earlier, autonomous navigation in unknown environments from an
initial position to a desired target without colliding with obstacles is a crucial task
in robotics. But this work considers the special case navigation task of a coverage
for a robot such as a lawnmower and aims at addressing this challenge thanks to a
novel definition of the coverage problem. The work carried out during this thesis
focuses on the problem of navigation in unseen and possibly dynamic environ-
ments, by means of sensor-based local and limited perception. This is the third
element that motivates this thesis. Finally, in this thesis project, the purpose is to
formulate the navigation problem in a way that makes it convenient to use DRL
such that navigation strategies for the robot can be derived in reasonable time.
This is a problem without an a priori model of the environment (model-free) and
without a predefined strategy (off-policy) with the objective of designing an end-
to-end online motion planner with the help of DRL.
Based on the objectives mentioned above, the aim of the master thesis can be
summarized in the following research questions: how to perform complete cover-
age based on Reinforcement Learning and how efficient is it? Several underlying
other questions are raised by this research question, such as how to model the
environment? or how to avoid obstacles?
Note that the nature of this work is mainly exploratory, as it attempts to apply
Deep Reinforcement Learning to automate coverage. This study does not claim
nor strive to solve the problem of ground coverage. Instead, it provides an initial
reflection upon which future work can be based.
1.4 Goals
In the long run, this study could serve as a first step and a basis for path planners
that are based on RL and DRL especially those under computational or energetic
constraints. This is particularly interesting for some type of applications and de-
vices in robotics. As stated above, the goal is to be able to achieve sensor-based
navigation in unknown areas with the help of the Reinforcement Learning frame-
work in order to succeed in covering the ground with a good coverage rate which
is evaluated with appropriately defined metrics. The comparative analysis and
experiments allow to have an idea on how effective the deployed strategy is.
The simple problem formulation makes it possible to quickly generalize the
solution concept to various domains with little changes or adjustments in the
structure. This is made possible thanks to the mathematical tools used in the
scope of this thesis.
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1.5 Ethics and Sustainability
This work is in line with the Open Science principles, making sure any produced
knowledge is accessible to everyone. Besides, this project was conducted thanks
to free and open source tools and platforms. The data used for training the DRL
model have been generated artificially. The code produced in the scope of this
project, and associated with both the AI component and the simulation environ-
ment is online and available on the author’s GitHub account1,2 to share it with
the scientific and research community and encourage collaboration. Moreover,
the development of some components in this project required consequent com-
putational resources (for instance, the training of the model often takes over 24h)
which consume significant amounts of electricity. It goes without saying that their
use has immediate and tangible consequences. Therefore, in order to minimize
the carbon footprint of the entire project, special attention has been paid to the
reasonable and intelligent management of said resources. For example, interme-
diate results are regularly saved during the training process so as to avoid restart-
ing from the beginning when needed. From a moral and ethical perspective, this
research project guarantees that it does not present results or theories that are
not backed-up with scientific evidence. Nevertheless, the work carried out raises
questions and concerns from an ethical point of view. Looking at it from a wider
perspective, the proposed algorithms and the contributions exposed can be de-
ployed in various systems as mentioned above. On the one hand, there is the issue
of security since a human presence is often possible and even desirable for moni-
toring purposes when operating robotic systems. On the other hand, in a domes-
tic environment, the use of such systems which implement sensors like a camera
could violate the privacy of users. Therefore, this ethical question is of paramount
importance when developing intelligent systems. In general, a responsible engi-
neer or research scientist has the duty to ensure that the systems he participates
in designing fulfill their mission without endangering the physical, social or moral
integrity. This can only be done if the developed system is questioned in terms of
its absolute usefulness and the benefit it brings to the user, as well as its sustain-
ability. This can possibly be done as suggested in [16] by introducing safeguards
upstream in order to define a framework for the proper functioning of the system.
Nevertheless, one should be aware of the fact that every computer system is hack-
able, and as a consequence, it can be used for malicious and abusive purposes. It
is a risk that comes with using this type of devices. This security aspect is critical
for Intelligent Autonomous Systems which are very complex, but it is out of the
scope of this master thesis, which is destined to present an approach to solve a
technical and scientific problem in an academic context.
1.6 Research Methodology
In order to answer the research question, several elements must be taken into
account. First, as exposed in [17], this project follows both the quantitative and
1https://github.com/omar-bfs/gym_maze
2https://github.com/omar-bfs/DQN
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qualitative research methodology by applying a comparative and deductive ap-
proach. Given the nature of the studied problem, data is generated for the path
planning part to simulate real world scenarios. Later, the data is processed and
analyzed with mathematical and statistical tools, that are known to be reliable.
This also allows the results to be reproducible. For the image analysis part, real
images were used by the computer vision component, which backs up the validity
of the method. Additionally, the results produced by the algorithms are designed
and evaluated numerically. For this purpose, performance metrics are defined
to set a baseline and an objective reference for comparison. And in order to as-
sess the quality of the presented work, validation and verification are done with a
study of the results in light of other methods as well as a discussion on the diffi-
culty of deploying such a technique on a real physical system, particularly in terms
of complexity.
Throughout this work, the link between theory and practice is constantly es-
tablished whenever possible. This is particularly important since the program de-
veloped is an algorithm that is eventually destined to be used on physical entities.
This also supports the validity of research. The training and testing data sets are
created according to a specific distribution so that it corresponds to a certain re-
ality. This gives consistency and reliability to the methodology and the results. Fi-
nally, conclusions are drawn from analysis of the results, as well as a comparative
study.
1.7 Outline
The rest of the report is organized as follows; in chapter 2, we gives a brief overview
of the Reinforcement Learning and the underlying concepts, in Markov Decision
Processes in particular. The learning problem is introduced as well as the math-
ematical framework and tools used to implement the proposed Deep Reinforce-
ment Learning algorithm. This section reviews other related technologies in the
field of complete coverage path planning.
Chapter 3 defines the type of neural networks used in this study in relation with
the Complete Coverage Planning problem as well as the assumptions made. This
chapter also explains the choices made in terms of the structure of the proposed
solution and the integration of different components.
Numerical results evaluating the performance of the proposed path planning
technique are presented in chapter 4. Firstly, this section reveals intrinsic charac-
teristics and the behavior of the agent before comparing it later to existing algo-
rithms on the basis of chosen performance metrics. A second experiment is also
presented in this part where the DQN competes against a human player to cover
an area as rapidly as possible. This section is concluded with a discussion on the
obtained results.
Finally, in chapter 5, we summarize this work and draw directions for future
work, providing insights for possible improvements and potential approaches to
extend this study.
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Background
Reinforcement Learning (RL) is a type of Machine Learning that is concerned with
sequential decision making. A RL problem is composed of an agent and an envi-
ronment. The RL agent interacts with the environment it is placed in and obtains
in return a scalar reward as shown in Figure 2.1. More precisely, at each time step,
the agent gets a representation St of the environment and given this representa-
tion, an action At is selected. The environment then transitions into a new state
St+1 and the agent is given a reward Rt as a consequence of its previous action At .
This reward allows the agent to asses the quality of the action taken. The objective
for the RL agent is to learn an optimal action policy, which is a mapping between
the states and actions that maximize the expected cumulative reward.
Envrionment
Agent
St ate
Rew ar d
Rt+1
St+1
Rt
St
Acti on
At
FIGURE 2.1: The agent–environment interaction in a Markov Deci-
sion Process.
RL is different from traditional methods of supervised learning since the agent
doesn’t know which is the best action to take at a given moment and needs in-
stead to determine it based on a trial-and-error approach as explained previously.
A Reinforcement Learning problem is usually formulated as an optimal control of
a Markov Decision Process (MDP). Other aspects of RL such as the optimal pol-
icy, the value function and the Bellman optimality condition are discussed in this
chapter.
2.1 Notations
Throughout this document, the set of real numbers is denoted by R. Vectors are
denoted by small letters whereas matrices are denoted by capital letters. The
transpose of a matrix A is denoted by AT . For A 2 Rn£n , Ai j denotes the entry
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in row i and column j . The i th component of a vector x is denoted by xi . E{·} rep-
resents the expectation of its argument and the cardinality or number of elements
of a finite set S is denoted car d(S ).
2.2 Preliminaries
The path planning problem in an unknown environment with transitions between
different states can be conveniently captured by a directed graph G (N ,E ) of or-
der n (n ∏ 2), where N = {1,2, . . . ,n} is the set of nodes representing the possible
positions the system can be at and E µN £N is the set of edges. A directed edge
from node i to node j is denoted by "i j = (i , j ) 2 E and represents a link between
neighboring positions which are connected, thus allowing the system to go from
position j to position i . A graph is said to be undirected if and only if " j i 2 E
implies "i j 2 E . In this work, links are bidirectional given the motion planning
problem considered. All positions that are directly connected to node i are said
to be neighbors of position i and belong to the set Ni = { j 2 N | " j i 2 E }. Hence,
at every given position (xi , yi ) the agent can observe the states included in the set
Ni = { j 2 N | " j i 2 E }. The graph is strongly connected since all accessible states
of the workspace are reachable from any initial position, i.e., all states are recur-
rent. Therefore, the corresponding Markov chain is irreducible. This formulation
is particularly suitable for the coverage problem given that the final objective is to
visit all the nodes that can be reached. It should be noted that the graph repre-
senting the workspace is a priori non stationary as it evolves in time depending
on the changes in the environment it is representing. Each node i is characterized
by a unique and unchangeable tuple (xi , yi ) which translates into the geographic
position in the Cartesian 2D space. A variable si is used to describe at a given time
the nature (or state) of node i (visited location or not, obstacle, starting position,
etc.).
si (t ) =
8
>><
>>:
1 if cell (xi , yi ) is a free cell,
2 if cell (xi , yi ) is an obstacle,
3 if cell (xi , yi ) is a visited cell,
0 if it’s unknown.
2.3 The Markov Decision Process
In practice, the RL agent is the emulation or software entity of the physical sys-
tem and its control actions for decision making. For this reason, we use the terms
agent and robot interchangeably throughout this report. In the RL framework, the
agent is the brain responsible for learning and taking decisions, and as exposed
earlier, the goal of RL is to control the actions of this agent through a suitable
control action policy. The agent continuously interacts with an environment, in
particular through the sensors and the actuators. A mobile robot operating in a
real environment has to face many uncertainties and the actions it performs do
not always result in the expected outcome. Moreover, sensors send back data that
is often noisy which further complicates the precise characterization of the rela-
tionship between the two and its dynamics. This interaction process between the
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agent and the environment and the feedback control loop shown in Figure 2.1 is
modeled by a Markov Decision Process. The formalism introduced by Markov’s
Decision Processes makes it possible to incorporate the uncertainties in the in-
teraction with the environment. MDP have been extensively studied by Bertsekas
[18], White [19], Whittle [20] and Puterman [21] and are still today at the heart of RL
theory. Given that they take into account the possible the uncertainties associated
with real-world scenarios, the control policies obtained are usually significantly
more robust than those obtained with deterministic methods.
At each time step, an action is selected which makes the system transition into
a new state and resulting in a reward. The happens sequentially and leads to what
is known as a trajectory, which is the sequence of states (and also actions and re-
wards).
For the coverage problem, at a given moment, the state of the system is deter-
mined by the the situation of the entire space t(covered, non covered areas, posi-
tion of the robot and obstacles, or unknown areas). However, the current state of
the environment is not completely observable, hence an assumption of complete
observability of the corresponding MDP is not valid. This assumption is very im-
portant and has the advantage of allowing the calculation of trajectories based on
the observable subset of the state space, which is by definition smaller than the en-
tire set representing the free space, hence reducing the computational complexity
of the online process of algorithm to take an action.
2.4 Theoretical Framework
2.4.1 Markov Process
Definition 2.4.1. A stochastic process describing the state St is called Markov
Chain if and only if the conditional probability of St+1 given St ,St°1, ...,S1 depends
only on St , i.e.,
P [St+1|St ] = P [St+1|St , ...,S1]. (2.1)
In other words, the future is independent of the past given the present. This means
that knowledge of the present is sufficient to predict the future. However, this does
not mean that the future is independent of the past.
Definition 2.4.2. A Markov Decision Process is a tuple (S ,A ,P ,R,∞)
• S is a finite set of states
• A is a finite set of actions
• P is a state transition probability matrix, pass0 = P [St+1 = s
0|St =, At = a]
• R is a reward function, Ra = E[Rt+1|St = s, At = a]
• ∞ is a discount factor, ∞ 2 [0,1]
In general, the transition probabilities from a Markov state s to a successor
state s0 are given by ps,s0 = P [St+1 = s0|St = s] and represented in the transition
matrix P which defines transition probabilities from all states s to all successor
states s0.
P =
2
64
p1,1 . . . p1,n
...
. . .
...
pn,1 . . . pn,n
3
75 . (2.2)
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The reward function Ra = E[Rt+1|St = s, At = a] informs us on the quality of
the decision to take action At while being in state St . This is very important as it
is based on this criteria that actions are selected and the overall action policy is
improved. However, we are not only interested in the reward for one single state,
but rather the total cumulative reward that obtained from being and thus covering
a sequence of states. That is why we define the goal Gt .
Definition 2.4.3. The return Gt is the total discounted reward from time-step t.
Gt = Rt+1 +∞Rt+2 + . . . =
1X
k=0
∞k Rt+k+1 (2.3)
The value of receiving reward R after k+1 time-steps is ∞k R and with ∞ 2 [0,1[,
this means that immediate rewards are valued more than delayed rewards, which
is an important aspect when dealing with Markov Reward Processes in the context
of Reinforcement Learning. In practice, this signifies that we try to maximize in
priority the present reward since future ones are discounted and thus given less
importance. Therefore, ∞! 0 gives the agent a "short-sighted" evaluation whereas
∞! 1 makes it possible for the agent to consider rewards in a ”far-sighted” fashion.
One of the main reasons why the reward is discounted with time is because of
the uncertainties on the future which come from the imperfect knowledge of the
model of the environment. In fact, for the considered coverage problem, a model
of the dynamics of the environment is not available and the possible changes that
may occur in the free space (moving obstacles for instance) remain uncertain.
As we will see later in this work, the discount factor ∞ is one of the many parame-
ters that have an influence on the convergence speed towards the optimal action
policy during training.
This study is based, among other things, on an assumption consisting in consider-
ing the Markov process describing the environment as being partially observable.
This is due to the fact that this thesis considers CCPP for workspaces that are un-
known. We therefore define in the mathematical sense this concept which will be
of use later in this report.
Definition 2.4.4. A POMDP is a tuple (S ,A ,O ,P ,R,Z ,∞)
• S is a finite set of states
• A is a finite set of actions
• O is a finite set of observations
• P is a state transition probability matrix,
pass0 = P [St+1 = s
0|St =, At = a]
• R is a reward function, Ra = E[Rt+1|St = s, At = a].
• Z is an observation function, Z as0o = P [Ot+1 = o|St+1 = s
0, At = a]
• ∞ is a discount factor, ∞ 2 [0,1[
2.5. Model Free Methods 11
2.4.2 Value Function and Bellman Equations
Definition 2.4.5. The value function v(s) gives the long-term value of state s
v(s) = E[Gt |St = s] (2.4)
Simply put, this function represents how good is the state s for an agent to be in.
This value function can be decomposed into two parts (i) an immediate reward
Rt+1 and (ii) a discounted value of successor state ∞v(St+1) as follows:
v(s) = E
£
Rt+1 +∞v (St+1) | St = s
§
(2.5)
This equation called Bellman equation is crucial and it determines conditions for
optimality in the evolution of the states.
Definition 2.4.6. A policy º is a distribution over actions given states,
º(a|s) = P [At = a|St = s]. (2.6)
The policy determines the behavior of the agent.
Note that policies are time-independent.
Definition 2.4.7. The state-value function vº of an MDP is the expected return
starting from state s, and then following policy º
vº(s) = Eº[Gt |St = s] (2.7)
Definition 2.4.8. The action-value function qº(s, a) is the expected return starting
from state s, taking action a, and then following policy º.
qº(s) = Eº[Gt |St = s, At = a] (2.8)
2.5 Model Free Methods
Two classes of learning methods can be distinguished in Reinforcement Learning:
model-free and model-based methods. Model-based methods assume a repre-
sentation of the environment in which the agent evolves is available i.e., the tran-
sition function between states and the reward function are known and the agent
plans accordingly. In these cases, the environment can be represented by an MDP
and when the problem is well defined and its corresponding MDP is completely
known, solving it is straightforward and can be done using for example [18] based
on the Bellman equations [22] leading to the optimal policy that maximizes the
amount of reward the agent can expect to get. However, in most real world appli-
cations, the dynamics of the workspace (or the environment) the Reinforcement
Learning agent operates in, are usually not fully defined nor characterized. When
an agent is introduced in a new environment, how can it figure out - with no infor-
mation given on the environment - the right thing to do? How can it find out which
actions lead to the highest reward when a model of the environment is not known?
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This is the goal of model-free methods that learn directly from actual experiences
and the interaction of the environment.
Therefore, in this study case, the MDP is not given beforehand and the goal
is to solve it. More specifically, the environment is assumed to be partially ob-
servable (i.e., a POMDP). As a consequence, the equations governing the way the
environment operates (especially when it is dynamic) are not fully known across
the whole space.
In this hesis, the algorithm to be used is a model-free one which does not make
use of the distribution of probabilities of transitions (Equation 2.2) between states
associated with the MDP. The core idea of the algorithm is based on the trial-and-
error paradigm.
2.6 Solving the RL problem
There exist several ways of solving the RL problem:
1. Learning the value function by looking at the interaction under some policy
and learning from its result. For example, if the agent follows a random walk
initially, how well does it do in the coverage and how much reward does it
get?
2. Since is not necessary to learn the model of the environment, the agent can
instead learn a policy directly using algorithms such as Q-learning or policy
gradient as explained in the next part.
These two learning techniques are explained in more details in what follows. In
both cases, the learning procedure takes place in two steps and consists in first
evaluating the quality of a given policy by trying out things and evaluating how
good the outcome is and later optimize to converge towards the best policy.
2.6.1 Policy Search and Value Function Based Methods
There exist multiple methods to solve the RL problem through optimal control of
the process. The first one being policy search methods [23], such as REINFORCE
algorithm. Policy search methods try to optimize directly the policies which are
evaluated by constructing their Q-value functions (Equation 2.4). The algorithm is
initialized with an arbitrary policy. Next, the corresponding value function of that
policy is computed. Later, based on the previous value function, a new enhanced
policy is derived. This procedure is repeated and ensures in this setting that a new
policy is enhanced in comparison to the past estimated ones.
By contrast, value function based methods are based on the Q-value function
itself (Equation 2.4), i.e., the algorithm is initialized with an arbitrary Q-value func-
tion and an improved value is derived. This upgrade is performed with the goal
of eventually reaching the optimal value function. This way, the algorithm can be
trained off-policy (such as Q-Learning [24] and SARSA [25] for example). The main
advantage of this operating mode is that the Q-values are a direct indicator of how
good being in a given state is.
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In policy search methods, one can easily obtain the associated value function
with Bellman equations and for value function based methods, the optimal policy
can also immediately be derived from the optimal value function. The two tech-
niques rely on the same theoretical rules.
Besides, research has opened up the field to more sophisticated uses, in partic-
ular combining the two above-mentioned methods. In fact, a common procedure
for solving RL problems include Actor-Critic Methods [26]. Actor-critic methods
are a hybrid type of methods that share the most interesting features of the two
previously mentioned methods by exploiting at the same time the value function
and the policy function spaces. AC remain to this day the state-of-the-art schemes
particularly suited for continuous space problems. They are known to be relatively
fast compared to value iteration methods and are usually applied to simpler prob-
lems [27]. For example, the recent version of AC proposed by Mnih in [28] and
called Asynchronous Advantage Actor Critic (A3C), deploys a distributed system
involving multiple agents interacting in parallel with the environment and shar-
ing their knowledge and experience to achieve convergence more rapidly. One of
the drawbacks of this method lies in the complexity of its implementation and the
difficulty in designing it with the appropriate parameters allowing the expected
fast convergence.
In this work, we have finite input (state) and output (action) spaces, because
for convenience, a choice was made to address this problem in discrete form, thus
reducing the dimensionality and avoiding a possible combinatorial explosion.
2.6.2 Value Function Approximation
Using function approximators for representing and learning value functions in Re-
inforcement Learning makes it possible to generalize the learned model from seen
states to unseen states more easily instead of storing the value function for each
state (as it is the case in Q-Learning with a look-up table) [29]. This approach has
the advantage of being scalable to practical Reinforcement Learning problems. In
fact, for some problems such as the computer game Go, the state space is of size
10170. Therefore, the usual approaches making use of tables storing values in large
matrices are no longer practical because they do not scale-up especially in con-
tinuous (hence infinite) state spaces.
The goal is to build an estimate of the state-value function vº(s) (Equation 2.4.7),
using a parametric function approximator v̂(s,w) where w is a vector of weights
(of a neural network in our case). The objective is to use the function approxi-
mator v̂(s,w) that fits vº(s) with a limited number of parameters. The same rea-
soning applies to the action-value function q(s, a) (Equation 2.4.8) approximated
by q̂(s, a,w) across the whole state and action spaces. This method is very con-
venient since the approximation of the function can be used for states that have
never been seen before.
There exist several types of value function approximators: linear combinations
of features, decision trees, nearest neighbors, etc. Depending on the context, each
one of them leads to different results and efficiency. In what follows, neural net-
works are used especially because they have the crucial property of being differen-
tiable, which will be useful for computing the gradient and updating the network.
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This doesn’t change anything to the core concept of Reinforcement Learning
exposed in the previous paragraphs, with the exception that the policy is now gen-
erated by a neural network as it is shown in Figure 2.2.
Envrionment
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FIGURE 2.2: Reinforcement Learning with policy learnt via DNN.
2.7 Deep Neural Networks
The Neural Networks that are used in this thesis have witnessed considerable growth
in the past decade. They are increasingly used in many fields and are at the origin
of the greatest technological breakthroughs, such as the autonomous car, image
recognition in healthcare or AI-based trading in finance. This section presents the
core concept of Neural Networks (NN) in general as well as the particular case of
Deep Neural Network (DNN). The basics of Convolutional Neural Networks (CNN)
that are used in the final implementation are also exposed.
2.7.1 Artificial Neural Networks
Artificial Neural Networks (ANNs) are biologically inspired computer programs
composed of a collection of virtual neurons. As biological systems, the neurons are
connected together to form a network of nodes. In biological networks, synapses
play a key role in the guiding process of electrical impulses through the network.
The type of information circulating in neural nets is of scalar type, analogously to
electrical signals emitted in a brain of a living being. In Artificial Neural Networks,
neurons are the processing units. In fact, signals propagate and are transmitted
from one neuron to the next. Each input connection is associated with a param-
eter (also called weight) and the overall network behavior is determined by these
connections between the different neurons. The weights determine the strength
of the signal on a link between two neighboring neurons.
Feed Forward Networks
Feed Forward Networks (FFNs) are a special type of neural networks in which con-
nections do not form a cycle. Unlike Recurrent Neural Networks (RNNs) which are
used for different types of sequential tasks and in which signals can propagate in
both directions thanks to loops introduced in the network allowing them to have a
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temporary and short term "memory", FFNs tend to associate or map inputs with
outputs and are dynamic in the sense that their parameters (or weights) change
during the training phase until an equilibrium point is reached which corresponds
to a fitted or trained model.
In this type of networks, neurons are mathematical functions whose input is
the weighted sum of signals emanating from all preceding neurons (see Figure
2.3). The function applied to this input when the information traverses the node
is known as the neuron’s activation function. This process propagates signals from
the input neurons, to the output layer.
P
w1 w2 w3
x1 x2 x3
FIGURE 2.3: Operations at one neuron within a network.
Activation Functions
Activation functions are essential bricks in neural networks architectures since
they have a direct impact on the transmission (and non transmission) of signals
to the next neurons. Moreover, activation functions directly impact the computa-
tional efficiency of the network as well as the quality of the output i.e., the accuracy
of the predictions. Besides, activation functions also influence the convergence
speed and can sometimes even prevent neural networks from converging. The
most common activation functions include:
1. Logistic function (sigmoid): æ(z) = 11+e°z
2. Hyperbolic tangent function: t anh(z) = 2æ(2z)°1
3. Rectified linear units (ReLUs): ReLU (z) = max(0, z)
ReLu functions are with no doubt the most widely used [30]. These functions
operate exclusively in the hidden layers because they are differentiable and this
guarantees that the back-propagation algorithm explained in what follows works
properly. As for the output layer, several activation functions can be used depend-
ing on the type of Machine Learning problem: Sigmoid units (also called binary
step functions) are usually used for binomial classification and Softmax activation
functions which are used in the final architecture, are more suited to multinomial
classification.
Efforts have been made in the design of the architecture to minimize the im-
pact of the vanishing gradient. As such, the final network is not very deep. Nev-
ertheless, ReLU functions were used preventively instead of sigmoids to avoid the
vanishing gradient problem (see section 2.7.3).
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The Over-fitting Problem
Over-fitting occurs when the model is getting too complex during the training
phase. This translates into the weights becoming very large. This issue can be
dealt with in several ways. One of these techniques used in training is the dropout
[31]. It consists in randomly dropping units (neurons and their links) as shown in
Figure 2.4. By doing so, the overall structure becomes less complex.
FIGURE 2.4: Example of a simpler network created by dropping out
neurons in the network on the left.
Back-propagation & Network Weights Updates
In order to improve the accuracy of the network in predicting the outputs, the
weights are updated after each iteration and based on the loss function. For each
training instance, the training is performed in the following steps:
1. Forward pass through the network to make a prediction
2. Measure the error by computing the deviation from the real value
3. Backward pass going through each layer in reverse to measure the error con-
tribution from each connection
4. Modify the connection weights to reduce the error
Cost Functions & Optimization
Network updates are performed with respect to a loss or cost function (also called
objective function). Loss functions are another crucial component in neural net-
works. In fact, they define how a neural network learns. Training a NN consists in
minimizing the error on a training set. This is carried out using the Gradient De-
scent method, and requires the use of a loss function that needs to be optimized.
There exist several functions that can be used to estimate the error generated
by the set of weights in a NN. In the context of regression models, the RMSE is a
very popular one. However, the RMSE is very sensitive to noise as it merely sums
the square of the observed errors. That is why in this project, we opt for a slightly
different loss, called Huber loss that is more robust and less sensitive to outliers in
data than the squared error loss. In fact, the Huber loss combines the best proper-
ties of L2 squared loss and L1 absolute loss in the sense that it makes the function
”more convex”.
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A popular stochastic optimization method for solving the error minimization
problem is called Adam [32]. This stochastic optimizer was specifically developed
for training deep neural networks. When it was presented in 2015, it introduced
many advancements especially in training speed. Adam is one of the few optimiz-
ers that was designed to work well and be efficient across a wide range of problems
involving neural networks. The underlying principle of Adam optimization is still
the gradient descent method but its novelty lies in the fact that it also implements
adaptive estimation of first-order and second-order moments. This means that
for each parameter of the network, adaptive learning rates are computed to up-
date the weights. One advantage of this mechanism is that it slightly slows down
the learning which enables the network to better learn, thus improving the learn-
ing quality. This helps the algorithm converge rapidly, consequently increasing
the learning speed.
2.7.2 Convolutional Neural Networks
In the proposed algorithm, a Convolutional Neural Network is used to analyze the
environment. In fact, the space is entirely described by a dynamic map repre-
sented by image frames. CNNs are a special type of Artificial Neural Networks but
they function in a similar way as other types of Neural Networks. Although they
can be used for various types of problems, including some involving classifica-
tion, Convolutional Neural Networks (CNNs) are widely used to analyze images
and are known for their remarkable ability to detect, extract features and patterns
efficiently in images. They are composed of convolutional layers which apply con-
volution operations on the input images using filters which are matrices that con-
volve across the image. Using the convolutional layers allows the agent to learn
spatially invariant features across the map as the same filter is applied to differ-
ent sections of the map. This is particularly useful to identify the visited areas and
the areas occupied by obstacles. In this type of network, the deeper the network,
the more it will be able to detect sophisticated forms. More specifically, the layers
close the the input learn simple shapes whereas the following layers learn increas-
ingly complex features [33]. However, in our case there are no complex shapes to
learn but simple geometric forms identified by different colors, representing the
state of the considered areas. That is why, in the proposed model, only two convo-
lutional layers are deployed. Given the obtained results and the simplicity of the
frames, two seem to be enough. Experimentations showed that more layers did
not lead to better results.
2.7.3 The Vanishing Gradient Problem
The vanishing gradient problem [34], [35] is a phenomenon that can be observed
during the training phase of a neural network using gradient-based optimization
techniques. For a deep neural network, i.e., a network composed of multiple hid-
den layers, the learning is such that the error is minimized and the weights up-
dated. In this process involving back-propagation, the value of the gradients gen-
erally decreases as the values propagate backwards in the network. As a conse-
quence, this creates a disparity in terms of the speed of training because neurons
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in close to the input layer learn at a slower rate compared to the deeper layers.
In other words, the further one goes through the network, the lower the gradient
becomes and the more difficult the updating the weights is.
2.8 Related Work
The advances of techniques in the field of Artificial Intelligence shed lights on
novel strategies for learning directly from the raw sensors inputs with different
frameworks involving for instance Neural Networks or Reinforcement Learning.
In recent years, several methods have been proposed for tackling autonomous
navigation tasks with Deep Reinforcement Learning algorithms. These methods
usually model the navigation or motion planning problem as a Markov Decision
Process, and consider observations obtained from sensors readings as states. The
aim is to come up with with an action optimal policy capable of guiding the robot
to a target position, sometimes under constraints.
When it comes to complete coverage which is a particular case of motion plan-
ning, significant efforts have been made in completely known and stationary en-
vironments. The most common approaches are based on cellular decomposition.
The core idea consists in decomposing the space to cover into a set of cells that do
not overlap. Since this decomposition is typically done offline, it requires knowl-
edge about the environment such as the position of the obstacles and the critical
points. The robot can then look for a the sequence of actions which covers all the
cells that are adjacent. Full coverage is eventually carried out by back and forth
movements of the robot. This approach, although simple in practice, is not al-
ways applicable because an exact cellular decomposition does not systematically
exist for a given environment. In addition, it requires an a priori knowledge about
the workspace such as the position of the obstacles. In some cases, instead of
dividing the space into cells that cover exactly all the reachable areas, it is more
convenient to use an approximate cellular decomposition such as in [36]. A graph
coverage is performed by subdividing the workspace into discrete cells and follow-
ing a path in the graph formed from the cells, the robot is able to cover each point
only once. Choset [37] proposed a new solution to the cellular decomposition
which combines the advantages of cell breakdown with model-based approaches
and minimizes the number of cells used to subdivide the free space. However, this
approach also requires prior knowledge of obstacles locations and critical points.
Acar and Choset [38] then improved the cellular breakdown algorithm for bous-
trophedon to ensure that the recovery task does not require any prior knowledge.
This study tries to identify all the critical points of a morse function used to char-
acterize the space with means of sensors.
One drawback of the cellular decomposition is due to the fact that when the
environment changes, the workspace must be divided again. Additionally, an ap-
proximate cellular decomposition is by nature an approximation of the free space
and as a consequence some areas are not even considered as being part of the en-
vironment. They are therefore not covered which intrinsically decreases the per-
formance of the coverage.
Cao et al. proposed in [39] a method dedicated to a lawn mover to cover an
area while avoiding obstacles by combining laser scanning and a boustrophedon
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cellular decomposition. However, as explained earlier, information is necessary
for this algorithm to work properly such as the garden boundaries and the position
of obstacles.
Butler et al. proposed in [40] an algorithm called distributed coverage of rec-
tilinear environments, in which the robot can find the location of obstacles by
contact with the sensors.
[41] offers a localization strategy based on a particle filter (PFL) and an update
of the environment map using reinforcement learning. The localization strategy
of the the robot keeps in memory a map which is updated when there are im-
portant changes in the environment. Correct updating is carried out via RL and
this method teaches the agent how to decide by allocating rewards that are pro-
portional to the difference between the map and the LIDAR scans. The proposed
decision framework for updating maps leads to greater accuracy and offers local-
ization improvements compared to known approaches (e.g., SLAM).
In the literature, several strategies for complete coverage missions have been
considered, where the environment is unknown such as in [42]. In this sense,
methods proceed without a map which is the case in [43] for example, which
presents a learning-based mapless motion planner to reach multiple targets in
unknown environments. In general, for mobile robots, motion planners rely on
precise laser range sensing for creating and maintaining an obstacle map of the
navigation environment.
In general, studies focusing on non stationary environments with dynamic
obstacles are limited. Unlike complete coverage in stationary environments, in
dynamic environments, the calculated path can become invalid at any time due
to changes in the workspace structure. Therefore, the algorithm must be able to
quickly re-plan and adjust its path on the fly in real-time. For this purpose, Ya-
sutomi et al. [6] presented a coverage approach where a cleaning robot is taught
to clean room, while successfully avoiding obstacles and walls in an unseen en-
vironment. However, the complexity of the calculations involved in the learning
process, make it hard to handle complex and unstructured environments, which
is usually the case in outdoor applications.
One of the most efficient methods currently in use in the field is the bio-inspired
algorithm initially proposed by Luo and Yang in [44] where the dynamics of each
position on the map are topologically organized in a network. However, for this
algorithm, the agent can end up in some situations called deadlocks where it finds
itself surrounded by either obstacles, or locations already visited. The graph-like
representation of the workspace in this method inspired by a biological model
doesn’t provide the robot with global information to efficiently avoid these dead-
lock cases. To solve this problem and deal with situations where the robot finds
itself in dead ends, a model setting up priorities and a new global mechanism for
backtracking are proposed in [45] to accomplish the coverage task in a dynamic
environment. It determines the best point of turning back using a greedy op-
timization criterion and plans an optimal path. However, this method presup-
poses a perfect local knowledge of the space (obtained thanks to the sensors) for
decision-making. Therefore, even if it leads to good results, this strategy is not
sufficient in our case since we do not have this knowledge directly and it is nec-
essary to generate it from data collected on-board sensors. In addition, studies
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carried out on environments that are both dynamic and not completely known
in advance are still rare and suitable mature methods on this subject are rather
scarce in the literature. Hert et al. [46] also presented a real-time CCPP algorithm
for a ground robot evolving in an unknown environment, allowing the robot to
plan a path covering the workspace and minimizing visiting the same areas sev-
eral times. In this method, the environment is discretized and divided into cells
of fixed size. The robot makes use of a memory combined with environmental
information to make a decision. In this publication, the work was done in a 3D
environment for an underwater robot with limited visibility. Even though this ar-
ticle is relatively old (article published in 1996) and most of the major advances in
robotics and autonomous systems have taken place mainly in the last ten years,
this approach is interesting in terms of the formulation of the problem as well as
the simplifications made which could serve this study in a 2D space for possible
future improvements.
Tse et al. [47] made use of neural networks and presented a model based on
back-propagating. During the coverage task, the robot keeps in memory the path
learnt and generated previously, as well as other parameters such as path length
or the the number of turns. This makes it possible for the robot to to update its
memory whenever a new environment is encountered. Thanks to the learning ca-
pabilities provided by the neural network, the robot is able to explore an unknown
environment and find optimal paths with the least possible overlap and a mini-
mum number of movements for energy conservation. This algorithm is based on
a principle very similar to that of Luo and Yang [44].
Finally, other simple and more original approaches have been explored with
less conclusive results. Among them, one can cite the work of Russell in [48]
where the path of the robot is marked by a trail of digital pheromone so as to
form a “heatmap”; then, based on this kmowledge, the robot is more likely to be
“attracted” to regions that have not been previously covered. The study in [49]
presents a CCPP model that consists of three components: a scanning algorithm,
a point-to-point movement algorithm, and a component to deal with areas and
corners which are particularly difficult to reach. This enables to considered clean-
ing robot to avoid missing certain places in the workspace. The work presented in
this publication differs from all previously mentioned literature since the covering
task is approached in a cooperative manner given that the authors did not use a
single robot but several (2 and 5 for simulations).
2.9 Summary
The nature of the coverage problem involves a very large and potentially infinite
state space, as, it is usually the case when dealing with practical robotic applica-
tions. In this study, the problem is reduced to solving a discrete Markov Process us-
ing Reinforcement Learning. More specifically, neural networks are used to learn
a policy that allows the robot to perform complete coverage. The representation
of the workspace in the form of a dynamic map serves as an input for the model.
From a coverage point of view, this map shows the areas and their status (cov-
ered, non covered, obstacle). The next section explain in more details the archi-
tecture used and in particular, how the algorithm is trained. The RL formulation
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makes it possible to use a Neural Network to learn a policy function that enables
the agent to learn through experimenting the best behavior possible. However
there are three main challenges:
• How to obtain the information to create the map?
• How to formulate the coverage as a game?
• Another difficulty lies in the fact that for a single coverage task, with suf-
ficiently long term horizon, it is difficult to identify which actions lead to
good or bad results.
The next chapter focuses on answering these questions and deals with the men-
tioned difficulties, notably by:
1. Designing a computer vision algorithm for scanning the space, which is in-
tegrated to the RL path planner
2. Shaping the reward function
3. Introducing a movement budget to limit the operating time of the agent.
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3.1 Deep Reinforcement Learning Model
Figure 3.1 summarizes the architecture used. The DQN is composed of convolu-
tional and fully-connected layers. The model takes as an input the current map
containing the observed part of the environment, the coverage information, as
well as the position of the robot. The convolutional layers are all padded to en-
sure that the output has the same shape as the input. Before feeding it into the
fully-connected layers, the output of the convolution layers is flattened. The last
fully-connected layer is of size car d(A ) and represents the Q-value for each ac-
tion.
10x10x3 10x10x10
Map
Convolutional Layers
Hidden Layers
Output Layer
Q-values
128 128
... ...
FIGURE 3.1: Neural network structure for the reinforcement learn-
ing agent.
The architecture shown in Figure 3.1 has been determined after a number of
experiments to find adequate parameters in terms of the number of layers and
nodes per hidden layer. Traditionally, in image processing, one hidden layer is
considered to not be sufficient, as the more convolutional layers there are, the
more details can be learned from the images. A drawback of this high precision,
is the increase in complexity (proportional to the number of operations required
to compute an output), hence the training time. Therefore it is not possible to use
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an arbitrarily large number of layers. For most image processing tasks in Machine
Learning applications, two or three layers are usually enough. In the modeled
environment, there are no complex patterns or shapes, that is why, two layers or
three layers should be sufficient. Additionally, training sessions showed no signif-
icant improvements in the performance of the algorithm with three convolutional
layers compared to an architecture with only two. When it comes to the hidden
neural layers, the design is more delicate, one hidden layer usually makes it possi-
ble for the network to approximate any complex function. And two hidden layers
offer more flexibility compared to a single layer. And an additional layer adds an-
other level of degrees of freedom. Although the risk of overfitting that comes with
using three hidden layers is higher, in practice, it is beneficial for a task which is
as complex as the policy learning one, and given the large amount of available
training data (see next paragraph). Regarding the neurons in each layer, one rule-
of-thumb stated by J. Heaton in [50] is that "the optimal size of the hidden layer
is usually between the size of the input and size of the output layers". This helps
decrease the number of degrees of freedom, thus making the model simple. This
is crucial because the simpler the model, the faster and more robust it is, and the
less likely it is to accumulate errors [51].
3.2 Coverage Game & Simulation Environment
The coverage problem is formulated as a dynamic game. More specifically, the
library PyGame was used to create the simulation environment used for training
and testing, while the python library OpenAI Gym [52] specifically made for RL
applications was used to interact with the environment, start game episodes, ob-
serve states, collect rewards and perform actions.
FIGURE 3.2: A 10x10 grid map showing an agent (in blue), two ob-
stacles (in black) and the covered cells (in green).
This representation of the environment does not reveal the trajectory of the
robot. We try to show hereafter, the route followed by the agent whenever possible
in order to better understand its behavior.
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3.3 Training the Network
When training such a network, the questions of where to find an appropriate dataset
arises naturally. The lack of a suitable dataset is a real obstacle in all Machine
Learning applications. One of the innovations that made this work possible was
the introduction of an artificial dataset generated according to a defined distri-
bution and used for training and testing. More particularly, the environment in
which the agent evolves is created using a specialized python library.
During the training phase, the agent performs both exploration and exploita-
tion thanks to an ≤-greedy policy (a so f tmax classifier is applied to the output
layer of the model in Figure 3.1). As for testing, the robot directly exploits the
learned knowledge (ar g max classifier) when operating in a new environment.
The Algorithm below provides more details on the training procedure for the
double deep Q-network. First, the memory of experiences and other network pa-
rameters are initialized. Then, a random valid starting position is chosen as well as
a random movement budget within a pre-defined range (see Table in Figure 4.1 for
the numerical values of the parameters used for training). The episode continues
as long as the movement budget has not been consumed and that the coverage is
not complete.
To train the model, the input is not taken directly from the states of the ob-
served environment. Instead, tuples (state, reward, action, next state) are col-
lected after each interaction with the environment and stored in a replay memory
which is sampled. This approach helps increase the performance of the learning
by reducing the correlation between individual samples in a training batch.
This training method is very standard in the literature for this type of architec-
ture; see for example [53]. Further aspects of the training are discussed in the next
chapter with the specificities of the coverage problem.
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Algorithm 1: Deep Q-Network training
Initialize replay memory D
Initialize movement budget B
Initialize main network parameters µ with random weights ;
Initialize the target network parameters µ̄√ µ
for episode = 1 to M do
Initialize agent state with random position;
Initialize obstacles;
Sample movement budget b uniformly from B;
while b > 0 do
Choose action with probability ≤;
Otherwise, Sample a according to a = max(qº(s));
Execute action a and observe r , s0;
Store (s, a,r , s0) in D;
for i = 1 to m do
Sample (si , ai ,ri , s0i ) uniformly from D;
Compute loss Li (µ);
end
Update main network parameters µ with gradient loss;
Update the second network µ̄;
b = b °1
end
end
3.4 Training Data
As is the case in all machine learning applications, the question of where to find
data to train the proposed model arises. In this context, a significant amount of
data is needed to train the model in Figure 3.1. The artificial data in the simulation
environment needs to fulfill two conditions : (i) it should be abstract and simple
enough for it to be exploitable by the Deep Reinforcement Learning framework
(i.e., in the form of discrete maps), and (ii) it should correspond at the same time
to a certain reality. This was accomplished thanks to the map illustration shown
in Figure 3.3. Several types of maps were generated according to a pre-defined
distribution such that 2 or 3 obstacles of variable size and position are introduced
in the space, along with a random starting position. As explained earlier, the ma-
jor benefit of such a representation is that it highly reduces the dimensionality of
the problem. This allows to conduct a study focusing on the improvement of the
motion planning algorithm by simplifying as much as possible the other complex
aspects of the problem, namely the environment.
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FIGURE 3.3: Typical examples of 2 dimensional maps used as an
input for the model.
Generating data and the corresponding environment in which the agent can
operate was made possible thanks to Python libraries particularly suited for this
type of tasks: PyGame1 and Gym2.
3.5 Algorithm Complexity
One of the advantages of using a neural network or AI-based techniques in general
for this type of path planning problem is the fact that the algorithmic complexity
is lower compared to other traditional approaches involving exhaustive searches
over the entire spaces of solutions [3], [54]. The question of algorithmic complex-
ity is very interesting when it comes to neural networks. This information is very
important because it is closely linked with the CPU power and memory capacity
needed that should be provided by the embedded hardware. And this has a direct
impact on the autonomy or battery life of the device.
There isn’t a formal definition for such a concept but one can intuitively guess
that it makes more sense to define a complexity only for a trained model, i.e, how
many operations are necessary for a trained model to generate an output on a
testing set. Then, this complexity is directly linked to the number of layers the
network is composed of as well as neurons density or how many neurons each of
those layers contain. Since we are looking at the inference (or prediction) part, we
only have forward propagation. In the model we proposed, one can distinguish
two parts: the Convolutional Neural Network and the Deep Neural Network. Each
one of them comes with a different complexity. The total computational complex-
ity of a 2D convolutional layer is O (n2 £ k £ d 2) [55] where the filter is of size k
and the depth dimension is d and n is the size of the input images. We see that this
complexity is quadratic in terms of the size of the input n, which is why we strive
in the algorithm on the one hand to preprocess the input images of the model by
first re-scaling them to their resolution so as to obtain very small images (n = 10)
and second converting them to gray scale (d = 1). By doing so, we end up with
O (n2 £ k).
1https://www.pygame.org
2https://gym.openai.com/
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Regarding the dense (or fully connected) layers, the input and output layers
are of size 100 (n2) and 4 (car d(A )) respectively, and each one of the hidden lay-
ers is composed of 128 neurons. Each neuron processes the inputs coming from
all neurons of the previous layer as explained earlier. Therefore, For one layer, the
number of operations is equal to 100 multiplications and 99 additions, i.e., a com-
plexity of O (n2). We conclude that the overall estimated complexity of the system
is quadratic in n, the size of the workspace.
It should be noted that this is an approximation of the number of operations in
function of n that model requires to produce an output, i.e., take an action. This
does not take into account for example the auxiliary operations associated with
the testing, nor does it include the computational cost of the training procedure
that is carried out offline.
3.6 Obstacle Detection and Local Mapping
One particularity on this work in the the grid mapping chosen to represent the
space, and the assumption on the limited visibility of the robot. A challenging as-
pect that comes with this implementation technique is obstacle detection which
is one of the most crucial parts of autonomous navigation. This detection is tra-
ditionally carried out by means of sensors measuring distances such as the laser.
Nowadays, the computing capacities of hardware having very strongly increased,
much more efficient approaches have emerged. Deep Learning for Computer Vi-
sion permits to recognize particular shapes in an image and associate them with
an object for example. In the case of a lawnmower, the application of deep learn-
ing is particularly interesting, because it is a way for the robotic system to distin-
guish with relatively high accuracy an obstacle as well as areas that have been cut
and others that haven’t been yet. In fact, unlike a LiDAR, a camera gives the sys-
tem the ability to discriminate between different scenes and extract information
to update the dynamic map. This shows the added value of AI-based techniques
in general and deep learning for computer vision and image classification in par-
ticular.
A program was created to collect data from the on-board stereo camera, and
transfer it to the deep learning algorithm with the goal of eventually extracting in-
formation on the shape, size and location of obstacles to update the map. This
part was developed with the help of the embedded 3D ZED camera (see Figure
A.2) and the Jetson TX2 Nvidia graphics controller for the computations. The ad-
vantage of using such a setup is that unlike other sensors, a stereo camera makes
it possible to both identify the elements in the space and the distance they are
located at with respect the framework of the robot.
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Autonomous Lawn mower
Environment
Map
Update
Computer
Vision Algorithm
RL Agent
Stereo Camera
Obstacle Detection
Local mapping
D-RGB
Images
Reward
Action
FIGURE 3.4: Block Diagram with sub-systems of the robot.
The way the obstacle detection program operates in coordination with the RL
motion planner is shown schematically in Figure 3.4. Although other operations
are performed in the program, steps 1 to 5 in Figure 3.5 represent the key-points
of the computer vision algorithm.
Capture of the video stream of the stereo camera
Resize and filter the raw images
Segmentation/classification of objects in the D-RGB images
Create a point cloud from the segmented images
Filter and denoise of the point cloud
FIGURE 3.5: Principles of the Computer Vision algorithm.
The program developed in C ++, uses the OpenCV and Point Cloud (PCL) li-
braries. The functions allowing the operation of the ZED camera are provided by
the manufacturer’s SDK (Software Development Kit) of the ZED camera, available
on the Stereolabs website3. Finally, in order to work with ROS, the program archi-
tecture follows standard convention of any ROS node. Results are shown in the
next chapter.
3https://www.stereolabs.com/developers/
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3.7 Evaluation Metrics
The most important performance indicator in CCPP navigation tasks is the trav-
eled distance or the total length of the path of the robot, which is equivalent to
the number of moves in this study. The second criteria we look at to assess the
performance of the proposed algorithm, is the coverage rate and the revisited cells
rate, i.e., the percentage of the area that has been covered at least once by the
robot, within a given movement budget. We also pay attention to the variation
of the values of coverage rates observed for multiple environments, and given by
the standard variation. The standard deviation is important as it helps better un-
derstand how robust and consistent the DQN model is. This is a very important
factor that informs us on how effective the coverage is in terms of the use of avail-
able resources. In fact, while a 100% coverage rate is the target goal to reach for the
algorithm, it should reach it by avoiding as much as possible to cove cells multiple
times, that is to say, with a minimum revisited cells rate. All these elements are
crucial for evaluating the quality of the results.
A more complete comparative study of the path planner is exposed in what
follows, and various situations are considered to study the differences in behavior
with other state-of-the-art algorithms.
3.8 Integrating Learning & Path Planning
One of the main hypothesis consisted in supposing that the environment is not
known in advance. The space is only assumed to be partially observable. In order
to learn the environment, a 2D discrete map is used to represent the workspace.
This map gathers all the information the agent collects from the sensors and keeps
track of the areas occupied by obstacles as well as the already covered areas. This
learned dynamic map is used as input for the model and to generate the next ac-
tion based on the state of the environment represented by the map. This means
that the next move of the robot is determined online on the fly, and no computa-
tions are performed offline beforehand. The robot local vision allows it to detect
the obstacles, avoid them and update the map accordingly.
3.9 Model Training
To ensure an effective learning that can be generalized to several types of envi-
ronment which have never seen before, the agent is trained in sufficiently diverse
spaces to cover a wide range of situations. For this purpose, the workspaces used
for training are of a fixed rectangular shape and contain obstacles of different sizes,
that are generated according to a pre-defined distribution.
Instead of feeding only one map of the environment to the input layer of the
DQN, four frames are used, mainly because it is difficult to recognize what’s hap-
pening with only one "shot" and given that we are very much interested in the
trajectory, it is wiser to use multiple which show the path followed by the agent.
Therefore, a sequence of four game frames are stacked together and by doing this,
3.10. Alternative Coverage Algorithms 31
the action the agent choice depends not only the current state but is also influ-
enced by the previous game moves through the four previous sequence of game
frames.
Relying solely on one network that sets its own target and tries to reach it can
possibly make the network unstable and diverge [56]. For this reason, two Q net-
works are used in the training process: an online DQN which is the main network
involved in the learning of the agent at each iteration, and a second network called
target DQN which is the one used to compute the target Q-values used to train the
online DQN. With a pre-defined frequency, the target network is slowly updated
with the values of the online network. This technique is used to diminish the risk
of the network being destabilized.
3.10 Alternative Coverage Algorithms
As mentioned in the related work section earlier, there have been studies on com-
plete coverage techniques and numerous methods can be found in the literature.
However, among them, AI-based approaches are relatively young and not mature
enough. Besides the studies focusing on offering a guarantee on the optimality
of the solution such as in setups involving multiple robotic systems as in [57] for
instance, more recently, [15] introduced a new deep reinforcement learning ap-
proach for the coverage path planning problem, which considers limited avail-
able power constraints for the robotic system. This method was applied to UAV
to patrolling and yields encouraging results. However, this algorithm makes use
of the spacial partial local information put on a map that is fed into a Q-network
to learn a control policy that generalizes over varying starting positions and vary-
ing power constraints. The proposed method in this thesis draws inspiration from
the work in [15] bringing other features such as the vision component and others
from more general RL frameworks such as the one introduced in [53] and [58]. The
results section will examine some of these algorithms.
3.11 Exploration vs Exploitation
The idea of exploration has two meanings: from one hand, exploration is related
to the fact that we want to explore the environment as much as possible in order
to ensure that all reachable states are reached under certain conditions. However,
in the context of learning, it is about exploring the state space but this time by
exploring the possible commands or actions in order to improve the best known
strategy. These two meanings are very closely related. In order to attain more
information about the environment, it is crucial to explore from time to time the
space by not only performing actions that we suspect that they could lead to an
improved strategy, but also sometimes try out other possible actions that deviate
from the current known sub-optimal strategy which can help further optimize the
actions taken. As a consequence, exploration in the action space will result in
a better exploration in the state space, thus making sure all reachable areas are
covered in the long run.
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Throughout the learning process, this approach will progressively lead to an
increasingly improved overall action policy and eventually make the algorithm
converge towards the best action policy by maximizing the total sum of rewards.
The exploration is guaranteed with an ≤-greedy policy. At each iteration, the
agent picks a random action with probability ≤, and with probability 1° ≤ the ac-
tion given by the network is chosen. This procedure helps the network explore
different actions, thus allowing it to learn new things.
In the context of RL, the agent, when first introduced in the environment has
no knowledge or experience it can rely on to make decisions. That is why it has to
try randomly (i.e., explore) and learn from the feedback it gets from the random
actions taken.
33
Chapter 4
Results
4.1 Experimental Setup
4.1.1 On The Robot Localization
As explained in a previous section, the problem of the localization of the robot in
the space is beyond the scope of this thesis. The issue of determining precisely
the position of the agent is a challenge that has been considered in other papers.
For example, an estimation engine is developed in [59] and [60] using relative lo-
calization to predict the actual position of a mobile robot in a given space thanks
to odometry information. Depending on the type of environment, other methods
are available to directly obtain the absolute position in the space. Therefore, we
assume the position of the agent is known at all times.
4.1.2 The Markov Decision Process
As explained in previous sections, the coverage path planning problem is modeled
as a MDP and solved using RL. The MDP is defined by the tuple (S ,A ,P ,R).
The action space A contains the four actions: A = {Up, Down, Right, Left} and in
a n £n grid, the dynamic map can be seen as the superposition of 3 independent
maps, namely an obstacle map displaying the positions of the obstacles in the
workspace, a second map for identifying the positions of the covered and non-
covered cells and a map showing the location or the cell occupied by the robot.
Additionally, we define the reward function R : S £ R °! R used to help the
agent learn the best policy with four different components:
• rcover ag e : positive reward for every new cell target cell that is visited by the
robot.
• robst acl e : negative reward in case the agent hits an obstacle.
• rmovement : negative reward to penalize the agent for every unit of movement
consumed from the movement budget, i.e, at each step of the game.
• rend : penalty for when the robot depleted all available movement budget,
without completing the coverage.
Negative rewards encourage the robot to finish the task as quickly as possi-
ble because it makes the agent constantly lose points when the game is still being
played. On the other hand, positive rewards incentivize the agent to keep going to
accumulate additional rewards.
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In this scenario, a game episode is terminated only when the movement budget is
entirely consumed or when the agent has successfully performed complete cover-
age of the whole space.
4.1.3 Training
For the training, the hyper-parameters used are listed in Table 4.1. They were ob-
tained after a series of experimentations with the goal of determining the best
combination of parameters. A grid-based search was performed for the couples
(≤,B) with a systematic search across intervals. Other hyper-parameters were left
constant.
Parameter Value Signification
M 5000000 maximum number of training episodes
n 10 width and height of the workspace
D 50000 replay memory size
m 128 minibatch size
B [80,150] movement budget
≤ 0.1 exploration rate
∞ 0.95 discount factor
ø 0.003 target network update factor
TABLE 4.1: Hyper-parameters for the DQN training.
Figure 4.1 describes the evolution of the total reward per episode (or cover-
age game play) in function of the number of training episodes. The figure shows
that throughout the training phase, the agent manages to collect on average an
increasingly important total reward which is directly associated directly with the
quality of coverage (since the the system is designed to reward the agent based on
the exploration of the free space). This shows that the learning improves and the
agent gets better at covering the workspace.
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FIGURE 4.1: Average reward per episode during training. The statis-
tics were computed by running an ≤-greedy policy.
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During training, the exploration factor is varying, starting from 1 at the be-
ginning and decreasing throughout the learning process until it reaches 0.1. This
is motivated by the fact that the agent initially has not acquired any knowledge,
which forces the exploration of the free space in priority. With ongoing training,
the agent will gradually exploit and rely on the accumulated knowledge and less
on the exploration.
4.2 Simulations and Discussion
In order to have a reference point, we first look at the results of a random ap-
proach, then, a naive boustrophedon and spiral trajectory before comparing to
specialized algorithms.
For the testing, the trained agent is confronted with a new environment it has
never seen before. The workspace is of the same nature as the ones used in the
training phase i.e., identical size and distribution of obstacles.
4.2.1 Experiment 1: Varying Movement Budget
In this experiment, we first look at the ability of the trained agent to cover a field
with an energy constraint. To this end, we measure the minimum number of
movements necessary on average to cover a given map. In fact, one of the mo-
tivations that encouraged this work and that was stated at the beginning was to
not only develop a simple algorithm from a computational point of view with a
relatively low complexity, but also minimize the use of available resources. That
is why, in the learning procedure was integrated a movement budget symbolizing
the power or energy available to the robot to accomplish the mission.
Figure 4.2 shows the coverage rate or the percentage of the area that was cov-
ered for three different maps of size 10£10.
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FIGURE 4.2: Percentage of covered free space obtained for different
movement budgets.
It can clearly be seen that the covered area increases with movement budget,
which is expected because with an arbitrary high number of moves, the robot can
always cover the entire space and the challenge of the coverage is to do in as few
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moves as possible. Although, a mathematical relationship between the budget
and the quality of the coverage cannot be established directly, the empirical re-
sults show that the limited number of moves for the coverage task that was part of
the design of the RL agent and the DQN architecture, is a direct indicator of how
efficient the trained agent.
4.2.2 Experiment 2: Dynamic Obstacles
This second experiment aims to highlight how the agent behaves when there are
changes in the environment. In fact, the agent takes decisionS based on a global
map of the environment that is kept in memory during the coverage and updated
when changes in the workspace take place and are detected.
Two situations can be distinguished: first, when an object is introduced in an
area of the free space that is out of the field of view of the robot, in which case
it does not cause any changes in the behavior of the robot or the actions as the
said object will not be visible on the global map until it is scanned by the sensors.
The second situation corresponds to the case where an object is introduced close
enough to the robot to be detected as it is shown in Figure 4.3 below.
(a) DQN trajectory (b) Introduction of an obstacle (c) Path replanning
FIGURE 4.3: DQN trajectory and obstacle avoidance
The agent is able to detect the newly introduced obstacle in the environment
in its field of view and the trajectory is re-planned accordingly as seen in the left
hand side map in Figure 4.3. Thanks to the choice of a global map with online local
updates, new obstacles when they are spotted are dealt with as if they were present
before and this is due to the fact that the agent mostly bases its decisions on local
information collected by the sensors on the fly. Nevertheless, this experiment says
nothing about deadlock situations where the trained agent finds itself surrounded
either by obstacles of already covered areas. Although the agent will manage to get
out of the impasse, there is no guarantee as to the choice of actions or trajectory.
4.2.3 Experiment 3: Human Control vs DQN
Comparing the DQN agent to other algorithms (see next section) might give an
idea on its efficiency, but the validity of the comparison is questionable, given the
differences that exist between the currently existing approaches in terms of com-
plexity, initial assumptions, etc. That is why in this section, we chose to confront
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the agent with human operators in order to evaluate the performance of the pro-
posed strategy with respect to manual control by a person. This is relevant in the
sense that autonomous robots that have to cover surfaces for instance for clean-
ing, gardening, mine clearance or painting purposes, it is crucial to check whether
the proposed solution is able to outperform a human operator or not and if au-
tomating the coverage with a DQN leads to better results than a robot guided by
a human being. To answer this question, we let 5 people play the coverage game
and compared their performance to the one of the deep Q-Network.
For this experience, a platform was developed1 with a simple GUI allowing the
user to have a view of the environment and to select four actions (up, down, left,
right) as shown in the figure below. The environment is generated in an identical
way as explained previously, and contains obstacles and cells marked with differ-
ent colors identifying their state.
Results listed in Table 4.2 show that when the task is carried out manually by a
human operator, the traveled distance is on average higher, and even if the person
has a global view of the entire workspace and can plan ahead, this does not always
help make better decisions.
Human Control DQN
Number of moves 99 97
Number of revisited cells 8 6
Time (s) 52 34
TABLE 4.2: Human vs DQN
For instance, given the environment in Figure A.3 with three obstacles, the five
players were able to cover the space in comparable time but required on average
an higher number of moves, thus resources, compared to the DQN agent.
4.2.4 Comparison & Discussion
The results listed in Figure 4.3 include the average percentage of the total covered
area as well as the standard deviation, both computed for a complete testing ses-
sion on the same set of environments for comparison with other algorithms.
Algorithm
Coverage
rate (in %)
Standard
Deviation
Revisited cells
rate (in %)
Random 23 11 13
Spiral Motion 62 3 2
Boustrophedon Motion 68 8 3
DQN 82 7 2
TABLE 4.3: Average coverage rates for various CCPP algorithms.
A constraint is imposed on the maximum number of possible actions that can
be taken.
1https://github.com/omar-bfs/PyBot
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The first important parameter directly linked to the optimality of the coverage
is the revisited cells rate. The lower this rate, the better. The robot indeed doesn’t
waste time and energy by going over areas of the space that have already been ex-
plored. The DQN model seems to perform well and on average, only º2% of the
total area has been revisited more than once. In most configurations, this percent-
age cannot be equal to zero, because in general, the environment doesn’t admit a
trajectory visiting exactly every cell only once, i.e., there doesn’t always exist a path
that connects each of the cells of the free only once. Therefore, when planning a
path, even when a global map is available it is inevitable to revisit certain cells.
For the DQN algorithm, no decomposition is needed and the action which is
considered to be the best in view of the available state input is taken. The DQN
agent used 91 moves to complete coverage. This shows that the solution provided
by the trained agent can be of very good quality, especially compared to the other
algorithms. However, it is not always the case as there is no guarantee of optimality
of the trajectory.
Regarding the spiral motion trajectory shown in Figure 4.4 (b), 95 moves were
necessary to cover the 91 reachable cells, whereas the Boustrophedon motion cov-
ered the space with 99 moves. The difference explaining these results lies in the
fact that when moving from one sub-region to another in the Boustrophedon ap-
proach, additional moves that could have been avoided are often required. This is
directly linked to how the space is covered, i.e. in what order the the sub-regions
areas covered. The principle of the boustrophedon pattern is based on a cellu-
lar decomposition of the space into adjacent regions free of obstacles. Moreover,
there are countless ways of dividing up the workspace, each leading to different
results of varying quality even for the same environment. The choice of which
decomposition to chose is not trivial [61]. Depending on how the space is decom-
posed into sub-regions (shown in green rectangles in Figure 4.4 (a) below), the
passage from one region to another is often expensive for the agent as it has to go
over multiple cells that have already been visited. This aspect makes the cellular
decomposition less efficient although simple to apply in practice.
(a) Boustrophedon motion (b) Spiral motion
FIGURE 4.4: Path of the robot obtained with two approaches.
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4.3 Obstacle Detection and Map Updating
The vision algorithm outputs the segmented image showing the objects detected
in the image (see figures below). With each point of the image recorded by the
camera, is associated a vector containing the coordinates (x, y , z) expressed in the
frame of the camera.
FIGURE 4.5: Left to right. Raw image of the office at the company
captured by the 3D ZED camera. RGB segmented image also con-
taining information on how far objects are.
Later, several point clouds which correspond to different objects are formed.
However, some points have invalid coordinates as seen in 4.6. These points are
filtered by a simple conditional test. The point clouds obtained as a result of these
operations are then published on topics corresponding to their class (for example,
grass area, tree, etc). Using Rviz, we can then visualize these point clouds.
FIGURE 4.6: Segmented point cloud visualized with Rviz.
The point cloud thus constructed is a good starting point, but it is not yet ex-
ploitable as such by the path planning algorithm to update the map. Indeed, the
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cloud is very noisy, and contains several additional outliers. This phenomenon is
shown in Figure 4.7. In this figure, the points circled in pink are outliers, they must
therefore be removed.
FIGURE 4.7: Point cloud, seen in profile - observation of outliers.
The filter applied to remove outliers from the point cloud is an out-of-the-box
filter available on the Point Cloud Library (PCL), called Statistical Outliers Removal
filter. This filter is commonly used to process data captured by sensors such as
LiDARs [62]. It removes all points that are too far from the rest of the points. The
underlying working principle of this filter is the k nearest neighbors [63]. This
cloud of points corresponds to the scene observed by the camera. A last step is
required for it to be usable by the path planning and map updating algorithm. This
step aims to project the 3D point cloud on the horizontal plane (x, y) to obtain a
2D point cloud. Using this information, the robot is able to scan its surroundings,
build a map, and update the value of the cells.
FIGURE 4.8: 2D projection of the point cloud.
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5.1 Conclusions
This work examines the problem of complete coverage path planning in unknown
environments, with the aim of maximizing the covered area, which is important
for diverse applications involving intelligent autonomous systems such as military
and humanitarian demining, surveillance and patrolling, or for a more domestic
use as in cleaning and gardening.
This thesis presents the different possibilities to solve the problem and several
strategies were investigated to accomplish the complete coverage task. Different
critical aspects of the question, were taken into account, in particular the con-
straint of partial visibility of the agent, because of the limited knowledge of the
environment, the complexity of the calculations as well as that of the deployment
on the real system. The framework was laid using Markov Decision Processes and
we’ve shown that the coverage question boils down to solving a Reinforcement
Learning problem. The task was expressed as a game played by a RL agent with
the goal of maximizing a carefully chosen score or reward.
The proposed algorithm incorporates the local perceptual knowledge gathered
by the sensors, into a global dynamic map, which describe the state of the system.
The Reinforcement Learning agent was trained on a suitable data set that was gen-
erated. The dynamics of the agent (or robot) are defined through the Deep Rein-
forcement Learning model proposed allowing the agent to learn a strategy, leading
to a convergence of the system towards the action policy for complete coverage.
Later, a simulation environment was created to provide the agent training data.
We demonstrated a possible application of recent developments of AI tech-
niques on a challenging robotics tasks like complete coverage. Besides the robust-
ness and easiness of development, one other advantage of the structure of the
solution is that it is very flexible and may still be subject to improvement.
Later, this work investigated the vision part of the problem by exposing a sys-
tem was proposed as a way of observing the space and performing the changes
on the dynamic map of the environment. Simulations show that it is possible to
create the local map using the camera as a main sensor. Simulation results show
that the motion controller yields encouraging results, making the system take ac-
tions that maximize coverage and avoid obstacles. More specifically, over 80% of
the area is covered on average, with no prior knowledge on the environment.
This can be considered an essential step towards the goal of applying AI in
general and RL in particular to real world robotics problems.
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5.2 Limitations
As it has been explained throughout the report, this work has been carried out
based on several hypotheses. Regarding the environment we chose to study, we
assumed it to be of rectangular shape but this does not limit the applicability of the
solution to other shapes as long as the space is appropriately discretized. So, this
is not a strong assumption as the algorithm can generalize well straightforwardly
to other forms. However, real workspaces are rarely perfect 2D planar surfaces. In
fact, there are irregularities which create a difference in level or slopes which can
be dangerous for the system if no safety measures are in place< In addition, the
impact of these irregularities on the coverage performance is uncertain and yet to
be determined.
Another assumption consisted in supposing the position of the agent perfectly
known at all times. Although it is rarely possible to determine position of the robot
with exactitude, this hypotheses remains realistic as the existing localization tech-
niques are reliable and relatively robust to measurement noise. However, it would
be interesting to integrate and test a given technique.
Although the simulation results were presented and discussed, it is tricky to
have a final say on the ”performance” of the solution, especially because it is an
ambiguous concept which may very well be related to the time or memory com-
plexity, or even the energy consumption. Unlike other research studies usually
formulating the problem in a way that only one aspect of optimized such as in
[64] where the authors developed an algorithm covering the environment with ar-
eas that have the different coverage requirements, this study examined the prob-
lem of finding an ideal path and presented a viable solution by accounting equally
and for as much as possible for the reduction of the energy consumption through
the movement budget, the computational complexity by avoiding an exhaustive
search on the space of possible solutions, along with a the quality of coverage,
measured by the coverage rate and the number of revisited cells.
5.3 Future Directions
Another possible future direction of work could consist in first considering an-
other discretization procedure of the space and possibly a continuous one, for a
more realistic representation and modeling of the environment. Additionally, we
can take into consideration the uncertainties on the values of the measured pa-
rameters in the model, such as the location of the agent [65], in order to investigate
the impact of the presence of noise on the performance of the motion controller
[66], [67]. For this purpose, an estimation or filtering scheme that utilize real-time
measurements of different parameters such as the location. The effect of reducing
the visibility of the robot through a more restricted scanned area is not treated, but
it would be interesting to see how it influences the decisions taken locally by the
agent. The main focus of this project was to design and optimize the software sys-
tem. While the project tried to not only restrict the study to simulations and use
the actual available hardware. As a consequence, the model has not been tested
on a real robotic system unfortunately. This can in fact be very interesting to try in
the future to check how well the proposed architecture performs in practice.
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Figures
FIGURE A.1: 3D representation of the mobile robot. Dimensions:
70 cm×40 cm.
The robot is equipped with a differential drive in order to enable in-place rotations
which are important for the orthogonal displacement movements.
FIGURE A.2: 2K Stereo Camera for Depth Sensing and Spatial AI.
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FIGURE A.3: GUI of the coverage game with a 10x10 grid map.
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