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Abstract
We consider informative dimension reduction for regression problems with random predictors. Based
on the conditional specification of the model, we develop a methodology for replacing the predictors with a
smaller number of functions of the predictors. We apply the method to the case where the inverse conditional
model is in the linear exponential family. For such an inverse model and the usual Normal forward
regression model it is shown that, for any number of predictors, the sufficient summary has dimension two
or less. In addition, we develop a test of dimensionality. The relationship of our method with the existing
dimension reduction theory based on the marginal distribution of the predictors is discussed.
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1. Introduction
Assume we have a regression problem with response Y taking values in a set Y and p-
dimensional predictor vector x = (x1, x2, . . . , x p) taking values in a set X with no functional
relationship existing between the xi ’s. In particular, we assume the X i ’s are linearly independent.
Throughout the paper by linear independence of the components of a random vector we mean
that its covariance matrix is positive-definite. Our objective is to make inferences about the
unknown conditional model F(y|X = x). Estimation, testing, and model construction are more
challenging when p is large. The goal of dimensionality reduction in regression is to replace the
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p-dimensional predictor x with some s(x) = (s1(x), s2(x), . . . , sd(x)), with d being smaller than
p, while preserving the information conveyed by x in a certain optimal sense.
Several existing deterministic dimension reduction methods are based on the notion of
spanning dimension, the dimension of the linear space spanned by the predictors. The classical
principal component analysis, partial least squares, dimensionality reduction methods based on
the Karhunen–Loeve theorem, Fourier analysis, different wavelet approximating methods and
other orthogonal basis approximations are examples of such deterministic techniques. For a
survey of these methods see [20].
In situations where the predictor values are realizations of a random vector X, another
approach to dimension reduction is probabilistic dimension reduction. A plausible optimality
requirement is to find a low-dimensional statistic s(x) such that, given s(X) = s, one can generate
samples from X without knowing the values of Y . Note that this then implies, given s(X) = s,
values for the original predictors, x ∈ {x : s(x) = s}, would have no information for predicting
the response vector Y .
For observations from a random vector (Y,X), [22] has proposed a dimensionality reduction
theory that yields d linearly independent vectors D′ = (d1,d2, . . . ,dd), d ≤ p, such that
F(y|X = x) = F(y|DX = Dx). (1)
In other words, given DX = Dx, Y is independent of X. Note that D is not unique and
the conditional independence holds true for all AD, with A an invertible matrix. Therefore,
estimation of a basis for the row space of D would provide a minimal set of dimension reduction
directions.
For linear summaries s(x) = Dx, several methods have been developed to estimate the
directions D under the condition E(X|DX = Dx) = CDx, for some p × d matrix C. This
condition is known as the Linear Design Condition (LDC). See [18] for a detailed investigation
of this condition.
Sliced Inverse Regression (SIR) [22], principal Hessian directions (pHd) [23], Sliced Average
Variance Estimation (SAVE) [10], and variations of these methods are some of the more common
estimation methods. For further detailed expositions of some of these various techniques see [6–
8,12–16,21]. These methods have been extended in several directions. For example, the extension
to multivariate responses is presented by Li et al. [25] and to responses with censoring by
Li, Wang and Chen [24]. All of these methods are based on a forward conditional model
F = { fβ(y|X = x)|β ∈ B, y ∈ R, x ∈ Rp} and a marginal modelM = {mγ (x)|γ ∈ 0, x ∈ Rp}
for the marginal distribution of the predictors X.
In the current paper, to model the joint distribution of (Y,X) we assume the joint distribution
has been specified by a forward regression model, F , and a compatible inverse regression model,
G = {gλ(x|Y = y)|λ ∈ 3, y ∈ R, x ∈ Rp}. The pair (F,G) is compatible if corresponding to
any pair of conditional models fβ(y | X = x) ∈ F and gλ(x | Y = y) ∈ G there exists a joint
distribution fβ,λ(y, x) for (Y,X) having the specified fβ(y | X = x) and gλ(x | Y = y) as its
conditional distributions. Except for the compatibility requirement, the index sets B, 0, and 3
are arbitrary. See [1] for examples of compatible conditional distributions. As we will see, this
change of model specification can greatly simplify dimensionality reduction.
2. Dimension reduction concepts
We refer to the linear space spanned by the p predictors as the predictor space. We assume
this space is p-dimensional. If Eq. (1) holds true for some matrix D then it also holds for the set
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of eigenvectors of the matrix DD′. That is, the dimension of the row space of D determines the
minimum number of linear combinations for which (1) holds. The row space of D is congruent
with the linear space spanned by (d′1x,d′2x, . . . ,d′dx). We refer to either of these spaces as
sufficient subspaces. The row space of D also is called a sufficient dimension reduction subspace.
See [12] for a detailed discussion of these subspaces of the predictor space.
The prior discussion suggests that instead of characterizing subspaces of linear functions
satisfying Eq. (1), one might find a sufficient space spanned by possibly non-linear functions
of the predictors yielding more dimension reduction than obtained using linear summaries of the
predictor space.
A simple generalization of (1) may then be proposed by requiring the more general property
F(y|X = x) = F(y|s(X) = s) (2)
to hold for some function s : Rp → Rd with d ≤ p. In this case, Y is independent of X in
subpopulations defined by s(x) = s. Note that if (2) holds for s(x), it also holds for any one-to-
one transformation of s(x). That is, the conditional distribution of Y depends on x only through
the partition sets defined on X by s(x) = s.
More formally, we consider the following notion of informative dimension reduction related
to partial sufficiency; for similar and alternative definitions, see [4,5].
Definition 1. Let F = { fβ(y|X = x)|β ∈ B, y ∈ R, x ∈ Rp} be the forward regression model.
The function s(x,λ) = (s1(x,λ), s2(x,λ), . . . , sd(x,λ)) provides an X -sufficient summary for
X = (X1, . . . , X p) if
fβ(y|X = x) = fβ(y|s(X,λ) = s) (3)
for all y, β, x and some λ.
If the X -sufficient summary is of particularly low dimension the summary could be used in a
number of important inferential problems more readily than the original set of X. For example,
in situations where p is larger than the sample size, n, if we can construct X -sufficient summaries
of dimension d , with d much smaller than n, then we may be able to obtain inferences using these
summaries and thereby address an otherwise essentially intractable problem.
The most important application of these sufficient summaries is their use in replacing a large
number of predictors for a forward regression model with a smaller, more manageable set of
predictors. In this sufficient dimension reduction approach, model construction is a two-step
task. First, using the inverse regression model, the X -sufficient summaries are estimated. Then,
using these estimated sufficient summaries as predictors, an estimate for the forward regression
model is constructed.
Matching and stratification of high-dimensional data are additional classical problems more
effectively addressed with these lower-dimensional summaries.
Note that the sufficient summary s(x,λ) for the family of distributions indexed by Y is similar
in concept to a partially sufficient statistic for a family of distributions indexed by a parameter.
In general, the form of a sufficient summary s(x,λ) is unknown and may depend upon a set of
unknown parameters λ and, as such, must be estimated.
In Definition 1, the sufficient summary has been defined within the forward regression model
F . It is not difficult to see that s(x,β) : Y → fβ(y|X = x) as a function of y itself is a sufficient
summary. However, this construction defeats the purpose. Estimation of this sufficient summary
is contingent upon the construction of the original high-dimensional forward regression model.
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However, by assuming that x is a realization of a random variableX, we may augment the forward
model either with (i) a marginal modelM for X, or (ii) an inverse conditional model G and then
construct the estimated sufficient summary, independent ofF , within eitherM or G. We can then
use the constructed summaries in the estimation of the simplified forward regression model. The
importance of Li’s [22] theory of dimension reduction is that with the LDC assumption we can
obtain estimates for the linear sufficient summaries utilizing the marginal modelM. In general,
the marginal distribution of X, by itself, is non-informative about the conditional behavior of Y
with respect to sufficient summaries as specified by (1) or (2).
The following theorem identifies how to construct a sufficient summary based solely on any
F-compatible inverse regression model G. Here we present a version of the theorem where the
response variable takes finitely many values, but its validity holds for univariate and multivariate
continuous responses as well.
Theorem 1. Let (F,G) be a compatible pair and assume Y admits k-many distinct values in
{y1, . . . , yk}. Then,
(i) s(x,λ) is an X-sufficient summary if and only if, for all i = 1, 2, . . . , k,
gλ(x|s(X,λ) = s, Y = yi ) = gλ(x|s(X,λ) = s).
(ii) r(x,λ) = ( gλ(x|Y=y2)gλ(x|Y=y1) , . . . ,
gλ(x|Y=yk )
gλ(x|Y=y1) ) is an X-sufficient summary for F . In addition, r(x,λ)
is a function of any other X-sufficient summary s(x,λ).
(iii) If a sufficient summary s(x,λ) depends on x through a function u(x,λ), then u(x,λ) is also
a sufficient summary.
If we think of Y as an unknown ‘parameter’, then (i) of Theorem 1 essentially states that
Bayesian sufficiency and the usual sufficiency in the Fisherian sense are equivalent, (ii) is a
restatement of the minimal sufficiency of likelihood ratios, and (iii) is a consequence of the
definition of X -sufficient summaries.
The following important remarks are in order. Notice that the sufficient summary can be
defined entirely within the inverse model framework. However, to use it for the forward
regression model as specified in (1) and (2), or in Definition 1, the existence of the joint
distribution is required. By assuming that X is a random vector, we ensure the existence of a
joint distribution and hence the existence of a compatible forward regression model. Equivalence
of Bayesian sufficiency Eq. (2) and classical sufficiency (Theorem 1, part (i)) requires the
compatibility assumption.
The summaries derived from G can be used in the estimation of any compatible forward
regression model. In Section 5, we construct sufficient summaries from a Dirichlet inverse
regression model and use these summaries to estimate both a multinomial forward model and
a Gaussian forward model, both being compatible with the Dirichlet model.
The seemingly more natural specification (F,M) always yields a compatible conditional
inverse regression model G, and hence, restricting our development to specification of a
compatible pair (F,G) may seem unwarranted. However, when specifying a forward and a
marginal model, the resultant inverse model is gλ,β(x|Y = y) = fβ(y | X = x)mλ(x)/hλ,β(y)
which, generally, depends on the β from the forward model. Constructing a sufficient summary
based on this inverse model would involve estimation of the forward model. However, this is the
task that, in the presence of a high-dimensional predictor vector, dimension reduction method
aims to avoid. A solution is to restrict the ‘usual’ pair, (F,M), to cases where the resultant
gλ,β(x | Y = y) is independent of β. Identification of such pairs of distributions is not easy.
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The density ratios provide a minimal set of sufficient summaries, in the sense that they are
functions of any other sufficient summary. However, minimality in this sense does not imply
minimum dimension. The density ratios, or any one-to-one transformation of them as functions
of x, might be functionally or even linearly dependent and therefore the intrinsic or spanning
sufficient dimension might be less than k− 1. For example, when X | Y = y ∼ N (θ0+ θ1y,6),
regardless of the cardinality of Y , the sufficient summary is the scalar quantity θ ′16−1x.
Similar to the linear case, we may define sufficient subspaces as the closure of the smallest
linear space spanned by the density ratios, r(x,λ) = (ry(x,λ) = gλ(x | Y = y)/gλ(x | Y =
y0) : y ∈ Y). Clearly, in constructing these sufficient subspaces, any invertible transformation
of the density ratios may be used. For exponential families, the logarithm of the density ratios
provides a linear representation for a minimal (spanning) dimension reduction subspace.
Theorem 1 implies that a vector of d linear combinations, Dx, is an X -sufficient summary
if and only if r(x,λ) is a function of Dx. Theorem 2, assuming differentiability, provides a
necessary and sufficient condition for Dx to be a sufficient summary. For each y and λ, let
∇ry(x,λ) = (∂ry(x,λ)/∂x1, ∂ry(x,λ)/∂x2, . . . , ∂ry(x,λ)/∂x p) be the gradient column vector
of partial derivatives of ry(x,λ) with respect to the xi ’s.
Theorem 2. Assume the members of the inverse model G are differentiable with respect to each
xi . Let ry(x,λ) = gλ(x | Y = y)/gλ(x | Y = y0). Then Dx is an X-sufficient summary if and
only if ∇ry(x,λ)′z = 0 for all x ∈ X , and all y ∈ Y and all z ∈ Ker(D) = {z : Dz = 0} ⊂ X .
A proof of the theorem is given in the Appendix.
3. X-sufficient summaries for the exponential family
Assume the family of inverse regression models G is an exponential family,
gλ(x|Y = y) = C(λ, y) exp
(
d∑
j=1
t j (x,λ)Q j (λ, y)
)
h(x,λ) (4)
where, for each λ, the t j (x,λ) are linearly independent functions. We consider the cases where
Y takes finitely many values, countably many values, and a continuum of values.
(i) Finite Y . Assume the response Y takes values in the set Y = {1, . . . , k}. From
Theorem 1, the X -sufficient summary is equivalent to the k − 1 differences given by si (x,λ) =∑d
j=1∆ j (λ, i)t j (x,λ), for i = 1, . . . , k − 1,where ∆ j (λ, i) = Q j (λ, yi )− Q j (λ, yk). Further
dimension reduction is possible depending on the form of the functions Q j , j = 1, . . . , d. The
linear space spanned by (si (x,λ), i = 1, 2, . . . , k − 1) or equivalently, the space spanned by
(δi = (∆1(λ, i),∆2(λ, i), . . . ,∆d(λ, i)), for i = 1, 2, . . . , k − 1) would be the minimum
spanning sufficient dimension reduction space.
Example 1 (Multivariate Normal Predictors). Assume X given Y = i has a p-variate normal
distribution with mean µi and positive-definite covariance matrix 6i . For λ = ((6i ,µi ), i =
1, 2, . . . , k), the conditional density ratios are equivalent to
si (x,λ) = x′{6−1i −6−1k }x− 2x′{6−1i µi −6−1k µk} i = 1, 2, . . . , k − 1.
Any basis of the smallest linear space spanned by the si (x,λ)’s, forms a sufficient summary. The
dimension of such a basis, depending on the structure of the 6i’s and the 6iµi ’s, could be much
smaller than k − 1. To construct the forward model, P(Y = i | X = x), one could first directly
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estimate sufficient summaries using the inverse regression model and then construct estimates of
the forward model P(Y = i | s(X,λ) = s(x,λ)).
In general, the si (x,λ)’s are not linear functions of the predictors. However, if 6i = 6, for
all i , then the conditional density ratios are equivalent to Fisher linear discriminant functions,
si (x,λ) = (µi − µk)′6−1x, for i = 1, 2, . . . , k − 1. Hence, they are equivalent to a set of d
linear combinations of X with d ≤ k − 1.
The conditional normal distributions, gµi ,6i (x|Y = i), are elliptically symmetric and hence
the marginal distributions,
∑k
i=1 pigµi ,6i (x | Y = i), satisfy the LDC. Therefore, Sliced Inverse
Regression (SIR, Li [22]) can readily be applied. The SIR summaries lie in the column space of
6−1xx Vm , where 6xx is the marginal covariance matrix and Vm is the covariance matrix of the
conditional means, E(X | Y = i). We next show how the linear discriminant functions referred
to above lie in this column space.
For µ =∑ki=1 piµi , the space spanned by di = 6−1(µi −µk) is equal to the space spanned
by the columns of the matrix 1 = ((µ1 − µ), (µ2 − µ), . . . , (µk − µ)). It is also equal to the
column space of the matrix
k∑
i=1
pi1i1
′
i = Cov(E(X | y)) = Vm
and the column space of AVm for any invertible matrix A including 6−1xx .
Using Theorem 2, we now develop a characterization of linear sufficient summaries for a
Normal model.
Theorem 3. Assume X given Y = y has a p-variate Normal distribution with mean µ(y) and
covariance matrix 6(y). For a k × p matrix D of rank k, Dx is a sufficient summary if and only
if, for all y,(i) D+Dµ(y) = µ(y), and (ii) D+D(6(y)− I) = 6(y)− I, where the p × k matrix
D+ is the pseudoinverse of D.
The proof of this result is similar to Theorem 4 of Peters et al. [26] and will be omitted. It is
not difficult to see that a linear sufficient summary Dx, with D of rank k, exists if and only if
one can find a y-free (p − k) × p matrix A of rank p-k where AD′ = 0 and a y-free vector
(p − k)-dimensional b such that AX + b is distributed as p − k independent standard normal
variables.
Example 2 (Polynomial Exponential Family). In the previous example, multivariate normality
defines the form of the t j ’s and construction of sufficient summaries is reduced to a
high-dimensional, though parametric, estimation problem. If the parametric model (4) is
not known with such specificity, we could assume q degrees of differentiability for the
underlying unknown log conditional densities and approximate the densities with the polynomial
exponential family densities, gλ(x|Y = i) = h(x,λ) exp{Piq(x)}, with Piq(x) equal to∑
( j1, j2,..., jp) Q(λ, j1, j2, . . . , jp; i)x
j1
1 x
j2
2 . . . x
jp
p . The summation is over all ( j1, j2, . . . , jp)
with
∑p
l=1 jl ≤ q for some fixed q . The log conditional density ratios are then equivalent to
(Piq(x)− Pkq(x), i = 1, . . . , k − 1).
(ii) Infinite Y . We assume gλ(x|Y = y) > 0 for all x ∈ X , y ∈ Y , and λ ∈ 3. Let y0 be any fixed
element of Y and let ry(x,λ) = gλ(x|Y=y)gλ(x|Y=y0) . The mapping that assigns ry(x,λ) as a function of y
to each x ∈ X is a sufficient summary. Note that when Y is finite, the map is the vector function
1580 S. Noorbaloochi, D. Nelson / Journal of Multivariate Analysis 99 (2008) 1574–1589
given in Theorem 1(ii). If Y is countable, then the entire sequence {ryi (x,λ)}∞i=1 is a sufficient
summary.
For the exponential family, this X -sufficient map yields the same partition sets over X as(
d∑
j=1
t j (x,λ)[Q j (λ, y)− Q j (λ, y0)] : y ∈ Y
)
. (5)
The linear space spanned by (δ j (y) = Q j (λ, y) − Q j (λ, y0), y ∈ Y) may be studied for
constructing the minimum-dimension sufficient summary. When the Q j (λ, .y)’s, as functions
of y, fall in some lower q-dimensional linear space of functions spanned by basis elements
bk(λ, y), k = 1, . . . , q , with q much smaller than d, the sufficient summaries will be
at most q-dimensional. For example, if Q j (λ, y) = c j (λ)b(λ, y), then (5) is reduced to∑d
j=1 c j (λ)t j (x,λ), which is a one-dimensional summary. More generally, if q < d and
Q j (λ, y) =∑qi=1 ci j (λ)bi (λ, y) then the X -sufficient summary is equivalent to(
d∑
j=1
c1 j (λ)t j (x,λ), . . . ,
d∑
j=1
cq j (λ)t j (x,λ)
)
.
When the Q j (λ, y) do not lie in a finite-dimensional subspace of functions of y an orthogonal
expansion of Q j with an optimally specified basis may yield good approximate sufficient
summaries. When the Q j (λ, y) are square integrable (say, with respect to Lebesgue measure over
Y) then, for each λ, Q j (λ, y) =∑∞i=1 ci j (λ)bi (λ, y) for a set of basis functions {bi (λ, ·)}∞i=1 for
L2(Y). If these series are absolutely convergent, (5) is equal to
∞∑
i=1
[
d∑
j=1
ci j (λ)t j (x,λ)
]
{bi (λ, y)− bi (λ, y0)}
and the collection (
∑d
j=1 ci j (λ)t j (x,λ) for i = 1, 2, . . .) is an X -sufficient summary. Since
there are d functions t j (x,λ), at most d linearly independent components of this series span the
sufficient summary subspace.
Another method for approximating the infinite-dimensional sufficient summaries is to
approximate ry(x,λ) as a function of y with a step function or, equivalently, partition the data by
slicing Y into slices such that ry(x,λ) is approximately constant within each slice. In the current
paper we will not delve further into these approximation problems.
Now assume, in addition to the inverse model, the compatible forward regression model F is
also a family of linear exponential models given by
fβ(y|X = x) = C∗(β, y) exp
{
l∑
j=0
Q∗j (x,β)′t∗j (β, y)
}
(6)
where the functions {t∗0 (β, y) = 1, t∗1 (β, y), t∗2 (β, y), . . . , t∗l (β, y)} are linearly independent for
all β.
Theorem 4. If the compatible models F and G are exponential families of forms (4) and (6),
then the dimension of the X-sufficient summary is at most min{d, l}.
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A proof of this theorem is presented in the Appendix. The following result demonstrates why
the application of SIR and similar methods usually result in one-dimensional or two-dimensional
estimated summaries.
Corollary. Assume the distribution of Y given X = x is Normal with mean µ(x) and variance
σ 2(x). If the compatible distribution for X given Y = y has the exponential representation (4)
then the dimension of the sufficient summary is at most 2.
Note that this result holds for any compatible inverse model (4). In particular, it holds for any
compatible multinomial inverse model. The importance of this latter inverse model is its use in
approximating unknown inverse regression models and modelling predictors with finitely many
values. A detailed study of compatibility issues when both F and G are exponential families has
been given by [2].
4. A test of dimensionality
As clear from (5), the dimension of the minimal sufficient summary in exponential inverse
model (4) depends upon relationships among the ti (x,λ)’s and the rank of the coefficient matrix
formed by the δ j (y) = Q j (λ, y)−Q j (λ, y0), j = 1, 2, . . . , d, as y ranges over Y . In this section
we assume Y is a finite set with k distinct values. To simplify notation let θ j i = Q j (λ, yi ).
We can estimate an upper bound for the dimension of the minimal sufficient summary by
examining the singular values of the matrix of differences in estimates for these coefficients,
1ˆ = (θˆ j i − θˆ j1 j = 1, 2, . . . , d, i = 2, 3, . . . , k).
We now develop a formal test of dimension using an approach similar to that of Fisher [17]
and Rao [27]. To estimate an upper bound for the dimension of the sufficient summary we can
estimate the dimension of the column space of1 spanned by vectors (δi = θ i−θ1, i = 2, . . . , k).
Since θ i ∈ Rd , if d < k−1 then the dimension is at most d. However, the θ i ’s are unknown so the
dimension must be estimated from the sample. Assume, for all i = 2, . . . , k, the θˆ i ’s are linearly
independent and each is an asymptotically optimal estimator of θ i . That is, asymptotically, θˆ i
has a d-dimensional normal distribution with mean vector θ i and covariance 1√ni I
−1
i (θ). Under
broad regularity conditions, maximum likelihood estimators are asymptotically optimal and the
estimated information matrix, Ii (θˆ), is a consistent estimator of Ii (θ). We test the hypothesis,
H0 : Dim(1) = r , that the unknown δi ’s lie in an r -dimensional subspace of Rd . This is then a
test of whether the dimension for a minimal X -sufficient summary is less than or equal to r . This
is of interest only if r < min(d, k − 1). We consider the likelihood ratio test statistic
χ2 = −2 log
sup
H0
L(θ1, θ2, . . . , θk)
sup
H
L(θ1, θ2, . . . , θk)
.
Let 6ˆi (δ) = 1√ni I−1(θˆ i )+ 1√n1 I−1(θˆ1), τˆ i = 6ˆ
−1/2
i δˆi = 6ˆ
−1/2
i (θˆ i−θˆ1), and ¯ˆτ = 1k−1
∑k
i=2 τˆ i ,
and let C = ∑ki=2(τˆ i − ¯ˆτ )(τˆ i − ¯ˆτ )′. The likelihood ratio test statistic is given by the sum
of the d − r smallest eigenvalues of C, χ2r =
∑d
j=r+1 ηˆ j . For large samples, this quantity
has approximately a chi-squared distribution with d(k − 1) − (d(r + 1) + (k − r − 2)r) =
(d − r)(k − r − 2) degrees of freedom. The derivation of this test statistic is presented in the
Appendix.
To estimate the spanning dimension of the minimal X -sufficient summary we can implement
the following steps:
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(1) Find θˆ i , the MLE of θ i and I(θˆ i ) for i = 1, 2, . . . , k.
(2) Calculate, τˆ i = [ 1√ni I−1(θˆ i )+ 1√n1 I−1(θˆ1)]−
1
2 (θˆ i − θˆ1) for i = 2, . . . , k.
(3) Find the ordered eigenvalues ηˆ1 ≥ ηˆ2 ≥ · · · ≥ ηˆd of the matrix
C =
k∑
i=2
(τˆ i − ¯ˆτ )(τˆ i − ¯ˆτ )′
together with the corresponding eigenvectors p1,p2, . . . ,pd .
(4) Calculate χ20 = ηˆ1 + ηˆ2 + · · · + ηˆd and χ2r = ηˆr+1 + ηˆr+2 + · · · + ηˆd for r = 1, . . . , d − 1.
A plot of the ratios χ
2
r
(d−r)(k−r−2) for all r = 0, . . . , d − 1 can be constructed and the bound
on the dimension is estimated as the value of r for which prior ratios are large and thereafter
the ratios are small.
(5) Finally, given a choice for r , (p1,p2, . . . ,pr )
′t(x,λ) is an estimate for the values of an X -
sufficient summary. A number of similar chi-squared tests have been proposed for estimating
the dimension of linear summaries (see [9,15] and the references therein).
5. Comments and numerical demonstrations
For further illustration, we consider the following regression models in which the conditional
distribution of the predictors given a response value, y, is Dirichlet with parameter vector
(λ1(y), λ2(y), . . . , λp(y)). This distribution does not satisfy the Linear Design Condition nor
does it possess sufficient summaries which are linear in X.
We apply the ideas above to two different forward models compatible with this inverse model.
We consider a discrete response, Y , taking values in a finite set and we consider the commonly
studied situation where, given X = x, Y follows a Normal distribution.
Case 1: Finite Response. Assume Y takes values in {0, 1, . . . , k}. The minimal sufficient
summary is equivalent to
s(x,λ) =
(
p∑
i=1
(λi (1)− λi (0)) ln(xi ), . . . ,
p∑
i=1
(λi (k)− λi (0)) ln(xi )
)
.
For compatibility, all k − 1 logits in the forward multinomial logistic regression model must
be linear in the ln(xi ) and can be expressed as linear functions of k − 1, or fewer, summaries.
If Y is dichotomous the sufficient summary for the p-dimensional logistic model is at most
one dimensional. Situations with a binary response where the LDC holds have been studied by
Cook [11].
As a specific example, given Y ∈ {0, 1, 2, 3}, twelve covariates were generated from four
Dirichlet distributions with parameters as specified in Table 1. For the forward model, we
specified P(Y = j | X = x) = exp(∑12i=1 βi ln(xi ))/(1 + exp(∑12i=1 βi ln(xi ))) with the
postulated parameter values given in the last three rows of Table 1. The purpose of this example is
to show how one could use summaries to construct the forward model. Using this pair of models
and Gibbs method, we generated samples from the joint distribution of (Y,X).
Assume our task is to estimate this forward model from the given sample. To this end, we
may directly model the 12-variate multinomial logistic model, but we wish to avoid this task.
Therefore, we applied the following two-step procedure. First, using the inverse model, assuming
we know the λ, we calculated the lower-dimensional sufficient summary and then used this
summary to study and build an estimate for the forward regression model.
S. Noorbaloochi, D. Nelson / Journal of Multivariate Analysis 99 (2008) 1574–1589 1583
Table 1
Parameters of the inverse model (λ) and the forward model (β)
X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 Sample size
λi
Y = 0 4 5 1 6 3 3 12 11 6 14 1 11 500
Y = 1 16 13 3 2 11 3 4 5 10 6 13 3 600
Y = 2 2 1.2 1 2 2 10 6 1 3 2 1 8 500
Y = 3 1 2 3 4 5 6 7 8 9 10 11 12 300
βi
Y = 0 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10 0.11 0.12
Y = 1 0.30 0.00 0.20 0.00 0.00 0.30 −0.10 −0.10 −0.10 −0.10 −0.10 −0.10
Y = 2 0.02 0.02 0.02 0.02 0.01 0.01 0.01 0.30 0.30 0.30 0.30 0.30
The 3×12 matrix,1 = (λi ( j)−λi (1), j = 2, 3, 4, i = 1, 2, . . . , 12), has rank 3 and henceX
may be replaced by the three-dimensional summary (s j (x,λ) =∑12i=1(λi ( j)−λi (1)) ln(xi ), j =
2, 3, 4). By stratifying the generated bivariate sample according to y-values, we selected four
independent samples of the inverse models. We then calculated these three summaries. We could
now use these summaries as predictors in forward model construction. For example, we could
postulate the lower-dimensional model P(Y = j | s(x,λ)) = exp(γ0 +∑3i=1 γi si (x,λ))/(1 +
exp(γ0 +∑3i=1 γi si (x,λ))).
In fitting this latter model we calculated the square root of MSE( j) = 11900
∑1900
m=1[P(Y =
j |X = xm) − P(Y = j |s(xm,λ))]2, for j = 0, 1, 2, 3, as a measure of error. Respectively, the
values were 0.01, 0.04, 0.005 and 0.06. Clearly, different competing forward models could have
been postulated and other well-known goodness-of-fit measures could have been used. The point
here is to show that the summaries can be readily used for model construction.
In practice the λi could have been estimated using the maximum likelihood estimates of the λi
under the marginal Beta distributions for X i given Y . For a detailed discussion of compatibility
issues regarding logistic models, see [1,19].
Case 2: Conditionally Normal Response. A common forward regression model is a Normal
distribution for the response given the covariates. The following theorem holds true when there
is no collinearity between the logarithms of the p predictors.
Theorem 5. Let fβ(y | X = x) be a normal density with mean µ(x) and variance σ 2(x).
Also assume, covariance matrix of (ln(X1), ln(X2), . . . , ln(X p)) is positive-definite and given
Y = y, the conditional distribution of the X = (X1, X2, . . . , X p) is Dirichlet with parameter
vector (λ1(y), λ2(y), . . . , λp(y)). If the models are compatible then the regression function is
µ(x) = E(Y | X = x) = −
(
2b0 + 2
p∑
i=1
bi ln(xi )
)−1 (
c0 +
p∑
i=1
ci ln(xi )
)
with σ 2(x) = Var(Y | X = x) = −(2b0 + 2∑pi=1 bi ln(xi ))−1 for some vectors b =
(b0, b1, . . . , bp) and c = (c0, c1, . . . , cp).
Note that the assumption of linear independence of ln(X i )’s implies that none of the predic-
tors could be product of other predictors. More generally, X i , for a given i = 1, 2, . . . , p is not a
monomial of the other X j ’s, j 6= i .The proof of the theorem is given in the Appendix. The com-
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Table 2
Conditional Dirichlet and normal models: Parameters, marginal ML estimates
Coeff. x1 x2 x3 x4 x5 x6
λ2i 0.10 0.20 0.04 0.41 0.10 0.10
βi −2.00 −1.00 3.00 −2.00 −1.00 1.00
γ 2i 1.00 1.00 2.00 3.00 1.00 0.70
MLE λˆ2i 0.10 0.20 0.04 0.45 0.10 0.10
MLE βi −1.67 −1.03 3.56 −1.78 −1.23 1.09
MLE γ 2i 1.11 1.04 1.92 2.88 0.94 0.70
patible inverse model (7) in the Appendix, for ci = λ2i , bi = 2λ2i βi and ai = λ2i β2i + γ 2i , yields(
p∑
i=1
λ2i ln(xi ),
p∑
i=1
βiλ
2
i ln(xi )
)
,
as the X -sufficient summary. If βi = β or λi = λ, i = 1, 2, . . . , p, then the summary is one
dimensional, otherwise, it is a two-dimensional summary. The maximum likelihood estimators
of these parameters can be found by iterative methods. The family is an exponential family
with a likelihood function strictly convex with respect to the parameters so a unique MLE ex-
ists. However, for large p these iterative procedures may be slow and erratic. The coefficients
could easily be estimated from the univariate conditional marginal Beta(λ2i (y + βi )2 + γ 2i ,∑
j 6=i λ2j (y + β j )2 + γ 2j ) distributions of the individual X i . No high-dimensional parameter
estimation would then be needed.
As an example, we generated 1000 observations from the inverse model with parameters
specified in Table 2. We calculated the maximum likelihood estimates of the parameters using
the conditional univariate marginal Beta models for the individual X i . As illustrated in Table 2,
this process yielded good estimates for the model parameters.
As a further example, we generated samples from similar conditionally specified joint
distributions using Gibbs method. We alternately sampled Y given X = x from a Normal
distribution with mean µ(x) and variance σ 2(x) and sampled X given Y = y from a six-
dimensional Dirichlet distribution (7) with parameters given in Table 2. To derive the sufficient
summaries, we distinguish between two cases: (i) when the conditional variance of the response
is constant and (ii) when the variance in addition to the mean depends on the covariates.
i. Var(Y | X = x) = σ 2. Constant variance implies ∑pi=1 bi ln(xi ) = c while linear
independence of the ln(xi ) implies c = 0 and hence bi = 0 for all i . However bi = 2λ2i βi
is zero if and only if λi = 0 or βi = 0. If, for any i , λi = 0 then X i is independent of Y and can
be deleted from the model. Assuming all λi are positive, constant variance implies that βi = 0
for all i and the sufficient summary is one dimensional and given by
∑p
i=1 λ2i ln(xi ).
To compare this one-dimensional summary with some of the existing dimension reduction
methods, using Gibbs method we generated a sample of 3000 observations from the previous
joint distribution specified in Table 2, but setting βi = 0, i = 1, . . . , 6, and σ 2 = 1. We applied
SIR, SAVE, and principal Hessian directions (pHd) with 8 slices of equal size (375). The actual
conditionally specified (CS) coefficients are given in the last row of Table 3. This table also
lists the first effective direction derived using these different methods based on the marginal
distribution of the predictors assuming the Linear Design Condition approximately holds for
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Table 3
Coefficients of the first estimated direction of the homoscedastic forward model
Predictor ln(x1) ln(x2) ln(x3) ln(x4) ln(x5) ln(x6)
SIR −0.204 −0.495 −0.133 −0.762 −0.244 −0.236
SAVE 0.172 0.448 0.290 0.783 0.198 0.182
pHd 0.182 0.517 0.264 0.752 0.180 0.180
CS 0.10 0.20 0.04 0.41 0.10 0.10
Fig. 1. Ranks of first direction summaries from SIR, SAVE, and pHd against ranks of the conditional summary.
the predictors in the logarithmic scale. All calculations were done using the ‘dr’ library of R
(see [28]).
Since the sufficient summaries are invariant under any monotone transformation, in Fig. 1 we
have plotted the rank of the true sufficient summaries against the ranks of d′1x , where d1 the
first effective direction, for each these three methods. Fig. 1 confirms a weak agreement between
pHd estimates of the first effective direction scores with the first CS sufficient summary scores.
This is expected. The pHd estimation method requires the normality of the marginal predictors
distribution.
ii. Var(Y | X = x) = σ 2(x). Now we consider an example where the variance of the
response depends on the covariates. Specifically, using the model specified in Theorem 5 and
the parameters given in Table 2, we generated a sample of size 3000. We again estimated values
for the sufficient summaries. We projected the response vector onto the space spanned by the
ln(xi ) and also onto the space spanned by the estimated sufficient summaries. Fig. 2 plots the
estimates based on the projection onto the sufficient summary space against estimates based on
the projections onto the log-covariate space. The clustered points around the bisector in Fig. 2
indicate close agreement between the two projections in this parametric setup.
In this case, the regression function is not linear in the predictors. We applied SIR, SAVE,
and pHd to assess how close the results from these marginal methods come to estimating the true
summaries (s1, s2). Application of SIR pointed to one sole effective direction. SIR resulted in a
partitioning of the sample that somewhat agrees with a partitioning based on the first component
of the true summary. However, compared with the constant variance case above, this agreement
is much weaker. Both SAVE and pHd indicated four or more directions and failed to detect the
sufficient summaries. These results were expected as pHd requires multivariate normality of the
marginal distribution of the predictors and the LDC does not hold in either case.
Acknowledgment
This research was supported by VA HSR&D Grant IIR 03-005.
1586 S. Noorbaloochi, D. Nelson / Journal of Multivariate Analysis 99 (2008) 1574–1589
Fig. 2. Projections of y onto ln(xi )’s and onto estimated sufficient summary scores.
Appendix
Proof of Theorem 2. If Dx is an X -sufficient summary then ry(x,λ) = h(Dx), for some
function h. Hence, if Dx1 = Dx2 then ry(x1,λ) = ry(x2,λ). This implies for z ∈ Ker(D)
and for any δ > 0, δz ∈ Ker(D) and ry(x1 + δz,λ) − ry(x1,λ) = 0. Hence the directional
derivative of R in the direction of z is zero, but then this implies ∇ry(x,λ)′z = 0. Conversely,
for any x1 and x2 such that Dx2 = Dx1, we have ry(x2, λ)−ry(x1,λ) = ∇ry(x∗,λ)′(x2−x1) for
some x∗ ∈ {x : |x2 − x | ≤ |x2 − x1|} and hence ry(x2,λ) = ry(x1,λ), since x2 − x1 ∈ Ker(D).
This implies that ry(x,λ) = h(Dx) for some h and hence Dx is a sufficient summary. 
Proof of Theorem 4. For the inverse regression model given in (4) the dimension
of the X -sufficient summaries is at most d . Compatibility of (4) and (6) implies
that Q j (λ, y) = ∑li=1 ai j (λ)t∗i (λ, y). This implies gX,λ(x|y) to be proportional to
exp(
∑d
j=1 t j (x,λ)
∑l
i=1 ai j (λ)t∗i (λ, y)) and hence proportional to exp(
∑l
i=1[
∑d
j=1 ai j (λ)t j
(x,λ)]t∗i (λ, y)). By linear independence of t∗i (λ, y), the sufficient summaries (
∑d
j=1 ai j (λ)t j
(x,λ), i = 1, 2, . . . , l) have a dimension of at most l. Now linear independence of the t j (x,λ)
imply that the dimension is at most the minimum of d and l. 
Proof of Theorem 5. Note that by assumption, ψ(x) = (1, ln(x1), ln(x2), . . . , ln(x p)) are
linearly independent functions over the support of the inverse model and φ(y) = (1, y, y2)
are linearly independent functions of y. Now following Theorem 1.4 (also Theorem 4.1) of [3],
let h(x) be the marginal density for X and g(y) be the marginal density for Y . Define
U (x) = ln
(
h(x)√
2piσ 2(x)
)
and V (y) = ln
g(y)
Γ
( p∑
i=1
λi (y)
)
p∏
i=1
Γ (λi (y))
 .
Then fβ(y|x)h(x) = gγ (x|y)g(y) implies
V (y)+
p∑
i=1
λi (y) ln(xi ) =
{
U (x)− µ
2(x)
2σ 2(x)
+
p∑
i=1
ln(xi )
}
− y
2
2σ 2(x)
+ yµ(x)
σ 2(x)
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for all y and x. For i = 1, 2, . . . , p, this in turn implies{
V (y) = a0 + b0y + c0y2
λi (y) = ai + bi y + ci y2
and 
U (x)− µ
2(x)
2σ 2(x)
+
p∑
i=1
ln(xi ) = a0 +
p∑
i=1
ai ln(xi )
µ(x)
σ 2(x)
= b0 +
p∑
i=1
bi ln(xi )
− 1
2σ 2(x)
= c0 +
p∑
i=1
ci ln(xi )
for sets of coefficients (a0, a1, . . . , ap), (b0, b1, . . . , bp), and (c0, c1, . . . , cp). Hence σ 2(x) =
−(2c0 + 2∑pi=1 ci ln(xi ))−1 and the regression function is
µ(x) = −1
2
b0 +
p∑
i=1
bi ln(xi )
c0 +
p∑
i=1
ci ln(xi )
.
Similar algebra yields that the family of joint distributions for (Y,X) is characterized by the
density functions
f (y, x) = exp(a0 + b0y + c0y2)
p∏
i=1
xai+bi y+ci y
2−1
i = exp(φ(y)′Cψ(x))
for C’s for which f (y, x) integrates to one. Compatibility and positivity of ai + ybi + y2ci for all
y require λi (y) = λ2i (y+ βi )2+ γ 2i for some set of positive constants λi , βi , and γi . The inverse
regression model then is equivalent to
gλ(x|Y = y) =
Γ
( p∑
i=1
(λ2i (y + βi )2 + γ 2i )
)
p∏
i=1
Γ (λ2i (y + βi )2 + γ 2i )
p∏
i=1
x
λ2i (y+βi )2+γ 2i −1
i (7)
with ci = λ2i , bi = 2λ2i βi and ai = λ2i β2i + γ 2i , for i = 1, 2, . . . , p. 
Test of dimensionality. To calculate the test statistic we must find the maximum of the
likelihood under each hypothesis. Independently sampling within subpopulations, maximizing
the numerator is equivalent to solving
min
H0
k∑
i=2
(δˆi − δi )′6−1i (δ)(δˆi − δi ) = minH0
k∑
i=2
(τˆ i − τ i )′(τˆ i − τ i ) (8)
for 6i (δ) = I−1(θ i )+ I−1(θ1), τˆ i = 6−1/2i δˆi , and τ i = 6−1/2i δi . Since the 6i are full rank by
assumption, the τ i can be expanded as linear combinations of an orthonormal basis {α1, . . . ,αr }
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for 1,
H0 : τ i = α0 + ci1α1 + ci2α2 + · · · + cirαr .
To find the global minimum, we first minimize with respect to the constants ci j and then the
minimizing α0. Finally the minimizing orthogonal basis will be found.
The i th term of Eq. (8) is (τˆ i−α0−∑rj=1 ci jα j )′(τˆ i−α0−∑rj=1 ci jα j ). By the orthogonality
of the αi and differentiation with respect to each ci j , for any set of fixed {α0,α1, . . . ,αr } the
minimizing set of ci j are ci j = (τˆ i − α0)′α j . This replaces the i th term with
(τˆ i − α0)′(τˆ i − α0)−
r∑
j=1
[(τˆ i − α0)′α j ]2.
Summing over i , Eq. (8) is: minH0
∑k
i=2(τˆ i − α0)′(τˆ i − α0)−
∑k
i=2
∑r
j=1((τˆ i − α0)′α j )2.
For fixed {α1,α2, . . . ,αr } we find the minimizing α0. Let ¯ˆτ = 1k−1
∑k
i=2 τˆ i . We rewrite Eq.
(8) as
k∑
i=2
(τˆ i − ¯ˆτ )′(τˆ i − ¯ˆτ )−
k∑
i=2
r∑
j=1
[(τˆ i − ¯ˆτ )′α j ]2 + (k − 1)( ¯ˆτ − α0)′( ¯ˆτ − α0)
− (k − 1)
r∑
j=1
[( ¯ˆτ − α0)′α j ]2.
Since ( ¯ˆτ − α0)′( ¯ˆτ − α0)−∑rj=1[( ¯ˆτ − α0)′α j ]2 = ( ¯ˆτ − α0)′[I−∑rj=1 α jα′j ]( ¯ˆτ − α0), terms
involving ( ¯ˆτ − α0) are non-negative for a given set of α j and for α0 = ¯ˆτ . Eq. (8) therefore has
the minimum
k∑
i=2
(τˆ i − ¯ˆτ )′(τˆ i − ¯ˆτ )−
k∑
i=2
r∑
j=1
[(τˆ i − ¯ˆτ )′α j ]2.
For the final minimization we have to maximize
∑k
i=2
∑r
j=1[(τˆ i − ¯ˆτ )′α j ]2 =∑r
j=1 α′j [
∑k
i=2(τˆ i − ¯ˆτ )(τˆ i − ¯ˆτ )′]α j with respect to the α j . Let C =
∑k
i=2(τˆ i − ¯ˆτ )(τˆ i − ¯ˆτ )′
and let p1,p2, . . . ,pd and η1 ≥ η2 ≥ · · · ≥ ηd be the eigenvectors and the eigenvalues of C,
respectively. Then
max
α1,α2,...,αr
r∑
j=1
α′j
[
k∑
i=2
(τˆ i − ¯ˆτ )(τˆ i − ¯ˆτ )′
]
α j =
r∑
j=1
p′jCp j =
r∑
j=1
η j .
The first term of the Eq. (8) is
∑k
i=2(τˆ i − ¯ˆτ )′(τˆ i − ¯ˆτ ) = trace(C) =
∑d
j=1 η j . Therefore,
min
H0
k∑
i=2
(δˆi − δi )′6−1i (δ)(δˆi − δi ) =
d∑
j=r+1
η j .
By assumption, τˆ j is the MLE of τ j and, hence, the denominator of the test statistic is 1.
Therefore, the likelihood ratio test statistic is given by the sum of the d − r smallest eigenvalues
of C, χ2r =
∑d
j=r+1 η j . For large samples this quantity has approximately a chi-squared
distribution with d(k − 1) − (d(r + 1) + (k − r − 2)r) = (d − r)(k − r − 2) degrees of
freedom.
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