We present Chandra X-ray measurements of the gas mass fraction out to r 500 for a complete sample of the 35 most luminous clusters from the Brightest Cluster Sample and the Extended Brightest Cluster Sample at redshift z = 0.15 − 0.30. The sample includes relaxed and unrelaxed clusters, and the data were analysed independently using two pipelines and two different models for the gas density and temperature. We measure an average of f gas (r 500 ) = 0.163 ± 0.032, which is in agreement with the cosmic baryon fraction (Ω b /Ω M = 0.167 ± 0.006) at the 1σ level, after adding the stellar baryon fraction. Earlier studies reported gas mass fractions significantly lower than the cosmic baryon fraction at r 500 , and in some cases higher values that are consistent with the cosmic baryon fraction towards the virial radius. In this paper we show that the most X-ray luminous clusters in the redshift range z = 0.15 − 0.30 have a gas mass fraction that is consistent with the cosmic value at r 500 .
INTRODUCTION
Clusters of galaxies are the largest known bound systems in the Universe and are formed from the collapse of primordial density fluctuations (Press & Schechter 1974; White & Rees 1978) . The intracluster medium (ICM) is in the form of a hot ionized gas at ∼ 10 8 K, and it contains most of the baryons in clusters. The remaining baryons are in stars and intracluster light, and account for a few percent of the total mass (Lin et al. 2003; Gonzalez et al. 2007; Giodini et al. 2009 ). The total cluster baryon fraction is therefore a combination of the baryons in stars and ICM, i.e., f b = fstars + fgas. Since clusters are extremely large and massive, baryons and dark matter originated from approximately the same comoving volume, and thus it is believed that their ratio should be representative of the Universe (e.g., Metzler & Evrard 1994) . A number of studies have used the baryonic mass fraction to measure ΩM and found evidence for a low density Universe (Fabian 1991; White & Frenk 1991; White et al. 1993; Briel et al. 1992; David et al. 1995; White & Fabian 1995; Evrard 1997; Pen 1997; Ettori & Fabian 1999; Mohr et al. 1999; Grego et al. 2001; Allen et al. 2002 Allen et al. , 2004 LaRoque et al. 2006; Allen et al. 2008; Ettori et al. 2009 ). Measuring the evolution of the gas mass fraction over a large redshift range, fgas(z), allows cosmological quantities to be constrained (for recent reviews see Allen et al. 2008; Ettori et al. 2009 and references therein) .
Current studies indicate that the cluster baryon fraction is typically lower than the cosmic baryon fraction as measured by the Ω b /ΩM parameter (Vikhlinin et al. 2006 ; Afshordi et al. 2007 ; Arnaud et al. 2007 ; Giodini et al. 2009; Sun et al. 2009; Umetsu et al. 2009; Rasheed et al. 2010; Komatsu et al. 2011) . This observation has raised questions on the whereabouts of these missing baryons (Rasheed et al. 2010) . A possible explanation is that Active Galactic Nuclei (AGN) feedback may push the ICM towards the cluster outskirts (Metzler & Evrard 1994; Takizawa & Mineshige 1998; Bialek et al. 2001; Valdarnini 2003; McCarthy et al. 2007; Cavaliere & Lapi 2008; Bode et al. 2009 ).
To address this issue we measured the gas mass fraction for a complete sample of massive clusters at z = 0.15 − 0.30 from the Brightest Cluster Sample and its extension (Ebeling et al. 1998 (Ebeling et al. , 2000 Dahle 2006 ). The background of the surface brightness and temperature profiles limits the radius out to which masses can be measured accurately. Therefore we chose to limit our measurements for the entire sample to r500, the radius within which the mass density is 500 times the critical density of the universe at the cluster's redshift. In cases of long exposures and high quality data, it is possible to use Chandra to detect clusters beyond r500. For example, in Bonamente et al. (2012) we report the detection of A1835, one of the clusters in this sample, out to the virial radius. We calculate the total cluster baryon fraction by adding the baryons from stars and galaxies, and find that the baryon content in these high-luminosity clusters is consistent with the cosmic ratio Ω b /ΩM at r500. This paper is structured in the following way: Section 2 briefly describes the sample of clusters, Section 3 discusses the Chandra data reduction, and Section 4 reviews the modelling of the X-ray data. We present our results in Section 5, possible systematic effects in Section 6, a comparison with other studies in Section 7, and discussion and conclusions in Section 8. Throughout this paper we assume a cosmology based on WMAP7 results with H0 = 70.2 km s −1 Mpc −1 , ΩM = 0.27, and ΩΛ = 0.73 (Komatsu et al. 2011 ).
CLUSTER SAMPLE
The sample we chose for this analysis is composed of 35 clusters from the Dahle (2006) sample (Table 1) , a 90% complete sample of clusters with X-ray luminosities in the 0.1 − 2.4 keV band of L X, keV 6 × 10 44 erg s −1 (for a concordance ΛCDM universe with h = 0.7) from the Brightest Cluster Sample (BCS, Ebeling et al. 1998 ) and the Extended BCS (eBCS, Ebeling et al. 2000) in the z = 0.15 − 0.30 redshift range. These clusters are estimated to have masses of M180 5 × 10 14 h −1 M⊙, making them the most massive in the (e)BCS sample (Dahle 2006) . All of the clusters from this sample have archival Chandra data available for our analysis. The majority of the clusters have been observed with the ACIS imaging array (ACIS-I), and 6 with the ACIS spectroscopic array (ACIS-S). With this sample of clusters, we aim to measure the gas mass fraction out to r500 using high S/N X-ray data from Chandra, and then calculate the total baryon fraction using the stellar fraction from Gonzalez et al. (2007) and Giodini et al. (2009) .
CHANDRA OBSERVATIONS AND DATA REDUCTION
Data reduction was done using the Chandra Interactive Analysis of Observations (ciao 1 ) software version 4.2 and the Chandra Calibration Database (caldb 2 ) version 4.3.1. The data reduction and subsequent analysis was performed by two separate pipelines: one was developed by D. Landry and M. Bonamente, and makes use of a Markov chain Monte Carlo method of analysis (e.g., Bonamente et al. 2004 Bonamente et al. , 2006 , the other was developed by P. Giles and B. Maughan (additional details are provided in Giles et al. 2012) . Results from the two analyses, including temperature profiles and mass measurements, were found to be in statistical agreement, thus providing confidence on the results provided in this paper and in others to follow using the same sample (e.g., Giles et al. 2012) .
As part of the data reduction, corrections were made for afterglows, charge transfer inefficiency (CTI), bad pixels and solar flares. Afterglows are caused from cosmic rays building up charge on the CCD, bad pixels take into account hot pixels and afterglow events, and CTI is due to proton damage to the ACIS chips that reduces the energy resolution. The variability of solar activity can cause periods of high background which need to be filtered out. A common way of removing these periods of solar flares is to follow the lightcurve filtering method of Markevitch et al. (2003) . Before the lightcurve can be created, point sources of high and variable emission need to be excluded. The lightcurve is then created over the energy range 0.3 − 12.0 keV for ACIS-I observations and 2.5 − 6.0 keV for ACIS-S observations on a selected region of the Chandra CCD's used as the local background. A sample lightcurve is shown in Figure 1 . This lightcurve was filtered with an iterative algorithm (deflare command in ciao) that removes time intervals outside the 3σ range of the mean. The solid line shows the mean count rate for the observation and the red boxes show the regions that were filtered out. Most observations were taken in VFAINT mode, and in this case we applied VFAINT cleaning to both the cluster and blank-sky observations.
Images were created in the 0.7 − 7.0 keV band to measure the surface brightness as a function of radius. This energy band was chosen since in this energy range the effective area is highest and the background rate lowest. The most crucial aspect of the analysis of diffuse sources such as galaxy clusters is background subtraction. For this purpose, we use ACIS blank-sky composite event files and measurements of the local background taken from source-free regions of the cluster observation (Markevitch et al. 2003) . Since all the clusters in the sample have redshifts in the z = 0.15 − 0.30 range, the emission does not extend across the entire detector, and we have a sufficiently large region to obtain a local background (see Figure 2) . In nearly every cluster the local background was measured from an outer annulus beyond r200, where the surface brightness was approximately constant, i.e., it has reached the background level. There are a few clusters that only have ACIS-S data available. For these clusters, the local background was taken from the adjacent ACIS-I chips. Point sources and extended substructures were detected and removed using wavdetect in ciao and known sources were removed manually by visual inspection.
The local background of the cluster observation may differ from the ACIS blank-sky composites, since these observations were done at different times and positions in the sky, and the X-ray background has both spatial dependence (e.g., Snowden et al. 1997) and is time-variable (e.g., Takei et al. 2008) . Although the background flux may vary with time, Hickox & Markevitch (2006) have shown that the ratio of the flux within the 2 − 7 keV and 9.5 − 12 keV bands is constant in time. We can therefore rescale the blank-sky spectrum by the ratio of the count rates in the 9.5 − 12 keV band of cluster and blank-sky observations, and obtain a clean subtraction of the background in the spectral region of interest, which is 0.7 − 7.0 keV (Hickox & Markevitch 2006) . After subtracting the blank-sky background, resid- uals may still be present in the soft 0.7 − 2 keV band. These soft residuals may be due to Galactic and extragalactic emission, as well as residual solar flares that were not removed by lightcurve filtering (e.g., Snowden et al. 1997 ). When present, the soft residual spectrum is then fit with a power law and a plasma emission model, and this model of the soft residuals is taken into account in the cluster spectra (as done in, e.g., Bulbul et al. 2010; Hasler et al. 2012) . Figure 3 shows an example of soft residuals below 2 keV for observation 6880 of Abell 1835. Multiple observations were reduced individually to apply the correct calibration to each dataset. The cluster surface brightness profile is obtained from merged images, and the temperature profile from fitting spectra from different observations simultaneously.
MODELLING AND ANALYSIS OF THE CHANDRA DATA
The total mass of a cluster can be inferred from the density and temperature of the X-ray emitting ionized plasma, assuming that the hot gas is in hydrostatic equilibrium with the gravitational cluster potential. Thus, we can write the total mass as
where kB is the Boltzmann constant, T (r) is the temperature profile, µ is the mean molecular weight, mp is the mass of a proton, G is the gravitational constant, and ne(r) is the number density of electrons. The mass of the hot gas is calculated as
where µe is the mean molecular weight of the electrons. We use high resolution X-ray imaging and spectroscopy from the Chandra X-ray Observatory to determine ne(r) and T (r). Specifically, the observed X-ray surface brightness is related to the electron number density by the following equation
where z is the redshift, Λee(Te) is the plasma emissivity (counts cm 3 s −1 ) and the integral is along the line of sight through the cluster. The linear distance r in these equations is given by r = θDA, where θ is the apparent angular size and DA is the angular diameter (Carroll et al. 1992) . To measure the density from the surface brightness, the angular diameter must be known. The value of DA can be calculated from the following equation (valid for Ω k = 0):
where E 2 (z) = ΩM(1 + z) 3 + ΩΛ and H0 is the Hubble constant. The temperature profile is determined from radiallyaveraged X-ray spectra fit to an apec optically-thin emission model (Smith et al. 2001) , with Galactic h i column density measured from the Leiden-Argentine-Bonn survey (Kalberla et al. 2005) . We used the xspec software version 12.6.0s (Arnaud 1996) .
We use the Vikhlinin et al. (2006) model that describes the density and temperature of the cluster to fit the Chandra data. The three-dimensional gas density is modelled as a generalisation of the β-model,
and uses a total of ten parameters. The model used for the temperature profile is given by the phenomenological function
which has eight parameters and thus enough degrees of freedom to model nearly any smooth temperature distribution. The second term in the temperature profile describes the region outside of the cool-core as a broken power law with a transition region. Therefore, the Vikhlinin et al. (2006) model has a total of 18 parameters. In our analysis, we used the following constraints for all clusters: n02 = 0, α = 0, γ = 3, and ε < 5. For certain clusters with lower S/N, we fixed additional parameters.
To assess biases from the use of a particular parameterization of the thermodynamic quantities, we also model all clusters with the Bulbul et al. (2010) model. This model gives analytic functions for temperature, density, and gas pressure, assuming a polytropic equation of state and hydrostatic equilibrium outside of the cluster core. Similar to the Vikhlinin et al. (2006) model, it accounts for cooling of the gas in the core, and the temperature profile is
The function
has been adopted from Vikhlinin et al. (2006) . In Equation 7, the quantity ξ = Tmin/T0 is a free parameter (0 < ξ < 1) that measures the amount of central cooling. With this temperature profile, the gas density profile can be determined from the polytropic equation of state,
The Bulbul et al. (2010) model therefore has a total of 8 parameters. The comparison of results from the two models can be found in Section 6. The emissivity for thermal bremsstrahlung emission at energy E is
where n is the number density and T is the temperature. The two X-ray observables, SX and T , are therefore not completely independent. To determine the best-fit parameters of the models, we use a Markov chain Monte Carlo (MCMC) method with a Metropolis-Hastings selection algorithm described in Bonamente et al. (2004) . Although both models have parameters that can be correlated to one another (e.g., Hasler et al. 2012 ), the MCMC method accounts for these correlations, and model parameters and all derivative quantities such as masses and the gas mass fraction can be computed accurately.
In the analysis of the surface brightness and temperature profile data we follow Bulbul et al. (2010) and Hasler et al. (2012) and add a 1% systematic uncertainty for each bin of the surface brightness and a 10% systematic uncertainty for each bin of the temperature data. In Section 6 we describe additional sources of systematic errors that can affect our measurements. Selected temperature fits for both the Vikhlinin et al. (2006) and Bulbul et al. (2010) model are shown in Figure 4 (see Appendix A for temperature profiles and fits for all clusters). To measure masses at r500, we need to fit the data beyond this radius to constrain the slope of the temperature profile. Out of the entire sample of 35 clusters, 28 have temperature and surface brigthness measurements out to or beyond r500, and only 7 required slight extrapolation out to r500 (see Appendix A for additional details).
MEASUREMENT OF THE GAS MASS FRACTION

Results for the Entire Sample
The gas mass, total mass, and gas mass fraction for each cluster are reported in Table 11 . We calculated the median and 68.3% confidence interval for the average gas mass fraction from the combined chains of all clusters, to find fgas(r2500) = 0.110 ± 0.017 fgas(r500) = 0.163 ± 0.032.
The average radial profile of the gas mass fraction for all clusters is shown in Figure 5 and shows an increase with radius as also found in previous studies, e.g., Vikhlinin et al. (2006) and Rasheed et al. (2010) . Since clusters are the largest gravitationally bound structures in the Universe, the baryon fraction should be representative of the cosmic ratio Ω b /ΩM. Current measurements from WMAP indicate that the cosmic baryonic fraction is
(10) (Komatsu et al. 2011) . To accurately compare the gas mass fraction with the cosmic baryon fraction, baryons in stars and galaxies need to be taken into account. Giodini et al. (2009) measured the baryon fraction of stars and galaxies and determined this stellar mass fraction as a function of M500, finding fstars, 500 = 0.019 ± 0.002 (11) for clusters with mass M (r500) ≃ 7.1 × 10 14 M⊙. This result is slightly higher than the value reported by Gonzalez et al. (2007) , who measure fstars, 500 ≃ 0.012 for the same mass range. Including the Giodini et al. (2009) results in our measurements of the gas mass fraction, we estimate the baryon fraction f b (r500) for our sample as
The difference between the average baryon fraction measured at r500 and the cosmic baryon fraction from WMAP is therefore
i.e., our measurements match the known cosmic baryon fraction at the 1σ level at r500, as also shown in Figure 5 . The measurement of the baryon fraction using the Bulbul et al. (2010) model also agrees with Ω b /ΩM (see Section 6 for discussion).
Results for Relaxed and Unrelaxed Clusters
We used three parameters to determine if a cluster can be classified as dynamically relaxed and host a cool-core: centroid shift for the dynamical state, central cooling time and cuspiness for the presence of a cool-core. For clusters with high quality data, the central cooling time is the best method for determining if it has a cool-core or not (Hudson et al. 2010) . We calculated the central cooling time as
, (13) where np is the number density of protons and Tg is the central temperature of the gas (Sarazin 1988), using the bestfitting temperature profile at r = 0.048 r500 as the central temperature. Cuspiness is defined as the logarithmic derivative of the density profile,
evaluated at r = 0.04 r500 ). Hudson et al. (2010) indicate that, for low quality data, this parameter is a good indicator for the presence of a cool-core. The centroid shift is defined as the standard deviation of the distance between the peak X-ray emission and the centroid (Poole et al. 2006 ). We measured the centroid shifts in annular bins centered on the X-ray peak decreasing by 0.05 r500, as suggested by Poole et al. (2006) . We calculated the central cooling times, cuspiness, and centroid shifts for all the clusters in the sample, and we classified relaxed clusters as those which satisfied the following three conditions: (i) w < 0.009 r500, (ii) α > 0.65, and (iii) t cool < 6.5 Gyr (see Giles et al. 2012 for more details). This classification results in 13 relaxed clusters and 22 unrelaxed clusters, as shown in Table 1 . We calculated the gas mass fraction at r2500 and r500 for both subsamples of relaxed clusters and unrelaxed clusters (see Table 2 ). Our results show that at both radii the gas mass fractions for relaxed clusters are in excellent agreement with that of unrelaxed clusters, and that both sub-samples are statistically consistent with the cosmic baryon fraction at r500 (see Figure 6 ). The agreement of the gas mass fraction between relaxed and unrelaxed clusters may be an indication that hydrostatic mass estimates are reliable for unrelaxed clusters out to r500. Giles et al. (2012) discusses further the reliability of hydrostatic mass estimates.
SYSTEMATICS AND PHYSICAL PROCESSES AFFECTING THE GAS MASS FRACTION
This section describes certain sources of systematic error and physical processes that may affect X-ray measurements of the gas mass fraction. 
Assumption of hydrostatic equilibrium
One way in which the gas mass fraction can be affected is from the assumption of hydrostatic equilibrium. If there is an additional component of pressure that is non-thermal, then this must be taken into account when applying the equation of hydrostatic equilibrium. The hydrostatic equilibrium equation is used to determine the total mass of the cluster from X-ray observations,
where ρ and P are the density and pressure, respectively, of the hot gas. Continued accretion of the gas onto clusters along filaments, mergers, and supersonic motions of galaxies through the intracluster medium are believed to cause gas motions which give rise to non-thermal pressure (Lau et al. 2009 ). Suppose that the pressure of the hot gas consists of a Figure 6 . Left: Average gas mass fraction profile using the Vikhlinin et al. (2006) model for the relaxed clusters, with fgas(r 500 ) = 0.155 ± 0.026. Right: Average gas mass fraction profile for the unrelaxed clusters, with fgas(r 500 ) = 0.173 ± 0.036. The red line is the median and the hatched region is the 68.3% confidence interval. The blue region is the average fgas profile for all clusters. The grey envelope is the difference of the cosmic baryon fraction and the fraction of baryons in stars and galaxies, Ω b /Ω M − fstars = 0.148 ± 0.006 (Giodini et al. 2009; Komatsu et al. 2011 ).
thermal and a non-thermal component, P = P th + P non-th . Then, the equation for total mass becomes
and yields a higher mass compared to the mass from thermal pressure only. Separating the mass into components which correspond to different pressure terms, the total mass can be written as Lau et al. (2009) shows that the hydrostatic mass underestimates the true mass for several simulated clusters, especially at large radii. Gas motions are expected to cause a non-thermal pressure in the amount of 5% − 15% of the thermal pressure, and this non-thermal pressure will cause an underestimate of mass at large radii of 8% ± 2% for relaxed systems and 11% ± 6% for unrelaxed systems at r500 (Lau et al. 2009 ). In the presence of non-thermal pressure the true mass of the cluster is given by Equation 16, and the use of Equation 15 leads to an underestimate of the mass, and therefore an overestimate of the gas mass fraction. Giles et al. (2012) compared X-ray hydrostatic masses with weak-lensing masses for these clusters and found that the total mass obtained through X-ray measurements is underestimated by a factor of 1.21 ± 0.23 and 1.41 ± 0.15 for relaxed and unrelaxed clusters, respectively. This comparison would indicate a departure from hydrostatic equilibrium that causes the gas mass fraction to be overestimated. Based on the Lau et al. (2009) results, we assess a systematic uncertainty of +10% on Mtot(r500) for all clusters. This results in a possible systematic error of −10% on fgas(r500).
Uncertainties in the calibration of the Chandra data
Uncertainties in the calibration of the Chandra X-ray data can also affect the measurement of the gas mass fraction. The efficiency of the ACIS detector has a spatial dependency, and deviates from being uniform at the ±1% level (Bulbul et al. 2010) . Therefore, we added a ±1% uncertainty to each data point in the surface brightness data prior to the analysis. The temperature profile used in the analysis is also subject to various sources of systematic uncertainty. One source of uncertainty is from the subtraction of the local background. To subtract the background, we first have to rescale the blank-sky spectrum to match that of the high-energy (9.5 − 12 keV) flux of the cluster observation, as described in Section 3. We estimated the effect of the background subtraction using the longest observation of Abell 1835 (ObsID 6880) which has the highest S/N. To obtain a clean background subtraction, we found that the fractional correction to the blank-sky spectrum is −0.04 ± 0.01. We measured the temperature in an outer region out to ∼ r500 (radii 240 − 330 ′′ ) using the best-fit correction factor (−0.04) and obtained kT = 5.77 keV. We then changed the correction to the blank-sky spectrum to −0.03 and −0.05 to overand under-subtract the background by ±1σ. With these values, we found the temperature changed to kT = 5.38 keV and 6.23 keV, respectively. Therefore, we concluded that the uncertainty in temperature due to the background subtraction is approximately ±7.5%. Another source of error is caused by contamination on the Optical Blocking Filter, which is known to affect cluster temperatures by up to 5% (Bulbul et al. 2010; Hasler et al. 2012) . Adding these errors in quadrature, we use a ±10% systematic uncertainty in fitting the temperature data. This additional error was therefore added to each temperature datapoint prior to the analysis.
Uncertainties due to asphericity of the cluster emission
To measure cluster masses, we assume spherical symmetry even though many clusters have a disturbed morphology.
To estimate the uncertainty due to spherical symmetry we considered one of the most disturbed clusters, Abell 520. We used observation ID 9426 since this observation had the best aimpoint for our task. After performing the Chandra data reduction as described in Section 3, this observation was left with 96.5 ks of filtered exposure time. Using the 2-D temperature map of Abell 520 from Govoni et al. (2004), we studied two sections of the cluster (see Figure 7) : the northern section (with respect to the azimuthal angle) was chosen because it encompasses a gas with temperature ∼ 10 keV, while the eastern section was selected because of its cooler temperature of 8 keV (Govoni et al. 2004 ). The two sections are representative of an extreme case of disturbed dynamical state that causes azimuthal differences in temperature and surface brightness. We extracted a temperature profile and surface brightness profile for the two sectors, and measured masses using only the data within these azimuthal angles. Figure 8 shows the temperature fits to the two sections. For the northern section, we calculated fgas(r2500) = 0.109 ± 0.010 and fgas(r500) = 0.179 ± 0.015; for the eastern section, fgas(r2500) = 0.101 ± 0.007 and fgas(r500) = 0.202 ± 0.015 (see Table 3 for more information). Using these measurements we estimate that there is a ±6% and ±8% systematic uncertainty in the gas mass fraction due to the assumption of spherical symmetry at r2500 and r500, respectively.
Effects of model parameterization
Another source of error is due to the choice of model for the X-ray data. In addition to the baseline model by Vikhlinin et al. (2006) , we repeated all measurements of the gas mass fraction with the Bulbul et al. (2010) model (see Section 4 for more detail about the models). Model parameters for both fits are reported in Tables 8, 9 , and 10 (fixed parameters are shown without error bars), and the mass measurements using both models can be found in Table 11 . A plot of the average gas mass fraction profile for the entire sample using the Bulbul et al. (2010) model is given in Figure 9 , showing an excellent agreement at all radii with the Vikhlinin et al. (2006) model results.
We also compare the average values of r∆, Mgas, Mtot, and fgas for the two models in Table 4 ; plots comparing each measurement can be found in Figure 10 . By using these two different models to measure cluster masses we conclude there is a 6% ± 2% uncertainty on fgas at r2500 and a 1% ± 2% uncertainty on fgas at r500 due to modelling the data, i.e., the two models give the same answer at large radii.
We also used two independent pipelines to reduce and analyse the same Chandra data and measure masses, one developed by Landry and Bonamente (LB) and one by Giles and Maughan (GM). The two analyses resulted in the following differences in the measurement of the gas mass fraction:
This result indicates that our measurements of the gas mass fraction using the two pipelines are consistent with one another. We therefore believe that our measurements of the gas mass fraction are robust to the various choices made during the analysis. We note that a recent study by Mantz & Allen (2011) shows how parametric models for the density and temperature of the ICM introduce an implicit prior due to the assumption of hydrostatic equilibrium. If the models are not flexible enough or too general, then the derived scaling relations will be biased towards self-similarity (Mantz & Allen 2011) .
Uncertainties due to clumping of the gas
Clumping of the gas will also affect the gas mass fraction. The main process for X-ray emission in clusters is through bremsstrahlung emission, which is proportional to n 2 e . If the gas is clumped, instead of being distributed uniformly, then the density of electrons ne will be overestimated by making the assumption of a uniform distribution. Observations and simulations show that gas clumping may be most evident in the outskirts of clusters (r > r500, Mathiesen et al. 1999; Nagai & Lau 2011; Eckert et al. 2012) , though even within r500 the gas mass can be overestimated by ∼ 10% due to clumping . Therefore, our measurements of fgas at r500 would remain consistent with the cos- mological value of Ω b /ΩM even after accounting for a 10% reduction due to possible clumping of the gas.
COMPARISON WITH PREVIOUS STUDIES
7.1 Average gas mass fractions from Vikhlinin et al. 2006 and Arnaud et al. 2007 In this section we compare our result to previous studies of fgas using hydrostatic mass estimates. We used the results from the samples of relaxed clusters by Vikhlinin et al. Notice that the value reported in Table 2 (f gas, relaxed = 0.155 ± 0.026) is the value of the gas mass fraction for the average cluster profile, i.e., obtained from the combination of all Markov chains. In this section we use the weighted average of the 13 measurements for the relaxed clusters, since this number can be compared directly with the averages obtained from the data published in the V06 and A07 papers.
As an initial comparison, we checked for clusters used in our sample that were also analysed by V06 and A07. Clusters that overlap with our sample were Abell 2390 (analysed in V06) and Abell 2204 (analysed in A07). A07 found fgas(r500) = 0.126 ± 0.013 for Abell 2204, and we measure a value of 0.163 ± 0.010. Our temperature profiles do not agree, and comparison between the A07 result shown in Pointecouteau et al. (2005) and our Figure 4 indicate that our temperature profile has lower values at large radii. Since the temperature of the cluster is the dominant factor in calculating hydrostatic masses, the discrepancy in temperature profiles can be responsible for the different gas mass fractions. For Abell 2390, V06 calculates fgas(r500) = 0.141 ± 0.009. Our temperature profile agrees well with that of V06, and our measurement fgas(r500) = 0.131 ± 0.024 is also in very good agreement with V06.
Comparison with the Vikhlinin et al. 2006 results in a matching mass range
We also compared the masses of our cluster sample with those in the V06 and A07 samples. As seen in Figure 11 , our clusters are generally more massive than those in the V06 or A07 samples, yet there is an overlap in the range of masses for all three samples. To compare clusters in a similar mass range, we grouped clusters in two bins: bin 1 includes clusters in the mass range 2 < Mtot < 5 × 10 14 M⊙, and bin 2 with Mtot > 5 × 10 14 M⊙. The weighted average of fgas for these bins are reported in Table 6 , showing that there is a significant difference between our fgas measurements and those of V06 and A07, especially for bin 1. Also, contrary to V06 and A07, our results do not show an increase in fgas with mass between the two mass bins. To further investigate this disagreement, we decided to analyse all of the V06 clusters that did not require ROSAT data for the measurement of the background, namely A133, A1413, A383, and A907 (Vikhlinin et al. 2006 ). We extracted temperature profiles and obtained surface brightness profiles for these four clusters, and then measured masses, using the same reduction and analysis procedure as for all other clusters in this work. Our weighted average for the four clusters is 0.114 ± 0.006 (see Table 7 ). This is in agreement with the results from V06, who measure a value of 0.109 ± 0.003 for these clusters. We therefore conclude that, on average, our method of analysis yields statistically consistent results to those of V06.
Of the four clusters in this comparison sample, three are in agreement at the 1σ level. The only cluster we do not find statistical agreement with is A1413: we measure fgas(r500) = 0.161 ± 0.011, whereas V06 reports 0.107 ± 0.007. Since the temperature we obtain for A1413 at large radii is lower than that of V06, we conclude that this is likely the reason for the disagreement, since a lower temperature would result in a lower total mass and thus a higher gas mass fraction. Differences in the Chandra calibration or other aspects of the data analysis are likely responsible for the disagreement between our results and those of V06 for A1413. We also note that A07 also analysed A1413 and measured fgas(r500) = 0.157 ± 0.015, which is in very good agreement with our value.
A possible luminosity-selection bias for the gas mass fraction
The sample of 35 clusters used in this work was selected as the most X-ray luminous in the 0.15 − 0.30 redshift range. We calculated the X-ray luminosity in the 0.6−9.0 keV band using spectra within the (0.15 − 1) r500 region . We compare the LX for the five relaxed clusters in bin 1 of our sample, and the three clusters (A133, A383, and A907) from the V06 sample in the same mass range. A133, A383, and A907 were found to have luminosity of respectively 5.5 × 10 43 , 2.8 × 10 44 , and 3.8 × 10 44 erg s −1 , for an average of 2.4 × 10 44 erg s −1 , a factor of approximately three times lower than the values for the five clusters in the same mass range present in our sample (Table 6 ). This analysis of clusters in the same mass range indicates that the selection of clusters based on X-ray luminosity -as in the case of our sample -may result in the preferential selection of the high-fgas tail of the cluster fgas distribution for a given mass. This is not surprising, since both fgas and LX depend on the gas mass content of the cluster. This conclusion is also supported by the scaling relations measured by Giles et al. (2012) , in which we use the same sample of high-LX clusters to find that there is an offset with respect to earlier studies that can be explained by a higher gas mass for a fixed total mass.
DISCUSSION AND CONCLUSIONS
In this paper we studied the gas mass fraction for the 35 most luminous clusters in the BCS/eBCS at redshift z = 0.15 − 0.30 (Dahle 2006 ). In accord with earlier studies, we find that the gas mass fraction increases with radius, and thus the value of fgas depends on the radius used.
Low gas mass fractions (e.g., fgas 0.1) have been observed in groups of galaxies (Sun et al. 2009 ), likely because the gas is not fully bound to the group due to the shallow gravitational potential. Recent studies report that the cluster baryon fraction falls short of the cosmic baryon fraction at r500 even in more massive clusters (e.g., Vikhlinin et al. 2006; Arnaud et al. 2007; Ettori et al. 2009; Rasheed et al. 2010 ). In our sample of the most X-ray luminous clusters at redshift z = 0.15−0.30, we find a significantly higher average value of the gas mass fraction at r500, fgas = 0.163 ± 0.032. To find the total baryon fraction we used the stellar fraction from Giodini et al. (2009) and Gonzalez et al. (2007) . Comparing the total baryon fraction with the cosmic baryon fraction (Ω b /ΩM = 0.167 ± 0.006) we find that the two measurements agree at the 1σ level, i.e., the gas mass fraction at r500 is in fact consistent with the cosmological value of Ω b /ΩM, and there are no missing baryons within r500 in the most luminous and massive clusters. A recent study by Miller et al. (2012) also find a gas mass fraction in agreement with the cosmic baryon fraction using data from Chandra, XMM-Newton, and Suzaku.
One question that remains open is
: what happens to fgas beyond r500? As seen in Figure 5 , the gas mass fraction increases with radius. A naive extrapolation beyond r500 will give an even higher value for the gas mass fraction. The total baryon fraction in this case will be greater than the cosmological value, Ω b /ΩM. High values of the gas mass fractions towards the virial radius have been reported in recent studies based on Suzaku data (e.g., Simionescu et al. 2011) . However, there are two important reasons why simple extrapolations to large radii of the measured radial trend of fgas(r) may not be valid. First, the gas beyond r500 is not likely to be in hydrostatic equilibrium. Non-thermal pressure support will become more significant at radii > r500 and will impact the measurement of the total mass Lau et al. 2009 ). An increase of non-thermal pressure support would cause an underestimate of total mass, and thus an overestimate of fgas. Therefore, the true gas mass fraction would be lower than our measured value in the presence of non-thermal pressure. The second reason is that clumping of the gas may also become more important at large radii. Observations and simulations show that the gas clumping factor increases beyond r500 and will considerably bias X-ray mass measurements (Nagai & Lau 2011; Simionescu et al. 2011; Eckert et al. 2012) . As a result of clumping, the true gas mass fraction at large radii would be lower than the value measured assuming a smooth distribution of the gas. We also consider the effect that our sample selection criteria could have on the measurement of fgas. The sample presented in this paper comprises clusters selected because of their high X-ray flux and luminosity, i.e., our sample preferentially selects clusters with a high LX for a given mass. Since LX depends on the gas mass, a luminosity-selected sample may have a larger fraction of clusters with high fgas than samples selected with other criteria. The extent of any such bias would depend on the correlation between the scatter in fgas and LX at fixed mass, and the magnitude of the intrinsic scatter in fgas. Full account of this effect requires modelling of the selection function and population scatter of the sample, which is presented in Giles et al. (2012) . For the current study, we estimate the intrinsic scatter of fgas in our sample as 11% ± 4%. This may be underestimated if clusters from the low fgas tail of the distribution are excluded by the luminosity selection of the sample. If this bias exists, then it could pose problems for using the gas mass fraction for cosmology. In fact, clusters used for cosmological applications are generally selected on the basis of their high luminosity, allowing their study at high redshift. Such clusters would be biased towards high fgas, potentially distorting the cosmological constraints derived from the fgas(z) tests. The implication is that complete (or at least statistically representative) samples should be used for the fgas(z) tests, so that the selection bias can be corrected. While these samples would necessarily contain morphologically disturbed clusters, our results show that fgas measurements are not significantly affected by cluster morphology, at least out to r500; Giles et al. (2012) also find an agreement between scaling relations for relaxed and unrelaxed hydrostatic masses. This suggests that complete samples of clusters could be used for fgas(z) tests. A complementary approach would be to study the baryon fraction of clusters selected independently of the ICM (e.g., red sequence or weak lensing selected clusters). This would give a measurement of the range of baryon fractions that is free from selection biases associated with their X-ray emission.
We conclude that the large value of fgas at r500 measured for this sample is representative of the high-fgas tail of the cluster population, and that the most massive and X-ray luminous clusters in this redshift range have the cosmological ratio of baryons to dark matter even at r500. 2.01 ± 
