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Summary
QCD is the well-established theory of strong interactions but of such a complex nature that
outstanding open questions remain even after almost 40 years since its discovery. In this thesis
we concentrate on aspects of finite density QCD and the deconfinement transition, which we
study, however, not in QCD itself but in QCD-like theories that are obtained by deformations
of the QCD Lagrangian.
In particular, we study effective models for 2-color QCD, adjoint QCD and QCD with isospin
chemical potential as the three prototypical examples for QCD-like theories without a fermion
sign problem and investigate their corresponding phase diagrams. One main tool in our analysis
is the Functional Renormalization Group, which allows to consistently include quantum and
thermal fluctuations and to study critical phenomena. A particular focus lies on two-color
QCD, which provides a transparent demonstration of the impact of baryonic degrees of freedom:
without them its phase diagram resembles that of corresponding 3-color model calculations
including a critical endpoint which vanishes, however, inside the diquark condensation phase
once one properly includes the diquarks as lightest baryonic degrees of freedom. Interesting
relations to effective models for the BEC-BCS crossover in (non-relativistic) ultracold atomic
gases arise, which are most transparently demonstrated in the comparison between QCD
with isospin chemical potential and imbalanced Fermi gases. In the second part we study
the deconfinement transition in 2+1 dimensional pure SU(N) lattice gauge theories using
universality methods.
Zusammenfassung
QCD ist die akzeptierte Theorie der starken Wechselwirkung. Sie ist jedoch so komplex, dass
sogar fast 40 Jahre nach ihrer Entdeckung noch immer zahlreiche Fragen offenstehen. In dieser
Arbeit konzentrieren wir uns auf Aspekte der QCD bei endlicher Dichte und des Deconfinement
Phasenu¨bergangs, welche wir jedoch nicht in der QCD direkt, sondern in QCD-artigen Theorien
untersuchen, die man durch Deformation der QCD Lagrangedichte erha¨lt.
Insbesondere studieren wir effektive Modelle fu¨r 2-Farb QCD, adjungierte QCD und QCD
mit Isospin chemischem Potential, als die drei prototypischen Beispiele fu¨r QCD-artige Theorien
ohne ein Fermion-Vorzeichenproblem, und untersuchen die entsprechenden Phasendiagramme.
Ein wichtiges Werkzeug in dieser Analyse ist die Funktionale Renormierungsgruppe, die es
erlaubt, konsistent Quanten- und thermische Fluktuationen zu beru¨cksichtigen, und damit
eine akkurate Beschreibung kritischer Pha¨nomene ermo¨glicht. Ein besonderer Fokus liegt auf
der 2-Farb QCD, die eine sehr transparente Veranschaulichung fu¨r die Relevanz baryonischer
Freiheitsgrade liefert: ohne diese a¨hnelt ihr Phasendiagramm denen entsprechender 3-Farb-
Modellrechnungen einschließlich eines kritischen Endpunktes. Dieser verschwindet jedoch in
der Diquarkkondensationsphase, sobald die Diquarks als leichteste baryonische Freiheitsgrade
konsistent beru¨cksichtigt werden. Es ergeben sich interessante Parallelen zu der effektiven
Beschreibung des BEC-BCS Crossovers in (nicht-relativistischen) ultrakalten Quantengasen, die
am transparentesten anhand des Vergleichs zwischen QCD mit Isospin chemischen Potential und
polarisierten Fermi Gasen demonstriert werden ko¨nnen. Im zweiten Teil der Arbeit untersuchen
wir den Deconfinement Phasenu¨bergang in 2+1 dimensionaler reiner SU(N) Eichtheorie auf
dem Gitter unter Verwendung von Universalita¨tsmethoden.
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1
Introduction
The strong force governs a wide range of phenomena, from nuclear physics to strong
interaction processes at particle colliders, from color confinement in the vacuum to
the quark-gluon plasma at extremely large temperatures determining the evolution of
the universe microseconds after the Big Bang or neutron matter at extreme densities
inside neutron stars. It is, besides electromagnetism and the weak force, one of the
three fundamental forces described by the Standard Model of particle physics which
constitutes together with gravity our present understanding of the laws of physics at
the most fundamental level.
QCD as such dates back to the year 1973, the year of the discovery of asymptotic
freedom by Gross, Wilczek and Politzer who were awarded the Nobel Prize in 2004 for
this discovery [5]. However, even almost 40 years later several outstanding questions
remain. What makes QCD so difficult to treat and at same time so fascinating as a
research topic is the fact that it shows a number of non-perturbative phenomena like
confinement, dynamical chiral symmetry breaking and color-superconductivity at large
densities. The second complication comes from the fact that not only the effective
couplings but also the relevant degrees of freedom are scale-dependent. While at large
scales QCD is a theory of quarks and gluons the relevant degrees of freedom at lower
scales are merely mesons and baryons. There are well-established effective theories
valid at certain scales such as chiral perturbation theory for the low energy sector of
QCD but to correctly incorporate the change in relevant degrees of freedom represents
a major challenge for first principle approaches to QCD.
The main focus of this thesis lies in the study of QCD-like theories which are
obtained by slight modifications of the QCD Lagrangian. Although these studies do
not have direct predictive power for the 3-color case, they can help us to gain a better
understanding of the mechanisms underlying QCD or even strongly coupled systems
in general. In this thesis we concentrate on the one hand on aspects of QCD at finite
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density, which are studied within an effective model approach to QCD-like theories,
and on the other hand on the confinement problem, which is studied in pure lattice
gauge theory without quarks here particularly in 2+1 dimensions.
In the description of the QCD phase diagram, which aims at mapping out the state of
strongly interacting matter as a function of temperature and density, the understanding
of critical phenomena is essential. Here one requires appropriate theoretical tools to
describe these phenomena accurately. In particular the question of the existence and
the location of the critical point, where a first order phase boundary between the
hadronic and the quark-gluon plasma phase disappears and turns into a crossover,
serves as a benchmark of our understanding of the QCD phase diagram which can
ultimately be tested in dedicated future experimental programs.
QCD–the theory of strong interactions
The QCD Lagrangian consists of a gauge sector described by a non-Abelian gauge
theory with gauge group SU(3) which is coupled to a matter sector of Nf flavors
of quarks transforming in the fundamental representation of the gauge group. The
Lagrangian reads explicitly
LQCD = −1
4
GaµνG
µν
a + ψ¯i(i /D −mi)ψi, (1.1)
with field strength tensor Gaµν = ∂µA
a
ν − ∂νAaµ − gfabcAbµAcν and (color-)covariant
derivative Dabµ = ∂µδ
ab + igAcµT
ab
c , where f
abc denote the SU(3) structure constants,
Tc the generators of the fundamental representation and g the QCD gauge coupling
which constitutes apart from the current quark masses mi the only free parameter
of the theory. The Lagrangian (1.1) is invariant under local gauge transformations
Ω ∈ SU(N) of the form
ψ(x)→ Ω(x)ψ(x), Aµ → Ω
(
Aµ − i
g
∂µ
)
Ω†. (1.2)
QCD possesses two remarkable properties, asymptotic freedom and confinement,
which have important physical consequences. Asymptotic freedom states the fact that
the β-function which describes the scale dependence of the QCD coupling αs = g
2/(4pi)
is negative, see Fig. 1.1(a), which implies that QCD gets weakly coupled at large
momentum scales, i.e. large momentum transfers, thus allowing the use of perturbation
theory. The downside is the fact that the coupling obtained from integrating such
perturbative β-functions shows a Landau pole. This is, however, not a physical
singularity but simply signals the breakdown of perturbation theory. Correspondingly,
the description of phenomena at small scales such as bound state phenomena or
confinement requires the use of non-perturbative techniques. The scale ΛQCD where
the coupling becomes of order one sets the only scale in the theory and represents the
typical scale where non-perturbative effects set in.
Secondly, under confinement we understand the absence of color charged asymptotic
2
(a) (b)
Figure 1.1.: Asymptotic freedom and confinement:
(a) Scale dependence of the strong coupling constant αs [6],
(b) Static quark potential from pure SU(3) lattice gauge theory [7]
states in the particle spectrum. Quark confinement can be understood in a simple
picture where we image the chromoelectric flux between a quark and an antiquark to be
squeezed into a flux-tube of small cross-section and constant energy density leading to
a linear rise of the potential energy with the separation distance. Phenomenologically
this picture can be used to explain Regge trajectories, i.e. the almost linear rise in
spin with the squared mass, observed in meson resonances. The linear rise in the
static quark potential can be observed directly in pure gauge theory on the lattice, see
Fig. 1.1(b). The precise mechanism behind confinement is, however, still under debate.
We will briefly introduce one such mechanism, the center vortex picture of confinement,
in Chapter 5. In a theory with finite quark masses it is of course energetically favorable
for the flux string to break at a certain separation via the formation of quark-antiquark
pairs leading to a flattening of the static quark potential.
Chiral and deconfinement phase transitions
Before we come to the discussion of the QCD phase diagram, we have to discuss the
chiral and the deconfinement phase transition along with the corresponding order
parameters, which are associated to global symmetries of the QCD Lagrangian, namely
chiral symmetry and center symmetry.
Firstly, the massless QCD Lagrangian from Eq. (1.1) with Nf quark flavors is
invariant under independent global U(Nf ) transformations of the left/right-handed
Weyl spinors ψL/R =
1
2(1± γ5)ψ, i.e. transformations of the form ψL/R → UL/RψL/R
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with UL/R ∈ U(Nf ), giving rise to a symmetry group U(Nf )L×U(Nf )R or equivalently
SU(Nf )V × SU(Nf )A ×U(1)B ×U(1)A in terms of vector/axial transformations, here
written as acting on Dirac spinors again, given by
ψ → eiφiTiψ and ψ → eiγ5φiTiψ, (1.3)
respectively, where Ti are the generators of SU(Nf ). Here, U(1)B (U(1)A) transfor-
mations correspond to phase rotations of the left/right-handed quarks with the same
(complex conjugate) phase factor. The axial U(1)A symmetry is broken anomalously at
the quantum level. But even the remaining chiral symmetry group SU(Nf )V×SU(Nf )A
is not realized in the ground state but broken spontaneously by effects of gluonic
interactions to SU(Nf )V giving rise to N
2
f − 1 Goldstone bosons. This is signaled
by a nonvanishing chiral condensate 〈ψ¯ψ〉, which plays the analogous role of the
magnetization in a spin system. The remaining continuous global symmetry is given
by SU(Nf )V × U(1)B, where U(1)B is associated to baryon number conservation.
Note that a finite current quark mass mi mixes left- and right-handed components in
the Lagrangian and thus breaks chiral symmetry explicitly, analogous to an external
magnetic field in a spin system. However, it remains an approximate symmetry at
least for the case of two light quark flavors whose current quark masses are small
compared to the intrinsic scale ΛQCD. The pions as (pseudo-) Goldstone bosons are
then not exactly massless as in the chiral limit, but acquire a mass as described by
the Gell-Mann-Oakes-Renner relation. As shown by Pisarski and Wilczek [8] for two
massless quark flavors the finite-temperature chiral phase transition can be second
order and was argued to be in the universality class of the O(4) Heisenberg model [9].
For finite quark masses one observes on the lattice that the transition turns into a
rapid crossover as chiral symmetry is only asymptotically restored.
Secondly, let us consider the opposite mass limit in the QCD Lagrangian (1.1),
namely the limit of infinitely heavy quarks, which corresponds to the pure gauge limit.
As gauge bosons do not represent the center of the gauge group, which is the discrete
group ZN in the case of an SU(N) gauge theory, the pure gauge action is invariant
under center transformations, see Eq. (1.2), which are, however, only periodic in the
time direction up to a center element, i.e. U(~x, β = 1/T ) = zU(~x, 0) with z ∈ ZN . We
define the Polyakov loop via
P (~x) =
1
Nc
P Trc exp
(∫ β
0
dτA0(τ, ~x)
)
, (1.4)
which is gauge invariant and transforms non-trivially under such center transformations
as P → zP . Here P denotes path ordering and the trace is taken in the fundamental
representation. At zero chemical potential the thermal expectation value 〈P 〉 of the
Polyakov loop serves as an order parameter for the deconfinement transition just like
any quantity which transforms non-trivially under center transformations [10]. In the
confined phase, where 〈P 〉 = 0, the theory is invariant under center transformations
whereas in the deconfined phase, where 〈P 〉 6= 0, the center symmetry is broken.
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Thus deconfinement is associated with a breaking of center symmetry. Physically
speaking, the negative logarithm of the expectation value of the Polyakov loop has an
interpretation in terms of one half of the free energy Fqq¯ of an infinitely separated static
quark/anti-quark pair, which is finite in the deconfined phase and becomes infinite
in the confined phase. As for chiral symmetry, which is only an exact symmetry in
the chiral limit, center symmetry is only a symmetry of the pure gauge theory. Finite
quark masses explicitly break center symmetry as quarks unlike gluons are sensitive
to center transformations. This turns the deconfinement transition, which is a first
order transition in pure SU(3) gauge theory, into a rapid crossover with Tc ≈ 160 MeV
for 2+1 quark flavors at zero chemical potential [11]. An important question at this
point is if the restriction of the discussion of the standard model to the QCD sector
alone is perhaps too simple since the quarks carry also a fractional electric charge.
The combined strong and electromagnetic interactions might then turn the transition
into a proper phase transition again. This idea was investigated in first lattice studies
[12, 13].
An interesting puzzle in finite temperature QCD is the question of the relation
between the chiral and the deconfinement transition as lattice simulations indicate
that the two transitions coincide for fundamental quarks [14]. A dynamical mechanism
is expected to link the chiral dynamics in the matter sector to the confining dynamics
of the gauge sector. Here an analytical description would be wishful, even in simplified
models [15], which could provide an explanation for this phenomenon perhaps much like
chiral symmetry breaking can be understood in terms of the gauge-coupling-dependent
fixed-point structure of four-fermi interactions [16].
A glimpse at the QCD phase diagram
The understanding of a large number of physical processes in Nature involving the
strong force do not only require knowledge about QCD in the vacuum but rather
about its properties at finite temperatures and densities. This is the focus of the
research on the QCD phase diagram, which aims at mapping out the state of strongly
interacting matter as a function of temperature and density or equivalently baryon
chemical potential which would then ultimately allow to understand a large number of
different phenomena ranging from the early universe over neutron stars to heavy ion
collisions [17]. The evolution of the early universe is described by finite temperature
but approximately zero baryon chemical potential. The other axis of the phase diagram
at small temperatures but large baryon chemical potential is relevant for the physics
of neutron stars, where theoretical predictions of the equation of state can be directly
tested against the increasingly strong constraints from neutron star observations [18, 19].
Finally, a successful theoretical understanding of present and future heavy-ion-collision
experiments requires knowledge about the QCD phase diagram at finite temperatures
and intermediate densities. It is, however, important to note that the purely static
information from the QCD phase diagram is only one part of the full picture as
dynamical effects such as the thermalization process and, correspondingly, questions
of non-equilibrium dynamics play an important role. But even in the static case one
5
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has to investigate effects of finite volumes and for example strong magnetic fields in
order to account for the typical conditions realized in heavy-ion-collision experiments.
The QCD phase diagram is subject to large research campaigns [20, 21, 22]. But
in spite of joint theoretical and experimental efforts firm knowledge about the phase
diagram of strongly interacting matter is still very limited. One reason for the
theoretical difficulties in mapping out the phase diagram is the fact that Lattice QCD
as first-principle approach to QCD suffers from a sign problem which designates the
fact that the fermion determinant becomes complex at finite chemical potential and
can thus no longer be interpreted as probability measure for standard Monte Carlo
methods. The complex measure is, however, not just a technical complication but is
required to describe physics such as different free energies of static color (anti-)charges
at finite chemical potential [23]. It is important to note that the imaginary parts cancel
when calculating expectation values and the sign problem just prevents an importance
sampling configuration by configuration. The sign problem, its consequences and in
particular QCD-like theories with positive fermion determinants will be discussed in
detail in Chapter 3.
At zero chemical potential and for 2+1 quark flavors with physical quark masses
lattice simulations predict that both the deconfinement and the chiral transition turn
into rapid crossovers with coinciding transition temperatures which have converged
to a value of 157(3) MeV [11]. These crossovers connect a confined hadronic phase
and a quark gluon-plasma (QGP) phase, a deconfined phase where chiral symmetry is
asymptotically restored, and are one of the few established facts about the QCD phase
diagram. Furthermore, inside the hadronic phase one finds an experimentally well-
established nuclear matter liquid-gas transition with a critical endpoint at a temperature
of approximately 15 MeV while at very large chemical potentials perturbation theory
predicts the occurrence of color-superconducting phases with different pairing patterns
[24]. These phases are characterized by Cooper pairing of quarks induced by attractive
1-gluon exchange at asymptotically high chemical potentials as described by BCS
theory. However, in particular the region of intermediate chemical potentials is rather
poorly understood.
A commonly agreed minimal version of the QCD phase diagram which is consistent
with these established facts is sketched in Fig. 1.2(a) where the hadronic phase and
the QGP are separated via a first order transition at small temperatures and large
chemical potentials. As it eventually has to turn into a crossover at zero chemical
potential one expects the first order transition to end in a critical endpoint. This
scenario is supported by effective model calculations for example in Polyakov-Nambu-
Jona-Lasinio (PNJL) or Polyakov-Quark-Meson (PQM) models. However, already
at this point it is worthwhile to point out that such model calculations completely
neglect baryonic degrees of freedom, which are known to be particularly important at
small temperatures and intermediate densities around the nuclear matter transition
[19]. From the experimental point of view this argument is supported by the strong
chemical potential dependence of chemical freeze-out lines in heavy-ion collisions at
center-of-mass energies below about 10 GeV per nucleon pair [25] which is typically
attributed to a rapid rise in baryonic density in this particular region of the phase
6
diagram.
(a) (b)
Figure 1.2.: Sketches of the QCD phase diagram:
(a) Popular minimal QCD phase diagram [26],
(b) Large-Nc inspired QCD phase diagram [27]
Alternative scenarios were inspired by large-Nc considerations [28, 29], where, unlike
in 3-color QCD at finite temperature, the baryon density becomes an actual order
parameter, and an additional quarkyonic phase arises which is characterized by confined
matter with a high baryon density and possibly restored chiral symmetry. A large-Nc
inspired sketch of the 3-color phase diagram [27] is shown in Fig. 1.2(b), where a triple
point arises as coexistence point of the hadronic, the quarkyonic and the QGP phase.
As the large-Nc limit does take in some sense baryonic degrees of freedom into account,
this aspect of the QCD phase diagram might be reflected more realistically here than
in the sketch of Fig. 1.2(a). We will reiterate the importance of baryonic degrees of
freedom in an effective model calculation for 2-color QCD in Chapter 3.
The question of the existence and precise location of the critical endpoint serves as
a benchmark for our understanding of the QCD phase diagram. From the theoretical
side one aims at reconciling different methods to make predictions which can then
ultimately be tested experimentally for example at the future CBM experiment at
FAIR [22]. From the theoretical point of view, the existence of a CEP seems to be
a rather unstable statement as not only the proper inclusion of baryonic degrees of
freedom might lead to a disappearance of the critical point but also the inclusion of
additional interaction channels such as vector or ’t Hooft determinant interactions as
observed in NJL model studies [30]. Another possible scenario is the occurrence of
inhomogeneous crystalline phases in this particular region of the phase diagram where
an inhomogeneous condensate is thermodynamically favored over a homogeneous one,
which has for example been observed in NJL model studies [31]. Even though these
statements may sound rather pessimistic for an experimental search for the critical
endpoint it is, however, important to note that many of the scenarios discussed above
lead to new distinguished points in the phase diagram such as triple points or Lifshitz
points whose experimental signatures then have to be investigated, instead.
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QCD-like theories
Due to its complexity it is a promising approach to investigate not only QCD itself but
also QCD-like theories obtained from various deformations of the QCD Lagrangian
which may provide further insights into certain aspects of the full theory.
The most obvious modification is perhaps to vary the numbers of quark flavors
which is particularly suited to study the chiral aspects of QCD. One popular account
is to restrict the discussion of the matter sector to two light quark flavors. The
low-temperature regime is then very well described by chiral perturbation theory, i.e.
in the form of a non-linear sigma model which corresponds to a non-linear realization of
chiral symmetry, where one parametrizes the vacuum manifold, i.e. the coset of chiral
symmetry breaking, as central variable. However, this description necessarily breaks
down at larger temperatures and alternative effective descriptions are required like
the realization of the chiral symmetry breaking pattern SU(2)L × SU(2)R × U(1)B →
SU(2)V × U(1)B, which is locally isomorphic to SO(4)→ SO(3), in terms of a linear
sigma model which yields an accurate effective description of the chiral phase transition
in 2-flavor QCD. Also the limit of a large number of flavors has been investigated [32, 33]
as a controllable deformation of QCD to study the mechanism of chiral symmetry
breaking and the phase structure as a function of the number of flavors.
In order to study the deconfinement transition, or to circumvent the sign problem,
and hence to improve our understanding of QCD at finite density, it is insightful to
consider also different gauge groups in the simplest case by adjusting the number of
colors Nc. In the pure gauge limit we will be particularly interested in this thesis
in cases where the deconfinement transition is a second order phase transition and
hence universality arguments apply. Whereas this is only the case for SU(2) in 3+1
dimensions, it applies to both SU(2) and SU(3) when reducing the number of spatial
dimensions from three to two, see Chapter 5. Introducing quarks it is also helpful
to study QCD-like theories with just two colors which are free from a fermion sign
problem and will be discussed in detail in Chapter 3. Apart from considering a finite
number of colors important insights were gained from large-Nc considerations, where
the number of colors is sent to infinity [28] or even Nc along with the number of quark
flavors Nf at a fixed ratio [29]. Even more radically, one can exchange the gauge
group altogether and consider for example SO(N), Sp(N) or exceptional gauge groups
such as G2 [34, 35]. In the large-Nc limit interesting cross relations between different
QCD-like theories with gauge groups SO(2Nc), Sp(Nc) in the presence of isospin and
baryon chemical potential arise via an orbifold equivalence [36]. Also for finite Nc, at
least on the level of chiral effective models, one can find maps between different theories
such as 2-flavor 2-color QCD with baryon chemical potential and 2-flavor 3-color QCD
with isospin chemical potential. But perhaps more surprisingly, effective descriptions
for QCD-like theories can be set in direct correspondence to non-relativistic effective
Lagrangians used for the description of the BEC-BCS crossover in ultracold atomic
gases, which then manifests itself in common features in the phase diagrams of matter
in such vastly different environments.
In this sense such investigations are not even specific to QCD and should be
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considered as more than purely academic exercises as they can help to improve our
understanding of the actual mechanisms underlying QCD or strongly coupled systems
in general thereby allowing to connect seemingly different branches of physics like high
energy physics, atomic physics or condensed matter physics.
Critical phenomena and universality
Universality in its broadest sense refers to a loss of memory of microscopic details
of a given theory. The concept is intimately related to the occurrence of RG fixed
points. The RG flow, to be discussed in detail in Chapter 2, describes the evolution
from a microscopic classical action to the full quantum effective action and thus
at the same time an evolution from a microscopical to a macroscopical description
as all macroscopic properties of the system are determined by the effective action.
Approaching an RG fixed point, the system becomes independent of the initial choice
of parameters which correspond to IR irrelevant directions of the fixed point and is,
apart from a few IR relevant parameters which remain to be fine-tuned, independent
of the initially specified microscopic details of the theory.
The prototypical example of such a situation is the behavior of physical systems
at a continuous phase transition, which is characterized by a diverging correlation
length ξ. Near a second order phase transition for example, many thermodynamic
properties of a system no longer depend on the microscopical details of the theory and
can be grouped into universality classes of theories which share the same behavior at
criticality. The universality hypothesis states that the universality class only depends
on dimensionality, the symmetry group and the number of field components, see for
example [37, 38]. These universality classes are characterized by critical exponents
which describe scaling laws of physical observables around the phase transition. For
example the order parameter ψ, the correlation length ξ, the specific heat C or the
susceptibility χ show power law singularities as the reduced temperature t = T−TcTc
approaches zero,
ψ ∼ (−t)β (for t < 0), ξ ∼ |t|−ν , C ∼ |t|−α, χ ∼ |t|−γ , (1.5)
which defines the critical exponents β, ν, α and γ. Furthermore, one defines critical
exponents δ and η via scaling laws for the external source J and the spatial correlation
function of the order parameter at criticality (t = 0)
J ∼ ψδ, 〈ψ(0)ψ(r)〉 ∼ r−d+2−η. (1.6)
These critical exponents are, however, not all independent but connected via scaling
relations [37] such as
(2− α) = β(δ + 1), γ = ν(2− η). (1.7)
Below the upper critical dimension in addition hyperscaling relations apply whereas
above and at this critical dimension mean-field critical exponents become exact.
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In particular in Section 3.4.2 we will investigate the chiral symmetry breaking
transition in 2-color QCD with two quark flavors which corresponds to a symmetry
breaking pattern SO(6)→ SO(5) in close analogy to the well-studied chiral transition
of O(4) universality class in 3-color 2-flavor QCD. In Chapter 5 we discuss another
example of universality in pure SU(Nc) gauge theories in 2+1 dimensions whose
universal behavior is that of Nc-state Potts models in two dimensions.
Outline of the thesis
After this brief introduction to the main topics of the thesis the following chapter is
devoted to the Functional Renormalization Group (FRG) as one of the central tools
employed in this thesis. In particular, we will sketch the derivation of the central
equation in this approach, the Wetterich equation, which describes the scale evolution
of the effective average action. We will also discuss the corresponding flow equations
for 2-point functions in a particularly simple truncation and discuss the computation of
real-time quantities such as pole masses or spectral functions. We will begin Chapter 3
with a general introduction to QCD-like theories with positive fermion determinants
and outline the construction of the corresponding effective chiral Lagrangians. Here the
2-color case will be investigated in great detail both in the mean-field approximation
and in an FRG approach and possible future extensions will be discussed in the form
of an outlook section. In the course of the analysis we will discuss many topics which
are not specific for example to 2-color QCD but of general relevance for effective
model calculations, both in the mean-field approximation and in the FRG, such as
a proper mass definition required for parameter fixing or the impact of thermal and
vacuum contributions on the phase diagram. Chapter 4 deals with the case of isospin
chemical potential which will be shown to be closely related to the 2-color case but
allows in addition to study the interplay of both finite isospin and baryon chemical
potentials. Furthermore, its phase diagram shows interesting similarities to that of
imbalanced Fermi gases. The second part of the thesis is marked by Chapter 5 where
we study the deconfinement transition in pure SU(N) gauge theories on the lattice
based on universality methods. An overall summary and a general outlook is presented
in Chapter 6.
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The Functional Renormalization Group
The Functional Renormalization Group (FRG) is a powerful tool to address in particular
non-perturbative effects in quantum field theory and statistical physics and stands in
the tradition of Wilsonian renormalization group approaches [39, 40].
The central object in the approach pioneered by Wetterich [41] is the effective
average action Γk which can be seen as a scale-dependent generalization of the effective
action, see [42, 43, 44, 45, 46] for general reviews and introductions. The scale k can be
pictured as momentum scale associated to an IR regulator which essentially suppresses
fluctuations from momentum modes with momenta smaller than k. The effective
average action thus contains fluctuations from momentum modes with momenta larger
than k and the evolution of the effective average action with the scale k is described
by an exact flow equation which can then be used to gradually integrate out quantum
and thermal fluctuations thereby interpolating between a classical bare action specified
at some UV scale k = ΛUV and the full quantum effective action at k = 0, where the
regulator is completely removed. The flow equation together with the specification of
the bare action at UV scale k = ΛUV can be seen as definition of the quantum field
theory. The full flow equation can rarely be solved exactly as this would correspond to
an exact evaluation of the path integral and one usually has to resort to truncations.
One of the particular strengths of the FRG lies here in its flexibility with respect to
different non-perturbative expansion schemes.
In this chapter we will introduce the flow equation for the effective average action,
and discuss different truncation schemes as well as numerical solution methods. In the
following section we consider the flow of the 2-point function in a particularly simple
truncation mainly focusing on the computation of real-time quantities such as pole
masses and spectral functions.
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2.1 Flow of the Effective Average Action
2.1.1. Generating functionals
We start by introducing some basic concepts such as different generating functionals
with particular relevance in functional approaches, see e.g. [47, 48] for general introduc-
tions. For conceptual simplicity we will consider a single real scalar field and restrict
ourselves to zero temperature in this section. To solve a quantum field theory it is
sufficient to compute the partition function
Z[J ] =
∫
Dφ e−S[φ]+
∫
x J(x)φ(x) (2.1)
as all correlation functions can be obtained by taking appropriate functional derivatives
with respect to the source J such as 2-point functions
〈φ(x)φ(y)〉 = 1
Z[J = 0]
δ2Z[J ]
δJ(x)δJ(y)
∣∣∣∣∣
J=0
= 〈φ(x)〉〈φ(y)〉+ 〈φ(x)φ(y)〉c. (2.2)
As the last equation already suggests, the partition function as generating functional
contains redundant information as it contains disconnected contributions. It is more
convenient to work with the Schwinger functional W [J ] = logZ[J ], which is the
generating functional of connected Green’s functions [47]. In the following we will,
however, work with a different generating functional, the effective action Γ[Φ], which
is defined as Legendre transform of the Schwinger functional
Γ[Φ] =
∫
x
JΦ−W [J ], (2.3)
with classical field Φ(x) defined via
Φ(x) = 〈φ(x)〉 = δ
δJ(x)
W [J ]. (2.4)
As a property of the Legendre transformation, the effective action is a convex functional
of Φ. Γ[Φ] is the generating functional of 1-particle irreducible vertices and full
propagators [47]. The dynamics of the field expectation value Φ is governed by the
quantum equation of motion
δ
δΦ(x)
Γ[Φ] = J(x), (2.5)
which is an exact equation in the sense that it includes all contributions from both
thermal and quantum fluctuations. Evaluating the effective action for a constant field
configuration Φ¯ yields the effective potential U(Φ¯) up to a volume factor, Γ(Φ¯) =
V U(Φ¯), which evaluated at its minimum coincides with the thermodynamic grand
potential. Thus its value yields the negative of the pressure and further thermodynamic
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observables such as particle densities, entropy density or energy density can be obtained
via appropriate derivatives.
It is important to note that as all generating functionals are functionally related they
contain in principle the same information. The fact that the knowledge of a generating
functional completely specifies the underlying QFT suggests that it might be rather
difficult to compute these in closed form expressions and indeed this is practically only
possible in a few exceptional cases like in free field theories. Here lies the particular
strength of renormalization group approaches which do not aim at integrating out all
fluctuations at once but rather gradually (at least numerically) momentum-shell by
momentum-shell in momentum space.
2.1.2. The flow equation for the effective average action
In this section we derive the flow equation for the scale-dependent effective average
action. We try to illustrate the relations to the previous section as transparently
as possible but to keep the formulation more general we consider a vector (φi) of
fields which may contain both fermionic and bosonic fields such as the row vector
(φ(p))i = (ϕ(p), ψ(p), ψ¯
T (−p)), see also [49] for further details. Here the index refers
to different components of φ and further internal indices are suppressed. Furthermore,
we define a generalized scalar product which includes both a summation over internal
indices and an integration over position/momentum space. The same applies to traces
which are always understood as traces over internal indices and position/momentum
space. We start by defining a scale-dependent partition function Zk[J ] in analogy to
Eq. (2.1) via
Zk[J ] =
∫
Dφ exp (−S[φ]−∆Sk[φ] + JTa · φa) , (2.6)
where we introduced a regulator functional
∆Sk[φ] =
1
2φ
T
a · (Rk)ab · φb =
1
2
∫
p
φTa (−p)(Rk)ab(p)φb(p). (2.7)
The choice of the regulator Rk is in principle arbitrary within the following limitations:
1. It has a finite IR limit p2/k2 → 0, i.e. it serves as an IR regulator.
2. It vanishes in the limit k2/p2 → 0, which means in particular for k → 0 one
recovers the full quantum effective action as limk→0 Γk → Γ.
3. It diverges as k → ∞ or k → ΛUV respectively. This means the saddle point
approximation of the effective action becomes exact and correspondingly Γk →
Scl.
Next we define the analogue of the generating functional for connected Green’s functions
Wk[J ] = logZk[J ], (2.8)
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and a corresponding classical field Φa analogous to Eq. (2.4) which now also depends
on the scale k as it is related to the scale-dependent Wk[J ]
Φa ≡ 〈φa〉J =
−→
δ
δJTa
Wk[J ], (2.9)
where we defined 〈O〉J = 1ZkTr [OZk]. It is easy to derive a flow equation for Wk by
just applying the scale derivative ∂t = k
∂
∂k to the definition of Wk as the only scale
dependence stems from the regulator:
∂tWk = −〈∆Sk〉J = 12〈φTa (∂tRk)abφb〉J
= ∓12〈TrφbφTa (∂tRk)ab〉J
= ∓12 1ZkTr
[( −→
δ
δJTa
−→
δ
δJb
Zk[J ]
)
(∂tRk)ab
]
,
(2.10)
where here and in the following the lower sign applies to the purely fermionic subspace
i.e. if both indices are fermionic. To derive the flow equation for Wk it remains to
rewrite the last term in Eq. (2.10) in terms of Wk by using(
W
(2)
k
)
ba
≡
−→
δ
δJTb
−→
δ
δJa
Wk[J ] =
−→
δ
δJTb
(
1
Zk
−→
δ
δJa
Zk[J ]
)
= −ΦbΦTa + 1Zk
−→
δ
δJTb
−→
δ
δJa
Zk.
(2.11)
This yields the flow equation for Wk,
∂tWk = −12Tr
[(
±W (2)k ba ± ΦbΦTa
)
(∂tRk)ab
]
= −12STr[W
(2)
k ∂tRk]− 12ΦTa · (∂tRk)ab · Φb,
(2.12)
where the supertrace (STr) is a trace which includes an additional minus sign in the
purely fermionic subspace. Our actual quantity of interest is the effective average
action, the scale-dependent analogue of the effective action from Eq. (2.3), which is
defined via a modified Legendre transformation of Wk as
Γk[Φ] ≡ JTa · Φa −Wk[J [Φ]]−∆Sk[Φ]. (2.13)
The fact that the regulator vanishes in the IR ensures the convexity of the effective
action Γ = Γk=0, however, not at a finite scale k where the regulator is still present.
The final step is now the derivation of the flow equation for the effective average action
∂tΓk = −∂tWk + ∂t∆Sk[Φ] = 12STr[W
(2)
k ∂tRk] (2.14)
which we again rewrite using the identity
(Γ
(2)
k +Rk)ba ≡
−→
δ
δΦTb
Γk
←−
δ
δΦa
+ (Rk)ba =
( −→
δ
δJTb
−→
δ
δJa
Wk
)−1
, (2.15)
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which is in turn a consequence of the analogue of the quantum equation of motion
from Eq. (2.5)
(Γk + ∆Sk)
←−
δ
δΦb
= JTb . (2.16)
The flow equation for the effective average action, the Wetterich equation, now takes a
simple 1-loop form, however, involving full propagators
∂tΓk =
1
2
STr
[(
Γ
(2)
k +Rk
)−1
∂tRk
]
. (2.17)
More explicitly separating bosonic (B) and fermionic contributions (F, F¯ T )1 in a basis
of the generic form Φ(p) = (B(p), F (p), F¯ T (−p))
Γ
(2)
k (q, p) =
 Γ
(2)
k,BB Γ
(2)
k,BF Γ
(2)
k,BF¯
Γ
(2)
k,FB Γ
(2)
k,FF Γ
(2)
k,F F¯
Γ
(2)
k,F¯B
Γ
(2)
k,F¯F
Γ
(2)
k,F¯ F¯
 Rk(p) =
(
Rk,B(p
2) 0 0
0 0 −RTk,F (−p)
0 Rk,F (p) 0
)
, (2.18)
where e.g. Γ
(2)
k,F F¯
(p, q) = −Γ(2)
k,F¯F
(−q,−p)T etc. one can write Eq. (2.17) as
∂tΓk =
1
2
Tr
[(
Γ
(2)
k +Rk
)−1
BB
∂tRk,B
]
− Tr
[(
Γ
(2)
k +Rk
)−1
F¯F
∂tRk,F
]
, (2.19)
which is represented diagrammatically in Fig. 2.1.
∂tΓk = −+ 12
Figure 2.1.: Flow of the effective average action. Crossed circles represent regulator
insertions ∂tRk. Solid (dashed) lines correspond to full scale- and field-
dependent fermionic (bosonic) propagators.
Let us conclude this section with a few remarks. Although it may seem that we
used the path integral to derive the flow equation, the flow equation from Eq. (2.17)
together with the specification of the action in the UV can be used as an alternative
definition of quantum field theory, which is completely independent of the path integral
formalism and relies only on the existence of a finite renormalized Schwinger functional
[44].
Note that the flow equation Eq. (2.17) is both IR and UV finite. In the infrared
the regulator serves as an effective mass term whereas its scale derivative ∂tRk, which
1As usual in Euclidean signature F and F¯ are considered as independent degrees of freedom but the
corresponding transposed quantities are not.
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appears in the flow equation, is peaked around k thereby rendering the equation also
UV finite. One can easily recover standard perturbation theory [50] by solving the
flow equation iteratively order by order starting with the classical action as zeroth
order in the loop expansion.
By construction, the effective average action after integrating the flow coincides
with the full quantum effective action and is thus independent of the regulator choice,
which will only affect the path in theory space, i.e. the space of all coupling constants,
from the bare action to the effective action. This is, however, only true as long as
one considers the full theory. As soon as we are dealing with truncations also the
endpoint of the flow will be regulator dependent which is intimately related to the
topic of optimization [44, 51]. Here one tries to find an optimal regulator for a given
truncation that minimizes the difference to the result obtained from the full theory.
We will briefly touch upon the question of regulator choices and the related topic of
optimization in Section 3.4.1.
2.1.3. Truncation schemes
The flow equation can rarely be solved exactly which requires the use of truncations. In
this respect the large number of systematic expansion schemes is a particular strength
of the FRG. At this point we stress the non-perturbative nature of these schemes which
provide a systematic expansion of the effective average action and unlike perturbation
theory do not require an explicit small expansion parameter. The two most popular
truncation schemes are the vertex expansion [52] and the derivative expansion [42, 43].
The vertex expansion is an expansion in terms of vertex functions corresponding to
an Ansatz for the effective average action of the form
Γk =
∞∑
n=0
1
n!
∫
x1,...xn
Γ
(n)
k (x1, . . . , xn)(φ(x1)− φ¯(x1)) · · · (φ(xn)− φ¯(xn)), (2.20)
here written schematically for a single scalar field expanded around a background
φ¯. The flow equations for the 1-particle irreducible vertices Γ
(n)
k can be obtained
by functional differentiation of the flow equation. They constitute an infinite tower
of coupled equations which are often referred to as differential analogues of Dyson-
Schwinger equations. On the one hand this expansion gives in principle access to the
full momentum dependent vertices but on the other hand unlike in the derivative
expansion it is often hard to access the order parameter as it does not appear as an
explicit variable in the expansion.
The derivative expansion is an expansion in momentum space corresponding to an
Ansatz for the effective average action again written schematically as
Γk =
∫
x
Uk(φ
2) + 12Zk(∂µφ∂
µφ) +O(∂4). (2.21)
In the lowest order derivative expansion or local potential approximation (LPA) only
a scale-dependent effective potential Uk is taken into account while the wavefunction
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renormalization Zk is set to one. The first step beyond the LPA often referred to as
LPA’ involves a scale-dependent but field independent wave function renormalization.
Higher orders in the derivative expansion then include a field-dependent wave func-
tion renormalization and higher order derivative terms. The derivative expansion is
particularly suited to describe critical phenomena since the order parameter typically
appears explicitly as a variable. The application of the derivative expansion leads to
very accurate results e.g. for critical exponents in O(N) models at higher orders in the
derivative expansion [42, 53, 54] but to a surprising degree already also in the LPA
[55]. Note that the derivative expansion includes contributions from all orders in the
vertex expansion, however, in a truncated form and corresponds to the resummation
of an infinite number of perturbative diagrams.
Furthermore, there are truncation schemes which aim to compute full momentum
dependent n-point functions. One popular example is the BMW approximation [56, 57],
where one uses assumptions on the external momentum dependence of (n+ 1)- and
(n+2)-point functions to set up a coupled system of flow equation for n-point functions
retaining full external momentum dependence. We will propose an even simpler
truncation to obtain momentum dependent 2-point functions and discuss its relation
to the BMW approximation in Section 2.2. A different approach employed in [58]
aims at truncating only at the level of the effective action and not at the level of the
proper vertices, as it is done in the BMW approximation, which requires to introduce
non-local contributions to the potential. Finally we would like to mention a different
approach [59] generalizing the vertex expansion which aims at extending the flow
equations for irreducible vertex functions into the broken phase by augmenting the
system of flow equations by an equation for the order parameter.
2.1.4. Numerical solution methods
The flow equations for a physical system in a given truncation for the effective action
constitute a set of differential equations for (coupling) constants, functions like the
effective potential or even functionals describing their evolution with the RG scale
k. For increasingly sophisticated truncations these equations can only rarely be
solved analytically and remain to be solved numerically. This represents in general an
additional systematic error in addition to the truncation error as for example functions
have to be represented by a finite number of values during the numerical evolution
from which the function has to be reconstructed in order to evaluate the right hand
side of the flow equation. Such a prescription has to be specified in order to completely
fix the used approximation scheme [60].
In the following we will discuss two such prescriptions in the form of numerical
solution methods for the flow equation of the effective potential and address in particular
their applicability to effective potentials parametrized by several invariants. The two
most popular approaches are Taylor expansions about a scale-dependent expansion
point and grid methods which solve for the effective potential on a discrete set of grid
points in field space.
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Taylor expansions
Due to its simplicity the probably most frequently used solution method is a Taylor
expansion with a scale-dependent expansion point. This corresponds to an expansion
of the effective potential of the form
Uk(φ
2, σ) =
K∑
n=0
an,k
n!
(φ2 − φ2k)n − cσ, (2.22)
which is truncated at some fixed expansion order K. Here we discuss the case with
explicit symmetry breaking, here represented by the term cσ. In its absence one
usually employs different sets of equations for regimes with broken/unbroken symmetry.
The requirement of expanding about the physical minimum, ∂σUk(σ
2, σ)|
σ=
√
φ2k
= 0,
yields a1,k =
c
2
√
φ2k
which in turn implies a˙1,k ≡ ∂ta1,k = − c4 φ˙2k(φ2k)−
3
2 . This allows to
eliminate a1,k from the set of flow equations in favor of φ
2
k. If we now expand the flow
equation for the effective potential as
∂tUk(φ
2) =
∞∑
n=0
U˙
(n)
k
n!
(φ2 − φ2k)n, (2.23)
where U˙
(n)
k =
∂n∂tUk
(∂φ2)n
|φ2=φ2k and insert the Ansatz from Eq. (2.22) we are just left with
a system of ordinary differential equations
a˙0,k = U˙
(0)
k + a1,kφ˙
2
k
a˙1,k = U˙
(1)
k + a2,kφ˙
2
k = −
c
4
φ˙2k(φ
2
k)
− 3
2
. . .
a˙K−1,k = U˙
(K−1)
k + aK,kφ˙
2
k
a˙K,k = U˙
(K)
k .
(2.24)
Considering just the pure number of equations to be solved the method seems to be
numerically rather cheap. However, in particular for higher orders in the expansion one
should keep in mind that the right hand sides of the flow equations for the expansion
coefficients gets increasingly complicated as they involve multiple derivatives of original
right hand side of the flow equation.
The method can be generalized to effective potentials parametrized by several
invariants in an obvious manner. Furthermore, the Taylor method is perfectly suited
to determine critical exponents. One can either determine the critical exponents β
and δ from the order parameter, which typically appears as an explicit variable in the
system of differential equations, or even more directly calculate the correlation length
critical exponent ν via the largest eigenvalues of the stability matrix expanded about a
RG fixed point along with the anomalous dimension η as solution of the corresponding
flow equation.
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Grid methods
The methods subsumed as grid methods in this section share the property that they
use an expansion of the effective potential on a discrete set of grid points φi in field
space. This allows in principle to capture the full field-dependence of the effective
potential and thus includes arbitrarily high interaction terms in the fields whereas
the previously discussed Taylor method remains by construction restricted to a finite
expansion order. As the grid method takes into account the full field-dependence of the
effective potential and not just information about a local minimum, it is particularly
suited to describe also first order phase transitions. From the technical point of view
the effective potential has to be reconstructed from a finite set of values in order to
evaluate derivatives of the effective potential appearing on the right side of the flow
equation. The essential difference between the methods presented in this section lies
only in the level of sophistication used to obtain these derivatives. The applicability
for effective potentials parametrized by several invariants of all methods discussed in
detail below remains restricted to cases where the field variables remain restricted to a
domain which is diffeomorphic to a hypercube. The general case can then be mapped
to the hypercubical/rectangular case by an appropriate diffeomorphism as employed
in [61]. In all cases the flow of the effective potential is calculated without explicit
symmetry breaking, which is only added to the full potential after the integration of
the flow.
1. The original grid method [62, 63] entails setting up a Taylor expansion to fixed
expansion order M at each grid point. As described in the previous section one
then obtains flow equations for the coefficients ai,n at grid point i to expansion
order n. The two highest order coefficients at each grid point ai,M−1 and ai,M
are then expressed via lower order coefficients by imposing continuity conditions
for the effective potential and lower derivatives at midpoints between the grid
points. The original grid method is a rather sophisticated method with high
numerical stability as higher order derivatives are eliminated algebraically rather
than numerically but is unfortunately numerically expensive compared to the
methods described below due to the large number of variables. Furthermore,
there is no obvious generalization to higher dimensional problems where one has
to specify a sufficient number of independent continuity conditions to eliminate
the higher order derivatives.
2. As the flow equation for the effective potential is just a partial differential equation
the most straightforward solution method is via a finite difference approach.
Here one keeps the RG time variable continuous and just estimates the required
derivatives of the effective potential at the grid points via finite differences. One
should keep a consistent discretization order which involves employing function
values of more grid points for the evaluation of the derivatives near the edges
of the grid. This leads to a system of coupled differential equations just for
the value of the effective potential at each grid point which can be solved using
standard methods. The method is numerically considerably cheaper than the
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original grid method, straightforward to implement and generalizes in an obvious
way to higher-dimensional problems.
3. The third class of solution methods is similar to the finite difference techniques
except that the values of the scale-dependent effective potential are interpolated
and derivatives are extracted from the interpolating function. The choice mainly
used in this thesis are cubic splines with fixed first derivatives at the boundaries
which are estimated via finite differences. From a given one-dimensional spline
interpolation one directly obtains first and second derivatives, which is perfectly
suited for the evaluation of the flow equation for the effective potential. Again,
there is a straightforward extension to higher dimensional problems since inter-
polations of higher dimensional functions can simply be realized as consecutive
one-dimensional spline interpolations.
But more generally, one can use any set of complete basis functions to expand
the effective potential. A particularly convenient choice, which has been applied
to related problems [64, 65], is the expansion in terms of Chebychev polynomials,
which then turns the partial differential equation into a system of ordinary
differential equations for the expansion coefficients.
2.2 Flow of 2-Point Functions: Pole Masses and Spectral
Functions
There is a tremendous qualitative improvement in functional approaches for the
description of the phase structure of strongly interacting theories in increasingly
refined truncation schemes not only in QCD but also in statistical mechanics, solid-
state physics or atomic physics which now reach the accuracy of state-of-the-art lattice
simulations. But along with these improvements in the static case also dynamical
quantities, such as transport coefficients or spectral functions in near-equilibrium
situations or even questions of non-equilibrium, come more and more into the focus of
interest and should be a logical next step in the development.
One particular example is the calculation of transport coefficients such as the shear
viscosity, which can be extracted from retarded real-time 2-point correlation functions
of components of the stress-energy tensor using Kubo formulas. Here we will be
mainly concerned with the seemingly simpler question of the definition of particle
masses, which is particularly relevant for effective model calculations where typically
some of the model parameters are fixed to reproduce particle masses. It turns out
to be a crucial but non-trivial task to find a mass definition which is consistent
with the underlying truncation for the effective action. We will discuss this in more
detail for the particular case of 2-color QCD in Section 3.4.3, where we will argue
that a consistent mass definition should be based on the location of the poles in the
corresponding propagators or equivalently on the zeros in the corresponding 2-point
functions, which in turn requires the calculation of 2-point functions within the FRG
framework. This problem can be subdivided into finding an appropriate truncation
20
2.2. Flow of 2-Point Functions: Pole Masses and Spectral Functions
for the (momentum-dependent) 2-point function and the analytical continuation from
Euclidean to Minkowskian external momentum.
Flow of the 2-point function
The flow equation for the 2-point functions can be obtained from the flow equation for
the effective action by repeated functional differentiation as represented diagrammati-
cally for an O(N) example in Fig. 2.2. But note that these flow equations depend in
turn on up to 4-point functions giving rise to an infinite tower of coupled equations.
One thus requires an appropriate truncation scheme to render this system of equations
finite. One approach is to employ the BMW approximation [56, 57]. The idea is to
expand 3- and 4-point functions in their external momenta which is justified by the
fact that their dependence on external momenta is weaker than the dependence on
loop momenta due to the insertion of the regulator function. Finally, at zero external
momentum 3- and 4-point vertices can be related to derivatives of 2-point functions.
At first order in the BMW approximation one obtains the vertices
Γ
(3)
ijl (q,−q) =
∂Γ
(2)
ij (q;φ)
∂φl
, Γ
(4)
ijlm(q,−q, 0) =
∂2Γ
(2)
ij (q;φ)
∂φl∂φm
, (2.25)
which, inserted into the flow equations for the 2-point functions, leads to a closed
system of coupled partial differential equations for the pion and the sigma meson
2-point functions Γ
(2)
k,pipi and Γ
(2)
k,σσ in the particular case of an O(N) model, which can
then be solved numerically for fixed Euclidean external momentum.
We take an even simpler approach and completely neglect the momentum dependence
of the 3- and 4-point vertices and replace them by the constant vertices obtained from
the LPA Ansatz for the effective action. The external momentum then only enters the
calculation via the propagators. This way of truncating the flow equation for the 2-point
function is completely analogous to the calculation of the flow of the wave function
renormalization where one, however, only aims at computing the prefactor of the kinetic
term via an appropriate projection at the end of the calculation. This implies for
example for momentum-independent vertices that only the first diagram in Fig. 2.2 has
to be considered as the second diagram remains independent of the external momentum
and hence does not give a contribution to the flow of the wavefunction renormalization.
Note that for zero external momentum all information about n-point functions is
encoded in the effective potential. For example the 2-point functions can simply be
calculated from derivatives of the effective potential. It is a particular advantage of
our truncation using LPA vertices that this limit is satisfied by construction whereas
it has to be put in by hand in the BMW approximation.
Analytical continuation
Given a suitable truncation which allows the calculation of 2-point functions for a
given Euclidean external momentum, the question is how to obtain real-time 2-point
21
2. The Functional Renormalization Group
functions from it. In principle one can image two approaches here. Firstly, one can
solve the flow equation for Euclidean external momentum and then try to extract
the real time correlation function from the Euclidean correlation function using for
example the maximum entropy method or Pade´ approximants [66, 67, 68]. This is
possible but a numerically rather involved procedure in particular with regard to an
extension to the finite temperature case where the two point function is only given at
a discrete set of Matsubara frequencies. Alternatively, one can analytically continue
already at the level of the flow equation and integrate down the analytically continued
flow equation which gives then direct access to the real-time 2-point function at k = 0
but in a sense less control over the analytical continuation.
A similar approach was employed in [69] where the author proposed a more refined
truncation in Minkowski space which includes the effects of the backcoupling of the
propagator into the effective potential and the wavefunction renormalization which is
not taken into account here. The actual solution required, however, an Ansatz for the
form of the propagator near its poles which is not required here.
2.2.1. O(N) model: Flow of the 2-point function
As an illustrative example we will concentrate in the following on the flow of 2-point
functions in an O(N) model, where our starting point is the Ansatz for the effective
action in the local potential approximation
Γk =
∫
x
1
2∂µφi∂
µφi + Uk(φ
2)− cσ, (2.26)
where the only scale dependence comes from the effective potential Uk. We will
not restrict ourselves to a particular regulator at this point, but employ a sharp
3-momentum regulator for the numerical evaluation later in this section. The flow
equation for the effective potential is obtained straightforwardly by evaluating the flow
equation Eq. (2.17) for a constant field configuration φi = φδi1 and is given by
∂tUk =
1
2I
(1)
σ + (N − 1)12I(1)pi , (2.27)
where I
(n)
X ≡ I(n)k (φ2)mX for m2pi = 2U ′k, m2σ = 2U ′k + 4U ′′kφ2, Gm(q) = (q20 + ~q2 +
Rk(q) +m
2)−1 and
I
(n)
k (φ
2)m ≡
∫∑
q
∂tRk(q)Gm(q)
n. (2.28)
The flow equation for the 2-point function is represented graphically in Fig. 2.2.
The required 3- and 4-point vertices are obtained from the Ansatz (2.26) and are for
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∂tΓ
(2)
k = −12×
Γ
(4)
k
Γ
(3)
k Γ
(3)
k
Figure 2.2.: Flow of the 2-point function in an O(N) model. Crossed circles represent
regulator insertions ∂tRk.
the constant field configuration from above just given by
Γ
(3)
ijk =4U
′′
kφ(δijδk1 + δjkδi1 + δikδj1) + 8U
′′′
k δi1δj1δk1
Γ
(4)
ijkl =4U
′′
k (δijδkl + δilδjk + δjlδik) + 8U
′′′
k φ
2(δijδk1δl1 + δjkδi1δl1 + δklδi1δj1
+ δjlδi1δk1 + δilδj1δk1 + δikδj1δl1) + 16U
′′′′
k φ
4δi1δj1δk1δl1.
(2.29)
The corresponding flow equations for the pion and sigma 2-point functions then read
∂tΓ
(2)
k,pipi =(4U
′′φ)2(Jσpi + Jpiσ)− 124U ′′(N + 1)I(2)pi − 12(4U ′′ + 8U ′′′φ2)I(2)σ , (2.30)
∂kΓ
(2)
k,σσ =(12U
′′φ+ 8U ′′′φ3)2Jσσ + (N − 1)(4U ′′φ)2Jpipi
− 12(12U ′′ + 48U ′′′φ2 + 16U ′′′′φ4)I(2)σ − 12(N − 1)(4U ′′ + 8U ′′′φ2)I(2)pi ,
(2.31)
where we defined JXY ≡ Jk(p, φ2)mX ,mY with
Jk(p, φ
2)mX ,mY ≡
∫∑
q
∂tRk(q)GmX (p+ q)GmY (q)
2. (2.32)
The explicit expressions for the functions I
(n)
k and Jk evaluated for the sharp 3-
momentum regulator and purely timelike external momentum pµ = (p0,~0) are listed
in Appendix B. In this case the flow equations take a particularly simple form as the
spatial momentum integration can be performed trivially. In the following all functions
in Eq. (2.30) and Eq. (2.31) are understood as evaluated for purely timelike external
momentum p0 = −iω.
As we will demonstrate in Section 3.4.3, the extension of the method to include
fermionic degrees is straightforward. The same is true at least from the conceptual point
of view for the inclusion of finite chemical potential. The case of a finite spatial external
momentum should also be studied as it is for example relevant for the investigation
of the spectrum of soft modes near the critical endpoint [70] or the computation of
transport coefficients.
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Consistency with the effective potential
For vanishing external momentum the 2-point functions can be obtained from deriva-
tives of the effective potential. The equality of the two expressions for the 2-point
function calculated either directly or via the effective potential is a nontrivial state-
ment, which does of course not hold for general unrelated truncations for the effective
action and the 2-point function [71]. In such a case one can still choose to fix this by
introducing an additional constant contribution to the flow equation of the 2-point
function such that the consistency condition is satisfied as it is commonly done in the
BMW approximation [56, 57]. However, we will see that the truncation for the 2-point
function using LPA vertices is already consistent with the effective potential.
For simplicity let us discuss the pion case first. It is a nontrivial statement which
holds at any temperature that the flow equation for the pion 2-point function obeys
the consistency condition
∂tΓ
(2)
k,pipi(0) =
∂2
∂pii∂pii
∂tUk = 2
∂
∂φ2
∂tUk. (2.33)
If we choose Γ
(2)
Λ,pipi(ω
2
0) = −ω20 + 2U ′(φ2) at the UV scale Λ, we can define a pion pole
mass mpi,pole via
Γ
(2)
k=0,pipi(m
2
pi,pole) = 0. (2.34)
The consistency condition (2.33) now implies that if we calculate Γ
(2)
k=0,pipi by integrating
the flow equation (2.30) for zero external momentum, ω0 = 0 and ~ω = ~0, the pole
mass defined via Eq. (2.34) reduces to the familiar screening mass obtained from
the curvature of the effective potential.2 Furthermore, this property guarantees the
existence of a dynamical Nambu-Goldstone pion in the chiral limit.
Next we turn to the sigma meson 2-point function. At zero temperature one verifies
that the consistency condition
∂tΓ
(2)
k,σσ(0) =
∂2
∂σ∂σ
∂tUk = 2
∂
∂φ2
∂tUk + 4φ
2 ∂
2
(∂φ2)2
∂tUk (2.35)
holds. Here the initial conditions in the UV are chosen as Γ
(0,2)
Λ,σσ(ω
2
0) = −ω20 +2U ′(φ2)+
4φ2U ′′(φ2). At finite temperature however, a subtlety arises. It is a well-known
fact in finite temperature field theory [72, 73] that the self-energy may become non-
analytic at zero external momentum. This means in particular that the limits p0 → 0
and ~p → ~0 no longer commute as in the case of zero temperature. For the 2-point
functions the two limits have a physical interpretation [72] in terms of screening
masses (p0 = 0, ~p → 0) and plasma oscillation frequencies (~p = ~0, p0 → 0). The
standard procedure for computing 2-point correlation functions involves exploiting the
2Here and in the following we refer to screening masses as the square-root of the eigenvalues of the
Hessian of the effective potential at its minimum or equivalently as the square-root of the inverse
propagator in the spacelike static limit (p0 = 0 ~p → 0), cf. the discussion below, and hence the
inverse of a corresponding susceptibility. This definition does in general not coincide with the usual
definition of the screening mass via the pole of the static propagator.
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periodicity of the thermal distribution functions in the external momentum p0 = 2pinT
(n ∈ Z) after evaluating the Matsubara sums but before the analytic continuation
which completely eliminates the external momentum from the distribution functions.
Note that the analytical continuation of a Green’s function given on a discrete set of
Matsubara modes is only unique after imposing additional analyticity conditions [74]
and this standard procedure is consistent with these requirements. In this approach
the screening mass can then be obtained from the spacelike static limit, i.e. by setting
p0 = 0 and taking the limit ~p → ~0. There is, however, a different procedure which
allows one to extract the corresponding contributions without considering finite spatial
external momenta. Therefore one keeps the general expression without exploiting
the periodicity in p0 and analytically continues in p0, which obviously corresponds
to a different analytical continuation where the external momentum appears still as
argument of the occupation numbers but which is not consistent with the analyticity
requirements from [74]. However, one can obtain the screening mass from this procedure
by carefully taking the limit p0 → 0 at the end of the calculation, see also the appendix
of [1] and Section 3.3.3. In this sense the consistency condition (2.35) holds even at
finite temperature.
Numerical solution
We propose two possible solution methods for the flow equations (2.27) and (2.30) or
(2.31). Firstly, one can use a Taylor expansion for both the effective potential and the
2-point function of the form
Uk =
K∑
n=0
an,k(φ
2 − φ2k)n
Γ
(2)
k,AA(ω) =
L∑
n=0
bAAn,k (ω)(φ
2 − φ2k)n,
(2.36)
where A ∈ {σ, pi}. By choosing L = K − 1 one easily verifies by comparing the flow
equations for the Taylor coefficients an,k and b
AA
n,k , obtained as described in Section 2.1.4,
that the consistency condition (2.33) for the pion 2-point function remains exactly
satisfied even in the numerical implementation. As the flow equation for the sigma
meson 2-point function involves up to fourth derivatives of the effective potential we
chose K = 4 and L = 3 in the numerical implementation. The Taylor implementation
has the advantage of allowing to integrate down to k = 0 which is required to accurately
describe the spectral function around the 2-pion threshold but it is on the other hand
not well-suited for the finite temperature case due to the complicated structure of the
flow equation from which up to third derivatives are required to obtain flow equations
for the Taylor coefficients.
Alternatively one employs a grid solution of the effective potential to extract the
derivatives of the effective potential at its IR minimum value required for the evaluation
of the flow equation of the 2-point functions. This is on the one hand computationally
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less expensive and thus better suited for the finite temperature case but on the other
hand numerically less stable compared to the implementation via a Taylor expansion.
But both methods lead to consistent results for the zero temperature case and thus
allow the computation of pion pole masses from a given UV potential or spectral
functions as described in the next section.
2.2.2. O(4) model: pole masses and spectral functions
Spectral functions have been calculated within FRG approaches in particular in
several non-relativistic models within different truncation schemes including the BMW
approximation, vertex expansions or derivative expansions [75, 76, 77]. However, in all
cases the analytic continuation from Euclidean 2-point functions was carried out using
Pade´ approximants.
The spectral function is defined via the imaginary part of the retarded propagator
or more explicitly as
ρA(ω) = − Im Γ
(2)R
A(
Im Γ
(2)R
A
)2
+
(
Re Γ
(2)R
A
)2 (2.37)
for A = pi, σ, which is understood as evaluated in the limit of an infinitesimally small
imaginary external momentum. Note that the continuation prescription p0 → −i(ω+i)
corresponds precisely to the definition of the retarded 2-point function required for
the calculation of the spectral function disregarding the fact that the imaginary part
is kept small but finite in the numerical evaluation. In the following we present results
for the zero temperature case [78] in the O(4) model.
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Figure 2.3.: Real and imaginary part of Γ(2) for pion (a) and sigma meson (b) in
dependence of external momentum ω [78].
Fig. 2.3 shows the corresponding real and imaginary parts of the pion and sigma
meson 2-point function. In the pion case the imaginary part remains negligible and
the real part behaves as demonstrated in earlier investigations [1, 2]. The zero of the
real part corresponds to the pion pole mass and is found at 135.1 MeV compared to a
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screening mass of 137.2 MeV extracted from the curvature of the effective potential.
The mismatch of screening mass and the onset of charged pion condensation in the
corresponding quark-meson model coupled to isospin chemical potential was already
observed in [79] and is discussed in detail in [2]. Here we just point out the non-
equivalence of different mass definitions and postpone the detailed discussion to the
sections 3.3.3 and 3.4.3, where we discuss the difference between pole and screening
masses in the context of a model with both bosonic and fermionic degrees of freedom.
In the sigma case shown in Fig. 2.3(b) the imaginary part of the 2-point function
remains negligible only up to the 2-pion threshold, which also shows up as a kink in
the real part, and tends to negative values afterwards.
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Figure 2.4.: O(4) model pion and sigma meson spectral functions ρpi and ρσ [78].
The sigma and pion spectral functions as calculated from Eq. (2.37) are shown in
Fig. 2.4. The pion spectral function shows a sharp peak at 135 MeV to be identified
with the pion mass. The sigma spectral function shows the 2-pion threshold as a
characteristic rise in the spectrum and a broad maximum above this value at about
312 MeV. Considering the case of an imaginary part Im Γ(2) which is independent
of real external momentum and only a momentum dependent real part Re Γ(2), it is
obvious from the definition (2.37) that the maximum of the spectral function occurs
at the zero of the real part with the broadness of the maximum determined by the
imaginary part. This can be observed in the case of the pion 2-point function where the
peak in the spectral function and zero of the 2-point function coincide as the imaginary
part stays practically constant. The coincidence between the sigma mass defined
via the maximum of the spectral function and the zero of the corresponding 2-point
function is of course no longer valid considering a momentum dependent imaginary
part, although the zero of the real part, here found at 350.6 MeV, might still provide
an estimate for the sigma mass. This should be contrasted with the significantly
larger estimate via the sigma meson screening mass from the curvature of the effective
potential which yields a value of 425 MeV for the employed parameter set.
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3
Quark-Meson-Diquark Models for
QCD-like Theories
3.1 Introduction
In this chapter we discuss chiral effective models for different QCD-like theories
in particular for two representatives, 2-color QCD with quarks in the fundamental
representation and any-color QCD with quarks in the adjoint representation, of the
two classes of QCD-like theories for which the Dirac operator possesses an additional
antiunitary symmetry. Their common feature is the absence of a fermion sign problem,
in contrast to the usual case of 3-color QCD, which allows lattice simulations even
at finite chemical potentials and thus ultimately a direct comparison of functional
methods calculations to lattice simulations. Such studies can then help to gain an
understanding of the reliability of these methods for the application to the 3-color
phase diagram.
In this chapter we will outline the construction of chiral effective models for QCD-
like theories in the form of quark-meson-diquark (QMD) models. A special emphasis
in the chapter will lie on the case of 2-color QCD, which is interesting for another
reason, because it is particularly suited to study the impact of baryonic degrees of
freedom on its phase diagram, which are, however, bosons here rather than fermions.
In particular, the lightest baryonic degrees of freedom are a pair of bosonic diquarks
which are degenerate with the pions at zero chemical potential due to an enhanced
flavor symmetry. Finally, as last piece of motivation, QCD-like theories in general
turn out to be closely related to effective Lagrangians employed for the description of
ultracold atomic gases. This manifests itself on the level of the Lagrangians but also
in their phase diagrams where they share a BEC-BCS crossover as common feature.
In the remainder of this section we will explore these points in more detail and close
with a short introduction to the Silver Blaze property.
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QCD sign problem
The QCD sign problem designates the fact that the fermion determinant at finite
chemical potential is a complex number, which prevents its interpretation as a proba-
bility measure required for a direct application of Monte Carlo methods. In order to
calculate the QCD partition function, written symbolically for vanishing sources as
ZQCD =
∫
DADψDψ¯ e−S[A,ψ,ψ¯], (3.1)
we can formally integrate out the quarks as the action is bilinear in the quark fields,
which yields a factor det( /D + m − µγ0) for each quark flavor. As discussed in the
introduction, for three colors and quarks in the fundamental representation this
determinant is complex at finite chemical potential. This represents a major technical
complication for lattice approaches to finite density QCD, which triggered different
proposals on how to circumvent the sign problem at least for small chemical potentials
[21, 23, 80]. However, the particularly interesting regions of the phase diagram where
µ/T  1 remain inaccessible in these approaches. This is why we will pursue a different
approach here and study QCD-like theories with real fermion determinants, which
obviously differ from QCD in this respect but are hopefully still similar enough to
gain insights into finite density QCD. In such theories the real fermion determinant is
enforced via additional symmetries of the corresponding Dirac operators which can be
classified by the Dyson index β1 from random matrix theory [81, 83].
Before we turn to these particular cases, let us briefly discuss the generic case
without antiunitary symmetry (β = 2). Here the (Euclidean) /D operator obeys the
relation γ5 /Dγ5 = /D
†
known as γ5 hermiticity, which implies
γ5( /D +m− µγ0)γ5 = ( /D +m+ µ∗γ0)† (3.2)
and leads to
det( /D +m− µγ0) = det( /D +m+ µ∗γ0)∗ (3.3)
after taking determinants. This enforces a real fermion determinant for zero (µ = 0)
or imaginary chemical potential (µ = iµi). For an even number of degenerate flavors
we get a nonnegative factor which can be interpreted as a probability measure again
for which standard Monte Carlo techniques are applicable. In fact the same is true for
QCD with pure isospin chemical potential µI and an even number of degenerate quark
flavors, where Eq. (3.3) implies
det( /D +m− µIγ0) · det( /D +m+ µIγ0) = | det( /D +m− µIγ0)|2. (3.4)
The case of pure isospin chemical potential is the prototypical example for a theory
with Dyson index β = 2 and a nonnegative fermion determinant.
1For an antiunitary operator T which commutes with the Dirac operator one defines β = 1 if T 2 = 1,
β = 4 if T 2 = −1 and in the absence of such a symmetry β = 2 [81] corresponding to fermions
transforming in pseudoreal, real or complex representations of the gauge group, see Chapter 21 in
[82] and footnote 2.
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Let us now turn to QCD-like theories for which the Dirac operator possesses an
additional antiunitary symmetry. Following [84] we consider the general situation of a
Dirac operator D which obeys a relation of the form
[T,D] ≡ [UK,D] = 0, (3.5)
where K denotes the complex conjugation operator, U is a unitary operator and
correspondingly T = UK is an antiunitary operator. For an eigenvector ψ of the
Dirac operator with eigenvalue λ, i.e. Dψ = λψ, this relation implies Dψ˜ = λ∗ψ˜
for ψ˜ = UKψ. As all eigenvalues appear in conjugate pairs, the determinant detM
is obviously real. This does of course not imply that the determinant is positive
since for negative real eigenvalues λ the corresponding eigenvectors ψ and ψ˜ could
be linearly dependent. But interestingly, if in addition T 2 = (UK)2 = −1, we have
〈ψ|ψ˜〉 = 〈ψ|UKψ〉 = 〈KUKψ|Kψ〉 = 〈(UK)2ψ|UKψ〉 = −〈ψ|ψ˜〉 = 0, which thus
implies that the determinant detD remains nonnegative.
The latter scenario, T 2 = −1, corresponds to a Dyson index β = 4 with QCD with
quarks in the adjoint representation or QCD with gauge group G2 as most prominent
examples. Hence, the fermion determinant in these theories is nonnegative for any
number of quark flavors. The prototypical example of an antiunitary symmetry with
T 2 = 1, corresponding to a Dyson index β = 1, is 2-color QCD with quarks in the
fundamental representation. In this and the following chapter we will consider examples
for all three cases, namely 2-color QCD with quarks in the fundamental representation
(β = 1), QCD with quarks in the adjoint representation (β = 4) and finally 3-color
QCD with isospin chemical potential (β = 2) in Chapter 4.
Baryonic degrees of freedom
As discussed in the introduction, baryonic degrees of freedom are expected to have
a large impact on the QCD phase diagram, in particular at small temperatures and
intermediate chemical potentials. This argument is strongly supported by large-Nc
considerations where the baryon density becomes an actual order parameter. Whereas
for 2-color QCD, as for 3-color QCD, this is only the case at zero temperature, there
is another order parameter in 2-color QCD, the diquark condensate, whose onset
coincides with that of the baryon number density at zero temperature. Although at
finite temperature the baryon density is no longer strictly zero outside the diquark
condensation phase, it rises abruptly at the onset of diquark condensation. This is
why we can picture the diquark condensate as analogue of the strict order parameter
baryon number in the large- Nc limit or also in the limit where the number of flavors
Nf grows along with Nc, i.e. for Nf/Nc held fixed. Thus if one is willing to accept
the relevance of large-Nc arguments for the QCD phase diagram, it might not be too
far-fetched to believe the same for Nc = Nf = 2 always keeping in mind the crucial
differences between Nc = 2 and Nc = 3.
The inclusion of the lightest baryonic degrees of freedom in effective model approaches
to QCD-like theories such as 2-color QCD or adjoint QCD is extremely simplified
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by enlarged flavor symmetries. The diquarks as lightest baryonic degrees of freedom
appear as (pseudo-) Goldstone bosons of chiral symmetry breaking and transform in
the same multiplet as the pions and the sigma meson. This technical simplification
will allow us to demonstrate the effects of baryonic degrees of freedom on the phase
diagram of 2-color QCD very transparently.
Finally, it is interesting to study theories with both bosonic and fermionic baryons
such as 2-color QCD with adjoint quarks or QCD with gauge group G2. Based on
these examples one can study projection mechanisms in order to remove the bosonic
baryons from the theory which might ultimately lead to a QCD-like theory with just
fermionic baryons which is amenable to lattice simulations at finite chemical potentials.
Ultracold atomic gases
A different class of strongly coupled systems which received a lot of attention in recent
years are ultracold atomic gases, see [85, 86] for general introductions and [87, 88]
for introductions from the FRG perspective. The particularly appealing feature of
these systems compared to QCD is the fact that characteristics of the theory can be
tuned directly in the lab, which allows in this way the experimental access to different
regimes of a strongly coupled theory. Most importantly, the s-wave scattering length
as and correspondingly the interaction strength can be tuned experimentally using
an external magnetic field via a Feshbach resonance, allowing to invert the standard
scale hierarchy [87]. One distinguishes three regimes characterized by the value of the
scattering length: The BEC regime with as > 0 where fermions form tightly bound
bosonic molecules, the strongly-interacting unitary limit corresponding to a diverging
scattering length as → ∞, and the BCS regime for as < 0 where fermions pair in
the form of spatially delocalized Cooper pairs. There is a smooth crossover between
these different regimes known as BEC-BCS crossover. A successful non-perturbative
treatment of the whole range of the BEC-BCS crossover in cold atomic gases within
the FRG framework [89] is based on the effective Lagrangian
L = ψ† (∂τ −∆− µ)ψ+ϕ∗
(
∂τ − 1
2
∆ + ν − 2µ
)
ϕ− hϕ
2
(
ϕ∗ψT ψ − ϕψ†ψ∗
)
(3.6)
for a complex two-component spinor ψ and a complex scalar field ϕ, where ∆ is the
Laplacian and  the totally antisymmetric symbol. The interpretation of the complex
scalar ϕ depends on the regime under consideration and can either be describing bound
states of fermions in the BEC regime or Cooper-pair excitations in the BCS regime.
Although ultra-cold atomic gases are non-relativistic systems with a completely
different physical background, there are close connections to relativistic QCD-like
theories as will be discussed in the course of this and the following chapter. These
manifest themselves on the one hand already on the level of the effective Lagrangians,
where for example the effective 2-color quark-meson diquark Lagrangian can be
identified as relativistic analogue of the Lagrangian given in Eq. (3.6), but on the other
hand directly in the corresponding phase diagrams, where both share a BEC-BCS
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crossover as common feature. Strengthening analogies between the two systems is
certainly a worthwhile task, which will turn out beneficial for both sides in the future.
Silver Blaze property
We close this motivational overview with a brief introduction to the Silver Blaze
property [90, 91] as a principle which puts strong constraints on the phase diagrams of
relativistic theories at zero temperature and which will play an important role in our
subsequent analysis. In a theory with a relativistic chemical potential coupled to degrees
of freedom with a mass gap, the thermodynamic partition function and correspondingly
all thermodynamic observables have to stay independent of the chemical potential
as long as the latter stays smaller than the mass gap. In order to excite any states
at zero temperature, the relativistic chemical potential needs to be increased beyond
the mass gap in the correlations it couples to. In 2-color QCD the zero-temperature
transition is continuous and the Silver Blaze property thus requires the zero-temperature
thermodynamic partition function to stay independent of the (quark-)chemical potential
as long as it remains smaller than half of the pion mass, which coincides with one half
of the lightest baryon mass mB in this particular case. To phrase it more generally,
the Silver Blaze property will hold up to a baryon chemical potential of mB or up
to a possible first order transition below this value, where the difference is typically
interpreted as binding energy per nucleon, see also the discussion of the liquid gas
transition in Section 3.4.2. It is important to stress that the Silver Blaze property is a
generic feature of the relativistic chemical potential and not a particular property of
fermionic or QCD-like theories but has for example also been studied in purely bosonic
theories [92, 93, 94].
3.2 Symmetries and Model Construction
The key to the understanding of both 2-color and adjoint QCD is their enlarged flavor
symmetry, which is in turn a direct consequence of the (pseudo-)reality of the repre-
sentations under consideration. In particular the SU(2) fundamental representation is
pseudoreal whereas the SU(Nc) adjoint representation is a real representation.
2 In the
following we will treat the cases of 2-color fundamental and adjoint fermions in parallel
to illustrate similarities and differences. This section represents partly a summary of
the pioneering works [95, 96], but is nevertheless required as the symmetries and their
breaking patterns constitute the basis of the understanding of QCD-like theories.
2In general a representation and its complex conjugate representation form distinct representations,
in which case the representation is called complex. However, if the two turn out to be isomorphic
we talk of real or pseudoreal representations. In this case the representation matrix M of a
given representation and the representation matrix M¯ of the corresponding complex conjugate
representation are related via a similarity transformation,M = SM¯S−1, with a matrix S, which can
be either symmetric, the defining property of a real representation, or antisymmetric, corresponding
to a pseudoreal representation.
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3.2.1. Extended flavor symmetries and symmetry breaking patterns
Antiunitary symmetry of the Dirac operator
For the fundamental representation, the isomorphism relating the fundamental repre-
sentation and its complex conjugate is given by S = σ2, where obviously S
T = −S as
the SU(2) fundamental representation is pseudoreal. Therefore, charge conjugation of
the gauge fields in QC2D can be undone by the constant SU(2) gauge transformation
S = σ2. From now on we will use T
a for the color generators, for the fundamental
representation just given by T a = σa/2, with
T aT = T a∗ = −ST aS−1 , (3.7)
and reserve σi (τi) for the Pauli matrices in spinor (flavor) space. Denoting the charge
conjugation matrix in spinor space by C, the 2-color Dirac operator D(µ) = /D+m−µγ0
at finite chemical potential µ obeys [95, 96]
D(µ)SCγ5 = SCγ5D∗(µ), (3.8)
which is precisely an antiunitary symmetry of the form of Eq. (3.5) with U = SCγ5.
As C2 = −1 and KS = −SK, we have T 2 = (UK)2 = −S2C2 = 1 corresponding to a
Dyson index β = 1 in the classification scheme of the previous section, which implies
that the fermion determinant is nonnegative for an even number of degenerate quark
flavors.
On the contrary, the SU(Nc) adjoint representation is a real N
2
c − 1 dimensional
representation with color generators defined via the SU(Nc) structure constants fabc
as (T a)bc = fabc, which in turn implies
T aT = T a∗ = −T a = −ST aS−1 , (3.9)
where S = 1 and hence ST = S for a real representation. Again the Dirac operator
obeys the relation from Eq. (3.8), this time with S = 1, however. As C2 = −1 but
now KS = SK, we have T 2 = (UK)2 = S2C2 = −1 corresponding to a Dyson index
β = 4.3
3Interestingly, for the staggered Dirac operator the roles of fundamental and adjoint representation
get exchanged compared to the corresponding Dyson indices of the continuum theory, i.e. the
Dyson index for fundamental staggered fermions is β = 4 and for adjoint staggered fermions β = 1
[84]. The reason is that the Dirac structure gets absorbed in staggered fermion operator which
manifests itself in a missing charge conjugation matrix in the corresponding relations for the Dirac
operator which, as C2 = −1, exchanges the cases β = 1 and β = 4. The same twist is observed
on the level of the chiral symmetry breaking patterns where one finds U(2Nf ) → SO(2Nf ) for
fundamental and U(2Nf )→ Sp(Nf ) for adjoint quarks [84], cf. the continuum discussion below.
From the viewpoint of chiral symmetry simulations of adjoint staggered fermions are thus closer
to continuum fundamental fermions than staggered fundamental fermions. On the other hand,
adjoint fermions do not break the global ZNc center symmetry and chiral symmetry restoration
and deconfinement are no longer related [97].
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Kinetic term
We start the discussion of the symmetries by considering the standard kinetic part of
the Euclidean QC2D Lagrangian, which reads in the chiral basis
4
Lkin = ψ¯ /Dψ = ψ†LiσµDµψL − ψ†Riσ†µDµψR , (3.10)
where the covariant derivative is given by Dµ = ∂µ+ iAµ with gauge coupling absorbed
in the gauge fields Aµ = A
a
µT
a. So far the extended flavor symmetry of the kinetic
term is not manifest. This can be easily achieved by changing variables to ψ˜R = σ2Sψ
∗
R
and ψ˜∗R = σ2SψR, thereby reexpressing Eq. (3.10) as
Lkin = Ψ†iσµDµΨ (3.11)
in terms of the 4NcNf -dimensional spinors Ψ =
(
ψL
ψ˜R
)
and Ψ† = (ψ†L, ψ˜
†
R). With the
Lagrangian in a block diagonal form, the SU(2Nf ) symmetry in the space of combined
flavor and transformed chiral components, often referred to as Pauli-Gu¨rsey symmetry,
is now manifest. For both 2-color fundamental and adjoint quarks, the extended
flavor symmetry is SU(2Nf ) instead of U(2Nf ) as the axial U(1)A symmetry is broken
anomalously. The only difference between the cases of fundamental and adjoint matter
is at this point the insertion of the appropriate matrix S in the definition of the spinor
variable Ψ.
Dirac-mass term
We proceed by considering an (explicit or spontaneously generated) Dirac-mass term,
which for fundamental quarks can be written as
mψ¯ψ = −m
2
(
ΨTσ2SΣ0Ψ −Ψ∗Tσ2SΣ0Ψ∗
)
, (3.12)
where the symplectic matrix
Σ0 =
(
0 1Nf
−1Nf 0
)
(β = 1) (3.13)
acts in the 2Nf -dimensional extended flavor space. An explicit (dynamical) Dirac
mass therefore explicitly(spontaneously) breaks the original SU(2Nf ) down to the
compact symplectic group Sp(Nf )
5 as subgroup of SU(2Nf ) transformation leaving
Eq. (3.12) invariant. This gives rise to a Goldstone manifold SU(2Nf )/Sp(Nf ), which
4As usual in Euclidean signature, ψR/L and ψ
∗
R/L are considered as independent Grassmann variables
with ψ†R/L ≡ ψ∗TR/L. Furthermore, see Appendix A for our conventions on Euclidean Gamma
matrices.
5The symplectic group Sp(N) is defined as the intersection of the unitary group U(2N) and the
symplectic group Sp(2N,C), which is the invariance group of Σ0 as bilinear form on complex
2N -component vectors. Sp(N) is a real Lie group of dimension N(2N + 1).
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is Nf (2Nf − 1)− 1 dimensional corresponding to Nf (2Nf − 1)− 1 (pseudo-) Goldstone
bosons.
The Dirac mass term for adjoint quarks can also be written in the form of Eq. (3.12)
but in this case with S = 1 and a symmetric matrix
Σ0 =
(
0 1Nf
1Nf 0
)
(β = 4). (3.14)
The subgroup of SU(2Nf ) which leaves the corresponding Eq. (3.12) invariant turns
out to be locally SO(2Nf ) as can be most conveniently observed on the level of Lie
algebra generators, see Appendix C.1. In this case the Goldstone manifold is obviously
given by SU(2Nf )/SO(2Nf ), which is Nf (2Nf + 1)− 1 dimensional.
These results are in perfect agreement with the Pauli principle. Considering only
the flavor structure, the quark bilinears correspond to the tensor product 2Nf ⊗ 2Nf ,
which decomposes as
2Nf ⊗ 2Nf = (Nf (2Nf − 1))a ⊕ (Nf (2Nf + 1))s (3.15)
into a Nf (2Nf − 1) dimensional antisymmetric and a Nf (2Nf + 1) dimensional sym-
metric representation. For β = 1 the condensate is antisymmetric in spin and color
space, so the Pauli principle requires the Nf (2Nf −1) dimensional antisymmetric flavor
structure. As the condensation occurs in one particular direction and this leaves us
with Nf (2Nf − 1)− 1 Goldstone bosons again. In the case of β = 4 the spin structure
is antisymmetric, but unlike before the color structure is now a (symmetric) singlet
as product of two adjoint representations, which requires the symmetric Nf (2Nf + 1)
dimensional flavor structure and the counting leads to Nf (2Nf + 1) − 1 Goldstone
bosons again.
Chemical potential
Let us also consider the case of a nonvanishing chemical potential µ 6= 0 but m = 0.
We can write the chemical potential term as
µψ¯γ0ψ = µΨ†B0Ψ, (3.16)
where
B0 =
(
1Nf 0
0 −1Nf
)
(β = 1, 4). (3.17)
Thus for m = 0 a finite chemical potential µ 6= 0 breaks SU(2Nf ) explicitly down to
SU(Nf )L × SU(Nf )R × U(1)B. For 2-color fundamental (adjoint) matter where both
m 6= 0 and µ 6= 0 the remaining symmetry group is given by the common subgroup
of Sp(Nf ) (SO(2Nf )) and SU(Nf )L × SU(Nf )R × U(1)B, which is just given by
SU(Nf )V ×U(1)B. Whether this looks as an approximate symmetry more like Sp(Nf )
(SO(2Nf )) corresponding to the limiting case µ→ 0 or like SU(Nf )× SU(Nf )×U(1)
as the limiting case m → 0 depends just on the relative sizes of m and µ. This
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is illustrated transparently by the vacuum alignment in chiral perturbation theory
[95, 96]: For µB = 2µ < mpi the vacuum alignment stays 〈q¯q〉-like with an approximate
Sp(Nf ) (SO(2Nf )) symmetry. For µB = 2µ > mpi diquark condensation sets in
and the vacuum alignment starts to rotate from 〈q¯q〉-like to 〈qq〉-like with increasing
chemical potential µ. In the following paragraph we discuss the residual symmetry in
the diquark condensation phase and in particular the symmetry for asymptotically
large chemical potentials.
Diquark condensation
As we will see in the next section after rewriting the interaction terms in original
variables again, a nonvanishing diquark condensate is for 2-color fundamental quarks
(restricting ourselves for simplicity to the most relevant case of an even number of
flavors) represented by
Σd =
(
iJNf 0
0 iJNf
)
(β = 1), where J2N =
(
0 1N
−1N 0
)
, (3.18)
whereas for adjoint quarks
Σd =
(
i1Nf 0
0 i1Nf
)
(β = 4). (3.19)
The residual symmetry in the diquark condensation phase is defined via the condition
UTΣdU = Σd, where U ∈ SUV (Nf )× U(1)B, (3.20)
which translates into T TΣd + ΣdT = 0 on the level of the corresponding Lie algebra
generators T . Now the residual symmetry is easily identified as Sp(Nf/2)V or SO(Nf )V
for β = 1 and β = 4 respectively. Obviously the U(1)B baryon number symmetry
is always broken in the diquark condensation phase, but in general the Goldstone
manifold is higher dimensional. For β = 1 it is the Nf (Nf − 1)/2 dimensional coset
(SUV (Nf ) × U(1)B)/Sp(Nf/2) and for β = 4 the Nf (Nf + 1)/2 dimensional coset
(SUV (Nf )× U(1)B)/SO(Nf ).
In the chiral limit diquark condensation sets in at µ = 0. As only the relative size of
m and µ will turn out to be relevant, the residual symmetry in the diquark condensation
phase in the chiral limit coincides with the asymptotic symmetry in the limit µ→∞
even in a theory with finite m. Starting from SU(Nf )L × SU(Nf )R × U(1)B instead
of SU(Nf )V × U(1)B the asymptotic symmetry in the diquark condensation phase is
found to be Sp(Nf/2)L × Sp(Nf/2)R or SO(Nf )L × SO(Nf )R for β = 1 and β = 4
respectively.
Patterns of symmetry breaking for 2-color fundamental and adjoint matter
The different symmetry breaking patterns are summarized in Fig. 3.1 and Fig. 3.2.
We conclude this section with a few remarks on the case of two flavors, Nf = 2,
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SU(2Nf )
Sp(Nf ) SU(Nf )L×SU(Nf )R×U(1)B
SU(Nf )V × U(1)B
Sp(Nf/2)V
µ > 0mq > 0
diquark
cond.
Nf (Nf−1)
2 GBs
(a) 2-color fundamental (β = 1)
SU(2Nf )
SO(2Nf ) SU(Nf )L×SU(Nf )R×U(1)B
SU(Nf )V × U(1)
SO(Nf )V
µ > 0mq > 0
diquark
cond.
Nf (Nf+1)
2 GBs
(b) adjoint (β = 4)
Figure 3.1.: Patterns of symmetry breaking in 2-color QCD with fundamental quarks
(β = 1) and any-color QCD with adjoint quarks (β = 4).
which is most relevant for the following sections. Here one can make use of the Lie
algebra isomorphisms su(4) ' so(6), sp(2) ' so(4) and sp(1) ' su(2) to rephrase
the symmetry breaking patterns, at least locally, in terms of more familiar symmetry
groups.
SU(2Nf )
SU(Nf )L×SU(Nf )R×U(1)B
Sp(Nf/2)L × Sp(Nf/2)R
µ > 0
diquark
cond.
Nf (Nf − 1)− 1 GBs
(a) 2-color fundamental (β = 1), chiral limit
SU(2Nf )
SU(Nf )L×SU(Nf )R×U(1)B
SO(Nf )L × SO(Nf )R
µ > 0
diquark
cond.
Nf (Nf + 1)− 1 GBs
(b) adjoint (β = 4), chiral limit
Figure 3.2.: Patterns of symmetry breaking in 2-color QCD with fundamental quarks
(β = 1) and any-color QCD with adjoint quarks (β = 4) in the chiral limit.
For β = 1 and Nf = 2 we can formulate the breaking of SU(4) down to Sp(2) by
an explicit or dynamically generated Dirac mass term isomorphically as breaking of
SO(6) → SO(5) which is just the symmetry breaking pattern familiar from vector
models. The coset is in this case given by SO(6)/SO(5) ' S5, the unit sphere in five
dimensions, and a spontaneously generated Dirac mass thus breaks five of the SO(6)
generators, leading to five (pseudo-) Goldstone bosons, which will be identified with the
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usual three pions and a pair of bosonic scalar diquarks. The baryon number symmetry
U(1)B induces rotations in the diquark space and gets spontaneously broken inside
the diquark condensation phase, where the diquark condensate singles out a particular
direction and correspondingly one massless Goldstone bosons appears. The residual
SO(3) symmetry inside the diquark condensation phase allows rotations in the pion
subspace and gets enhanced to an asymptotic SO(4) symmetry thus restoring chiral
symmetry in the limit µ→∞ again. This complete restoration of chiral symmetry is
a particular feature of the two flavor case, where only one Goldstone boson appears in
the diquark condensation phase.
For β = 4 and Nf = 2 a Dirac mass breaks the enlarged flavor symmetry according
to SO(6) → SO(4) and correspondingly nine (pseudo-) Goldstone bosons appear,
which we will identify as three pions and an isotriplet of bosonic scalar diquark pairs.
In this case a diquark condensate not only breaks the baryon number U(1)B, but
rather SO(3) × U(1)B → SO(2) and three Goldstone bosons appear. The residual
SO(2)V symmetry in the diquark condensation phase can be pictured as rotations
around a fixed axis in the diquark and pion space and gets enhanced to an asymptotic
SO(2)L×SO(2)R symmetry in the limit µ→∞ again. The case of β = 4 and a single
quark flavor, Nf = 1, is even simpler. Here the enlarged flavor symmetry SU(2) is
broken by either a finite Dirac mass term or a finite chemical potential down to U(1)B ,
which corresponds locally to the simple vector model breaking pattern SO(3)→ SO(2).
Correspondingly only two (pseudo-) Goldstone bosons appear which will be identified
as a scalar diquark pair below. The U(1)B symmetry is broken spontaneously in the
diquark condensation phase and only one Goldstone mode appears.
3.2.2. Quark-meson-diquark model Lagrangians
Now we turn to the construction of chiral effective models which incorporate the
symmetry breaking patterns discussed in the previous section. Here the starting
point is the flavor structure of the standard chiral condensate and the quark mass
term which is of the form ΨTΣ0Ψ. The chiral condensate is just one component of a
flavor multiplet which transforms in the Nf (2Nf − 1) dimensional antisymmetric or
the Nf (2Nf + 1) dimensional symmetric representation from Eq. (3.15) for β = 1 or
β = 4 respectively. The other components of the same multiplet are obtained from
transformations
Ψ→ UΨ , U = exp(iθaXa) ∈
{
SU(2Nf )/Sp(Nf ) (β = 1)
SU(2Nf )/SO(2Nf ) (β = 4)
, (3.21)
where we can restrict ourselves to coset elements as other group elements by definition
leave Σ0 invariant. Then, Ψ
TΣ0Ψ→ ΨTΣΨ, where, from Cartan’s immersion theorem,
the whole coset is obtained in this way via Σ ≡ UTΣ0U . In order to proceed one
now requires explicit parametrizations of the coset generators, which are listed in
Appendix C.1 for the most relevant cases (β = 1, Nf = 2 and β = 4, Nf = 1, 2).
Considering infinitesimal transformations of U = exp(iθXa/2), one finds ΨTΣ0Ψ→
41
3. Quark-Meson-Diquark Models for QCD-like Theories
ΨTΣ0Ψ + θΨ
TΣaΨ, defining Σa = iΣ0X
a for the respective coset generators Xa. We
can now define an effective quark-meson diquark model Lagrangian as a linear sigma
model with Yukawa couplings of meson and diquark fields to quarks of the schematic
form ΨTφiΣiΨ.
2-color fundamental matter
This procedure is especially transparent for the 2-color 2-flavor case, β = 1 and Nf = 2,
where the coset elements Σ connected to Σ0 can be parametrized by six-dimensional
unit vectors ~n as Σ = ~n~Σ, with Σ†iΣj + Σ
†
jΣi = 2δij and
~Σ = (Σ0, iΣ0X
a) for a basis
of SU(4)/Sp(2) coset generators Xa, a = 1 . . . 5, see Appendices C.1 and C.2. Now
one can verify explicitly using the infinitesimal transformation properties of Σ that
the vector ΨT ~ΣΨ transforms as a (complex) six-dimensional vector under SO(6), see
Appendix C.3.
A locally SU(2)c invariant linear sigma model Lagrangian can therefore be defined
by coupling the real SO(6) vector of quark bilinears (ΨT ~ΣΨ + h.c.) to the vector
~φ = (σ, ~pi,Re ∆, Im ∆)T formed by the scalar σ meson, the pseudoscalar pions ~pi and
the scalar diquark-antidiquark pair ∆, ∆∗. This yields the Lagrangian
Lσ,2cf = Ψ†iσµDµΨ− h
2
(ΨTσ2S~ΣΨ−Ψ∗Tσ2S~ΣΨ∗)~φ+ 1
2
(∂µ~φ)
2 + V (~φ), (3.22)
where V (~φ) is the meson and diquark potential which will be specified later. The
Lagrangian rewritten in original variables is now given by
Lσ,2cf =ψ¯
(
/D + h(σ + iγ5~pi~τ)
)
ψ +
h
2
(
∆∗(ψTCγ5τ2iSψ) + ∆(ψ†Cγ5τ2iSψ∗)
)
+
1
2
(∂µσ)
2 +
1
2
(∂µ~pi)
2 +
1
2
∂µ∆∂
µ∆∗ + V (~φ) ,
(3.23)
with C = γ2γ0 and a Yukawa coupling h. It remains to introduce a nonvanishing
chemical potential into the Lagrangian. This is done by means of standard methods
[73] and is only reproduced here for completeness. Therefore note that the Lagrangian
(3.23) is invariant under U(1) phase rotations associated to quark number conservation
ψ → eiαψ, ψ† → e−iαψ, ∆→ e2iα∆, ∆∗ → e−2iα∆∗, (3.24)
provided that the potential V only depends on diquarks via the invariant d2 ≡ ∆∗∆.
The associated conserved Noether current is given by
Jµ = −ψ¯γµψ + ∆∗∂µ∆−∆∂µ∆∗. (3.25)
On the level of the Hamiltonian H chemical potential is introduced by replacing
H → H − µJ0, where µ appears as Lagrange multiplier enforcing quark number
conservation. The corresponding Lagrangian then defines the quark-meson-diquark
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(QMD) model for 2-color fundamental matter
LQMD,2cf =ψ¯
(
/D + h(σ + iγ5~pi~τ)− µγ0)ψ+h
2
(
∆∗(ψTCγ5τ2iSψ) + ∆(ψ†Cγ5τ2iSψ∗)
)
+
1
2
(∂µσ)
2 +
1
2
(∂µ~pi)
2 +
1
2
(
(∂µ − 2µ δ0µ)∆
)
(∂µ + 2µ δ
0
µ)∆
∗ + V (~φ) .
(3.26)
Neglecting the mesonic sector for a moment, the Lagrangian (3.26) can be seen as
relativistic analogue of the non-relativistic Lagrangian from Eq. (3.6) as both describe
spinors coupled to a pair of complex scalars via a Yukawa interaction in presence of a
finite chemical potential.
Considering now a potential which is O(6) symmetric up to an explicit symmetry
breaking term cσ,
V (~φ) =
λ
4
(~φ2 − v2)2 − cσ , (3.27)
for which one obtains the corresponding O(6) linear sigma model. In the limit λ→∞,
the bosonic part of the Lagrangian from Eq. (3.26) is equivalent to the leading-order
χPT Lagrangian from [96]. This can be checked explicitly by starting from the χPT
Lagrangian [96] and using the explicit parametrization of coset elements in terms of
a 6-dimensional unit vector, see Appendix C.2, and identifying v = fpi = 2F and
c = fpim
2
pi = 2Fm
2
pi. Interestingly, the coefficient of the leading term in µ of the χPT
Lagrangian, µ2tr(ΣBTΣ†B) with B = UB0U †, which was fixed from gauging the flavor
SU(4) in χPT [95], here simply follows from −2µ2|∆|2 as remnant of the covariant
derivative in the kinetic term of the diquark field ∆. Although the meson and diquark
potential V (~φ), up to the explicit breaking by −cσ, is in general only required to be
SO(4)×SO(2) symmetric at finite chemical potential, the argument from above shows
that it has to remain SO(6) invariant at leading order, O(µ2), in chemical potential.
In the following it will be more convenient to rewrite the Lagrangian in terms of
Nambu-Gorkov-like spinors Ψ =
(
ψr
τ2ψCg
)
, where ψr (ψg) denote the red (green) color
components of ψ and ψC ≡ Cψ¯T as in [98]. This yields the compact representation
LQMD,2cf =Ψ¯S−10 Ψ +
1
2
(∂µσ)
2 +
1
2
(∂µ~pi)
2 +
1
2
(
(∂µ − 2µδ0µ)∆
)
(∂µ + 2µδ
0
µ)∆
∗ + V (~φ),
(3.28)
where
S−10 =
(
/∂+h(σ+iγ5~pi~τ)−γ0µ gγ5∆
−gγ5∆∗ /∂+h(σ−iγ5~pi~τ)+γ0µ
)
. (3.29)
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Adjoint matter
For adjoint matter, focusing here in particular on the case of two quark flavors, we
define an effective Lagrangian via
Lσ,adj = Ψ†iσµDµΨ− g
2
(ΨTσ2SΣiφiΨ−Ψ∗Tσ2SΣiφiΨ∗) + 1
2
(∂µφi)
2 +V (φi), (3.30)
where i = 0, . . . , 9 and S = 1. As before we set Σi = iΣ0Xi (i = 1 . . . 9) and insert
the coset generators Xi from Appendix C.1. Using the parametrization
6 (φi) =
(σ, pi1,−pi2, pi3,−Im∆2,Re∆3,−Re∆1,Re∆2, Im∆3,−Im∆1) the Lagrangian can be
rewritten in original variables as
Lσ,adj(Nf=2) =ψ¯
(
/D + h(σ + iγ5~pi~τ)
)
ψ +
h
2
(
~∆∗(ψTCγ5τ2~τψ) + ~∆(ψ†Cγ5τ2~τψ∗)
)
+
1
2
(∂µσ)
2 +
1
2
(∂µ~pi)
2 +
1
2
∂µ~∆∂
µ~∆∗ + V (φi) ,
(3.31)
where we identify sigma meson (σ), three pions (~pi) and an isotriplet pair of diquarks
(~∆, ~∆∗). The coupling to the chemical potential for quarks and diquarks is realized
analogously to the 2-color case. Again it proves useful to rewrite the Lagrangian in
terms of Nambu-Gorkov spinors Ψ = 1√
2
(
ψ
τ2ψC
)
, which yields
LQMD,adj(Nf=2) =Ψ¯S−10 Ψ +
1
2
(∂µσ)
2 +
1
2
(∂µ~pi)
2 + V (~φ)
+
1
2
(
(∂µ − 2µδ0µ)~∆
)
(∂µ + 2µδ
0
µ)~∆
∗,
(3.32)
where
S−10 =
(
/∂+h(σ+iγ5~pi~τ)−γ0µ ihγ5~τ ~∆
ihγ5~τ ~∆∗ /∂+h(σ−iγ5~pi~τ)+γ0µ
)
. (3.33)
Even simpler is the situation in the case of a single adjoint quark flavor, Nf = 1, which
can be derived analogously from Eq. (3.30) using the coset generators X1 and X2 from
Appendix C.1. Here the analogue of the Lagrangian (3.31) reads
Lσ,adj(Nf=1) =ψ¯
(
/D + hσ
)
ψ +
h
2
(
∆∗(ψTCγ5ψ) + ∆(ψ†Cγ5ψ∗)
)
+
1
2
(∂µσ)
2 +
1
2
∂µ∆∂
µ∆∗ + V (φi) ,
(3.34)
defining the vector (φi) = (σ,−Im ∆,Re ∆)T . Again note the correspondence of the 1-
flavor Lagrangian to the 2-flavor 2-color Lagrangian and thus also to the non-relativistic
effective Lagrangian for the description of the BEC-BCS crossover in ultracold atomic
gases.
6Despite the suggestive notation, (φi) should be understood just as a 10-tupel as it, unlike in the
case of β = 1 and Nf = 2 from above, does not transform as a vector, see Appendix C.3.
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The effective Lagrangians for adjoint QCD so far contain just quarks, mesonic and
bosonic baryonic degrees of freedom. But unlike for 2-color fundamental matter, where
one only has bosonic baryons,7 adjoint matter can form color neutral bound states
out of any number quarks, i.e. in particular also fermionic baryons like in 3-color
QCD, since the tensor product of any number of adjoint representations contains
a color singlet.8 The effective Lagrangian following from (3.30) with no explicit
fermionic baryonic degrees of freedom is certainly the leading contribution as the
pseudo-Goldstone bosons taken into account here are expected to be lighter than the
additional fermionic baryons. These can, however, be included as explicit degrees of
freedom into the effective Lagrangian by constructing interaction terms consistent with
the underlying symmetries.
Including gauge dynamics
Gauge field dynamics and confinement effects can be modeled in QC2D by including
a constant Polyakov-loop variable as a background field as in the NJL model [98],
and analogous to what is commonly done in Polyakov-loop-extended quark-meson
[99] or Polyakov-loop-extended NJL models [30] for three-color QCD. To this end
one introduces a constant temporal background gauge field Aµ = A0δµ0, which is
furthermore assumed to be in the Cartan subalgebra as in Polyakov gauge, i.e. for
SU(2)c simply given by A0 = T
3a0.
9 As outlined in the first chapter, this leads to the
Polyakov loop variable
Φ ≡ 12TrceiβA0 = cos
(
βa0
2
)
(3.35)
to model a thermal expectation value of the color-traced Polyakov loop at an inverse
temperature β = 1/T , as an order parameter for the deconfinement transition at
vanishing chemical potential. The covariant derivative Dµ = ∂µ − iδµ0A0 leads to an
additional contribution to the QMD model Lagrangian of the form −iψ¯γ0T 3a0ψ which
can be rewritten as −iΨ¯γ0 a02 Ψ in terms of the spinor field Ψ defined after Eq. (3.28).
Finally, we arrive at the Polyakov-loop-extended quark-meson-diquark (PQMD) model
Lagrangian, again written in the basis of Nambu-Gorkov-like spinors,
LPQMD,2cf = LQMD,2cf − iΨ¯
(
γ0 a02 0
0 γ0 a02
)
Ψ + UPol, (3.36)
with LQMD defined in Eq. (3.28) and UPol being the Polyakov-loop potential. Such
potentials are commonly fitted to reproduce lattice pure gauge thermodynamics [100]
7This property is common to all SU(Nc) QCD-like theories with fundamental fermions and an
even number of colors. The reason is that the tensor product of an odd number of fundamental
representations is constructed from an odd number of boxes in the language of Young tableaux,
whereas a color singlet in SU(Nc) requires an even number of boxes for even Nc.
8This can easily be seen from the decomposition (N2c − 1) ⊗ (N2c − 1) → 1 ⊕ (N2c − 1) ⊕ . . .. The
fact that the decomposition on the right hand side contains a singlet and at least one adjoint
representation ensures iteratively that the same is true for a tensor product of an arbitrary number
of adjoint representations.
9Note again that T 3 = 1
2
σ3 and the gauge coupling has been absorbed into the gauge fields.
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but can in particular also be computed using functional methods [64, 101]. It is,
however, important to remark that although we refer to them as Polyakov-loop
potentials the effective gauge potential input should in principle use an effective
potential as a function of a0 rather than Φ. There is so far no lattice data available
but such a0-dependent effective potentials are typical outcomes of functional methods
calculations from Yang-Mills flows. Unlike in the 3-color case the Polyakov-loop
potential is a function of a single real variable Φ or a0 respectively here, even at finite
chemical potential.
For the case of adjoint matter a coupling to a background gauge field can be achieved
by similar means but for Nc colors the potential in Polyakov gauge will then depend
on all Nc − 1 components of A0 in the Cartan subalgebra, i.e. A0 =
∑Nc−1
c=1 A
c
0T
c
adj,
where T cadj are the generators of the Cartan subalgebra in the adjoint representation.
On the level of the Lagrangian this then amounts to defining
LPQMD,adj = LQMD,adj − iΨ¯
(
γ0A0 0
0 γ0AT0
)
Ψ + UPol, (3.37)
where Ψ denotes the Nambu-Gorkov spinor defined after Eq. (3.31).
3.3 QMD Model for QC2D: Mean-Field Analysis
We include a mean-field10 analysis of the QMD model at this point not only for later
comparison to the RG results, but also just because of its simplicity as it will allow
us to make analytical statements about the pole mass spectrum and in particular its
relation to the Silver Blaze property such as the coincidence of the onset of diquark
condensation and the pion mass. This property verified explicitly in the mean-field
framework is expected to hold also in more refined truncations provided the pole mass
is calculated consistently and is in this sense a statement very similar to the existence
of a massless Goldstone mode in the chiral limit [103].
3.3.1. Mean-Field Grand Potential
The first task consists in computing the grand potential in mean-field approximation
from which condensates and all thermodynamic quantities can be obtained. This
involves replacing mesonic and diquark fields by their constant expectation values
σ ≡ 〈σ〉, ∆ ≡ 〈∆〉, ∆∗ ≡ 〈∆∗〉 and ~pi ≡ 〈~pi〉 = ~0, thereby completely neglecting bosonic
fluctuations. In momentum space the Lagrangian from (3.36) then reads
LMFPQMD = Ψ¯
(
S−10,MF − iγ0 a02
)
Ψ + VMF(σ, d
2) + UPol, (3.38)
10What we refer to as mean-field approximation here should be understood as leading order in a
large-Nc expansion, i.e taking only into account fermionic loops for the calculation of the partition
function, despite the fact that mesons and diquarks are also explicit degrees of freedom in the
QMD Lagrangian. We abstain from including these degrees of freedom along the lines of [102] at
this point as they will be consistently included within the framework of the FRG.
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where
S−10,MF =
(
i/p−γ0µ+hσ hγ5∆
−hγ5∆∗ i/p+γ0µ+hσ
)
, (3.39)
and the mean-field potential is defined by VMF(σ, d
2) = (λ/4)
(
σ2 + d2 − v2)2 − cσ −
2µ2d2 with d2 ≡ |∆|2. The last term is the contribution from the diquark kinetic
part of Eq. (3.28) and breaks the SU(4) symmetry of the potential in addition to the
explicit chiral symmetry breaking by cσ. The details of the parameter fixing11 and the
values used in the numerical calculations are given in [1]. Performing the fermion-loop
integration now yields the grand potential
Ω(T, µ) = −T
∑
n∈Z
∫
d3p
(2pi)3
Tr log
(
S−10,MF − iγ0 a02
)
+ VMF(σ, d
2) + UPol, (3.40)
where the trace runs over internal indices (Dirac-, flavor- and Nambu-Gorkov space) and
we sum over antiperiodic Matsubara modes νn = (2n+1)piT . We can rewrite Eq. (3.40)
by noting that the four distinct eigenvalues of γ0S−10,MF are given by ±E+p + iνn and
±E−p + iνn with
E±p =
√
±p
2
+ h2d2 , ±p = p ± µ and p =
√
~p2 + h2σ2 . (3.41)
The Matsubara sum can be performed analytically leading to the final result
Ω(σ, d2,Φ) =− 4
∑
±
∫
d3p
(2pi)3
{
E±p + T log
(
1 + 2Φe−βE
±
p + e−2βE
±
p
)}
+ VMF(σ, d
2) + UPol .
(3.42)
Retaining only the quadratic parts of the potential, this expression coincides with
the Hubbard-Stratonovich transformed PNJL model result [98] apart from the model
independent −2µ2d2 from the diquarks’ kinetic term, which does not show up explicitly
in the grand potential of the (P)NJL model. As usual, one obtains temperature and
chemical potential dependent condensates σ, d and Φ from solving the gap equations,
∂Ω
∂σ
=
∂Ω
∂d
=
∂Ω
∂Φ
= 0 , (3.43)
and determining the solution which minimizes Ω.
Role of vacuum contributions
At this point a few words are in order concerning the role of vacuum contributions
as they were subject of longer debates in the community [104]. Therefore, note that
the fermion-loop contribution in Eq. (3.42) contains an ultraviolet divergent part. In
11As 2-color QCD is an unphysical theory there is no canonical choice of physical parameters. We
employ a simple Nc-scaling of 3-color parameter values, where fpi ∼
√
Nc and h ∼ 1/Nc but meson
masses remain independent of Nc.
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quark-meson model mean-field studies it has been a common procedure to employ the
no-sea approximation where these divergent contributions are completely neglected
with reference to the renormalizability of the model. This is, however, a rather crude
approximation, which leads to inconsistencies in particular at finite chemical potentials.
To see how this comes about we start by considering the conventional expression for
the mean-field grand potential
Ωq = Ω
vac
q − 4NcT
∫
d3p
(2pi)3
∑
±
log
(
1 + e−β(p±µ)
)
. (3.44)
Here we demonstrate the effect of vacuum contributions by regulating the vacuum
term with a sharp 3-momentum cutoff Λ and study its impact on the phase diagram
in comparison to the dimensionally regularized result [104]. Rather than fixing the
sigma meson mass to a fixed value, we adjust the sigma mass in each case to yield
a common value of Tc ≈ 183 MeV at µ = 0. The corresponding phase diagrams are
shown in Fig. 3.3 illustrating a considerable dependence of the position of the CEP
on the 3-momentum cutoff Λ. With increasing Λ, its location gets shifted to larger
chemical potentials approaching the dimensionally regularized result.
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Figure 3.3.: Standard Nc = 2 QM model phase diagram from minimizing Eq. (3.44):
dependence of the location of the CEP on the vacuum-term cutoff Λ in
comparison to dimensionally regularized result.
More carefully, however, one observes that the fermion-loop contribution in the
no-sea approximation (Ωvacq = 0 for Λ = 0) in Eq. (3.44) does not tend to zero for
T → 0 when µ > gσ, but still contains temperature independent contributions from
momenta with ~p2 < µ2 − h2σ2. In the light of these considerations, the use of the
no-sea approximation can at best be motivated as a way of modelling the restoration
of chiral symmetry for large chemical potentials. A related observation is the fact
that the d → 0 limit of Eq. (3.42) with E−p → |p − µ| does not coincide with the
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conventional expression from Eq. (3.44) for Nc = 2 but rather yields
Ω(σ) =− 4
∫
d3p
(2pi)3
{
p + µ+ |p − µ|+ 2T log
(
1 + e−β(p+µ)
)
+ 2T log
(
1 + e−β|p−µ|
)}
+ VMF(σ, 0) ,
(3.45)
which differs by the appearance of the modulus of the quasi-particle energies |p − µ|.
Unlike before, the decomposition in Eq. (3.45) represents a proper separation of thermal
and vacuum contributions from the fermion determinant. Note in particular that one
can recover the conventional expression from Eq. (3.44) by exploiting the evenness of
cosh(x),
|x|+ 2 log(1 + exp(−|x|)) = 2 log cosh(x/2) + 2 log 2 , (3.46)
under the assumption that thermal and vacuum parts are regularized in the same way
as for example commonly done in the NJL model. If the thermal part is fully retained
in order to comply with the Stefan-Boltzmann limit as it is done here, one can consider
the difference between the two expressions Eq. (3.44) and Eq. (3.45) as a measure for
the reliability of the calculation. In this way one is lead to the natural conclusion that
the cutoff scale Λ should be chosen at least as large as the largest value of chemical
potential µ under consideration. Although in principle a treatment of the vacuum
contributions in dimensional regularization might be desirable also in 2-color QCD,
we will continue to regulate vacuum terms with a sharp 3-momentum regulator as
the dimensional regularization procedure becomes impracticable in the 2-color case in
presence of a non-vanishing diquark condensate.
As a final remark on this subject we point out that this approach of regularizing
the vacuum term with a sharp momentum cutoff arises naturally in the context of
a particular approximation of the flow equation of the effective potential where only
the fermionic contributions are retained. For a sharp 3-momentum regulator as the
one used in Eq. (3.66) this corresponds to a vacuum term regulated with a sharp
momentum cutoff given by the UV scale in the FRG. Although the result will of course
also depend on the regulator choice in the FRG, defining the mean-field approximation
as a particular approximation of the flow equation represents on the one hand a more
consistent framework than an arbitrary choice of regularization scheme as employed
in standard mean-field approaches and is on the other hand already the appropriate
framework for a treatment beyond the mean-field approximation.
3.3.2. Diquark condensation
Zero-temperature condensates
Already at the level of the mean-field approximation it is obvious that the phase
diagrams represented in Fig. 3.3, which neglect the possibility of the diquarks to
condense, do not represent a complete picture of the phase diagram of 2-color QCD.
Furthermore, it is a well-known exact result from chiral perturbation theory that at
T = 0 diquark condensation has to set in at 2µc(T = 0) = mpi, which is perfectly
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consistent with the requirements of the Silver Blaze property for a continuous zero-
temperature phase transition. The line of critical chemical potential µc(T ) then extends
into the finite temperature and chemical potential plane bounding the superfluid diquark
phase. We start, however, with the discussion of zero-temperature results by means of
Fig. 3.4 where we show the zero-temperature chiral condensate and diquark condensate
in dependence of chemical potential. Fig. 3.4 illustrates that the QMD model results
compare very well to other approaches to 2-color QCD such as chiral perturbation
theory, the O(6) linear sigma model, the NJL model and even lattice data.
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Figure 3.4.: Condensates at T = 0 [1](NJL parameter values from [105]; lattice data
from [84]; linear sigma model with mpi = 138 MeV and mσ = 680 MeV).
The zero-temperature linear sigma model expressions for the condensates normalized
by the vacuum value σ0 of the chiral condensate are derived straightforwardly by
minimizing the bosonic potential [106],
σ
σ0
=
{
1 for µ < µc
1
x2
for µ > µc
,
|∆|
σ0
=
{
0 for µ < µc√
1− 1
x4
+ 2x
2−1
y2−1 for µ > µc
,
(3.47)
and depend just on the dimensionless ratios x = 2µ/mpi and y = mσ/mpi. In the limit
of an infinitely heavy sigma meson, i.e. for y → ∞, one recovers the leading order
chiral perturbation theory result [96]. Note that the chiral condensate in the linear
sigma model remains independent of the sigma mass, whereas the asymptotic slope
of the diquark condensate is sigma-mass dependent. The different behavior of the
diquark condensates in Fig. 3.4 for large chemical potentials can be understood simply
in terms of different sigma masses.
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Mean-field phase diagram
Having discussed the chemical potential dependence of the condensates at zero tem-
perature, we now turn to the phase diagrams as obtained from mean-field calculations.
These are shown in Fig. 3.5, where we compare mean-field QMD model results to the
corresponding NJL model. In the light of the discussion from above, we only present
results QMD results for a cutoff Λ = 600 MeV, which should be reasonably large for
the chemical potentials under consideration. In the QMD calculation we compare two
different definitions for the chiral crossover. The definition via the point where the
chiral condensate reaches half of its value at T = µ = 0 illustrates transparently the
decay of the chiral condensate and the asymptotic restoration of chiral symmetry in the
diquark condensation phase. On the other hand the definition of the chiral crossover via
the peak in the corresponding temperature derivative is a better quantitative criterion
in particular with respect to later a comparison to the deconfinement crossover but it
does not reflect the asymptotic restoration of chiral symmetry with increasing chemical
potential.
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Figure 3.5.: Mean-field phase diagrams: QMD model with Λ =600 MeV versus NJL
model (with parameters from [105]); dashed: chiral crossover (half-value of
the condensate); dotted: chiral crossover (inflection point); solid: second
order transition; thick solid: first order transition; square: tricritical point.
In addition to the usual chirally broken phase with vanishing diquark condensate
at small temperatures and chemical potentials and a phase at large temperatures
where chiral symmetry is asymptotically restored, one finds a diquark condensation
phase for µ > µc(T ), which is characterized by a nonvanishing diquark condensate and
correspondingly by a rapid rise in baryonic density. Comparing Fig. 3.5 to the phase
diagram from Fig. 3.3, where diquarks as baryonic degrees of freedom are neglected, it
51
3. Quark-Meson-Diquark Models for QCD-like Theories
is already clear at mean-field level that the critical point disappears in the diquark
condensation phase and is no longer observed in the full QC2D calculation. We will
discuss the consequences of this observation in more detail in the RG section.
There is, however, an apparent disagreement between the mean-field treatment of
the QMD model and the NJL model, which caused confusion in the literature and
which we hope to clarify at this point. It concerns the appearance of a tricritical point
on the phase boundary of the diquark condensation phase where the transition turns
from second order to first order. We claim that the occurrence of the tricritical point
is closely related to the effects of thermal UV contributions, in the sense that only
calculations where the full thermal contributions were retained show a tricritical point.
This applies to the mean-field QMD model calculation from above, where, as usual in
quark-meson model calculations, the thermal part was kept unregulated, but also to
next-to-leading order χPT [107], where dimensional regularization was applied and
which predicts a tricritical point at µ ≈ 0.57mpi and T ≈ 220 MeV. The tricritical
point from the QMD model calculation, see Fig. 3.5, lies in a comparable temperature
range but shows a considerable dependence on the vacuum term cutoff Λ. On the
other hand, in the NJL model calculation both the thermal and the medium part
were regulated with a sharp cutoff and the phase boundary remained second order
throughout the whole investigated parameter range as verified in a Ginzburg Landau
analysis [98].
3.3.3. RPA mass spectrum and the Silver Blaze property
Exact statements about pole and screening masses
The purpose of this section is to illustrate a number of exact statements about the pole
masses, their relation to the commonly used screening masses, and to the Silver Blaze
property which can be made in the mean-field approximation. The determination
of meson-/diquark masses and in particular of the pion mass is crucial to check the
consistency of the results with the Silver Blaze property. As pointed out before there
is an important distinction between screening masses, which are commonly considered
in quark meson-model studies and simply determined by the curvature of the effective
potential at its minimum, and pole-masses defined by the poles of propagator or
equivalently by the zeros of the corresponding 2-point functions. More explicitly, the
latter are defined via the zeros of the determinant of the inverse propagator
Γ
(2)
ij (p) = Γ
(2)
tl (p)ij + Πij(p) (3.48)
with a tree-level contribution in a real basis (φi) = (σ,Re ∆, Im ∆, ~pi)
T given by
Γ
(2)
tl (p) =
 p2−m2+λφ2+2λσ2 2λσd 0 02λσd p2−m2+λφ2+2λd2−4µ2 −4µp0 0
0 4µp0 p2−m2+λφ2−4µ2 0
0 0 0 13×3(p2+m2+λφ2)
 ,
(3.49)
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with φ2 = σ2+d2 and m2 = λv2 and a RPA contribution from evaluating a fermion-loop
integral with external momentum p
Πij(p) = Trq
[
∂Γ
(2)
F
∂φi
∣∣∣
φMF
GMF(p+ q)
∂Γ
(2)
F
∂φj
∣∣∣
φMF
GMF(q)
]
, (3.50)
where GMF =
(
Γ
(2)
F |φMF
)−1
and (φMF) = (σ, d, 0,~0)
T . These polarization integrals
have been calculated in the literature [98, 108] for the related problem of isospin
chemical potential in a 2-flavor 3-color NJL model and have been recalculated and
tabulated explicitly in [1]. In accordance with our treatment of the grand potential,
the vacuum contributions are understood as evaluated for a sharp momentum cutoff
rendering them UV finite while the thermal contributions remain unregulated, see [1]
for details.
To extract pole masses it is sufficient to consider the case of a vanishing spatial
external momentum.12 Therefore, we define the short-hand notations Γ(2)(ω) ≡
Γ(2)(p = (−iω,~0)) and correspondingly Π(ω) ≡ Π(p = (−iω,~0)). Meson and diquark
masses are then defined as solutions of the equation
det Γ(2)(ω) = 0. (3.51)
It is insightful to discuss the explicit expressions for the meson and diquark masses
in the normal phase where no diquark condensation occurs. In a complex basis with
∆ = φ5 + iφ6 and ∆
∗ = φ5− iφ6 both tree level contributions and polarization integrals
are diagonal. Thus the determinant factorizes and the meson and diquark masses are
simply determined as solutions of the four equations
mσ : ω
2 = −m2 + 3λσ2 + Πσ(ω, T )
mpi : ω
2 = −m2 + λσ2 + Πpi(ω, T )
m± : (ω ± 2µ)2 = −m2 + λσ2 + Π±(ω, T ) .
(3.52)
12Note again the subtlety associated to the limit ω → 0 and ~p→ ~0 at finite temperature, which was
discussed in detail in Section 2.2.1. Only the additional contribution, cf. Πσ in Eq. (3.53), arising
for ω = 0 from the screening mass prescription ~p→ ~0 after ω → 0 ensures the consistency of the
sigma pole mass at zero external momentum with the screening mass.
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The polarization integrals are in this case given by
Πσ(ω, T ) =16Nch
2
∫
d3q
(2pi)3
~q2
q
1−Nq(−q )−Nq(+q )
ω2 − 42q
+ 4Nch
2δω,0
∫
d3q
(2pi)3
h2σ2
2q
(
N ′q(
+
q ) +N
′
q(
−
q )
)
Πpi(ω, T ) =16Nch
2
∫
d3q
(2pi)3
q(1−Nq(−q )−Nq(+q ))
ω2 − 42q
Π±(ω, T ) =4Nch2
∫
d3q
(2pi)3
(
1− 2Nq(∓q )
ω − 2∓q
− 1− 2Nq(
±
q )
ω + 2±q
)
(3.53)
with ±q =
√
~q2 + h2σ2 ± µ and Polyakov loop enhanced quark/antiquark occupation
numbers
Nq(E) ≡ Nq(E;T,Φ) = 1 + Φe
E
T
1 + 2Φe
E
T + e
2E
T
, (3.54)
which simplify to the Fermi-Dirac distribution nq(E) = (exp(E/T ) + 1)
−1 for Φ = 1.
Using the explicit expression for the grand potential, Eq. (3.42), it is straightforward
to verify [1] that the polarization functions at zero external momentum ω = 0 reduce
to combinations of derivatives of the grand potential, which allows one to write the
screening masses defined via the eigenvalues of the Hessian evaluated at its minimum
as
mscσ
2 = −m2 + 3λσ2 + Πσ(0, T ) ,
mscpi
2 = −m2 + λσ2 + Πpi(0, T ) ,
msc±
2 = −4µ2 −m2 + λσ2 + Π±(0, T ) .
(3.55)
The comparison to Eqs. (3.52) shows that the square of the screening masses for sigma
meson and pion coincide with corresponding inverse propagator evaluated at vanishing
external momentum ω = 0. Note that by construction the diquark screening masses
do not show a splitting with the chemical potential but remain degenerate outside the
diquark condensation phase as Π+(0, T ) = Π−(0, T ). Another general observation is
the fact that for µ = 0 the polarization functions satisfy Πpi(ω, T ) = Π±(ω, T ), which
entails for both pole and screening masses at µ = 0 that pions and diquarks become
degenerate as required by the enlarged SO(6) flavor symmetry.
However, the most important observation is the following. Consider the gap equation
for the diquark condensate,
∂
∂d
Ω = d
(
−m2 + λσ2 − 4µ2 + 2 ∂
∂d2
Ωq(T, µ)
)
= 0 (3.56)
and note that for d = 0 the zero of the term in brackets implicitly defines the
critical chemical potential µc(T ) associated to the onset of diquark condensation as
it determines the value from where on a second non-trivial solution for the diquark
condensate develops. But again using Π−(0, T ) = 2 ∂∂d2 Ωq(T, µ)|d=0 and Eq. (3.52) it
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is easy to verify that this condition is equivalent to the requirement of one diquark
becoming massless, i.e. m− = 0. This just expresses the fact that at any temperature
the onset of diquark condensation is marked by the chemical potential for which one of
the diquarks becomes massless, which is intuitively clear as the diquark mass depends
continuously on chemical potential and one expects one Goldstone boson in the diquark
condensation phase.
Let us finally consider the special case of zero temperature. Here one has in addition
the relation Π±(ω, 0) = Π(ω ± 2µ, 0) and thus finds in the normal phase the mass
relation
m± = mpi ± 2µ, (3.57)
which implies that the diquark masses stay constant up to ±2µ, reflecting their
coupling to the baryon chemical potential µB = 2µ, whereas the pion mass stays
strictly independent of the chemical potential in the normal phase as required by the
Silver Blaze property. As the onset of diquark condensation is defined via m− = 0 this
implies the exact statement
2µc(0) = mpi (3.58)
linking the zero-temperature critical chemical potential µc(0) to the pion mass. In this
sense the critical chemical potential associated to the onset of diquark condensation
at zero temperature can be seen as definition of the physical pion mass. We will
exploit this property to fix the pion mass in the FRG calculation, where a consistent
calculation of the pion pole mass adopted to the truncation under consideration is
more involved.
Zero-temperature RPA mass spectrum
Having discussed the zero-temperature mass spectrum in the normal phase in the
last paragraph, we close the section on the mean-field analysis of the QMD model
with a general discussion of the zero-temperature mass spectrum. The complication
which arises in the diquark condensation phase compared to the normal phase is the
fact that the sigma meson mixes with the two diquark modes which reflects itself in
non-diagonal terms arising both in the tree level contribution and in the polarization
functions, see Eq. (3.49) and Eq. (3.50). Whereas the pion pole mass is still determined
by the single equation (3.52), sigma meson and diquark masses have to be calculated
from the zeros of the determinant of the corresponding 3× 3 matrix.
As observed in previous NJL studies [98], one can still make a number of exact
statements about the mass spectrum. In the zero-temperature case the pion mass is
required to be constant up to the onset and has to rise as mpi = 2µ above the onset.
Furthermore, one verifies explicitly that also at finite temperature always one massless
mode arises in the diquark condensation phase, which can obviously be identified
with the Goldstone boson associated to the broken U(1)B symmetry in the diquark
condensation phase. These general statements are nicely reflected in the numerical
results shown in Fig. 3.6.
One also observes that one massive mode becomes degenerate with the pions at
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Figure 3.6.: Zero-temperature pole-mass spectrum [1]: mean-field/RPA QMD model
results (with vacuum-term cutoff Λ = 600 MeV), for comparison also
shown without the effect of diquark/sigma-meson mixing in the superfluid
phase, vs. linear sigma model.
asymptotically large chemical potentials. It is only possible to assign it to a particle
in this particular limit as the sigma meson and the diquarks mix in the diquark
condensation phase at finite chemical potential. For an asymptotically large chemical
potential this mode should be interpreted as sigma meson whose mass degeneracy
with the pions signals the restoration of chiral symmetry as the chiral condensate
vanishes for asymptotically large chemical potentials. As remarked above, the complete
restoration of chiral symmetry is a particular feature of the two flavor model where
only one Goldstone boson arises in the diquark condensation phase. In Fig. 3.6 we also
show results from a mass calculation neglecting mixing terms both in the tree-level
contribution and in the polarization functions. The mixing represents an important
effect at a region of intermediate chemical potentials in the diquark condensation which
we will identify as region of the BEC-BCS crossover in Section 3.4.4. Furthermore, the
calculation without mixing clearly illustrates the mass assignment of the mass mode
which becomes degenerate with the pions at asymptotically large chemical potential
to the sigma meson.
The effect of vacuum fluctuations can be infered by comparing to the linear sigma
model mass spectrum, corresponding to the no-sea approximation of the QMD model,
which is obtained straightforwardly from the eigenvalues of the Hessian of the potential
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and reads in the diquark condensation phase
mpi =2µ, m∆1 = 0,
mσ/∆2 =
mpi,0√
2
(
−3 + y2 + 7x2 ± (12(1− y2)/x2 + (−3 + 5x2 + y2)2) 12) 12 , (3.59)
where x = 2µ/mpi and y = mσ/mpi as above. As for the diquark condensate before,
one can easily convince oneself of the consistency with leading order χPT [96]. In the
limit of an infinitely heavy sigma mass, y →∞, the expression for the second diquark
mass reduces to the χPT result m∆2 = 2µ
√
1 + 3x−4.
3.4 QMD Model for QC2D: FRG Analysis
3.4.1. Symmetries, truncations and flow equations
Symmetries of the microscopic action
Before we turn to the discussion of the truncation used in our analysis it is worthwhile
to investigate the symmetries of the microscopic QMD model action as defined via
Eq. (3.26). This is particularly important since the Ansatz for the effective average
action and ideally also the regulator should be consistent with all symmetries of the
microscopic action. Here we will be mainly concerned with the continuous symmetries
of the Lagrangian. The discussion can be lead very analogous to the non-relativistic
case [89] with similar consequences. The symmetries are most naturally discussed in
Minkowskian signature, where the microscopic action corresponding to the Euclidean
Lagrangian from Eq. (3.26) after continuation to t = iτ reads
SMink.QMD,2cf =
∫
dt
∫
d3x ψ¯
(
i /D − h(σ − iγ5~pi~τ) + µγ0)ψ
+
h
2
(
∆∗(ψTCγ5τ2iSψ) + ∆(ψ†Cγ5τ2iSψ∗)
)
+
1
2
∂µσ∂
µσ +
1
2
∂µ~pi∂
µ~pi +
1
2
(
(∂µ − 2iµ δ0µ)∆
)
(∂µ + 2iµ δµ0 )∆
∗ + V (~φ) .
(3.60)
As already observed in Eq. (3.24), the action is invariant under U(1)B phase rotations
ψ → eiαψ, ψ¯ → e−iαψ¯, ∆→ e2iα∆, ∆∗ → e−2iα∆∗, (3.61)
associated to quark number conservation. This reiterates the fact that (anti-)diquarks
carry quark number ±2. These transformations are of course just special cases of the
enlarged SU(4) flavor transformations discussed above, which are most conveniently
formulated on the level of the spinors Ψ transforming via a SU(4) matrix, see Eq. (3.21),
and (φi) = (σ, ~pi,Re ∆, Im ∆)
T transforming as a complex SO(6) vector. At finite
chemical potential this requirement is weakened to an invariance under SU(2)V ×U(1)B
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transformations, which is of course not only valid for the effective potential but also for
interaction terms such as Yukawa interactions and allows for example different Yukawa
couplings for mesons and diquarks at nonvanishing chemical potential. This additional
possibility of breaking the SO(6) symmetry via the interaction terms should be taken
into account in improved truncations, see the discussion in Section 3.5.3.
At zero temperature the action is Lorentz invariant,
ψ(x)→ Λ 1
2
ψ(Λ−1x), φi(x)→ φi(Λ−1x), (3.62)
which can be verified explicitly using ΛT1
2
Cγ5 = Cγ5Λ−11
2
, see Appendix A. Even at
zero temperature Lorentz invariance gets broken spontaneously by the formation of a
diquark condensate 〈∆∗∆〉, which goes in hand with a spontaneous breaking of the
U(1)B baryon number symmetry. At finite temperature Lorentz invariance is broken
explicitly as the heat bath singles out a preferred Lorentz frame.
Finally, there is an additional continuous symmetry which involves not only a
transformation of the fields but also of the chemical potential as external field and is
thus not a symmetry in the strict sense
ψ(t, x)→ eiα(t)ψ(t, x), ψ¯(t, x)→ e−iα(t)ψ¯(t, x), ∆(t, x)→ e2iα(t)∆(t, x),
∆∗(t, x)→ e−2iα(t)∆∗(t, x), µ→ µ+ ∂tα.
(3.63)
From the viewpoint of the transformation laws the chemical potential acts here like
the zero component of a U(1) gauge field coupled to charged fermions and scalars,
which is why this symmetry is referred to as semilocal symmetry in the literature [89].
At zero temperature Lorentz invariance and semilocal symmetry now enforce deriva-
tive terms in the Ansatz for the Euclidean effective average action to be constructed
out of covariant derivatives
(D∆)µ = ∂µ − 2µδ0µ, (D∆∗)µ = ∂µ + 2µδ0µ, (Dψ)µ = ∂µ − µδ0µ (3.64)
for (anti-)diquarks and quarks respectively. This, together with the requirement of the
consistency with the enlarged flavor symmetry discussed above, can then be used as
guiding principle for the construction of higher order interaction terms consistent with
the symmetries of the microscopic action.13
Regulator choices
While the result of the flow of the full theory at k = 0 is independent of the employed
regulator function, this is no longer the case as soon as one considers truncations. In
this case not only the path in theory space, but also the result of the flow at k = 0
will depend on the chosen regulator. Investigating the sensitivity of the results on
13These are obviously only constraints for the effective average action at zero temperature. At finite
temperature there is no semilocal symmetry and Lorentz invariance is broken, which allows in
principle more general structures which will, however, not be considered here.
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the regulator is then one way of estimating systematic errors of a given truncation.
The regulator choice is closely linked to the subject of optimization of RG-flows, i.e.
trying to find a regulator which is optimal in the sense that it minimizes the difference
to the full solution [44, 51]. Ideally the regulator should be chosen consistent with
all symmetries of the theory as otherwise these symmetries will be broken by the
regulator.
Throughout this thesis we will employ 3-momentum regulators, i.e. regulators of the
generic form
Rk,B = ~p
2rk,B(x), Rk,F = i/~prk,F (x) with x =
~p2
k2
(3.65)
for bosonic or fermionic degrees of freedom respectively, and in particular the sharp
regulators
rk,B(x) =
(
1
x
− 1
)
θ(1− x) and rk,F (x) =
(
1√
x
− 1
)
θ(1− x), (3.66)
which are the 3-momentum analogues of the LPA optimized sharp regulators [51] which
are frequently employed in finite-temperature investigations [109, 110]. Obviously
these regulators break Lorentz invariance at T = 0. This is less of a problem in
simple truncations like the ones considered in this thesis, but more in more refined
truncations [110], where it has to be taken into account either via modified Ward
identities or via an appropriate tuning of initial conditions. More problematic also
for finite temperature applications is, however, the fact that 3-momentum regulators
do not regulate the zero component of the momentum, which allows in principle
infinitely large frequency transfers and correspondingly non-local contributions to the
effective action, cf. the discussion in [64]. Ultimately, in more refined truncations
in particular with momentum dependent vertices one should therefore consider 4-
momentum regulators [111]. On the other hand such regulators represent a technical
complication as in most cases they no longer allow an analytical evaluation of the
Matsubara sums occurring in finite temperature calculations. The results in this thesis
were particularly obtained with the sharp 3-momentum regulators from Eq. (3.66)
for which even the spatial momentum integration becomes trivial which represents
another technical simplification in particular considering the bosonic contributions
to the flow of the effective potential, see Appendix D.2. Note in particular that the
3-momentum regulators are consistent with the semilocal symmetry from Eq. (3.63)
as they do not involve the zero component of the momentum.
Flow equation for the effective potential
The Ansatz for the effective average action in leading-order derivative expansion, where
only a scale-dependent effective potential is taken into account, reads
Γk =
∫
d4xLPQMD
∣∣∣∣
V+cσ→Uk
(3.67)
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with LPQMD from Eq. (3.36), up to the substitution of V (~φ) by Uk − cσ. The explicit
symmetry breaking term cσ does not affect the flow and is added to the effective
potential after the integration of the flow equation. As remarked above it is crucial for
the Ansatz to be consistent with the symmetries of the microscopic Lagrangian. Here
this concerns only the effective potential, which has to be consistent with the enlarged
SO(6) flavor symmetry at µ = 0 i.e. which can be parametrized by the modulus of the
SO(6) vector ~φ = (σ, ~pi,Re ∆, Im ∆)T . However, at nonvanishing chemical potential
the residual symmetry is only SO(4)×SO(2). In this case one has to allow the effective
potential to depend on two invariants, i.e Uk ≡ Uk(ρ2, d2), where ρ2 = σ2 + ~pi2 and
d2 = |∆|2 as before. This allows in particular also to describe an SO(6) symmetric
potential again if the effective potential depends only on the combination φ2 = ρ2 + d2,
as it will be the case for the flow equation for vanishing chemical potential.
The flow equation for the effective potential of the PQMD model is derived in
Appendix D.2 and reads explicitly employing sharp 3-momentum regulators as given
in Eq. (3.66)
∂tUk =
k5
12pi2
{
3
Epik
coth
(
Epik
2T
)
+
3∑
i=1
3z4i − α1z2i + α0
(z2i+1 − z2i )(z2i+2 − z2i )
1
zi
coth
( zi
2T
)
−
∑
±
8
E±k
(
1± µ
k
) (
1− 2Nq(E±k ;T,Φ)
)}
, (3.68)
where k =
√
k2 + h2ρ2 , Epik =
√
k2 + 2Uk,ρ , Nq(E;T,Φ) are the Polyakov loop
enhanced quark occupation numbers from Eq. (3.54), αi coefficient functions depending
on derivatives of the effective potential and the chemical potential and zi the roots of
a cubic equation, see Appendix D.2 for details.
3.4.2. SO(6) symmetric effective potential
It is insightful to consider an SO(6) symmetric variant of the flow equation (3.68)
obtained by explicitly setting ∆ = 0 and assuming an SO(6) symmetric effective
potential i.e. Uk,φ ≡ Uk,ρ = Uk,d and Uk,φφ ≡ Uk,ρρ = Uk,ρd = Uk,dd. In this case the
flow equation (3.68) reduces to the more familiar looking form,
∂tUk =
k5
12pi2
{
1
Eσk
coth
(
Eσk
2T
)
+
3
Epik
coth
(
Epik
2T
)
+
∑
±
1
Epik
coth
(
Epik ± 2µ
2T
)
−16
k
(
1−Nq (k − µ;T,Φ)−Nq(k + µ;T,Φ)
)}
, (3.69)
with single-particle energies for mesons/diquarks Epik =
√
k2 + 2Uk,φ and sigma E
σ
k =√
k2 + 2Uk,φ + 4φ2Uk,φφ. Eq. (3.69) should be compared to the corresponding flow
equation for the PQM model in the 3-color case [112, 113, 114], which takes a completely
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analogous form apart from the changed number of colors and the isospin chemical
potential-like coupling of one pseudo-Goldstone boson pair to the chemical potential.
The correspondence to the 3-color quark-meson model with isospin chemical potential
will be made more explicit in Chapter 4.
At this point one might be tempted to assume that the effective potential remains
SO(6) symmetric outside the diquark condensation phase apart from the trivial
breaking −4µ2d2 from the kinetic term of the diquarks. In this case, if Uk,ρ = Uk,d in
particular at the minimum of the effective potential, one would be immediately lead
to conclude that the pion screening and pole masses coincide as in both cases the zero-
temperature diquark mass would behave like m
−,scr/pole
∆ = m
scr/pole
pi,0 − 2µ in the normal
phase. and both have to reach a common zero at the onset of diquark condensation.
The comparison of the full calculation based on the Ansatz of an effective potential
with the reduced SO(4)×SO(2) symmetry to the SO(6) symmetric calculation reveals,
however, already deviations outside the diquark condensation phase, see Section 3.4.4
for a detailed discussion. This means that there are µ-induced effects beyond the
breaking from the kinetic term, reiterating the fact that the effective potential at finite
chemical potential is a genuine function of two invariants Uk = Uk(ρ
2, d2). Nevertheless,
although the 1-dimensional flow from Eq. (3.69) only exactly coincides with the full
flow from Eq. (3.68) at zero chemical potential it represents a good approximation to
the full solution for small chemical potentials.
Critical exponents β and δ
Following the long tradition of universality and scaling studies within the context of
O(4) models relevant for the chiral symmetry breaking transition in 3-color 2-flavor
QCD [62, 115, 116], we perform here the corresponding analysis for the 2-color 2-flavor
case. As pointed out before, at zero chemical potential diquarks and pions become
degenerate due to the enlarged SO(6) flavor symmetry. Completely analogous to
the 3-color case, apart from the number of five instead of the usual three pions, this
SO(6) symmetry is then broken to SO(5) by the formation of a chiral condensate.
Thus the expected critical exponents in our calculation are those corresponding to the
universality class of the three-dimensional O(6)-model.
The critical exponents β and δ are easily extracted from the temperature dependence
of the chiral condensate in the chiral limit or the quark mass/ explicit symmetry
breaking parameter c dependence of the chiral condensate at the critical temperature
respectively, i.e.
〈q¯q〉T ∼ (−t)β, 〈q¯q〉Tc ∼ c
1
δ . (3.70)
Fig. 3.7 shows the data used for the extraction of the critical exponents, demon-
strating scaling over several orders of magnitude. The critical exponents obtained
from the corresponding fits are given by β = 0.4318(4) and δ = 5.08(8), where the
errors indicate statistical errors from the fit. For comparison the literature values
obtained from Monte-Carlo simulations are given by β = 0.425(2) and δ = 4.77(2) [117].
61
3. Quark-Meson-Diquark Models for QCD-like Theories
 0.1
 1
 10
 100
 1e-05  0.0001  0.001  0.01  0.1
-t
〈q-  q 〉T
(a)
 1
 10
 100
 0.01  0.1  1  10  100  1000
c [MeV3]
〈q-  q 〉Tc
(b)
Figure 3.7.: Extraction of critical exponents β (a) and δ (b) [1].
Yet, considering the simplicity of our truncation the more appropriate benchmark are
critical exponents obtained for the O(6) model in the local potential approximation
[55], where one finds ν = 0.863076 and by definition a vanishing anomalous dimension
η = 0 in the LPA. These critical exponents can be converted into β and δ using the
well-known hyperscaling relations [37]
δ =
d+ 2− η
d− 2 + η and β =
ν
2
(d− 2 + η), (3.71)
which imply δ = 5 and β = ν/2 for η = 0 in d = 3 dimensions, leading to a literature
value β = 0.4315. Thus the critical exponents obtained from our analysis agree within
errors with literature values obtained in a comparable truncation, which demonstrates
that the O(6) symmetry breaking pattern at zero chemical potential is correctly realized
in the QMD model.
Phase diagram without diquark fluctuations
One can now proceed to finite chemical potentials but still using the flow equation
(3.69) with the SO(6) symmetric effective potential parametrized by a single invariant
φ2 = ρ2 + d2. This calculation represents the FRG analogue of the mean-field
calculation corresponding to Fig. 3.3 with similar consequences. The corresponding
phase diagrams are shown in Fig. 3.8 for comparison. Here the vacuum term in the
mean-field calculation was regularized using a sharp 3-momentum cutoff Λ = 600 MeV
and the sigma mass was adjusted to match the pseudocritical temperature of the RG
calculation at vanishing chemical potential.
The phase diagrams show quantitative agreement between RG and mean-field
calculations at least up to chemical potentials of the order of two pion masses. For
larger chemical potentials there is at least a qualitative agreement as both show
first order transitions and a critical endpoint at µ ≈ 2.5mpi in the RG calculation
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Figure 3.8.: QMD model phase diagram neglecting baryonic degrees of freedom:
(a) Phase diagram from SO(6) symmetric RG calculation versus the
corresponding mean-field calculation; dashed: chiral crossover (half-value
of the condensate); thick solid black: first order transition.
(b) Normalized chiral condensate 〈q¯q〉/〈q¯q〉0 as function of temperature
and chemical potential as obtained from RG calculation.
or µ ≈ 2.8mpi in the mean-field calculation respectively. Again, there is a striking
similarity to the corresponding phase diagrams obtained from (Polyakov-)quark-meson
model calculations for Nc = 3 [112] but the conclusions from the mean-field section
remain unchanged: Both calculations are equally inappropriate as effective descriptions
for 2-color QCD at least for baryon chemical potentials of the order of the baryon
mass or larger, where the dynamic of the bosonic diquarks plays an essential role.
Aside: Remarks on the first order transition
In the light of the comparative plot in Fig. 3.8(a) a few remarks on the nature of the
first order transition in mean-field and FRG calculations are in order. In particular,
we want to point the reader’s attention to the different sign of the slopes of the first
order lines, which indicates a qualitative change in the nature of the phase transition
in the calculation including fluctuations compared to the mean-field calculation. This
slope is described by a generalized Clausius-Clapeyron relation [118], as a consequence
of the coinciding pressure in both phases along the phase boundary,
dT
dµ
= −∆n
∆s
, (3.72)
which relates it to the differences in baryon density ∆n and entropy density ∆s across
the phase boundary. In the zero temperature limit, where ∆s→ 0, this implies that
the first order line has to become perpendicular to the chemical potential axis. This
property is satisfied in both cases although it requires a careful analysis of the low
temperature regime in the RG setting [119]. There are, however, more differences
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concerning the nature of the phase transition, which are most clearly investigated
in the chiral limit. Here the mean-field calculation shows a transition to Lee-Wick
matter, where the chiral condensate drops to zero beyond the first order transition
signaling a complete restoration of chiral symmetry. This chiral first order transition is
an order-disorder transition; baryon density rises across the phase boundary (∆n > 0)
and one expects the same for the entropy density (∆s > 0) and thus by Eq. (3.72) a
negative slope of the first order line in accordance with Fig. 3.8(a). Note that there
is no general principle which constrains the location of the first order transition. In
particular, it may well occur at chemical potentials larger than the quark mass as can
for example be observed in Fig. 3.8(a), where mq ≈ 2.64mpi.
The picture is changed by the inclusion of collective mesonic fluctuations. At very
small temperatures the RG calculation shows an additional second order transition
beyond the first order transition [120], which turns into a crossover for finite quark
masses. The order parameter assumes a finite value between the two transitions and
complete restoration of chiral symmetry occurs only beyond the second order transition.
Hence from the investigations in the chiral limit one has to conclude that the first
order line observed in the RG calculation in Fig. 3.8(a) does not correspond to the
chiral transition. One possible interpretation of the first order line was put forward in
[120] as a liquid gas transition to bound quark matter. The difference between the
constituent quark mass mq and the critical quark chemical potential could then be
interpreted as binding energy of bound quark matter, which would thus require the first
order transition to occur below the constituent quark mass. At a liquid gas transition
the baryon density rises (∆n > 0) but in the conventional picture the entropy density
rises 14 as well (∆s > 0), which would again yield a negative slope. However, there is
no general argument which contradicts the interpretation of the first order transition
in Fig. 3.8(a) as a liquid gas transition. Regardless of its interpretation, the first
order transition marks the transition to a phase characterized by a nonvanishing quark
density and partially restored chiral symmetry (even in the chiral limit) and by a
decrease in entropy density compared to the hadronic phase.
3.4.3. Pion pole mass
Before the discussion of the full phase diagram we come back to the issue of the
pion pole mass again. Here we employ the formalism from Section 2.2, which can
be extended straightforwardly to include fermionic degrees of freedom, but restrict
ourselves for simplicity to the vacuum case T = µ = 0. The flow equations for the
mesonic 2-point functions are represented diagrammatically in Fig. 3.9. As additional
14Note that the entropy per particle decreases from the gaseous to the liquid phase whereas the number
density increases. Thus, the sign of the change in entropy density ∆s depends on the relative size
of the ratio of entropies per particle and the ratio of the corresponding number densities and can
thus take, in principle, both signs. The conventional case corresponds to the situation where the
entropy density increases from the gaseous to the liquid phase.
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input we employ the constant quark-meson 3-point vertices
Γ
(2,1)
0 = h, Γ
(2,1)
j 6=0 = ihγ
5τj , Γ
(2,2)
ij = 0. (3.73)
∂tΓ
(0,2)
k = −12×
Γ
(0,4)
k
Γ
(0,3)
k Γ
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k
+
−2×
Γ
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Γ
(2,2)
k
Γ
(2,1)
k
+
Figure 3.9.: Flow of the mesonic 2-point functions in a quark-meson model. Crossed
circles represent regulator insertions ∂tRk. Solid (dashed) lines represent
full fermionic (bosonic) propagators.
The flow equation for the pion 2-point function for an O(N) model coupled to Nf
quarks with Nc colors, where this is possible, is then obtained analogously to the
purely bosonic case and reads for external (Minkowskian) frequency ω and vanishing
spatial external momentum
∂tΓ
(0,2)
k,pipi(ω) =
k5
6pi2
(
− (N+1)U ′′k
Epik
3 +
2U ′′k (E
σ
k
2−Epik 2)((Eσk+Epik )3(Epik 2+EσkEpik+Eσk 2)−(Eσk 3+Epik 3)ω2)
Epik
3Eσk
3((Epik+E
σ
k )
2−ω2)2
− U ′′k+2φ2U
(3)
k
Eσk
3 +
8NfNch
2(42k+ω
2)
k(42k−ω2)
2
)
.
(3.74)
Here one easily identifies the first three terms as the zero temperature limit of the
expression obtained for the purely bosonic model in Eq. (2.30). As in the purely
bosonic case one can easily convince oneself of the consistency of the flow equation in
the limit of a vanishing external momentum, ω = 0, with the flow equation for the
effective potential at T = µ = 0 in the sense that ∂tΓ
(0,2)
k,pipi(ω = 0) = 2
∂
∂φ2
∂tUk.
Completely analogous to the purely bosonic case in Section 2.2, one solves the
combined system of flow equations for the effective potential and the 2-point function
in dependence of external frequency ω. The numerical results are compiled in Tab. 3.1,
where we demonstrate the independence of the results of the employed solution method
by comparing solutions from Grid and Taylor methods. The pion masses computed
via this procedure then have to be compared to the built-in definition of the physical
pion mass via the onset of diquark condensation. Here the UV parameters were chosen
to fix the so-defined physical pion mass to a value of 2µc ≈ 138 MeV.
In the light of the discussion of Section 2.2 the reader should be aware of the
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Quantity Grid method Taylor method
fpi 76.0 75.0
mpi,scr 178.8 180.0
mσ,scr 551.7 550.8
2µc 137.8 -
mpi,pole 122.45 122.6
mpi,pole, ferm. only 124.9 125.0
mpi,pole, bos. only 171.6 172.6
Table 3.1.: Comparison of RG screening vs. pole masses obtained via grid and Taylor
methods [1] (N = 6, Nc = 2, Nf = 2); ‘ferm. only’ (‘bos. only’) refers to
maintaining only the constant ω = 0 contributions in the bosonic (fermionic)
contribution to the flow of the pion 2-point function, Eq. (3.74). All values
are given in MeV.
conceptual differences between screening and pole masses, which of course do not have
to coincide. While one might expect the difference to be a subleading effect, as it
was in the purely bosonic case, it turns out that the difference between the standard
pion screening mass and the physical pion mass defined via the onset are as large as
30% here. Whereas the screening mass severely overestimates the pion mass, the pion
pole mass obtained from the flow of the 2-point function tends to underestimate the
physical pion mass by about 11%, which represents at least a considerable improvement
compared to the widely used screening mass. It is important to point out that the
discrepancy of screening and onset mass is not an effect due to the simplicity of the
truncation although its size will be truncation-dependent. For example, the inclusion
of a (momentum-independent) wavefunction renormalization factor will most likely
decrease the discrepancy but cannot fully resolve it as it only involves information about
the 2-point function around zero external momentum. In general one should expect
an improvement with increasingly refined momentum structures of the truncations.
This could for example be realized in an iterative procedure where the result for the
2-point function is eventually fed back into the flow equation for the effective potential
and vice versa. In this sense our result for the pion pole mass agrees surprisingly well
with the physical pion mass defined via the onset since it only represents the first step
in this procedure.
One can investigate the influence of bosonic (fermionic) degrees of freedom separately
by setting the external momentum ω = 0 for the corresponding fermionic (bosonic)
contributions to the flow in Eq. (3.74). Tab. 3.1 illustrates that both contributions
tend to decrease the pole mass compared to the screening mass. However, the
dominant contribution comes from the fermionic degrees of freedom, which agrees
with investigations in purely bosonic models where the difference between screening
mass and the physical pion mass turned out to be just a few percent effect [2, 79].
To avoid the impression that the large discrepancy between physical pion mass and
the pion screening mass is just a particular feature of 2-color QCD, we studied the
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analogous effect for 3-color QCD, where the pion mass can be defined by the critical
isospin chemical potential which marks the onset of charged pion condensation, see
Chapter 4. For the parameter set from [2] one finds a screening mass mpi,scr = 188.0
MeV compared to a physical pion mass of mpi = 136.6 MeV representing a, compared
to the 2-color case, even larger deviation of 38%. The pion pole mass in this calculation
is mpi,pole = 133.0 MeV, which also underestimates the physical pion mass but by only
3%.
To summarize, the main conclusion of these investigations has to be that the
commonly employed procedure of fixing particle masses in model calculations via
screening masses, i.e. via the eigenvalues of the Hessian of the effective potential,
entails a large systematic error in particular in simple truncations such as the LPA.
But secondly, the results of this section demonstrate that the (pion) pole mass in the
vacuum can be computed at least approximately using the simple procedure introduced
in Section 2.2.
3.4.4. Full phase diagram
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Figure 3.10.: Condensates at T = 0 [1](lattice data from [84]).
As in the mean-field case we start our discussion of the full phase diagram as
obtained from the RG calculation with the zero temperature condensates shown in
Fig. 3.10, where one observes a nice agreement between QMD model results and other
approaches to 2-color QCD. The phase diagram from the full RG calculation involving
an effective potential parametrized by two invariants Uk = Uk(ρ
2, d2) compared to the
one-dimensional SO(6) symmetric flow as shown in Fig. 3.11 represents one of the
most important results of this thesis. Again it clearly demonstrates the impact of the
competing dynamics of mesonic and baryonic degrees of freedom. One observes that
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the chiral crossover lines of the two calculations coincide at zero chemical potential,
which is just a result of the enlarged SO(6) symmetry. The fact that they only slightly
deviate for small chemical potentials is then to be understood as an approximate SO(6)
symmetry of the effective potential. As remarked above the two only coincide exactly
for µ = 0 which means that there are µ−induced effects on the effective potential,
requiring it to be a genuine function of two invariants despite the fact that the diquark
condensate does not acquire an expectation value outside the condensation phase. If one
increases the chemical potential beyond the critical value µc for diquark condensation
the rapidly rising baryon density eventually suppresses the chiral condensate leading
to an asymptotic restoration of chiral symmetry at asymptotically large chemical
potentials. The main conclusion from the mean-field analysis remains valid here: The
collective baryonic degrees of freedom lead to a complete disappearance of the critical
endpoint observed in the SO(6) symmetric calculation.
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Figure 3.11.: Full QMD model phase diagram:
(a)Phase diagram from RG calculation with (red/blue)/without (green)
collective baryonic fluctuations; dashed red: chiral crossover (half-value
of the condensate); solid blue: second order transition (diquark condensa-
tion); thick solid black: first order transition; dashed orange: BEC-BCS
crossover.
(b) Phase diagram from RG calculation: normalized chiral condensate
〈q¯q〉/〈q¯q〉0 (red) and diquark condensate 〈qq〉/〈q¯q〉0 (blue) as function of
temperature and chemical potential.
The phase diagram from the RG calculation agrees qualitatively with the correspond-
ing QMD model mean-field calculation, see Fig. 3.5, but only up to one important
exception. In the RG calculation the diquark condensation phase boundary stays
second order throughout the whole investigated parameter range, which resembles in
this respect closely the NJL calculation, whereas the QMD model mean-field calculation
shows a tricritical point in the phase diagram. As argued above, there are strong
indications that the occurrence of the tricritical point is closely related to thermal UV
contributions, which require an improved treatment of the high temperature range in
the RG calculation. This will be discussed as an outlook in Section 3.5.2.
68
3.5. Outlook: Extensions of the QMD Model for QC2D
BEC-BCS crossover
As already alluded to in the introduction, the phase diagram of 2-color QCD shows a
BEC-BCS crossover as an additional feature in the diquark condensation phase. Such
a BEC-BCS crossover can be understood in a field-theoretical context in terms of the
rotation of the spontaneously generated Dirac mass into a Majorana mass [121]. For
small chemical potentials the quark mass is given predominantly by a spontaneously
generated Dirac mass and with the onset of superfluidity Bose-Einstein condensation
of the bosonic baryons sets in forming a dilute gas of strongly bound diquark molecules.
The quarks’ Dirac mass gρ decreases with increasing chemical potential and rotates
into a Dirac mass gd. For large chemical potentials there is BCS pairing, where the
diquarks pair in the form of spatially delocalized Cooper pairs.
In ultracold atoms the BEC-BCS crossover is identified via the s-wave fermion-
fermion scattering length which is positive in the BEC regime and negative in the
BCS regime [85, 86]. Analogously one might try to characterize the BEC-BCS in
the relativistic system via the s-wave quark-quark scattering length. Although this
quantity is not experimentally accessible in the related problem of QCD with isospin
chemical potential, it remains an important project for the future which would help
to strengthen the analogies to the BEC-BCS crossover in ultracold atoms. In the
following we employ a different approach where we identify the BEC-BCS crossover
via the value of the chemical potential for which the minimum of the dispersion
relation E−p (~p2) occurs at a nonvanishing spatial momentum. Employing Eq. (3.41)
this amounts to identifying the BEC-BCS crossover via the line for which the quarks’
Dirac-mass mq = gρ becomes equal to the chemical potential, i.e. µ = mq, see [122] for
a comprehensive discussion of the BEC-BCS crossover within the NJL model. Fig. 3.11
includes a crossover line as defined above to estimate the location of the BEC-BCS
crossover inside the diquark condensation phase.
3.5 Outlook: Extensions of the QMD Model for QC2D
In this section we discuss three possible extensions of the QMD model calculation
presented in the previous section. The first concerns the impact of perturbative UV
contributions. The second deals with the inclusion of gauge degrees of freedom into
the calculation which are the essential missing degrees of freedom towards a proper
effective description of 2-color QCD. And finally in the third outlook, we discuss an
improved truncation for the QMD model as a first step of a calculation, which goes
beyond the zeroth order in the derivative expansion.
3.5.1. Perturbative UV contributions
Note that given a temperature-independent microscopic action in the UV, one can only
expect to obtain cutoff-independent results if the UV cutoff scale ΛUV is much larger
than the typical scale 2piT where the temperature-dependence of the flow starts to set
in. This severely restricts the accessible temperature range for a given fixed UV scale.
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One obvious solution to gain access to the high temperature regime would simply be to
increase the UV scale, which is in an effective model approach, however, only possible
up to a certain point. Alternatively, if one wants to extend the accessible temperature
range for a given fixed UV scale, one can correct for the missing contributions from
high momentum modes by combining the FRG with perturbative results. Here this is
achieved by adding the quark flow in a given Polyakov loop background [123] integrated
from k =∞ to k = ΛUV for which the flow equation reads
∂tUq,k = − k
5
12pi2
∑
±
8
E±k
(
1± µ
k
)
(−2Nq(E±k ;T,Φ)), (3.75)
where a temperature-independent UV divergent contribution was discarded. The
approach employed in the literature is to add this perturbative UV contribution to the
effective potential obtained by integrating the corresponding full flow equation from
k = ΛUV to k = 0. If one decides to keep just the contribution for massless quarks, as
it was done in [123, 113, 114], the procedure just represents a field-independent shift
of the effective potential and thus in the pressure which then ensures thermodynamic
consistency with the Stefan Boltzmann limit. However, if one decides to keep the
field-dependent UV contribution from Eq. (3.75) in order to account for fluctuations
in the UV contributions, these will not only influence the thermodynamics but can
also impact the phase structure. The additional UV contributions should then be
added to the initial UV potential before integrating the flow equation from k = ΛUV
to k = 0, thereby giving rise to a temperature and chemical potential dependence
of the initial conditions in the UV which properly accounts for the thermodynamics
of the UV microscopic action. Fig. 3.12 illustrates the effect of perturbative UV
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Figure 3.12.: Comparing the impact of perturbative UV contributions on the QMD
model phase diagram.
contributions by comparing the QMD model phase diagram with and without UV
contributions. Their inclusion shifts both the chiral crossover line and the diquark
condensation phase boundary to smaller temperatures whereas the low temperature
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regime of the phase diagram remains unchanged. In distinction to the mean-field
analysis where the inclusion of the full thermal contributions lead to the appearance of
a tricritical point on the diquark condensation phase boundary the phase boundary in
the RG calculation in Fig. 3.12 remains second order throughout the whole investigated
parameter range. This question of the appearance of a tricritical point is a particularly
interesting question since it was not only predicted by effective model approaches but
also observed in 4-flavor lattice simulations [124].
3.5.2. PQMD model for QC2D
In this section we present an outlook to the inclusion of gauge degrees of freedom into
the quark-meson diquark model. As described in Section 3.2.2 these can be modeled
via a constant background gauge field A0 and a corresponding Polyakov loop potential
UPol(A0). While one should employ Polyakov loop potentials from the lattice or from
functional methods calculation in future studies we present results for the potential
[98]
UPol(Φ;T, T0) = −bT [24Φ2e−a/T + log(1− Φ2)], (3.76)
which is the 2-color variant of the commonly used 3-color logarithmic Polyakov loop
potential [30, 125], which is in turn based on a lattice strong coupling expansion. This
calculation can be expected to reach the same quantitative level as the corresponding
calculations for the 3-color case [113, 114, 112]. Similar to these approaches the
Polyakov loop will be treated as a background mean-field, i.e. the flow is evaluated for
different choices of Φ and the resulting full effective potential UQC2D(ρ
2, d2,Φ) after
the integration of the flow is then minimized with respect to all three variables.
The deconfinement transition itself is fixed by the parameter a which is related
to the critical temperature T0 as a = T0 log 24, whereas a strong coupling expansion
relates b to the string tension
√
σ via b = (σ/a)3. The parameter b determines the
mixing between the chiral and the deconfinement phase transition and can be used to
adjust the relative sizes of the (pseudo-)critical temperatures for the chiral and the
deconfinement phase transition and is typically chosen such that the two crossovers
coincide [30]. Here we will, however, simply choose b = (σ/a)3 in order to be able to
account for an adjusted T0 as described below. As pointed out in [99], the backreaction
of the matter sector on the glue sector can be taken into account via an adjusted
critical temperature T0 which enters the Polyakov loop potential. Therefore one defines
T0(µ;Nc, Nf ) = Tτe
− 1
α0b(µ) , (3.77)
where the value of the strong coupling constant α0 has been fixed to its value at a
reference scale here chosen in analogy to the 3-color case as Tτ = 1776 MeV and
b(µ) =
1
6pi
(11Nc − 2Nf )− bµ µ
2
T 2τ
. (3.78)
The first term is identified as coefficient of the QCD 1-loop β−function with Nf
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massless quarks. The form of the µ−dependent second term is motivated by the
expression for the effective charge obtained from a perturbative hard thermal loop
calculation [99, 73]. The coefficient bµ is fixed such that the chiral and deconfinement
transitions coincide at some nonvanishing chemical potential, which was found to be the
case for bµ ' 16pi Nf [99]. For this choice it will then turn out that the two transitions
coincide along the whole phase boundary. If we keep the reference scale Tτ , reproducing
the pure-gauge lattice result for the critical temperature Tc/
√
σ = 0.7091(36) [126]
corresponding to T0(0; 2, 0) = 312.0 MeV in physical units for
√
σ = 440 MeV fixes the
strong coupling constant α0 = 0.4927 at the reference scale Tτ . Eq. (3.77) then yields
T0(0; 2, 2) = 212.0 MeV for Nf = 2 massless flavors at vanishing chemical potential.
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Figure 3.13.: PQMD model at µ = 0. Polyakov loop and normalized chiral condensate
(a) and the corresponding temperature derivatives (b) as function of
temperature.
In the following we present first preliminary results on the phase structure of
the PQMD model, which are mainly supposed to serve as a proof of concept at
this point. Fig. 3.13 shows the temperature-dependent Polyakov loop and chiral
condensate at vanishing chemical potential. Here perturbative UV contributions
were taken into account as described in the previous section. In order to compare
the relative occurrence of the chiral and deconfinement crossover one requires an
appropriate crossover definition. One consistent choice would be to consider peaks in
the corresponding susceptibilities which can be extracted from the curvature of the
effective potential at its minimum. Here we employ a different criterion which can be
directly extracted from the order parameter and which involves defining the crossover
via the peak in the temperature derivative of the order parameter [99]. Employing this
definition, Fig. 3.13(b) demonstrates that the two transitions occur in a common narrow
temperature range at vanishing chemical potential. This yields crossover temperatures
of 213 MeV and 198 MeV for the chiral and the deconfinement crossover respectively.
These values should be taken with care as predictions due to their dependence on the
sigma mass but they lie in a temperature range comparable to the recent lattice result
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of 217(23) MeV for the deconfinement crossover temperature [127] which was, however,
obtained from simulations with considerably larger quark masses. As in the 3-color
case there is also a systematic error due the simple 1-loop perturbative estimate of
T0(Nf ). Furthermore one should keep in mind that the crossover temperature depends
significantly on the definition employed to define the crossover as examplified by the
half-value and the inflection point criteria in Fig. 3.14.
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Figure 3.14.: PQMD model with SO(6) symmetric potential without (a)/with (b)
µ-dependent matter backcoupling; solid red: chiral crossover (inflection
point); dashed red: chiral crossover (half-value); solid green: deconfine-
ment crossover (inflection point); dashed green: deconfinement crossover
(half-value); thick solid: first order transition.
Turning to finite chemical potential, we start analogous to Section 3.4.2 by considering
the SO(6) symmetric case for which the flow equation for the effective potential is given
in Eq. (3.69). Here we investigate, in particular, the effect of the µ-dependent matter-
backcoupling on the gauge sector, which is achieved by a nonvanishing coefficient bµ
as described above. Its effect can be inferred from the phase diagrams in Fig. 3.14
and is in many aspects similar to what is observed in the corresponding 3-color
calculations [112, 128]. Including the term leads to nearly coinciding crossover lines
down to temperatures of about 70 MeV. Unlike in the 3-color calculation, below
this temperature the deconfinement transition does not follow the bending of the
chiral transition line towards the critical endpoint. At the same time, with increasing
chemical potential, the deconfinement crossover gets increasingly rapid but remains
a continuous transition throughout the whole investigated parameter range. In the
scenario with a constant T0, i.e. bµ = 0, the two transitions only coincide for small
chemical potentials. The deconfinement crossover temperature decreases only slightly
with increasing chemical potential and stays essentially uninfluenced by the chiral
transition. Note that in distinction to the 3-color case the phase diagrams in both
scenarios show quarkyonic phases of deconfined but chirally restored matter although
their size and location differs considerably in the two scenarios.
As before, the results of the calculation involving the SO(6) symmetric effective
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Figure 3.15.: PQMD model phase diagrams without (a)/with (b) µ-dependent matter
backcoupling; solid red: chiral crossover (inflection point); dashed red:
chiral crossover (half-value); solid blue: second order transition (diquark
condensation); solid green: deconfinement crossover (inflection point);
dashed green: deconfinement crossover (half-value).
potential are of course not relevant for the description of 2-color QCD because of
the improper treatment of the diquark degrees of freedom but mimic again the
corresponding 3-color PQM model calculations and serve as crosscheck in particular
for the inclusion of the matter backcoupling. At this point we reiterate the importance
of baryonic degrees of freedom for the phase diagram. These are properly taken into
account in the calculation with the SO(4)× SO(2) symmetric effective potential for
which the corresponding flow equation is given in Eq. (3.68). Again we compare two
scenarios with and without µ-dependent matter backcoupling. The phase diagram of
the calculation without µ-dependent backcoupling, as shown in Fig. 3.15(a), shows only
a very slight µ-dependence at large chemical potentials which reflects itself in nearly
constant deconfinement transition temperatures. This result is comparable to the
phase diagram obtained from a PNJL calculation [98] without matter backcoupling on
the gauge sector. This should be contrasted with the PQMD phase diagram including
a µ-dependent matter backcoupling shown in Fig. 3.15(b), where the deconfinement
transition line bends down inside the diquark condensation phase. The resulting
phase diagram is in qualitative agreement with recent lattice investigations [127]. Here
the phase structure at large chemical potentials is particularly interesting as lattice
investigations indicate the existence of a quarkyonic phase [129]. Unfortunately, if the
chiral condensate decreases ∼ µ−2, as predicted by chiral perturbation theory, it is
difficult to quantify deviations from the standard scenario at large chemical potentials
which would be required in order to analyze the fate of chiral symmetry in this region
of the phase diagram.
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3.5.3. Improved truncation for the QMD model
Coming back to the QMD model without a coupling to a background gauge field, we
present an outlook on an improved truncations for the effective average action which
are required to check the reliability of the results of the previous sections which were
obtained within the zeroth order derivative expansion from Eq. (3.67). Despite the
simplicity of the truncation one should, however, keep in mind that the employed
solution method via the grid method discussed in Section 2.1.4 captures in principle
the full effective potential and thus arbitrary high interaction terms in the fields and
goes in this sense beyond the widely used Taylor solution techniques which remain
by construction restricted to a fixed expansion order. Nevertheless, in order to reach
a higher quantitative level in the description and, in particular, also to investigate
the effects of the breaking of the enlarged SU(4) flavor symmetry on the level of the
interaction terms, one should also consider improved truncations.
The next step in the derivative expansion involves the inclusion of running wave-
function renormalization factors and Yukawa couplings, which could in the simplest
case just be chosen as scale-dependent. In the light of the discussion of Section 3.4.1
the most general Ansatz 15 for the effective action of this kind without taking into
account higher order terms from the derivative expansion should involve a fermionic
wave function renormalization factor (Zψ) and bosonic wave function renormalization
factors for both the mesons (Zr) and the diquarks (Zd) but also two Yukawa couplings
for mesons (hr) and diquarks (hd) reflecting the possibility of breaking the SO(6)
symmetry at the level of the interaction terms. Note that the two bosonic wavefunction
renormalization factors and the two Yukawa couplings are required to coincide at zero
chemical potential by SO(6) symmetry, which reduces to an SO(4)×SO(2) symmetry
at nonvanishing chemical potential. The Ansatz for the effective average action reads
in terms of unrenormalized fields ψ˜ and φ˜i:
Γk =
∫
x
¯˜
ψ(Zψ(/∂ − µγ0)+h˜r(σ˜ − iγ5~˜pi~τ))ψ˜ + h˜d2
(
∆˜∗(ψ˜TCγ5τ2iSψ˜)+∆˜(ψ˜†Cγ5τ2iSψ˜∗)
)
+ 12(∂µσ˜)
2 + 12(∂µ
~˜pi)2 + 12Zd
(
(∂µ − 2µ δ0µ)∆˜
)
(∂µ + 2µ δ
0
µ)∆˜
∗ + Uk(ρ˜2, d˜2)
(3.79)
Defining ∆˜ = ∆˜R + i∆˜I , it reads in momentum space in terms of the spinor variables
15We emphasize again that the effective action is less constrained at finite temperature where one
should for example distinguish wavefunction renormalization factors parallel and perpendicular to
the heatbath similar to [110].
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from Eq. (3.28)
Γk =
∫
p,q
¯˜Ψ(p)
(
Zψ(i/p−µγ0)δ(p−q)+h˜r(σ˜+i γ5~τ~˜pi)(p−q) h˜dγ˜5(∆˜R(p−q)+i∆˜I(p−q))
−h˜dγ5(∆˜R(p−q)−i∆˜R(p−q)) Zψ(i/p+µγ0)δ(p−q)+h˜r(σ˜−iγ5~τ~˜pi)(p−q)
)
Ψ˜(q)
+ 12Zr
∫
p
p2σ˜(−p)σ˜(p) + p2p˜ii(−p)p˜ii(p) +
∫
x
Uk(ρ˜
2, d˜2)
+ 12Zd
∫
p
p2
(
∆˜R(−p)∆˜R(p) + ∆˜I(−p)∆˜I(p)
)
− 4p0µ∆˜R(−p)∆˜I(p)− 2µ2|∆˜|2.
(3.80)
The flow equation for the effective potential can be derived as before, see Appendix D.2
by evaluating the flow equation for a constant field configuration. The flow equations for
the anomalous dimensions and the Yukawa couplings require appropriate projections of
the flow equations for the 2-point and 3-point functions respectively. The corresponding
flow equations and a sketch of their derivation are given in Appendix D.3 and remain
to be solved numerically in the future.
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QCD with Isospin Chemical Potential
This final chapter in the first part of the thesis is devoted to QCD with isospin chemical
potential, which, from the viewpoint of chiral effective models, turns out to be closely
related to previously discussed 2-color QCD. Isospin chemical potential induces an
imbalance of up and down quarks via different chemical potentials. Although the
Dirac operator does not possess an antiunitary symmetry in this case, corresponding
to a Dyson index β = 2, the theory is nevertheless free of a fermion sign for vanishing
quark chemical potential.
Apart from this rather academic interest, there is even a direct physical motivation
for the study of QCD with isospin chemical potential. An isospin imbalance is for
example realized in neutron stars or heavy-ion experiments although one has to bear in
mind that the relevant regions of the phase diagram are not only characterized by an
isospin imbalance but also by large baryon chemical potentials for which the reliability
of predictions of the quark-meson models for the QCD phase diagram are questionable
due to the lack of baryonic degrees of freedom in the models. Nevertheless we map
out the phase diagram for the full range of baryon chemical potentials to gain an
understanding of the possible structures, which can arise in such phase diagrams.
Finally, the consideration of both isospin and quark chemical potential allows to
study the competing interplay of imbalances of up and down quarks, as induced by
isospin chemical potential, and quarks and anti-quarks, as induced by quark chemical
potential, at the same time. Its impact is particularly interesting to observe on BCS
pairing patterns in regions of the phase diagrams where such phases exist. It turns out
that the phase diagrams in the (µ, T ) plane at fixed, sufficiently large isospin chemical
potential beyond the BEC-BCS crossover are closely related to the phase diagrams of
polarized Fermi gases. These are ultracold Fermi gases with a population imbalance,
and their phase diagrams are studied as function of polarization and temperature.
Here we will stress the relation to these non-relativistic cases and address the impact
of fluctuations on the corresponding phase diagrams.
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4.1 Symmetries and Model Construction
As in the previous chapter we start with a brief review of the symmetries and possible
symmetry breaking patterns. These can be analyzed most conveniently analogous to
the previous sections, this time employing the spinor variable Ψ =
(
ψR
ψL
)
separating
left- and right-handed components. For definiteness let us consider QCD with Nc > 2
colors and Nf flavors in the presence of an isospin chemical potential. The starting
point is the usual SU(Nf )L × SU(Nf )R × U(1)B chiral/baryon number symmetry
at finite quark chemical potential but still zero isospin chemical potential. In the
following we will concentrate on the chiral sector as the baryon number symmetry
always remains unbroken. As usual, an explicit/dynamically generated quark mass m
breaks SU(Nf )L×SU(Nf )R → SU(Nf )V . On the other hand a finite isospin chemical
potential µI explicitly breaks SU(Nf )L×SU(Nf )R → U(1)(3)L ×U(1)(3)R , where U(1)(3)L
(U(1)
(3)
R ) correspond to rotations of left-(right-) handed quarks generated by T3. As
before if both µI > 0 and m > 0, the remaining symmetry is just given by the
common subgroup U(1)
(3)
V . A nonvanishing charged pion condensate 〈pi+pi−〉, defining
pi± = ±ipi1 − pi2, spontaneously breaks it down to its discrete subgroup Z2. Again the
asymptotic symmetry in the pion condensation phase, U(1)
(3)
A allowing rotations in
the neutral pion and sigma meson subspace, can be identified by considering the chiral
limit. The symmetry breaking patterns are summarized in Fig. 4.1.
SU(Nf )L × SU(Nf )R × U(1)B
SU(Nf )V × U(1)B U(1)(3)L × U(1)(3)R × U(1)B
U(1)
(3)
V × U(1)B
Z2 × U(1)B
µI > 0mq > 0
charged
pion cond.
1 GB
(a) Isospin chemical potential, finite mq
SU(Nf )L × SU(Nf )R × U(1)B
U(1)
(3)
L × U(1)(3)R × U(1)B
Z2 × U(1)(3)A × U(1)B
µI > 0
charged
pion cond.
1 GB
(b) Isospin chemical potential, chiral
limit
Figure 4.1.: Patterns of symmetry breaking in QCD with isospin chemical for finite
quark masses and in the chiral limit.
This pattern of symmetry breaking can be realized within a quark-meson model
as chiral effective model. Therefore, one starts from the usual quark-meson model
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in presence of only quark chemical potential and introduces isospin analogous to
Eq. (3.25) this time replacing the quark number current by the current associated to
isospin rotations. The corresponding Lagrangian can be written in basis of up- and
down-quarks, therefore defining Ψ =
(
ψu
ψd
)
, as
LQM+µI = ΨS−10 Ψ¯ + 12(∂µσ)2 + 12(∂µpi0)2 + U(ρ2, d2)− cσ
+ 12
(
(∂µ − 2µIδ0µ)pi+(∂µ + 2µIδ0µ)pi−
)
,
(4.1)
where ρ2 = σ2 + pi20, d
2 = pi+pi− and
S−10 =
(
/∂+h(σ+iγ5pi3)−(µ+µI)γ0 gγ5pi+
−gγ5pi− /∂+h(σ−iγ5pi3)−(µ−µI)γ0
)
. (4.2)
This expression should be compared to the corresponding expression for 2-color QCD
given in Eq. (3.29), which was obtained by rewriting the QMD Lagrangian in terms
of red and charge-conjugated green quarks using the spinor variable Ψ =
(
ψr
τ2ψCg
)
instead of Ψ =
(
ψu
ψd
)
as above. Comparing the two expressions, it is obvious that the
quark-meson model for 3-color QCD with isospin chemical potential at µ = 0 can be
mapped to the corresponding quark-meson-diquark model for 2-color QCD with the
following identifications: One identifies charged pions pi+/pi− with the diquark fields
∆/∆∗ and the neutral pion pi0 with the isovector of three neutral pions ~pi in 2-color
QCD. Isospin chemical potential µI maps to quark chemical potential µ in 2-color
QCD. This identification is of course only valid for the matter sectors as the gauge
sectors in both theories are fundamentally different.
4.2 Phase Diagram of QCD with Isospin Chemical Potential
In this section we present results on different aspects of the phase diagram of QCD
with isospin chemical potential in dependence of both isospin and quark chemical
potential as obtained from the quark-meson model introduced in the previous section
in an FRG approach again truncating the effective average action at zeroth order
in the derivative expansion. We start by discussing aspects of the zero temperature
phase diagram before turning to the three-dimensional phase diagram as function
of temperature, isospin chemical potential and quark chemical potential and finally
discussing the relation to imbalanced Fermi gases.
4.2.1. Flow equation for the effective potential
The flow equation for the effective potential in a zeroth order derivative expansion
with quark and isospin chemical potential but here without coupling to a background
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gauge field A0 is derived analogously to Eq. (3.68) and reads
∂tUk =
k5
12pi2
{
1
Epik
coth
(
Epik
2T
)
+
3∑
i=1
3z4i − α1z2i + α0
(z2i+1 − z2i )(z2i+2 − z2i )
1
zi
coth
( zi
2T
)
−
∑
±
2Nc
E±k
(
1± µI
k
) (
tanh
(
E±k + µ
2T
)
+ tanh
(
E±k − µ
2T
))}
,
(4.3)
with Epik , αi, zi and E
±
k as defined below Eq. (3.68) up to the substitution µ → µI .
For vanishing quark chemical potential µ the equivalence of the isospin and the 2-color
case reflects itself of course also on the level of the flow equation, which coincides with
Eq. (3.68) up to numerical factors.
4.2.2. Zero-temperature results
Zero-temperature phase diagram and the Silver Blaze property
It is interesting to consider the zero-temperature phase diagram as it is strongly
constrained by the Silver Blaze property. This is a consequence of the fact that
different degrees of freedom couple to different combinations of quark and isospin
chemical potential. Up- and down quarks couple to the combinations µu = µ + µI
and µd = µ− µI respectively, whereas charged pions couple just to isospin chemical
potential µI . The Silver Blaze property now implies that the partition function and
hence all thermodynamic observables have to remain independent of µ and µI in a
quadrilateral area of the zero-temperature phase diagram defined by µ + µI < mq
and µI < mpi/2, where mq and mpi designate quark and pion masses in the vacuum.
Crossing the top boundary of this area, which we will refer to as first Silver Blaze region
in the following, enables the excitation of up-quarks whereas crossing its right border
allows to excite charged pions thereby marking the onset of charged pion condensation.
Further constraints from the Silver Blaze property arise inside the pion condensation
phase. For µI > mpi/2 the thermodynamic potential obviously becomes µI−dependent.
For fixed µI , however, it has to remain independent of µ as long as the latter stays
smaller than the smallest quark excitation energy. Let us therefore consider the quark
dispersion relation
E−q (~p
2) =
√
g2d2 + (
√
~p2 + g2ρ2 − µI)2, (4.4)
which is for µI < gρ minimized by ~p = 0 yielding a minimal energy E
−
min = m
−
q (µI) =√
g2d2 + (gρ− µI)2. For µI > gρ, which corresponds to the BCS regime according
to Section 3.4.4, it becomes energetically favorable to excite quarks with a finite
spatial momentum ~p2 = µ2I − g2ρ2 and a minimal energy E−min = gd, which hints at
the occurrence of inhomogeneous phases at large isospin chemical potentials such as
FFLO phases discussed for example for 2-color QCD with isospin chemical potential
[106, 130]. The impact of inhomogeneous phases on the phase diagram of QCD with
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isospin chemical potential should be investigated in detail in the future. The conditions
µI > mpi/2 and µ < E
−
min thus define the second Silver Blaze region where the grand
potential is required to remain independent of the quark chemical potential µ by
general principles.
Note, however, that these general arguments only hold up to possible first order
transitions in these regions, which concerns in particular the possible first order
transition at large µ and small µI . If such a first order line intersects the first
Silver Blaze region, the thermodynamic potential is of course only required to stay
independent of chemical potential up the first order line. In any case the first order
line cannot end within the first Silver Blaze region as this would correspond to a
thermodynamically inconsistent scenario where two phases separated by a first order
phase transition are continuously connected within the first Silver Blaze region.
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Figure 4.2.: Zero-temperature phase diagrams in the (µI , µ) plane [2]:
(a) from an extended mean-field calculation (only fermionic contributions
to the flow),
(b) from the full FRG calculation.
These general principles are nicely reflected in the numerical results both in the
extended mean-field calculation, where only fermionic contributions to the flow of
the effective potential are considered, and in the full FRG calculation including
both fermionic and bosonic fluctuations. The corresponding zero-temperature phase
diagrams are shown in Fig. 4.2. In Fig. 4.2(b) the first order liquid-gas transition line
slightly intersects the first Silver Blaze region but the critical endpoint lies outside of it
as required by general arguments. The second order transition separating the charged
pion condensation from the normal chiral symmetry breaking phase stays constant at
µI = mpi/2 until it hits the boundary line of the first Silver Blaze region at mq −mpi/2
and bends towards larger isospin chemical potentials. Unlike the extended mean-field
calculation, where the pion condensation phase transition turns first order for large
isospin chemical potentials and which correspondingly shows a tricritical point in the
phase diagram, see Fig. 4.2(a), the phase transition stays second order throughout the
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whole investigated parameter range in the calculation including mesonic fluctuations.
The phase diagram from Fig. 4.2(b) shows another interesting feature which was not
present at mean-field level namely an additional first order transition inside the pion
condensation phase, which ends in a critical endpoint at the boundary of the second
Silver Blaze region. The significance of this transition will be discussed in Section 4.2.4.
Isospin density
Before we come to the discussion of the three dimensional phase diagram, we address
the question of direct compatibility of our model results to lattice results, which
constitutes one of the main motivations for the study of QCD-like theories. We
therefore compare the isospin chemical potential dependence of the isospin density
ρI = −∂ΩGC∂µI at T = µ = 0 to recent lattice results at finite isospin chemical potential
from simulations in the canonical ensemble [131]. Fig. 4.3 shows results from extended
mean-field calculations where only fermionic contributions to the flow of the effective
potential are considered, the full FRG solution, lattice results as well as the prediction
from chiral perturbation theory. Note again that the Silver Blaze property requires
Figure 4.3.: Isospin chemical potential over isospin density at zero temperature and
baryon chemical potential [2] in comparison to lattice data from [131].
The isospin densities obtained from our calculations have been rescaled by
a constant factor to account for larger pion mass and pion decay constant
in the lattice simulation.
the isospin density to remain zero below the onset of pion condensation at µcI = mpi/2.
While this is exactly reproduced in the extended mean field calculations, the numerical
solution of the full RG solution shows a slight µ-dependence even below the onset.
While chiral perturbation theory accurately describes the BEC phase, it does not
reproduce the backbending of the curve near the BEC-BCS crossover, estimated around
2µI/mpi − 1 ≈ 2/3, where mixing effects between the sigma meson and the charged
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pions become important, cf. also the discussion of the mixing effects in the context of
the RPA mass spectrum in Section 3.3.3. As chiral perturbation theory corresponds
to the limit of an infinitely heavy sigma meson, its low-lying excitation spectrum is
fundamentally different from models with a linearly realized chiral symmetry. The
assertion that the backbending of the curve is related to the mixing of the meson
eigenstates around the BEC-BCS crossover is supported by the fact that it is observed
in the quark-meson model calculations but even in a linear sigma model where a simple
calculation yields the following expression for the isospin density
ρI(x, y) = 2f
2
pimpi x
(
y2 − 3
y2 − 1 −
1
x4
+
2
y2 − 1x
2
)
, (4.5)
with x ≡ 2µI/mpi ≥ 1 and y ≡ mσ/mpi as before. In the y → ∞ limit it reduces to
the χPT result ρI(x) = 2f
2
pimpi x
(
1− x−4) from [132].
The expression for the isospin density in Eq. (4.5) illustrates that a direct comparison
to the lattice requires adjusting a constant prefactor to account for different pion
mass and pion decay constant on the lattice. Furthermore, already the linear sigma
model result from Eq. (4.5) shows a sigma-mass dependence. To estimate its effect on
the quark-meson model calculation we show three different curves for the extended
mean-field calculation in Fig. 4.3 corresponding to different sigma masses. The
RG results at large isospin chemical potentials should be taken with care since the
assumption of isospin-independent initial conditions in the UV ceases to be valid once
the characteristic scale where flow begins to deviate from the vacuum flow reaches
the order of the UV cutoff scale. This was discussed in detail in Section 3.5.1 for the
temperature dependence of the flow but applies of course equally to chemical potential.
4.2.3. Three-dimensional phase diagram
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Figure 4.4.: Three dimensional phase diagram from full FRG calculation [2].
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In Fig. 4.4 we show the three dimensional phase diagram as obtained from the full
FRG calculation. The pion condensation phase boundary represented as green surface
in Fig. 4.4 stays a second order phase transition throughout the whole phase diagram.
The first order line in the zero isospin chemical potential plane at large quark chemical
potentials, which is typical for quark meson model calculation, cf. also Fig. 3.8(a),
extends into the finite isospin plane but decreases in extension with increasing isospin
chemical potential and finally vanishes clearly outside the pion condensation phase. At
large µ the imbalance between the Fermi surfaces of up and anti-down quarks builds
up and leads to a rapid shrinkage of the pion condensation phase.
4.2.4. Chandrasekhar-Clogston transition and Sarma phases
To understand the physical significance of the additional first order transition inside
the charged pion condensation phase, which was observed in the RG calculation,
the analogy to the phase diagrams of imbalanced Fermi gases is helpful. These are
non-relativistic fermion systems which are characterized by a population imbalance
of the two fermion species and correspondingly by a chemical potential difference
µ¯ = (µ↑−µ↓)/2 between spin-up and spin-down particles, see [133, 134, 135] for general
reviews. The phase diagram is studied as a function of temperature and chemical
potential difference µ¯. At zero temperature the Chandrasekhar-Clogston argument,
which is a simple comparison of ground state energies in the BCS and the normal
phase, implies the global stability of the (unpolarized) BCS ground state against spin
polarization up to the Chandrasekhar-Clogston transition at µ¯ = ∆/
√
2, where ∆
designates the BCS gap. This is a second order transition deep in the BCS phase
but turns first order at or near the unitary limit [135] and marks the transition to
normal matter. This first order transition extends into the finite temperature direction
until it reaches a tricritical point from where on the transition turns second order with
increasing temperature, see Fig. 4.5(b). Several exotic superfluidity mechanisms are
under debate like inhomogeneous Fulde-Ferrel-Larkin-Ovshinikov (FFLO) phases and
mixed Sarma phases corresponding to gapless polarized superfluid phases which are
connected to the unpolarized BCS phase via continuous crossovers. Here we will be
particularly concerned about Sarma phases, which are most conveniently understood in
terms of quasiparticle dispersion relations, see [134] for a comprehensive discussion at
mean-field level. The dispersion relations for spin-up and spin-down quasiparticles in
the superfluid phase are shifted against each other by ±µ¯ in a system with polarization.
Once the spin-down branch crosses the zero-axis for µ¯ > ∆, modes between the two
zero crossings are in a fully polarized normal state. This is often referred to as phase
separation in momentum space as one has BCS pairing for quasiparticle modes with
small momenta and large momenta but a fully polarized normal state for momenta
centered around the minimum of the quasiparticle dispersion curve. Based on such
a picture one defines the crossover to the Sarma phase by µ¯ = ∆, i.e. the chemical
potential difference µ¯ for which the down-quasiparticle dispersion curve touches the
zero axis. Note, however, from the Chandrasekhar-Clogston argument that the Sarma
phase is not stable at T = 0 in the mean-field approximation, where superfluidity is
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completely lost beyond the first order transition. There are, however, stable Sarma
phases at larger temperatures, see Fig. 4.5(b).
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Figure 4.5.: Chandrasekhar-Clogston transitions and Sarma phases:
(a) Phase diagram of QCD at fixed isospin chemical potential µI = mpi
from extended mean-field calculation [136],
(b) Phase diagram of an imbalanced Fermi gas at unitarity from mean-field
calculation [134]
Coming back to the original question, we consider QCD with isospin chemical
potential again and investigate, in particular, its phase structure at fixed isospin
chemical potential µI = mpi, a value near the BEC-BCS crossover in the BCS regime,
as a function of quark chemical potential and temperature. Its mean-field phase
diagram shows a strong similarity to the corresponding mean-field phase diagram
for the polarized Fermi gas in Fig. 4.5, which might be interpreted as emergence of
universal behavior near the unitary limit. The analogue of the Chandrasekhar-Clogston
argument at zero temperature is the Silver Blaze property discussed in the context of
the second Silver Blaze region in Section 4.2.2, which implies that the grand potential
has to stay independent of µ as long as µ < E−min = gd or, in distinction to the
non-relativistic case where the Chandrasekhar-Clogston defines the location of the
first order transition, up to a first order transition below this value. Here we define
the crossover to the Sarma phase in analogy to the non-relativistic case via µ = hd.
In the isospin case the Sarma phase is characterized as a phase with a nonvanishing
quark density and a nonvanishing charged pion condensate signaling a mixed but still
superfluid phase.
These results should now be compared to the phase diagram in Fig. 4.6 including
collective mesonic fluctuations. As remarked in the previous subsection the phase
boundary of the charged pion condensation phase turns second order throughout the
whole phase diagram. But more importantly in this calculation the Sarma phase
gets stabilized by fluctuations and now extends down to zero temperature. The first
order transition at zero temperature marks a quantum phase transition from the
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Figure 4.6.: Phase diagram of QCD at fixed isospin chemical potential µI = mpi from
FRG calculation [136].
unpolarized BCS phase to the Sarma phase. Note the qualitative difference in the first
order transitions in the mean-field calculation in comparison to the RG calculation as
implied by the different signs of the slopes of the two transition lines in close analogy
to the remarks on the chiral phase transition in Section 3.4.2, which could even be used
to experimentally discriminate between a first order transition from the unpolarized
BCS phase to normal matter or to a Sarma phase. It is an interesting result that
fluctuations lead both in the case of the chiral transition and also in the case of the
transition from superfluid matter to normal matter to a qualitative change in the
nature of the phase transition. As a word of caution, one should add that the results
presented in this chapter do not include perturbative UV contributions as discussed
for the high-temperature regime in Section 3.5.1, which might also impact the phase
structure at large baryon chemical potentials.
It is of course experimentally rather difficult to directly access the phase diagram of
QCD with isospin chemical potential. It therefore remains an interesting question to
investigate also the impact of fluctuations on the phase diagram of imbalanced Fermi
gases with particular regard to the occurence of mixed Sarma phases which can then
ultimately even be investigated experimentally.
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5
SU(N) Gauge Theories in 2+1
Dimensions–Universality and Self-Duality
5.1 Introduction
In this chapter we will explore in how far one can exploit the powerful tools of univer-
sality and scaling to gain a better understanding of the deconfinement transition in
pure SU(Nc) gauge theories. Therefore, we study the finite temperature deconfinement
transition in pure lattice gauge theory i.e. in a theory with infinitely heavy quarks
[137]. As pointed out in the introduction the deconfinement transition is linked to the
spontaneous breaking of center symmetry ZNc in a SU(Nc) gauge theory. This global
ZNc center symmetry will turn out to be crucial in the case of a second order decon-
finement transition as it determines the corresponding universality class. Although we
focus on the 2+1 dimensional case in this chapter, the results should be understood in
the broader context of a study of universal aspects of SU(Nc) gauge theories. Whereas
in the usual case of 3+1 dimensions only for SU(2) the transition is of second order, in
2+1 dimensions both SU(2) and SU(3) show second order transitions. These have been
analyzed in [138], [4, 139] and [3] respectively. Interestingly SU(4) in 2+1 dimensions
shows at least Potts scaling although the transition is probably weakly first order [3].
We will comment on the implications of our investigations for the case of SU(4) later
in this chapter.
The second order phase transition allows us to make use of universality arguments,
namely of the Svetitsky-Yaffe conjecture [141] which relates the critical behaviour of
a gauge theory in d + 1 dimensions at a second order phase transition to that of a
simple d-dimensional spin model with the same (center) symmetry. In the case of
SU(Nc) gauge theories in 2+1 dimensions the corresponding spin systems are given
by Nc-state Potts models in two dimensions, which is for SU(2) nothing but the two-
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Figure 5.1.: Potts model separatrix separating first and second order transitions in 2d
q−state Potts models and correspondingly in SU(Nc) gauge theories in
2+1 dimensions [140].
dimensional Ising model. One can now exploit properties of these well-studied models
from statistical physics such as ratios of partition functions with different boundary
conditions to determine critical couplings in SU(N) gauge theories. However, in 2+1
dimensions we can go even further as the q-state Potts models turn out to be self-dual.
This means that they can be mapped to a theory defined on the dual lattice via a
duality transformation and this dual theory turns out to be a q-state Potts model
again. For two-dimensional Potts models in the infinite volume this is a well-known
result [142] but has only been extended to a finite spatial volume recently [3, 4, 140].
Interestingly, the duality relation turns out to be of the form of a ZN Fourier transform,
which as we will see coincides with the relation between the spatial center vortex
partition functions Zk and the corresponding electric flux partition functions Ze. This
fact allows a direct observation of the self-duality in the gauge theories and can be
exploited in a procedure to determine critical couplings to unprecedented precision.
The convergence of this method is very fast compared to existing methods and the
critical couplings extracted from small lattice sizes are already in very good agreement
with the infinite volume extrapolation as the leading finite-size corrections cancel.
5.2 Twisted Boundary Conditions, Vortices, Universality and
Self-Duality
’t Hooft’s twisted boundary conditions and center vortices
We start by reviewing the possible boundary conditions one can impose in a pure
SU(Nc) gauge theory in d+ 1 dimensions, corresponding to the different superselection
sectors which can be prepared in a pure gauge theory. The reason why one can
impose different boundary conditions is the fact that the gauge fields do not faithfully
represent the center of the gauge group. Let us start from a 1/T×Ld finite-temperature
spacetime torus and consider the most general boundary conditions one can impose
90
5.2. Twisted Boundary Conditions, Vortices, Universality and Self-Duality
on the gauge fields which go under the name of ’t Hooft’s twisted boundary conditions
[143]. In the most general case Aµ(x+Lν~eν) is periodic (up to a gauge transformation
depending on the direction transverse to the direction ν) with periodicity equal to the
extension of the finite torus in that particular direction, i.e.
Aµ(x+ Lν~eν) = Ων(x⊥)
(
Aµ(x)− i
g
∂µ
)
Ω†ν(x⊥). (5.1)
Consistency at the corners A(x+ Lν~eν + Lµ~eµ) leads to the cocycle condition
Ωµ(x⊥ + Lν~eν)Ων(x⊥) = ZµνΩν(x⊥ + Lµ~eµ)Ωµ(x⊥), (5.2)
where Zµν is a center element i.e. Zµν = exp (
2pii
Nc
nµν). The twist tensor nµν = −nνµ
is gauge invariant and determines the flux sector in the (µ, ν) plane by fixing the
number (modulo Nc) of center vortices in the (µ, ν) plane. These vortices can be
further classified as spatial vortices linking to purely spatial planes and temporal
ones linking to planes with one timelike direction. Correspondingly there are in total
N
d(d+1)
2
c flux sectors, i.e. gauge non-equivalent boundary conditions in d+ 1 dimensions,
which subdivide into Nc
d temporal and N
d(d−1)
2
c spatial sectors. More explicitly in
d = 2 and d = 3 spatial dimensions, we classify temporal twists via a vector ~k ∈ ZdN
with components ki = n0i and spatial twist via ~m with nij = ijm for d = 2 and
nij = ijkmk for d = 3 respectively.
Starting from periodic boundary conditions in the continuum twisted boundary
conditions can obviously not be obtained from usual gauge transformations but require
multivalued and hence singular gauge transformations [143]. On the lattice they can
be implemented by multiplying a stack of plaquettes in a chosen (µ, ν) plane by a
center element z. The lattice formulation represents also a particularly convenient
way of understanding the appearance of vortices via twisted boundary conditions just
by considering the lowest energy configurations. For 1 6= z ∈ ZNc the lowest energy
configuration of the periodic case, where all links are set to 1, is no longer consistent
with the boundary conditions. In a row starting with 1 there will be some plaquette
from which on the value is z · 1 and a Wilson loop pierced by the vortex will pick up a
factor of z here. This would be the configuration corresponding to a thin vortex which
can still lower its free energy by spreading. In 2+1 dimensions this is a center vortex
which is a line perpendicular to the original surface. In 3+1d the center vortex is a
closed two-dimensional surface. More generally, in d+ 1 spacetime dimensions it will
be a d− 1 dimensional object which can link to a two-dimensional surface.
Center vortex picture of confinement
To understand the physical relevance of center vortices let us briefly introduce one
particular confinement mechanism, the center vortex picture of confinement, see [137]
for a pedagogical introduction. The overall picture is that the center vortices can link
to Wilson loops and disorder them, thus leading to an area law falloff for timelike
Wilson loops and thereby signaling confinement.
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First we define center vortex free energies Fk which are related to ratios of partition
functions of an ensemble with a certain twisted boundary condition (specified by ~k
and ~m) compared to that from the periodic ensemble. Thus we define center vortex
free energies Fk (per temperature T ) via
R
(~k;~m)
k ≡
Z
(~k;~m)
k
Z
(~0;~0)
k
= e−F
(~k;~m)
k (5.3)
and interpret them as free energy difference associated to adding one extra vortex.
For spatial twists the flux ~m, which is perpendicular to the plane of the twist, has the
interpretation of the magnetic flux of static center monopoles. At any temperature the
corresponding free energies Fk(~0, ~m) vanish for L→∞. This corresponds to an area
law falloff for spatial Wilson loops at any temperature in accordance with a non-zero
spatial string tension on both sides of the phase transition. The partition functions
Z
(~k;~m)
k tend to their zero magnetic flux analogues Z
(~k;~0)
k in the thermodynamic limit
L → ∞ [144]. The same holds for the corresponding electric partition functions to
be considered in the next section. Because of the irrelevance of the magnetic flux for
the deconfinement transition we will neglect it in the following and drop ~m from our
notation.
The situation is different for temporal vortices. Whereas for small temperatures
the situation is still analogous to the magnetic case where temporal vortices link to
temporal Wilson loops and disorder them, which leads to an area-law falloff, for large
temperatures with increasingly smaller extension 1/T of the Euclidean time direction,
vortices can no longer spread arbitrarily to lower their free energy but get squeezed
more and more until they are completely suppressed above the critical temperature Tc.
This picture provides an intuitive understanding of the fact that the temporal center
vortex free energies serve as an order parameter for the deconfinement transition [145].
Note that in d = 2 spatial dimensions for Nc = 2 and Nc = 3, there are only two
independent twisted partition functions, namely Z
(1,0)
k and Z
(1,1)
k corresponding to one
or two twists respectively. All other partition functions are equal to one of the former
partition functions as the different configurations are just related by rotations of the
whole lattice. The pattern changes in SU(4) where one finds five independent partition
functions with twisted boundary conditions, Z
(1,0)
k , Z
(2,0)
k , Z
(1,1)
k , Z
(2,1)
k and Z
(2,2)
k , as
the partition functions obey on isotropic cubic lattices in general Z
(m,n)
k = Z
(n,m)
k and
Z
(m,n)
k = Z
(Nc−n,m)
k .
Electric partition functions
It was shown by ’t Hooft [143] that one can calculate electric partition functions Ze
from the temporal vortex partition functions Zk via a ZN Fourier transformation,
Z(~e)e =
1
Nd
∑
~k∈ZNd
e
2pii
N
~e·~kZ(
~k)
k , (5.4)
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where ~e ∈ ZNd is the conserved electric flux. These electric flux ensembles have an
intuitive physical interpretation in terms of the electric flux between a fundamental
charge and a mirror (anti-)charge in a neighboring volume in direction of ~e. The ratio
of a particular flux ensemble compared to the zero flux partition function is given by
[140, 138]
Z
(~e)
e
Z
(~0)
e
=
1
N
〈
Tr
(
P(~x)P†(~x+ ~eL)
)〉
no-flux
, (5.5)
where for ~m = ~0 P(x) can be chosen as the (untraced) fundamental Polyakov line at ~x
and “no-flux” refers to the expectation value taken in the Z
(~0)
e ensemble. Analogously
to the center vortex free energies we define electric free energies Fe (per temperature
T ) via
R(~e)e ≡ Z
(~e)
e
Z
(~0)
e
= e−F
(~e)
e . (5.6)
Universality and the Svetitsky-Yaffe Conjecture
The missing link to the universal properties discussed in the introduction is provided
by the Svetitsky-Yaffe conjecture [141]. It states that a d+ 1 dimensional gauge theory
with a second order deconfinement transition has the same universal properties as
a d dimension spin model. Near criticality the gauge theory can be described as an
effective theory of Polyakov loops P(x), which faithfully represent the global ZN center
symmetry. Under a center transformation Polyakov loops transform like spins in a
d-dimensional (Nc = q)-state Potts model with Hamiltonian [146]
HPotts = −J
∑
NN(i,j)
δsi,sj −H
∑
i
δsi,0, (5.7)
for spin variables si ∈ {0 . . . q − 1} with nearest neighbor coupling J favoring parallel
alignment of spins and an external field H favoring the alignment of spins in 0-direction.
Such an external field is the analogue of a finite quark mass in the gauge theory.
Figure 5.2.: Universality: Center vortices in the gauge theory (left side) show the same
universal behavior as interfaces in the corresponding spin model (right
side) [139].
The strength of this argument lies in the fact that one can now build a dictionary
which links gauge theory quantities to corresponding quantities in the spin models.
Polyakov loop correlators obviously map to spin correlators. Center vortices map to
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interfaces in spin systems which are defects in the lattice where a cyclically shifted
alignment of spins is favored rather than a parallel alignment. This is illustrated in
Fig. 5.2. Ratios of partition functions R
(~k)
k as defined above map to ratios of partition
functions R
(~c)
q with different cyclically shifted boundary conditions in the spin system.
The vector ~c ∈ Z2N specifies a cyclically shifted boundary conditions by c1 (c2) in the
x− (y−) direction.
Note also that the roles of high and low temperature phases get interchanged i.e.
temporal center vortices in the high temperature (deconfined) phase behave like spin
interfaces in the low temperature (ordered) phase and vice versa. In the thermodynamic
limit L→∞ the ratios R(~k)k (R(
~k)
q ) for ~k 6= ~0 tend to zero in the high (low) temperature
phase, where center vortices (interfaces) are suppressed. On the other hand again in
the thermodynamic limit R
(~k)
k (R
(~k)
q ) for ~k 6= ~0 tend to 1 in the low (high) temperature
phase. Only at Tc they assume a non-trivial universal value. For Potts models on a
torus with different boundary conditions the partition functions at criticality have
been calculated in terms of Jacobi elliptic theta functions [147] and are tabulated for
the relevant cases in [140]. The intersection of the ratios Rk with the universal value
at Tc can then be used to determine critical couplings.
For SU(2) and SU(3) we are in the fortunate situation that the universally related
spin model is entirely fixed by the global ZN symmetry. For SU(4) this is no longer
the case as the Z4 symmetry is not only consistent with the standard 4-state Potts
model but also with the more general 4-state Ashkin-Teller model. The Ashkin-Teller
model allows three different energy levels for parallel, perpendicular and antiparallel
spin alignment. By varying the ratio of the two coupling constants of the model one
can interpolate between the standard 4-state Potts and a vector Potts model where the
interaction energy is proportional to the dot product of the spin vectors which is then
just equivalent to two non-interacting Ising models. Correspondingly the Ashkin-Teller
model is characterized by continuously varying critical exponents depending on the
ratio of coupling constants interpolating between the critical exponents from the
limiting cases from above. The complication in the case of SU(4) can be understood
group theoretically following [148] where it boils down to the fact that there are three
fundamental representations 4,4¯ and 6 in SU(4). In an effective Polyakov loop model
one then obtains two distinct terms one from loops in the 4/4¯ representation and
one from loops in the 6 representation with undetermined coefficients which are the
analogues of the two coupling constants in the general Ashkin-Teller model. Note in
particular that this argument does not fix the relative size of the two coefficients and
one thus requires additional information e.g. from a strong coupling expansion.
Self-duality
Duality transformations in the sense of Kramers and Wannier are very powerful
methods in the context of statistical physics. They involve rewriting the partition
function in terms of variables of the dual lattice. In the infinite volume case there
are many known duality relations [142] such as the one for the 3d Ising model which
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is dual to a Z2 gauge theory. Of particular interest are self-dual models where the
original model and the dual model are of the same kind as the duality transformation
then connects two models with different coupling constants. Such a self-dual model is
for example the 2d ZN spin model but most importantly in our context all q−state
Potts models in two dimensions.
In the finite volume which is relevant here much less is known. The main complication
here is the fact that there are different partition functions corresponding to different
boundary conditions, which mix during the duality transformation. Indeed, all q−state
Potts models on the torus turn out to be self-dual with partition functions related via1
Z(−s,r)q (K˜) =
(
eK˜ − 1
eK − 1
)Nsites
1
q
q−1∑
m,n=0
e2pii(rm+sn)/qZ(m,n)q (K), (5.8)
where Nsites denotes the number of lattice sites and the coupling per temperature
K = J/T is related to its dual K˜ via
(eK˜ − 1)(eK − 1) = q, (5.9)
which are then mirrored around the critical value Kc = K˜c = log(1 +
√
q) which is
easily obtained from Eq. (5.9).
The most important fact in this context is that the duality relation Eq. (5.8) has
the form of a Zq Fourier transform which is the same relation as that between center
vortex and electric partition functions discussed in Eq. (5.4). This means we can
rewrite Eq. (5.4) as
R(~e)e [K] =
∑
~k
e2pii(
~k·~e)/NR(
~k)
k [K]∑
~k′ R
(~k′)
k [K]
= R
(eˆ)
k [K˜], (5.10)
where eˆ = (−e2, e1) for ~e = (e1, e2).2 This implies in particular R(~e)e [Kc] = R(~e)k [Kc] at
the critical coupling Kc. Furthermore, from Eq. (5.9) we have
∂K˜
∂K
∣∣
Kc
= −1 implying
(K −Kc) = −(K˜ −Kc) + O(K2). We know that F~ee = − log Zˆ~ee and F~ek = − log Zˆ~ek
are universal scaling functions of the finite size scaling variable x = Nst
ν , where
t = T/Tcrit − 1 is the reduced temperature. In this context self-duality simply implies
F~ek (x) = F
~e
e (−x) or equivalently
R~ek(x) = R
~e
e(−x) (5.11)
1The most elegant proof of the duality relation [140] uses the random cluster formulation of the
Potts model [147]. Alternatively one can follow [142] with appropriate finite volume modifications
similar to [149]. For q = 2 and with the conventional replacement K → K/2 one reproduces the
known result for the Ising model in a finite volume which can even be verified exactly using the
existing analytical expressions for the partition functions.
2For an isotropic square lattice one can employ the relations Z
(r,s)
q = Z
(s,r)
q and Z
(q−r,s)
q = Z
(r,s)
q
and thus simply set eˆ = ~e as we will do in the following.
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because by assumption we are dealing with a region where the dual coupling scales
linearly with the original coupling. This property is nicely reflected in the numerical
data for SU(2) and SU(3) shown in Fig. 5.3 where Rk(x) and Re(−x) collapse onto a
single curve thus providing direct numerical evidence for the self-duality.
(a) SU(2)
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Figure 5.3.: Direct numerical evidence for self-duality for a single twist ~e = (1, 0)
(a) in SU(2) (Nt = 4 and Ns up to 96) [4],
(b) in SU(3) (Nt = 2 and Ns = 24) [3] .
Algorithmic details
For a general introduction to Lattice gauge theory and description of standard algo-
rithms see [80, 150]. Here we use a standard Wilson gauge action and a heat bath
algorithm supplemented by overrelaxation steps. SU(N) updates are implemented
in the usual way as subsequent updates of SU(2) subgroups [151]. Apart from this
standard setup a few words about the calculation of ratios Rk are required. Due to
poor overlap it is numerically advantageous not to compute the ratio ZtwZ0 at once
but rather to determine it from independently simulated ratios
Zk+1
Zk
of partition
functions corresponding to ensembles which differ only by a single flipped plaquette.
Here we describe the procedure for a single twist where for example Ztw = Z
(1,0)
k and
Z0 = Z
(0,0)
k . This is the idea of the Snake algorithm [152]. At the end the different
ratios are just multiplied to yield the desired ratio of partition functions
Ztw
Z0
=
ZM
ZM−1
· ZM−1
ZM−2
· · · Z1
Z0
, (5.12)
where M designates the extension of the lattice in the direction of the twist.
We start with the partition function in the untwisted ensemble
Z0 =
∫ ∏
i
dUie
β
∑
j Re TrPj (5.13)
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where Pj are the plaquette variables. In SU(N) flipping plaquettes means multiplying
it by a center element z, which just implies flipping the sign of the plaquette coupling
in SU(2). For the partition function with k + 1 flipped plaquettes we find
Zk+1 =
∫ ∏
i
dUie
+β
∑k+1
j=1 Re Tr(zPj)+β
∑N
j=k+2 Re TrPj
=
∫ ∏
i
dUie
βRe TrzPk+1eβ
∑k
j=1 Re TrzPj+β
∑N
j=k+2 Re TrPj
= 〈eβRe TrzPk+1〉k,
(5.14)
where 〈. . .〉k denotes the expectation value take in an ensemble with 1, . . . , k−1 flipped
plaquettes and where the kth coupling set to zero. Writing Zk in a similar fashion,
the ratio Zk+1/Zk can be calculated using
Zk+1
Zk
=
〈eβRe TrzPk+1〉k
〈eβRe TrPk+1〉k
(5.15)
via measurements in an ensemble with k − 1 flipped plaquettes.
5.3 Critical Couplings from Universality and Self-Duality
Critical couplings from intersection with the universal value
The determination of critical couplings in pure gauge theories has a longer history with
increasingly efficient methods ranging from pairwise intersections of Binder cumulants
to the intersection of partition functions with different boundary conditions. An even
more efficient method which exploits the universal properties of the universally related
spin models was put forward in [139]. We saw in the previous section the ratios Rk
of center vortex partition functions at Tc assume a universal value R
~k
k,c which can be
calculated for the corresponding spin models and is listed for the relevant cases in
[140]. Here temperature is controlled via the lattice coupling β. The extrapolation
based on the finite-size-scaling (FSS) Ansatz
R
(~k)
k (β) = R
(~k)
k,c + b
(~k)
k (β − βc(Nt))N1/νs + c(
~k)
k N
−ω(~k)k
s + . . . , (5.16)
where ω
(~k)
k is the correction to scaling exponent related to the breaking of rotational
symmetry, which is determined as a by-product in our analysis. We use the expression
from above to define pseudo-critical couplings βc(Nt, Ns) by the intersections of R
(~k)
k (β)
with the universal value which is precisely the value of β for which the correction terms
in Eq. (5.16) vanish i.e.
βc(Nt, Ns) = βc,∞(Nt)− d(Nt)N−(ω
(~k)
k +1/ν)
s + . . . , (5.17)
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where d(Nt) will be simply determined as a Nt dependent fit parameter. At fixed Nt
and for fixed critical exponent ν, a three parameter fit of the pseudo-critical couplings
yields the continuum critical coupling βc,∞(Nt) and the correction to scaling exponent
ω.
Critical couplings from self-duality
However, there is an even more efficient method which makes use of self-duality.
Therefore, one has to recall from Eq. (5.10) that selfduality requires R
~k
k(βc) = R
~k
e (βc).
This means we can alternatively extract βc from the value βc,int(Nt, Ns) where R
~k
k(β)
and R
~k
e (β) intersect. This gives a numerical estimate for the critical coupling βc, which
shows a significantly faster speed of convergence than the already very efficient method
discussed in the previous subsection. The reason for these extremely good convergence
properties is the fact that the leading finite size scaling corrections to βc as determined
by this method vanish, which is in turn a direct consequence of the self-duality. To see
this consider a FSS Ansatz for R
~k
e completely analogous to that for R
~k
k, Eq. (5.16),
R(
~k)
e (β) = R
(~k)
e,c + b
(~k)
e (β − βc(Nt))N1/νs + c(~k)e N−ω
(~k)
e
s + · · · . (5.18)
Defining critical couplings βint via R
(~k)
k (βint) = R
(~k)
e (βint), we obtain
βint = βc +
1
N
1/ν
s (b
(~k)
k − b(
~k)
e )
(
R(
~k)
e,c −R(
~k)
k,c + c
(~k)
e N
−ω(~k)k
s − c(~k)e N−ω
(~k)
e
s
)
. (5.19)
Self-duality in a finite volume requires that R
(~k)
k (βint) = R
(~k)
e (βint) and R
(~k)
k
′(βint) =
−R(~k)e ′(βint), which implies R(
~k)
e,c = R
(~k)
k,c , ω
(~k)
k = ω
(~k)
e , c
(~k)
k = c
(~k)
e and b
(~k)
k = −b(
~k)
e and
Eq. (5.19) then shows that the leading FSS corrections cancel. At criticality we find
R
(~k)
k (βc) = R
(~k)
k,c + c
(~k)
k N
−ω(~k)k
s , which means that the intersection point is only shifted
vertically away from universal value due to finite size effects. This property allows in
principle to determine the correction to scaling exponent ω from the differences to the
universal value although it is numerically simpler to employ Eq. (5.17). Again, this is
nicely observed in numerical data for SU(2) and SU(3), here exemplarily shown for
Nt = 4 in Fig. 5.4. In both cases one observes an improved rate of convergence for
the self-duality method compared to the previously discussed method of intersections
with the universal value. Note in particular that in both cases the unextrapolated
critical coupling from the self-duality method for Ns = 16 already overlaps with the
previously extrapolated value within errors.
The critical couplings for SU(3) given in Tab. 5.1 are consistent with the existing
literature values but represent an improvement in accuracy of up to one order of
magnitude. Again the critical couplings from the two methods discussed in detail agree
within errors. The critical couplings obtained from intersection with the universal value
were extrapolated using Eq. (5.16), whereas the critical couplings from self-duality just
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Figure 5.4.: Critical couplings from intersection with the universal value (Rk = Rc)
compared to critical couplings from self-duality (Rk = Re) [3].
represent weighted means from values for different spatial lattice extensions Ns with
sufficiently large aspect ratios Ns/Nt.
Nt βc(Rk = Re) βc (Rk = Rc) Lit.
2 8.15309(11) 8.15297(57) 8.1489(31)†
4 14.7262(9) 14.7194(45) 14.717(17)†
6 21.357(25) - 21.34(4) ‡
8 27.84(12) - -
Table 5.1.: SU(3) critical couplings from self-duality (weighted means), intersection
with the universal value (extrapolated), and literature values from †[153],
‡[154].
Critical temperature and critical exponents
Given the critical couplings βc(Nt) one can determine the critical temperature straight-
forwardly. Unlike in 3+1 dimensions, where the coupling is dimensionless, the coupling
g23 has dimensions of mass in 2+1 dimensions and is related to the bare lattice coupling
β via β = 2Nc
ag23B
, where a is the lattice distance. Expanding the bare coupling as
g23B = g
2
3 + c1ag
4
3 + c2a
2g63 + . . . and substituting it into β yields
β
2Nc
=
Tc
g23
− c1 − c2 g
2
3
Tc
1
Nt
+ · · · . (5.20)
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Now we exploit the relation T = 1Nta by evaluating it at fixed temperature Tc. This
yields
βc(Nt) = 2Nc
Tc
g23
Nt − 2Ncc1 − 2Ncc2 g
2
3
Tc
1
Nt
+ · · · . (5.21)
Fitting βc(Nt) according to an Ansatz of the form of Eq. (5.21) allows us to extract
Tc in terms of the coupling g
2
3. Using literature values for
√
σ/g23 this can then be
converted into Tc in terms of the zero temperature string tension
√
σ. In SU(2) it
was demonstrated using critical couplings for a large number of different Nt values
that it is even possible to numerically determine the subleading 1/Nt corrections in
Eq. (5.21) [139]. In SU(3) we do not aim to quantify these and fit the values βc(Nt)
for Nt = 4, 6, 8 according to Eq. (5.21) with c2 = 0 which yields Tc/g
2
3 = 0.5475(3) and
correspondingly Tc/
√
σ = 0.9938(9) using the weighted average
√
σ/g23 = 0.5509(4) of
the literature values from [155].
Furthermore, we can numerically determine the correlation length critical exponent
ν. For the case of SU(3) this is just a cross check as the critical exponent ν = 5/6 for
the 2d 3-state Potts model is an established although still conjectured value, but it will
turn out useful for the case of SU(4), to be discussed in the next subsection, where the
universal spin model and correspondingly its critical exponents are not fixed by the
global Z4 symmetry. To extract the correlation length critical exponent one exploits the
fact that the center vortex free energies Fk are just a function of L
1/νt for sufficiently
large L. Using t ∝ (β − βc) and expanding Fk(β) = − logRk,c + d(Ns)(β − βc) + . . .
one observes that the slope d(Ns) should scale as d(Ns) ∝ N1/νs . Fitting these slopes
in SU(3) yields an exponent ν = 0.82(4) which is consistent with the exponent ν = 5/6
from the 2d 3-state Potts model.
Order of the phase transition in SU(4) in 2+1 dimensions
We close this chapter with a few remarks on the case of SU(4) in 2+1 dimensions.
This case is interesting for two reasons: Firstly, the order of the phase transition was
discussed extensively in the literature [153, 156, 157]. Although the recent investigations
[153, 157] favor a weakly first order transition, the distinction between a second order
and a weakly first order transition is a notoriously difficult task on the lattice. This
is why we apply our universality methods to SU(4) as well, which should lead to
inconsistencies for large spatial extensions where the (approximate) second order
scaling eventually breaks down. But secondly, even in the case of (approximate) second
order scaling the questions is which of the Ashkin-Teller models, all consistent with
the global Z4 symmetry, is the universal partner of the SU(4) gauge theory in 2 + 1
dimensions.
Assuming a second order phase transition but without demanding Potts scaling we
can still determine critical couplings from pairwise intersections of Fk’s, here using
pairs of lattices with Ns ratios of 2:1, see Fig. 5.5(a). Here the extrapolated value
for Nt = 4, βc = 26.283(9), turns out to be consistent within errors with the critical
coupling βc = 26.294(2) extracted from intersection with the universal value for the
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Figure 5.5.: SU(4) analysis [3]:
(a) SU(4) critical couplings (Nt = 4),
(b) Slopes d(Ns) compared to power law with Potts model exponent
ν = 2/3,
(c) Check of Potts model scaling for SU(4) (Nt = 4).
4-state Potts model as discussed above. Interestingly, the correlation length critical
exponent determined as discussed in the previous subsection is found to be ν = 0.59(5),
where the error takes into account a systematic uncertainty due to the uncertainty
in βc. As observed for SU(2) and SU(3) the method tends to underestimate ν, so
the result seems to be most consistent with the 4-state Potts model critical exponent
ν = 2/3, which is the smallest value among all Ashkin-Teller models. The consistency
of the slopes d(Ns) with a power law and Potts model critical exponent ν = 2/3 is
illustrated in Fig. 5.5(b).
The Potts scaling is illustrated in Fig. 5.5(c) with data from lattices with spatial
extension Ns up to 80. Up to this spatial extension one observes no obvious violation
of Potts model scaling. One should, however, be careful interpreting this as a sign
for a second order phase transition as the investigated lattice sizes are probably still
too small to discriminate between a second order and a weakly first order transition.
Furthermore, the order of the phase transition might even depend on Nt. Even in
the case of a weakly first order transition it is, however, an interesting observation
that the approximate second order scaling seems to be most consistent with Potts
model scaling, although there is no obvious reason which prefers it over the other
Ashkin-Teller models with the same global Z4 symmetry.
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6
Summary and Outlook
The common theme of all topics subsumed in this thesis is the study of different aspects
of QCD and here in particular aspects of finite density QCD and the deconfinement
transition. These were, however, not investigated in QCD itself but rather in QCD-like
theories obtained by slight deformations of the QCD Lagrangian. In this chapter we
want to highlight some of the most important results together with an outlook on
possible next steps for the future.
We start our summary with the last chapter, which should be seen as an example for
choosing the right set of tools for a particular problem and for the benefits of connecting
knowledge from different branches of physics. More specifically, it demonstrates the
power of universality methods. These are of course not directly applicable to SU(3)
in 3+1 dimensions due to the first order nature of the phase transition in the pure
gauge theory. However, if we either reduce the number of colors or the number of
spatial dimensions they can be applied very efficiently. Here it is a quite remarkable
result that properties of the corresponding universally related spin models– in 2+1
dimensions in particular their self-duality– can be directly observed in the gauge theory.
But even given these very efficient tools the analysis of the case of SU(4) in 2+1
dimensions illustrates the difficulties in the analysis of phase transitions in general
and the discrimination between a second order and a weakly first order transition in
particular.
We saw that strongly interacting theories like QCD at the scales relevant for hadron
physics require dedicated non-perturbative tools and encountered lattice QCD and the
Functional Renormalization Group as two complementary approaches. With regard
to the application to the QCD phase diagram one message is that these different
approaches should be tested against each other, which is of course hard to achieve in
3-color QCD at finite densities due to the fermion sign problem in Lattice QCD. It
provides at the same time one of the main motivations for studies of theories where
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such a comparison is possible at finite chemical potential, may it be in QCD-like
theories with positive fermion determinants or in non-relativistic systems like ultracold
fermionic gases. Such studies can then also tell us something about the reliability of
our methods in general and for the 3-color case in particular. The second important
message is that effective model studies as employed here are extremely valuable tools
for the understanding of lattice results and can even be used to guide future lattice
simulations.
Let us now turn to the first part of the thesis, and in particular to the second part
of Chapter 2, where we proposed a very simple truncation for the flow of the 2-point
function. This represents, however, just the first step required for the computation
of real-time quantities. The crucial step remains the analytical continuation from
Euclidean to Minkowski spacetime, which was carried out here on the level of the flow
equations and which allowed to extract spectral functions and pole masses. Such a
proper mass definition via the pole of the corresponding propagator was found to be
essential to satisfy the Silver Blaze property at zero temperature. Of further general
relevance for effective model calculations is the observed deviation of the commonly
used pion screening mass and the physical pion mass, which were expected to represent
a subleading effect but turned out to be of the order of 30% in a model with both
fermionic and bosonic degrees of freedom at leading order in the derivative expansion.
Another focus of this thesis was the study of QCD-like theories with positive
fermion determinants. These were discussed in effective model approaches for the three
representative examples of 2-color QCD, adjoint QCD and QCD with isospin chemical
potential. In particular, we presented numerical results for the phase diagrams of 2-
color QCD and QCD with isospin chemical potential taking into account both fermionic
and collective mesonic/baryonic fluctuations within the framework of the FRG. Here
the development of solution methods for flow equations of full field-dependent effective
potential parametrized by several invariants represented an important advance from the
technical point of view. These first FRG studies represent already an important step
beyond the well-studied mean-field approaches but remain to be improved in particular
in two important aspects in the future. The first concerns the inclusion of gauge degrees
of freedom, which was presented here only as an outlook in the form of the coupling to
a phenomenological Polyakov loop potential, however, including matter-backcoupling
to the gauge sector in the form of an adjusted transition temperature in the Polyakov
loop potential. The latter is, however, just the first step in the direction of a proper
inclusion of the full flow of the gauge sector. Also in this context 2-color QCD may
serve as a useful test case for different approaches for incorporating gauge degrees of
freedom in order to eventually firmly anchor effective model calculations in full QCD.
The second important point is to check the reliability of the obtained results in more
refined truncations. Here we proposed a truncation which goes beyond the zeroth
order derivative expansion and presented flow equations which remain to be solved
numerically in the future.
Apart from the absence of a fermion-sign problem, another reason to concentrate
on 2-color QCD was that it allows a very transparent demonstration of the impact of
baryonic degrees of freedom; its phase diagram neglecting diquark condensation closely
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resembles the corresponding quark-meson model phase diagrams for 3-color QCD
including a critical endpoint which, however, vanishes in the diquark condensation
phase after properly including diquark degrees of freedom. The impact of baryonic
degrees of freedom in 2-color QCD is one example for the predictive power of QCD-like
theories as it stresses the importance of these degrees of freedom for the 3-color phase
diagram in general and the fate of the critical endpoint in particular. The study
of baryonic degrees of freedom in 3-color QCD but perhaps also in adjoint QCD
is the next important step in the direction of a further improvement of functional
methods calculations at finite baryon densities. One starting point in this direction
could be the study of baryon-meson models as baryons and mesons represent the
relevant degrees of freedom for the description of the experimentally well-established
nuclear matter liquid gas transition. With the baryon-meson sector under control it is
then a comparably simple step to augment it by quarks and (color charged) diquarks
and appropriately constructed interaction terms consistent with Lorentz and isospin
symmetry to construct a quark-meson-diquark-baryon model.
Finally, the case of QCD with isospin chemical potential represents not only an
interesting problem on its own, which is related to that of 2-color QCD and which
allows in addition to study the competing effects of both baryon and isospin chemical
potential, but was supposed to illustrate the close relations between relativistic QCD-
like theories and non-relativistic polarized Fermi gases. Here the strong similarities
between the phase diagrams of these two physically vastly different systems was an
interesting observation, which might be interpreted as emergence of universal behavior
of strongly coupled systems in general. Furthermore, only the analogy to the polarized
Fermi gases helped to clarify the interpretation of the additional first order transition
inside the superfluid phase as a quantum phase transition to a Sarma phase, which was
stabilized by fluctuations. The fate of the Sarma phase in the original non-relativistic
system under inclusion of bosonic fluctuations is just one of several questions which
might be triggered by this correspondence and which remain to be investigated in the
future.
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A
Notations and Conventions
Integration and Fourier transform
We define a shorthand notation for integrations∫
p
≡
∫
ddp
(2pi)d
∫
x
≡
∫
ddx
∫∑
p
= T
∑
n∈Z
∫
dd−1p
(2pi)d−1
, (A.1)
where a sum over periodic (antiperiodic) Matsubara modes p0 = ωn ≡ 2npiT (p0 =
νn ≡ (2n+ 1)piT ) is understood.
For Fourier transformation we employ the following conventions
φ(p) ≡
∫
x
φ(x)e−ipx φ(x) =
∫
p
φ(p)eipx; ψ(p) ≡
∫
x
ψ(x)e−ipx ψ¯(p) ≡
∫
x
ψ¯(x)eipx.
(A.2)
Dirac algebra
For Euclidean signature we use hermitian gamma matrices obeying
{γi, γj} = 2δij (A.3)
which can be represented explicitly as
γµ = i
(
0 σ˜µ
σµ 0
)
where σµ = (−i, σj), σ˜µ = (−i,−σj) = −σµ† (A.4)
and
γ5 = γ1γ2γ3γ0 =
(
1 0
0 −1
)
(A.5)
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The charge conjugation matrix C = γ2γ0 obeys
CT = C† = C−1 = −C, i.e. C2 = −1
CγµC = γµT and Cγ5C = −γ5 i.e. [C, γ5] = 0
ψC = Cψ¯T (= Cγ0ψ∗ = −γ0Cψ∗) and thus ψC = ψTC
SµνTCγ5 = −Cγ5Sµν
(A.6)
For Lorentz transformations of spinors we define
Λ 1
2
= exp
(
i
2
ωµνS
µν
)
Sµν =
i
4
[γµ, γν ] . (A.7)
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B
Flow Equations for the 2-point Functions
in the O(N) Model
In this appendix we explicitly evaluate the different contributions to the flow equation
for the mesonic 2-point functions in the O(N) model for the sharp 3-momentum
regulator
Rk(~q
2) = (k2 − ~q2)Θ(k2 − ~q2) (B.1)
from Eq. (3.66). For I
(n)
k (φ
2)m from Eq. (2.28) one obtains explicitly
I
(1)
k (φ
2)m =
k5
3pi2
(1 + 2nb(E))
1
2E
, (B.2)
I
(2)
k (φ
2)m =
k5
3pi2
(
1
4E3
(1 + 2nb(E))− 1
2E2
n′b(E)
)
, (B.3)
where E2 = k2 +m2 and nb(E) designates the Bose-Einstein distribution function
nb(E) ≡ nb(E;T ) = 1
eE/T − 1 . (B.4)
The symmetrized expression Jk(p0, φ
2)m1,m2 + Jk(p0, φ
2)m2,m1 , which is related to
Eq. (2.32) and appears in the flow equations (2.30) and (2.31), evaluated for purely
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timelike external momentum pµ = (p0,~0) yields
Jk(p0, φ
2)m1,m2 +Jk(p0, φ
2)m2,m1
=
k5
3pi2
(
[1+nb(E1)+nb(E2)]
(E1+E2)3(E21+E1E2+E
2
2)+(E
3
1+E
3
2)p
2
0
4E31E
3
2(p20+(E1+E2)2)
2
− [nb(E1)− nb(E2)] (E1−E2)
3(E21−E1E2+E22)+(−E31+E32)p20
4E31E
3
2(p20+(E1−E2)2)
2
− [n′b(E1) + n′b(E2)] (E21−E22)2+(E21+E22)p204E21E22(p20+(E1−E2)2)(p20+(E1+E2)2)
+
[
n′b(E1)− n′b(E2)
] (E21−E22)(E21+E22+p20)
4E21E
2
2(p20+(E1−E2)2)(p20+(E1+E2)2)
)
,
(B.5)
where E2i =
√
k2 +m2i as defined above.
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C
SU(2N)/Sp(N) and SU(2N)/SO(2N)
Cosets and their Properties
C.1 Coset Generators
In this section we outline the explicit construction of the generators of the coset
SU(2N)/Sp(N), which is coset relevant for the symmetry breaking in fundamental
2-color matter, and of the generators of SU(2N)/SO(2N), which is relevant for adjoint
matter. More explicitly, we are looking for U ∈ SU(2N) which preserve
UTΣ0U = Σ0, (C.1)
where Σ0 is given by Eq. (3.13) and Eq. (3.14) respectively. Therefore we split the
(2N)2 − 1 generators of SU(2N), given just as a basis of the 2N × 2N traceless
hermitian matrices, into unbroken generators {T a} giving rise to group elements
satisfying Eq. (C.1) and the remaining coset generators {Xa}. On the level of the
generators condition (C.1) translates itself into
T aTΣ0 + Σ0T
a = 0. (C.2)
We define the coset generators as subset of SU(2N) generators obeying
XaTΣ0 − Σ0Xa = 0. (C.3)
This statement will be checked below by simply ensuring that the vector space spanned
by the hermitian traceless generators T a and Xa satisfying Eq. (C.2) and Eq. (C.3)
really constitutes the Lie algebra of SU(2N).
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SU(2N)/Sp(N) generators
The Lie algebra of SU(2N) can be split explicitly into the subspaces
T = {
(
D E
E† −DT
)
|D = D†, ET = E},
X = {( F G
G† FT
) |F = F †,Tr(F ) = 0, GT = −G}. (C.4)
T forms a N(2N + 1) = dimSp(N)-dimensional vectorspace which turns out to be the
Lie algebra of Sp(N) as the elements T a ∈ T satisfy T aTΣ0 + Σ0T a = 0. X forms a
N(2N − 1)− 1 dimensional vectorspace and can then be identified with the generators
of the coset where the coset elements Xa ∈ X indeed satisfying XaTΣ0 − Σ0Xa = 0.
As we are particularly interested in the case of N = 2 we explicitly state a basis for
the coset generators
X1 =
(
σ1 0
0 σ1
)
, X2 =
(
σ2 0
0 −σ2
)
, X3 =
(
σ3 0
0 σ3
)
, X4 =
(
0 −iσ2
iσ2 0
)
, X5 =
(
0 −σ2−σ2 0
)
.
(C.5)
SU(2N)/SO(2N) generators
In the second case we make use of the identity1 V TΣ0V = i1, for the unitary matrix
V = 1√
2
(1 + iΣ0). Now we define
T˜ a = V −1T aV
X˜a = V −1XaV
(C.6)
and find from Eq. (C.2)
V TT aTV −1TV TΣ0V = −V TΣ0V V −1T aV (C.7)
which implies T˜ aT = −T˜ a. The N(2N − 1) dimensional space of purely imaginary,
antisymmetric matrices constitutes the Lie algebra of SO(2N). As the generators
of the unbroken symmetry are unitary equivalent to those of SO(2N) the same is
at least locally true for the corresponding unbroken symmetry group and SO(2N).
Analogously one finds for the coset generators X˜aT = X˜a giving rise to N(2N + 1)− 1
coset generators Xa = V −1XaV , which together with the N(2N − 1) unbroken
generators constitute the (2N)2 − 1 dimensional Lie algebra of SU(2N) again. This
procedure can be used to construct an explicit basis of the coset generators for the
case of N = 2
X1 =
(
σ1 0
0 σ1
)
, X2 =
(
σ2 0
0 −σ2
)
, X3 =
(
σ3 0
0 σ3
)
, X4 =
(
0 −i1
i1 0
)
, X5 =
(
0 −iσ1
iσ1 0
)
,
X6 =
(
0 −iσ3
iσ3 0
)
, X7 = ( 0 11 0 ) , X8 =
(
0 σ1
σ1 0
)
, X9 =
(
0 σ3
σ3 0
)
,
(C.8)
1This is a special case of the Takagi factorization, which states that a general complex symmetric
matrix Σ0 can be decomposed as Σ0 = V
TDV in terms of a unitary matrix V and a diagonal
matrix D with entries given by the positive roots of the eigenvalues of the matrix Σ†0Σ0.
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and for the simpler case of N = 1
X1 =
(
0 −i
i 0
)
, X2 = ( 0 11 0 ) . (C.9)
C.2 Coset Properties
In this section we consider some general properties of the cosets SU(2N)/Sp(N) and
SU(2N)/SO(2N) and in particular of the two simplest non-trivial cases SU(4)/Sp(2)
and SU(2)/SO(2). We start with some general remarks about the coset elements.
Cartan’s immersion theorem states that a general coset element Σ can be written as
Σ = UTΣ0U for appropriately chosen U ∈ SU(2N). This readily implies Σ†Σ = 1,
det Σ = det Σ0 = 1, Σ
T = ±Σ, where the upper(lower) sign applies to SU(2N)/Sp(N)
(SU(2N)/SO(2N)). This means that the coset is formed by unitary, unimodular and
antisymmetric (for SU(2N)/Sp(N)) or symmetric (for SU(2N)/SO(2N)) matrices.
Furthermore note that Σ0 together with Σi = iΣ0Xi forms a basis of the complex
vector space of (anti)symmetric 2N × 2N matrices.
It turns out that in the two simplest cases SU(4)/Sp(2) and SU(2)/SO(2) the
coset elements themselves can be parametrized by unit vectors i.e. Σ = niΣi, where
Σi = iΣ0Xi and |~n| = 1, which was shown for SU(4)/Sp(2) in [158]. In fact since at
least locally SU(4)/Sp(2) ' SO(6)/SO(5) and SU(2)/SO(2) ' SO(3)/SO(2) this is
just the explicit expression of the well-known relation SO(N)/SO(N − 1) ' SN−1.
To see this explicitly for SU(2)/SO(2) and SU(4)/Sp(2) we start from a general
(anti)symmetric matrix Σ which we expand in terms of the basis of Σi i.e.
Σ = ziΣi = (xi + iyi)Σi. (C.10)
Demanding unitarity leads to
1 = Σ†Σ = 1
∑
i
|zi|2 +
∑
1≤i<j
(xiyj − xjyi)i[Xi, Xj ] (C.11)
Note that i[Xi, Xj ] either vanishes or is an unbroken generator. Only in the two cases
from above all of them are linearly independent, which then implies
∑
i |zi|2 = 1 and
xiyj = xjyi for all i 6= j. This in turn implies zi = nieiφ with
∑
i n
2
i = 1. In the
mentioned cases one explicitly calculates the determinant and demanding unimodularity
yields
1 = det Σ = e2iNφ, (C.12)
which implies at least for the component containing Σ0 that a general coset element
can be represented in terms of a unit vector (ni) as
Σ = niΣi. (C.13)
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C.3 Transformation Properties of ΨTΣiΨ
For the construction of effective models for 2-color QCD with fundamental quarks
and QCD with quarks in the adjoint representation, it is instructive to consider the
transformation properties of quark bilinears of the form ΨTΣiΨ, for Σi = iΣ0Xi
as before, under enlarged flavor transformations Ψ → UΨ and U ∈ SU(2Nf ). For
U = exp(iθXa Xa + iθ
T
a Ta) we find the infinitesimal transformation behavior
ΨTΣaΨ→ ΨTΣaΨ+iθXk ΨT (XTk Σa+ΣaXk)Ψ+iθTk ΨT (T Tk Σa+ΣaTk)Ψ+ . . . (C.14)
Employing the definition of Σi one finds (X
T
k Σa + ΣaXk) = iΣ0Xk, Xa and T
T
k Σa +
ΣaTk = iΣ0[Xa, Tk] and can now easily work out the infinitesimal transformation
properties of (ΨTΣiΨ) using an explicit basis for the generators Tk and Xa:
1. SU(4)/Sp(2) ' SO(6)/SO(5) (β = 1, Nf = 2) :
δ

ΨTΣ0Ψ
ΨTΣ1Ψ
ΨTΣ2Ψ
ΨTΣ3Ψ
ΨTΣ4Ψ
ΨTΣ5Ψ
 = i 2i

0 θX2 θ
X
3 θ
X
4 θ
X
5 θ
X
6
−θX1 0 −θT4 −θT3 θT10 θT9
−θX2 θT4 0 −θT2 θT7 −θT8
−θX3 θT3 θT2 0 −θT6 −θT5
−θX4 −θT10 −θT7 θT6 0 −θT1
−θX5 −θT9 θT8 θT5 θT1 0


ΨTΣ0Ψ
ΨTΣ1Ψ
ΨTΣ2Ψ
ΨTΣ3Ψ
ΨTΣ4Ψ
ΨTΣ5Ψ
 (C.15)
This is the transformation law of a (complex) vector of SO(6).
2. SU(2)/SO(2) ' SO(3)/SO(2) (β = 4, Nf = 1) :
δ
(
ΨTΣ0Ψ
ΨTΣ1Ψ
ΨTΣ2Ψ
)
= i 2i
(
0 θX1 θ
X
2
−θX1 0 −θT1
−θX2 θT1 0
)(
ΨTΣ0Ψ
ΨTΣ1Ψ
ΨTΣ2Ψ
)
(C.16)
This is the transformation law of a (complex) vector of SO(3).
3. SU(4)/SO(4) ' SO(6)/SO(4) (β = 4, Nf = 2) :
δ

ΨTΣ0Ψ
ΨTΣ1Ψ
ΨTΣ2Ψ
ΨTΣ3Ψ
ΨTΣ4Ψ
ΨTΣ5Ψ
ΨTΣ6Ψ
ΨTΣ7Ψ
ΨTΣ8Ψ
ΨTΣ9Ψ

= i 2i

0 θX1 θ
X
2 θ
X
3 θ
X
4 θ
X
5 θ
X
6 θ
X
7 θ
X
8 θ
X
9
−θX1 0 −θT4 θT1 iθX5 iθX4 θT2 iθX8 iθX7 −θT6
−θX2 θT4 0 −θT5 −θT6 −iθX9 iθX8 −θT2 iθX6 −iθX5
−θX3 −θT1 θT5 0 iθX6 θT2 iθX4 iθX9 −θT6 iθX7
−θX4 iθX5 −θT6 iθX6 0 iθX1 iθX2 θT3 θT5 θT4
−θX5 iθX4 −iθX9 −θT2 iθX1 0 θT1 θT5 θT3 −iθX2
−θX6 −θT2 iθX8 iθX4 iθX3 −θT1 0 θT4 iθX2 θT3
−θX7 iθX8 θT2 iθX9 −θT3 −θT5 −θT4 0 iθX1 iθX3
−θX8 iθX7 iθX6 θT6 −θT5 −θT3 iθX2 iθX1 0 θT1
−θX9 θT6 −iθX5 iθX7 −θT4 −iθX2 −θT3 iθX3 −θT1 0


ΨTΣ0Ψ
ΨTΣ1Ψ
ΨTΣ2Ψ
ΨTΣ3Ψ
ΨTΣ4Ψ
ΨTΣ5Ψ
ΨTΣ6Ψ
ΨTΣ7Ψ
ΨTΣ8Ψ
ΨTΣ9Ψ

(C.17)
This is not the transformation law of simple vector and reiterates the fact that
the β = 4, Nf = 2 case cannot be treated in terms of a simple vector model
as the two cases discussed before but requires a matrix model due to the more
complicated structure of the coset SU(4)/SO(4).
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Flow Equations for the (P)QMD Model
In this appendix we sketch the derivation of the flow equations for the (P)QMD model.
In the first section we introduce massive energy projectors as a particularly convenient
way of representing fermion propagators and evaluating the corresponding Dirac traces.
In Section D.2 we discuss the flow equation for the effective potential for the PQMD
model at zeroth order in the derivative expansion. Finally in Section D.3 we discuss
the flow equations for the extended truncation introduced in Section 3.5.3.
D.1 Massive Energy Projectors
To conveniently handle expressions involving fermion propagators at finite chemical
potential, it turns out to be useful to introduce the Euclidean analogues of the commonly
used massive energy projectors [108]. Therefore we define
Λ±(~p) =
1
2
(
1± γ
0(i/~p+M)
Ep
)
and Λ
(M=0)
± (~p) =
1
2
(
1± iγ
0/~p
|~p|
)
, (D.1)
where Ep =
√
~p2 +M2. This allows us to write the Euclidean Dirac equation as
(i/p− µγ0 +M) = γ0
∑
j=±
(ip0 − µ+ jEp)Λj . (D.2)
Furthermore one easily verifies that Λ± are projection operators i.e. they satisfy
Λ±Λ± = Λ±, Λ±Λ∓ = 0 and Λ+ + Λ− = 1. These projectors can now be used to
conveniently invert matrices of the form
B−1(pµ) =
(
i/p−µγ0+M ∆γ5
−∆∗γ5 i/p+µγ0+M
)
, (D.3)
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as the inverse matrix can be written as
B(pµ) =
(
B11(pµ) B12(pµ)
B21(pµ) B22(pµ)
)
, (D.4)
where
B11 = b
+
11Λ+γ
0 + b−11Λ−γ
0, (D.5)
B12 = b
+
12Λ+γ
5 + b−12Λ−γ
5, (D.6)
B21 = b
+
21Λ+γ
5 + b−21Λ−γ
5, (D.7)
B22 = b
+
22Λ+γ
0 + b−22Λ−γ
0, (D.8)
with coefficients b±ij given by
b±11 =
ip0+µ∓Ep
(ip0−E∓p )(ip0+E∓p ) , (D.9)
b±12 =
∆
(ip0−E∓p )(ip0+E∓p ) , (D.10)
b±21 =
−∆∗
(ip0−E±p )(ip0+E±p ) , (D.11)
b±22 =
ip0−µ∓Ep
(ip0−E±p )(ip0+E±p ) , (D.12)
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where E±p =
√
(Ep ± µ)2 + ∆∆∗. Dirac traces can now be worked out easily using the
expressions for Dirac traces involving combinations of projectors such as
Tr(Λ±(~p)γ0Λ±(~q)γ0) =
1
EpEq
(EpEq +M
2 − ~p~q), (D.13)
Tr(Λ±(~p)γ0Λ∓(~q)γ0) =
1
EpEq
(EpEq −M2 + ~p~q), (D.14)
Tr(Λ±(~p)γ5Λ±(~q)γ5) =
1
EpEq
(EpEq −M2 + ~p~q), (D.15)
Tr(Λ±(~p)γ5Λ∓(~q)γ5) =
1
EpEq
(EpEq +M
2 − ~p~q), (D.16)
Tr(Λ±(~p)γ0γ5Λ±(~q)γ0γ5) =
1
EpEq
(−EpEq +M2 + ~p~q), (D.17)
Tr(Λ±(~p)γ0γ5Λ∓(~q)γ0γ5) =
1
EpEq
(−EpEq −M2 − ~p~q), (D.18)
Tr(Λ±(~p)Λ±(~q)) =
1
EpEq
(EpEq +M
2 + ~p~q), (D.19)
Tr(Λ±(~p)Λ∓(~q)) =
1
EpEq
(EpEq −M2 − ~p~q), (D.20)
Tr(Λ
(M=0)
± (~p)γ
0Λ±(~q)γ0) = 1− ~p~q|~p|Eq , (D.21)
Tr(Λ
(M=0)
± (~p)γ
0Λ∓(~q)γ0) = 1 +
~p~q
|~p|Eq . (D.22)
D.2 Flow of the Effective Potential in the PQMD Model
Fermionic contributions
To obtain the flow equation for the effective potential we have to evaluate the right
hand side of the flow equation for a constant field configuration here chosen as
(φ¯i) = (σ¯,Re ∆¯, Im ∆¯, ~¯pi)
T = (ρ,Re ∆, Im ∆,~0)T . For a general 3-momentum regulator
Rk,F =
(
i/~prk,F 0
0 i/~prk,F
)
(D.23)
we find using the Ansatz (3.67)
(Γ
(2,0)
k +Rk,F )|φ=φ¯ =
(
(ip0−µ−ia02 )γ0+i/~p(1+rk,F )+gρ g∆γ5
−g∆∗γ5 (ip0+µ−ia02 )γ0+i/~p(1+rk,F )+gρ
)
(D.24)
and obviously
∂tRk,F =
(
i/~p∂trk,F 0
0 i/~p∂trk,F
)
= ∂trk,F |~p|(Λ(M=0)− γ0 − Λ(M=0)+ γ0). (D.25)
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We can now use Eq. (D.4) to invert Eq. (D.24) and easily evaluate the Dirac traces
using Eq. (D.21) and Eq. (D.22), which yields the following expression for the fermionic
contribution to the flow of the effective potential
∂tUk,F = − 1VTr
[
(Γ(2,0) +Rk,F )
−1∂tRk,F
]
= −4Nf
∫∑
p
~p2(1 + rk,F )∂trk,F
(
1+ µ
E
(νn−a02 +iE+)(νn−
a0
2 −iE+)
+
1− µ
E
(νn−a02 +iE−)(νn−
a0
2 −iE−)
)
= −2Nf
∫
d3p
(2pi)3
~p2(1 + rk,F )∂trk,F
∑
±
(
1± µ
E
) 1
E±
sinh(βE±)
Φ + cosh(βE±)
,
(D.26)
where E =
√
~p2(1 + rk,F )2 + h2ρ2, E
± =
√
(E ± µ)2 + h2|∆|2 and V denotes the
spacetime volume. For the sharp 3-momentum regulator rk,F =
(
−1 +
√
k2
~p2
)
Θ(k2 −
~p2), one recovers the fermionic contribution listed in Eq. (3.68).
Bosonic contributions
Again evaluating the RHS of the flow equation for the Ansatz from (3.67) for a constant
field configuration (φ¯i) = (σ¯,Re ∆¯, Im ∆¯, ~¯pi)
T = (ρ, d, 0,~0)T yields
(Γ(0,2) +Rk)ij |φ=φ¯ =
(
A 0
0 (p20 + ~p
2(1 + rk,B) + 2Uk,ρ)13×3
)
, (D.27)
using a 3-momentum regulator
Rk,B = 16×6 ~p2rk,B (D.28)
with
A =
(
p20+~p
2(1+rk,B)+2Uk,ρ+4Uk,ρρρ
2 4Uk,ρdρd 0
4Uk,ρdρd p
2
0+~p
2(1+rk,B)+2Uk,d+4Uk,dd−4µ2 −4p0µ
0 4p0µ p20+~p
2(1+rk,B)+2Uk,d−4µ2
)
.
(D.29)
Using the bosonic regulator Rk,B from Eq. (D.28) we end up with the following bosonic
contribution to the flow of the effective potential:
∂tUk,B =
1
2VTr
[
(Γ
(2)
k,B +Rk,B)
−1∂tRk,B
]
=
1
2
∫∑
p
~p2∂trk,B
(
3
p20 + E
2
pi
+ TrA−1
)
,
(D.30)
where Epi =
√
~p2(1 + rk,B) + 2Uk,ρ. All Matsubara sums can still be evaluated analyt-
ically by noting that TrA−1 is a rational function in p20 with quadratic numerator and
cubic denominator. It is particularly convenient to employ the sharp 3-momentum
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regulator rk,B = (
k2
~p2
− 1)Θ(k2 − ~p2) for which the spatial momentum integration
becomes trivial. In this case one finds
∂tUk,B =
k5T
6pi2
∑
n
(
3
ω2n + k
2 + 2Uk,ρ
+
3(ω2n)
2 + α1ω
2
n + α0
(ω2n)
3 + β2(ω2n)
2 + β1ω2n + β0
)
(D.31)
with coefficients αi, βi depending on chemical potential and derivatives of the effective
potential listed explicitly below. Denoting the roots of the denominator by ω2n,0 = −z2i
for i = 1, 2, 3 one can evaluate all Matsubara sums analytically using standard methods
and obtains the corresponding bosonic contribution to Eq. (3.68).
For completeness we list the coefficients αi and βi appearing in Eq. (D.31)
α0 =3k
4 + 4k2(−4µ2 + 2Uk,d + 2d2Uk,dd + Uk,ρ + 2ρ2Uk,ρρ)
+ 4
(
4µ4 + U2k,d + 2Uk,d(d
2Uk,dd + Uk,ρ + 2ρ
2Uk,ρρ) −
4µ2(Uk,d + d
2Uk,dd + Uk,ρ + 2ρ
2Uk,ρρ)
+2d2(Uk,ddUk,ρ − 2ρ2U2k,ρd + 2ρ2Uk,ddUk,ρρ)
)
(D.32)
α1 =6k
2 + 8Uk,d + 8d
2Uk,dd + 4Uk,ρ + 8ρ
2Uk,ρρ (D.33)
β0 =(k
2 − 4µ2 + 2Uk,d)
(
k4 + 2k2(−2µ2 + Uk,d + 2d2Uk,dd + Uk,ρ + 2ρ2Uk,ρρ)
+ 4(−2µ2Uk,ρ + Uk,dUk,ρ + 2d2Uk,ddUk,ρ − 4d2ρ2U2k,ρd
+2ρ2(−2µ2 + Uk,d + 2d2Uk,dd)Uk,ρρ)
)
(D.34)
β1 =3k
4 + 4k2(2Uk,d + 2d
2Uk,dd + Uk,ρ + 2ρ
2Uk,ρρ)
+ 4
(
4µ4 + U2k,d − 4µ2(Uk,d + d2Uk,dd − Uk,ρ − 2ρ2Uk,ρρ)
+2Uk,d(d
2Uk,dd + Uk,ρ + 2ρ
2Uk,ρρ)
+2d2(Uk,ddUk,ρ − 2ρ2U2k,ρd + 2ρ2Uk,ddUk,ρρ)
)
(D.35)
β2 =3k
2 + 8µ2 + 4Uk,d + 4d
2Uk,dd + 2Uk,ρ + 4ρ
2Uk,ρρ. (D.36)
D.3 Improved Truncation
In this appendix we sketch the derivation of the flow equations for the improved QMD
model truncation introduced in Section 3.5.3. The flow equation for the effective
potential is obtained as in the previous section by evaluating the flow equation
for a constant field configuration (φ˜i) = (σ˜, ∆˜R, ∆˜I , ~˜pi)
T = (ρ˜, d˜, 0,~0)T . The flow
equations for wavefunction renormalization factors and Yukawa couplings are most
conveniently obtained following [49]. Therefore one decomposes the scale-dependent
inverse propagator into a field-independent part (Γ
(2)
0 ) containing propagators and
cutoff functions and a field-dependent part (∆Γ(2)) i.e.
Γ
(2)
k +Rk = Γ
(2)
0 + ∆Γ
(2). (D.37)
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Now one formally expands the flow equation Eq. (2.17)
∂tΓk =
1
2 ∂˜tSTr
[
Γ
(2)
0
−1∆Γ(2)
]
− 12 · 12 ∂˜tSTr
[(
Γ
(2)
0
−1∆Γ(2)
)2]
+ 12 · 13 ∂˜tSTr
[(
Γ
(2)
0
−1∆Γ(2)
)3]
+ . . . ,
(D.38)
where ∂˜t = ∂tRk
∂
∂Rk
is a formal derivative which acts on the regulator only and the
dots denote field-independent parts and higher order terms in the expansion. The
formulation (D.38) is particularly convenient because powers of (Γ
(2)
0
−1∆Γ(2)) can be
worked out as simple matrix multiplications. The flow of the fermionic wavefunction
renormalization Zψ is now obtained via the projection
δ(0)∂tZψ =
(−i)
(d−1)dγNfNcTrD,f,NG
[
γi ∂
∂pi
−→
δ
δ ¯˜Ψ(p)
∂tΓk
←−
δ
δΨ˜(q)
]∣∣∣∣
p=q=0
= −14 (−i)(d−1)dγNfNcTrD,f,NG
[
γi ∂
∂pi
−→
δ
δ ¯˜Ψ(p)
∂˜tSTr
[(
Γ
(2)
0
−1∆Γ(2)
)2] ←−
δ
δΨ˜(q)
]∣∣∣∣
p=q=0
,
(D.39)
where the outer trace runs over Dirac, flavor and Nambu-Gorkov space. The bosonic
wavefunction renormalization factors Zr and Zd are calculated via
δ(0)∂Zr =
∂
∂~p2
δ2∂tΓk
δp˜i1(−p)δp˜i1(q)
∣∣∣
p=q=0
= − 14 ∂∂~p2
δ2∂˜tSTr
[(
Γ
(2)
0
−1∆Γ(2)
)2]
δp˜i1(−p)δp˜i1(q)
∣∣∣∣∣∣
p=q=0
(D.40)
δ(0)∂Zd =
∂
∂~p2
δ2∂tΓk
δ∆˜I(−p)δ∆˜I(q)
∣∣∣
p=q=0
= − 14 ∂∂~p2
δ2∂˜tSTr
[(
Γ
(2)
0
−1∆Γ(2)
)2]
δ∆˜I(−p)δ∆˜I(q)
∣∣∣∣∣∣
p=q=0
(D.41)
We stress the importance of extracting the flow of the wavefunction renormalization
factors in both cases from the Goldstone modes as only this ensures that both coincide
for µ = 0. The flow of the Yukawa couplings hr and hd is obtained from
δ(0)∂thr =
(−i)
NfdγNc
TrD,f,NG
[
τ1γ
5Pˆr
−→
δ
δ ¯˜Ψ(p)
−→
δ
δp˜i1(q)
∂tΓk
←−
δ
δΨ˜(r)
]∣∣∣∣
p=q=r=0
= 16
(−i)
NfdγNc
TrD,f,NG
[
τ1γ
5Pˆr
−→
δ
δ ¯˜Ψ(p)
−→
δ
δp˜i1(q)
∂˜tSTr
[(
Γ
(2)
0
−1∆Γ(2)
)3] ←−
δ
δΨ˜(r)
]∣∣∣∣
p=q=r=0
(D.42)
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and
δ(0)∂thd =
(−i)
NfdγNc
TrD,f,NG
[
γ5Pˆd
−→
δ
δ ¯˜Ψ(p)
−→
δ
δ∆˜I(q)
∂tΓk
←−
δ
δΨ˜(r)
]∣∣∣∣
p=q=r=0
= 16
(−i)
NfdγNc
TrD,f,NG
[
γ5Pˆd
−→
δ
δ ¯˜Ψ(p)
−→
δ
δ∆˜I(q)
∂˜tSTr
[(
Γ
(2)
0
−1∆Γ(2)
)3] ←−
δ
δΨ˜(r)
]∣∣∣∣
p=q=r=0
,
(D.43)
with matrices
Pˆr =
(
1 0
0 −1
)
, Pˆd = ( 0 11 0 ) (D.44)
acting in Nambu Gorkov space. Note again that only the projection using the Yukawa
couplings of the Goldstone modes to quarks ensures the degeneracy of hr and hd at
µ = 0. After working out the propagator Γ
(2)
0 and the fluctuation matrix ∆Γ
(2) for
the Ansatz from Eq. (3.80) one can now derive the flow equations for wavefunction
renormalization factors and Yukawa couplings. Dirac traces can be worked out
conveniently using the formalism introduced in Section D.1. In the following we employ
a generic 3-momentum regulator, which is represented by
Rk =

Zr~p2rk,Br
Zd~p
2rk,Bd12×2
Zr~p2rk,Br1NB×NB
Zψ i/~p
T rk,F12×2
Zψ i/~prk,F12×2
 (D.45)
in a basis (σ˜(p), ∆˜R(p), ∆˜I(p), ~˜pi(p), Ψ˜(p),
¯˜Ψ(−p)T ).
Definitions and Propagators
We define dimensionless variables x ≡ ~p2
k2
, pˆ0 =
p0
k , µˆ =
µ
k and Tˆ =
T
k . The constants
kept in the expressions below are the spacetime dimension d, the dimension of the
Gamma matrices dγ , the conventional factor vd =
Ωd
4(2pi)d
related to the surface Ωd
of the d-dimensional unit sphere, the number of colors Nc and the number of pions
NB = 3 although we are particularly interested in the 2-color case where d = dγ = 4,
v3 =
1
8pi2
,Nc = 2 and NB = 3 and the 3-color isospin case for which Nc = 3 and NB = 1.
Furthermore we define renormalized fields ρ2 = Zrρ˜
2k−2, d2 = Zdd˜2k−2, ∆ = Z
1/2
d ∆˜,
∆∗ = Z1/2d ∆˜
∗ and renormalized couplings via hr = h˜r
ZψZ
1/2
r
and hd =
h˜d
ZψZ
1/2
d
. In the
following we employ the suggestive notation Ur =
∂Uk
∂ρ2
etc., where all derivatives are
taken with respect to renormalized fields. Primes denote derivatives with respect to x.
Now we define dimensionless boson propagators
(Aij) =
1
detB
(
Pd1Pd2+P
2
dd −Pd2Pds PddPds
−Pd2Pds Pd2Ps −PddPs
−PddPds PddPs −P 2ds+Pd1Ps
)
, (D.46)
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where
Ps = pˆ
2
0 + x(1 + rk,Br) + (2Ur + 4Urrρ
2)k−2, (D.47)
Ppi = pˆ
2
0 + x(1 + rk,Br) + 2Urk
−2, (D.48)
Pd1 = pˆ
2
0 + x(1 + rk,Bd) + (2Ud + 4Uddd
2)k−2 − 4µˆ2, (D.49)
Pd2 = pˆ
2
0 + x(1 + rk,Bd) + 2Udk
−2 − 4µˆ2, (D.50)
Pdd = −4pˆ0µˆ, (D.51)
Pds = 4Urdρdk
−2, (D.52)
detB = Ps(P
2
dd + Pd1Pd2)− Pd2P 2ds, (D.53)
(D.54)
and fermion propagators
b±11 = −
ipˆ0 + µˆ∓ ˆx
pˆ20 + Eˆ
∓
x
2
, b±12 = −
hd∆k
−1
pˆ20 + Eˆ
∓
x
2
, b±21 = −
−hd∆∗k−1
pˆ20 + Eˆ
±
x
2
, b±22 = −
ipˆ0 − µˆ∓ ˆx
pˆ20 + Eˆ
±
x
2
,
(D.55)
where
ˆx =
√
x(1 + rk,F )2 + h2rρ
2k−2, ˆ±x = ˆx ± µˆ, Eˆ±x =
√
ˆ±x 2 + h2dd2k−2 (D.56)
and
b˜±ij =
b±ij
ˆx
, bˇ±ij =
b±ij(1 + rk,F )
ˆx
. (D.57)
Effective potential
The flow equation for the effective potential evaluated at fixed renormalized fields ρ2
and d2 is given by
∂tUk|ρ2,d2 = ∂tUk,B|ρ˜2,d˜2 + ∂tUk,F |ρ˜2,d˜2 + ηrρ2Ur + ηdd2Ud, (D.58)
where the fermionic/bosonic contributions generalize the expression from the simple
truncation discussed in the previous section
∂tUk,B|ρ˜,d˜ = vd−1kdTˆ
∑
pˆ0
∫
dxx
d−1
2
[
(∂trk,Br − ηrrk,Br)(NBP−1pi +A11)
+(∂trk,Bd − ηdrk,Bd)(A22 +A33)]
(D.59)
∂tUk,F |ρ˜,d˜ = −4NcNf dγ4 vd−1kdTˆ
∑
pˆ0
∫
dxx
d−1
2 (∂trk,F − ηψrk,F )(1 + rk,F )
∑
±
1± µˆˆx
pˆ20 + Eˆ
±
x
2
(D.60)
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Bosonic anomalous dimensions
The bosonic anomalous dimensions receive contributions from a fermionic and a bosonic
loop diagram, i.e. ηr/d = η
ferm
r/d + η
bos
r/d, where the fermionic contributions read explicitly
ηfermr =
NcNf
d− 1 h
2
r2vd−1k
d−4 dγ
4 Tˆ
∑
pˆ0
∂˜t
∫
dx
[
− x d−12
∑
±
[
(b±11
′)2 + (b±22
′)2 + b±11
′b∓11
′ + b±22
′b∓22
′ + 2b±12
′b±21
′ + 2b±12
′b∓21
′]
+ h2rρ
2k−2x
d−1
2
∑
±
[
(b˜±11
′)2+(b˜±22
′)2−b˜±11′b˜∓11′−b˜±22′b˜∓22′−2b˜±12′b˜±21′+2b˜±12′b˜∓21′
]
+ x
d+1
2
∑
±
[
(bˇ±11
′)2 + (bˇ±22
′)2 − bˇ±11′bˇ∓11′ − bˇ±22′bˇ∓22′ − 2bˇ±12′bˇ±21′ + 2bˇ±12′bˇ∓21′
]]
(D.61)
and
ηfermd =
NcNf
d− 1 h
2
d2vd−1k
d−4 dγ
4 Tˆ
∑
pˆ0
∂˜t
∫
dx
[
+ x
d−1
2
∑
±
[
(b±12
′)2 + (b±21
′)2 + b±12
′b∓12
′ + b±21
′b∓21
′ − 2b±11′b±22′ − 2b±11′b∓22′
]
+ h2rρ
2k−2x
d−1
2
∑
±
[
(b˜±12
′)2+(b˜±21
′)2−b˜±12′b˜∓12′−b˜±21′b˜∓21′+2b˜±11′b˜±22′−2b˜±11′b˜∓22′
]
+ x
d+1
2
∑
±
[
(bˇ±12
′)2 + (bˇ±21
′)2 − bˇ±12′bˇ∓12′ − bˇ±21′bˇ∓21′ + 2bˇ±11′bˇ±22′ − 2bˇ±11′bˇ∓22′
]]
,
(D.62)
and the bosonic contributions are given by
ηbosr =−
32
d− 12vd−1k
d−6Tˆ
∑
pˆ0
∂˜t
∫
dxx
d−1
2
[
U2rrρ
2A′11P
−1
pi
′
+2UrrUrdρdA
′
12P
−1
pi
′ + U2rdd
2A′22P
−1
pi
′] (D.63)
and
ηbosd =−
16
d− 12vd−1k
d−6Tˆ
∑
pˆ0
∂˜t
∫
dxx
d−1
2
[
d2U2dd(A
′
22 −A′23)2
+2dρUddUrd(A
′
13A
′
23 +A
′
12A
′
33) + 2ρ
2U2rd(A
′2
13 +A
′
11A
′
33)
]
.
(D.64)
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Fermionic anomalous dimension
The fermionic anomalous dimension is only driven by a fermionic loop diagram and is
explicitly given by
ηψ =
1
4
1
d− 12vd−1k
d−4 dγ
4 Tˆ
∑
pˆ0
∂˜t
∫
dxx
d−1
2 (1 + rk,F )ˆ
−1
x
[
[h2r(A
′
11 +NBP
−1
pi
′)
+ h2d(A
′
22 +A
′
33)]
(
b+11 − b−11 + b+22 − b−22
)
+ 2ih2dA
′
23
(
b+11 − b−11 − b+22 + b−22
)]
.
(D.65)
Yukawa couplings
The flow of the Yukawa couplings receives contributions from two loop diagrams
involving both fermions and bosons,
∂thr = (ηψ +
1
2ηr)hr + ∂th
1st term
r + ∂th
2nd term
r (D.66)
∂thd = (ηψ +
1
2ηd)hd + ∂th
1st term
d + ∂th
2nd term
d . (D.67)
∂th
1st term
r = 2vd−1k
d−5 dγ
4 Tˆ
∑
pˆ0
∂˜t
∫
dxx
d−3
2
[
2h3rρ
kˆx
[A11Urrρ+A12Urdd]P
−1
pi (b
+
11 − b−11 + b+22 − b−22)
+ 2hrhd[A21Urrρ+A22Urdd]P
−1
pi (−b+12 − b−12 + b+21 + b−21)
] (D.68)
∂th
1st term
d = 2vd−1k
d−5 dγ
4 Tˆ
∑
pˆ0
∂˜t
∫
dxx
d−3
2
[
ih2rhdρ
kˆx
[(A13A22−A23A12)dUdd+(A13A12−A23A11)ρUrd](b+11−b−11−b+22+b−22)
+
h2rhdρ
kˆx
[
(A13A23+A12A33)dUdd+(A
2
13+A11A33)ρUrd
]
(b+11−b−11+b+22−b−22)
+ h2d
[
(A223 +A22A33)dUdd + (A13A23 +A12A33)ρUrd
]
(−b+12 − b−12 + b+21 + b−21)
]
(D.69)
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∂th
2nd term
r = 2vd−1k
d−4 dγ
4 Tˆ
∑
pˆ0
∂˜t
∫
dxx
d−3
2
[
− (h3r [A11 + (NB − 2)P−1pi ] + hrh2d[A22 +A33])
∑
±
[
b±11b
∓
11 + b
±
22b
∓
22 + 2b
±
12b
±
21
]
+
2ih3rhdA13ρ
kˆx
(
b+21b
+
11−b−21b−11−b+22b−21+b−22b+21−b+11b−12+b−11b+12+b+12b+22−b−12b−22
)
+ 2ih2dhrA23
∑
±
[
b±11b
∓
11 − b±22b∓22
]]
(D.70)
∂th
2nd term
d = 2vd−1k
d−4 dγ
4 Tˆ
∑
pˆ0
∂˜t
∫
dxx
d−3
2
[
+
[
hdh
2
r(A11 +NBP
−1
pi ) + h
3
d(A22 −A33)
]∑
±
[
(b±21)
2 + (b±12)
2 − 2b±11b∓22
]
+
2ih2rh
2
dA13ρ
kˆx
(
b+12b
+
11−b−12b−11+b+21b+22−b−21b−22+b+11b−21−b−11b+21+b+22b−21−b−22b+12
)]
(D.71)
Analytical limits
Despite of the rather complex structure of these equations one can verify that the
expressions satisfy several important consistency conditions. Firstly, one easily verifies
that all expressions are manifestly real using (b±11)
∗ = −b∓22 and (b±12)∗ = −b∓21.
The second cross check involves the d = 0 limit. This implies in particular that
b±ij = 0 for i 6= j and the expressions for b±ii simplify accordingly. For an SO(6)
symmetric potential, setting in addition the diquark coupling to the chemical potential
to zero which corresponds to Pdd = 0, one has A11 = P
−1
s and Aii = P
−1
pi for i > 1. In
this case the flow equations have to reduce to the standard quark-meson model flow
equations with NB + 2 pions. These are given in the literature for the 1-flavor case at
finite temperature [159, 110] and for the two flavor case at zero temperature for a 4d
regulator in [42].
The last check is the case of zero chemical potential where one has to recover the full
enlarged SU(4) flavor symmetry, which implies that ηr = ηd and ∂thr = ∂thd. This
limit can be checked explicitly for the expression given above.
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Employing sharp 3-momentum regulators
For the sharp 3-momentum regulators
rk,Br =
(
1
x
− 1
)
Θ(1− x), (D.72)
rk,Bd =
(
1
x
− 1
)
Θ(1− x), (D.73)
rk,F =
(
1√
x
− 1
)
Θ(1− x), (D.74)
the formal derivatives acting on bosonic/fermionic fields read
∂˜t|Br =
(
2
x
− ηr
(
1
x
− 1
))
Θ(1− x) ∂
∂rk,Br
, (D.75)
∂˜t|Bd =
(
2
x
− ηd
(
1
x
− 1
))
Θ(1− x) ∂
∂rk,Bd
, (D.76)
∂˜t|F =
(
1√
x
− ηψ
(
1√
x
− 1
))
Θ(1− x) ∂
∂rk,F
. (D.77)
In particular this regulator choice allows to evaluate all momentum integrals analytically.
The same applies in principle to the remaining Matsubara sums, although a numerical
evaluation might turn out to be advantageous due to the rather complex structure of
the equations.
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