We consider the generalized time-dependent Schrödinger equation on the half-axis and a broad family of nite-di erence schemes with the discrete transparent boundary conditions (TBCs) to solve it. We rst rewrite the discrete TBCs in a simpli ed form explicit in space step h. Next, for a selected scheme of the family, we discover that the discrete convolution in time in the discrete TBC does not depend on h and, moreover, it coincides with the corresponding convolution in the semi-discrete TBC rewritten similarly. Both moments allow us to prove the bound for the di erence between the kernels of the discrete convolutions in the discrete and semi-discrete TBCs that is the rst result of such kind. Numerical experiments on replacing the discrete TBC convolutions by the semi-discrete one exhibit truly small absolute errors though not relative ones in general. The suitable discretization in space of the semi-discrete TBC for the higher-order Numerov scheme is also discussed.
DTBCs in a simpli ed form explicit in space step h. Next, for a selected scheme in the family (equivalent to the multi-symplectic one), we discover that the discrete convolution in time in the DTBC does not depend on h and, moreover, it coincides with the corresponding one in the SDTBC rewritten preliminarily in the similar form.
The simpli ed form and the last unexpected fact allow us to prove the bound for the di erence between kernels of the discrete convolutions representing discrete and semi-discrete TBCs in terms of the space and time mesh steps. This is the rst result of such kind and was an unsolved problem for rather long time. It should be noted that any bounds on closeness of the discrete and integro-di erential TBCs are still absent.
The results of numerical experiments on replacing the DTBCs by the SDTBC are also presented in the simplest situation for several schemes of the family. In general, they exhibit that the corresponding absolute errors are truly small (and better than it could be expected from the proven bound), uniformly in time and both in L and C space mesh norms, though unfortunately this can be not the case for the relative ones. Thus the DTBCs cannot be always replaced by the SDTBC if the latter moment is essential; consequently there is even less reason to hope that the DTBCs can be replaced by some more simple and less close to them approximate TBCs.
In addition, we also discuss the suitable discretization of the derivative in the SDTBC for the higher-order in space Numerov scheme. We show that the same discretization as in the DTBC is able to destroy the higherorder and suggest to apply another one corresponding to the linear FEM.
Theoretical results
We consider the initial-boundary value problem for a generalized 1D time-dependent Schrödinger equation on the half-axis i ℏρD t ψ = − ℏ D(BDψ) + Vψ, x > , t > (1.1)
Hereafter, the unknown wave function ψ = ψ(x, t) is complex-valued, i is the imaginary unit, ℏ > is a physical constant and ρ(x), B(x) and V(x) are the given real-valued coe cients such that ρ ⩾ ρ > and B ⩾ B > . Also D t = ∂/∂t and D = ∂/∂x are the partial derivatives. We note that the generalized Schrödinger equation with variable leading coe cients has a lot of physical applications for semiconductors, compositionally graded crystals, quantum dots, liquid crystals, the nuclear many-body problem, etc. (see, for example, [10, 14, 15] ).
We rather standardly assume also that, for some su ciently large X > ,
so that (1.1) becomes the much simpler Schrödinger equation with constant coe cients for large x
(1.5)
We x some X > X and de ne a non-uniform mesh ω h,∞ in x on [ , ∞) with the nodes = x < ⋅ ⋅ ⋅ < x J = X < . . . and the steps h j := x j − x j− supposing that h J ⩽ X − X and h j = h ≡ h J for j ⩾ J. It should be noted that non-uniform meshes are very useful, in particular, in the case of potential wells.
Let ω h,∞ := ω h,∞ \ { } and h j+ / := (h j + h j+ )/ . We exploit the backward and modi ed forward di erence quotients as well as the backward and forward averages in x:
We also recall the three-point averaged operator of multiplication by a real mesh function :
depending on the real parameter θ (see [8] ). We also de ne the uniform in time mesh ω τ with the nodes t m = mτ, m ⩾ , and the step τ > ; let ω τ := ω τ \ { }. We exploit the backward di erence quotient, the symmetric average and the backward shift in time
In [8], a broad family of two-level symmetric in time (i.e., of the Crank-Nicolson type) nite-di erence schemes was studied for problem (1.1)-(1.4)
Here ρ h , B h , and V h are (real) approximations of ρ, B, and V, respectively; we suppose that ρ h ⩾ ρ and B h ⩾ B.
In the simplest case, one can set h j := (x j− / ) for continuous = ρ, B and V.
For di erent values of θ, the family includes a number of particular schemes: the standard Crank-Nicolson scheme without averages (for θ = ) studied in [3, 6, 7, 9] , the nite element method (FEM) for linear elements (for θ = / ) studied in particular in [2, 17] , a four-point symmetric vector (or multi-symplectic) scheme (for θ = / ) studied in equivalent forms in [11, 12] and, in the case of constant coe cients (for θ = / ), the higher-order Numerov scheme presented in [13, 21] (see also the 2D case in [18] ). The case θ = / corresponds also to the linear FEM with the numerical integration based on the midpoint rule (in the integrals containing ρ and V).
The uniform in time stability in two space norms was proved in [8] for θ ⩽ / that we suppose to be valid below.
The DTBC allows to restrict rigorously the decaying solution of a scheme on the in nite mesh to the nite in space mesh {x j } Remark 1.2. On the basis of the Crank-Nicolson discretization, high-order methods in time step can be easily constructed and successfully applied exploiting the Richardson extrapolation in time, with similar stability properties and without derivation of the new DTBC (see [22, 24] ).
We intend to rewrite the operator S ref θ in a simpli ed form explicit in h. Let P m (µ) be the classical Legendre polynomials extended by P m (µ) = for m < . We need the constantŝ
independent of h. Let arg z be de ned up to πk for any integer k whereas arg z ∈ [ , π), for z ∈ ℂ \ { }.
Proposition 1.1. The operator in the DTBC (1.8) has the discrete convolution form
with the parameters
Proof. The presented formulas follow from respective ones in [8] (re ned from misprints) by inserting there a = h â excepting formula (1.11) for c θ , where the sign minus should be replaced by (− ) k with the integer k such that
(the left arg could be replaced by arg). Let us prove that always (− ) k = − for θ ⩽ / (note that for θ > this is not the case in general). For θ < , we rewrite
with ζ θ := /( θ) − h â. Since now arg ζ θ ∈ (π, π), we get arg (ζ θ − δ) ∈ (π, arg ζ θ ) for δ > and thus ∆ θ ∈ ( π, π). Finally, for θ = / , we get ∆ θ = arg ζ θ − arg ( − ζ θ ) with ζ θ := − h â. We have arg ζ θ ∈ (π, π) and arg ( − ζ θ ) ∈ ( , arg ζ θ − π), thus ∆ θ ∈ ( π, π) too. We note that the xed sign in formula (1.11) for c θ is essential to study asymptotic behaviour as h → below.
We also rewrite (1.11) and (1.12) in a form similar to [23] . Let α θ := + ( − θ)h â, then
Corollary 1.1. Formulas (1.11) for θ and µ θ can be rewritten as
Proof. It is su cient to note thatβ
In addition, to make the derivation in [8] closer to the FEM case [23] , notice that, for the involved linearfractional function
The numerator of the fraction can be rewritten as
according to [8] , and since
for any real φ and φ , formulas (1.14) appear once again.
The next result is a direct consequence (see [8, 9] ) of the classical Laplace asymptotic formula for the Legendre polynomials and the last corollary.
Corollary 1.2. The following asymptotic formula holds
This corollary is important to guarantee stable computations using R m . But the condition imposed on µ θ was not analyzed previously. Now we can specify it as follows.
Corollary 1.3. Let A ⩾ be a parameter. The following conditions
The right condition is also necessary.
Proof. We have
According to Corollary 1.1, this implies the result.
then conditions (1.15) are necessary and su cient. In practice, it is more e ective to compute R m = R m ( , µ) by the recurrence relations [8, 9] :
Corollary 1.4. The operator S ref / (de ned by formulas (1.9) and (1.10) for θ = / ) is independent of h since its parameters are
( 1.17) Proof. Clearlyα / = â andβ / = â that implies the result.
We note that, in the particular case V ∞ = , we get / = −i and µ / = , thus the formulas for S ref / are essentially simpli ed since the right formula (1.17) and the recurrence relations (1.16) are reduced to We also consider the semi-discrete Crank-Nicolson method for problem (1.1)-(1.4)
We write down the corresponding SDTBC allowing to restrict its solution to [ , X] × ω τ in the form
The SDTBCs were previously considered in the slightly di erent form ( DΨ)| x=X = S D Ψ X on ω τ or in the form of the corresponding Neumann-to-Dirichlet map in [1, 2, 16, 17, 19] . They were presented there explicitly only in the particular case V ∞ = when they were simpli ed essentially. The next result is somewhat unexpected. Proof. We derive the operator S D by the approach from [6, 8] to clarify the result. For brevity, we con ne ourselves by a formal derivation. We recall the reproducing function
(cp. to (1.5)) and also Ψ (x) = . Applying the operator T to this equation with constant coe cients, we get the second order ODE in x with the complex parameter z
Its solution such that Ψ(x, z) → ∞ as x → +∞ has the form
where (−) ⋅ is the branch of ⋅ with the negative real part. Then
and according to (1.21) we have
Similarly to [8] , for z small enough, we have
Clearly
according to [8] since a/a * = / and a /a * = − / µ / . The proof is complete.
Now we can study closeness for the kernels of the operators S ref θ and S D .
Proposition 1.3. The following bound holds
Proof. It is easy to see
Therefore
The Legendre polynomials have the properties
for example, see [5] . Consequently
(1.25)
Owing to (1.13) andα / = â we get
Exploiting the relations
, |sin kλ| ⩽ |k| |sin λ| for real λ and integer k we further obtain
Using the last three bounds in (1.25) and recalling Proposition 1.2, we derive bound (1.23). Alsoâ = O( /τ) and α θ = + o( ) as ( − θ)h /τ → and τ ⩽ τ that implies (1.24).
According to (1.24), in particular, sup m⩾ 
Numerical experiments
In this section we present the interesting results of numerical experiments on replacing the discrete convolution in time in the DTBC by the corresponding one from the SDTBC. We consider the initial-boundary value problem (1.1)-(1.3) for the Schrödinger equation with the constant coe cients ρ(x) ≡ , B(x) ≡ , V(x) ≡ and the scaled ℏ = .
We also exploit the nite uniform meshes x j = jh, ⩽ j ⩽ J, with h = X/J and t m = mτ, ⩽ m ⩽ M, with τ = T/M. To apply the SDTBC, we discretize (1.21) mainly similarly to (1.8) replacing S ref θ by S D . However, according to Remark 1.1, this reduces the total approximation order of the Numerov scheme, i.e., for θ = / , thus, in this case, below we also exploit the improved SDTBC (ISDTBC) combining the left-hand side of (1.8) for θ = / together with its right-hand one for θ = / . Looking ahead, we will see that this change really improves the accuracy.
We rely upon the well-known exact solution (the Gaussian wave packet), with the real parameters k (the wave number), α > and x ( ) . Then
Though ψ G ( , t) and ψ G (x, ) are non-zero, below they both are su ciently small for any t ⩾ and x ⩾ X. We choose the parameters k = (that is rather high), α = / and x ( ) = . together with X = . and T = .
. This example is rather standard though not so simple and in this respect we follow several previous papers including [8, 9, 23] for convenience of comparing the results. In Fig. 1, we give the modulus and the real part of the initial function and L -norm and C (i.e., the uniform) one over [ , X] of the solution in dependence with time. The wave packet is moving to the right and, for T = .
, is almost leaving the computational domain, and thus the norms decrease abruptly.
We compute the numerical solutions using the DTBC and the SDTBC for various J and M as well as θ. We rst take θ = / , J = and M = and in Fig. 2 see that at the initial stage of computing the behaviour of both absolute and relative errors is the same in the DTBC and the SDTBC cases. But when the wave packet is leaving the domain, in the DTBC case, the absolute errors decrease abruptly and the relative errors decrease slightly whereas, in the SDTBC case, the absolute errors stabilize and the relative errors increase signi cantly, reaching their high maximum values at the nal computation moment T. The last behaviour is rather typical. We emphasize that though both numerical solutions have reasonable absolute errors, the di erence between the exploited discrete convolution kernels is signi cant that one clearly observes from Fig. 2 where their modules are shown (notice carefully that, in the SDTBC kernel, zero elements for odd m, see (1.18), are omitted). This means that an averaging e ect plays the important role.
For θ = / and M = , in Table 1 we present various errors for the numerical solutions using the DTBC (the upper table), the SDTBC (the middle table) and the ISDTBC (the lower table): the absolute maximum in time L -errors E L , the absolute maximum in time C-errors E C and the associated maximum in time relative errors E L ,rel and E C,rel together with their ratios as J increases. Comparing the results in the DTBC and the SDTBC cases, the latter absolute errors are higher but at the same level whereas the latter relative errors are much more higher. In the DTBC case, for moderate values J = and , we see higher orders of decreasing for both the absolute and relative errors (where R L > and R C > ) whereas, in the case of the SDTBC, we can do that only for the absolute errors, moreover, for J = , only R C is close to 5. Also in the DTBC case, for larger values J = and , the orders of the error decreasing become low since the value of M is not su ciently large. In the SDTBC case, the order of the absolute L -error decreasing is close to 2 (since R L ≈ ) for J = and , while the orders of the relative error decreasing are very close to 2 for any J. In addition it is worth noting that the absolute and relative di erences of the numerical solutions using the DTBC and the SDTBC all demonstrate the second decreasing order (we omit the corresponding table).
Passing to the ISDTBC clearly improves the absolute errors almost to their values in the DTBC case and remarkably improves the relative errors demonstrating their higher decreasing order close to 3 now (clearly bringing us to Remark 1.1 once again).
In Fig. 4 , we give the maximum in time absolute L and C errors for various θ in dependence with J = , , , , and , for M = . For θ = , / , / , the results are close in both the DTBC and the SDTBC cases, and the errors are maximal for θ = / whereas they are very close for θ = and / (except J = ). For θ = / , the errors are signi cantly smaller than for the previous values of θ, and in the DTBC case they are smaller compared to the SDTBC one. Passing to the ISDTBC makes the last mentioned errors very close to the DTBC case.
In Fig. 5 , we show the corresponding maximum in time relative L and C errors for the same θ in dependence with the same values of J, once again for M = . In the DTBC case, the behaviour of the relative errors and absolute ones is close (except the minimal J = ). But in the SDTBC case, the situation is different. Namely, the scheme for θ = / loses its advantages and is no more the best in either L -norm or C-one. The relative L errors decrease strictly as θ increases. The relative C error is the largest also for θ = but the smallest for θ = / now whereas the similar errors for θ = / and θ = / are located between them and are very close to each other for J ⩾ . Once again passing to the ISDTBC reduces the relative error in L -norm and especially in C-norm signi cantly and makes the scheme for θ = / the best one.
In both Figs. 4 and 5 we can see that the upper and lower graphs for θ = / are the same since the DTBC and the SDTBC coincide in this case.
Finally, for θ = / and J = , in Table 2 we present various errors for the numerical solutions using the DTBC and the SDTBC as M increases. In the DTBC case (the upper table), the orders of both the absolute and relative error decreasing are very close to 2. However, in the SDTBC case (the middle table), only the former orders are close to 2 whereas the relative errors slightly decrease only for moderate values of M and then remain almost unchanged. In the ISDTBC case (the lower table), all the errors are very close to the DTBC one (except the last two values of E L ,rel ).
Comparing the last results in the DTBC and the SDTBC cases, we have also found that the maximal absolute di erences between the corresponding numerical solutions are less than . ⋅ − in L -norm and . ⋅ − in C-norm for all values of M in the last table. Thus, they are notably smaller than the absolute errors of both solutions, i.e., the numerical solutions are much closer to each other than to the exact one.
In addition, for the selected J, notice that the runtime is practically proportional to M since the corresponding ratios of runtimes equal 1.98, 2.04, 1.92, 2.02 and 1.95, 2, 2.08, 2, respectively, in the DTBC and the SDTBC cases. Thus the total cost for single computing the DTBC kernel and M-multiple computing the discrete convolutions in the DTBC or the SDTBC is inessential with respect to the cost for solving the linear algebraic systems in computing the numerical solution at all M time levels.
