Standard fixed symmetric kernel type density estimators are known to encounter problems for positive random variables with a large probability mass close to zero.
Introduction
There are many applications in particular in economics where densities of positive random variables are the object of interest or an essential model ingredient to be estimated from data. Compare e.g. income data, financial transaction data, volatility models but also duration and survival times data. In a lot of these situations, however, appropriate functional forms are unknown or controversial, such that a nonparametric estimate is needed. And it is often the point estimates close to the boundary which are in the focus of practical interest thus require good precision.
For cases of densities where most of the data is concentrated away from the boundary, there is a huge literature on boundary correction techniques of the standard symmetric fixed kernel density estimator. Such adjustments are needed at points close to the boundary since fixed kernels might assign positive weight outside the support yielding inconsistent results. Among these techniques count e.g. the cut-and normalized kernel (see Gasser and Müller, 1979) , the reflection method (see Schuster, 1958 ) and the generalized reflection estimator (see Karunamuni and Alberts, 2005) .
If, however, the true density might have substantial mass close the boundary, there are superior methods such as the boundary kernel of Jones (1993) . As this estimator could yield negative point estimates, this is corrected in Jones and Foster (1996) at some minor cost of performance (see Jones, 1993) . In comparison, the combination of polynomial transformation followed by reflection as in Marron and Ruppert (1994) is much less flexible working well exclusively at boundaries if the initial transformation is close enough to the density shape near zero.
Nonparametric kernel density estimators with asymmetric kernels such as gamma kernels have been introduced to improve upon the performance of fixed kernels at the boundary. In particular for positive random variables, their flexible shape avoids the boundary consistency problem and directly yields positive estimates by construction (see Chen, 2000) . Moreover, in this class of nonnegative kernel density estimators, asymmetric kernels achieve the optimal rate of convergence in the sense of the mean integrated squared error (MISE) (see, e.g., Chen, 2000; Scaillet, 2004) . Furthermore, their variance decreases, the further points of estimation move away from the boundary.
This leads to an advantage in situations of naturally unbalanced scattered design points in particular for densities with sparse areas (see, e.g., Chen, 1999; Hagmann and Scaillet, 2007; Michels, 1992) . As generally boundary and unequal design issues get increasingly severe for higher dimensions, the use of gamma kernels especially pays off for multivariate density or regression problems (see Bouezmarni and Rombouts, 2010a) . We also demonstrate this in a simple multivariate setup as part of our simulation study.
The effect becomes very pronounced and therefore of particular relevance for the extreme case of functional data analysis (see Ferraty and Vieu, 2006) . We contribute to the extensive literature of kernel estimation on the boundary, by clearly identifying design situations where finite sample and asymptotic performance of gamma kernel estimates are distinctly superior to any competing fixed kernel adjusted estimates and should thus be strictly preferred. Such situations occur when the true f approaches the boundary with a derivative f significantly different from zero. Such density shapes naturally appear in high-frequency data e.g., when studying aggregated trading volumes (see Figure 1 ) but also in many other applications such as spectral density estimation of long memory time series or when modeling volatilities in particular on the intra-daily level (see, e.g., Corradi et al., 2009; Robinson and Henry, 2003) .
But we also show that depending on the underlying shape of the true density, the two existing gamma kernel estimators, the so called standard and modified version as introduced in Chen (2000) , might also differ substantially in boundary performance and still leave significant room for improvement. While in practice almost exclusively a modified gamma type kernel estimator is used, we find that in particular for pole situations the standard gamma type estimator yields large performance advantages. We therefore introduce a simple data-driven criterion identifying such extreme settings.
For all other design situations, we propose a refined gamma kernel estimator, which outperforms all existing estimators in a comprehensive finite sample study. The new estimator introduces a modification parameter according to the shape of f and its first two derivatives close to the boundary. For determining the appropriate specification of this refined gamma kernel estimator in practice we also provide an automatic procedure.
Our two applications clearly demonstrate the significant impact of a design dependent choice of gamma type kernel on the overall estimation results. For high frequency stock trading volumes, we detect a pole situation and obtain on improved fit from the standard gamma kernel estimator as opposed to the generally applied modified one. In realized variance forecasts, the new refined gamma kernel estimator is the only one which yields results consistent with financial theory, while all other competing estimators produce an unexpected bias.
Kernel Density Estimation at the Boundary
Throughout the paper, we study density estimation for the case that the support S X ⊂ R of an unknown density is bounded from one side. Without loss of generality, we take this bound to be a lower bound and equal to zero as in many applications as e.g. wage distributions, distribution of trading volumes, etc.. Obtained results, however, can be easily generalized by appropriate translations and reflections at the y-axis. Note also that we restrict our initial theoretical exposition to the case of univariate densities for ease of notation. Multivariate extensions are then systematically straightforward via product kernels. We illustrate this in a simple simulation exercise in a multivariate setting in Section 3 which highlights the gain of our method in particular for higher dimensions.
For a random sample {X i } n i=1 from a distribution with unknown density f X (x), the conventional kernel density estimator has the form
where is b a smoothing bandwidth with b → 0 and nb → ∞ as n → ∞ and K is a kernel function which integrates to unity i.e., K (u) du = 1. If the shape of K is symmetric and fixed across the support, estimation and inference are generally simplified for unbounded support. But if zero bounds the support S X from below,f X is inconsistent at the boundary [0, b) for such simplistic choices of K. The literature has therefore provided many suggestions for adjustments in fixed kernel estimation, which we will outline in more detail when they appear as benchmarks in the simulation section 3.
What characterizes all these approaches, however, is that they mostly work well only for specific forms of f x in the boundary region and/or can yield negative estimates.
In particular, for densities with non-vanishing probability mass close to zero as in
Figures 1 these standard correction methods perform poorly at the boundary. Though in applications, it is exactly this boundary region which is in the focus of attention and requires precise estimates.
Standard Asymmetric Kernel Density Estimators
Density estimators with locally varying form kernels have shown good performance for a wide range of shapes of the underlying true density. Such kernels are nonnegative, but no longer symmetric adjusting in skewness along the support. For the considered one-sided boundary problem, gamma kernel estimators are the simplest and most popular forms of such flexible estimators. In case of a two-sided boundary which is not our focus here, beta kernels would be the appropriate choice (see Chen, 1999) . There are two alternative specifications of gamma kernel estimators proposed by Chen (2000) of which the first kind is defined asf
where K γ x/b+1,b denotes the density of the gamma distribution with shape parameter x/b + 1 and scale parameter b, i.e.
Consistency and asymptotic normality of the above estimator are straightforward to derive under standard assumptions. See, e.g., Chen (2000) for the pointwise, and Hagmann and Scaillet (2007) for the uniform version. For time series observations, consistency can also be obtained under mixing assumptions in Bouezmarni and Rombouts (2010b) . In particular, for a sufficiently smooth density f X ∈ C 2 (S X ), it can be shown that bias and variance vanish asymptotically for b → 0 and nb → ∞. Their asymptotic forms are
and
where κ is a nonnegative constant and
. Accordingly, the asymptotic mean squared error is
Note that the asymptotic variance decreases for large x which is offset by an increasing bias. In contrast to fixed kernel estimators, the asymptotic bias contains the first derivative of the density f which is due to the fact that the chosen flexible kernel shape has its mode rather than its mean at the point of estimation x. The modified gamma kernel estimator improves on this for most of the support without generating convergence problems in the boundary region. In particular, it uses the pdf of a gamma distribution with shape parameter x/b and scale parameter b as kernel function in the interior of the support. This has mean x, but is unbounded for x approaching zero.
Therefore the kernel function consists of two regimes where the boundary form is chosen ad hoc to smoothly connect to the desired interior shape while avoiding unboundedness problems. According to Chen (2000) the estimator is thus defined aŝ
where
Note that the estimator fixes the size of the boundary region to the area from 0 to 2b independent of the shape of the underlying true density. The asymptotic bias of the modified gamma kernel estimator has the desired leading term
(a) b = 0.0091
− x} entering asymptotic bias and variance of the modified gamma kernel estimator. Bandwidths of two DGPs from the simulation study in Section 3 are used.
where Figure 2 ). Its variance can be shown to have the same structure as in (5) with modified constant
See Chen (2000) for details on the derivations.
Choice of Estimators for Different Density Shapes Near Zero
In general in the literature, the modified gamma kernel estimator has been strictly preferred to the standard gamma kernel version. While a simple comparison of their asymptotic variances, however, reveals that the constant for the modified estimator C b is strictly larger than the one for the standard gamma kernel C b close to the boundary (for all κ < 1), this has been justified by the similarity to fixed kernels in asymptotic bias behavior of the modified gamma kernel as displayed in (9). Though, when carefully comparing the leading asymptotic bias terms of both gamma type estimators, we find that there are also cases where it is asymptotically more favorable to use the standard gamma kernel estimator. For all x > 2b in the interior of the support with
the standard gamma kernel is preferable to the modified version. This occurs in particular for areas where the density satisfies the shape restrictions
The lower bound is fulfilled for values x where f and f have different sign, i.e. where the density f is either decreasing and convex or where it is concave and increasing.
In the first case, it can be shown that if f has a pole at zero, then trivially also the upper bound of (12) is satisfied. If additionally f does not have any local maxima, the standard gamma kernel should be preferred to the modified version for the entire interior support (see Figure 3 ). Our simulation study below confirms that this is also of significant importance in finite samples in particular for smaller sample sizes. It can be easily shown, that a pole is a sufficient condition, but the same logic also applies to all densities with f < −c < 0, c not too small and f ≥ 0 close to the boundary.
Apart from these pronounced cases at the boundary, any density whose support is unbounded from the right will be convex and decreasing for large x in order to be integrable. In this situation, the asymptotic variance regimes are identical for both gamma type estimators. And in the asymptotic bias, independent from the rate of decay of f , the upper bound of (12) always holds in these regions. For very large x, however, slopes and curvature values are generally small yielding overall small biases for any kernel type estimator such that a measurable advantage of the standard versus modified gamma kernel estimator might disappear. Besides these convex cases, unimodal densities are concave around the mode, and increasing to the left of the mode (see Figure 3 ). Also in this area, the use of the standard gamma kernel estimator might be recommendable. In finite samples, however, observed differences are rather small even in the extreme case of a strictly concave density between zero and the mode.
Moreover, also on the boundary for x ∈ [0, 2b), the standard gamma kernel estimator can perform better than the modified one, if
As ξ b < 1, this can occur for densities f with opposite sign of f and f . Thus in some pole situations satisfying (12), the standard gamma kernel is superior to the modified
c α > 0 for any x = αb on the boundary. This is in particular satisfied for densities f which can be approximated by cx −1 or cx −2 for c > 0 on the boundary. Though as the Schematic densities for which the standard gamma kernel estimator in (2) and (3) should be preferred over the modified version in (2) and (8) according to the shape restriction (12). Left figure: condition (12) is satisfied globally for x > 2b and for x ≤ 2b condition (13) holds if f can be bounded by cx −3 in this area. Right figure: condition (12) can be satisfied locally to the left of the mode.
boundary region is vanishingly small, its influence on the overall estimation results is negligible (compare the simulation results in Section 3).
In practice, it is therefore important to detect pole situations in advance in order to choose the best performing estimator among standard and modified gamma kernel estimators. We propose a simple but reliable measure to check for poles as opposed to standard cases. If f has a pole at zero, it is the relative convergence and consistency of the estimatorf which is of main importance in order to judge if the correct order of decay is detected. See e.g. Robinson and Henry (2003) for how this is important regarding consistent estimation of the long memory parameter in long range dependent time series. Thus it must hold that |f (x)/f (x) − 1| = o P (1). The governing term in the stochastic expansion for the right hand side controlling convergence is x
, which we write as xD(x). See the proof of Theorem 5.3. in Bouezmarni and Scaillet (2005) .
The practically most important pole situations occur for densities which have or can be bounded by densities with hypergeometric decay from zero, i.e. f (x) = bx −α with b < 0 and 0 < α < 1 (the cases with α > 1 are excluded by f being a density). Here the quantity xD(x) equals the constant −α irrespective of the scaling b.
For distinguishing a pole situation from a no pole situation, it is favorable to study D(x) directly to get sufficient power of the criterion against alternatives. Therefore we estimate D(x) by exploiting the simple relation
Note that for x approaching 0, in a pole situation D(x) is significantly negative, approaching infinity at rate −α x in case of densities decreasing with hypergeometric speed and -1 for exponential type behavior. In all other settings where the modified gamma kernel is the method of choice D(x) is significantly positive. As a criterion, D(x) combines properties of the density and its slope to distinguish the pole situation from other density shapes. This is more powerful than checking density and slope separately in isolation. In practice, D(x) can be estimated by the difference quotient based on modified gamma kernels
where b > 0 is the same bandwidth as for the density estimates at x and x + b. For the practical scope of this paper it is sufficient to work with a rough criterion checking if D(x) is significantly negative or not. Developing a novel formal test for H 0 of a hypergeometric pole situation is beyond the scope of this paper. Though, we conjecture that using the results in Fernandes and Grammig (2005) for specification testing in the simple density case, the corresponding asymptotic distribution of the centered test statistic nb 2 D(x) + α x could be derived. However, as calculations are quite involved and should be complemented with a valid bootstrap approximation scheme for finite samples, we leave this for future research and a paper on its own.
Refined Estimation with Modified Gamma Kernels
In cases where we can exclude a pole at the boundary, the modified gamma kernel generally should be the method of choice in terms of best asymptotic performance.
Though in the literature, its chosen form in particular in the boundary region has mainly been justified by (computational) convenience. Our simulation results, however, clearly indicate that alternative slightly more flexible specifications can significantly improve upon the performance of standard modified gamma kernels.
In particular, we propose simple refined versions of the modified gamma kernel, where an additional specification parameter c allows for higher accuracy if appropriately chosen in a data-driven way. We study two types of refined modified gamma kernels, i.e.
where c ∈ (0, 1] with c = 1 yielding the original parametrization in both cases. Specification v I shifts the boundary regime below one and introduces a flexible quadratic middle part. In the latter regime, for
where ρ b (x) is defined as in (8). Importantly, fulfilment of the condition implies that specification v I is closer to the theoretically optimal situation with the mean of the kernel being at the observation point as compared to the original modified gamma kernel. The second alternative, v II , keeps two regimes and the general structure of the original specification but shrinks the boundary region proportionally to the value of the tuning parameter c. This modification also affects asymptotics in the interior of the support, as the mean of the kernel equals x/c and, hence, only in the trivial case c = 1 coincides with the point of estimation. Figure 4 shows plots of ρ b (x) based on the specification proposed by Chen (2000) along with the above refined versions for different values of the constant c and using the bandwidths of two DGPs from the simulation study in Section 3. In addition, we include x/b, which corresponds to the interior component of the original specification and implies a gamma kernel with mean at the point of estimation. In its middle regime,
b is closer to x/b than the original specification for c = 0.6 in the right and for both values of c in the left figure, as in these cases condition (18) is satisfied. Close to the boundary, the shape function of specification v I takes values below one, implying that the resulting gamma densities and thus, gamma kernels are unbounded at the origin (see Figure 5) . But the finite sample study below clearly reveals that this specification (17)). Black longdashed line: original modified kernel (see (8)). Grey long-dashed line: interior regime of original specification and refined version v I , x/b. Bandwidths of the modified gamma kernel estimator for two DGPs from the simulation study in Section 3 are used.
outperforms the original modified and the refined version v II in all settings where a modified gamma kernel should be applied.
For a feasible implementation of these refined estimators, we provide an automatic procedure to select the tuning parameter c: for a fixed bandwidth b, we determine the threshold x c = b κ for which the two MSE expressions of the modified gamma kernel in (10) coincide. Then the optimal value of c can then be obtained as c * = κ/2 = x c / (2 b).
In practice, this approach requires minimizing the objective function in 0
Evaluation of the objective function requires estimates of the unknown density and its first two derivatives. f X (x) and f X (x) = D(x) f X (x) can be estimated using the original modified gamma kernel. An estimate of f X (x) can be obtained by differentiating, e.g., the simple gamma kernel estimator:
where ψ(u) = (d/du) ln Γ(u) and ψ 1 (u) = d 2 /du 2 ln Γ(u) denote the digamma and trigamma function, respectively.
Simulation Study
For a complete picture, we compare basic, modified and refined gamma kernel estimators for a wide range of test densities representing all potential types of shapes near the boundary to standard boundary corrected versions of the symmetric fixed kernel density estimator (1). This also complements simulation studies in the literature for the two standard gamma kernels such as Chen (2000) which only focusses on very specific density settings and Hagmann and Scaillet (2007) which is restrictive in the range of fixed boundary kernel competitors.
All fixed kernels are based on the Epanechnikov kernel K(u) = 3/4(1 − The reflection estimator proposed by Schuster (1958) has the form
In the inside of the support for x ≥ 2h, it coincides with the standard kernel density estimatorf Fixed X in (1). Karunamuni and Alberts (2005) generalize the reflection estimator (21) tô
while λ 0 is a constant such that 12 λ 0 > 1. 1
In the cut-and-normalized estimatorf CaN X introduced by Gasser and Müller (1979) , the kernel function K on the boundary is truncated at ν and normalized ensuring integration to unity. For the Epanechnikov kernel, it has the form
General boundary corrected estimatorsf Bound X (see, e.g., Jones, 1993) replace the standard kernel function on the boundary by a modified version K Bound , which is chosen to meet the following conditions
We use the boundary kernel based on the Epanechnikov kernel, which has the following form
A method that corrects for the possible negativity of the boundary kernel estimates was proposed e.g. by Jones and Foster (1996) . The estimator has the following form
We compare the performance of the estimators for seven different density functions with nonnegative support, which reflect the variety of practically relevant types of shapes on left-bounded support. The densities of DGP 1 and DGP 2 are entirely decreasing and convex with DGP 2 exhibiting pole behavior at zero. The remaining densities are increasing near the boundary. For DGP 3 and 4, the density is locally convex in the boundary region, while for 5,6 and 7 it is concave with varying degree of steepness. The corresponding density shapes are depicted in Figure 6 . All DGPs are generated from different specifications of the flexible generalized F distribution, which is based on a gamma mixture of the generalized gamma distribution (see, e.g., Lancaster, 1997) . Its marginal density function is given by Table 1 shows the values of the shape parameters a, m and η for the seven DGPs considered. To ensure comparability across the different DGPs, the expectation is restricted to one by setting the scale parameter λ equal to
From each DGP, we draw 1000 random samples {X i } n i=1 of size n = 400 and n = 4000. To minimize the effects of sampling variation, we follow Zhang (2010) and select the optimal bandwidth for each estimator and DGP by minimizing the integrated mean squared error (IMSE) IMSE f X (x) = 1 1000
where τ is a small number andf r X (x) denotes the density estimate for the rth simulated sample. Bandwidth selection is conducted using the sample size n b = 200, which requires multiplying the resulting bandwidths by the factor (n/n b ) −1/5 for the subsequent analysis. The rescaled bandwidths for n = 400 and n = 4000 are reported in Table 2 . (28). We use the following tuples of shape parameters a, m and η. The scale parameter λ is chosen such that the expectation of each DGP is normalized to one. Corresponding shapes of the densities are depicted in Figure 6 . Table 1 . Left: DGP 1 (black solid), DGP 2 (black short-dashed), DGP 3 (black long-dashed) and DGP 4 (grey solid). Right: DGP 5 (black solid), DGP 6 (black short-dashed) and DGP 7 (black long-dashed). The two gamma kernel estimators estimators exhibit noticeably smaller bandwidths in comparison to the other estimators, which can be explained by the reduced variance of the former in the interior part of the support. comparison with the standard fixed kernel adjustments, gamma kernel estimators appear to offer a satisfactory performance. They are clearly more precise for DGPs 2, 5 and 6, while yielding similar (or only slightly higher) IMSEs in the remaining cases. In particular, the single largest improvement in favor of the (basic) gamma kernel is achieved in the pole scenario of DGP 2. Note that when the applied polynomial transformation for the method of Marron and Ruppert (1994) was close to the true pole behavior, we could also construct a fixed kernel estimator with a similar or even better precision for DGP 2. Corresponding results, however, were not robust to deviations of the transformation from the true density shape near zero implying a high risk of extremely large IMSEs in practice. Due to the tailored construction of the above method for pole situations only, also the IMSE records for any other form of the density were largely inferior to the rest. We therefore do not report results for this estimator.
Second, the simulation evidence confirms the relationship between the performance of the basic and modified gamma kernel estimator and the shape of the underlying density. If the latter has first and second derivatives of opposing sign in the interior of the support, as is the case for DGPs 3, 4, 6 and 7 in the subinterval to the right of the mode, the basic gamma kernel yields noticeably lower IMSEs (see bottom panel). When considering the entire interval [0, 2], the basic gamma kernel is more precise for DGPs 2 and 6 with the most striking gains occurring in the former scenario, as it corresponds to a globally convex density with pole at zero. Finally, the above relation breaks down within the boundary region due to the involvement of the factor ξ b (x) in the asymptotic bias (see (9)). For DGPs 5 and 6, the modified gamma kernel implies lower IMSEs over the leftmost subinterval in which the corresponding densities are increasing and concave (see lower top panel).
The simulation results stress the importance of determining pole situations in advance, which can be achieved by examining the normalized density derivative D(x) in the boundary region. We estimate the latter as in (15) using the modified gamma kernel for the points x ∈ {0, b, 2b}, where b is the bandwidth of the corresponding estimator. Table 5 reports descriptive statistics of the estimates for n = 400. In case of DGP 2, these estimates are highly negative at all three points, demonstrating that our simple method is able to detect a pole at zero. We obtain negative estimates at all or at distinct points also for DGPs 1 and 6 but their magnitude is considerably lower than in the above true pole scenario.
As was argued in Section 2.2, whenever no pole situation has been detected, the modified gamma kernel in its original or refined form should be used. The IMSEs of the three corresponding estimators are displayed in Table 6 . For the refined kernels v I and v II , a set of values for the threshold c is considered. To ensure comparability, we apply the bandwidths b of the original modified gamma kernel to all estimators and also use 2b as the upper integration limit in the IMSE calculations. The main finding is that the refined kernel v I , exhibits a high precision in all situations, for which the modified kernel should be considered, i.e. all DGPs except the second one. The improvement with respect to the original specification is particularly pronounced, accompanied by low optimal values of the constant c, in case of densities with concave shape near the boundary, as in DGPs 5,6 and 7. Further, the refined kernel v II is at roughly the same level as the traditional parameterization and even yields the lowest IMSE for DGP 1 when n = 400. However, recall that this specification makes the boundary region smaller and has neither its mean nor mode at the point of estimation for x > 2bc (see Section 2.3). These properties cause a vastly lower precision compared to the other specifications in the interior part of the support. Corresponding simulation results are available upon request.
Finally, Table 6 shows that the performance of the refined modified gamma kernel estimators is highly dependent on the value of the threshold c. This is underlined by Since, in practice, the constant c has to be chosen ex-ante, we examine how well the data-driven method introduced in Section 2.3 can "track" the optimal values according to Table 6 . We estimate the unknown quantities entering the objective function (19) as was outlined above. Figure 8 displays averages, medians and quartiles of the resulting (7) and (16) or (17). c = 1 * denotes original modified gamma kernel from (7) and (8). IMSEs are computed from 0 to 2b. Bandwidths of the original modified gamma kernel are used. Results for n = 400 and n = 4000 are rescaled by the factor 10 4 and 10 5 , respectively. Table 6 shows that for DGPs 5, 6 and 7 the means, in particular, have local minima close to the values of c yielding the lowest IMSEs of the estimator based on the refined modified kernel v I . For DGP 4, finding a unique minimum is more difficult, which corresponds to the fact that several values of c imply equal IMSEs. These results suggest that, if suitable starting values are chosen, the above approach can determine the optimal value of c with reasonable precision.
To highlight the increased gains from employing the refined modified gamma kernel v I in a multivariate context, we compare the finite sample performance of the product kernel version of the respective estimator in (7) with modified kernel (8) and with refined modified kernel (16). We illustrate the effect in a simulation of random samples of size n = 400 from two types of bivariate DGPs with different dimensionality of boundary problems. The first one is based on DGPs 5-7 from the univariate study, each combined with a truncated normal distribution with µ = 6 and σ = 1 under an independence assumption. This setting reflects a situation in which only one boundary problem is present and is motivated by the finite sample study in Bouezmarni and Rombouts (2010a) . The second setting introduces two boundary problems with both marginals corresponding to one of the DGPs 5-7. We choose the optimal bandwidths for the original modified kernel based on a procedure analogue to the univariate case, while employing the same bandwidths also for the refined version of the kernel. setting (see Table 6 ). The corresponding results are omitted here for the sake of brevity but are available upon request. In the case of the refined modified kernel, different values of the specification parameters c 1 and c 2 are considered. If these parameters are chosen in an optimal way (see also Figure 8 ), the refined modified kernel implies a lower IMSE already in the setting with only one boundary problem. These precision gains, however, increase substantially in the scenario with two boundary problems. They are particularly pronounced for optimal choices of c 1 and c 2 while already yielding superior results to the standard modified kernel for any reported combination of parameters.
These findings demonstrate the benefits from using the refined version of the modified gamma kernel when rising the dimension of the boundary problem only from one to two.
We expect these gains to grow even larger for a multivariate setting with an increasing number of included boundary problems.
Application: Intraday Trading Volumes and Return Volatility
To demonstrate the practical relevance of the above methodology, we employ the latter to compute semiparametric estimates of the conditional distributions of high-frequency trading volumes and return volatilities of stocks traded at the New York Stock Exchange (NYSE). Modeling high-frequency trading volumes is, for instance, relevant for trading strategies replicating the (daily) volume weighted average price (VWAP). Estimates of conditional volatility distributions are crucial for the pricing of volatility derivatives. 
Modeling Intraday Trading Volumes
We consider transaction data for Citigroup from the last trading week of February 2009. The raw sample is filtered by deleting transactions that occurred outside regular trading hours from 9:30 am to 4:00 pm, computing cumulated trading volumes over 15 second intervals and removing zero observations, which yields a sample size of 7452. 2 To capture the well-known intraday seasonalities of high-frequency trading variables (see, e.g., Hautsch (2004) for an overview), we divide the cumulated volumes by a seasonality component which is pre-estimated employing a cubic spline function.
An important property of the resulting (deseasonalized) trading volumes is the strong persistence, as evidenced by the highly significant Ljung-Box statistics in Table 8 .
The most widely-used parametric framework for this type of data, see, e.g., Brownlees et al. (2010) , is the multiplicative error model (MEM) originally proposed by Engle (2002) . Accordingly, we decompose the t-th trading volume, x 
which yields the bandwidth b * = 0.0118. See Hjort and Glad (1995) for details on (nearly) unbiased cross-validation. Further, we estimate the normalized density derivative (15) based on the modified gamma kernel. The corresponding results in Table 9 show that two out of three estimates are considerably negative, which indicates a possible pole situation and suggests the use of the basic gamma kernel. Figure 9 displays estimates of the error density f ε ε (v) t based on the basic and, for comparison, modified gamma kernel for the boundary region and a larger part of the support. While for both density estimates, the probability mass is quite concentrated close to the origin, the basic gamma kernel, being the method of choice, yields an estimate that lies clearly below the density implied by the modified kernel for the major part of the boundary region.
Finally, Figure 10 shows estimates of the conditional density of trading volumes for February 26 and 27, 2009, at 11am EST. On the latter day, Citigroup announced that the US treasury would be taking a major equity stake in the company, while the former day is included for comparison. As an alternative to the semiparametric approach, the plot also features the conditional density implied by maximum likelihood estimates of the MEM (31) assuming that the errors follow the widely-used gamma distribution (e.g. Engle and Gallo, 2006) . The impact of the announcement on trading activity related to the Citigroup stock is clearly visible, as the conditional volume distribution for February 27 assigns considerably less weight to small transactions. The semiparametric density estimates and their parametric counterparts are quite close to each other in the interior of the support. The major difference occurs at the origin where the parametric densities exhibit a pole, which is not the case for the semiparametric estimates.
Forecasting Realized Volatility
Realized volatility measures computed from high-frequency data allow to construct more accurate estimates of the underlying lower frequency volatility (see, e.g., Andersen et al., 2010) . We employ mid-quotes for JP Morgan from January 2006 to December 2009, which corresponds to 983 trading days, and clean the raw data as suggested in BarndorffNielsen et al. (2008b) . The realized volatility for day t is simply defined as the sum of squared (mid-quote) returns r i,t , i = 1, . . . , N t . Barndorff-Nielsen and Shephard (2002) show that, in the absence of noise and with the number of intraday returns approaching infinity, this basic estimator is consistent for the latent integrated volatility, which under regularity conditions provides an unbiased measure of the conditional variance of (daily) (16)). A distribution of stock return volatility with vanishing probability mass close to the boundary is in line with financial theory, since stocks are "risky" assets for which investors demand a volatility premium (e.g. Merton, 1973) . fell by 8% at the start of the trading day, and November 10, 2008, when a major restructuring of the AIG bailout plan was announced. The density estimates are based on our semiparametric procedure using the refined modified gamma kernel and the parametric approach from Section 4.1. Except for some discrepancies around the mode and in the boundary region, the parametric estimates roughly match the semiparametric ones indicating that the gamma distribution is a reasonable assumption for the MEM errors. With respect to dynamic changes, the conditional densities reflect the more unstable market environment on October 10, when the volatility distribution has its mode further away from the origin and is more dispersed. Further, as in case of the unconditional error density, the probability mass is vanishing close to the boundary for both days and estimators considered. 
Conclusion
Gamma kernel estimators vary their shape according to the point of estimation along the support. For positive random variables, this location adaptiveness thus avoids the boundary bias of standard fixed kernel estimators while yielding strictly nonnegative density estimates by construction. We show for various density shapes that in finite samples the two original gamma kernel estimators outperform all boundary and boundary corrected fixed kernel type estimators at the boundary, in particular for settings with a large probability mass close to zero. For all other setups and in the interior of the support, their finite sample performance is comparable to the one of fixed type boundary kernels. Moreover, with asymptotic considerations and finite sample illustrations we find that for pole situations at zero, the two gamma kernel estimators differ substantially.
In fact the standard type is superior to the generally used modified version in this case. We therefore suggest a simple criterion to check for such situations. For all other settings, we propose a refined modified version of the gamma kernel estimator, which further improves upon the performance of the modified gamma kernel. Our technique is complemented by a data-driven way for choosing the specification parameters in the new refined gamma kernel. In two application settings, we demonstrate that, in particular in high-frequency finance, the suggested methodology yields superior results of practical impact.
