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Zusammenfassung 
Mit der vorliegenden Arbeit ist es gelungen, ein adaptives Lernsystem 
„ENKOS“ („Energie- und Komfortmanagementsystem“) auf Basis von 
Learning Classifier Systems zu entwickeln, um menschliche Verhaltenswei-
sen in Bezug auf die Benutzung elektrischer Geräte in einem Haushalt zu 
lernen. Diese konnten für die Steigerung des Wohnkomforts durch eine in-
telligente Vorhersage eingesetzt werden. Der Lernalgorithmus bezieht zum 
einen die Korrektur der Entscheidung von ENKOS durch den Nutzer und 
zum anderen die Korrekturzeit ein und realisiert damit adaptives „Smart 
Home“-System mit einem völlig neuen Ansatz.  
Die Informationen, die durch die Benutzungsmuster von elektrischen Gerä-
ten durch die Nutzer erhoben werden können, werden außerdem zum Auf-
bau von logischen und elektrischen Modellen der Wohnung benutzt, womit 
eine signifikante Energiereduzierung erreicht werden konnte. Beide Ziele, 
die Komfortsteigerung sowie die Energieminimierung in einem standardi-
sierten Haushalt, wurden in eine Zielfunktion integriert und damit quantifi-
ziert. Für die Anpassung der Zielfunktion wurden auch verhaltenspsycholo-
gische Methoden der menschlichen Entscheidungsfindung herangezogen, 
um die objektive Steuerstrategie aller Geräte im simulierten Haushalt in die 
subjektive Empfindung von Menschen überführen zu können.  
Danach wurde die Topologie von ENKOS, dem zentralen Lern- und Steuer-
system der elektrischen Geräte, aus mehreren Möglichkeiten ausgewählt. 
Insbesondere für die Integration der einfachen physikalischen Modelle in ein 
komplexes Verhaltensmodell (abgebildet durch die LCS-Regeln) wurden 
mehrere grundsätzliche Fragestellungen gegeneinander abgewogen, um eine 
entsprechende Gesamttopologie zu generieren. Die Zielvariante wurde 
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„Kognitive Learning Classifier Systems“ (KLCS) genannt, da die LCS die 
Grundlage des Ansatzes bilden und um Methoden der kognitiven Verhal-
tensforschung erweitert wurden.  
Nach dem Aufstellen der Systemstruktur wurde eine Standardsimulation-
sumgebung geschaffen, um verschiedene Parameter des geschaffenen KLCS 
objektiv bewerten zu können, um die Zielfunktion zu maximieren. Dabei 
kam heraus, dass zwei von drei untersuchten Methoden der Energieminimie-
rung aussichtsreich sind, wobei bei der Parametrisierung der LCS-
Komponenten lediglich zwei von sechs Parametern einen signifikanten Ein-
fluss auf den Zielfunktionswert haben.  
Es konnte gezeigt werden, dass das aufgestellte System ENKOS sowohl ei-
ne Steigerung des Komforts für die Nutzer ermöglicht sowie die signifikante 
Reduzierung des Energieverbrauchs in der simulierten Standardwohnung 
realisiert. Damit ist ein wirklich adaptives Smart Home-System im Sinne 
des Anwenders als Ansatz geschaffen und evaluiert worden.  
Abstract  
In the present work it has been able to develop an adaptive learning system 
"ENKOS" ("Energy and Comfort management system") basing on Learning 
Classifier Systems to adopt human behavior in relation to the use of electri-
cal appliances in a household. This could be used to improve living comfort 
through an intelligent prediction. The learning algorithm refers to a correc-
tion of a decision made by ENKOS by the user and as well as the correction 
time, and so realizes an adaptive "smart home" system with the help of a 
completely new approach. 
The information got by the usage patterns of electrical equipment by users 
are also used for the construction of logical and electrical models of the 
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apartment, which could be used for a significant energy reduction in the 
household. Both of these goals, the increase of living comfort and the energy 
minimization in a standardized household were integrated into an objective 
function and thus quantified. For accurate parametrization of the objective 
function, behavioral psychological methods of human decision-making have 
been used to convert the objective control strategy of all devices in the simu-
lated household into the subjective perception of people.  
Thereafter, the topology of ENKOS, the central learning and control system 
of the electrical devices were selected from several options. In particular, for 
the integration of simple physical models into a complex behavior model 
stored in the LCS several fundamental issues were discussed to generate a 
final overall topology. The target variant was named “Cognitive Learning 
Classifier Systems” (KLCS) derived form the basis of the approach, the 
LCS, extended by the methods to adopt human decision making. 
After setting up the structure of the system, a standard simulation environ-
ment was developed to evaluate different parameters of the created KLCS 
objectively in terms of maximizing the objective function. This revealed, 
two out of three tested methods of energy minimization and only two of six 
parameters of the LCS components are having a significant impact on the 
target function value.  
It was shown that the established system ENKOS could both, an increase in 
comfort for the user and a significant reduction of energy consumption in 
the simulated standard apartment. With ENKOS a real adaptive smart home 
system was created to help the user in daily living.  
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1 Einführung  
1.1 Themenbeschreibung  
In der vorliegenden Arbeit wird ein Smart Home-System entworfen, entwi-
ckelt und mit Hilfe einer Simulation charakterisiert, das über den Stand der 
Technik hinaus das Verhalten der Verbraucher in einem Haushalt lernt, um 
adaptiv dessen Wünsche bezüglich der Steuerung der Geräte gerecht zu 
werden. Das wird durch eine zentrale Steuerung aller Geräte im Haushalt 
realisiert. Außerdem ist Ziel des Systems die Minimierung des Gesamtener-
gieverbrauchs aller Geräte.  
Diese beiden Ziele, die als Komfortmaximierung und Energieminimierung 
bezeichnet werden, können in einigen Situationen im Alltag komplementär 
sein, beispielsweise wenn der Fernseher in einem leeren Raum durch das 
System abgeschaltet wird, oder die beiden Ziele können sich entgegenste-
hen. Letzteres ist zum Beispiel der Fall, wenn der Anwender unbedingt eine 
Lampe mit großem Energieverbrauch einschaltet, während das System eine 
energiesparende auswählen würde.  
Deshalb wird im ersten Schritt eine Zielfunktion generiert, um einerseits 
beide Ziele vergleichbar zu machen und andererseits mit Hilfe eines Ver-
gleichsmaßes den Einfluss der einzelnen Parameter auf die Zielfunktion 
messen zu können. Damit ist die Optimierung des Systems möglich.   
 
1.2 Motivation  
Sowohl die Senkung des Energieverbrauchs als auch die Steigerung des 
Komforts in modernen Haushalten sind zwei Kernziele heutiger Entwick-
lungen, die häufig unter Smart Home-Systeme zusammengefasst werden. 
Ein großer Wohnkomfort ist dann gegeben, wenn mit wenig manuellen Ein-
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griffen elektrische Geräte im Haushalt im Sinne des Verbrauchers geschaltet 
werden, beispielsweise das Licht beim Einbruch der Dämmerung ohne Nut-
zereingriff eingeschaltet wird.  
In einer Studie der Hochschule Rosenheim [107] wird ein durchschnittliches 
Einsparpotential von über 20 % an elektrischer Leistung in einem Einfamili-
enhaus (unter Zuhilfenahme der EN 15232 [95]) identifiziert, wenn bisher 
am Markt vorhandene und noch zu entwickelnde Smart Home-
Komponenten eingesetzt werden [59]. Zum gleichen Ergebnis kommt auch 
Prof. Reiner Hirschberg in seiner Studie [111].  
In der zitierten Studie selbst sind Vorschläge für Smart Home-Komponenten 
gemacht, wie beispielsweise das automatisierte Schalten der Beleuchtung in 
Wohngebäuden oder die Maximierung des Lichteinfalls in Gebäude durch 
eine intelligente Steuerung, um elektrisches Licht so selten wie möglich ein-
zuschalten. Auf eine intelligente Steuerung sämtlicher Geräte  in Abhängig-
keit menschlicher Verhaltensweisen wird nicht direkt eingegangen, aller-
dings wird damit das Erreichen einer besseren Energieeffizienzklasse nach 
EN 15193 im Bereich Licht- und Hilfsenergie gezeigt.  
Auf der Seite des Gesetzgebers definiert das „20 20 20“-Ziel der EU die eu-
ropaweiten Einsparziele im Bereich Energieverbrauch von Gebäuden bis 
zum Jahr 2020:  
 
 20 % weniger Energieverbrauch von Gebäuden gegenüber 1990,  
 20 % weniger Treibhausgasausstoß gegenüber 1990 sowie  
 20 % Anteil der erneuerbaren Energien am Gesamtenergieverbrauch.  
 
Um dieses Ziel zu erreichen, hat die EU mit der „Energy Performance of 
Buildings Directive“ [33] eine Richtlinie zur Verbesserung der Energieeffi-
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zienz in Gebäuden erlassen, die die Mitgliedsstaaten bis 2006 in nationale 
Gesetze umzusetzen hatten. In dieser Richtlinie wurden nicht nur die Be-
rechnungsvorschriften für die Gebäudeeffizienz an sich definiert, sondern 
auch Mindestanforderungen für neue Gebäude festgeschrieben. Desweiteren 
fordert die Richtlinie die in Deutschland bereits üblichen Energieausweise 
für Gebäude sowie die Überprüfung von älteren Heizanlagen. Eine weitere 
Richtlinie, die bis 2030 eine Reduzierung des Stromverbrauchs von 30 % 
gegenüber 1990 fordert, ist bereits in Vorbereitung, nachdem sich die 28 
EU-Kommissare einvernehmlich darauf geeinigt haben [37].  
Auch steigt die Nachfrage an energiesparenden Systemen im Haushalt per-
manent, da sich der Strompreis in Deutschland in den vergangenen 15 Jah-
ren um durchschnittlich 4,5 % jährlich auf inzwischen über 0,28 €/kWh ver-
teuert hat [7]. Eine Änderung dieses Trends ist gerade vor dem Hintergrund 
der Energiewende nicht zu erwarten.  
So ergab eine Studie der Fachhochschule Köln und Jung Schaltersysteme 
eine sehr große Kaufbereitschaft von 80 % der Deutschen für Smart Home-
Systeme, wenn die Ziele Energieeinsparung und Erhöhung der Sicherheit 
prinzipiell adressiert werden [14]. Größtes Hemmnis sind dabei die fehlen-
den Komplettlösungen inklusive der Montage- und Servicedienstleistungen 
auf dem Markt. Während bereits Systeme mit adaptiven Fähigkeiten er-
forscht wurden, die das Anwenderverhalten abbilden, gibt es noch keine 
konsequenten, ganzheitlichen Ansätze, bei denen die Arbeitspunkte sämtli-
cher Geräte zentral eingestellt werden.  
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Tatsächlich nutzen 2 bis 3 % der deutschen Verbraucher
1
 eine Smart Home-
Lösung [96], während 50 bis 60 % der Deutschen ein Interesse an einem 
solchen System haben [14]. Das zeigt den großen Bedarf am Markt, wenn-
gleich für 38 % der Deutschen die Kosten am Markt erhältlicher Systeme 
noch zu groß sind und 28 % noch nicht an die nötige Reife der Technik 
glauben [14]. Gleichzeitig berichten zwischen 81 und 89 % der Verbraucher 
in Deutschland laut einer Bitkom-Umfrage einen Mangel an Informationen 
(im Sinne des Marketings) über Smart Home-Systeme [14].  
Aufgrund der zunehmenden Breitbandversorgung in Europa prognostiziert 
Deloitte eine Verdopplung des Umsatzes mit Smart Home-Komponenten, 
von derzeit 1,7 Mrd. € bis 2017 [109]. Um diese Entwicklung gezielt zu för-
dern und Deutschland strategisch zu einem Leitmarkt im Smart Home-
Bereich zu entwickeln, gibt es im Bundesministerium für Wirtschaft und 
Technologie seit 2011 einen Arbeitskreis zu diesem Thema. Ziel ist es, 
Deutschland zum Leitmarkt im Bereich Smart Home zu entwickeln. Als 
große Herausforderung auf dem Weg dorthin wird derzeit die fehlende 
Standardisierung gesehen, die von namhaften Vertretern in diesem Bereich, 
beispielsweise Dirk Wössner von der Deutschen Telekom, auch nicht in na-
her Zukunft gesehen wird.  
Während der Smart Home-Ansatz auf den Einsatz im häuslichen Bereich 
zielt, wird im industriellen Bereich als Pendant dazu an der Smart Factory 
geforscht. Kern ist ebenfalls die ganzheitliche Optimierung, die zentrale 
Steuerung der Maschinen und Anlagen zur Energieeinsparung [73].  
                                                 
1
 Als Verbraucher werden nachfolgend die Menschen bezeichnet, die die Geräte im 
Haushalt nutzen. Elektrische Geräte erbringen einen Service für die Verbraucher, bei-
spielsweise stellt das Radio akustische Informationen für Verbraucher zur Verfügung.  
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Eine Vision für Smart Home-Systeme für die Energieversorgung wurde im 
Rahmen der „Energiewende“ durch Prof. Peter Birkner vorgestellt [15]. 
Während in der ersten Phase bis 2020 die Spitzenleistung auf der Erzeuger-
seite, vor allem der Photovoltaikmodule und der Windkraftanlagen perma-
nent ausgebaut wird, wird im nächsten Jahrzehnt aufgrund des technologi-
schen Fortschritts sowie der fehlenden Wirtschaftlichkeit eines weiteren 
Ausbaus allein für Worst Case-Szenarios das Demand-Side-Management 
die größte Rolle spielen. Nicht nur für den Verbraucherkomfort, sondern 
vielmehr, um die Netzstabilität zu gewährleisten, werden die Optimierungs-
routinen von den Stromnetzen auf die Verbraucher nach einer internen 
Mainova-Studie ausgeweitet werden müssen, die dann im Rahmen eines 
Smart Home-Ansatzes zentral gesteuert werden. Der Verbraucherkomfort ist 
dabei das Maß der korrekten Ansteuerung von elektrischen Geräten im 
Haushalt im Sinne des Verbrauchers.  
  
1.3 Stand der Technik (Smart Home)  
1.3.1 Bereits am Markt vorhandene Systeme im Smart Home-Bereich  
Am Markt sind bereits mehrere Smart Home-Systeme vorhanden, weitere 
sind nur als Studie veröffentlicht worden. Aufgrund einer fehlenden Stan-
darddefinition für Smart Home handelt es sich bisher in den meisten Fällen 
lediglich um Systeme, die elektrische Geräte fernsteuern können bzw. die 
das Auslesen von Stromverbrauchszählern durch den Energieversorger er-
möglichen. In der vorliegenden Arbeit wird von einem Smart Home gespro-
chen, wenn das System, bestehend aus allen Geräten im Haushalt, adaptiv 
und zentral gesteuert wird, ohne dass ein Nutzereingriff nötig ist.  
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Eines der bekanntesten und viel umworbenen Systeme, das bereits am Markt 
erhältlich ist, ist das „Smarthome“ von der Firma RWE Effizienz GmbH, 
einer Tochterfirma des Energieversorgers RWE [106]. Dabei sind Jalousien 
zur Verschattung von Räumen, die Beleuchtung, die Raumtemperaturrege-
lung sowie die Steckdosen fernschaltbar. Direkte Verbindungen zu Aktoren 
oder Sensoren wie beispielsweise eine Messung der Raumtemperatur sind 
dabei nicht möglich, da das System selbst als geschlossenes entwickelt wur-
de. Eine Konfiguration der Schaltmuster muss online durchgeführt werden, 
da kein Lernalgorithmus implementiert ist.  
Ein weiteres, weit verbreitetes System ist „Joonior“ von der Firma Telefun-
ken [123]. Auch hierbei wird die Raumautomatisierung durch eine Pro-
grammierschnittstelle durchgeführt, wobei allerdings die Bedienung im We-
sentlichen per Smartphone-App erfolgt. Die technologische Grundlage bil-
det das Übertragungssystem von EnOcean, in das sich, im Gegensatz zum 
RWE Smarthome, Sensoren integrieren lassen. Damit sind komplexere Re-
gelalgorithmen möglich, allerdings ist ebenfalls keine Lernkomponente vor-
gesehen.  
Ebenfalls auf die EnOcean-Technologie basiert das „GFVS-Save“ von El-
tako Electronics [32], wobei Eltako sich im Wesentlichen auf die Software 
und HMI-Schnittstelle konzentriert. Das System ist zur Steuerung durch ei-
nen PC vorgesehen, was es von den beiden vorher genannten unterscheidet. 
Im Gegensatz dazu ist „Home Matic“ von eQ-3/ ELV [34] ein geschlossenes 
Funksystem mit eigenem Protokoll, an das fast beliebig Sensoren und Akto-
ren angeschlossen werden können. Sowohl die Heizungs- als auch die Steu-
erung der elektrischen Geräte ist per Programmierung, vorzugsweise per 
App, möglich, neben dem Ver- und Entriegeln der Außentüren. Auch 
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Alarmfunktionen und Beleuchtungsszenarien sind programmierbar, eine ak-
tive Lernkomponente ist nicht vorgesehen.  
Ein weiteres System ist „DigitalStrom“ von AIZO [1], das sich wachsender 
Marktanteile erfreut. Hierbei ist die Kernkompetenz die Signalübertragung 
per Phasenanschnitt der im Haushalt üblichen 230 V-Wechselspannung (vgl. 
Abbildung 1). Dabei werden alle angeschlossenen elektrischen Verbraucher 
steuerbar und deren aktuelle Stromaufnahme auslesbar.  
 
Abbildung 1. Phasenanschnitt der Spannung [eigene Darstellung]. 
 
Der wesentliche Unterschied zu den bisher dargestellten Systemen ist das 
dezentrale Konzept, bei dem ein beliebiger Lichtschalter oder eine Fernsteu-
erung in die gesamte Elektroinstallation leitungsgebunden die Nummer ei-
nes Wunschszenarios einspeist. Jeder Verbraucher hat für dieses 
Wunschszenario seinen bestimmten Zustand in eine intelligente Strom-
klemme einprogrammiert (s. Abbildung 2), den es daraufhin einnimmt. Da-
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mit ist keine zentrale Instanz nötig. Ein optionaler Mini-Server sitzt auf der 
Hutschiene im Elektroanschlusskasten und bildet die Schnittstelle zum 
Hausstromnetz sowie zum Internet, damit alle aktuellen Zustände der Ver-
braucher auch im Internet sichtbar sowie damit steuerbar werden. 
 
 
Abbildung 2. Intelligente 
Klemme der Firma Aizo (Di-
gitalStrom) [3]. 
 
Der „Homeserver“ von Gira ist ebenfalls auf die Hutschiene montierbar und 
kommuniziert mit den elektrischen Verbrauchern per KNX/ EIB-
Schnittstelle, um verschiedene Muster an Ansteuerungen einstellen zu kön-
nen [40]. Ein Anschluss von Sensoren oder Aktoren ist nicht möglich. Sehr 
ähnlich ist das Konzept von „domovea“ von Hager [44] und vom „Miniser-
ver“ der Firma Loxone [79]. Hier findet jeweils die Kommunikation per 
KNX-Bus statt, die Programmierung über einen Server, der auf die Hut-
schiene aufgesteckt wird. Entweder per Internet oder per App ist die Schnitt-
stelle zum Anwender möglich.  
Das System „TaHoma“ von Somfy ist ein recht vielfältiges System zur 
Raumautomation [113], da mit io-homecontrol ein eigenes Funkprotokoll 
benutzt wird. Dabei existiert eine Schnittstelle zu den Komponenten von 
EnOcean sowie zum Internet, über das die Schnittstelle zum Anwender ge-
bildet wird. Damit werden die elektrischen Verbraucher sowie die Tempera-
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tur programmiert, doch auch wie bei den vorangegangenen Systemen ist ei-
ne Programmierung nötig.  
Mit dem Fokus auf die Verschattung von Gebäuden durch die Steuerung der 
Rollladen ist der „Homepilot“ von Rademacher entwickelt worden, wenn-
gleich inzwischen auch andere Verbraucher per App oder Internet steuerbar 
sind [102]. Da das System ebenfalls mit einem eigenen Funkprotokoll arbei-
tet, ist keine Erweiterung mit Komponenten anderer Systeme möglich. Der 
Server wird an der Steckdose betrieben und mit dem Internet verbunden, 
während bei „MyGekko“ der Server in einem Touch-PC installiert wird und 
bei diesem Open-Source-System die Installation von Sensoren und Aktoren 
möglich ist [93]. Hier ist sogar die Raumtemperaturüberwachung durch Pro-
grammierung einer Zieltemperatur möglich.  
Allen vorgestellten Systemen, die sich im Wesentlichen den Markt im Smart 
Home-Bereich derzeit teilen, ist gemeinsam, dass sie zum einen nicht erken-
nen, ob ein Anwender sich überhaupt im Raum befindet
2
, und zum anderen 
keine eigene Intelligenz zur Erkennung der Nutzerwünsche besitzen, son-
dern aufwändig programmiert werden müssen.  
 
1.3.2 Forschungsansätze adaptiver Smart Home-Systeme  
Über käufliche Systeme hinaus sind im Bereich der adaptiven oder intelli-
genten Smart Home-Systeme bereits einige Forschungsprojekte durchge-
führt worden, die nachfolgend dargestellt werden. Ein Beispiel dafür ist das 
                                                 
2
 Im Gegensatz zur optischen Raumüberwachung werden Systeme mit taktiler Sensorik 
(elektrisch, mechanisch) sowie kapazitiver Sensorik (elektrische Aufladung zur berüh-
rungslosen Erkennung) als auch Druck- sowie Radarsensoren im Rahmen von For-
schungsprojekten eingesetzt. Desweiteren sind Ansätze für Temperaturmessungen mög-
lich. Alle Systeme haben gemeinsam, dass eine absolut sichere Erkennung bislang nicht 
möglich ist.  
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adaptive Haus „ACHE“ [91], das in Boulder, Colorado, aufgebaut wurde. 
Die Motivation für dieses Projekt ist, dass die Akzeptanz von Smart Home-
Systemen stark sinkt, wenn zur Inbetriebnahme eine umständliche Pro-
grammierung nötig ist, die mühsam an die sich verändernden Gewohnheiten 
der Anwender angepasst werden muss.  
Hier wurde ein adaptives System entwickelt, das den Anwender eine gewis-
se Zeitdauer beobachtet, indem es dessen Steuerwünsche gegenüber Hei-
zungsthermostaten, dem Warmwasserverbrauch und der Lampen in Abhän-
gigkeit von dessen Anwesenheit in Räumen misst. Wenn das System ACHE 
sich sicher genug für eine eigene Vorhersage ist, steuert es diese Aggregate 
im Haushalt selbst. Der Nutzer kann die Vorhersage jederzeit korrigieren, 
indem er beispielsweise das Licht wieder ausschaltet, sollte es fälschlicher-
weise eingeschaltet worden sein. Die Anwesenheitserkennung in diesem 
Projekt wurde durch handelsübliche Bewegungsmelder realisiert.  
Kern des Projekts ist es, die Kostenfunktion J(t0), die in (1) gezeigt ist, zu 
minimieren. Dabei fließt zum einen direkt der Term d(xt) ein, der die Unbe-
quemlichkeit („discomfort“) in einem Zustand x zum Zeitpunkt t beschreibt. 
Je unbequemer ACHE für den Nutzer ist (viele Fehlentscheidungen), desto 
größer wird d(xt). Die Zielfunktion besteht dabei aus κ kleinen Zeitberei-
chen.  
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Zum anderen wird durch den Term e(ut) der Energieverbrauch bewertet, 
wenn eine Steuerentscheidung u zum Zeitpunkt t getroffen wird. Daraus 
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ergibt sich als Optimierungsziel, eine Strategie zu entwerfen, die durch-
schnittlichen Gesamtkosten J(t0) in (1) zu minimieren.  
Als Lernmethode zur Adaptierung des Verbrauchsverhaltens wird Q-
Learning benutzt (basierend auf dynamischer Programmierung) [91]. Der 
Vorteil dieses Ansatzes des unüberwachten Lernens ist, dass die Lösung ei-
ne Gesamtstrategie ist, abhängig vom aktuellen Zustand, und dass der An-
satz immer gegen eine gültige Lösung konvergiert sowie dass das Lernen 
bereits mit wenigen Trainingsdatensätzen bei sofortiger Rückmeldung über 
den Erfolg der aktuell durchgeführten Aktion möglich ist. Jede Zustandsän-
derung wird dabei über einen Ereignistrigger erfasst und die Reaktion auf 
den sich einstellenden neuen Zustand über einen Q-Learning-Controller ein-
gestellt. Am Beispiel der Beleuchtung ist die Systemtopologie in Abbildung 
3 dargestellt.  
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 3. Topologie von ACHE am Beispiel der Beleuchtung [91]. Während auf der 
linken Seite die Lichtschaltersignale (light switches) sowie die Sensorinformation, aus 
denen ein Folgezustand antizipiert wird, eingelesen werden, wird per Q-Learning-
Algorithmus das Optimum in der Kostenfunktion (s. (1)) ermittelt. Danach werden mit 
Hilfe des Arbeitspunkts die Lampen jeweils ein- bzw. ausgeschaltet. 
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Im Ergebnis wurde ACHE in einem Einfamilienhaus im Feldversuch getes-
tet. Dabei konnte die Energieaufnahme aller Geräte reduziert werden, wobei 
die Unbequemlichkeit („discomfort“) auf hohem Niveau schwankte, wie in 
Abbildung 4 gezeigt ist.  
 
 
Abbildung 4. Ergebnis von ACHE [91]. Die Kostenfunktion J(t0) 
ist hier in seine Bestandteile d(xt) („discomfort“) sowie e(ut) 
(„energy“) zerlegt. Ziel ist, diese zu minimieren, was für den Teil 
e(ut) gelingt. 
 
Das bedeutet, dass eine fehlende Nutzerakzeptanz zu erwarten ist, da die 
Wünsche nicht ausreichend gut vorhergesagt wurden. Damit sollte der Q-
Learning-Ansatz dahingehend weiterentwickelt werden, die Nutzerwünsche 
stärker zu berücksichtigen und beim Energiemanagement zu hinterfragen, 
ob ein ausschließlich adaptiver Ansatz ausreicht. Die Ursache ist darin zu 
sehen, dass Q-Learning das menschliche Verhalten nur bis zu einer be-
stimmten Abstraktionsebene abbilden kann. Diese ist nicht ausreichend, um 
die Komplexität menschlicher Handlungen zu adaptieren.  
 13 
Ein weiterer Ansatz ist die Implementierung eines Neuronalen Netzes, um 
einen Smart Home-Haushalt aufzubauen [5]. Im untersuchten Ansatz sind 
zwei Neuronale Netze jeweils für die Energiereduzierung sowie die intelli-
gente Verhaltensvorhersage eingesetzt: ein rekurrentes und ein Feed-
Forward-Netz. Das rekurrente Netz wird zur Mustererkennung menschlicher 
Verhaltensweise im Haushalt eingesetzt, da die Stärken dieser Methode in 
der stark nichtlinearen Abbildung sequentieller und zyklischer Prozesse lie-
gen. Dabei wird ein gesamter Tag als Zeitbasis benutzt und innerhalb dieser 
die Abfolge der Aktivitäten einer Person als einzelne aufeinanderfolgende 
Einträge gespeichert, als Lehrer eines überwachten Lernverfahrens. Das be-
deutet, dass dem Neuronalen Netz die gesammelten Eingangs- und Aus-
gangsparameter am Ende des Tages präsentiert werden. Als Ergebnis soll 
dieses Netz menschliche Verhaltensweisen zu jedem Zeitpunkt anhand des 
aktuellen Kontextes voraussagen. Das Gütemaß ist dabei die Fehlerquadrat-
summe aus Vorhersage und vom Anwender eingestellten Zustand.  
Das zweite Neuronale Netz (Feed-Forward-Architektur) soll die elektrische 
Leistungsaufnahme aller Geräte permanent minimieren. Hier geht es darum, 
eine möglichst effiziente Ansteuerung der elektrischen Verbraucher zu er-
reichen sowie ein Sicherheitssystem umzusetzen. Beide Netze werden mit 
denselben Eingangsparametern beaufschlagt, die Berechnung einer Sys-
temantwort aus den Antworten beider Systeme ist im Beitrag [5] nicht ge-
zeigt.  
Die Simulation zeigt ein nicht zufriedenstellendes Ergebnis, da die Klassifi-
zierung des komplexen menschlichen Verhaltens durch Neuronale Netze 
niedriger Ordnung
3
 nicht gelingt. Eine einfache Belehrung des Netzes, und 
zwar das Ein- oder Ausschalten des Ventilators in Abhängigkeit von der 
                                                 
3
 Die Ordnung entspricht hier die Anzahl der Hiddenschichten.  
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Temperatur und der Luftfeuchtigkeit im Zimmer ist mit einem Netz ohne 
Hiddenschicht, also der Ordnung 0, realisiert. Da hier nur eine lineare Tren-
nung möglich ist, kann diese Aufgabe nicht geleistet werden, wie aus Abbil-
dung 5 hervorgeht. Dort ist mit „+“ der Ein- und mit „-“ der ausgeschaltete 
Ventilator dargestellt. Eine Trenngerade kann hier augenscheinlich kein 
Klassifikator sein.  
 
 
Abbildung 5. Simulationsergebnis Schaltung des Ventilators ab-
hängig von Temperatur und Luftfeuchtigkeit [5]. Augenschein-
lich ist ein Neuronales Netz 0. Ordnung nicht für diese Anwen-
dung geeignet. 
 
Da sich in der Simulation rasch Oszillationen einstellen, wurde auf eine Er-
höhung der Ordnung verzichtet, womit die Verhaltensweise der Anwender 
nicht gelernt werden konnte. Im Beitrag wurde interessanterweise allerdings 
darauf hingewiesen, dass die Einbeziehung menschlichen Verhaltens im 
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Wesentlichen noch eine Lücke in der Forschungslandschaft im Smart Ho-
me-Bereich darstellt.  
Ein weiterer Ansatz ist ein fuzzybasierter. Da die menschliche Entschei-
dungsfindung an sich regelbasiert abläuft (s. Kapitel 3), liegt es nahe, ein 
adaptives System aufzubauen, dass unscharfe Informationen erfasst, diese 
verarbeitet und eine Lösung als Kompromiss aus einzelnen, einfachen Re-
geln bildet [128]. Basis des Systems ist eine Lerntabelle, die online belehrt 
wird und deren Regeln sofort zum Einsatz kommen können. Im Rahmen der 
Fuzzyfizierung werden die drei Eingangsvariablen „Lichtstärke außerhalb“, 
„Anwesenheit“ und „Zeit“ in entsprechende Funktionen eingeordnet. Am 
Beispiel der Anwesenheit werden zwei Funktionen, nämlich abwesend 
(„Absent“) und anwesend, („In Place“) implementiert, die in Abbildung 6 
dargestellt sind. Dabei wird der gemessenen Anwesenheit jeweils ein Funk-
tionswert für beide Funktionen in Abhängigkeit von der tatsächlichen An-
wesenheit zugeordnet. Dieses im Beitrag gezeigte Beispiel ist jedoch eine 
Fuzzyfizierung eines diskreten Zustands, was in dieser Form nicht unbedingt 
sinnvoll ist.  
 
 
Abbildung 6. Fuzzyfizierung des Zustands Anwesenheit [128]. 
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Nachdem die unscharfen („fuzzy“) Umweltinformationen in scharfe Funkti-
onen verwandelt wurden, erfolgt die Berechnung des Ausgabezustands mit-
tels Fuzzycontroller.  
Das System befindet sich zuerst im eventbasierten Zustand, bevor der auto-
nome Zustand erreicht wird, in dem das System komplett die Kontrolle über 
beide Aktuatoren übernimmt. In diesem Zustand kontrolliert der Anwender 
die Geräte direkt und das Fuzzysystem beobachtet diesen dabei. Auch hier 
gelingt es nicht, die Verhaltensadaptionen in einen akzeptablen Bereich zu 
bekommen. Hintergrund ist ebenfalls, dass mehrschichtige, nicht linear ver-
knüpfte Regeln den Menschen als Entscheidungsgrundlagen dienen.  
Zusammenfassend sind zwar Ansätze im Bereich adaptiver Smart Home-
Systeme vorhanden, eine ganzheitliche Zustandsoptimierung aller Geräte in 
einem Haushalt mit hinreichender Nutzerakzeptanz ist jedoch in den vorge-
stellten Arbeiten nicht möglich gewesen. Diese Ansätze stützen sich dabei 
ausschließlich jeweils auf die gleiche Lernmethode, sowohl für die Kom-
fortmaximierung als auch für die Energieminimierung.  
 
1.4 Gliederung der Arbeit  
Im zweiten Kapitel werden grundsätzlich die Möglichkeiten von Modellie-
rungen als Voraussetzung für eine Optimierung dargestellt. Der Schwer-
punkt liegt dabei auf den Modellen, die menschliches Verhalten adaptieren 
können, bevor die menschliche Entscheidungsfindung aus psychologischer 
Sicht im dritten Kapitel dargestellt wird.  
Anschließend wird im vierten Kapitel die Zielfunktion, nach der das Modell 
für ENKOS aufgebaut wird, definiert. Nach der prinzipiellen Quantifizie-
rung der Ziele Komfortmaximierung und Energieminimierung im vorlie-
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genden Problem werden beide Terme entsprechend gewichtet, um daraus die 
Systemtopologie grundsätzlich zu entwickeln.  
Im fünften Kapitel werden eine Simulationsumgebung für das zu entwi-
ckelnde System und damit ein Normalhaushalt zur Vergleichbarkeit der ver-
schiedenen Ansätze geschaffen. Desweiteren wird die Schnittstelle zwischen 
der funktionalen Simulation als Umwelt und dem Zielsystem festgelegt, be-
vor im sechsten Kapitel das Modell ausgehend von der Zielfunktion sowie 
der groben Topologie gebildet wird. Dabei kommen sowohl Methoden des 
Verhaltenserwerbs als auch analytische Methoden und verschiedene Model-
le zur Integration zum Einsatz. Dabei werden unter anderem Neuronale Net-
ze mit den Learning Classifier Systems als Systemkern verglichen.  
Nachdem die Struktur des Systems festgelegt und in die simulierte Umwelt 
eingebunden wurde, wird im Kapitel sieben der Zielfunktionswert in Ab-
hängigkeit wesentlicher Modellparameter mit Hilfe eines Versuchsplans un-
tersucht. Die Ergebnisse werden im Zusammenhang mit dem Modellansatz 
diskutiert. Abschließend folgt im achten Kapitel eine Zusammenfassung, 
bevor mögliche weitere Forschungsrichtungen und Anwendungen im Aus-
blick in Kapitel neun kurz erläutert werden.  
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2 Modellierung lernender Systeme  
2.1 Grundlagen der Modellbildung  
Mit den Methoden der Modellbildung soll einerseits das menschliche Ver-
halten abgebildet werden, um eine möglichst korrekte Vorhersage von Ent-
scheidungen im Alltag durchführen zu können, andererseits der Energie-
haushalt minimiert werden. Die grundsätzliche Struktur der Umsätze eines 
beliebigen Modells ist in Abbildung 7 gezeigt. Dabei fließen sowohl Energie 
(mechanische, elektrische, etc.), Signale (Sensorik) als auch Stoffe (Luft, 
Wasser, etc.) in das System hinein und auch wieder heraus. Im System 
selbst finden dabei Energiewandlung (z. B. mittels Energy Harvesting), Sig-
nalverarbeitung, wie etwa eine Regelung, sowie chemische, stoffverändern-
de Prozesse statt. Desweiteren sorgt eine Kommunikation zum Austausch 
von Informationen mit anderen Systemen über Bussysteme.  
 
 
 
 
 
 
 
Abbildung 7. Grundstruktur eines Systems bezüglich seiner 
Umsätze [eigene Darstellung]. 
 
Auf der einen Seite müssen nicht alle Schnittstellen zwingend vorhanden 
sein, auf der anderen müssen nicht alle vorhandenen wirklich beschrieben 
werden. Wenn beispielsweise die Sichtweise auf die Umwelt bestimmte Be-
trachtungen nicht erfordert, werden diese im Modell zugunsten der Über-
sichtlichkeit auch nicht abgebildet. Der Extremfall, wenn gar keine Schnitt-
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stellen vorhanden sind, spricht man vom geschlossenen, ansonsten vom of-
fenen System [48] [57]. Eine Herausforderung ist dabei häufig, das System 
als Teil der Umwelt von vornherein klar von dessen Umwelt abzutrennen.  
Außerdem wird bei der Modellierung zwischen dynamischen und statischen 
Systemen unterschieden. Bei dynamischen Systemen beeinflussen sich in-
terne Zustände gegenseitig und können zu unterschiedlichen Ausgangsgrö-
ßen führen, auch wenn sich die Eingangsgrößen nicht ändern. Bei statischen 
ist das nicht möglich. Auch werden im Rahmen einer Modellierung diejeni-
gen Systembestandteile intensiv beleuchtet, die wirklich für die gegebene 
Aufgabenstellung wichtig sind. Andere können weniger tief beleuchtet oder 
wiederum weggelassen werden, wie oben die geschlossenen Systemschnitt-
stellen zur Umwelt [9].  
In der vorliegenden Arbeit soll zum einen der elektrische Energiefluss in der 
Wohnung minimiert, zum anderen der Nutzerkomfort maximiert werden. 
Deshalb wird für die erste Teilaufgabe ein Energiemodell aller elektrischen 
Verbraucher in der Wohnung gebildet, während für die zweite Teilaufgabe 
ein logisches Modell (Verknüpfung aller elektrischen Geräte untereinander 
und in Bezug auf die Räume) sowie ein (psychologisches) Verhaltensmodell 
von den Nutzern (bezüglich deren Entscheidungsfindung, unter welchen 
Bedingungen Geräte eingeschaltet werden) gebildet wird.  
 
2.2 Klassifizierung von Modelltypen  
Zur Erstellung des Modells ist es wichtig, als erstes zu klären, was genau 
modelliert werden soll, da in der Regel ganz verschiedene Gesichtspunkte 
für die Entscheidung möglich sind.  Deshalb ergibt sich der richtige Modell-
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typ zum einen durch die Modellierbarkeit
4
 und zum anderen durch die kon-
krete Aufgabenstellung vorgegeben.  
 
 
 
 
 
 
 
 
 
 
 
Abbildung 8. Klassifizierung von Modelltypen [65]. 
 
In Abbildung 8 findet sich eine Zusammenstellung üblicher Modelltypen als 
eine Möglichkeit, ein geeignetes daraus auszuwählen. In der vorliegenden 
Arbeit lassen sich alle drei Teilmodelle, das Energiemodell, das logische 
Modell sowie das Verhaltensmodell, in die verschiedenen Sichtweisen ein-
ordnen. Die drei Modelle sind geschlossen, real und natürlich. Die Darstel-
lung erfolgt symbolisch, wobei alle drei Modelle für die Simulation verwen-
det werden. Während das Energiemodell sowie das logische Modell statisch 
(unter der Annahme, dass keine Speicherelemente vorhanden sind) sind, 
handelt es sich beim Verhaltensmodell aufgrund der internen Zustände des 
menschlichen Denkens um ein dynamisches Modell.  
                                                 
4
 Während beispielsweise einerseits einfache physikalische Zusammenhänge gut bekannt 
und aus der Literatur zu entnehmen sind, ist das für chemische Zusammenhänge nicht 
immer der Fall.  
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Nach der Auswahl des Typs wird die Sichtweise auf das System ausgewählt. 
In Abbildung 9 sind drei verschiedene Sichten beispielhaft gegenüberge-
stellt. Dabei ist wiederum wichtig, was das Ziel der Modellbildung ist.  
 
 
Abbildung 9. Verschiedene Sichtweisen auf ein Modell [65]. 
 
Zwei unterschiedliche Sichtweisen auf denselben Gegenstand sind in Abbil-
dung 10 gezeigt. Auf der einen Seite würde die Optimierung des Verkehrs-
flusses oder des Lärms in der Straße die Fahrzeuge und Fußgänger in den 
Fokus beispielsweise einer Verkehrssimulation rücken, wie auf der rechten 
Seite der Abbildung gezeigt. Beim Smart Home-System würde das bedeu-
ten, dass sich manche Teile des Verhaltensmodells beispielsweise auf die 
Beleuchtung in einem Haushalt konzentrieren, während andere auf die Be-
nutzung von akustischen Informationsquellen zielen.   
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Abbildung 10.  Zwei unterschiedliche Sichtweisen desselben Sachverhalts [146]. 
 
Wenn die grundlegende Modellierungsmethode und die Sichtweise passend 
zum Sachverhalt festgelegt sind, wird das Modell anhand von sechs Krite-
rien gebildet, die in [146] beschrieben sind. Für die vorliegende Problem-
stellung sollen später alle Kriterien im Rahmen der Modellierung der Sys-
temstruktur erfüllt sein. Erst dann ist die Modellbildung abgeschlossen.  
Als erstes soll die Richtigkeit durch das Modell gewahrt bleiben. Das be-
deutet, dass das Modell die Verhaltensweisen korrekt im Sinne seines Auf-
baus wie auch des Verhaltens abbildet (semantische Richtigkeit). Außerdem 
sollen nur für die Aufgabenstellung relevante physikalische Größen abge-
bildet werden. Wenn beispielsweise der Energiefluss eines Systems opti-
miert werden soll, sind die energetischen Ein- und Ausgangsgrößen nötig zu 
betrachten. Dazu wäre ein Modellansatz, der etwa Materialflüsse als Ein- 
und Ausgänge besitzt, ungeeignet (vgl. Modelltyp).  
Desweiteren ist die Wirtschaftlichkeit der Modellbildung wichtig. Das soll 
verhindern, dass das Rad neu erfunden wird, sondern möglichst bekannte 
Modellierungstechniken als Voraussetzung benutzt werden. So gibt es in 
jeder der in Abbildung 8 gezeigten Modellierungsklassen bereits Ansätze, 
die übernommen werden können. Dieses Prinzip der Wirtschaftlichkeit soll-
te gewährleisten, dass bei gleichwertigen Modellansätzen stets der einfache-
re benutzt wird (Einfachheit).   
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Als weiteres Kriterium ist die Klarheit zu beachten. Dabei ist wichtig, dass 
das Modell auch vom Adressaten verstanden wird. Es sollen also interne 
Variablen und Zustände möglichst nach außen sichtbar und interpretierbar 
sein. In der Praxis kommt es daher hin und wieder an den Grenzen des Ar-
beitsbereichs vom Modell zu nicht erklärbaren Fehlentscheidungen. Das ist 
nicht selten darauf zurück zu führen, dass der Modellansatz nur einge-
schränkt gültig ist, die Klarheit an den Systemgrenzen also nicht hinreichend 
gegeben ist [133]. Während in manchen Fällen Black Box-Ansätze unum-
gänglich sind, ist in anderen jedoch eine Alternative möglich. Am Beispiel 
eines Neuronalen Netzes lässt sich die schlechte Interpretierbarkeit der Wis-
sensbasis zeigen. Eine mögliche Abhilfe ist die Integration eines Interpreta-
tionsumgebung für die Wissensbasis, die permanent das Netz in Vorwärts-
richtung mit verschiedenen Eingangsgrößen beaufschlagt und die Aus-
gangsgrößen entsprechend liest (als Ansatz des Reverse Engineering).  
Im Sinne der Vergleichbarkeit sollen einheitliche äußere Schnittstellen de-
finiert werden, damit verschiedene Modellierungsansätze miteinander in ei-
nem einheitlichen Benchmarkprozess miteinander verglichen werden kön-
nen. Das bedeutet, dass verschiedene Modellansätze in die gleiche Lern-
plattform eingebettet und somit deren Vor- und Nachteile gezeigt werden 
können. Gerade das Verhalten in den Grenzbereichen ist wichtig zu kennen, 
als Vergleichsgröße wird in der Regel der aufintegrierte Wert der Zielfunk-
tion nach einem bestimmten Zeitintervall genutzt. Dieser Punkt wird in der 
Praxis hin und wieder unterschätzt, womit die nachträgliche Änderung von 
Schnittstellen schwer möglich ist.  
Und als letztes Kriterium soll das Modell einen systematischen Aufbau 
besitzen. Hintergrund ist, dass ein Modell einen bestimmten Teil der Real-
welt widerspiegelt, bei einer Erweiterung (Modellbildung eines größeren 
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Teils der Realwelt) oder Einkürzung jedoch die Struktur selbst nicht verlo-
ren gehen darf. Desweiteren gewährt ein systematischer Aufbau die modula-
re Zusammensetzung von Teilmodellen, wie zum Beispiel analytisch be-
schreibbaren Abbildungen mit Neuronalen Netzen, zu einem Gesamtmodell.  
 
2.3 Lernende Systeme  
2.3.1 Klassifizierung lernender Systeme  
Das Lernen ist nicht eindeutig in der Literatur definiert. Eine sehr bekannte 
Definition ist die von Kunz, wo Lernen eine „[…] Erfahrung basierende, 
relativ stabile Veränderung der Wahrscheinlichkeit zur Durchführung eines 
speziellen Verhaltens“ [69] ist. Eine andere bekannte (nach Simon) besagt: 
„Lernen ist jede Veränderung eines Systems, die es ihm erlaubt, eine Auf-
gabe bei der Wiederholung derselben Aufgabe oder einer Aufgabe derselben 
Art besser zu lösen“ [89]. In der Aufgabenstellung dieser Arbeit werden ler-
nende Algorithmen eine zentrale Rolle spielen, um menschliche Verhal-
tensweisen in einem Smart Home-System adaptieren zu können. Eine Defi-
nition des Lernens auf Basis der Modellbildung ist in Definition 1 zitiert und 
bildet in der vorliegenden Arbeit die Grundlage für die Weiterarbeit.  
 
„Lernen ist ein Prozess, bei dem ein System eine abrufbare Präsentation 
von vergangenen Interaktionen mit seiner Umwelt aufbaut“ [89].  
Definition 1. Lernen. 
 
Dabei ist zu beachten, dass gelernte Reaktionen erst bei Wiederauftreten der 
passenden Situationen abgerufen werden, womit die Lücke zwischen unbe-
kannten Repräsentationen vernachlässigt wird. Das ist bei einer hinreichend 
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guten Wissensbasis der Fall. Davon ausgehend wird das maschinelle Ler-
nen in Definition 2 definiert.  
 
Das maschinelle Lernen ist „ein sich selbst belehrender Algorithmus, 
durch den aus einem Set von Eingangsgrößen (modellbasiert) ein Aus-
gangsgrößenvektor gebildet wird“ [4].  
Definition 2. Maschinelles Lernen. 
 
Im Gegensatz dazu existieren bereits zahlreiche einfache, nicht lernende Al-
gorithmen, um definierte Aufgaben rechnergestützt durchzuführen, wie bei-
spielsweise das Sortieren von Zahlen. Beim maschinellen Lernen sind der 
Algorithmus oder die zu verwendenden Parameter am Anfang der Lernauf-
gabe nicht exakt bekannt, es gibt jedoch zahlreiche Beispiele beim über-
wachten Lernen, die zum Aufbau einer internen Struktur (eines Klassifika-
tors) genutzt werden können, oder die Umwelt bewertet das aktuelle lernen-
de System beim bestärkenden Lernen. Eine mögliche maschinelle Lernauf-
gabe ist dabei ein Spamfilter, der sich permanent an zu blockierende Muster 
in E-Mails anpassen muss.  
Während bei der Behavioristischen Lerntheorie das Lernende System als 
Black Box betrachtet wird, stehen bei Kognitiven Lerntheorien die Mecha-
nismen des Modells selbst im Vordergrund und werden erforscht [108]. Bei 
den Sozialen Lerntheorien werden beide vorher genannten Ansätze zusam-
mengefasst und die Wechselwirkung mit der Umwelt betrachtet.  
Bei der Auswahl des optimalen Lernalgorithmus’ müssen mehrere Faktoren, 
die aus der Problemstellung her rühren, beachtet werden. Als erstes ist es 
wichtig, wie das Modell in die vorhandene Umwelt integriert werden kann. 
Dabei sind entweder Trainingsdaten vorhanden, also Eingangs- und die da-
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zugehörigen Ausgangsdaten, mit Hilfe deren das Modell gebildet wird 
(überwachtes Lernen). Oder alternativ dazu muss das Modell online gebil-
det und belehrt werden, sodass die Umwelt nur auf aktuelle Reaktionen des 
Modells eine Antwort formulieren kann (bestärkendes Lernen), oder es 
liegt überhaupt keine Rückkopplung zur Umwelt vor (unüberwachtes Ler-
nen), sodass die Antwort auf anderem Wege ermittelt werden muss. Da die-
se Ansätze wesentlich sind, um die Verhaltensweisen menschlicher Ver-
braucher in der Wohnung zu lernen, wird im Abschnitt 2.3.2 genauer darauf 
eingegangen.  
Nachdem die Methode des Lernansatzes bestimmt wurde, ist die nötige 
Komplexität des Modells zu ermitteln. Dabei ist wichtig, dass die Ordnung 
des Modells etwa diejenige der Umwelt widerspiegelt. Wenn die Umwelt 
beispielsweise sehr komplex ist, das Modell jedoch zu einfach, kommt es 
schnell zum Underfitting. Das bedeutet, dass das Modell nur einen kleinen 
Bereich, je nach Startpunkt, der Umwelt abbilden kann. Im entgegen gesetz-
ten Fall spricht man vom Overfitting, wenn das Modell deutlich komplexer 
angesetzt wird als die Umwelt. Dann werden Störungen und Rauschen mit-
gelernt und als Signalbestandteile interpretiert [4].  
Wie in Abbildung 11 dargestellt ist, gibt es im Allgemeinen verschiedene 
Abstraktionsebenen von Modellen. Bei der Modellierung sollte die Abstrak-
tion so gering wie möglich gehalten werden, um die Umwelt möglichst ge-
nau abzubilden. Während ein mentales Modell nur sehr abstrakt, beispiels-
weise durch Sprache, die Umwelt beschreibt, etwa in klinischen Anwen-
dungsfällen, stellt ein analytisches Modell die genauste Form der Modellie-
rung dar. Hier werden exakte physikalische Zusammenhänge durch mathe-
matische Formeln eindeutig ausgedrückt.  
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Abbildung 11. Abstraktionsebenen bei der Modellbildung (nach [115]). 
 
Um die richtige Abstraktionsebene des Modells zu finden, wird die Methode 
der Abnehmenden Abstraktion [47] benutzt. Von der maximalen Abstrakti-
on ausgehend muss der Punkt gefunden werden, an dem bereits genügend 
Realitätsnähe zum vorhandenen Problem vorhanden ist („relevance“ nach 
[94]), aber auch noch ein möglichst großer Anwendungsbereich erfasst wird 
(wissenschaftliche Strenge „rigour“) [77].  
Des Weiteren ist sehr wichtig für die Modellbildung, wie viele Lerndaten 
zur Verfügung stehen. Kann man sich beispielsweise in kurzer Zeit mit we-
nig Aufwand (Wirtschaftlichkeit) viele Trainingsdaten durch die Beauf-
schlagung der Umwelt und Rücklesen der Antwort generieren, kommen an-
dere Möglichkeiten in Betracht als bei wenigen Lerndaten, die nur teuer und 
langwierig zu erhalten sind (wenn z. B. erst komplexe Versuchsmuster ge-
baut werden müssen). Damit verbunden ergibt sich das Problem, dass die 
vorhandenen Lerndaten den gesamten Situationszustandsraum hinreichend 
weit repräsentieren müssen, damit spätere Daten in der Anwendungsphase 
nicht völlig neue Arbeitspunkte repräsentieren. In dieser Arbeit stehen eini-
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ge Hundert Datensätze von Testtagen zur Verfügung, die teilweise im Ei-
genheim ermittelt wurden und zum anderen Teil von Fa. Aizo zugeliefert 
wurden [2].  
Diese Randbedingungen, die für die Modellbildung geklärt werden müssen, 
ergeben ein Spannungsfeld für die Modellbildung, das in [26] erklärt ist. Zu-
sammenfassend bestimmen dabei diese drei Faktoren die Wahl des Lernal-
gorithmus:  
 
 Die Komplexität der Hypothese (z. B. die größte Ordnung des gewähl-
ten Polynoms), also der Umwelt, die modelliert werden soll;  
 Die nötige Anzahl an Trainingsdaten und  
 Der Generalisierungsfehler für neue Datensätze (also die Robustheit 
des Ansatzes).  
 
Dabei stehen diese drei Ziele im Wettbewerb zueinander, da beispielsweise 
die Kapazität (also die maximal mögliche Komplexität) des Lernverfahrens 
so nah an der Umwelt wie möglich liegen sollte, was meist sehr viele Lern-
daten benötigt, die ökonomisch nicht immer einfach zu beschaffen sind. Da-
bei sollen aber auch nicht alle verfügbaren Informationen zum Lernen be-
nutzt werden, damit zusammen eine Validierungs- wie auch eine Testphase 
des Systems möglich ist.  
Der Hintergrund ist, dass meist etwa die Hälfte der vorhandenen Datensätze 
(nach zufälliger Wahl) zum Belehren genutzt werden und circa ein Viertel 
zur Validierung des gefundenen Modellansatzes. Sobald das beste Modell 
mit der größten Generalisierungsfähigkeit gefunden wurde, wobei auch 
mehrere Rekursionen von Belehrung und Validierung in Form der 
Kreuzvalidierung (also stochastisches Neusortieren der Lern- und der Vali-
dierungsdatensätze) durchgeführt werden können, wird die Güte des Mo-
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dells an sich geprüft. Dabei wird das Modell mit dem verbleibenden Viertel 
aller bislang nicht benutzten Datensätzen, beaufschlagt und der Gesamtfeh-
ler als (quadratisch) normierte Summe aller absoluten Abweichungen zwi-
schen Modellausgang und Sollgröße berechnet.  
Desweiteren ist es wichtig, bei der Entwicklung lernender Systeme den Grad 
der Autonomie zu definieren. Eine gute Einteilung von adaptiven bis hin zu 
sich selbst organisierenden Systemen bietet die Firma IBM [116]. Dabei ist 
das System genau dann gegenüber einem definierten Eingangsvektor adap-
tiv, wenn die Beziehung in (2) gilt, wobei „W die Menge der zeitabhängigen 
Funktionen ist, die ein Akzeptanzkriterium angibt, welches die Leistungs-
funktion einhalten muss. Dabei entsteht bereits eine robuste Systemstruktur, 
bei der ein menschliches Eingreifen nur in Sonderfällen nötig ist“ [136], 
während bei prädiktiven Systemen nach der Einteilung durch IBM als 
nächst untere Ebene der Autonomie von Systemen der menschliche Bedie-
ner selbst noch die Entscheidung trifft, das System aber Handlungsempfeh-
lungen gibt [58].  
 
Wo)p(i,β(i)o:I)(i   (2) 
 
Zu den adaptiven Systemen gehört auch das angestrebte Smart Home-
System in dieser Arbeit, das in Definition 3 beschrieben ist.  
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In der vorliegenden Arbeit wird vom Smart Home-System gesprochen, 
wenn das System, bestehend aus allen elektrischen Geräten im Haushalt, 
zentral und adaptiv im Sinne des Verbrauchers sowie des minimalen 
Energieverbrauchs gesteuert wird, ohne, dass ein Nutzereingriff nötig ist.  
Definition 3. Smart Home-System.  
 
Die nächst höhere autonome Abstraktionsebene nach adaptiv ist nach IBM 
manageable (kontrollierbares), danach kommt self-manageable (sich selbst 
kontrollierend), self-managing (sich selbst regelnd) und als höchste Abs-
traktionsebene self-organizing (sich selbst organisierend) [90]. Dabei gibt 
es fließende Übergänge zwischen jeweils benachbarten Systemabstraktionen 
[92]. Diese letzten vier Systemreifegrade sind der Vollständigkeit halber 
aufgezählt, spielen bei der vorliegenden Systementwicklung jedoch keine 
Rolle.  
 
2.3.2 Grundsätzliche Topologien lernender Systeme   
2.3.2.1 Überwachtes Lernen  
Wird ein Modell des Lehrers als lernendes System erstellt und optimiert, 
spricht man vom überwachten Lernen (supervized learning) [4], dessen 
Topologie in Abbildung 12 gezeigt ist.  
Die Modellbildung erfolgt, indem sowohl Lehrer als auch Modell zu einem 
bestimmten Zeitpunkt t (t = 0, …, M-1) mit denselben Eingangsgrößen, zu-
sammengefasst im n-dimensionalen Vektor x(t), konfrontiert werden (s. (3)). 
Dieser besteht beispielsweise aus Umweltinformationen wie der Uhrzeit, der 
Sonneneinstrahlung und der Luftfeuchtigkeit als skalare Größen.  
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Abbildung 12. Blockschaltbild überwachtes Lernen. 
 
Als Reaktion darauf werden sowohl der Lehrer als auch das Modell eine 
Antwort als m-dimensionale Vektoren ysoll(t) bzw. yist(t) bilden (s. (4) und 
(5)). Die Differenz beider Ausgänge ergibt die Abweichung des Modellaus-
gangs vom Sollausgang bzw. den Fehlervektor, e(t), der ebenfalls die Länge 
m hat und mit (6) berechnet wird. Das Modell wird mit g(X,θ) beschrieben, 
wobei X alle Vektoren x(t) der Eingangsdaten und θ den aktuellen Parame-
tersatz beschreibt.  
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Beim „Lehrer“ bzw. der Umwelt, die modelliert werden soll, liegt dabei ein 
(intrinsisches) Strukturmodell zugrunde, das durch das Modell inklusive 
dessen Parameter g(X,Θ) abgebildet werden soll, indem der Fehlervektor in 
das System zurückgeführt und zur Parameterkorrektur ausgewertet wird.  
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Alle zur Verfügung stehenden Datensätze, bestehend aus Eingangs- und da-
zugehörigen Ausgangsvektoren, werden beim überwachten Lernen in zwei 
beziehungsweise drei Teilmengen gespalten, einerseits N Datensätze als 
Menge X zum Belehren des Systems (N < M) und M-N Datensätze zur Vali-
dierung (sowie dem Test) des Modells als Menge V (s. (7) und (8))
5
.  
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5
 Häufig wird die Menge der Validierungsdatensätze in die eigentliche Validierung sowie 
den Testdatensätzen gegliedert. Da diese Unterscheidung in der vorliegenden Arbeit kei-
nen wesentlichen Einfluss auf das Ergebnis hat, werden beide Mengen zukünftig zusam-
mengefasst.  
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Jeder Datensatz wird dabei stochastisch der Trainings- oder Validierungs-
menge zugeordnet. Diese Zuordnung kann sich auch verändern, wenn ein 
Trainings- und Validierungsvorgang durchgeführt ist und ein weiterer 
Durchlauf gestartet wird (Kreuzvalidierung). 
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Beim Belehren dieses Modells werden nacheinander alle Eingangsdatensät-
ze aus X dem Modell präsentiert (Offline-Verfahren) und der jeweilige Feh-
lervektor e(t) (t = 0 … N-1) als Rückmeldung ins System g(X,Θ) einge-
speist. Die Grundstruktur wie beispielsweise die Ordnung von g(X,Θ) wird 
während dieser Phase in der Regel nicht mehr angepasst, sondern vorab de-
finiert, die Koeffizienten werden allerdings permanent verändert, um den 
aktuell gemessenen Summenfehler E(X,Θ) zu minimieren (s. (9)).  
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Die anschließende Validierung wird das fertige strukturelle Modell inklusive 
deren Parameter bewerten, indem dieses mit den Validierungsdatensätzen V 
beaufschlagt wird und aus allen erhaltenen Einzelfehlern (Betrag des Vek-
tors e(t)) der Durchschnittswert gebildet wird, wie in (10) gezeigt ist.  
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Je nach Wahl des Modellansatzes ist ein gewisses Potential der Umweltab-
bildung möglich (vergleichbar mit dem maximalen technischen Wirkungs-
grad). Wenn zum Beispiel ein sehr komplexer Lehrer durch ein einfaches 
Modell nachgebildet werden soll, wird das zur Unteranpassung (Underfit-
ting) führen, da auch durch noch so viele Lernzyklen kein gutes Ergebnis 
erzielbar ist. Eine Lösung ist in diesem Fall die Erhöhung der Komplexität 
des Modells.  
Auf der anderen Seite ist eine Überanpassung (Overfitting) gegeben, wenn 
ein zu komplexes Modell gewählt wird. In diesem Fall wird das Rauschen, 
das – meist physikalisch gegeben – das Nutzsignal überlagert, mitgelernt 
und/ oder sich das Modell zu sehr an die präsentierten Trainingsdaten an-
passt, womit die Fähigkeit zur Generalisierung verloren geht. Eine Abhilfe 
ist in diesem Fall die Vereinfachung des Modells, bis ein minimaler durch-
schnittlicher Fehler E(V,Θ) erreicht wurde, sowie ein Trainingsabbruch, so-
bald sich der durchschnittliche Fehler für den Testdatensatz wieder vergrö-
ßert (E(Y,Θt) > (E(Y,Θt+1)).  
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Abbildung 13. Entwicklung des durchschnittlichen Fehlers für zwei Modelle für diesel-
ben Trainings- und Validierungssätze mit deren Abbruchsdatensätzen. Für das Modell Θ1 
ist der minimale durchschnittliche Fehler E(Y,Θ1) eher erreicht, aber größer als für das 
Modell Θ2. Das bedeutet zwar eine größere Komplexität des Modells Θ2 und damit ver-
bunden auch mehr Lernaufwand, aber auch eine bessere Modellierung des Lehrers. 
 
Beispielsweise sollen in Abbildung 13 zwei unterschiedlich komplexe Mo-
delle Θ1 und Θ2 das Verbraucherverhalten einer Person für ein Smart Home-
System lernen. Da der minimale Fehler Emin(V,Θ1
*
) < Emin(V,Θ2
*
) ist, dass 
der Modellansatz Θ1 geeigneter (für die präsentierten Beispiele) ist als Θ2. 
Damit ist die Suchrichtung der Modellkonfiguration in Richtung Θ1 sinn-
voll, bis die optimale Parameterkonfiguration Θ* gefunden wurde, was sich 
durch den (nicht abgebildeten) minimalen durchschnittlichen Fehler E(V,Θ*) 
dokumentiert.  
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Die Berechnung dieser optimalen Konfiguration des Modells ist in (11) ge-
zeigt. Zu beachten ist dabei, dass die zugrunde liegenden Validierungsdaten 
repräsentativ für das zu modellierende System, also Abtastpunkte und Auf-
lösung entsprechend gewählt sein müssen, beispielsweise durch optimale 
Versuchsplanung. Desweiteren spielt der gemessene Zeitbereich eine wich-
tige Rolle, der ebenfalls hinreichend groß sein muss, damit alle Systemzu-
stände, also beispielsweise ein komplettes zu messendes Jahr mit allen Jah-
reszeiten und verschiedenen Tages- und Nachtzuständen, im Smart Home, 
erfasst wurden.  
In einem Smart Home-System ist der Ansatz des überwachten Lernens nicht 
sinnvoll, da der Anwender permanent aktive Rückmeldung über seine Zu-
friedenheit (als Lehrer) geben muss. Das ist nicht im Sinne eines Smart Ho-
me nach der Definition 3, das selbständig die Nutzerzufriedenheit ermitteln 
und daraus Rückschlüsse ziehen soll.  
 
2.3.2.2 Bestärkendes Lernen  
Ein zweiter Ansatz wird gewählt, wenn das Modell die Interaktion mit der 
Umwelt abbildet (Reinforcement Learning). Hierbei wird zunächst das 
lernende System mit den Eingangsgrößen, das ist im gezeigten Beispiel die 
zusammengefasste bestimmte Umweltsituation s(t) zum Zeitpunkt t, beauf-
schlagt (s. Abbildung 14).  
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Abbildung 14. Blockschaltbild bestärkendes Lernen. 
 
Der Vektor s(t) setzt sich, wie in (12) ersichtlich, aus p skalaren Größen zu-
sammen, die in der Regel messtechnisch erfasst und zur Verarbeitung aufbe-
reitet werden. Anschließend wird der Lernagent mit einer Aktion a(t) seine 
Umwelt soweit möglich steuern, um damit einem langfristigen Ziel näher zu 
kommen (z. B. Minimierung des Energieverbrauchs). Allerdings können 
nicht alle Größen der Umwelt beeinflusst werden, wie beispielsweise die 
Außentemperatur oder der aktuelle Niederschlag.  
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Danach wird die Umwelt selbst, also der Anwender im Smart Home auf die 
durch eine Steuerung durchgeführte Strategie, auf die gewählte Aktion rea-
gieren, indem sie von der Umgebung bestraft oder belohnt wird. Diese Ant-
wort spiegelt sich in der skalaren Größe r(t+1) wider. Die Zeit ist bei diesem 
Lernverfahren diskretisiert, wobei die Antwort von der Umwelt einen Zeit-
schritt später erfasst wird (damit die Umwelt Zeit für eine Reaktion hat).  
Aktion 
a(t)  
Lernagent  
(Umweltinteraktion) 
 
Umwelt  
Situation 
s(t)  
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Wichtig ist an dieser Stelle ist, die Belohnung (bzw. Bestrafung) der richti-
gen Aktion zuzuordnen. Denn die Antwort muss nicht unmittelbar nach der 
durchgeführten Aktion erfolgen und auch nicht am Stück, außerdem kann 
eine Antwort auf dieselbe Aktion, jedoch veränderter Vorgeschichte, durch-
aus anders ausfallen.  
Deshalb wird an dieser Stelle die Markoveigenschaft erster Ordnung („Mar-
kovsches System“) definiert, bei dem der aktuelle Zustand ausschließlich 
vom unmittelbaren Vorzustand abhängt [39]. Gegebenenfalls müssen dafür 
Informationen aus vorangegangenen Zuständen in den direkt vorherigen in-
tegriert werden, damit sie nicht verloren gehen. Damit ist dafür gesorgt, dass 
sich die empfangene Umweltantwort r(t+1) vollständig und ausschließlich 
auf die durchgeführt Aktion a(t) ausgehend von der Situation s(t) bezieht.  
 
Ein Zustand st besitzt die Markoveigenschaft, wenn dieser nur vom di-
rekten Vorzustand, jedoch nicht weiteren Vorzuständen abhängt, wie 
durch folgende Formel ausgedrückt wird:  
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Definition 4. Markoveigenschaft eines Systems.  
 
Um die optimale Steuerstrategie in einer bestimmten Situation s(t) zu fin-
den, wird der Gütewert Q(a) eingeführt, also die (erfahrungsgemäße) erwar-
tete Umweltreaktion, wenn die Aktion a(t) gewählt wird, während die Situa-
tion s(t) vorliegt.  Zur Abbildung der Q-Werte wird üblicherweise eine Ta-
belle benutzt, die aus drei Spalten besteht: s(t), a(t) und Q(a|s).  
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Um eine Aktion in einer bestimmten Situation zu wählen, wird nach der ε-
greedy-Methode mit der Wahrscheinlichkeit von ε, ε Є [0, 1], typischer-
weise im Bereich um εtyp = 0,9, die nach aktuellem Wissensstand erfolgver-
sprechendste Aktion a
*
(t) (s. (13)) gewählt (Exploitation). Mit der Rest-
wahrscheinlichkeit 1- ε bzw. wenn noch gar keine passende Aktion in der 
Wissensbasis vorhanden ist, wird eine beliebige Aktion durchgeführt und 
somit eine unbekannte Aktion ausprobiert (Exploration).  
 
))a((max*)a(
a
QQ   (13) 
 
Im ersten Fall wird, nachdem die Umweltantwort ra(t+1) auf die gewählte 
Aktion erhalten wurde, nach der Deltaregel in (14) der Q-Wert aktualisiert. 
Falls, wie im zweiten Fall, noch kein Q-Wert vorliegt, wird dieser direkt als 
Qt+1(a) = ra(t+1) aus der Umweltantwort übernommen.  
 
 )()()a()a( t1tt1t aQarQQ     (14) 
 
Die Lernrate η beschreibt den Einfluss der Differenz zwischen dem vorher 
gelernten Q-Wert und der aktuell erhaltenen Umweltantwort. Je größer η ist, 
desto mehr wird mit rt+1(a) die aktuelle Antwort den Q-Wert verändern. Ty-
pischerweise wird η im Bereich 0,05 … 0,2 gewählt bzw. permanent verrin-
gert (umso größer der Reifegrad der Wissensbasis wird).  
Neben der Rückmeldung an den Agenten hat sich ein anderer Umweltzu-
stand eingestellt, der als Situation s(t’) bezeichnet wird (und gleichzeitig den 
Ausgangszustand für den nächsten Lernzyklus darstellt). Das bestärkende 
Lernen findet im technischen Bereich in der Regelungstechnik die Haupt-
anwendung. Aufgrund der Möglichkeit, online zu lernen und die gelernten 
 40 
Informationen direkt wieder zu nutzen, ergeben sich bereits nach wenigen 
Zyklen gültige Ergebnisse. Damit sind nicht erst sehr viele Daten zu erhe-
ben, das (abstrakte) Modell bildet sich in der Q-Werttabelle.  
Bestärkendes Lernen wird jedoch meist nicht für singuläre Entscheidungen 
eingesetzt, um ein Problem zu lösen, weil das für viele Probleme, beispiels-
weise der Steuerung komplexer Systeme, nicht möglich ist. Stattdessen liegt 
die eigentliche Stärke dieses Lernverfahrens im Finden einer Steuerstrategie 
Π(●) als Folge (Vektor) von Steuereingriffen, um ein bestimmtes Ziel 
schlussendlich zu erreichen
6
. Am Beispiel eines Smart Home, bei der erst 
nach einer komplexen Folge von Aktionen das Ergebnis vorliegt, wenn eine 
bestimmte Steuerstrategie Πgut(●) zur Lösung einer bestimmten Aufgabe 
geführt haben sollte. Dabei führt die Steuerstrategie Π*(●) zur bestmögli-
chen Lösung, also diejenige Lösung, die mit minimalen Kosten (bzw. ma-
ximaler Anwenderzufriedenheit) zum Ziel führt.  
Der Aufwand selbst, wenn mit Zustand st begonnen und die Steuerstrategie 
Π(●) benutzt wird, wird als Nutzen VΠ(st) bezeichnet. Dabei sind alle erwar-
teten Belohnungen (bzw. Bestrafungen) kumulativ addiert, die bis zur Errei-
chung des Ziels erwartet werden.  
Je nach vorliegender Umwelt gibt es zwei Ansätze zur Berechnung des Nut-
zens. Zum einen können eine endliche Anzahl von Aktionen in zeitdiskreten 
Abständen zu einer Episode zusammengefasst werden, wenn die Lösungs-
wege zeitlich konkret eingegrenzt werden können, wofür die Berechnung 
des Nutzens in (15) für den Zeitbereich 1 … T dargestellt ist. Beispielsweise 
sollen in einem Smart Home Lampen über einen Tag hinweg so gesteuert 
                                                 
6
 Solange die Parameter von Funktionen noch nicht geklärt sind, wird (●) verwendet, um 
diese Funktion prinzipiell zu erläutern.  
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werden, dass die Anwender möglichst wenig enttäuscht werden und keine 
eigenen Nutzereingriffe durchführen müssen. Dabei gibt es einen definierten 
Anfangs- und Endpunkt (z. B. 0:00 bis 24:00 Uhr).  
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Im Gegensatz zu diesem Ansatz gibt es auch Probleme, deren Lösung eine 
sehr große bzw. unendlich große Anzahl an Aktionen verlangt (also das Ziel 
nie erreicht, sondern nur angenähert werden kann), wie beispielsweise ver-
haltenspsychologische Fragestellungen, deren Entwicklungen Jahre vorher 
beginnen. In diesem Fall können unmöglich erwarteten Belohnungen mit 
vertretbarem Aufwand gesucht werden. Dann wird ein gewisser Zeithorizont 
für die Nutzenberechnung herangezogen, indem die früheren Belohnungen, 
wie in (16) gezeigt, stärker gewichtet werden als die späteren. Damit kon-
vergiert der rechte Term in (16) gegen die richtige Lösung in endlicher Zeit.  
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γ (γ Є [0, 1]) ist dabei die Diskontierung, die in (16) exponentiell gewichtet 
wird. Der Wert wird in der Regel deutlich kleiner als 1 gewählt, um aktuelle 
Belohnungen stärker zu bewerten. Die optimale Strategie V*(st) ist in (17) 
ausgedrückt.   
 
ttt s)(smax)s(  VV
*
 (17) 
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Ein wesentliches Problem dieses Ansatzes ist es, dass die Anzahl der mögli-
chen Zustände kombiniert mit allen möglichen Aktionen eine sehr große 
Anzahl von Paarungen ergibt. Jede dieser Kombinationen müsste mehrfach 
durchlaufen werden, damit eine repräsentative zu erwartende Belohnung mit 
einer bestimmten Aussagesicherheit in der Wissensbasis abrufbar ist. Au-
ßerdem sind viele Eingangsparameter kontinuierlich und werden erst durch 
die Messung quantifiziert. Damit könnten aufgrund der Messtoleranzen zwei 
gleiche Zustände verschiedenen st-Werten zugeschlagen werden.  
Die Lösung besteht in der Generalisierung von Gütewerten von (s, a)-
Paaren. Ähnlich wie in Neuronalen Netzen oder anderen überwachten Lern-
verfahren, kann das Bestärkende Lernen ebenfalls als Regressionsmethode 
interpretiert werden. Dieser Ansatz wird später bei der Anwendung von 
Learning Classifier Systemen (Abschnitt 2.3.4) erfolgreich eingesetzt, da 
sich insbesondere bei Smart Home-Systemen bestärkendes Lernen sehr gut 
eignet, um die Verhaltensweisen der Anwender zu adaptieren. Hierbei ist 
keine direkte Programmierung des Smart Home-Systems nötig, was gleich-
zeitig eine der Anforderungen in der vorliegenden Arbeit ist.  
 
2.3.2.3 Unüberwachtes Lernen  
Das unüberwachte Lernen (unsupervized learning) besitzt, im Gegensatz 
zu den vorherigen Lernmethoden, keinen Lehrer, sondern wird in erster Li-
nie zur Klassifizierung von Eingangsdaten benutzt. Dabei werden üblicher-
weise Gesetzmäßigkeiten in den Daten gesucht, die als Informationsquelle 
dienen. Dabei entsteht ein Datenmodell, das diese generelle Gesetzmäßig-
keiten in Eingangsdaten x(t) modelliert. In der vorliegenden Arbeit kann 
beispielsweise unüberwachtes Lernen eingesetzt werden, um allgemeine Ge-
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setzmäßigkeiten über menschliche Handlungsweisen zu lernen, ohne, dass 
der Mensch selbst die Entscheidung des Modells direkt bewertet.  
 
 
 
 
 
Abbildung 15. Blockschaltbild unüberwachtes Lernen. 
 
Das Blockschaltbild der Modellbildung ist in Abbildung 15 gezeigt. Dabei 
wird das lernende System mit dem Eingangsvektor x(t) beaufschlagt, wäh-
rend intern die Struktur der Daten durch die Funktion g(x) charakterisiert 
wird. Die Eingangsdaten sind typischerweise in technischen Systemen Sen-
sorinformationen, die eine Summe aus deterministischen und stochastischen 
Informationen liefern. Die Funktion g(x) hat deshalb in der Regel einen 
stochastischen Anteil gstoch(x) und einen deterministischen gdet(x). Der Aus-
gang y(t) ist dann entweder die Information über die Eingangsdaten selbst, 
wie beispielsweise statistische Verteilungsparameter, oder bereits eine Ent-
scheidung über die Gültigkeit der Eingangsinformationen. Daneben könnte 
auch eine Verarbeitung von x(t) erfolgen und entsprechend ausgegeben 
werden.  
 
 
 
 
 
Abbildung 16. Unüberwachtes Lernen im Anwendungsbereich (Überwachung von Pro-
zessen in der Fertigung). 
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Eine Anwendung für die Überwachung (monitoring) wäre ein Fertigungs-
prozessschritt, bei dem ein Parameter permanent erfasst und in seinen de-
terministischen sdet(t) sowie seinen stochastischen Anteil sstoch(t) zerlegt wird 
(s. Abbildung 16). Handelt es sich bei sdet(t) um eine Normalverteilung, sind 
Fertigungsfehler gut durch die Standardabweichung s(x) = σ(sdet(t)) charak-
terisierbar. Werkzeugverschleiß, einen Sensordefekt oder den Einsatz fal-
scher Halbzeuge erkennt man dann, wenn sich s(x) plötzlich für eine stan-
dardisierte Stichprobe (z. B. Ausstoß einer Schicht) gegenüber der Referenz 
s(x’) als Gutteile signifikant ändert.  
Weitere Anwendungsbereiche sind Komprimierungsverfahren (beispiels-
weise zum Farbmapping von Bildern) sowie die Klassifizierung von Ein-
gangsdaten sowie die Datenkompression während der Internetkommunikati-
on.  
 
2.3.3 Künstliche Neuronale Netze als Methode zur Verhaltensadaptie-
rung   
Eine Möglichkeit, sowohl die Verhaltensweisen der Benutzer im Haushalt 
als auch die elektrische Energieaufnahme der Geräte in Abhängigkeit von 
den Umweltbedingungen zu lernen, ist der Einsatz von Künstlichen Neuro-
nalen Netzen. Diese können prinzipiell als überwachte, unüberwachte oder 
als bestärkende Lernmethode eingesetzt werden, je nach Topologie des Ge-
samtsystems. Desweiteren sind Künstliche Neuronale Netze fähig, stark 
nicht lineare Zusammenhänge abzubilden, wie beispielsweise die menschli-
che Entscheidungsfindung, die von vielen Einflussgrößen abhängt.  
Im Rahmen der vorliegenden Arbeit wurden mehrere Topologien von 
Künstlichen Neuronalen Netzen im Abschnitt 6.3.1 ausprobiert, um Vorher-
sagen über Verbraucherwünsche für ein Smart Home-System zu treffen. Die 
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Konfiguration der Künstlichen Neuronalen Netze wurde dabei mit Hilfe ei-
nes Evolutionären Algorithmus‘ durchgeführt mit dem Ziel, die optimale 
Anzahl an Schichten und Neuronen für das Vorhersageproblem zu finden. 
Weitere Details über Künstliche Neuronale Netze sind im Anhang C ge-
nannt.  
 
2.3.4 Learning Classifier Systems  
Learning Classifier Systems (LCS) werden als zweite Lernmethode vorge-
stellt, da sie, wie nachfolgend gezeigt wird, ebenfalls als Lösungsmethode in 
Betracht kommen. Sie sind eine Kombination aus regelbasierten, kognitiven 
und adaptiven Methoden des Wissenserwerbs und finden hauptsächlich als 
bestärkende Lernverfahren Anwendung (es gibt aber auch durchaus Anwen-
dungen, in denen LCS auch als überwachte Methoden verwandt werden) 
[88]. Im Gegensatz zu konventionellen Classifier Systemen wird hier die 
Regelbasis nicht manuell durch einen menschlichen Experten programmiert, 
sondern automatisch (maschinell) durch präsentierte Beispiele aus der Um-
welt generiert und permanent gepflegt. Erstmals definiert wurde diese Me-
thode durch J. H. Holland [52] [53] [54]. Neben den Einflüssen aus der dy-
namischen Programmierung [10] sind auch starke Einflüsse der Evolutions-
biologie auf die ersten LCS sichtbar [125].  
Die Regelbasis (oder Population [P] nach [52]) bildet den Kern des LCS und 
wird durch die Beobachtung der Umwelt, in einem Haushalt beispielsweise 
die Benutzung von elektrischen Geräten durch die Anwender, und Interakti-
on mit dieser aufgebaut und permanent aktualisiert (s. Abbildung 17). Sie 
kann damit als Modell der Umwelt (in der vorliegenden Arbeit also der 
menschlichen Verhaltensweisen) mit einem bestimmten Reifegrad interpre-
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tiert werden. Dieser Reifegrad ist umso größer, je kleiner dessen Vorher-
sagefehler in Bezug auf die menschlichen Verhaltensweisen ist, und umso 
größere dessen Fähigkeit zur Generalisierung, also der generellen Gesetze 
menschlichen Verhaltens, ist. Das Ziel ist die permanente Steigerung dieses 
Reifegrads.  
 
 
Abbildung 17. Systemtopologie eines LCS (eigene Darstellung). 
 
Der prinzipielle Ablauf eines Lernzyklus‘ im LCS mit der Nummerierung 
der Schritte ist in Abbildung 17 gezeigt. Im ersten Schritt wird die Wissens-
basis [P] mit einer bestimmten Situation st beaufschlagt, indem ein willkür-
licher, repräsentativer und aktuell detektierter Umweltzustand zu einem be-
stimmten Triggerereignis (beispielsweise die Änderung einer Eingangsgrö-
ße) gelesen wird. Als Schritt 2 werden nun aus [P] alle Regeln in das Match 
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Set [M] übernommen, zu denen diese Umweltsituation passt
7
. Damit ist zu-
künftig sichergestellt, dass nur von der Umwelt wirklich affektierte Regeln 
in den weiteren Schritten modifiziert werden.  
Danach schlagen alle ausgewählten Regeln in einem Wettbewerb eine be-
stimmte Aktion at vor, die das LCS jetzt ausführen soll, um die Umwelt im 
Sinne einer langfristig sinnvollen Strategie zur Kostenminimierung zu be-
einflussen. Dieser dritte Schritt mündet darin, dass aus [M] wiederum eine 
bestimmte Anzahl von Regeln ausgewählt wird, die genau diese Aktion at 
vorschlagen und ins Action Set [A] kopiert werden. Dabei wird in der Regel 
das Roulettewahlverfahren angewandt, da es sich in den allermeisten Prob-
lemen der Vergangenheit als besonders robust hinsichtlich der besten Lö-
sung gezeigt hat [21]. Allerdings können bei speziellen Aufgabenstellungen 
auch andere Ansätze zum Einsatz kommen, die in Tabelle 1 dargestellt sind 
[63].  
Ebenfalls wichtig für die Auswahl des besten Verfahrens im Schritt 3 ist, ob 
bei jedem Durchlauf alle Regeln wiederum mit den gleichen Bedingungen 
zur Selektion freigegeben sind (nicht diskriminierend) oder, ob vergangene 
Durchläufe einen Einfluss auf die aktuelle Auswahl haben. Ein Beispiel für 
letzteres ist das Eliteverfahren, bei dem nur diejenigen Regeln, die sich in 
vorherigen Selektionen sehr bewährt haben, an späteren teilnehmen. Norma-
lerweise jedoch wird der erste, nicht diskriminierende Weg gewählt, um 
möglichst viele Arbeitsbereiche im Lösungsraum abzutasten.  
 
 
                                                 
7
 Das ist dadurch ausgedrückt, dass [M] auch als [P]|s bezeichnet wird, also als Unter-
menge von [P], die alle Regeln enthält, die zu st passen.  
 48 
Selektionsmethode Beschreibung 
Zufällige Auswahl 
(Stochastic univer-
sal sampling)  
Hierbei wird eine Regel aus [M] rein zufällig 
ausgewählt (gleichverteilt)  
Deterministische 
Auswahl 
Die Regel mit dem größten zu erwartenden 
Gewinn wird gewählt, womit immer die 
stärkste Regel gewinnt und niemals eine Ni-
schenaktion durchgeführt wird  
Proportional  
(Rouletterad-
Verfahren)  
Alle Regeln werden – wie bei einem Glücks-
rad mit verschieden großen Segmenten – ge-
mäß ihres zu erwartenden Gewinns gewichtet 
und danach eine Regel gewählt; die größer 
gewichteten Regeln haben dabei Vorteile, 
ausgewählt zu werden  
Wettkampfselektion  
Eine bestimmte Anzahl von Regeln wird zu-
fällig ausgewählt (Schritt 1), von denen wie-
derum die mit dem stärksten zu erwartenden 
Gewinn angewandt wird (Schritt 2)  
Boltzmann-
Selektion 
Hier wird der Selektionsdruck mit fortschrei-
tender Modellreife immer weiter vergrößert, 
sodass mit jedem Lernzyklus weniger Lö-
sungen zur Auswahl stehen [87]  
Lineares Ranking 
Hierbei wird nicht von der Stärke der Regeln 
(erwartete Belohnung durch die Umwelt) 
ausgegangen, sondern jede Regel mit einem 
festen Abstand hinter die nächst bessere plat-
ziert.   
Tabelle 1. Methoden zur Auswahl einer Regel aus dem Match Set [M] für das Action 
Set [A]. Die am häufigsten benutzte Methode des Rouletteradverfahrens ist türkis hin-
terlegt.  
 
Gleichzeitig mit der Bildung von [A] wird die Umwelt im vierten Schritt mit 
der gewählten Aktion at beaufschlagt. Damit wird die Umwelt in den Ar-
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beitspunkt gebracht, den das LCS als den aussichtsreichsten hält. Bevor die 
Reaktion der Umwelt auf diesen Eingriff im sechsten Schritt erfasst und zu-
rückübertragen wird, werden alle Regeln als Schritt fünf aus dem Action Set 
[A] in ein Updated Action Set [A]’ übertragen, damit die Umweltantwort je 
nach Einfluss der Regeln auf die getroffene Steuerentscheidung zum Update 
(und damit zur Steigerung des Modellreifegrades) beitragen kann. Im nächs-
ten Schritt werden die aktualisierten Regeln zurück in die Wissensbasis 
übertragen, womit die Erneuerung des Wissens infolge der Interaktion mit 
der Umwelt (Reinforcement) beendet ist.  
Bei der Anzahl der in einem Lernzyklus (Schritte 1 bis 7 in Abbildung 17 
nacheinander bilden einen Lernzyklus) veränderten Regeln der Population 
[P] wird zwischen der Generations- und der stationären Reproduktion unter-
schieden. Während bei der Generationsreproduktion alle Regeln der Popula-
tion [P] einer Generation im Rahmen des Updates ersetzt werden, sind bei 
der stationären nur ein Teil der Regeln der Aktualisierung während eines 
Lernzyklus’ unterzogen [16]. Im vorgestellten LCS werden per Definition 
nur diejenigen Regeln aktualisiert, die zur eingelesenen Umweltsituation st 
passen und gleichzeitig die gewählte Aktion vorschlagen
8
, deshalb spricht 
man hier von der stationären Reproduktion [56].  
Anschließend folgen im 8. Schritt (vgl. Abbildung 17) die Genetischen Al-
gorithmen [38], um die Wissensbasis selbst weiterzuentwickeln: Selektion, 
Rekombination und Mutation sowie die Generalisierung sorgen für die Ex-
ploration und die Exploitation der Wissensbasis. Damit werden zum einen 
permanent neue Arbeitspunkte im Lösungsraum ausprobiert, die bislang 
noch nicht betrachtet wurden, aber auf Basis der bislang gewonnen Erfah-
                                                 
8
 Das sind alle Regeln des Action Sets [A]  
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rungen aussichtsreich erscheinen. Zum anderen sorgt die Generalisierung 
dafür, im hyperdimensionalen Lösungsraum generelle Abhängigkeiten zwi-
schen Einflussgrößen und einer bestmöglichen Lösung zu finden, um damit 
die Komplexität entscheidend zu reduzieren. Im psychologischen Sinne wird 
eine Präferenzkonzentration angestrebt, denn Menschen treffen ihre Ent-
scheidungen unter Zuhilfenahme einer sehr begrenzten Anzahl von Ein-
flussgrößen, im regelungstechnischen Sinne eine Parameteridentifikation 
vorgenommen [30]. Das Ziel ist dabei, die wesentlichen, den anderen zu 
Grunde liegenden Wirkzusammenhänge zu finden und eine ausreichend gute 
Modellabstraktion zu erzeugen.  
Der Vorhersagefehler berechnet sich durch eine bestimmte Belohnung (bzw. 
Bestrafung) als Antwort aus der Umwelt auf eine getroffene Entscheidung 
des LCS. Das Ziel des Lernverfahrens ist es, Entscheidungen in Abhängig-
keit bestimmter Umweltzustände derart zu treffen, um die langfristigen Be-
lohnungen an das System zu erhöhen (Maximierungsproblem) bzw. die 
langfristigen Bestrafungen zu reduzieren (Minimierungsproblem)
9
, wenn-
gleich bestehende Regeln aus der Population zur Problemlösung eingesetzt 
werden (vgl. (18)). Bessere Regeln erhalten bei einem Maximierungsprob-
lem also auch eine größere Belohnung als schlechtere und generellere kom-
men häufiger zur Anwendung als speziellere
10
, wobei im Laufe des Lern-
vorgangs immer mehr Regeln gebildet werden sollten, die möglichst für 
große Arbeitsbereiche eine Lösung mit großem zu erwartenden Gewinn an-
bieten.  
                                                 
9
 Zukünftig wird, der Übersichtlichkeit halber, nur das Maximierungsproblem betrachtet, 
da die Methoden dieselben sind und die meisten praktischen Aufgaben Maximierungs-
probleme sind. Außerdem kann jedes Minimierungs- in ein Maximierungsproblem über-
führt werden.  
10
 Damit ist die Generalisierung als implizites Ziel in den Lernmethoden der Learning 
Classifier Systeme enthalten.  
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Die Wissensbasis [P] besteht dabei aus maximal imax Regeln
11
, die mit Ψi 
bezeichnet werden, wobei i (0 ≤ i ≤ imax) den Index der Regel bezeichnet. 
Jede Regel i besteht wiederum aus einem Situationsteil Ψi.s, einer Aktion 
Ψi.a sowie einer zu erwartenden Belohnung Ψi.r (Reward) als skalierter 
Wert. Typischerweise liegt imax im Bereich 20 …1000 und kann als die Ord-
nung des Modells interpretiert werden
12
. Denn bei einer großen Anzahl an 
Regeln müssen wesentlich später Regeln überschrieben werden, was bei ei-
ner komplexen Umwelt und gleichzeitig vielen Lernbeispielen schnell zu 
einer guten Lösung konvergiert, ansonsten jedoch zu langen Lernzyklen mit 
schlechter Güte des Modells führt [52].  
In der Situation Ψi.s können zum einen reale Zahlenwerte, logische Werte 
oder ganze Zahlen bzw. Bereiche und zum anderen der Joker (oder 
Wildcard) „#“ für jeden einzelnen Term (also ein Zeichen im String) vor-
kommen. Der Joker steht dabei für ein beliebiges Zeichen. Mit Hilfe dessen 
können Bereiche (oder Hyperebenen) im Zustandsraum erzeugt werden und 
damit ist eine Generalisierung möglich. Ein mit Jokern versehener String 
bildet ein Schema und ist eine sehr mächtige Methode bei lernenden Algo-
rithmen, wie in Abschnitt  
                                                 
11
 Das System startet mit der leeren Wissensbasis (i = 0) und inkrementiert diesen Index 
mit jedem neu angelegten Satz solange, bis die maximale Anzahl imax erreicht ist. Danach 
werden Regeln bei Bedarf nur noch überschrieben.  
12
 Der direkte Vergleich ist allerdings nicht möglich, da jede Regel einen Arbeitsbereich 
abbildet, welcher selbst bereits höherer Ordnung sein kann.  
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Wenn beispielsweise in einer bestimmten Situation eine Regel, unabhängig 
vom Wert einer bestimmten Eingangsgröße, greifen soll, wird für genau die-
se Eingangsgröße ein Joker gesetzt. Damit wird diese Regel bei jedem be-
liebigen Wert dieses Eingangs ausgewählt, wenn der Rest der Regel auch 
gewählt würde.  
 
2.3.4.1 Das Covering  
Im Sonderfall, falls sich keine zu st passende Regel in der Population befin-
det (da beispielsweise eine Umweltsituation im Smart Home detektiert wur-
de, die so noch nicht in der Wissensbasis vorhanden ist, weil etwa noch nie 
während der bisherigen Systemlaufzeit so viele Menschen im Haushalt an-
wesend waren), muss eine Regel für die aktuelle Situation generiert werden, 
denn ein leeres [M] ist nicht zulässig. Diesen Prozess nennt man Covering 
(vgl. Abbildung 17, Schritt 2).  
Da die Wissensbasis beim Covering bereits voll ist (maximal imax Regeln in 
[P] zulässig), muss eine Regel aus dieser überschrieben werden, damit die 
neue, gecoverte Regel Platz findet. Hier gibt es die Möglichkeit, die ähn-
lichste (kleinste Distanz zwischen Ψi.s und st) zu ersetzen, die verschiedens-
te (größte Distanz zwischen Ψi.s und st) zu ersetzen oder eine bereits vor-
handene Regel derart zu generalisieren, dass sie die aktuelle Situation mit 
abbildet.  
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Differenzberechnung  
 
Zur Ermittlung dieser Differenz (im Folgenden mit Δ(●) abgekürzt) gibt es 
verschiedene Ansätze, von denen die wichtigsten hier vorgestellt werden. 
Die Differenzermittlung selbst spielt eine entscheidende Rolle für die Gene-
rierung von Regeln, da sie der Ausdruck dessen ist, wie der Situationsraum 
zu interpretieren ist [143]. Das Ziel ist, dass für ähnlich wahrgenommene 
Situationen, beispielsweise die Regeln ii und jj, Ψii.s und Ψjj.s, auch die be-
rechnete Differenz sehr klein ist. Erst dann wird der Zustandsraum optimal 
durchsucht. Damit ergibt sich bereits eine Randbedingung: für zwei identi-
sche Situationen soll die Differenz Π(Ψii.s, Ψjj.s)|ii=jj := 0 sein.  
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1 0 0 
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Zeichen unterschiedlich?    1 1 0 
          
Hammingdistanz   2 
 
Abbildung 18. Zwei verschiedene Hammingdistanzen (Ansteuerung von drei Lampen). 
 
 54 
Am häufigsten wird dabei die Hammingdistanz hd(●) benutzt, bei der in 
zwei gleichlangen Strings sii und sjj die Anzahl der unterschiedlichen Zei-
chen ermittelt wird  [78] [144]. Die Berechnung ist in  
Abbildung 18 veranschaulicht, am Beispiel eines Haushalts jeweils drei 
Lampen angesteuert sind (Gelesene Umweltsituation st) und mit dem Situa-
tionsteil der Regel Ψi vergleichen werden. Dabei wird im Modell der Um-
welt unterstellt, dass die Differenz zwischen zwei Zeichen jeweils die glei-
chen Kosten (beispielsweise in Folge einer Fehlsteuerung) verursachen wür-
de, wenn sie auftritt. Deshalb ist diese Berechnung nur sinnvoll für binäre 
Zeichen, wobei jede Information prinzipiell in eine binäre Zahl umgewan-
delt werden kann (Ansatz beim Standard-LCS).  
Der große Nachteil dieser Berechnungsmethode ist die meist zu einfache 
Abbildung der Umwelt. Im Smart Home wird beispielsweise der Verschleiß 
durch häufiges Ein- und Ausschalten von Geräten nicht mit berücksichtigt, 
der LEDs anders ist als bei Glühlampen. Dann wäre die Hammingdistanz 
ein zu einfacher Ansatz und würde dazu führen, dass ein zu häufiges Schal-
ten nicht ausreichend bestraft wird. Ein Hauptanwendungsgebiet ist deshalb 
nicht Steuerung einfacher Geräte, sondern die Molekularbiologie [74].  
Eine weitere Berechnungsmethode der Differenz Δ(●) ist die Evolutionäre 
Distanz [130]. Bei diesem Ansatz werden die Kosten, die auftreten würden, 
wenn man einen String (z. B. „AG“) in einen anderen String (z. B. „T“) 
überführen würde, summiert. Am Beispiel einer DNA-Sequenz in Abbil-
dung 19 bedeutet das, dass das Streichen und das Einfügen einer Säure in 
den DNA-Strang Kosten von 2 verursacht, wobei das Ersetzen einer Säure 
durch eine andere mit 3 bewertet wird. Wichtig ist, dass der kürzeste Weg 
der Überführungen angenommen wird. Um das zu erhalten, werden in [130] 
Regeln vorgeschlagen, in welcher Reihenfolge die Ersetz-, Einfüge- und 
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Streichoperationen vorzunehmen sind. Diese Methodik ist auch auf eine Zu-
standsänderung im Smart Home übertragbar, wenn beispielsweise vom Zu-
stand „Alle Lichter ausgeschaltet“ in einen Zustand „Alle Lichter einge-
schaltet“ sukzessive die Lampen nacheinander eingeschaltet werden. Dabei 
gibt es verschiedene mögliche Reihenfolgen, die Lampen zu schalten, wobei 
stets diejenige mit den wenigsten Schaltvorgängen gewählt werden soll.  
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Ψi.s = 'AG'     
st = 'T'   
  
Schritt 1: Entfernen 'A'    2 
Schritt 2: Ersetzen 'G' durch 'T'   3 
Evolutionäre Distanz   5 
 
Abbildung 19. Berechnung der Evolutionären Distanz zwischen Ψi.s = ‚AG’ und st  = 
‚T’ als kürzeste Differenz zwischen Ψi.s und st . Alternativ könnten die Operationen an-
ders gewählt werden, womit sich die Distanz allerdings vergrößern würde, deshalb wurde 
auf alternative Berechnungen verzichtet. 
 
Eine dritte Möglichkeit ist die Interpretation der einzelnen Parameter einer 
Situation als Informationen, die als Gesamtstring eine gewisse Entropie be-
sitzen [23]. Diese Möglichkeit aus der Informationstheorie (Shannontheorie) 
spielt in der vorliegenden Arbeit keine Rolle und wird lediglich erwähnt.  
Im Gegensatz zu allen bisherigen Theorien ist bei der L1- bzw. L2-Norm 
keine Umrechnung der realen Werte in binäre nötig. Dabei wird die Ham-
mingdistanz durch den euklidischen Abstand (für L2-Norm quadriert) zwi-
schen zwei Zeichen k1 und k2 aus einem String ersetzt. Daran angelehnt wird 
in typischen Zielfunktion einer Regelung der gewichtete Fehler zwischen 
Soll- und Istsignal (als Zielfunktion) als Berechnungsgrundlage herangezo-
gen.  
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Integration einer per Covering generierten Regel in Wissensbasis:   
 
Bei der Integration einer Regel Ψi in die Wissensbasis [P] mittels Covering 
wird entweder die gelesene Situation st in die neue Regel i als Ψi.s über-
nommen und wahlweise, wie in den meisten LCS üblich, zusätzlich noch 
eine zufällige Anzahl von Jokern eingesetzt (und die Regel damit bereits 
generalisiert) [141]. Ψi.a und Ψi.r werden dabei in der Regel wiederum von 
der ähnlichsten Regel (kleinste Hammingdistanz) übernommen, falls keine 
besseren Informationen wie bereits erhobene Sollwerte oder Vorwissen vor-
liegen sollten.  
Nachdem iMatch (1 ≤ iMatch ≤ imax) Regeln in [M] kopiert wurden, wird eine 
Regel Ψselection ausgewählt, die zur Anwendung kommen soll.  
Nachdem die Auswahl stattgefunden hat, werden alle Regeln, die die Aktion 
der gewählten Regel Ψselection.a ebenfalls vorschlagen würden, ins Action Set 
[A] übernommen. Dieser dritte Schritt in Abbildung 17 dient dazu, alle 
gleichartigen Regeln in die spätere Belohnung (oder Bestrafung) seitens der 
Umwelt mit einzubeziehen. Gleichzeitig wird (als vierter Schritt) die Um-
welt mit der Aktion beaufschlagt, wofür die Aktoren des Systems zuständig 
sind. Auch hier müssen ggf. Anpassungen des Datenformats vorgenommen 
und auf sichere Zustandsübergänge geachtet werden. Im Nachfolgenden 
wird davon ausgegangen, dass die getroffene Entscheidung vollständig um-
gesetzt werden kann (also die Hardwaretreiber korrekt arbeiten).  
Im Smart Home bedeutet das, dass die Umweltsituation jetzt für nachfol-
gende Entscheidungen bekannt ist.  
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2.3.4.2 Der Reinforcementvorgang  
Die Schritte 5 und 6 (s. Abbildung 17) beschreiben den Reinforcementvor-
gang selbst. Das bedeutet, dass die Regeln im Action Set belohnt (oder be-
straft) werden, je nachdem, wie die Umwelt auf die ihr aufgezwungene Ak-
tion Ψselection.a reagiert. Bei der Spiegelung des Gewinns dieser Antwort auf 
die verwendeten Regeln haben sich zwei Verfahren durchgesetzt, der Bucket 
Brigade-Algorithmus (BBA) sowie das Q-Learning (als klassischer Ansatz 
aus dem bestärkenden Lernen) [75].  
Für den BBA gibt es mehrere Möglichkeiten, die sich hinsichtlich der Ver-
teilung des Gewinns etwas unterscheiden, wobei das Grundprinzip nachfol-
gend beschrieben wird [43]. Im ersten Schritt ist eine Auktion durchzufüh-
ren, bei der jede Regel aus [A] ein Gebot entsprechend ihrer Spezifität sowie 
ihrer Stärke (hier vergleichbar mit dem zu erwartenden Gewinn Ψi.r einer 
Regel i aus dem Action Set [A]) abgibt und anschließend in den Handel um 
den erhaltenen Gewinn rt aus der Umwelt einbezogen wird.  
Während der Auktion werden Gebote Bt(i) für jede Regel in [A] nach (19) 
berechnet. Die direkte Proportionalität des Gebots mit der Spezifität einer 
Regel ord(Ψi) (Berechnung s. (28)) lässt sich dadurch erklären, dass eine 
abstraktere Regel, so wie in der Building Block-Hypothese beschrieben, 
auch einen deutlich größeren Bereich an Umweltzuständen abdeckt und da-
mit anteilig für jede Regel nicht so relevant sein kann wie eine spezielle (Ni-
schen-) Regel.  
 
)ord(r.Ψ)(B it iki   (19) 
 
 58 
Von allen Regeln aus [P] wird ein kleiner Wert von Ψi.r abgezogen und die-
se Regeln damit pauschal geschwächt, damit sowohl Gewinne als auch Ver-
luste möglich sind. Damit berechnet sich die neue Stärke anhand der (20).  
 
lifeTax r.Ψr.Ψr(neu).Ψ iii  (20) 
 
Anschließend wird, wie in (21) gezeigt, von jeder Regel in [A] eine weitere 
kleine „Gebühr“ abgezogen, um überhaupt an der Auktion teilnehmen zu 
dürfen. Diese ist für jede Regel i proportional zu deren Gebot Bt(i).  
 
lifeTaxi  )(Br.Ψr(neu).Ψ tii  (21) 
 
Im letzten Schritt wird die erhaltene Umweltantwort gelesen und an die Re-
geln ausgeschüttet, die die Auktion gewinnen, während sie ihre Gebote 
selbst verlieren (die allerdings bei jeder guten Regel geringer ausfallen soll-
ten als die Umweltantwort). Die neue Stärke Ψi.r(neu) der Regel i setzt sich 
jetzt nun aus der alten Stärke Ψi.r zusammen, von der das Gebot Bt(i) abge-
zogen und sowohl der erhaltene Gewinn rt als auch das mit γ diskontierte 
neue Gebot Bt+1(i) hinzuaddiert werden, wie in (22) gezeigt ist.  
 
)(B)(Br.Ψr(neu).Ψ 1tttii iri    (22) 
 
Bei der Ausschüttung des Gewinns an Regeln, die nicht unmittelbar am Er-
folg beteiligt sind, gibt es wiederum mehrere Ansätze, die zu erklären je-
doch den Rahmen der vorliegenden Arbeit sprengen würden.  
Eine häufig angewandte Modifikation dieses Algorithmus’ ist das Implizite 
BBA (IBBA) [22]. Hier wird, im Gegensatz zur oben beschriebenen Varian-
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te, jeder Regel aus [A] der gleiche Anteil als Gebot abgezogen, unabhängig 
von deren derzeitigen Stärke (also der zu erwartenden Belohnung), wie in 
(23) gezeigt ist. Je nach vorliegendem Problem kann dieser pauschale An-
satz, der auch in Wilsons Zeroth Level Classifier System (ZCS) verwendet 
wird, schneller zu einer Lösung führen.  
Dem Nachteil der starren Verteilung der Gebote steht der Vorteil der Lern-
rate β gegenüber, die dynamisch während des Lernvorgangs verringert wer-
den kann, sobald sich die Wissensbasis einem gesättigten Zustand nährt. 
Damit ist ein schnelleres Konvergieren möglich.  
 
  


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A
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Im ZCS (Zeroth Level Classifier System) wird der Q-Lernalgorithmus ein-
gesetzt, wie er in der frühen Phase der LCS angedacht war [126]. Damit 
wurde eine minimalistische, sehr effiziente Variante erzeugt, die jedoch nur 
für kleinere Probleme einsetzbar ist.  
Die andere grundsätzliche und ebenfalls weit verbreitete Belohungsstrategie 
wird vom Q-Learning übernommen. Sie ist allerdings nur für den Sonderfall 
XCS anwendbar [139]. Dabei wird jede Regel, wie weiter oben beschrieben, 
um die Komponenten in Tabelle 2 erweitert. Es werden, abhängig von der 
Lernrate β, alle Parameter einer Regel anhand der Rückmeldung aus der 
Umwelt gepflegt, wobei die Erfahrung permanent wächst.  
Im Wesentlichen lehnt sich diese Art der Belohnung an der Widrow-Hoff-
Regel (Delta-Regel), an die auf der Optimierungsmethode der minimalen 
Fehlerquadratsumme fußt und in (24) dargestellt ist [134].  
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x = x + β (y – x)  (24) 
 
Die Lernrate β kann entweder statisch oder dynamisch (abnehmend abhän-
gig vom Lernfortschritt) gewählt werden. Es sollen an dieser Stelle jedoch 
nicht alle Formeln zum Update einer Regel mit dem Q-Learning-Ansatz be-
nutzt werden, sondern nur exemplarisch das Einfließen der erhaltenen Be-
lohnung in (25).  
 
Ψi.r = Ψi.r + β (rt – Ψi.r)  (25) 
 
Dabei kann der wirklich erhaltene Gewinn rt als Q-Wert in der Q-
Wertetabelle interpretiert werden.  
Im siebten Schritt in Abbildung 17 werden die Regeln aus [A]’ zurück in die 
Population [P] geschrieben und sowohl [M] als auch [A] und [A]’ gelöscht. 
Damit ist sichergestellt, dass diese Untermengen der Regelbasis für den 
nächsten Zyklus initialisiert sind.  
 
2.3.4.3 Pittsburgh- vs. Michigantyp  
Für die Interpretation einer Regel an sich gibt es zwei verschiedene Ansätze, 
und zwar den Pittsburgh- und den Michigantyp. Beim Pittsburgh-Typ bildet 
jede Regel in der Wissensbasis eine Lösung des vorliegenden Problems ab, 
beispielsweise die Schaltmuster sämtlicher Geräte in einem Smart Home 
über einen ganzen Tag hinweg. Im Michigantyp hingegen wird nur ein lo-
gisch begrenzter Schritt in einer Regel kodiert, also die Herstellung eines 
bestimmten Schaltzustands der Geräte, sodass mehrere Regeln nacheinander 
angewandt werden müssen, um ein Ziel zu erreichen. Veranschaulicht ist 
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dies in Abbildung 20, wo in einem Haushalt als Beispiel die Schaltung aller 
Geräte über einen ganzen Tag hinweg betrachtet werden.  
 
 
Abbildung 20. Gegenüberstellung von Pittsburgh- und Michigantyp in Bezug auf Regeln 
in der Wissensbasis. 
 
2.3.4.4 Weiterentwicklungen und Modifikationen von LCS  
Zahlreiche Modifikationen sowie Erweiterungen wurden in der Literatur 
untersucht, die bekannteste darunter ist das XCS. Hier wird, im Gegensatz 
zum LCS, nicht die Höhe der zu erwartenden Belohnung als Entscheidungs-
grundlage benutzt, sondern die Genauigkeit der Vorhersage von Belohnun-
gen, die Erfahrungen einer Regel sowie deren Fitness in einer Generation. 
Diese Änderungen waren eine Antwort auf die Probleme klassischer LCS, in 
denen verzögerte Antworten seitens der Umwelt oft zu Übergeneralisierung 
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sowie sehr ungleichmäßiger Verteilung von Regeln im Problemraum führten 
[140]. Dafür werden alle Regeln neben der Gewinnvorhersage Ψi.r noch um 
die Komponenten in Tabelle 2 erweitert. Desweiteren modifiziert der geneti-
sche Algorithmus die Regeln nicht in der Population, sondern löscht diese 
nur.  
 
Komponente 
Formelzeichen 
der Regel i 
Beschreibung 
Vorhersagefehler/  
Prognosegenauig-
keit 
Ψi.ε 
Durchschnittlicher absoluter 
Fehler bisheriger Vorhersagen 
dieser Regel 
Fitness Ψi.F 
Genauigkeit der Regel relativ 
zu anderen 
Erfahrung Ψi.E Messung des Erfolgs der Regel 
Tabelle 2. Nötige Erweiterungen der Regeln eines LCS, um ein XCS zu schaffen.  
 
Damit kann ein XCS-basierter Ansatz (auch als stärkebasierter Ansatz be-
zeichnet) eher bei Aufgabenstellungen zum Einsatz kommen, in denen Ni-
schenlösungen gefragt sind und findet seit Ende der 90er Jahre immer mehr 
Verbreitung [20] [81] [55]. Vor allem die Messung des Erfolgs jeder Regel, 
der sich mit jedem erfolgreichen Einsatz der Regel verbessert und umge-
kehrt, hat sich als nützlicher Ansatz erwiesen [137]. Den LCS hat dieser An-
satz damit zu neuem Schwung verholfen, indem neue Anwendungsmöglich-
keiten erschlossen wurden.  
Ein weiteres Merkmal von XCS ist das Bestreben, einerseits Regeln in ver-
schiedenen Nischen möglichst gleichverteilt einzusetzen, und andererseits 
möglichst alle Nischen im vorhandenen Lösungsraum zu besetzen. Das wird 
durch den Algorithmus zum Löschen von Regeln realisiert, sobald die zuläs-
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sige Größe der Regelbasis überschritten ist. Dabei wird die Löschwahr-
scheinlichkeit einer Regel umgekehrt proportional zu deren Fitness und de-
ren Erfahrung berechnet. Denn eine unerfahrene Regel mit geringer Fitness 
sollte prinzipiell eher aus der Wissensbasis entfernt werden als eine erfahre-
ne mit großer Fitness. Allerdings sind auch hier – wie bei der Auswahl der 
Aktion – andere Möglichkeiten denkbar. Zum einen die Roulette Wheel-
Selektion mit der umgekehrten Fitness als Auswahlwahrscheinlichkeit und 
zum anderen die rein zufällige, nicht gewichtete Auswahl von zu löschenden 
Regeln. Diese beiden Varianten bilden die Umwelt nicht hinreichend ab und 
werden deshalb nicht eingesetzt.  
Eine weitere Möglichkeit ist, den Regeln eine Evolution aufzuprägen. Das 
bedeutet, dass „ältere“ Regeln tendenziell häufiger gelöscht werden als jün-
gere. Nach der maximalen Lebensdauer werden sie in jedem Fall entfernt. 
Diese Variante scheidet allerdings auch aus, da Erfahrungen des Menschen, 
die hier modelliert werden sollen, kein Ablaufdatum kennen.  
Unterformen des XCS selbst basieren beispielsweise auf realen Werten statt 
binären (XCSR) [131], was bei der Verarbeitung reellwertiger Eingangsgrö-
ßen gewisse Vorzüge bringt. Der wesentliche Unterschied ist dabei, dass 
durch die Generalisierung der Wertebereich erweitert wird statt Joker an 
verschiedene Bitpositionen einzusetzen. In der vorliegenden Arbeit liegen 
sowohl reellwertige als auch logische Eingangsparameter vor, wie später 
gezeigt werden wird.  
Außerdem wurden andere maschinelle Lernmethoden in LCS integriert, so 
in [45] eine Fuzzy-Lernkomponente, um die Exploration der Regeln geziel-
ter durchführen zu können. Hierbei wird die Intelligente Explorationsme-
thode (IEM) vorgestellt, womit das XCSI entsteht. Die erreichten (leichten) 
Verbesserungen gegenüber dem klassischen XCS-Ansatz sind dort am Bei-
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spiel eines Labyrinths gezeigt, in dem ein Agent so schnell wie möglich an 
sein Ziel kommen soll. Ein weiterer interessanter Ansatz ist die Integration 
des Backpropagationalgorithmus in LCS, der in der vorliegenden Arbeit 
nicht weiter verfolgt werden soll, da der Bezug zur zu modellierenden Um-
welt nicht gegeben ist.  
 
Nicht-markovsche und antizipative Ansätze  
 
LCS gehen davon aus, dass die Umwelt als Markovmodell erster Ordnung 
interpretiert werden kann, bei der die aktuelle Situation nur von der direkt 
vorhergehenden Situation abhängt. Das ist oftmals nicht per se der Fall, da 
die Historie aus Vorzuständen eine Rolle bei der Wahl der optimalen Strate-
gie in der aktuellen Situation spielt (Nicht-Markovsches Problem) [70]. Als 
Ausweg gibt es die Möglichkeit, alle relevanten Vorzustände in den aktuel-
len Zustand zu integrieren. Damit ist die Entscheidung bisher von einem 
einzigen Vorzustand, der alle nötigen Informationen über die Vergangenheit 
enthält, abhängig.  
Die Aufspaltung des Nichtmarkovproblemens in mehrere Markovsche als 
Alternative wird in [135] und [85], eigenen sich aber nicht als Methoden in 
der vorliegenden Arbeit. Diese Ansätze werden hier nur der Vollständigkeit 
halber genannt.  
Des Weiteren werden bei XCSM beispielsweise interne Zustände in die 
Wissensbasis integriert, die die Vergangenheit abbilden [137] [71]. Diese 
Zusammenfassung besitzt entweder eine feste Anzahl historischer Zustände 
[76] oder eine variable [82]. Je nach Umwelt ist die eine oder die andere Va-
riante diejenige, die zu einem besseren Ergebnis führt.  
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Eine weitere Möglichkeit ist es, nach der mathematischen Kettenregel, Zu-
stände zu „überbrücken“. Damit ist es möglich, die gegebene Historie abzu-
bilden und gut für die zu treffende aktuelle Entscheidung zu nutzen. Die 
wichtigsten Vertreter sind hierbei die CXCS [127], das ZCCS [126] sowie 
die Anticipatory Classifier Systems (ACS) [119].  
Bei ACS werden antizipative Verhaltensweisen des Menschen, erklärt durch 
die kognitiven Lerntheorien als Methode der Psychologie, in das Modell der 
LCS integriert [50] [19]. Sie gehen im Wesentlichen auf Stolzmann [117] 
[118] zurück und sind für die hier gegebene Aufgabenstellung interessant.  
Nach dem antizipativen Ansatz wird das Lernen als Erkenntnis, welcher Zu-
stand zu welchem führt, gesehen [125]. Mit Hilfe dieser wird ein Umwelt-
modell im lernenden Menschen geformt, das ohne Belohnung der Umwelt 
auskommt und auf die Theorie von James zurückgeht [60]. Zur Abbildung 
dieses Modells ist eine bestimmte Anzahl von Classifiern in nötig, die zu 
einer Population zusammengefasst werden, wie es beim LCS auch üblich ist.  
Der Antizipative Lernprozess (ALP ist vergleichbar mit anderen LCS-
Ansätzen und ist in Abbildung 21 gezeigt. Zuerst führt dabei ganz links in 
der Abbildung die Situation Sstart zu einer Antwort (R) mit einer Antizipation 
(Erwartung) deren Konsequenzen, also des neuen Zustands der Umwelt 
nach dem durch den Lernenden gebildeten Umweltmodell. Danach werden 
die Antizipationen Eant der generierten Effekte verglichen mit den wirklich 
eingetretenen Ereal, wobei die Differenz (comparison) aus beiden den Mo-
dellfehler beschreibt. Wenn dieser einen gewissen Wert übersteigt, werden 
die benutzten Antizipationen geschwächt, ansonsten bestärkt. Völlig falsche 
Annahmen oder Erwartungen führen zur völligen strukturellen Modellkor-
rektur (differentiation).  
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Abbildung 21. Der Antizipative Lernprozess (ALP) [19]. 
 
Praktisch werden die Regeln in ACS, um die Komponenten in Tabelle 3 er-
weitert, womit die Antizipation ausgedrückt wird. Das interne Umweltmo-
dell wird durch die gemessene Genauigkeit q einer Regel präsentiert. Solan-
ge diese einen gewissen Schwellwert θr überschreitet, wird der durch die 
Regel beschriebene Zusammenhang ins Modell integriert.  
 
 
Komponente 
Formelzei-
chen Regel i 
Beschreibung 
Effekt Ψi.E 
Antizipierter Effekt bei Anwendung 
der Regel; Joker sind möglich  
Markierung Ψi.M 
Zählt die nicht erfolgreiche Anwen-
dung der Regel (Erfahrung der Anti-
zipation)  
Qualität Ψi.Q 
Gemessene Genauigkeit der Vorher-
sage als skalarer Wert 
Nicht markiert Ψi.u 
Binärer Wert; ist „TRUE“, solange 
Antizipation stimmt  
Tabelle 3. Nötige Erweiterungen der Regeln eines LCS, um ein ACS zu schaffen.  
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Interessant für die Modellbildung ist ebenfalls, dass ACS bei einem sehr all-
gemeinen Zustand beginnen. Das heißt, alle Regeln besitzen im Bedin-
gungsteil Ψi.s sowie im Effektteil Ψi.E ausschließlich Joker. Damit ist zu-
nächst kein Zusammenhang zwischen einer Situation und der zugehörigen 
Aktion hergestellt, das Modell ist maximal unscharf, unterliegt aber der Vo-
raussetzung, dass Zusammenhänge zwischen Situationen und Aktionen exis-
tieren.  
Nach Popper wird damit die Rationalitätshypothese [100] [129] angewandt, 
nach der Menschen situationsgerecht handeln (also nach individuellen Zie-
len strebend) [121]. Dabei haben Menschen, wie in ACS nachgebildet wird, 
zwar nie die vollständige Information zur Verfügung, treffen aber auf 
Grundlage der vorhandenen Informationen stets die optimale Entscheidung.  
Nach der bereits geschilderten Methode der abnehmenden Abstraktion (nach 
Lindenberg [77]) wird nun sukzessive das Modell der Umwelt ausgehend 
vom abstrakten Zustand gebildet. Dabei bildet das Gerüst des ACS selbst die 
Kerntheorie, auf deren Basis die Modellbildung erst möglich wird, und die 
Regeln sind die Brückenannahmen, die sich jederzeit (adaptiv) ändern kön-
nen.  
Ein weiterer regelbasierter Ansatz, antizipative Methoden in intelligente 
Lernnetzwerke zu integrieren, finden sich bei Drescher [29], wobei eine Re-
gel aus den Komponenten: Kontext, Aktion und Ergebnis besteht. Dabei 
wird im Wesentlichen die Entwicklung von Kleinkindern als Grundlage be-
nutzt. Auch die Dyna-Struktur von Sutton [122] basiert auf dem antizipati-
ven Ansatz, bei dem ausschließlich globale, also generelle Umweltzusam-
menhänge dem Dyna-System präsentiert werden. Damit ist auch ohne die 
Anwendung eines Genetischen Algorithmus der Aufbau eines generalisier-
ten Umweltmodells möglich.  
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Da die genetischen Algorithmen (GA) selbst lediglich für die Generalisie-
rung der Wissensbasis sowie die möglichst maximale Gleichverteilung der 
Arbeitspunkte im Lösungsraum sorgen, wird das Lernen anhand präsentier-
ter Lösungen als Antizipativer Lernprozess (ALP) zusammengefasst [132]. 
Dieser basiert auf dem Q-Learning und neigt zur Spezialisierung der Wis-
sensbasis. Wie bei allen in LCS eingesetzten Lernverfahren wird auch hier 
online gelernt, während eine Generation von Classifiern einen Lösungsraum 
so gut als momentan möglich beschreibt.  
Dabei werden die GA und der ALP parallel auf die Wissensbasis ange-
wandt, wie in Abbildung 22 gezeigt ist. Wichtig dabei ist, dass die GA le-
diglich den Situationsteil einer Regel generalisieren, während der ALP Situ-
ationen und Effekte derselben spezialisiert (belehrt), womit der Evolutions-
druck aufrechterhalten wird.  
 
 
 
Abbildung 22. Das Zusammenspiel von GA und ALP [19]. 
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ACS können mit den genannten Eigenschaften zur sehr groben Modellie-
rung menschlichen Verhaltens herangezogen werden, die auf Antizipationen 
basieren. Dabei werden verhaltenstheoretische Erkenntnisse aus der Psycho-
logie außer Acht gelassen. Deshalb ist eine Weiterentwicklung dieses An-
satzes für die bestehende Problemstellung nötig, nachdem gezielt die 
menschliche Entscheidungsfindung untersucht wurde. Weitere Modifikatio-
nen sind XCSF („XCS Function Approximator“, bei denen die Zielfunktion 
stückweise linear gelernt wird durch eine Gewichtsanpassung (durch Zer-
kleinerung des Lösungsraums) [138], und UCS, das den Ansprüchen des 
überwachten Lernens gerecht wird [11]. 
 
2.3.5 Die Building Blocks-Hypothese  
Die wesentliche Stärke der Generalisierung durch den Einsatz von Jokern 
wird durch die Building Block-Hypothese, nach der ein genetischer Algo-
rithmus die optimale Lösung anhand der Aneinanderreihung kurzer, aber 
leistungsstarker Schemata niederer Ordnung (den Building Blocks) findet 
[49]. Diese Hypothese kommt bei jeder Regel in der Population [P] zum 
Tragen. Um das zu vereinheitlichen, wird deshalb zuerst näher auf das 
Schema-Theorem von Holland selbst eingegangen [51].  
Für die Anwendung in einem Smart Home bedeutet das, dass beim Einschal-
ten bestimmter Geräte nicht unbedingt jeder Parameter aus der Umwelt Be-
rücksichtigung finden muss, sondern auch Muster erkannt werden können. 
Wenn beispielsweise das Licht in einem Zimmer immer zu einem bestimm-
ten Tageszustand (wenn es dunkel wird) eingeschaltet wird, muss das nicht 
für jedes Zimmer separat gelernt werden, sondern diese Erkenntnis aus dem 
ersten Zimmer kann auf andere übertragen werden.  
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Aufgrund der einfacheren Darstellung wird nachfolgend für den Einsatz in 
Ψi.a und st von einem binären, kanonischen Alphabet Ω ausgegangen, das in 
(26) definiert ist, mit Hilfe dessen die aktuell gelesene Situation st gebildet 
wird. Bei einer Länge von λ Zeichen sind Ωλ Situationen möglich.  
 
st = Ω
λ
 = {0, 1}
λ
 (26) 
 
Mit der Erweiterung des Alphabets um den Joker ergibt sich auf der anderen 
Seite für jeden möglichen Bedingungsteil einer Regel Ψi eine von (Ω+1)
λ
 
Kombination, wie in (27) gezeigt ist [49]. Da sich die Regeln permanent än-
dern, wird hier ein bestimmter Zeitpunkt τ betrachtet.  
 
Ψi.s(τ) = (Ω+1)
λ
 = {0, 1, #}
λ
 (27) 
 
Ein Schema ist dabei ein String, der eine gewisse Anzahl von Jokern enthält. 
Damit stellt das es einen Unterraum des Lösungsraums dar (Abbildung einer 
bestimmte Menge von Lösungen). Das bedeutet, dass eine Eingangssituation 
st zu keiner, einer oder mehreren Regeln passt. In Abbildung 23 ist dabei ein 
Schema als dreidimensionale Lösung in einem vierdimensionalen Lösungs-
raum beschrieben, wobei der blaue, dreidimensionale Einheitswürfel dabei 
das Schema „1###“ im 4 D-Raum darstellt. Bildlich gesprochen beschreibt 
„jedes Schema eine Hyperebene im Hypereinheitswürfel (aber nur Ebenen, 
die parallel oder senkrecht zu Achsen stehen)“ [68].  
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Abbildung 23. Ein vierdimensionaler Einheitswürfel (vierte Dimension durch unter-
schiedliche Farbgebung dargestellt) wird als Kombination zweier dreidimensionaler Ein-
heitswürfel dargestellt. Jede Unterebene des vierdimensionalen Würfels ist eine gültige 
Lösung des  vorliegenden Problems [eigene Darstellung]. 
 
Dabei ist das Schema nach Suchanek ein „[…] hochabstraktes[s] und sehr 
allgemeines[s] Grundmuster […] [zur Problemformulierung und Analyse]“ 
[121]. Zusammenfassend ausgedrückt lassen sich komplexe Situationen ei-
ner Regel durch Schemata generalisieren [18], wobei auch die Positionen 
der Joker selbst eine Information über die Generalisierungsfähigkeit beinhal-
ten.  
Die Spezifität (oder Ordnung) ord(Ψi) ist das Maß für den Abstraktionsgrad 
des Schemas einer Regel i und entspricht der Differenz aus der Länge 
len(Ψi.s) des Situationsteils einer Regel i und der Anzahl der darin enthal-
tenden Joker (= 1{#}) und ist in (28) definiert [17] [38].  
 
      #i
).len(
1
i1,0 1.sΨlen.sΨ1)ord(  


s
i
i
iΨ  (28) 
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Je kleiner die Spezifität einer Regel ist (also je mehr Joker vorhanden sind), 
desto abstrakter oder genereller ist die Regel. Da  sowohl die Aktion als 
auch der zu erwartende Gewinn der Regel keine Joker besitzen, fließen sie 
nicht in die Definition ein.  
Ein Extremfall eines Schemas ist die Ordnung ord(Ψi) = 0, bei der der abge-
bildete Unterraum ohne Joker gleichzeitig der gesamte Lösungsraum ist 
(wobei eine Interpretation als Schema hier grenzwertig ist) und der andere 
Extremfall ist ord(Ψi) = len(Ψi), was einem singulären Arbeitspunkt im Lö-
sungsraum entspricht.  
 
Ordnung Ψi Lampe Radio 
0  
(generellste Lösung) 
# # 
1 
# 
# 
0 
1 
0 
1 
# 
# 
2 
(speziellste Lösun-
gen)  
0 
1 
0 
1 
0 
1 
0 
1 
Tabelle 4. Die Ordnung eines Zustandsvektors mit der Länge 2. 
 
Damit existieren im Lösungsraum 3
λ 
Schemata, wobei jede singuläre, indi-
viduelle Lösung wiederum Teil von 2
λ 
Unterräumen (Hypothesen) sein 
kann. Da wiederum bei jedem Schema der Joker an beliebigen Positionen i 
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(i = 0 … λ) sitzen können, ergeben sich 





i
l
 Positionen für die Joker. Das 
bedeutet wiederum, dass jedes Chromosom zu 2
l
 Schemata passt (s. Abbil-
dung 24). Da wiederum ||P||
3 
Schemata in einer Population vorhanden sind, 
werden wesentlich mehr Schemata durchsucht als vorhandene Zeichen 
[140]. Dieses Phänomen wird als impliziter Parallelismus bezeichnet [49].  
 
 
Abbildung 24. Grafische Darstellung von zwei Schemata. Der grün umrandete Bereich 
umfasst dabei das Schema „#0##“, wenngleich der rosa ausgefüllte Bereich das Schema 
„#01#“ beschreibt. Der blaue Bereich ist die kontinuierlich dargestellte komplette Lö-
sungsmenge. 
 
Um die Effizienz des Schematheorems bei der Suche nach der bestmögli-
chen Lösung zu verstehen, wird nun für die Vergleichbarkeit zweier aufei-
nander folgender Generationen (Zyklen) zu den Zeitpunkten t und t+1 ein 
geeignetes Maß für die Angepasstheit der Wissensbasis an die Umwelt ge-
sucht. Dazu wird die mittlere Anzahl der zu Ψi.s passenden statistisch ver-
teilten Eingangssituationen st zu einem Zeitpunkt t (einer Generation) als 
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N(Ψi.s, t) bezeichnet. Die Passung selbst ist in (29) definiert und wird durch 
das Formelzeichen „◄“ ausgedrückt („st ◄ Ψi.s“ bedeutet, dass die gelese-
ne Umweltsituation st zum Situationsteil der Regel i passt).  
 
0.sΨs
#
0
it 



iH
i
     st ◄ Ψi.s (29) 
 
Damit wird die Angepasstheit (Fitness) fabs(t) einer Eingangssituation st be-
züglich der Population Ψi.s zum Zeitpunkt t, kurz st ◄ Ψi.s, definiert (s. 
(30)), wobei st für die standardisierte Eingangssituation repräsentativ für ei-
ne statistisch verteilte Anzahl von st zu einem beliebigen Zeitpunkt steht, der 
mit t bezeichnet wird. Von einer großen Angepasstheit von Ψi.s spricht man 
dabei, wenn die gelesene Eingangssituation st durch viele Regeln Ψi.s in der 
Population abgebildet werden kann.  
 



.s(t)Ψ.sΨ
.sΨs
iiabs
ii
it
.r)(Ψ.s(t))(Ψf

 (30) 
 
Um die zeitliche Entwicklung der Wissensbasis bewerten zu können, wird 
die mittlere relative Fitness frel(Ψi.s(t)) normiert als die mittlere Angepasst-
heit der gelesenen Eingangssituation st bezüglich Ψi.s zum Zeitpunkt t und 
ist in (31) dargestellt, wobei N(Ψi.s, t) die mittlere Anzahl der Regeln in der 
Population zum Zeitpunkt t ist, die zur Eingangssituation st passen. Im Ge-
gensatz dazu wird frel(t) definiert als durchschnittliche Angepasstheit aller 
Regeln der Population zur aktuellen Situation st zum Zeitpunkt t.  
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),.(
.s(t))(Ψf
.s(t))(Ψf irelirel
tsN i
  (31) 
 
Die definierende Länge eines Schemas (= dl(Ψi)) wird in (32) definiert und 
ist identisch mit dem definierenden Anteil des Situationsteils einer Regel. 
Interpretiert werden kann es als Unterraum des Lösungsraums.  
 
   "#"hmin"#"hmax.s)dl(Ψ)dl(Ψ j
.s)}len(Ψ{1,...,j
j
.s)}len(Ψ{1,...,j
ii
jj


 (32) 
 
Ein String mit der Länge von 8 Zeichen und einer definierenden Länge von 
5 ist als Beispiel in Abbildung 25 gezeigt. Die Joker in der Mitte des Strings 
spielen für die Berechnung keine Rolle.  
 
# # 1 0 # 0 0 # 
 
 
Abbildung 25. Beispiel eines Strings mit der definierenden Länge von 5 (Länge: 8). 
 
Die Suche nach der besten Lösung mit Hilfe der Building Blocks-Hypothese 
 
Nach der Building Blocks-Hypothese wird die bestmögliche Lösung für ein 
gegebenes (komplexes) Problem durch die Bildung von kleinen, optimalen 
Teillösungen in Form von Hyperebenen (Schemata) im Lösungsraum reprä-
sentiert
13
. Der entscheidende und nicht zu unterschätzende Vorteil der An-
wendung genetischer Algorithmen gegenüber analytischen Lösungsansätzen 
                                                 
13
 Deshalb wird die Building Block-Hypothese auch als Schematheorem bezeichnet.  
Definierende Länge: dl = 5 
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ist dabei, dass infolge von Selektion, Rekombination und Mutation zielge-
richtet der Anteil und die Güte der Teillösungen exponentiell steigen, womit 
eine sehr schnelle Verbesserung der gefundenen Gesamtlösung erreicht 
wird.  
Auch die Lösungsfindung durch das menschliche Denken in unserem Alltag 
ist dadurch gut erklärbar. Stehen wir beispielsweise vor der Frage, in einem 
Haushalt das Radio oder den Fernseher für die neusten Nachrichten einzu-
schalten, kommt es zunächst darauf an, ob wir uns ausschließlich dem Me-
dium widmen wollen (Fernseher) oder es nebenbei hören wollen und noch 
andere Aufgaben im Haushalt zu erledigen haben (Radio). Durch diese völ-
lig unterschiedlichen Präferenzen werden auch für das gleichartige Problem, 
die Nachrichten zu erfassen, völlig andere Lösungen gewählt. Außerdem 
wird infolge der Information, dass eine für den Anwender sehr interessante 
Nachricht gesendet wird, eine viel speziellere Lösung angestrebt (tendenzi-
ell Fernseher).  
Während des Entscheidungsprozesses sind Präferenzverschiebungen sowie 
das Hinzukommen oder Wegfallen von Einflüssen keinesfalls ausgeschlos-
sen. In der vorliegenden Arbeit reichen bereits wenige Entscheidungen der 
Nutzer, Geräte in Abhängigkeit von Umweltbedingungen zu bedienen, um 
auf generelle Gesetzmäßigkeiten der Entscheidungsfindung des Anwenders 
zu schließen. Das trotzdem ein Entschluss des Modells mit großer Güte 
möglich ist, ist durch die Building Blocks erklärbar.  
Um diese Hypothese zu erklären, wird die Verbesserung der relativen An-
gepasstheit (Fitness) frel() einer Generation der Population [P]t zur nächsten 
[P]t+1 beschrieben. Zur Vergleichbarkeit wird st als standardisierte, normier-
te Regel konstant gehalten, was einer stabilen Umwelt entspricht. Alternativ 
könnte man auch die Wissensbasis mit allen jemals aufgetretenen Situatio-
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nen beaufschlagen und daraus die mittlere Angepasstheit ermitteln. Da 
dadurch keine weiteren Informationen gewonnen werden (Referenzsituation 
kodiert ja alle anderen jemals aufgetretenen), wird von diesem deutlich auf-
wändigeren Weg abgesehen.  
 
2.3.5.1 Einfluss der Selektion 
Zuerst soll der Einfluss der Selektion (wird im Schritt 8 von Abbildung 17 
im Rahmen der Genetischen Algorithmen durchgeführt) auf die relative An-
gepasstheit der Regelbasis (Population) frel() an die Referenzsituation st un-
tersucht werden
14
. Ausgangspunkt der Überlegung ist, dass durch die Selek-
tion per definitionem nur angepasste Regeln für die nächste Generation der 
Wissensbasis ausgesucht werden [41].  
Die Wahrscheinlichkeit, dass eine Regel i (aus der Gesamtheit aller Regeln 
der Generation t) für die Selektion ausgewählt wird, wird dabei durch pi(st) 
(0 ≤ pi(st) ≤ 1) ausgedrückt (s. (33)). Für die Herleitung wird das in der Pra-
xis übliche Roulettewahlverfahren benutzt, nach dem jede Regel mit einer 
Wahrscheinlichkeit entsprechend ihrer Stärke (im konkreten Fall ist das die 
zu erwartende Belohnung der Regel Ψi.r) aus der Menge aller Regeln aus-
gewählt wird [145]. Diese Methode ist ein sehr guter Kompromiss im soge-
nannten „Exploration-Exploitation-Dilemma“, bei dem ein Ausgleich zwi-
schen der Erforschung unbekannter Bereiche im Zustandsraum (Explorati-
on) und der Verdichtung vorhandenen Wissens (Exploitation) angestrebt 
wird [35].  
 
                                                 
14
 Die Definition ist in (31) gezeigt.  
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Es beschreibt pmean(st) die mittlere Überlebenswahrscheinlichkeit einer Re-
gel, die zu st passt (Ψi.s◄st) und in (34) mit Hilfe von pi(st) berechnet wird. 
Der skalare Wert N(st,t) misst die Anzahl der Regeln, die in der Generation t 
dabei zur Eingangssituation st passen. 
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(34) 
 
 
 
Außerdem wird die mittlere Stärke bzw. zu erwartende Umweltbelohnung 
der Regeln einer Generation, zu denen st passt, mit rmean(st) bezeichnet und 
anhand (35) berechnet.  
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

 
(35) 
 
Im oben skizzierten Beispiel des Smart Home-Systems bedeutet das, dass 
zuerst im Denkprozess nur gültige Lösungen (Ein-/ Ausschalten von Gerä-
ten unter bestimmten Bedingungen), die den derzeitigen Bedürfnissen ent-
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sprechen, für den weiteren Denkprozess zugelassen werden. Bei jeder „ge-
dachten Lösung“, die nach der Auswahl noch übrig bleibt, ist eine durch-
schnittliche Umweltantwort (also die eigene Zufriedenheit) von rmean(st) zu 
erwarten.  
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(36) 
 
 
Wird jetzt die mittlere Überlebenswahrscheinlichkeit einer Regel aus der 
aktuellen Population pmean(st) mit der Anzahl der Regeln in der Wissensba-
sis
15
, ||[P]||, multipliziert, ergibt sich mit der Herleitung in (36) das Verhält-
nis aus der Angepasstheit der zu st passenden Regeln zur Angepasstheit al-
ler.  
Dabei spiegelt rmean, wie bereits aus (36) ersichtlich ist, die mittlere zu er-
wartende Belohnung aller Regeln aus der aktuellen Wissensbasis wieder.  
                                                 
15
 Während der Einlernphase variiert die Anzahl der Regeln in der Wissensbasis, wobei 
hier vom eingelernten Zustand ausgegangen wird, bei dem die maximal mögliche Anzahl 
von Regeln die Wissensbasis füllt.  
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Mit der Überlegung, dass per Definition die Selektion alle in der aktuellen 
Population vorhandenen Regeln, die zu st passen, auswählt und damit deren 
mittlere Überlebenswahrscheinlichkeit auf die gesamte Wissensbasis über-
trägt, ergibt sich im nächsten Schritt die mittlere Anzahl der zu st passenden 
Zeichen nach der Selektion N(t+tsel) nach (37) (nach Einsatz von (34)).  
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2.3.5.2 Einfluss der Rekombination 
Im nächsten Schritt wird die mittlere Anzahl der zu st passenden Zeichen 
nach der Rekombination
16
 N(t+tsel+tcross) in (38) berechnet. Ausgehend 
von (37) werden nun die Regeln mit der Wahrscheinlichkeit pcross durch die 
Rekombination verändert. Danach passen ploss nicht mehr zu st und ngaines 
Regeln passen erstmals zu st.  
 
    gaineslossseltcrossseltcrosscrossselt np1)Δtt,N(sp)Δtt,N(s)p(1)ΔtΔtt,N(s   (38) 
 
Die Wahrscheinlichkeit ploss ist dabei maximal der Wahrscheinlichkeit, dass 
die Aufspaltung der Regeln j1 und j2 innerhalb der Nicht-Joker stattfindet 
multipliziert mit der Wahrscheinlichkeit, dass die zweite Regel j2 nicht 
mehr zu st passt. Damit ergibt sich die Abschätzung in (39).  
                                                 
16
 Hierbei handelt es sich um eine 1-Punkt-Rekombination (single-point crossover), bei 
der das Zielchromosom bis zu einem bestimmten Allel das eine Eltern-, ab diesem Allel 
das andere Elternchromosom enthält. Bei anderen Problemstellungen kann eine Mehr-
Punkt-Rekombination (multi-point crossover) vorteilig sein [146]. 
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Damit ergibt sich die Abschätzung von N(st, t + tsel + tcross) in Abhängig-
keit der definierenden Länge dl() der Regel in (40).  
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Jetzt wird die mittlere Wahrscheinlichkeit, dass eine Regel der Wissensbasis 
zu st passt, als P(st,t) definiert und durch die (41) berechnet.  
 
 P
t),N(s
t),P(s tt   (41) 
 
Wenn in (40) der Zusammenhang aus (36) und (41) eingesetzt wird, ergibt 
sich eine weitere Vereinfachung in (42).  
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2.3.5.3 Einfluss der Mutation  
Bei der Mutation, die ebenfalls zu den Genetischen Algorithmen (Schritt 8 
in Abbildung 17) gehört, werden einzelne Zeichen nach dem biologischen 
Vorbild in einem String zufällig verändert. Dazu sind mehrere Methoden 
denkbar. Alle sollen dazu führen, dass Bereiche des Zustandsraums erkundet 
werden, die bislang verborgen waren. Damit soll das „Hängenbleiben“ in 
lokalen Minima verhindert werden.  
Die am häufigsten verwendete Methode ist die Punktmutation, bei der ein 
Zeichen zufällig innerhalb eines zulässigen Bereichs verändert wird. Diese 
Methode ist in Abbildung 26 dargestellt und ist interpretierbar als eine zufäl-
lige Veränderung in der Umwelt. Die Struktur des Zustandsraums bleibt be-
stehen.  
 
 
 
Abbildung 26. An der zweiten Stelle im String findet eine Punktmutation statt. 
 
Eine weitere Methode ist die Inversion. Hier wird ein Teilstring umgedreht 
[51], wie in Abbildung 27 gezeigt ist. Bei diesem Verfahren bleibt zwar die 
Dimension des Zustandsraums (Länge oder Anzahl der Bits des Zeichens) 
gleich, die Struktur jedoch ändert sich wesentlich. Denn wenn beispielswei-
se bestimmte Parameter in der Umwelt reellwertig und andere logisch ver-
schlüsselt sind, können diese nicht vertauscht werden. Dann würde die 
Struktur der Umwelt nicht mehr korrekt abgebildet werden.  
1 2 3 4 5 1 2 3 4 5 
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Abbildung 27. Inversion als Mutationsmethode. 
 
Ein weiterer Ansatz ist die Deletion, bei der ein oder mehrere zufällige Zei-
chen aus dem String gelöscht werden. Außerdem können durch die Transla-
tion Teilstücke bzw. einzelne Zeichen im String an eine andere Stelle ver-
schoben werden und durch Duplikation Teilstücke des Strings kopiert und 
an anderer Stelle eingefügt werden. Diese Verfahren ändern die Struktur der 
Umwelt wesentlich, und zwar in der Länge der Zeichen wie auch in der Syn-
tax. Deshalb kommt diese in der vorliegenden Arbeit nicht zum Einsatz und 
wird nicht weiter verfolgt. 
Deshalb konzentriert sich die weitere Abschätzung der mittleren Anzahl der 
Regeln, die zu st passen, auf die Punktmutation. Diese findet mit einer 
Wahrscheinlichkeit von pmut statt. Die Abschätzung ist  in (43) durchgeführt.  
 
  )(1),(),( tsordmutcrossseltmutcrossselt ptttsNttttsN   (43) 
 
Schlussendlich wird aus den vorangegangenen Gedankengängen das Sche-
ma-Theorem als mittlere Wahrscheinlichkeit, dass st zu den Regeln in [P] 
passt, in (44) abgeleitet.  
 
         
         
X1 X2 
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Aus (44) ergeben sich die Schlussfolgerungen, dass P(st,t+1) umso größer 
wird (und damit die Wahrscheinlichkeit, dass die Eingangssituation st durch 
das Regelwerk der aktuellen Wissensbasis abgedeckt wird), je kürzer die 
definierende Länge dl(st), je geringer die Ordnung ord(st), und je größer die 
mittlere Bewertung rmean(st) ist. Diejenigen Hyperebenen, die diese Kriterien 
sehr gut erfüllen, vermehren sich von Generation zu Generation exponentiell 
und damit viel stärker als der Rest. Das bedeutet, dass diese den Lösungs-
raum besonders gut durchforsten. Sie werden Building Blocks genannt.  
Deshalb werden beim Beispiel des Smart Home allgemeine Handlungswei-
sen auf verschiedene Umweltzustände übertragen, sodass es etwa keine Rol-
le spielt, ob es Sommer oder Winter ist oder in welchem Zimmer sich der 
Anwender befindet, wenn er bei Dunkelheit das Licht eingeschaltet haben 
möchte.  
An dieser Stelle ist wichtig zu erwähnen, dass die Betrachtungen für unend-
lich große Populationen gelten. Umso kleiner ||[P]|| ist, desto weniger Ein-
fluss haben die Building Blocks auf die Lösungssuche. Desweiteren ist nicht 
sichergestellt, dass das gesuchte Schema überhaupt in [P] enthalten ist neben 
der Tatsache, dass Schemata durchaus miteinander korrelieren können, was 
die Suche nach der optimalen Lösung deutlich erschwert.  
Einige Ansätze sind bislang unternommen worden, um einige dieser Nach-
teile zu entschärfen. Der bekannteste ist die „Static Building Block Hypo-
thesis“ von Grefenstette [42], der allerdings die Probleme nicht löst, sondern 
nur verlagert.  
 
 85 
3 Grundlagen der menschlichen Entscheidungs-
findung  
Da die Problemstellung im Wesentlichen die Vorhersage von Entscheidun-
gen im Haushalt beinhaltet, wird nachfolgend auf die menschliche Entschei-
dungsfindung näher eingegangen. Darunter versteht man, dass Menschen 
bewusst in einer bestimmten Situation σt zum Zeitpunkt t eine bestimmte 
Handlung αt durchführen, die vorher unter Alternativen, die im Aktionsvek-
tor A(t) zusammengefasst sind (s. (45)), ausgewählt wurde.  
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Infolgedessen wird ein System (beispielsweise die Umwelt um den Ent-
scheider herum) mit einer gewissen Wahrscheinlichkeit in einen neuen Zu-
stand σt+1 versetzt. Nachfolgend wird angenommen, dass diese Wahrschein-
lichkeit 100 Prozent beträgt (Entscheidung unter Sicherheit), was einem 
vollständigem Durchgriff der gewünschten Zielsituation σt+1‘ und der tat-
sächlichen σt+1 entspricht. Damit soll das Prinzip, das in der vorliegenden 
Arbeit später Anwendung findet, verdeutlicht werden.  
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Entscheiden ist der Prozess des Wählens zwischen mindestens zwei Al-
ternativen mit dem Ziel, gewünschte Konsequenzen zu erreichen und un-
erwünschte Konsequenzen zu vermeiden. Der Prozess führt immer zu ei-
ner Entscheidung (Wahl). Durch die Entscheidung wird eine Option (Ak-
tion) selektiert und als Realisierung eine Handlung ausgeführt, also ein 
Gerät ein- bzw. ausgeschaltet.  
Definition 5. Entscheiden im Sinne der gegebenen Aufgabenstellung.  
 
3.1 Normative Theorien  
Die älteste Gruppe, die normativen Theorien, gehen von einem auf Be-
obachtungen basierenden Regelwerk als Grundlage für rationale menschli-
che Entscheidungen aus. Dieses Regelwerk wird empirisch gebildet und er-
forscht nicht die Gesetze, die diesen Regeln zugrunde liegen.  
Damit eignet sich der normative Ansatz nicht als Basis für ENKOS, denn 
eine Vorhersage des Verbraucherverhaltens für unbekannte Umweltzustän-
de/ Situationen eine Kernforderung bildet, die hiermit nicht erfüllt werden 
kann.  
 
3.2 Präskriptive Modelle  
Eine zweite Gruppe von Entscheidungstheorien basiert auf die präskriptiven 
Modelle, eine Art Erweiterung normativer Theorien. Diese Modelle beinhal-
ten Regelwerke, in denen die typischen, aber realen Entscheidungssituatio-
nen (auf unterer Abstraktionsebene) beinhaltet sind.  
Deshalb sind diese Modelle prinzipiell für eine Prognose des tatsächlichen 
Entscheidungsverhaltens von Menschen geeignet und im Sinne der vorlie-
genden Aufgabenstellung in ENKOS zu integrieren. Das Grundgerüst ist in 
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Prozess 1 gezeigt. Während theoretisch alle möglichen Konsequenzen in den 
ersten drei Schritten erfasst werden, stehen in realen Situationen nur eine 
gewisse Anzahl an Konsequenzen, die mit einem gewissen Zeitrahmen mit 
gewissem Aufwand erfasst werden können, zur Verfügung. Als Vereinfa-
chung im vierten und fünften Schritt werden bei ENKOS alle Entscheidun-
gen Niederschlag auf die Umwelt finden (Aktion at1 führt unweigerlich zur 
neuen Situation st1). Der Expected Value (EV)-Wert ist dabei ein objektiver 
und quantifizierbarer Nutzen für den Anwender. Damit ist die Belohnung 
berechenbar, die dem Anwender zugutekommt, wenn er eine bestimmte 
Entscheidung trifft und ist damit ausschlaggebend für die Güte seiner Ent-
scheidung.  
 
(1) Bestimme die Menge aller verfügbaren Optionen  
(2) Bestimme Konsequenzen aller Optionen  
(3) Bestimme den Wert jeder Konsequenz so genau und so objektiv wie 
möglich  
(4) Bestimmt die Wahrscheinlichkeit des Eintretens jeder Konsequenz 
so genau und objektiv wie möglich  
(5) Bilde für jede Konsequenz das Produkt aus Wert und Wahrschein-
lichkeit  
(6) Bilde den EV für jede Option durch Summation der Wert-
Wahrscheinlichkeits-Produkte  
(7) Entscheide Dich für die Option mit dem höchsten EV  
Prozess 1. Entscheidungsfindung nach der deskriptiven Methode. Der vierte und fünfte 
Schritt sind Bestandteile des realen Prozesses, können jedoch durch eine Vereinfachung 
in ENKOS übersprungen werden und sind deshalb grau geschrieben. Der Schritt sechs 
hingegen vereinfacht sich, indem jeder EV lediglich dem zu erwarteten Wert entspricht.  
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Diese Schritte ähneln im Wesentlichen der Entscheidungsfindung in LCS. 
Während bei Präskriptiven Theorien im Schritt 7 ausschließlich exploitativ 
gearbeitet wird (Maximierungsprinzip), kommt im LCS die explorative 
Komponente durch Einsatz der Genetischen Algorithmen hinzu, indem sich 
mit einer kleinen Wahrscheinlichkeit sich auch für einen Schritt mit nicht 
dem größten EV entschieden wird.  
Desweiteren kommen im LCS die Verarbeitung der Rückmeldung aus der 
Umwelt zur Evaluierung der getroffenen Entscheidung (sowie aller Regeln, 
nach deren Anwendung es zur gleichen Entscheidung geführt hätte) hinzu 
sowie die Weiterentwicklung des Entscheidungsmodells mit Hilfe von Er-
fahrungen (Exploration) neben Generalisierung (Exploitation). Damit ist das 
Resultat präskriptiver Entscheidungstheorien, im Gegensatz zu deskriptiven, 
ein normatives Modell.  
 
3.3 Deskriptive (empirische) Theorien 
Die deskriptiven Theorien bilden, im Gegensatz zur ersten Gruppen, die tat-
sächlichen, empirisch ermittelten Entscheidungen des Menschen ab. Im 
Rahmen dieser wird angestrebt, die Gesetzmäßigkeiten zu erkennen, die hin-
ter real getroffenen Entscheidungen stecken. Damit entsteht als Ergebnis ein 
Modell des tatsächlichen Entscheidungsverhaltens von Menschen.  
Zwei Thesen von Herbert A. Simon bilden die Grundlage für deskriptive 
Theorien [112]. Zum einen werden durch Menschen allgemein Entschei-
dungen getroffen, die gerade so gut sind, den Entscheider zufrieden zu stel-
len, und nicht etwa optimale Entscheidungen. Das wird als Satifizierungs-
konzept oder Anspruchsniveauanpassung bezeichnet. Zum anderen sind – 
im Gegensatz zu präskriptiven Theorien – die Alternativen nicht a priori be-
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kannt, sondern werden iterativ durch den Zugewinn an Erfahrungen ermit-
telt.  
Ziel dieser Arbeit ist eine Vorhersage für unbekannte Arbeitspunkte im 
Umweltzustandsraum. Ein weiteres wesentliches Ziel ist die Interpretation 
der adaptiv aufgestellten Regeln, womit ein Prozessmodell (White Box-
Ansatz) von der Entscheidung als Grundlage für ENKOS nötig wird. Im 
Gegensatz zum Strukturmodell (Black Box-Ansatz) werden hier die zugrun-
de liegenden Regeln, die für die Entscheidung benutzt werden, herangezo-
gen.  
Die Entscheidungsregel ist, wie bei den beiden vorher genannten Theorien, 
auch hier das Maximierungsprinzip. Der Unterschied dabei ist, dass diesmal 
nicht der EV bewertet wird, sondern der Nutzen für das Individuum (vgl. 
Schritte 6 und 7 in Prozess 1). Aus verschiedenen Definitionen (als Grund-
lagen dienen [13], [61], [98]) dieses Nutzens wird der Begriff in der vorlie-
genden Arbeit in Definition 6 definiert.  
 
Der (antizipierte) Nutzen ist der zu erwartende, vorgestellte messbare 
Gewinn einer Entscheidung, sofern diese getroffen wird und der damit er-
zwungene neue Umweltzustand eingetreten ist.  
Definition 6. (Antizipierter) Nutzen – vergleichbar mit dem „Reward“ einer Regel.  
 
Während ein Zyklus eines LCS mit einer präskriptiven Entscheidung des 
Menschen vergleichbar ist, arbeitet dieses infolge der Anwendung Geneti-
scher Algorithmen wie ein deskriptives Modell. Anders formuliert wird der 
Suchprozess dadurch verbessert, dass permanent unbekannte Arbeitsberei-
che erschlossen werden, aber permanent optimale Entscheidungen bezüglich 
des aktuell vorhandenen Wissensstandes getroffen werden.   
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Um zu erklären, wie αt aus allen Handlungsalternativen ausgewählt wird, 
wählt man die deskriptive Entscheidungstheorie, die wiederum aus der prä-
skriptiven (normativen) entwickelt wurde. Während nach dieser erklärt wird, 
wie der Entscheider unter idealen, rationalen Bedingungen mit einem wider-
spruchsfreien System der Umwelt, einer unbegrenzten Rechenkapazität so-
wie aller nötigen Informationen die Alternative auswählen sollte, beschreibt 
die zweite den tatsächlichen, realen Entscheidungsprozess. Dabei werden 
eine limitierte Kapazität (sowohl intellektuell als auch zeitlich), eine nicht 
widerspruchsfreie Welt sowie das Vorhandensein nicht aller Informationen 
zum Zeitpunkt der Entscheidungen zugrunde gelegt. Diese Theorie wird 
nachfolgend weiterverfolgt, weil dem vorliegenden Problem eine Realität 
mit all seinen natürlichen Beschränkungen zugrunde liegt.  
Im Allgemeinen wird von einer Modellbildung der Beobachtungen bzw. 
dieser Realität (Umwelt) durch den menschlichen Entscheider und der Wis-
sensableitung durch Hypothesen und Sätze ausgegangen, um eine Handlung 
in einer gewissen Situation σt auszuwählen, die den zu erwartenden Nutzen 
maximiert (Maximierungsprinzip), wie in (46) zu sehen ist. Hier stellt Φ(α*) 
den Nutzen der besten Entscheidung aus dem Vektor Φ(α) dar. Das erklä-
rende Modell ist in Abbildung 28 gezeigt.  
 
)(max*)( aa
Aa


= at (46) 
 
So werden im ersten Schritt in Abbildung 28 aus den Beobachtungen mittels 
Induktion (Generalisierung) die Hypothesen (Wissensbasis) erst aufgebaut, 
bestehende bestätigt oder widerlegt (Modellbildung und -verifikation), bevor 
im zweiten Schritt durch die Deduktion wiederum allgemeine Hypothesen 
auf die konkrete Situation angewandt werden (Modellanwendung).  
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Abbildung 28. Entscheidungsprozess anhand der deskriptiven Theorie. 
Zuerst wird (linke Seite) per Induktion aus gegebenen Beobachtungen ein 
Hypothesenwerk (Wissensbasis) aufgebaut, die wiederum per Deduktion 
im nächsten Schritt in speziellen Situationen Anwendung finden. 
 
Da sich ein Modell permanent in einem bestimmten Entwicklungsstadium 
befindet (je nach bislang bereits präsentierten Arbeitspunkten via Lernbei-
spiele), werden generell keine optimalen Entscheidungen durch Menschen 
getroffen [112], sondern lediglich momentan zufrieden stellende, was als 
Satifizierungskonzept beschrieben wird
17
. Desweiteren ist ein Such- und 
Vergleichsprozess nötig, um aus allen bekannten Alternativen die beste aus-
zuwählen. Prinzipiell ist dabei zu beachten, dass Kriterien je nach zu errei-
chendem Ziel anders gewichtet werden (keine Präferenzstabilität).  
Um das zu verdeutlichen, wurden von Cyert und March [24] die wesentli-
chen Einflussfaktoren für eine Entscheidung beispielhaft am Führen eines 
                                                 
17
 Leitmotiv ist hier: „So gut wie nötig“  
 
Hypothesen/ Sätze 
Induktion 
(Logisches 
Schließen)  
Deduktion 
(Anwenden 
Hypothesen)  
Beobachtungen  
(aus Situationen/ Experimenten)  
1 2 
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Unternehmens definiert (für andere Anwendungsfälle müssen diese Fakto-
ren angepasst werden):  
 Beschränkung auf die wesentlichen Ziele,  
 Vermeidung von Ungewissheit,  
 Suche nach zieladäquaten Lösungen und  
 Organisatorisches Lernen.  
 
In der vorliegenden Arbeit sind die Kriterien für entsprechende Entschei-
dungen und deren Gewichtung für die Personen in der Wohnung ins Modell 
zu integrieren, was nicht durch jeden Modellansatz möglich ist. Desweiteren 
muss der Reifegrad des Modells Berücksichtigung finden, da im Gegensatz 
zur „klassischen“ Modellbildung Gewohnheiten sich permanent ändern und 
neu gelernt werden müssen.  Desweiteren muss das Modell die Struktur der 
menschlichen Entscheidungsfindung abbilden.  
Da der Nutzen selbst durch den Menschen interpretiert und je nach äußeren 
Umständen gewichtet wird, muss die objektive Messung (= Wert) einer zu 
erwartenden Belohnung oder Bestrafung erst noch subjektiviert werden, was 
durch die deskriptiven Entscheidungstheorien beschrieben wird. Da sich 
dieser Prozess innerhalb des menschlichen Denkens abspielt, ist das Teil des 
Denkmodells und muss sich auch im ENKOS wiederfinden.  
Die Subjektivierung ist zwar von den Präferenzen und menschlichen Cha-
rakterzügen abhängig, trotzdem lassen sich zwei prinzipielle Regeln erken-
nen. Zum einen würde beispielsweise die Steigerung eines zu erhaltenden 
Gewinns von 1000 € um weitere 10 € weniger subjektiven Mehrnutzen in 
der menschlichen Empfindung erzeugen als die gleiche Steigerung bei ei-
nem Gewinn von ohnehin bereits 500 € (auf nun 510 €). Dieser allgemein 
beobachtbare Effekt wird als dimishing sensitivity bezeichnet und lässt sich 
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in der konkaven Kurvenform für Gewinne (Gewinn > 0 €) und konvexen 
Form im Verlustbereich in Abbildung 29 ablesen.   
 
 
Abbildung 29. Das Nutzen-Gewinn-Diagramm beschreibt den subjektiven Nutzen in 
Abhängigkeit vom realisierten (objektiven) Gewinn für ein typisches Beispiel. Die Funk-
tion ist durch eine logarithmische beschreibbar. 
 
Zum anderen hat ein bestimmter Verlust stärkeren Einfluss auf den subjekti-
ven Nutzen als ein betragsgleicher Gewinn, was durch die größere Steilheit 
der Funktion im Bereich Gewinn < 0 € ausgedrückt wird. Dieses Phänomen 
wird als loss aversion bezeichnet und drückt sich in Abbildung 29 darin aus, 
dass beim Gewinn von 200 € circa vier Einheiten subjektiver Nutzen emp-
funden werden (rote gestrichelte Linie), während beim Verlust von 200 € 
circa -8 Einheiten empfunden werden. Beide allgemein gültigen Beobach-
tungen fließen später in die Modellbildung ein.  
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4 Definition der Zielfunktion für ENKOS  
4.1 Anforderungen an ENKOS und Abgrenzung zu bis-
herigen Systemen  
Zwei zentrale Anforderungen werden an das Energie- und Komfortmana-
gementsystem (ENKOS) gestellt. Zum einen soll der Energieverbrauch in 
einem abgeschlossen Haushalt minimiert und gleichzeitig der Wohnkomfort 
für alle Anwender maximiert werden. Die sich daraus ergebenden Teilziele 
werden in diesem Kapitel später erläutert und zu bestehenden Systemen hin 
abgegrenzt, um zum Schluss eine Zielfunktion als objektive Gütebewertung 
für ENKOS zu definieren. Diese soll den Ausgleich zwischen beiden Teil-
zielen realisieren.  
Dabei können Situationen auftreten, bei denen die Handlungsalternativen 
einen Konflikt zwischen beiden Zielen ausgleichen müssen, wenn die Sen-
kung des Energiebedarfs gleichzeitig zu Kosten des Komfort geht, aber auch 
sich verstärkende. Damit fließen, im Gegensatz zu den vorgestellten Syste-
men am Markt bzw. in der Literatur, neben messbarem Stromverbrauch 
auch menschliche Entscheidungstheorien in die Zielfunktion ein.  
 
4.2 Grundstruktur der Zielfunktion  
Die Zielfunktion fENKOS besteht aus der Suche der beiden Teilziele, nämlich 
der Energieminimierung (oder auch Maximierung der Energieeinsparung), 
sowie der Komfortmaximierung, aufintegriert über ein Jahr (s. (47)). Beide 
Summanden sollen so gewichtet werden, dass sie jeweils 50 Prozent des 
Funktionswerts von fENKOS(t) realisieren. Der Wertebereich von fkont in (47) 
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soll dabei auf 0…1000 normiert werden. Das bedeutet für die beiden Sum-
manden fcomfort(t) und fenergy(t) einen Wertebereich von jeweils 0 bis 500.  
 
  dttt ))(f)((ff energycomfortkontENKOS,  (47) 
 
Da im vorliegenden Fall eine zeitkontinuierliche Simulation deutlich die 
Kapazitäten der Rechentechnik überschreitet, wird als Vereinfachung nur 
jede halbe Stunde ein Ereignis zugelassen und der Zeitbereich zwischen 
zwei Ereignissen konstant gehalten (Sample and Hold-Verfahren). Damit 
wird der kontinuierliche Bereich für ein ganzes Jahr in 17520 äquidistante 
Halbstundenschritte (mit h’ bezeichnet, vgl. (49)) zerlegt und fENKOS verein-
facht sich zu einer Summenfunktion über das gesamte Jahr in (48). An der 
Methodik der Definition ändert das nichts.  
 
 


'17520
'0
energycomfortENKOS )(f)(ff
h
ht
tt  (48) 
 
 
Das Halbstundenintervall wurde gewählt, weil die meisten Handlungen im 
häuslichen Alltag deutlich länger als eine halbe Stunde andauern zumal eine 
Statistik über ein Jahr geführt wird, sodass hier eine angemessene Abtastrate 
vorhanden ist und gleichzeitig vertretbare Rechenzeiten realisiert werden 
können. Die Erfahrungswerte stammen aus längerfristigen Messungen meh-
rerer Haushalte in Deutschland, die von der Firma Aizo erhoben und ano-
nymisiert zur Verfügung gestellt wurden [2].  
 
h 
2
1
  h' 1 
 
(49) 
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Das beste Ergebnis des zu entwickelnden Systems ist erreicht, wenn fENKOS 
in (48) maximal wird. Damit ist das Optimalitätskriterium, ausgedrückt in 
(50), erreichbar durch die Maximierung der beiden Teilausdrücke. Der Zeit-
bereich von einem Jahr als Vergleichsgrundlage wurde gewählt, da hier alle 
saisonalen (z. B. Jahreszeiten) sowie täglichen Effekte enthalten sind. So-
bald das beste strukturelle Modell für ein Jahr gefunden ist, werden auch 
Zeitintervalle über mehrere Jahre untersucht.  
 
Ziel:  max(fENKOS) (50) 
 
Nachfolgend werden die Teilzielfunktionen definiert, um das Modell zu bil-
den, die laut Definition in (50) ebenfalls maximiert werden müssen.  
 
4.3 Definition der Teilzielfunktion fcomfort für die Kom-
fortmaximierung  
Aus der Forderung in (50) ergibt sich für die Komfortmaximierung, dass sie 
ihren maximalen Wert annimmt, wenn der Anwender alle seine Wünsche 
erfüllt sieht. Das ist genau dann erreicht, wenn die Schaltung
18
 aller Geräte 
im Haushalt korrekt erfolgt, was zunächst eine zuverlässige und fehlerfreie 
Vorhersage des Verbraucherwunschs bedeutet. Um das messen zu können, 
wird die absolute Fehlsteuerung definiert.  
 
                                                 
18
 Die „Schaltung“ eines Geräts ist entweder ein Einschalt- oder ein Ausschaltvorgang.  
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Die absolute Fehlsteuerung Sfail(t) in einem Haushalt gibt an, wie viele 
Geräte zum Zeitpunkt t falsch geschaltet werden. Ein Fehlschaltvorgang 
liegt vor, wenn der Anwender ein Gerät deaktiviert haben möchte und 
ENKOS es aktiviert, und umgekehrt. Sind alle Geräte richtig angesteuert, 
beträgt Sfail(t) = 0, sind alle genau falsch aktiviert, ist er gleich der Anzahl 
der Geräte im Haushalt (nachfolgend als #Dev bezeichnet). Sfail(t) kann 
für jeden einzelnen Zeitschritt berechnet werden und ist also zeitabhängig.  
Definition 7. Absolute Fehlsteuerung Sfail(t) als Maß für den Verbraucherkomfort.  
 
 
Die relative Fehlsteuerung sfail(t) drückt die Anzahl der fehlgesteuerten 
Geräte (absolute Fehlsteuerung) pro Gesamtanzahl der Geräte (#Dev) im 
betrachteten Haushalt aus (vgl. (51)). Damit kann sfail(t) Werte in den 
Grenzen 0 (alle Geräte richtig im Sinne des Anwenders aktiviert) und 1 
(alle Geräte falsch aktiviert) annehmen.  
 Definition 8. Relative Fehlsteuerung sfail(t) als Maß für den normierten Verbraucherkomfort.  
 
Damit ergibt sich als Optimierungsziel, die relative Fehlsteuerung zu mini-
mieren, um die Zielfunktion zu maximieren. Deshalb wird eine weitere De-
finition nötig, die dieses Verhältnis umkehrt und die es zu maximieren gilt: 
die korrekte Ansteuerung skorr(t) definiert als relativer Wert über die korrekte 
Ansteuerung der Geräte.  
 
Dev
t
t
#
)(S
)(s failfail   (51) 
 
Eine weitere Information steckt in der Zeit, bis ein Nutzer eine Fehlent-
scheidung von ENKOS korrigiert. Dafür wird der Faktor kKorrektur definiert, 
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dessen Werte in Tabelle 5 definiert sind. Die Ermittlung der Korrekturzeit 
wird realisiert, indem der Zielzustand, wenn möglich, langsam (innerhalb 
einer Minute) angesteuert wird. Bei einem Einschalten des Lichtes wird also 
eine Minute lang das Licht hochgedimmt, bis es vollends leuchtet. Ab Be-
ginn dieser Übergangszeit hat der Mensch die Möglichkeit, den Zustand zu 
bewerten. Lässt er das Licht eingeschaltet, signalisiert er volle Zufrieden-
heit. Eine Korrektur also Ausschalten des entsprechenden Lichts, wird als 
Unzufriedenheit interpretiert. Die Zeitdauer bis zur Korrektur ist gleichzeitig 
ein Maß für diese Unzufriedenheit, denn ein sofortiges Eingreifen (abzüg-
lich der Reaktionszeit) wird als sehr unzufrieden interpretiert, während eine 
späte Korrektur suggeriert, dass der Anwender selbst unsicher ist, da er den 
Zustand der eingeschalteten Lampe als inakzeptabel empfindet. Deshalb 
handelt sich in diesem Fall um eine recht geringe Unzufriedenheit.  
 
Durchschnittliche Korrekturzeit durch den 
Anwender  
kKorrektur 
0 s 1,0 
0 s … 60 s 1,0 … 0,5 (linear) 
60 s 0,5 
Tabelle 5. Der Faktor kKorrektur abhängig von der Korrekturzeit (des Anwenders).  
 
Im Gegensatz zur rein qualitativen Aussage, wie in [91] beschrieben ist, 
wird hier die Zufriedenheitsfunktion auf der Basis um die quantitative Aus-
wertung der Korrekturzeit der einzelnen Geräte. Die Werte zur Berechnung 
der Parameter sind in Tabelle 5 zusammengestellt, woraus sich (52) ergibt.  
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(52) 
 
Wie in Kapitel 3 bereits erläutert wurde, spiegelt skorr(t) noch nicht die sub-
jektive Nutzerzufriedenheit wider, sondern erst den objektiven, messbaren 
Gewinn. Denn die Erhöhung von skorr(t) um einen Wert Δskorr verursacht bei 
zwei verschiedenen Ausgangswerten von skorr(t) auch zwei unterschiedliche 
Verbesserungen der Nutzerzufriedenheit (in Kapitel 3 als „Dimishing sensi-
tivity“ erläutert). Desweiteren hat eine Änderung von skorr(t) um Δskorr eine 
andere Zufriedenheitssteigerung als skorr(t) um -Δskorr einen Zufriedenheits-
verlust nach sich ziehen würde (Risikoaversion). Deshalb wird im nächsten 
Schritt eine Subjektivierung durchgeführt.  
Dafür wird als Methode der Entscheidungspsychologie die Nutzentheorie 
genutzt, die von Bernoulli erstmals formuliert wurde. Er geht davon aus, 
dass nicht objektive, sondern der subjektive Wert einer Konsequenz die Ent-
scheidung bestimmt [12]. Dieser Wert wird als Nutzen für den Entscheider 
bezeichnet. Die Funktion selbst wird in zwei Schritten definiert (analog Ab-
schnitt 3.3):  
 
(1) Die grundsätzliche Form der Funktion ist als erstes zu bestimmen. 
Dabei sind eine logarithmische (risikoaverse), eine lineare (analog 
Wert-Erwartungs-Theorie) oder eine exponentielle (risikofreudige) 
Grundform möglich.  
(2) Durch experimentelle und/ oder analytische, psychische Nachweise 
werden im zweiten Schritt die Parameter für die Funktion per Regres-
sionsverfahren definiert.  
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Im vorliegenden Fall wird diese Methodik genutzt, um die Abbildung der 
subjektiven Zufriedenheit fcomfort(t) zu jedem Zeitpunkt über die durch EN-
KOS getroffene Entscheidung auszudrücken. Diese Zufriedenheit wird in 
Abhängigkeit der korrekt geschalteten Geräte definiert. Für die Ermittlung 
der prinzipiellen Kurvenform werden zwei Arbeitspunkte festgelegt:  
 
Randbedingung 1: Wenn der Nutzer eine völlige Fehlansteuerung (skorr(t) = 
0) vorfindet und plötzlich ein Gerät richtig angesteuert wird (0 < 
skorr(t+1) << 1), wird das seine Zufriedenheit nur unwesentlich stei-
gern, also ist der Gradient an dieser Stelle sehr klein und kann zur 
Definition der Funktion mit 0 angenommen werden (s. (53)).  
 
0
d
)(df
0s
comfort
korr


t
t
 (53) 
 
 
Randbedingung 2: Bei einer fast perfekten Ansteuerung aller Geräte jedoch 
(0 << skorr(t) < 1) fällt dem Nutzer jeder noch so kleine Fehler sehr 
auf, deshalb ist der Gradient hier viel größer als im ersten Fall (s. 
(54)) und der Funktionswert erreicht fcomfort,max (den maximal mögli-
chen Wert im Wertebereich der Funktion fcomfort(t), was in (55) ver-
arbeitet wird).  
 
0
d
)(df
1s
comfort
korr

t
t
 (54) 
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Damit ergibt sich prinzipiell eine konvexe (oder exponentielle) Funktion für 
fcomfort(skorr) mit den Randbedingungen, dass bei völliger Fehlansteuerung 
auch die Zufriedenheit absolut nicht gegeben ist. Die Struktur dieser Funkti-
on mit den Parametern a, b und c, die den Randbedingungen gerecht wird, 
ist in (56) dargestellt.  
 
ca
b  korrskorrcomfort e)(sf  
(56)
 
 
Aus der Randbedingung 1 ergibt sich c = -1 sowie a ≠ 0, um in jedem Fall 
die Kurve durch den Nullpunkt des Diagramms zu führen. Für die beiden 
anderen Werte gibt es verschiedene Parameterpaare, die die zweite Randbe-
dingung erfüllen würden. Um diese zu bestimmen, werden in der Literatur 
mehrere Varianten vorgeschlagen, deren Modifizierung auf die Parameter-
bestimmung der Zufriedenheitsfunktion geprüft wird.  
 
(1) Bei der Halbierungsmethode wird zunächst die halbe subjektive Zu-
friedenheit als Stützstelle von skorr(t) in Abhängigkeit der relativen 
korrekten Ansteuerung zwischen den äußeren Randpunkten skorr(t) = 
0 und skorr(t) = 1 bestimmt. Danach werden beide Intervalle wiederum 
halbiert bezüglich Zufriedenheit und die jeweiligen Mittelpunkte be-
stimmt. Dieses Verfahren kann dann rekursiv für die jeweils entste-
henden Stützstellen fortgesetzt werden. Zum Schluss wird die Funk-
tion an alle Stützstellen approximiert (oder bei nur einer Stützstelle 
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analytisch ermittelt). Diese Möglichkeit ist gut auf die Parameterde-
finition der Zufriedenheitsfunktion übertragbar.  
(2) Die Verteilungsmethode werden Punkte auf verschiedene Stützstel-
len (Unterziele), ausgehend vom Zielzustand (skorr(t) = 1) verteilt. 
Diese Methode ist nicht auf das vorliegende Problem übertragbar, da 
keine unterschiedlichen Teilziele angestrebt werden. Der maximale 
Komfort soll immer angestrebt werden.  
(3) Bei den Paarweisen Vergleichen werden alle Ziele jeweils mitei-
nander verglichen und das jeweils wichtigere Ziel bekommt einen 
Punkt. Da auch hier keine weitere Untergliederung Ziele gesetzt wer-
den außer der maximale Anwenderkomfort, ist auch diese Methode 
nicht auf das vorliegende Problem anwendbar.  
(4) Eine weitere Methode ist die Mittelwert-Kettungs-Methode, bei der 
der Wertebereich von 0 bis 1 immer wieder halbiert wird, bis allen 
möglichen Entscheidungen ein Funktionswert zugeordnet ist. Diese 
Methode eignet sich ebenfalls nicht, um auf die Zufriedenheitsfunkti-
on angewandt zu werden, da sie zum einen statisch arbeitet (und da-
mit der Komplexität der vorliegenden Entscheidungen nicht gewach-
sen ist) und zum anderen sehr anfällig gegenüber sich ändernden 
Umgebungsbedingungen ist.  
 
Von den genannten Methoden wird die Halbierungsmethode mit einer Re-
kursion gewählt, da damit alle Parameter bereits analytisch bestimmt werden 
können.  
 
cca )(  (57) 
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Zur Ermittlung dieser analytischen Lösung in Abhängigkeit von allen Rand-
bedingungen wurde die Funktionsgleichung aus (56) nach den Variablen a 
und b, jeweils in Abhängigkeit von c umgestellt, womit sich (57) und (58) 
ergeben.  
 
)
500
1ln()(
c
cb   (58) 
 
Jetzt kann man die konkave Form über den Parameter c steuern. Dieser kann 
im vorliegenden Fall den Definitionsbereich c Є [-∞;0) liegen, wobei sich 
ein c → 0 in einer sehr großen Krümmung (eine Abweichung im nahezu 
perfekten Komfortbereich hat sehr viel mehr Einfluss als im schlechten 
Komfortbereich) und c << 0 eine fast lineare Abbildung von objektivem 
Wert und Nutzerzufriedenheit zu Folge hat. In Abbildung 30 ist diese Ab-
hängigkeit für verschiedene Werte von c dargestellt.  
Um skorr(t) für die halbe Nutzerzufriedenheit fcomfort(skorr, 0,5) = 250 zu ermit-
teln, wurden Befragungen im persönlichen Umfeld durchgeführt sowie Arti-
kel über Smart Home in diversen Fachzeitschriften herangezogen sowie das 
eigene Empfinden interpretiert, da in der Literatur keine repräsentativen Da-
ten dazu gefunden wurden.  
Die halte Zufriedenheit entspricht danach einem Wert von 250. Das bedeu-
tet, wenn der Anwender bei 70 % korrekt angesteuerten Geräten bereits halb 
zufrieden ist, muss c = -100 gewählt werden, weil diese Kurve bei 0,7 (70 
%) den Funktionswert von 250 erreicht. Da dem Anwender bei mindestens 
83 % korrekt geschalteter Geräte (bei längerer Korrekturzeit mehr als 83 %) 
eine halbe Zufriedenheit unterstellt wird, wird c = -10 gewählt.  
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Abbildung 30. Abhängigkeit der Zufriedenheit vom Parameter c. 
 
Damit ergibt sich die subjektivierte Zufriedenheitsfunktion zu (59).
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(59)
 
 
Um als letzten Schritt zur Bildung der Teilzielfunktion Komfortmaximie-
rung den Normierungsfaktor kNorm zu berechnen, ist die Anzahl der simulier-
ten Halbstunden wichtig. Damit ergibt sich (mit jeweils 48 Halbstunden 
h‘)für 12 Monate im Jahr kNorm, wie in (60) gezeigt ist.  
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Norm 

k  (60) 
 
Die Visualisierung der Teilzielfunktion fcomfort(skorr) ist in Abbildung 31 ge-
zeigt. Der Funktionswert ist zunächst einheitslos, da es keine Einheit zur 
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Beschreibung der Zufriedenheit gibt. Der Funktionsbereich erstreckt sich 
von skorr(t) = 0 bis skorr(t) = 1, womit sich der Wertebereich in Tabelle 6 
ergibt (der Maximalwert für fcomfort(skorr) ergibt sich aus dem Wertebereich 
von fcomfort(skorr) = [0 … 500] und insgesamt 576 Halbstundenintervalle).  
 
skorr(t) fcomfort(skorr) Interpretation 
0 0,000 Kein Gerät wird korrekt angesteuert 
1 0,868 Alle Geräte werden korrekt angesteuert  
Tabelle 6. Wertebereich der Funktion fcomfort(skorr).  
 
Die grafische Darstellung in Abbildung 31 zeigt die Abhängigkeit der Zu-
friedenheit von der korrekten Ansteuerung der Geräte durch ENKOS im 
möglichen Funktionsbereich.  
 
 
Abbildung 31. Abhängigkeit der Zufriedenheit vom Parameter c (Halbstundenintervall). 
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4.3.1 Methoden für Teilziel Komfortmaximierung  
Das Teilsystem für die Komfortsteigerung, ausgehend von der Theorie der 
Entscheidungsfindung, ist eine Kernkomponente von ENKOS, die den An-
wenderwunsch bestmöglich adaptieren soll, da die Nutzerzufriedenheit sich 
direkt in den Nutzerkomfort überführen lässt. Dafür wird als gedankliche 
Grundlage die menschliche Entscheidungsfindung gewählt, die die Generie-
rung des Sollzustands s’t1 (vgl. Abbildung 47) durchführt, indem er die ak-
tuelle Situation empfängt und als Folge seiner Entscheidungen die Verbrau-
cher im Haushalt entsprechend steuert. Deshalb soll im ENKOS im Kasten 
„Komfortmaximierung“ eine Methode des Verhaltenserwerbs implementiert 
werden, da diese den menschlichen Entscheidungsprozess abbildet.  
Deshalb wird zunächst festgelegt, dass eine Entscheidung genau einmal im 
Zyklus (Zeitschritt) getroffen wird. Zudem wird das System für individuelle 
Entscheidungen entwickelt, da für den Nachweis der Tauglichkeit das Ver-
halten eines Individuums nachgebildet werden soll [6].  
Außerdem wird eine Entscheidung logisch eingegrenzt auf die Steuerung 
genau eines elektrischen Geräts, sodass ein Schaltvorgang von nGer Geräten 
auch nGer Entscheidungen benötigt.  
Dabei sind die Instrumente der Generalisierung und Abstraktion wichtig, die 
aus beobachteten Beispielen (induktiv) auf generelle Regeln der individuel-
len Entscheidungsfindung schließen, um diese zur Anwendung zu bringen. 
Das Beherrschen dieser Regeln ist die Referenz für die Komfortmaximie-
rung. Da erfahrungsgemäß auch die Umweltfaktoren für menschliche Ent-
scheidungen eine Rolle spielen, sind diese ebenfalls durch ENKOS zu de-
tektieren. Die angestrebte Methode des Verhaltenserwerbs führt automatisch 
eine Parameteridentifikation durch.  
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Als Sonderfall zur rein psychologischen Entscheidungssituation werden alle 
gefällten Entscheidungen vollständig umgesetzt, womit der Folgezustand st1 
im Sinne der Entscheidungstheorie beherrschbar ist. Dazu werden zunächst 
die Typen von Entscheidungstheorien auf deren Integrierbarkeit in dem ge-
planten System laut Abbildung 47 hin untersucht.  
 
4.3.2 Das Modell eines Entscheidungsprozesses  
In Abschnitt 6.3 wird der Entscheidungsprozess in ENKOS integriert und 
folgendermaßen beschrieben:  
 
(1) Im Rahmen der Identifikation wird der Bedarf einer Entscheidung er-
kannt, wenn sich der Umweltzustand (signifikant) st0 ändert. Eine Än-
derung ist beispielsweise gegeben, wenn eine Person einen Raum be-
tritt oder sich die Helligkeit über einen Diskretisierungsbereich hinaus 
ändert.  
(2) Alle möglichen Entscheidungsoptionen und deren zu erwartender 
Nutzen sind in der Wissensbasis von ENKOS vorhanden.  
(3) Die Entscheidung, die den größten Nutzen im Sinne eines längerfris-
tigen Ziels   erwarten lässt, wird getroffen nach dem Maximierungs-
prinzip.  
(4) Im Rahmen der Implementierung wird die Entscheidung (Intention) 
an die Aktoren vermittelt, damit sich der gewünschte Zustand wirk-
lich herstellt und durch den Anwender bewertet werden kann.  
(5) Zum Schluss erfolgt das Feedback, wobei die realisierte Aktion at1 
entweder durch den Anwender belohnt oder bestraft wird. Vorausge-
setzt wird hierbei die Berechnung der Zielfunktion, womit das Feed-
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back die entsprechende Gewichtung erfährt. Außerdem wird sie damit 
steuerbar, je nach den Bedürfnissen der Anwender.  
 
Präselektionale Phase  
 
Die ersten drei Phasen werden im Entscheidungsprozess als Präselektionale 
Phase definiert, da sie die Entscheidung an sich durch die Sammlung und 
Validierung von Informationen vorbereiten. Nach der Nutzentheorie [61] 
steht die Suche nach der dominanten Entscheidungsoption mit dem größten 
subjektiv zu erwartenden Nutzen im Vordergrund, die wiederum zwei Vo-
raussetzungen von ENKOS fordert, um eine vollständige Analyse durchzu-
führen:  
 
(1) Alle möglichen Kombinationen vor st1, und deren Konsequenzen für 
den Anwender, also die Belohnung bzw. Bestrafung in Form von rt1, 
sollten bekannt sein. Bei der Anzahl von nGer Geräten handelt es sich 
um Gern2  Möglichkeiten (bei zwei möglichen Schaltzuständen).  
 
(2) Eine für alle Entscheidungen anwendbare Nutzenfunktion muss exis-
tieren, die den objektiven Wert einer Entscheidung in den subjektiven 
Wert
19
 einer Konsequenz abbildet. In (61) wird diese Umrechnung 
gezeigt, wobei die Eintrittswahrscheinlichkeiten pi als 1 gesetzt wer-
den, da jede getroffene Entscheidung im vorliegenden Smart Home-
Ansatz auch realisiert wird (s. Schritt 4 in Abbildung 17).  
 
                                                 
19
 Also den Wert bezogen auf die Person (den Nutzer), womit aus dem gesamten Nutzen die Nutzersicht 
interpretiert und bewertet wird.  
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Die Nutzenfunktion EU(u,p) kann, je nach Entscheidungsproblem, einen 
linearen, einen konvexen oder einen konkaven Verlauf haben. In der vorlie-
genden Aufgabenstellung muss der empfundene Nutzen eines Smart Home- 
Anwenders damit beschrieben werden. Bei risikoaversen Entscheidungssitu-
ationen wird der konkave, bei risikofreudigen Entscheidungen der konvexe 
und sonst der lineare Kurvenverlauf benutzt.  
 
Selektionale Phase  
 
Die vierte Phase ist die Selektionale Phase, in der die Entscheidung selbst 
getroffen und damit die Intention zur Veränderung der Umwelt im Sinne des 
Entscheiders geäußert wird. Um zu erklären, wie genau eine Entscheidung 
aufgrund der gesammelten Informationen gefällt wird, gibt es verschiedene 
Ansätze, unter denen sich die Prospect Theory weitgehend durchgesetzt hat.  
Der erwartete objektive Wert EU wird anschließend durch die Wertfunktion 
(hervorgehend aus der Nutzenfunktion) zu SEU subjektiviert, bevor dieser 
wiederum mit allen Alternativen verglichen wird. Aus der Erfahrung heraus 
ist die Umrechnung eine logarithmische Funktion.  
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Postselektionale Phase  
 
Die Phasen fünf und sechs fassen die Postselektionale Phase zusammen, wo 
die Entscheidung umgesetzt und das Feedback auf diese Entscheidung ein-
geholt wird. Das Gedächtnis soll in ENKOS selbst abgebildet werden.  
 
4.4 Definition der Teilzielfunktion fenergy(t) für die Ener-
gieminimierung 
Im nächsten Schritt wird die Funktion fenergy in Abhängigkeit der eingelese-
nen Sensorfunktion, mit deren Hilfe die Leistungsaufnahme erfasst wird, 
definiert. Bei diesem Teilziel soll der Energieverbrauch in einem Haushalt 
durch die Anwendung geeigneter Methoden, die später untersucht werden, 
im Rahmen einer zentralen Steuerung aller Geräte durch ENKOS verringert 
werden. Als erstes werden wiederum die Kurvenform und danach die ge-
nauen Parameter für die Funktion festgelegt.  
Da die Belohnung direkt proportional zum elektrischen Energieverbrauch 
sein soll und eine Subjektivierung unnötig ist, wird als prinzipielle Kurven-
form eine Gerade erster Ordnung festgelegt, für deren Parameterbestim-
mung zwei Arbeitspunkte definiert werden müssen. Ein Arbeitspunkt der 
Abbildung des Funktionswertes in Abhängigkeit vom tatsächlichen Ener-
gieverbrauch dient dabei ein Verbrauch von Emin = 0 kWh.  
Dieser Verbrauch soll maximal belohnt werden, womit sich dieser Arbeits-
punkt für ein ganzes Jahr bei fenergy(E = 0 kWh) = 500 ergibt. Der zweite Ar-
beitspunkt leitet sich aus dem maximal möglichen Energieverbrauch über 
das Normaljahr hinweg ab, der die Belohnung 0 erhalten soll. Dabei muss 
die maximale Leistungsaufnahme Pmax aller elektrischen Geräte ermittelt 
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werden, indem dieser über einen bestimmten Zeitraum ermittelt wird. Das 
ist ein rekursiver Prozess, wie in Prozess 2 dargestellt.  
 
 
 
Prozess 2. Rekursive Ermittlung des zweiten Punktes Pmax für fenergy(P(t)). 
 
In der simulierten Wohnung ergab sich nach Ausführung dieses Prozesses 
eine maximale elektrische Leistungsaufnahme aller Geräte von 
Pmax = 1510 W, womit sich Emax = 755 Wh für ein Halbstundenintervall h’ 
berechnet. Dieser Wert kann einfach in den maximal mögliche Energiever-
brauch umgerechnet werden, da in der Simulation jede halbe Stunde (Δt = 
1 h‘ = ½ h) eine Abtastung erfolgt und die zwischen zwei Abtastungen lie-
gende Leistungsaufnahme linear interpoliert wird.  
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Deshalb wird dieser Wert Emax als fester Wert für den maximalen Misserfolg 
wenn also permanent die maximale elektrische Leistung angenommen, der 
mit fenergy(Emax) = 0 bestraft wird. Als zweite Randbedingung ergibt sich die 
maximale Belohnung bei einem Energieverbrauch von E(t) = 0 Wh. Auf-
grund der Skalierung der Teilfunktion auf einen Wertebereich von fener-
gy(E(t)) = [0 … 500] (vgl. Abschnitt 4.2 und (47)) und der Einteilung des 
Jahres in 576 h‘ ergibt sich eine maximal mögliche Belohnung von 0,868 für 
jedes Halbstundenintervall.  
 
E(t) in [Wh] fenergy(E(t)) Interpretation 
0 0,868 Minimale elektrische Energieaufnahme  
755 0,000 Maximale elektrische Energieaufnahme 
Tabelle 7. Wertebereich der Funktion fenergy(E(t)) im Simulationsbeispiel.  
 
Die Form der Funktion wird als linear angenommen, da sich die Zufrieden-
heit genau umgekehrt zum auszugebenden Geld und damit zum Energiever-
brauch verhält. Also ergibt sich diese Teilfunktion im Allgemeinen zu (62).   
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Als letzter Schritt muss auch hier der aktuelle Wert zu jedem halbstündli-
chen Zeitschritt normiert werden, womit kNorm auch in dieser Teilfunktion 
hinzumultipliziert wird. Die graphische Darstellung ist in Abbildung 32 ge-
zeigt.  
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Abbildung 32. Abhängigkeit der Zufriedenheit vom Energieverbrauch. 
 
Die Entscheidung des Systems, wann ein Gerät tatsächlich eingeschaltet 
werden sollte, ergibt sich in Abschnitt 6.4, da ein Verbrauch von 0 Wh in 
vielen Anwendungsfällen zwar die in diesem Abschnitt behandelte Teilfunk-
tion fenergy(t) maximiert, für die andere Teilfunktion fcomfort(t) jedoch sehr 
niedrige Werte erzeugt (beispielsweise wenn Personen im Raum sind, die 
das Licht aufgrund der Dunkelheit eingeschaltet haben möchten).  
 
4.5 Aufstellen der Zielfunktion fENKOS aus den Teilzielen  
Mit den beiden Teilzielfunktionen ergibt sich die Zielfunktion des Systems 
beim Zeitpunkt t = t0 (vgl. (63)). In (60) ist kNorm bereits definiert worden.   
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Die Funktion fENKOS hat damit einen Wertebereich von [0, 1,736], wobei 
fENKOS = 0 völlige Unzufriedenheit des Anwenders und fENKOS = 1,736 völli-
ge Zufriedenheit (minimaler Energieverbrauch) widerspiegelt. Die Darstel-
lung des Funktionswertes abhängig von beiden Eingangsparametern skorr(t) 
und E(t) ist in Abbildung 33 gezeigt.  
 
 
Abbildung 33. Abhängigkeit der Zufriedenheit vom Energieverbrauch (Zielfunktion).  
 
Diese Zufriedenheit für einen gegebenen Zustand, bei dem 70 % aller Geräte 
korrekt (im Sinne des Nutzers) geschaltet sind (skorr(t) = 0,7) und der Ener-
gieverbrauch E(t) = 400 Wh beträgt, ergibt sich fENKOS = 0,663. Dieser Punkt 
ist im Abbildung 33 beispielhaft visualisiert. zu jedem Zeitpunkt wird zur 
Bewertung der aktuell getroffenen Entscheidung herangezogen, wenngleich 
eine Bewertung des gesamten Normaljahres den Algorithmus von ENKOS 
mit den gewählten Parametern an sich bewerten soll. Damit ist eine Auf-
fENKOS = 0,663 
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summierung von allen 576 simulierten Zeitpunkten nötig, was in (64) ge-
zeigt ist. Der Wertebereich reicht hier von 0 (völlige Unzufriedenheit über 
das gesamte Jahr) bis 1000 (völlige Zufriedenheit).  
 



h'576
0t
ENKOSENKOS (t)ff  
(64) 
 
Mit der Definition dieser Zielfunktion sind nun eine objektive Vergleichbar-
keit der strukturellen Eigenschaften des Modellansatzes sowie verschiedener 
Modellparameter gewährleistet.  
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5 Die Simulation des Standardhaushalts und die 
Entwicklung von ENKOS  
Der Standardhaushalt für die Simulation umfasst sämtliche Geräte in zwei 
Zimmern im eigenen Wohngebäude, und zwar des Arbeitszimmers und des 
Bads, sowie einige Geräte außerhalb dieser Zimmer. Eine Übersicht findet 
sich später in Tabelle 9. In den Zimmern ist die Anwesenheit von Personen 
ermittelt wurden, womit eine Zuordnung „Anwesenheit – Gerät einschalten“ 
für die Geräte im Arbeitszimmer und im Bad möglich ist.  
 
5.1 Grundsätzliche Versuche im eigenen Haus   
Im Rahmen von grundsätzlichen Untersuchungen soll die Machbarkeit einer 
einfachen Steuerung im Sinne eines Smart Home-Ansatzes einer selbst ent-
wickelten Hardware ermittelt werden. Das wurde im eigenen Haus
20
 durch-
geführt. Dabei wurde im ersten Schritt eine einfache Topologie aus einem 
Sensor zur Anwesenheitserkennung in einem Raum sowie der Steuerung 
eines Verbrauchers aufgebaut.  
Die Detektion der Anwesenheit wurde durch ein Lichtschrankenpaar reali-
siert, dessen Integration in die Eingangstür in Abbildung 34 als Skizze und 
in Abbildung 35 als räumlicher Aufbau gezeigt ist. Dabei wird ein Infrarot-
lichtstrahl ausgesandt und auf der gegenüberliegenden Seite durch zwei 
Sensoren detektiert. Da sich damit mit einem Sender gleich zwei Licht-
schranken realisieren lassen, wird nachfolgend vom Lichtschrankenpaar ge-
sprochen.  
 
                                                 
20
 Adresse: Ausfeldstr. 21, 99880 Waltershausen  
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Abbildung 34. Einbau der Lichtschranke (Sender) in eine Türzarge. Eine Sendediode 
versorgt zwei Empfängertransistoren (zur Richtungserkennung) mit IR-Licht.  
 
 
 
 
Abbildung 35. Einbau der Lichtschranken als Skizze (links) und praktische Ausführung 
am Beispiel der Empfangsdiode (rechts).  
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Dieses Lichtschrankenpaar ist in Abbildung 35 gut zu sehen, in dem die rot-
braune Linie den Weg des einen Lichtstrahls und die blaue den Weg des an-
deren darstellt. Beide werden vom selben Sender versandt.  
Nach ersten Experimenten mit verschiedenen Personen (Kinder und Er-
wachsene) wurde bei einer Standardtür die Höhe des Lichtschrankenpaars 
auf hLS = (1 ± 0,05) m festgelegt, um ein zuverlässiges Schalten zu ermögli-
chen. Desweiteren wurden verschiedene Dioden sowie verschiedene Photo-
transistoren als Empfänger ausprobiert, bis die Wahl auf die LD 274 GaAs-
IR-Lumineszenzdiode (Fa. OSRAM) auf der Empfänger- und den IC 
U2531B (Fa. Telefunken electronic) auf der Sendeseite fiel. Diese Kombi-
nation erwies sich als die robusteste.  
Als nächstes musste durch die Einstellung eines Potentiometers eine Träger-
frequenz gewählt werden, damit die Einflüsse von anderen Lichtquellen, 
also des Sonnenlichts und der Hausbeleuchtung, keinen Einfluss auf das 
Signal haben. In einer Versuchsreihe mit den Trägerfrequenzen von 9,62 bis 
18,91 kHz, die in Tabelle 8 dargestellt sind, wurde dabei die Versuchstür 
mehrfach in verschiedenen Geschwindigkeiten und von mehreren Personen 
zu unterschiedlichen Tageszeiten durchquert. Die größte Trägerfrequenz von 
18,91 kHz erwies sich als diejenige mit der geringsten Störanfälligkeit.  
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Potentio-
meter [kΩ] 
0 1 2 3 4 5 6 7 8 9 10 
Perioden-
dauer [µs] 
52 57 63 68 73 78 83 89 94 99 104 
Trägerfre-
quenz [kHz] 
19 17 16 15 14 13 12 11 10 10 9 
Tabelle 8. Verschiedene Trägerfrequenzen wurden ausprobiert bezüglich  Robustheit 
des Lichtschrankenpaars gegenüber Fremdlichteinflüssen.  
 
Die Auswertung der Personenbewegung ins Zimmer hinein bzw. aus dem 
Zimmer heraus erfolgte durch einen Mikrocontroller Atmel Mega 8, der im 
C-Code programmiert wurde. Das Grundgerüst des Programms bildete eine 
Zustandsmaschine, die in eine Endlosschleife integriert wurde. Die inter-
ruptbasierte Lösung erwies sich als nicht stabil genug, da eine eindeutige 
Priorisierung der Interrupts hier nicht möglich war. In den Tests wurden 
durch das Prellen des Eingangssignals Interrupts immer wieder ausgelöst, 
wodurch die wesentlichen Signale teilweise nicht mehr erfasst wurden. Eine 
Entprellung war aufgrund der begrenzten Ressourcen nicht möglich, und ein 
größerer Mikrocontroller fiel für eine solch einfache Aufgabe des Zählens 
anwesender Personen nicht in Betracht.  
Die ebenfalls selbst entwickelte Schaltung, die die Lichtschrankensignale 
erfasst, aufbereitet und dem Mikrocontroller zur Verfügung stellt, ist in Ab-
bildung 36 gezeigt. Auf der linken Seite der Abbildung befinden sich die 
Spannungsregler für die 5 V-, 9 V- sowie die 12 V-Versorgung, während in 
der Mitte der Controller sowie dessen Treiberbeschaltung zu sehen sind. 
Dieser empfängt die Signale der Lichtschranken auf den Kanälen INT0 und 
INT1 (siehe Markierung) und visualisiert per LED, wieviele Personen sich 
im Raum befinden. Die Anzahl der eingeschalteten LEDs entspricht die An-
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zahl der Personen, wenn keine leuchtet ist auch keine Person anwesend. 
Desweiteren ist ein galvanisch entkoppelter Ausgang vorhanden, um die 
Schaltung mit anderen Schaltkreisen sowie einem PC per RS232-
Schnittstelle zu verbinden. Damit wurde eine logische Master-Slave-
Topologie realisiert, bei der alle Schaltungen als Slaves ihre aktuellen An-
zahlen von Personen an eine Masterschaltung, und zwar der erste Schalt-
kreis, der sich im Netzwerk identifiziert, übermitteln und andererseits von 
dieser ihre Zeitstempel oder Resetbefehle empfangen. Damit ist eine Syn-
chronisierung sichergestellt. Die Masterschaltung kommuniziert dabei mit 
einem PC, der diese wiederum steuert und ausliest.  
Auf dem PC wurde dabei mit Hilfe der Programmiersprache Delphi wiede-
rum eine Client- sowie eine Serveranwendung programmiert. Delphi eignet 
sich zum schnellen Aufbau von Software mit guter Funktionalität, da hier 
bereits viele grafische Bausteine vorhanden sind, die rasch mit Quellcode 
zur Funktionalisierung ausgefüllt werden können. Die Server bauen dabei 
eine Verbindung (via RS232- oder USB-Schnittstelle) zur Masterschaltung 
auf und kommunizieren regelmäßig. Wenn keine Befehle übertragen wer-
den, wird ein „Alive-Signal“ mit dem aktuellen Zeitstempel gesendet, um 
der Schaltung einerseits die Anwesenheit eines PCs zu signalisieren und an-
dererseits die Synchronisierung zu ermöglichen.  
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Abbildung 36. Schaltung zur Erfassung der Lichtschrankensignale. 
 
Sobald der Client einen Befehl an die Serveranwendung sendet, wird sie 
dort übersetzt und an die Hardware weitergeleitet. Die Serveranwendung hat 
jederzeit den Überblick über alle Lichtschranken, da diese auf das Alive-
Signal reagieren und sich zurückmelden. Damit ist sichergestellt, dass die 
Serveranwendung hinreichend viele Informationen über die Hardware hat, 
die sich dynamisch ändern kann.  
Im Rahmen der Funktionspartitionierung wurden verschiedene Ansätze zur 
Speicherung der Informationen gegeneinander abgewogen. Die permanente, 
zyklische Aussendung eines Broadcast-Befehls durch einen PC, der wiede-
INT0 und INT1 
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rum mit der Masterhardware verbunden ist, wurde verworfen. Denn hierbei 
muss permanent ein PC eingeschaltet bleiben, der den aktuellen Zustand an-
fordert, zurückliest und speichert.  
 
 
 
Abbildung 37. Client- und Serveranwendung auf dem PC als Delphi-Anwendungen. 
Beide Anwendungen wurden selbst entwickelt und implementiert.  
 
Deshalb ist als Alternative dazu eine dezentrale Speicherung jedes Ereignis-
ses über mehrere Wochen hinweg (mit Systemzeitstempeln) in jeder einzel-
nen Schaltung (Slave) realisiert worden. Sobald die Serveranwendung auf 
dem PC gestartet wurde, meldet sich diese bei der Masterschaltung an und 
sendet einen Auslesebefehl. Damit ist die Historie bekannt. Das Kommuni-
kationssequenzdiagramm ist im Anhang dargestellt, während sowohl die 
Client- als auch die Serveranwendung in Abbildung 37 gezeigt sind. Die 
Serveranwendung ist sehr ressourcenextensiv und wird während der gesam-
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ten Laufzeit des PCs ausgeführt, der direkt über RS232 mit den Mikrocon-
trollern verbunden ist. Die eine oder mehrere Clientanwendungen hingegen 
können auf einem anderen PC installiert werden und verbinden sich auf ei-
ner logischen Ebene mit der Serveranwendung. Die Auswertung der perma-
nent protokollierten Kommunikation wurde mit Excel automatisiert (s. Ab-
bildung 38), während sich die selbst entwickelte Definition des Kommuni-
kationsprotokolls im Anhang befindet.  
 
 
Abbildung 38. Kommunikation mit automatisierter Auswertung. Im Beispiel ist auf der 
linken Seite die physikalische Übertragung gezeigt (7 Bytes).  
 
Danach wurde in mehreren Versuchsreihen eine möglichst robuste Pro-
grammierung des Zustandsautomats auf den Mikrocontrollern gesucht. Auf-
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grund der komplexen, mehrstufigen Toleranzkette der Eingangssignale, be-
stehend aus Umweltgegebenheiten (Lichteinstrahlung, Tageszeit), Hardware 
(Wahl der Trägerfrequenz, Fremdeinflüsse) sowie Software (äquidistante 
Abtastung) musste eine Plausibilisierung der eingelesenen Lichtschran-
keninformationen durchgeführt werden, da die Summentoleranz zu ungülti-
gen Zuständen führen konnte. So ist es beispielsweise nicht möglich, dass 
beide Lichtschranken LS1 und LS2 vom Zustand „0“ (kein Signal) gleichzei-
tig auf den Zustand „1“ (Signal erkannt) springen, sondern eine der beiden 
Lichtschranken muss zwingend zuerst schalten. In diesem Fall musste der 
nächste Zustand nach „LS1=1 & LS2=1“ abgewartet werden, um die Bewe-
gungsrichtung der Person zu detektieren und damit den fehlenden Zustand 
zu ersetzen (vgl. Abbildung 39). Dazu wurden umfangreiche Testreihen mit 
einem PC aufgezeichnet, während einerseits Versuchspersonen (im eigenen 
Haushalt) durch die Tür liefen und andererseits Personen mit einem zweiten 
Mikrocontroller simuliert wurden.  
Je nach eingefangenem Muster, also die Reihenfolge und Kombination, in 
der beide Lichtschranken unterbrochen werden, kann beurteilt werden, ob 
eine Person in den Raum hinein geht oder heraus kommt. Dabei sind alle 
gültigen Zustandsübergänge in Abbildung 39 gezeigt. Sowohl Start- als auch 
Endzustand sind jeweils Z0, während der Kreis entweder im Uhrzeigersinn 
oder entgegengesetzt durchlaufen wird. Je nach Anordnung der Licht-
schranken bedeutet das jeweils einmal, dass eine Person das Zimmer betritt 
und das andere Mal das Heraustreten einer Person aus einem Zimmer.  
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Abbildung 39. Zusammenfassung aller gültigen Zustandsübergänge. 
 
Alle nicht gezeigten Zustandsübergänge sind theoretisch auch nicht möglich 
und wurden daher auf gültige Übergänge gemappt, sofern alle dafür nötigen 
Informationen zur Verfügung standen. Im Ergebnis konnte stabil erfasst und 
kommuniziert werden, wenn eine Person ein Zimmer betritt oder heraustritt. 
Die intern gemessenen Zustandsübergänge im Rahmen eines Versuchs sind 
in Abbildung 40 dargestellt. Der Kreis in Abbildung 39 wird im gezeigten 
Beispiel einmal gegen den Uhrzeigersinn durchlaufen.  
 
LS1 schaltet  
LS2 schaltet  
LS2 öffnet  
LS1 öffnet   
 
z3 = 11 
 
Z2 = 10 
 
Z0 = 00 
 
Z1 = 01 
LS1 schaltet  
LS1 öffnet   LS2 schaltet  
LS2 öffnet  
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Abbildung 40. Messung der internen Zustände des Mikrocontrollers der beiden Licht-
schranken sowie das Mapping auf die farbig hinterlegten Zustände. 
 
Nachdem sicher erkannt werden konnte, ob sich mindestens eine Person im 
Zimmer befindet, wurde eine Steuerung von Geräten in Abhängigkeit der 
Anwesenheit durchgeführt, indem das Mikrocontrollerprogramm entspre-
chend erweitert wurde. War plötzlich keine Person mehr anwesend, wurden 
die angeschlossenen Lampen durch eine handelsübliche Funksteckdose mit 
Fernbedienung der Firma Centor Warenhandels GmbH (Köln) abgeschaltet, 
indem die Funkfernbedienung durch den Mikrocontroller geschaltet wurde, 
wie Abbildung 41 und Abbildung 42 gezeigt ist.  
 
 
Abbildung 41. Verkabelung der Funkfernbedienung für die Steuerung der Geräte. 
 
Dabei wurden die Knöpfe, die normalerweise manuell durch den Nutzer be-
dient werden, um Funksteckdosen ein- oder auszuschalten, durch den Con-
troller „bedient“. Eine besondere Herausforderung stellte dabei die genaue 
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Ansteuerung dar. Es musste eine bestimmter Kurzschluss für eine bestimmte 
Zeitdauer im unteren Millisekundenbereich prellfrei hergestellt werden. Da 
die notwendige Zeitdauer jedoch von Versuch zu Versuch schwankte, wur-
den drei Impulse nacheinander mit den Zeitdauern von 5, 10 und 15 ms für 
einen einzigen Schaltvorgang gesendet. Damit konnte sicher gewährleistet 
werden, dass der Mikrocontroller die Steuerung übernimmt.  
 
 
Abbildung 42. Verkabelung der Funkfernbedienung für die Steuerung der 
Geräte (Rückseite) 
 
Sobald eine Anwesenheit detektiert wurde, stellte sich der ursprüngliche 
Einschaltwunsch der Geräte (Person war anwesend) wieder ein (s. Abbil-
dung 43).  
 
 
 
 
 
 
 
 
Abbildung 43. Einfache Steuerung in Abhängigkeit von der Anwesenheit 
einer Person. 
 
& 
Einschaltwunsch des 
Nutzers 
Person anwesend im 
Raum  
Steuerung 
Gerät  
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Damit war die Einstellung des Zustands der elektrischen Geräte in Abhän-
gigkeit von nicht steuerbaren Umweltbedingungen, und zwar der Anwesen-
heit, erfolgreich ausprobiert worden. Deshalb ist im Vorversuch ein mögli-
cher Use Case der Anwesenheitserkennung hard- und softwaretechnisch 
umgesetzt worden.  
 
5.2 Allgemeine Topologie der Simulationsumgebung  
Als weitere Voraussetzung für die Entwicklung und Validierung eines Mo-
dellansatzes wurde neben dem Nachweis der Machbarkeit des Hardwareauf-
baus eine Simulationsumgebung erstellt. Diese hatte zum einen die Aufgabe, 
einen deutschen Standardhaushalt abzubilden, also das Verbraucherverhal-
ten in einer Wohnung, und zum anderen, die durch das entwickelte Modell 
getroffene Steuerentscheidung (stellvertretend für den Nutzer) quantitativ zu 
bewerten und damit sowohl skorr als auch E(t) für jeden Simulationsschritt. 
Der Standardhaushalt wurde in MS Excel umgesetzt, da hierbei eine tabella-
rische Eingabe des Haushalts leicht vorgenommen werden kann, während 
mittels Makros eine Kommunikation der Daten sowie der Steuerparameter 
für das Modell möglich sind.  
In Abbildung 44 ist die generelle Topologie abgebildet. Die drei wesentli-
chen Bestandteile der Simulationsumgebung sind die 12 Normaltage, die 
jeweils das Verbraucherverhalten von einen Monat im Jahr repräsentieren, 
die Visualisierung aller Regeln inklusive deren Historie sowie das Konfigu-
rationsmanagement.  
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Abbildung 44. Die in Excel umgesetzte Simulationsumgebung. Diese besteht aus dem 
Treiber (oberer Teil der Simulationsumgebung) und dem „Stub“ (unterer Teil). Während 
der Treiber das Modell ENKOS als Dienst in Anspruch nimmt, stellt der Stub wiederum 
Dienste für ENKOS zur Verfügung. ENKOS selbst wird durch die Simulationsumgebung 
parametrisiert (WB = Wissensbasis, GA = Genetische Algorithmen).  
 
Je nach Ausprägung von ENKOS soll eine Parametrisierung durch die Si-
mulationsumgebung möglich sein. Exemplarisch ist in Abbildung 45 ein 
Ausschnitt des Normaltags für den Monat Januar dargestellt. In der linken 
Spalte ist die Kategorie der Verbraucher „Light“ ausgewählt, in der zweiten 
Spalte befinden sich alle Verbraucher dieser Kategorie. Anschließend sind 
die Leistungsaufnahmen in Spalte 3 gezeigt, die in der Simulation bereits 
vorgegeben sind. In der Praxis jedoch sind diese Werte gut messtechnisch 
zeitkontinuierlich zu ermitteln, beispielsweise durch das System von Digi-
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talstrom, das mit einer Auflösung im Sub-Wattbereich sehr genau Leis-
tungsaufnahmen aller Geräte ermitteln kann.  
 
Anteil am 
Normmonat 
G
e
rä
t 
Uhrzeitintervall 
19:30 20:00 20:30 21:00 21:30 22:00 22:30 23:00 23:30 
20:00 20:30 21:00 21:30 22:00 22:30 23:00 23:30 00:00 
Lichtstärkeintervall [%] 
0 0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 0 
Person anwesend 
Arbeits- 
zimmer 
Lampe_1     x x x         
Lampe_2         x x       
PC_1       x x x x x x 
PC_2 
(mobil)       x x x       
Tischlampe         x x       
Radio x x     x x       
TV/ Audio 
TV & Zubehör       x x         
Badradio         x x       
Radiowecker1   x x             
Radiowecker2           x x     
Audioanlage x x               
Küchenradio         x x       
Licht 
Flur_1                   
Flur_2                   
Treppe x                 
WoZi_1   x x             
WoZi_2                   
HWR   x               
Außen                   
Küche x                 
Bad                   
Spie_1   x x             
Spie_2   x               
Dusche     x             
Kind x                 
Schlafzimmer       x           
Arbeitszimmer       x x         
Abbildung 45. Die Simulationsumgebung, die in Excel umgesetzt wurde. 
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Die nächsten beiden, grau hinterlegten Spalten sind Messwerte aus der Si-
mulation, um einen rubrik- und zimmerweisen Abgleich mit den Daten des 
Bundesamts für Statistik [114] durchzuführen. Das bedeutet, dass die Mes-
sungen der Einschaltzeiten von Geräten im eigenen Heim hier hochskaliert 
wurden, bis sich der Energieverbrauch der Messungen mit denen des Bun-
desamts deckte, um den statistisch abgesicherten Daten das Muster des 
Selbstversuchs aufzuprägen.  
Die hellen gelben Balken in Abbildung 45 stellen die statistisch angepassten 
Einschaltzeiten zum Zeitintervall, das in der oberen Zeile gezeigt ist, dar, 
was der Sollsituation st0 entspricht. Die dunklen gelben Balken sind die 
Antwort von ENKOS als Aktion at1, die von der Simulationsumgebung ge-
sendet und hier visualisiert werden. Damit ist ein direkter Soll-/ Ist-
Vergleich bereits während der Simulation möglich.  
 
5.3 Die Simulation eines Normjahres als Referenz  
Ein Normaljahr dient als Referenzsimulation, an der ENKOS mit verschie-
denen Parametern getestet wird. Damit wird das System ENKOS von Excel 
aus mit einem Zustandsvektor s versorgt und führt einen Berechnungszyklus 
durch. Sobald es eine Aktion vorgeschlagen hat, wird diese wiederum als 
Parametervektor a an Excel übertragen und vom virtuellen Nutzer bewertet. 
Nach der sich anschließenden Berechnung der Zielfunktion wird fENKOS als 
Reward an ENKOS geschickt, womit ENKOS sich selbst weiterentwickelt.  
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6 Modellbasierte Entwicklung von ENKOS  
In den folgenden Abschnitten wird ein lernfähiger Gesamtalgorithmus ent-
wickelt, um damit adaptiv den Zielfunktionswert fENKOS (vgl. (64)) zu ma-
ximieren. Dabei ist zunächst wichtig, die Topologie des Gesamtsystems und 
seiner internen und externen Schnittstellen aufzustellen, um danach geeigne-
te Use Cases abzuleiten und geeignete Modellbildungsmethoden für die 
Komfortmaximierung wie auch für die Energieminimierung auszuwählen
21
. 
Als letzter Schritt sollen alle gefundenen Methoden in ein Gesamtkonzept 
integriert und dieses sowohl implementiert als auch verifiziert werden.  
 
6.1 Allgemeine Topologie des Zielsystems und Einbet-
tung in dessen Umwelt  
Zunächst werden die Schnittstellen des Systems definiert. ENKOS soll als 
zentrale Steuerung für alle elektrischen Geräte im Haushalt arbeiten und 
Entscheidungen übernehmen, sobald ein bestimmter Modellreifegrad er-
reicht ist. Dieser ist technisch mit der Aussagesicherheit vergleichbar, also 
der mittleren Güte von vorhergesagten Entscheidungen eines Anwenders.  
Desweiteren spielt die Generalisierungsfähigkeit des gesuchten Algorith-
mus‘ ebenfalls eine entscheidende Rolle zur Beschreibung des Reifegrads. 
Denn ein System mit einer großen Möglichkeit zur Ableitung von allgemei-
nen Gesetzmäßigkeiten aus konkreten Beobachtungen ist direkt proportional 
mit der Reife dieses.  
                                                 
21
 Aufgrund des zu erwartenden unterschiedlichen Grundcharakters beider Ziele werden für beide jeweils 
eigene Ansätze gesucht, die nicht zwingend dem gleichen Typ entsprechen müssen.  
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Solange der Reifegrad für eigenständige Vorhersagen mit einer gewissen 
Treffsicherheit noch nicht erreicht wurde, befindet sich ENKOS in der 
Lernphase und die Wissensbasis wird aufgebaut (geführtes Lernen
22
). Dabei 
wird der Zustand der elektrischen Geräte in der Wohnung durch den An-
wender, analog einer Wohnung ohne intelligente Steuerung der Verbrau-
cher, bestimmt. Diese Lernphase besteht aus den nachfolgend beschriebenen 
und in Abbildung 46 beschriebenen Schritten.  
 
 
Abbildung 46. Systemtopologie während der Lernphase. Hier gibt der Anwender (Leh-
rer) die Entscheidung vor, mit der das Modell (ENKOS) in einer bestimmten Situation st0 
beaufschlagt wird. 
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 In der Literatur wird in der Regel zwischen überwachten, nicht überwachten und be-
stärkenden Lernen unterschieden, wobei der Fokus dabei auf der Bildung des Lernmo-
dells abhängig von einem vorhandenen Lehrer liegt. Von dieser Klassifizierung wird sich 
hier mit der Einführung des „geführten Lernens“ bewusst abgegrenzt, indem das Lern-
verfahren einerseits die Information über den Sollzustand (wie beim überwachten Ler-
nen) in Ansätzen bekommt, andererseits die Konsequenz der Erzwingung des Sollzu-
stands (als bestärkendes Lernen über die Zeitdauer bis zur Korrektur) als Maß für die 
Unzufriedenheit interpretiert wird.  
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Wie in Abbildung 46 zu erkennen ist, bildet ENKOS als Modell das Verhal-
ten einer Person (als Wunsch at1, die Umwelt zu verändern, um st1 einzustel-
len) in Abhängigkeit einer bestimmten Eingangssituation st0 ab. Aufgrund 
der absehbaren Verschiedenheit der beiden Ansätze zur Umsetzung der 
Energieminimierung sowie der Komfortmaximierung wird bereits hier eine 
Partitionierung der Funktionalität in verschiedene Teilsysteme (Berechnung 
von fenergy(t) sowie fcomfort(t)) vorgesehen.  
Es ist jedoch nur ein Teil der Umwelt im Sinne des Verbrauchers schaltbar, 
und zwar die elektrischen Geräte und nicht etwa die Uhrzeit oder die Anzahl 
der Personen in einem Raum. Deshalb werden diese nachfolgend im Vektor 
der steuerbaren Umwelt δt zusammengefasst, während alle nichtsteuerbaren 
Elemente der Umwelt im Vektor ωt enthalten sind. Beide zusammen bilden 
erst ein vollständiges Bild der Umgebung. Die Zuordnung der Geräte in 
steuerbare und nicht steuerbare ist in Tabelle 9 gezeigt. Der Einfachheit hal-
ber wird bei den Aktoren nur das (digitale) Ein- und Ausschalten betrachtet, 
während bei den Sensoren analoge Wertebereiche möglich sind.  
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Vektor Elemente Wertebereich 
δt 
 
(Steuerbare 
Elemente) 
Lampe 1 Arbeitszimmer 0: Gerät ist ausgeschal-
tet 
 
1: Gerät ist eingeschal-
tet  
Lampe 2 Arbeitszimmer  
PC 1 Arbeitszimmer 
PC 2 Arbeitszimmer 
Tischlampe Arbeitszimmer 
Radio Arbeitszimmer 
TV 
Badradio 
Radiowecker 1 
Radiowecker 2 
Audioanlage  
Küchenradio 
Licht 1 Flur 
Licht 2 Flur  
Licht Treppenhaus  
Licht 1 Wohnzimmer  
Licht 2 Wohnzimmer  
Licht HWR  
Licht Außen  
Licht Küche 
Licht Bad 
Licht Spiegelschrank 1 
Licht Spiegelschrank 2 
Licht Dusche  
Licht Kinderzimmer 1 
Licht Kinderzimmer 2 
Licht Schlafzimmer  
Licht Arbeitszimmer 
ωt 
 
(nicht steu-
erbare Ele-
mente)  
Helligkeit  0 … 100 %  
Uhrzeit (Halbstundenintervall 
h‘)  
0:00 Uhr, 0:30 Uhr, …, 
23:30 Uhr  
Anzahl Personen im Bad  0 … 5  
(Absoluter Wert)  Anzahl Personen im Arbeits-
zimmer 
Tabelle 9. Auflistung aller Komponenten in der Wohnung, die in der Simulation aus 
Arbeitszimmer und Bad besteht, sowie deren Zuordnung in steuerbare und nichtsteu-
erbare.  
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Die Vektoren st0, s‘t0, st1 sowie at1 fassen die konkreten Messgrößen aus der 
Umwelt sowie die Steuergrößen an die Umgebung zusammen. Die genauen 
Zuordnungen sind in Tabelle 10 zusammengefasst. Während die blau ausge-
füllten Felder bedeuten, dass δt bzw. ωt ein Bestandteil des jeweiligen Vek-
tors ist, zeigt das rot durchgekreuzte Feld an, dass die nicht steuerbaren 
Elemente der Umwelt auch kein Bestandteil des Aktionsvektors at1 sind. Ei-
ne mathematische Schreibweise, die aus dieser Tabelle resultiert, ist in (65) 
gegeben.  
 
 
st0 s’t0 st1 at1 
Sensierte 
IST-
Situation 
zum Zeit-
punkt t = t0 
Sensierte 
SOLL-
Situation bei 
t = t0 
Sensierte 
IST-
Situation 
zum Zeit-
punkt t = t1 
Durchzufüh-
rende Akti-
on bei t = t1 
δt     
ωt     
Tabelle 10. Komponenten der Vektoren st0, s’t0, st1 und at1. Der Zeitpunkt t=t0 be-
schreibt den aktuellen Zeitschritt der Simulation, t=t1 bedeutet bereits einen Schritt (al-
so ein Halbstundenintervall) weiter. Die blau ausgefüllten Felder bedeuten die Zuord-
nung eines Vektors zu einem Vektor, das rote Kreuz ist keine Zuordnung.  
 
Sobald eine neue Umweltsituation st0, also eine Differenz zur aktuell sich im 
Speicher befindlichen st-1, detektiert wird, wird ein neuer Zyklus gestartet.  
Im ersten Schritt wird, wie es in Abbildung 47 dargestellt ist, die aktuelle 
Situation st0, das sind die elektrischen Schaltzustände aller Geräte in der 
Wohnung (δt) sowie die Umweltbedingungen (ωt), sowohl durch den An-
wender (mit seinen Sinnesorganen) sowie durch ENKOS mithilfe entspre-
chender Sensorik erfasst und in verarbeitbare Daten umgewandelt.  
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






t
t
t0
ω
δ
s
 
(65) 
 
Auf diese Situation reagiert der Anwender seiner Erfahrungen und Wünsche 
je nach Präferenz, das Resultat ist die Sollaktion a‘t1. Diese Aktion ist nicht 
in Abbildung 47 dargestellt, da sie wiederum eindeutig zur Sollaktion s‘t1 
führt. Damit stellt sie die tatsächliche Steuerung der Verbraucher dar und ist 
gleichzeitig die Führungsgröße (für das Teilziel) von ENKOS, das später im 
Rahmen der Komfortsteigerung die Entscheidungen des Anwenders adaptie-
ren soll.  
 
 
Abbildung 47. Systemtopologie (während der Anwendungsphase, KM = Komfortmaxi-
mierung, EM = Energieminimierung).  
 
Parallel dazu, nachdem die Aktion at1 ausgeführt wurde und sich die Situati-
on st1 einstellt, wird die Zielfunktion (vgl. (63)) berechnet. Für einen der 
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beiden Teilziele wird dazu die gesamte elektrische Leistungsaufnahme ge-
messen und daraus die elektrisch benötigte Energie E(t) für einen definierten 
Zeitbereich berechnet.  
Für das zweite Teilziel, die Komfortmaximierung, wird prinzipiell zwischen 
der Lern- und der Anwendungsphase unterschieden.  
 
Lernphase  
 
Während der Lernphase, wenn die Wissensbasis noch nicht hinreichend die 
Umwelt repräsentiert, berechnet sich skorr(t) = 1, da per Definition der An-
wender selbst ENKOS belehrt und noch gar keine Vorhersage durchgeführt 
wird. Damit ergibt sich per se die maximale Nutzerzufriedenheit, deshalb ist 
eine separate Auswertung an dieser Stelle nicht nötig.  
 
Anwendungsphase  
 
Wenn die Prognosesicherheit, und damit der Modellreifegrad, groß genug 
ist
23
, übernimmt ENKOS die Steuerung der Verbraucher mittels Bildung 
von at1, und der Anwender bestraft bzw. belohnt diese Entscheidungen. Da-
mit befindet sich das System in der Anwendungsphase. Im Unterschied zur 
ersten Phase wird dem Anwender und ENKOS zwar ebenfalls eine bestimm-
te Situation st0 präsentiert (s. Abbildung 47), doch die auszuführende Ent-
scheidung trifft nun ENKOS. Als Resultat wird die Aktion at1 den Zustand 
der Geräte ändern und nach Realisierung der Aktion die neue Situation st1 
                                                 
23
 Diese Beurteilung erfolgt durch die Überschreitung einer bestimmten Belohnung (also 
Vorhersagesicherheit), wie später dargestellt wird.  
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erzeugen. Parallel dazu wünscht sich der Anwender selbst ebenfalls (ge-
danklich) eine neue Situation s’t1 (Sollsituation). Diese beiden Situationen 
werden im nächsten Schritt gedanklich miteinander verglichen (indem be-
stimmte Geräte ggf. durch den Nutzer in einer bestimmten Zeit korrigiert 
werden). Diese Werte werden in skorr (vgl. (52)) umgerechnet und der Wert 
fließt direkt in die Zielfunktion (s. dazu (63) und (64)) ein.  
Als zweite Größe, die für die Zielfunktion benötigt wird, wird auch hier die 
gesamte elektrische Leistungsaufnahme gemessen und in den aktuellen 
Energiebedarf E(t) umgerechnet. Anschließend ergibt sich fENKOS für den 
aktuellen Zeitpunkt als Bewertungsgröße für ENKOS.  
Im Wesentlichen soll die Handlungsentscheidung, die ENKOS trifft, sowohl 
vom menschlichen Verhalten als auch vom Summenenergieverbrauch aller 
elektrischen Verbraucher abhängen, da nur dann die Maximierung der Ziel-
funktion möglich ist. Außerdem soll diese Komponente sich anhand der 
Antwort von der Umwelt, also dem Wert der Zielfunktion, adaptiv entwi-
ckeln können, um eine Maximierung der Zielfunktion anzustreben.  
 
6.2 Systemintegration zum „Kognitiven Learning 
Classifier System“ (KLCS)  
Die LCS mit integrierten analytischen Methoden zur Energieminimierung 
werden nachfolgend als „Kognitive Learning Classifier Systeme“ (KLCS) 
bezeichnet, da in der Literatur bislang kein vergleichbarer Ansatz gefunden 
wurde. Als Erweiterung zu „klassischen“ LCS, die mit einem bestimmten 
Reifegrad (wenn der durchschnittliche Zielfunktionswert einer Generation 
von Regeln über einem bestimmten Schwellwert ist) mit Hilfe derer Regel-
basis ein Verhaltensmodell der sie bestrafenden oder belohnenden Umwelt 
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(also der Personen im Haushalt) in bestimmten, wesentlichen Arbeitsebenen 
(Building Blocks) abbilden, enthalten die KLCS zusätzlich ein physika-
lisch-logisches Modell desselben Haushalts als Grundlage für die drei vor-
gestellten Methoden zur Energieminimierung, die dieses Modell nutzen.  
Bei der Integration beider Ansätze zu einem gemeinsamen sind werden 
grundsätzliche Varianten diskutiert:  
 
- die Einschränkung des Definitionsbereichs für den Zustandsraum,  
- die Integration weiterer Agenten als „virtuelle Nutzer“ sowie  
- den zyklischen Aufruf eines externen Lehrers.  
 
Teilziel 
Modell-
ansatz 
Einschrän- 
kung Defi-
ni- tionsbe-
reich 
Virtueller 
Nutzer 
Aufruf ex-
terner Leh-
rer  
Komfortmaxi-
mierung 
LCS/ Ver-
haltensmo-
dell  
Möglich Möglich Möglich 
Energiemini-
mierung/ 
Nichtwahr-
nehmbarkeit 
Logisches 
Modell 
Möglich 
Möglich, 
aber nicht 
konsequent 
umgesetzt 
(perma-
nente er-
zwungene 
Kompro-
missbil-
dung)  
Keine kon-
sequente 
Umsetzung 
möglich  
Energiemini-
mierung/ Sub-
stitution und 
Widerspruchs-
unterdrückung 
Physikali-
sches Mo-
dell 
Möglich  
Tabelle 11. Gegenüberstellung der Integrationsmöglichkeiten der drei Modellansätze 
in ein Gesamtmodell.  
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Dabei sollen alle drei Topologien vorgestellt und miteinander verglichen 
werden. Daraus wird die Integration aller Methoden zu einem Gesamtmodell 
definiert.  
In Tabelle 11 werden deshalb mehrere mögliche Varianten hinsichtlich ihrer 
Vor- und Nachteile diskutiert, um daraufhin einen geeigneten Ansatz als 
Grundlage für die KLCS auszuwählen. Dabei zeigt sich, dass die Integrati-
onsmethode des eingeschränkten Definitionsbereichs des Aktionsraums die 
geeignete ist. Diese wird nachfolgend weiter entwickelt.  
 
6.2.1 Einschränkung des Definitionsbereichs  
Bei dieser Integrationsmethode wird bei jeder Mutation bzw. sonstigen Ver-
änderung des Aktionsteils einer Regel mit Hilfe des Logischen sowie des 
Physikalischen Modells darauf geachtet, dass nur gültige Zustände existie-
ren können. Sobald eine Situation generiert wird, die in der Natur so nicht 
vorkommen kann, wird diese entsprechend zu einer gültigen verändert. 
Wenn beispielsweise eine Regel Ψν generiert wurde, die das Einschalten ei-
ner Lampe in einem Zimmer verlangt, während dort keine Person anwesend 
ist, wird diese Regel entsprechend geändert, bevor sie zur Anwendung 
kommen darf. Dieser Fall ist weiter oben bereits vorausgesetzt worden.  
Der Vorteil dieses Ansatzes ist, dass er alle Informationen benutzt, die auch 
erhoben werden, da alle Modelle ihre Berücksichtigung finden. Außerdem 
können alle Anforderungen an das System ENKOS abgebildet werden.  
Nachteilig ist jedoch, dass unbekannte Zustände nie durchsucht werden. Das 
bedeutet, wenn die Kombination aus Verhaltensmodell und logischem Mo-
dell im Moment eine ungültige Kombination darstellen, weil der Weg noch 
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nicht gelernt wurde, wird er automatisch „korrigiert“. Deshalb ist die Lern-
fähigkeit hier gestört.  
Der geeignete Zeitpunkt einer Modifikation einer Regel ist, wann immer die 
Regel geändert wird. Das ist der Fall, wenn die Genetischen Algorithmen 
zum Einsatz kommen.  
 
6.2.2 Agenten dienen als virtuelle Nutzer  
Bei diesem Ansatz wird die Sollsituation nicht allein durch das menschliche 
Verhalten bestimmt, sondern durch die permanente Konkurrenz zwischen 
dem Anwender und einem bzw. mehrerer weiterer, virtueller Nutzer, die als 
„Energieminimierer“ koexistieren und Regeln für die Reduzierung der 
elektrischen Leistungsaufnahme erstellen. In Abbildung 48 ist die Topologie 
dieses Ansatzes gezeigt.  
 
ENKOS  
Entscheidung 
  Komfortmaximierer 
 
Lernen von Verhaltensweisen 
aller Personen in einem Haus-
halt (z. B. Benutzung des 
Lichts unter bestimmten Bedin-
gungen)  
  Energieminimierer 
 
Generierung von Regeln, die 
das logische und das physika-
lische Modell repräsentieren 
(Integration in bestehendes 
LCS)  
  
      
      
      
      
                      
Abbildung 48. Integration eines virtuellen Nutzers, der die Methoden der Energie-
minimierung widerspiegelt. Der Übersichtlichkeit halber ist nur der Block „ENKOS“ 
aus Abbildung 47 dargestellt, da sich das restliche System nicht verändert. 
 
Der Vorteil dieser Topologie ist, dass alle Methoden gleichberechtigt 
koexistieren und gemeinsam den Sollzustand generieren. Daraus ergibt sich 
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aber der wesentliche Nachteil, dass durch diese Kompromissbildung völlig 
unsinnige Zustände möglich sind. Auch werden durch die ständigen Kom-
promisse die einzelnen Modelle selten konsequent zur Anwendung kom-
men. Das führt dazu, dass Zwischenzustände generiert werden, die den Nut-
zer nicht gefallen können und damit permanent bestraft würden.  
 
6.2.3 Aufruf eines externen Lehrers  
Bei diesem Ansatz handelt es sich um einen externen Lehrer, der omnipotent 
alle Regeln während deren Anwendung überwacht und bei Bedarf im Sinne 
der Energieminimierung „korrigiert“. Damit ist zwar der Vorteil, dass stän-
dig gültige Regeln im Modell vorhanden sind, gegeben. Allerdings steht 
dem der Nachteil gegenüber, dass damit ein nicht wirklich integrierter An-
satz geschaffen wird. Das bedeutet, dass zwei Entscheidungsebenen existie-
ren, die Anwendungs- und die Lehrerebene. Desweiteren ist dieser Ansatz 
keine wesentliche Verbesserung der integrierten Variante „Einschränkung 
des Definitionsbereichs“, der bereits eine Integration darstellt. Aus diesem 
Grund wird hier nicht weiter auf diesen Ansatz eingegangen.  
Konsequent der Methode der Abnehmenden Abstraktion folgend, wird da-
mit ein Teil der Umwelt als sehr spezielles (analytisches) White-Box Modell 
gebildet, während ein anderer Teil auf einer abstrakteren, regelbasierten 
Ebene als Grey-Box modellierbar ist. Bei der methodischen Integration der 
beiden gibt es verschiedene Ansätze, die zunächst vorgestellt und anschlie-
ßend diskutiert werden.  
Als erstes gibt es die Möglichkeit, dass beide prinzipiellen Lösungsansätze 
gleichberechtigt miteinander um die beste Lösung konkurrieren, indem so-
wohl die Regeln als auch die analytischen Methoden eine Entscheidung tref-
 144 
fen und anschließend abgleichen. Bei diesem Ansatz wird jedoch der we-
sentliche Denkansatz außer Acht gelassen, dass das Raummodell ein harter 
Fakt ist, der nicht mit einem unschärferen Verhaltensmodell konkurrieren 
sollte, damit keine Informationen künstlich verrauscht werden müssen. Da 
die zu findende Lösung stabil sein muss, ist auch selten ein reiner Kompro-
miss möglich, sondern vielmehr die Anwendung des einen oder des anderen 
Vorschlags.  
 
ENKOS  
Entscheidung 
                        
                        
  
   
Lehrer überwacht alle  
Regeln zur  
Energieminimierung 
 
          
Modell von der 
Wohnung bzw. den 
Geräten wird erstellt, 
um weitere Informa-
tionen für die Ener-
gieaufnahme zur 
Verfügung zu stellen 
    
  
                      
    Aufbau LCS-Regelbasis für 
Komfortmaximierung 
                
                    
                        
                        
                        
Abbildung 49. Externer Lehrer zur Überwachung der Regelbasis. Zur Vereinfa-
chung ist nur die Komponente ENKOS dargestellt, die restliche Systemtopologie 
bleibt gleich. 
 
Deshalb wird der Ansatz weiterentwickelt zu einem Master-Slave-Modell, 
bei dem der LCS-Ansatz das wesentliche Gerüst von ENKOS bildet. Dabei 
werden die Regeln infolge der Rückmeldung des Verbrauchers gebildet und 
modifiziert, wie es beim LCS üblich ist, bevor sie mit Hilfe des Raummo-
dells mit Hilfe der vorgestellten Methoden angepasst werden. Während der 
Prozess in Prozess 1 (die Kognitiven Methoden im Schritt 7 in Abbildung 
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54) gezeigt ist, soll die Abbildung 50 illustrieren, wie eine Regel dabei kon-
kret verändert wird. Der Zusammenhang zu Abbildung 49 ist durch die „1“ 
im Kreis dargestellt. An dieser Stelle benutzt der „Lehrer“ verfügbare In-
formationen über die Geräte in der Wohnung sowie die Wohnung selbst, um 
die Regeln effektiver in Bezug auf die Energieminimierung zu gestalten.  
 
 
Abbildung 50. Beispiel einer Modifikation einer Regel infolge der Anwendung der 
Kognitiven Methoden „Widerspruchsvermeidung“ sowie „Substitution“ (zur Ermittlung 
des einzuschaltenden Geräts). Der logische Pfad „1“ ist der Pfad, der in Abbildung 49 
dargestellt ist. 
 
In diesem Beispiel entsteht in der Regel infolge des aktuellen Lernschritts 
(z. B. durch Anwendung der Mutation) ein Widerspruch, da sowohl Radio-
wecker 1 als auch Radiowecker 2 eingeschaltet werden sollen, die beide in 
der gleichen Dienstleistungsklasse enthalten sind und deren Einschalten sich 
demzufolge widersprechen würde. Um zu entscheiden, welches Gerät wei-
terhin eingeschaltet bleiben soll, wird im aufgebauten Modell der Wohnung, 
in dem auch die Energieverbräuche aller Verbraucher gespeichert sind, das 
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Gerät mit dem kleineren Energieverbrauch ermittelt und eingeschaltet. Im 
vorliegenden Fall ist das Radiowecker_1, der mit grün in der unteren Tabel-
le markiert ist, während der in Bezug auf die Stromaufnahme „verschwende-
rischere“ Radiowecker_2 abgeschaltet wird. Damit ist der Konflikt gelöst.  
Im nächsten Schritt sollen alle verwendeten Methoden der KLCS wiederum 
an der wirklich vorhandenen Umwelt gespiegelt werden. Damit soll der An-
satz in Bezug auf die gegebene Aufgabenstellung, menschliche Verhaltens-
weisen abzubilden, verifiziert werden.  
 
6.2.4 Einbindung der analytischen Komponenten zur Energieminimie-
rung  
Die Einbindung der analytischen Komponenten erfolgt über die Regelbasis 
direkt. Das heißt, jede Regel wird im Rahmen der Verdichtung permanent 
auf deren Konsistenz geprüft, indem sie mit dem vorhandenen Raummodell 
und dem Gruppenmodell abgeglichen und ggf. korrigiert wird. Also kann 
niemals eine Regel zur Anwendung kommen, deren Aktion gegen einen 
vorhandenen Modellstand verstößt.  
 
6.2.5 Generalisierung als menschliche Abstraktion  
Die Generalisierung von LCS kann als menschliche Fähigkeit zur Abstrakti-
on (induktives Schließen) in diesem Anwendungsfall interpretiert werden. 
Bei der Lichtstärke und der Uhrzeit haben die geringen Generalisierungsra-
ten keinen merklichen Erfolg gezeigt, sodass dort weitere Parameter ins 
Modell eingeflossen sind.  
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6.3 Abbildung menschlichen Verhaltens mit Verhaltens-
erwerbsmethoden  
Im nächsten Schritt wird zum einen das verhaltenspsychologische Modell 
mit verschiedenen, in Frage kommenden Methoden des maschinellen Ler-
nens verglichen, um daraus ein adaptiv lernendes System zu entwickeln. 
Dabei werden in den nächsten Abschnitten Neuronale Netze und Learning 
Classifier Systeme als die beiden möglichen Methoden implementiert und 
näher untersucht.  
 
6.3.1 Lösungsansatz Neuronale Netze  
Zunächst wurde zur technischen Adaptierung des Verbraucherverhaltens ein 
Neuronales Netz implementiert, das Muster aus präsentierten Beispielen 
lernt und klassifiziert. Hintergrund ist, das Neuronale Netze sehr gut hoch-
gradig nichtlineare Zusammenhänge widerspiegeln. Im ersten Schritt wurde 
dabei eine feste Netzstruktur gewählt, die sich allerdings nach wenigen Ver-
suchen bereits als zu starr erwies. Denn je nach Komplexität der Aufgabe 
wurden schnell Undersampling oder Overfitting sichtbar.  
Deshalb wurde im nächsten Schritt für alle Parameter eines Neuronalen Net-
zes (vollständig vorwärtsverkettet, Adaptierung der Gewichte mit Backpro-
pagation-Lernalgorithmus) ein Wertebereich definiert und jede mögliche 
Kombination dieser Parameter ergibt eine eigene Netzkonfiguration. Diese 
wurde mit einem Standardlerndatensatz belehrt und mit einem Standardda-
tensatz verifiziert. Alle Parameter sind in Abbildung 51 gezeigt, wobei das 
dort eingestellte Netz mit genau zwei Hiddenschichten gebildet wird, da für 
alle anderen Hiddenschichten die Wertebereiche „0“ sind. Die Anzahl der 
Eingangsschichten reicht im gezeigten Beispiel von 2 bis 3, sodass hier eine 
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Parameteridentifikation (Feature Selection) stattfinden kann. Die Lernrate ist 
in diesem Beispiel bei 0.5 festgeschrieben, während kein Momentumterm 
vorhanden ist. Es werden allerdings beide Lernraten, eine konstante und eine 
variable ausprobiert, was als TypLernrate definiert ist.  
 
  
Linearer Anstieg 
(Arbeitsbereich f. 
100 %-Suche) 
Toleranz-
bereich 
(EvoAlg) 
Start Inkr. Ziel MIN MAX 
N
e
tz
to
p
o
lo
g
ie
 
# Input-Knoten 2 1 3 2 3 
H
id
d
e
n
s
c
h
ic
h
te
n
  
# Hid0 2 1 2 1 4 
# Hid1 2 1 2 1 4 
# Hid2 2 1 2 1 4 
# Hid3 0 1 0 0 4 
# Hid4 0 1 0 0 0 
# Hid5 0 1 0 0 0 
# Hid6 0 1 0 0 0 
# Hid7 0 1 0 0 0 
# Hid8 0 1 0 0 0 
# Hid9 0 1 0 0 0 
# Output-Kn. 1 1 1 1 1 
  Lernrate 0,5 0,2 0,5 0,1 0,9 
  Momentumterm 0 0,01 0 0 0 
  # Muster 4     0 10 
Max. Fehler/ Muster 0,1 [abs. Wert] 
Max. # Lernversuche 10000 [abs. Wert] 
Aktivierungsfunktion  1 1 1 1 1 
TypLernrate  1 1 2 1 2 
 
  
 
              
                
Abbildung 51. Definition der Wertebereiche aller Parameter für alle mögli-
chen Netzkonfigurationen. 
 
Das Bewertungskriterium, wie gut eine bestimmte Netzkonfiguration des 
Verbraucherverhaltens vorhersagen kann, ist die Zielfunktion, die weiter 
oben definiert wurde und in (63) dargestellt ist. Während in der Netzantwort 
per Vorwärtspropagierung eine Reaktion auf eine gegebene Umweltsituation 
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gebildet wurde, wird diese anschließend mit dem Sollzustand verglichen und 
der Fehler in die Komfortabweichung umgerechnet. Außerdem wird die 
Energieaufnahme berechnet und alles in der Zielfunktion dargestellt.  
In Abbildung 52 wurden sieben aufeinanderfolgende Generationen, die 
durch Evolutionäre Algorithmen gebildet wurden, berechnet. Dabei wurde 
aus jeder Generation das Netzwerk, das als erstes einen bestimmten Reife-
grad des menschlichen Verbraucherverhaltens am schnellsten abbildet, als 
Grundlage für die nächste Generation benutzt. Das bedeutet, dass diejenige 
Topologie, die am erfolgreichsten ist, sich weiterentwickelt und die anderen 
ignoriert werden. Es zeigt sich erstens, dass sehr viele Lernbeispiele präsen-
tiert werden mussten, bis das Neuronale Netzwerk in der Vorwärtspropagie-
rung das Verbraucherverhalten adaptierte und zweitens, dass von vornherein 
bessere Topologien auch bessere Nachkommen erzeugen. Die Kurve „MIN“ 
in Abbildung 52 spiegelt in jeder Generation dabei das Neuronale Netzwerk 
wieder, das am schnellsten das Nutzerverhalten adaptiert, „MAX“ das je-
weils schlechteste und „MEAN“ dasjenige mit der durchschnittlichen An-
zahl an Beispielen, bis das Netzwerk einen gewissen Reifegrad erreicht.  
Da zum einen die Anzahl der Netze sehr schnell explodiert, um sehr unter-
schiedliche Arbeitspunkte des Verbraucherverhaltens abzubilden, und selbst 
mit mehreren Rechnern nicht mehr berechenbar ist und zum anderen auch 
augenscheinlich schlechte Parameterkombinationen durch die vollfaktorielle 
Versuchsplanung ausprobiert wurden, wurde im dritten Schritt diese Para-
metrierung durch Evolutionäre Algorithmen vorgenommen. Damit wird die 
Netzkonfiguration zielgerichtet weiterentwickelt, basierend auf den Erfah-
rungen bisher ausprobierter Netzkonfigurationen. Die zulässigen Grenzen 
dafür sind in Abbildung 51 auf der rechten Seite gezeigt.  
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Abbildung 52. Anzahl der Lernzyklen, bis ein definierter Fehlerwert unterschritten wird. 
Dabei wurden sieben Generationen von Neuronalen Netzwerktopologien (per Evolutio-
näre Algorithmen) simuliert und in jeder Generation fünf Neuronale Netzwerke. 
 
In Abbildung 53 sind mehrere Generationen von Netzen abgebildet, wobei 
das Vergleichskriterium hierbei die Anzahl der Lernschritte ist, bis der Wert 
der Zielfunktion fENKOS einen bestimmten Schwellwert überschreitet
24
. Da-
bei ist sichtbar, dass bestimmte Netztopologien die Adaption des Verbrau-
cherverhaltens deutlich besser (d. h. schneller) meistern als andere, und sich 
von Generation zu Generation eine Verbesserung bis hin zur besten Lösung 
einstellt, die mit Neuronalen Netzen (dieser Topologie) möglich ist.  
 
                                                 
24
 Damit ist eine bestimmte Systemreife erreicht.  
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Abbildung 53. Vergleich verschiedener, mit Hilfe Evolutionärer Algorithmen gebildeter 
Netzkonfigurationen. 
 
In Abbildung 53 ist ein Simulationslauf dargestellt, in der jede Zeile einer 
Simulation mit den gleichen Eingangsdaten (standardisiertes Verbraucher-
verhalten) entspricht. Die Spalte „#INP“ ist die Anzahl der Eingangsneuro-
nen, wobei hier eine Parameteridentifikation erfolgt, da sich ab der dritten 
Generation (in der zweiten Spalte sind mindestens drei Zahlen für die Topo-
logie vorhanden) nur noch Neuronale Netze mit zwei Eingangsgrößen 
durchsetzen. Die Schichten „#HIDX“ stehen, von links beginnend, für die 
Neuronen in der Hiddenschicht X von der Eingangs- bis zur Ausgangs-
schicht. Die Lernrate wurde hier per Evolutionärem Algorithmus modifiziert 
und ergibt bei 1,62 das beste Ergebnis (also eine definierte Abbildung des 
Verbraucherverhaltens nach 154 Lernschritten), das in der sechsten Genera-
tion erzielt wurde.  
Nicht mehr dargestellt ist, dass sich das Ergebnis in weiteren Generationen 
nicht mehr überbieten ließ und deshalb die Simulation wenig später automa-
tisch abgebrochen wurde. Die Durchführung mit allen möglichen Kombina-
tionen hätte, um dieses Ergebnis zu erreichen, mehrerer hundert Simulatio-
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nen bedurft. Deshalb hat sich der Ansatz, die Netztopologien mit Hilfe Evo-
lutionärer Algorithmen gezielt zu generieren, als wegweisend erwiesen.  
Im Ergebnis war das Neuronale Netz unfähig, sich auf verändertes Verhal-
ten für die gegebene Aufgabenstellung einzustellen. Das geäußert sich darin, 
dass für einen Vektor von Mustern ein optimales Netz gebildet wird, das für 
eine kleine Änderung von Eingangsdaten wiederum deutlich schlechter an-
gepasst ist (also viel längere Lernzeit benötigt, um einen bestimmten Reife-
grad zu erreichen). Das ist dadurch zu erklären, dass das Neuronale Netz an 
sich eine intrinsische Generalisierungsfähigkeit, aber keine ausgeprägte 
Abstraktionsfähigkeit besitzt. Desweiteren adaptiert es das menschliche 
Verhalten nicht per se, sondern vielmehr die Eingangsdaten, die ihm präsen-
tiert werden. Damit ist die Wissensverdichtung nach der Building Blocks-
Hypothese nicht erkennbar.  
Ein weiterer, entscheidender Nachteil Neuronaler Netze ist, dass die gelern-
ten Abhängigkeiten nur sehr schwierig auslesbar sind. Aufgrund deren Hy-
pernichtlinearität muss das Netzwerk mit allen möglichen Eingangsdaten 
beaufschlagt und die Netzantwort dabei ausgewertet werden (eine Methode 
des Reverse Engineering). Außerdem ist eine große Menge an Daten zur 
Belehrung nötig. Die Ermittlung des maximal erreichbaren Werts für fENKOS 
hat sich als sehr langwierig herausgestellt. Als Vergleichskriterium ist des-
halb diese Zeitdauer geeignet, da sie direkt proportional zum maximal er-
reichbaren Reifegrad der Modellstruktur ist.  
Deshalb eignen sich Neuronale Netze nicht für die Lösung der gegebenen 
Problemstellung, wenngleich sie in der Lage sind, hypernichtlineare Abhän-
gigkeiten als Grundlage menschlichen Verhaltens zu lernen. Sobald jedoch 
unbekannte Arbeitsbereiche erschlossen werden, die anderen Gesetzmäßig-
keiten (= menschlichen Gewohnheiten) gehorchen, scheitern alle gewählten 
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Topologien rasch. Dazu kommt, dass im Gegensatz zu einer intrinsischen 
Korrektur, in der beispielsweise allmählich Gewichte zu null werden (also 
Kanten verschwinden) oder sich bilden, eine Änderung von außen zu einer 
deutlichen Änderung der Ausgangswerte bei gleich bleibenden Gewichten 
führt.  
Mit Hilfe der Neuronalen Netze konnte der systematische Aufbau sowie die 
Richtigkeit der Umwelt abgebildet werden, auch die relevanten physikali-
schen Größen (Umweltbedingungen, Verbraucherverhalten, elektrische Ge-
räte) wurden abgebildet. Die Wirtschaftlichkeit ist mit diesem Ansatz nicht 
darstellbar, da die Simulationszeit teilweise mehrere Tage überstieg und un-
reife Abbildungen der Umwelt keine ausreichende Nutzerakzeptanz bieten. 
Desweiteren ist auch die Vergleichbarkeit verschiedener Ansätze nicht aus-
reichend gegeben, da sich mit jeder Änderung der Netztopologie völlig an-
dere Abhängigkeiten zwischen den Knoten ergeben. Damit ist jedes Mal ein 
neuer, vollständiger Lernvorgang nötig.  
Der wesentlichste Nachteil dieses Ansatzes bestand jedoch darin, dass die 
Klarheit nach den Forderungen in Abschnitt 2.2 nicht gegeben war. Die ge-
speicherten Informationen sind in der Netztopologie sowie den Gewichten 
zwischen den Neuronen kodiert und keineswegs direkt auslesbar. Deshalb 
ist die Gefahr sehr groß, dass an den Grenzen des belehrten Arbeitsbereichs 
durch die gegebenen Beispiele unsinnige Handlungen durch ENKOS voll-
zogen würden, die sofort die Akzeptanz des gesamten Ansatzes infrage stel-
len würden. Aus diesem Grund wird im nächsten Abschnitt ein teilweise 
darauf aufbauendes Konzept entwickelt.  
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6.3.2 Modellierung mit Hilfe von Learning Classifier Systemen  
6.3.2.1 Modellierung mit Hilfe von Learning Classifier Systemen  
Als zweite Methode zur Adaptierung menschlicher Entscheidungen in einer 
bestimmten Situation wurden Learning Classifier Systems als klassischen 
Vertreter der Verhaltenserwerbsmethoden implementiert. Hierbei werden 
die Vorteile der Neuronalen Netze, die Abbildung von multidimensionalen 
und hypernichtlinearen Zusammenhängen sowie die Generalisierungsfähig-
keit aufgegriffen und durch die Fähigkeit der Building Blocks erweitert. 
Gleichzeitig verschwindet der schwer durchschaubare Charakter der Black 
Box-Methode, indem die Wissensbasis transparent aufgebaut ist und die 
Methode kommt dem Vorgehen von Menschen während deren Entschei-
dungsfindung noch näher [72].  
Kernstück des hier implementierten ist die  Wissensbasis (Population [P]), 
die in der vorliegenden Aufgabe das Anwenderverhalten im Haushalt abbil-
det [142]. Je nach Lernfortschritt hat dieses Modell einen gewissen Reife-
grad, der die Gewohnheiten des Nutzers bis zu einer gewissen Tiefe abbil-
det. Die Wissensbasis besteht aus maximal ||Ψ|| Regeln Ψ, die einer Situati-
on Ψ.st0 eine mögliche Aktion Ψ.at1 zuordnen. Die Indizes t0 und t1 bedeuten 
dabei, dass die Situation zum aktuell gelesenen Zeitschritt t0 erfasst wird, 
während sich die Aktion im nächsten Zeitschritt t1 durchgeführt wird.  
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Abbildung 54. Topologie des LCS für die konkrete Problemstellung. Die Umwelt 
besteht aus einem „steuerbaren“ (z. B. elektrische Geräte) und einem „nicht steuer-
baren“ Teil (z. B. Temperatur, Helligkeit). 
 
LCS werden im nächsten Schritt auf die konkrete Problemstellung ange-
passt, indem einerseits die Schnittstellen zur Umwelt und andererseits die 
interne Struktur angepasst werden. Die Topologie eines LCS sowie die 
Schnittstelle zur Umwelt ist prinzipiell in Abbildung 54 dargestellt. Daraus 
ergibt sich die konkrete Grundstruktur von ENKOS in Abbildung 55.  
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Abbildung 55. Integration der LCS in ENKOS. Die Schritte 1, 4 und 5 in den gelben 
Kreisen entsprechenden den Schritten in Abbildung 54. Damit ist die Schnittstelle zur 
Umwelt dargestellt (EM = Energieminimierung).  
 
Für die Initialisierung der Wissensbasis gibt es zwei Ansätze. Entweder ist 
eine Population vollständig mit Jokern im Situationsteil gefüllt, während bei 
den Aktionen zufällig Handlungsanweisungen zusammengestellt werden. 
Das ist sinnvoll für Optimierungsprobleme, bei denen die Aktion keinen 
physikalisch durchzuführenden Prozessschritt darstellt, sondern „nur“ Re-
chenoperationen und der Zustandsraum schnell adaptiert werden muss. Das 
vorliegende System hingegen startet mit einer leeren Wissensbasis, was der 
zweiten Möglichkeit entspricht. Hintergrund ist, dass im Haushalt so wenige 
Fehlentscheidungen wie möglich stattfinden sollen, um den Anwender nicht 
unnötig zu enttäuschen
25
. Damit ist ENKOS zuerst lediglich Beobachter, bis 
dessen Wissensbasis einen gewissen Reifegrad erreicht hat. Desweiteren ist 
                                                 
25
 Die Enttäuschung drückt sich direkt im Verbraucherkomfort aus und somit im Bewertungskriterium des 
Systems selbst.  
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das Nutzerverhalten nach diversen Untersuchungen zu komplex, um ohne 
zugrunde liegendes Modell zufällig Entscheidungen zu treffen, sowie die 
jeweiligen Präferenzen des Anwenders am Anfang gar nicht bekannt [128]. 
Eine Stärke von LCS ist die Parameteridentifikation, die automatisch durch 
die Vergabe von Jokern durchgeführt wird. Denn wenn sich eine Regel mit 
vielen Jokern ausbildet, die einen großen Wert des Rewards aus der Umwelt 
erhält, sind die mit Jokern versehenen Eingangsparameter für die entspre-
chende Entscheidung nicht wichtig. Beispielsweise könnte sich für das Ein-
schalten des Fernsehers am Abend die Helligkeit als unwesentlich heraus-
stellen. Dann würde beim Eingangsparameter „Helligkeit“ irgendwann ein 
Joker entstehen, in den Regeln, die sich für das Einschalten des Fernsehers 
entscheiden.  
Im nächsten Schritt werden die Regeln des LCS sukzessive an die Struktur 
der Umwelt angepasst. Diese bestehen aus der Situation, der Aktion und 
dem Reward. Diese Schnittstellen sind in Abbildung 55 dargestellt, wo auch 
die Komponente der „Komfortmaximierung“ durch das LCS ersetzt wurde.  
 
Der Situationsteil der Regeln 
 
Dabei kann eine Situation Ψ.st entweder einen bestimmten Zustand der de-
tektierten Umwelt abbilden oder einen Bereich, indem ein Wert zu einem 
Joker „#“ gesetzt, womit sowohl „0“ als auch „1“ für diesen Zustand reprä-
sentiert wird. Die gelesene Situation besteht aus den Komponenten, die in 
Tabelle 9 definiert sind. Der Index t bedeutet, dass die Regel zu einem be-
liebigen Zeitpunkt eingesetzt werden kann.  
Im menschlichen Denken entspricht der Einsatz von Jokern der Verallge-
meinerung von Wissen (oder dem logischen Schließen). Damit können wir 
 158 
von den gesammelten Erfahrungen auf zugrunde liegende Mechanismen der 
Entscheidungsfindung zu schließen. Ein gesetztes Bit „1“ entspricht dem 
eingeschalteten, ein nicht gesetztes (= „0“) dem ausgeschalteten Zustand 
eines Geräts. Bei der Lichtstärke sowie der Uhrzeit jedoch sind keine binä-
ren Zustände, sondern Bereiche definiert. Das bedeutet, dass Regeln zum 
Beispiel in einen Bereich der Dämmerung aktiv sind (Licht_min = 10 % und 
Licht_max = 20 %), während andere auf den gesamten Tag (15 … 100 %) 
bzw. die Nacht (0 … 15 %) angewandt werden. Die Bereiche sind nicht 
starr, sodass sie sich auch mit dem Fortschritt der Wissensbasis auf andere 
Tagesbereiche spezialisieren können.  
 
Der Aktionsteil der Regeln 
 
Die zweite Komponente einer Regel ist die Aktion Ψ.at. Das bedeutet, dass 
eine bestimmte Aktion gewählt wird, wenn die dazugehörige Regel eintrifft. 
Die Aktion ist, entscheidungspsychologisch gesehen, dabei die Absicht, ei-
nen neuen Zustand herbeizuführen. Diese umfasst alle steuerbaren Elemente 
ωt der Umwelt.  
 
Die Erwartete Belohnung (Reward)  
 
Die dritte Komponente einer Regel ist die zu erwartende Belohnung (Re-
ward) Ψ.rt, wenn man bei einer eingetretenen Situation Ψ.s auch die Aktion 
Ψ.a auswählt. Diese Belohnung spiegelt damit die Erfolgsaussichten bei 
Auswahl der entsprechenden Regel wider, wobei dieser Erfolg in ENKOS 
der Wert der Zielfunktion entspricht. Nachfolgend ist der Zyklus mit EN-
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KOS von der Erfassung einer Situation bis zum Update der Regeln be-
schrieben.  
 
Die Bildung des Match Sets 
 
Nachdem eine Situation st0 durch die Umweltsensoren zeitdiskret bei jedem 
Halbstundenintervall detektiert wurde (Schritt 1 in Abbildung 54), werden 
alle Regeln, deren Situationsteil die detektierte Situation abbilden, in ein 
Match Set [M] (Untermenge der Regelbasis, Schritt 2) übertragen. In der 
Implementierung in C++ wird dabei das Matching-Bit („isMatchSet“) von 
„False“ auf „True“ geändert für die entsprechenden Regeln.  
 
Das Covering  
 
Wenn die Wissensbasis für die aktuell detektierte Umweltsituation st0 keine 
passende Regel findet, muss eine erzeugt werden, um eine Entscheidung 
treffen zu können („Covering“). Dabei sind die drei Bestandteile der Regel 
Ψcov durch ENKOS zu generieren.  
 die Situation Ψcov.st,  
 die Aktion Ψcov.at sowie  
 die zu erwartende Belohnung (Reward) Ψcov.rt  
 
Die Situation der zu erzeugenden Regel Ψ.st soll dabei den aktuell detektier-
ten Umweltzustand st0 abbilden. Das wird dadurch gewährleistet, dass der 
Zustand zunächst in die Regel kopiert und anschließend generalisiert wird, 
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indem jedes Bit (im String) mit einer gewissen Wahrscheinlichkeit µGen zu 
einem Joker umgewandelt wird (µMut ≈ 5 %).   
Für die Aktion der gecoverten Regel wird die aktuell ausgeführt Aktion des 
Anwenders (geführtes Lernen) benutzt (Ψ.at := at1). Das bedeutet praktisch, 
dass die tatsächliche Situation s‘t1 zum nächsten Zeitpunkt t = t1 in der Si-
mulation gelesen und in die durchzuführende Aktion at1 übertragen wird. 
Hier ist per Definition die volle Zufriedenheit des Anwenders sichergestellt, 
da der Anwender selbst die Entscheidung fällt.  
Die Belohnung Ψ.rt für diese Regel entspricht dem Funktionswert der Ziel-
funktion zu diesem Zeitpunkt (vgl. (63)). Im ersten Term berechnet sich 
skorr(t) dabei zu 1 (alle Geräte sind korrekt angesteuert worden), womit sich 
vereinfacht die (66) ergibt.  
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Der Wertebereich der Zielfunktion fENKOS,covering(t), bei der das Covering ei-
ner Regel vorliegt, liegt dabei zwischen 0,8853 (keine Energieersparnis) und 
1,7534 (technisch maximal mögliche Energieersparnis).  
Danach wird unterschieden, ob die Wissensbasis bereits ihre maximale Grö-
ße imax (Anzahl der Regeln) erreicht hat. Ist das nicht der Fall, wird die 
gecoverte Regel Ψcov hinzugefügt. Ist die Wissensbasis jedoch bereits voll-
ständig gefüllt, muss eine andere Regel mit der gecoverten überschrieben 
werden. Dabei gibt es die Möglichkeit, zu einem eine beliebig ausgewählte, 
zum anderen, eine spezielle Regel zu ersetzen.  
Wenn eine beliebige Regel ausgewählt wird, ist die Gefahr groß, dass der 
Zustandsraum, den das LCS abbildet, verringert wird. Denn es geht Wissen 
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unkontrolliert verloren, das durch die ersetzte Regel abgebildet wird. Des-
halb wird, alternativ zur zufälligen Änderung einer Regel eine gezielt ausge-
sucht, die durch die gecoverte ersetzt wird.  
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Abbildung 56. Hammingdistanz zwischen zwei Vektoren mit jeweils 5 
Elementen (Bits) mit vorhandenen Jokern, von denen jeweils 2 verschie-
den sind. 
 
Um das Verlernen von Wissen zu vermeiden, wird die Hammingdistanz 
zwischen der Situation der neuen Regel Ψcov und allen in [P] vorhandenen 
gebildet. Die Regel mit der kleinsten Hammingdistanz ist dabei die ähn-
lichste, die auch durch die neue Regel ersetzt wird. Damit ist sichergestellt, 
analog des menschlichen Lernens, ähnliche bereits vorhandene Kenntnisse 
in einer Wissensbasis überschrieben werden. In Abbildung 56 und Abbil-
dung 57 sind zwei Beispiele für die Berechnung der Hammingdistanz ge-
zeigt.  
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Abbildung 57. Hammingdistanz zwischen zwei Vektoren mit jeweils 5 Ele-
menten (Bits) ohne Joker, von denen jeweils 4 verschieden sind. 
 
Die gecoverte Regel, und nur diese, gehört per Definition als einzige zum 
Match Set [M], da sie die detektierte Situation genau abbildet.  
 
Auswahl der Aktion at1: 
 
Als nächster Schritt muss eine entsprechende Aktion at1 aus dem Match Set 
ausgewählt werden (Schritt 3), mit der die Umwelt beaufschlagt wird 
(Schritt 4), um die Zielfunktion zu maximieren. Für die Auswahl gibt es ver-
schiedene Möglichkeiten. Grundlage soll dabei die menschliche Entschei-
dungsfindung sein, die mit bekannten Strategien der LCS verglichen wird.  
Generell werden die Entscheidungsstrategien des Menschen in analytische 
vs. nichtanalytische sowie in kompensatorische vs. nichtkompensatorische 
klassifiziert. Bei analytischen werden die Konsequenzen der Optionen als 
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ausschlaggebendes Entscheidungskriterium miteinander verglichen, wäh-
rend bei nichtanalytischen andere, nichtsachliche Variablen miteinander 
verglichen werden (z. B. ästhetische). Allerdings müssten nichtanalytische 
Entscheidungen für den Einsatz in LCS durch die Erstellung einer Zielfunk-
tion zu einer analytischen überführt werden, indem entscheidungsrelevante 
Variablen in die Zielfunktion integriert werden.  
Im vorliegenden Dokument erfolgt die Bewertung der Regeln anhand deren 
zu erwartenden Gewinn, also Ψ.rt der Regeln. Denn dieser Wert entspricht 
dem Zielfunktionswert, in dem beide Teilziele im Smart Home-System mit 
entsprechender Gewichtung bereits enthalten sind. Damit wird eine analyti-
sche Entscheidung getroffen.  
Außerdem kann jede Entscheidungsstrategie nach der Fähigkeit zum Kom-
pensieren sortiert werden, wenn zum Beispiel bei einer kompensatorischen 
Strategie eine gute Konsequenz eine schlechte wettmachen kann. Im vorlie-
genden Beispiel wäre das der Fall, wenn ein schlechteres Energiemanage-
ment zwar zu einem größeren Energieverbrauch führt, dieser Nachteil aber 
durch das sehr gut vorhergesagte Verbraucherverhalten wettgemacht würde. 
Das ist per se in der Definition der Zielfunktion als Summe der beiden 
(kompensatorischen) Teilziele aus und kann zu paretooptimalen Lösungen 
führen. Bei nichtkompensatorischen Entscheidungsstrategien müssten Ener-
gieminimierung sowie Komfortmaximierung getrennt voneinander vergli-
chen, also zwei Zielfunktionen für jede Regel gebildet und ggf. multiplikato-
risch miteinander verknüpft werden. Der Vorteil dabei wäre, dass eine dezi-
dierte Auswertung der Antwort der Umwelt (rt1) in Bezug auf die Entwick-
lung der Wissensbasis möglich ist, da zwei getrennte Güte- bzw. Zielfunkti-
onen belehrt würden, nachteilig ist die mangelnde absolute Vergleichbarkeit 
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der Gesamtbelohnungen durch den Anwender. Die Zielfunktion in (63) ent-
spricht einer kompensatorischen Entscheidungsstrategie.  
Nachdem klar ist, dass die Entscheidung kompensatorisch und analytisch ist, 
wird der Bewertungsmaßstab gesucht, um die möglichen Regeln im Action 
Set miteinander vergleichen zu können. Dazu wird mit der Maximierungsre-
gel die meist bevorzugte Methode herangezogen, nach der die dominante 
Option, also die Entscheidung, die den größtmöglichen subjektiven Nutzen 
im Rahmen der vorliegenden Informationen verspricht, gewählt wird. Umso 
mehr Informationen vorhanden sind, desto mehr Aussagekraft repräsentiert 
auch die Entscheidung selbst. In der Literatur zur Entscheidungspsychologie 
führt der Extremfall, dass alle relevanten Informationen vorliegenden, zu 
einer rationalen Entscheidung, während jeder andere Fall zu einer heuristi-
schen führt. Der subjektive Nutzen ist im vorliegenden Fall die erwartete 
Belohnung der gewählten Regel Ψ.rt.  
Bei klassischen LCS hingegen wird zwar auch mit einer bestimmten Wahr-
scheinlichkeit ηmax (typischerweise über 90 %) die Maximierungsregel einer 
analytischen, kompensatorischen Entscheidung angewandt, mit der Rest-
wahrscheinlichkeit 1-ηmax jedoch eine beliebige Regel zufällig aus dem vor-
her gebildeten Match Set gewählt. Da nicht garantiert ist, dass die Regelba-
sis vollständig den Zusammenhang zwischen Situation st0 und Aktion at1 
technisch abbilden kann, sondern nur mit großem Aufwand erfassbare Ein-
flüsse mit kleiner Korrelation eine Rolle spielen können (Rauschen), ist das 
Modell der handelnden Personen nicht zu 100 % perfekt. Diese Restunsi-
cherheit wird durch die Exploration an dieser Stelle nachgebildet, in deren 
Folge zufällig eine Regel mit der Wahrscheinlichkeit 1-ηmax gewählt wird.  
Bei der menschlichen Entscheidung spiegelt sich diese Tatsache in dem Fakt 
wider, dass es Menschen ebenfalls unmöglich ist, vor einer Entscheidung 
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alle möglichen Optionen sowie deren Konsequenzen gedanklich durchzu-
spielen. Im übertragenen Fall können diese Konsequenzen sogar nur mit ei-
ner gewissen Wahrscheinlichkeit ausgemacht werden.  
Ins Action Set werden als nächstes alle Regeln übernommen, die die ge-
wählte Aktion at1 ebenfalls vorgeschlagen hätten, da auch deren Selektion 
zur selben Aktion geführt hätte. Denn die später geerntete Reaktion der 
Umwelt auf all diese Regeln Einfluss haben. Implementiert ist das wiederum 
durch ein Bit in jeder Regel („isActionSet“), das zu Beginn jedes Zyklus‘ 
mit „False“ initialisiert und bei der Übernahme in [A] gesetzt wird.  
 
Beaufschlagung Umwelt und Rückantwort  
 
Die ausgewählte Aktion at1 wird im nächsten Schritt (Schritt 4) ausgeführt. 
Im Gegensatz zur psychologischen Entscheidung ist in der umgesetzten Im-
plementierung eine Ausführung sicher, nicht lediglich mit einer bestimmten 
Wahrscheinlichkeit. In der Grundphilosophie des LCS hingegen muss die 
Umsetzung der Entscheidung nicht vollzogen werden, sondern kann auch in 
einer „Action List“ gespeichert werden. Das passiert, indem die steuerbaren 
Geräte im Haushalt entsprechend der Anweisung in at1 real geschaltet wer-
den. Psychologisch ist jetzt wichtig, die menschliche Antwort als Reaktion 
der Umwelt zu erhalten und auszuwerten.  
Nachdem die Nutzerzufriedenheit anhand der korrekt geschalteten Geräte 
und der Korrekturzeit sowie der Energiebedarf via Messung durch die elekt-
rische Leistungsaufnahme ermittelt wurden, wird die Zielfunktion anhand 
(63) berechnet und an ENKOS als rt1 übermittelt (Schritt 5). Das ist der we-
sentliche Schritt, um sowohl die Energieminimierung als auch die Kom-
fortmaximierung zu erreichen. Denn der Zielfunktionswert in (63) ist umso 
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größer, desto besser diese Ziele realisiert sind. Damit erfolgt die Korrektur 
aller erwarteten Belohnungen, die sich im Updated Action Set [A]’ befin-
den. Die Berechnung ist vom Q-Learning abgeleitet und wird nach (67) 
durchgeführt. Der Einfachheit halber wurde bei a‘ und s‘ die Regelbezeich-
nung weggelassen, die Werte werden allerdings aus der aktuellen Regelbasis 
[P] entnommen. Die Formel stellt damit die langfristige Optimierung des 
Zielfunktionswerts dar.  
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Danach werden die aktualisierten Regeln (im Schritt 6) zurück in die Popu-
lation kopiert. In der Implementierung werden damit sowohl [M] als auch 
[A] und [A]’ gelöscht. Dann schließen sich die Generalisierung sowie die 
Anwendung der Genetischen Algorithmen auf die Wissensbasis an.  
 
6.3.2.2 Die Generalisierung zur Wissensverdichtung (Exploitation)  
Die Generalisierung ist das Ersetzen von Werten durch Joker in den Situati-
onsteilen der Regeln. Das bedeutet, dass eine Regel mit zunehmender Gene-
ralisierung zu mehr Eingangssituationen passt. Im vorliegenden Fall kann 
beispielsweise die Entscheidung, das Licht einzuschalten, von der aktuellen 
Zimmertemperatur abhängen, muss aber nicht. Die Identifizierung der Kor-
relationsstärke zwischen einem Eingangsparameter und der Zielfunktion, 
das in der Regelungstechnik als Parameteridentifikation und im maschinel-
len Lernen als Feature Selection bezeichnet wird, wird auf dem Weg zu-
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nehmender Generalisierung sukzessive ermittelt. Wenn nämlich die Regel, 
die die derzeitige Zimmertemperatur in die Entscheidung für das Lichtschal-
ten einfließen lässt, langfristig erfolgreicher ist als die andere mit einem Jo-
ker an der entsprechenden Stelle, dann ist ein Zusammenhang anzunehmen. 
Das Ziel ist, durch eine maximale Generalisierung die Kausalitäten des An-
wenderdenkens so allgemein wie möglich zu identifizieren, aber dennoch 
die Umwelt bzw. das Verbraucherverhalten so gut wie nötig zu modellieren. 
Dennoch werden sich erfahrungsgemäß einige spezielle Regeln für Nischen-
lösungen herausbilden.  
Im vorliegenden System wird aus diesem Grund mit einer Wahrscheinlich-
keit µGen im Bereich µGen = 1 … 5 %, abhängig von Spezifizität der Regel, 
ein Nichtjoker aus der Eingangssituation zu einem Joker umgewandelt. Der 
Einfluss der Generalisierungswahrscheinlichkeit auf den Erfolg von ENKOS 
ist später gezeigt, wobei zudem ein Gedächtnis über bereits gegangene, al-
lerdings erfolglose Pfade der Generalisierung aufgebaut wird. Denn sollte 
ein wesentlicher Zusammenhang durch Fehlgeneralisierung zerstört werden 
und die damit gebildete Regel nicht erfolgreich sein, wird sich ein anderer, 
vielleicht Erfolg versprechender Pfad ausbilden.  
Da nicht alle Zeichen in der Situation binär (mit Jokern ternär) sind, ist für 
die Bereiche der Lichtstärke sowie des Uhrzeit die Generalisierung durch 
die Aufweitung des jeweiligen Bereichs mit einer Wahrscheinlichkeit von 
µGen,Licht realisiert. Das bedeutet, dass eine Regel genereller als eine andere 
ist, wenn diese beispielsweise einen größeren Lichtstärkebereich abdeckt, 
wenn alle anderen Parameter gleich sind. Dieser Zusammenhang ist in Ab-
bildung 58 verdeutlicht, wo der Bereich an beiden Grenzen durch die Gene-
ralisierung erweitert wurde und damit (statistisch) zu mehr Eingangsvekto-
ren st0 passt. Sollte sich der erweiterte Bereich neue Regel x in der Praxis 
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nicht bewähren, weil er beispielsweise keine physikalisch sinnvolle Abbil-
dung der Umwelt darstellt, wird die Regel zwangsläufig wieder aus der Wis-
sensbasis verschwinden. Die Generalisierungsrate des Uhrzeitbereichs wird 
mit µGen,Uhrzeit bezeichnet.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Abbildung 58. Generalisierung des Lichtstärkebereichs einer 
Regel vom Bereich (30 … 70) % zum Bereich (20 … 80) %. 
 
Im Beispiel in Tabelle 12 soll der Zielkonflikt zwischen Generalisierung und 
zu erwartendem Reward verdeutlicht werden. Während der Reward von Ge-
neration 1 über Generation 2 zu Generation 3 sinkt (die Regel wurde zwei-
mal – d. h. über zwei Generationen hinweg – generalisiert), ist die Regel 
jedoch durch die zunehmende Anzahl der Joker für ein breiteres Eingangs-
spektrum anwendbar. Das entspricht – bis zu einem gewissen Grad – einer 
Verbesserung der Regel. Bei menschlichen Verhaltensweisen könnte man 
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das Beispiel des Smart Home heranziehen. In unterschiedlichen Umweltsi-
tuationen sind grundsätzliche Verhaltensmuster erkennbar (beispielsweise 
das Licht einschalten, wenn es dunkel wird), die auf verschiedene Zimmer 
oder verschiedene Jahreszeiten angewandt werden können. Diese werden 
sind hier als größere Blöcke dargestellt.  
 
Generation Parameter 1 Parameter 2 Parameter 3 Reward 
1 0 1 0 870 
2 0 # 0 780 
3 # # 0 500 
Tabelle 12. Evolution (Generalisierung) einer Regel, die aus drei Parametern besteht.  
 
Der Unterschied einer generalisierten Regelbasis zu zwei Zeitpunkten ist in 
Abbildung 59 illustriert. Auf der linken Seite ist eine zerklüftete Regelbasis 
mit scharfen Trennungen gezeigt, während auf der rechten Seite Regeln 
nach und nach zu Blöcken zusammengefasst werden, die wiederum einen 
deutlich größeren Zustandsraum der Umwelt abbilden und an den Grenzflä-
chen ineinander übergehen. So werden die Übergänge einzelner Regeln in-
nerhalb dieser Blöcke fließend, bis irgendwann nur noch die Grundfarben 
als Blöcke vorhanden sind. Im angegebenen Beispiel würde das einen gro-
ßen gelben, einen grünen, einen blauen sowie einen lila Block bedeuten, um 
die gesamte Umwelt beispielsweise mit vier Regeln (statt links 18 sichtba-
ren) abzubilden, wobei sich kleine Nischen für ganz spezielle, von allen an-
deren unabhängige Situationen ausbilden werden. Gleichzeitig wird ange-
strebt, trotzdem einen möglichst großen Reward von der Umwelt zu erhal-
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ten. Das Ziel ist ein stabiler Zustand, in dem die durchschnittliche Spezifizi-
tät über alle Regeln und der durchschnittliche Reward ausgeglichen sind.  
 
 
Abbildung 59. Exemplarische Darstellung der Wissensverdichtung. Während auf der 
linken Seite noch strikt voneinander getrennte Regeln (jeweils eine Farbe) kleine Berei-
che des Zustandsraums umfassen, verschwimmen die Regeln auf der rechten Seite zu 
größeren Blöcken (Blockbildung). Damit verschwimmen auch die Grenzen, womit die 
Regeln Kompromisse darstellen und größere Bereiche des Zustandsraums abdecken. 
 
 
 
Abbildung 60. Reward und Spezifizität über alle Regeln bei jeder Generation. 
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Wann immer sich der Charakter der Umwelt signifikant ändert, wird sich die 
Regelbasis anpassen, wie in Abbildung 60 gezeigt ist, bis ein stabiler Zu-
stand erreicht ist. Dieser kann durch die minimal technisch mögliche Spezi-
fizität und den maximal technisch möglichen Reward beschrieben werden, 
vergleichbar mit dem technisch maximal erreichbaren Wirkungsgrad eines 
Systems. In der Regel bedarf es dafür viele Generationen (s. Abbildung 61).  
 
Situation s 
u(t) 
# P_Bad # P_Az 
Lichtstärke Uhrzeit 
von bis von bis 
0 0 7 1 2 3 
0 # 7 1 # 3 
0 # 7 1 # 3 
0 # 7 1 # # 
0 # 7 1 # # 
0 # 7 1 # # 
0 # 7 1 # # 
0 # 7 1 # # 
0 # 7 1 # # 
0 # 0 1 # # 
 
Abbildung 61. Die Generalisierung einer Regel. Im Beispiel ist einerseits die 
Lichtstärke schrittweise generalisiert worden, während der Zeitstempel zuerst 
generalisiert und zwischendurch einmal mutiert. Ein Zeitschritt entspricht dabei 
einem Halbstundenintervall [27]. 
 
Die Spezialisierung – als Gegenstück zur Generalisierung – ist prinzipiell 
durch das Covering möglich. Denn wenn sich die Evolution der Regelbasis 
infolge von zu viel Generalisierung in eine Sackgasse manövriert haben soll-
te, sinkt der durchschnittliche Reward des Modells an sich und Regeln müs-
sen durch Covering geschaffen werden, das genau die vorgegebene Situation 
repräsentiert. In diesem Fall ist ein Lernen durch die Vorgabe des Nutzers 
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vorgesehen, wenngleich eine Menge an Erfahrung in den Regeln steckt. 
Deshalb ist prinzipiell als Alternative eine Degeneralisierung denkbar, mit 
deren Hilfe man die Pfade in der evolutionären Historie einer Regelbasis 
zurückläuft. Da kein sinnvoller Anwendungsfall bei den menschlichen Ver-
haltensweisen identifiziert wurde, wurde dieser Ansatz hier nicht umgesetzt.  
 
6.3.2.3 Umsetzung der Evolutionären Algorithmen zur Exploration  
Die Evolutionären Algorithmen sind vergleichbar mit der Verallgemeine-
rung bisheriger und der Erschließung neuer Wissensbereiche durch Kombi-
nation vorhandener Erfahrungen sowie der Ableitung kausaler Zusammen-
hänge im menschlichen Denken. Denn im Rahmen des Lernens bauen sich 
Menschen ebenfalls sukzessive ein Modell von deren Umwelt auf, aus dem 
jederzeit Regeln für aktuelle Entscheidungen abgerufen werden.  
Die Selektion stellt dabei die Reaktion auf eine sich verändernde Umwelt 
sowie der Steigerung des Reifegrads (durch Selektionsdruck) dar. Regeln, 
die nicht länger mithalten können, um die Umwelt mit großen zu erwarten-
den Reward zu modellieren, werden aussterben und neue, besser angepasste 
an deren Stelle treten. Damit wird unser Modell von unserer Umgebung in 
verschiedenen Ebenen der Wissensbasis permanent überarbeitet.  
Die Mutation der Regeln spiegelt im Wesentlichen menschliche Neugier auf 
der einen und unsere (intuitive) Modellverifikation auf der anderen Seite 
wider. Bei Kindern ist das Modell der Umwelt noch nicht so komplex ange-
legt wie bei Erwachsenen, das Austesten unbekannter Wege ist deshalb es-
sentieller für deren Weiterentwicklung. Implementiert ist die Mutation durch 
eine steuerbare Variable, die die Wahrscheinlichkeit einer zufälligen Ände-
rung eines Bits im Situationsteil einer Regel ausdrückt.  
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Die Rekombination ist die Umsortierung vorhandenen, bereits verifizierten 
Wissens (zur Steigerung des zu erwartenden Rewards), um dadurch Kausali-
täten miteinander zu kombinieren, um damit einen besseren Arbeitspunkt zu 
finden. Dabei werden Bitstrings zwischen verschiedenen Regeln ausge-
tauscht. Es wird – wie in der Herleitung der Building Block-Hypothese ge-
zeigt – der vorhandene, in der Regel multidimensionale Lösungsraum als 
sehr große Anzahl sehr kleiner gültiger Lösungen interpretiert, die jeweils 
unterschiedlich große Schnittmengen miteinander haben. Diejenigen ohne 
signifikante Überlappungen sind dabei frei kombinierbar und können unter 
Umständen in einer alternativen Zusammensetzung ein besseres Ergebnis 
erzielen. Im täglichen Denken bedeutet dies, dass wir die Waschmaschine 
wahrscheinlich unabhängig vom Radio im Wohnzimmer benutzen, auch 
wenn beide in einer Regel zusammengefasst sind. Deshalb führt die Rekom-
bination zur Entkopplung des Nutzerverhaltens bezüglich der Waschma-
schine und des Radios.  
Die Rekombination kann biologisch als Neuordnung zusammengehöriger 
Genblöcke interpretiert werden (vgl. Abbildung 62). Zusammengehörig sind 
in der vorliegenden Arbeit beispielsweise Geräte gleicher Serviceklasse. Das 
bedeutet, dass durch die Rekombination die Möglichkeit gegeben ist, eine 
Information von einem Gerät auf ein anderes, gleichartiges im Modell zu 
übertragen.  
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Abbildung 62. Die rot gestrichelten Linien sind die möglichen Stellen 
für eine Rekombination. Damit ist sichergestellt, dass gleichartige Ge-
räte (i. S. der gleichen Serviceklasse) nicht miteinander kombiniert 
werden. 
 
Zusammengefasst bilden alle drei Werkzeuge der Genetischen Algorithmen 
(Mutation, Selektion und Rekombination) wesentliche Vorgänge des 
menschlichen Denkens ab und kommen im vorliegenden System zur An-
wendung. Desweiteren wird deren Einfluss bezüglich des Zielfunktionswerts 
untersucht.  
Bei der Analyse der Forderungen an ein Modell, die in Abschnitt 2.2 aufge-
zählt sind, ergibt sich ein positives Ergebnis. Mit Hilfe der Learning Classi-
fier Systems konnte – wie schon durch die Neuronalen Netze – der systema-
tische Aufbau sowie die Richtigkeit der Umwelt abgebildet werden, auch 
die relevanten physikalischen Größen (Umweltbedingungen, Verbraucher-
verhalten, elektrische Geräte) wurden durch die Regeln korrekt abgebildet. 
Der Ansatz ist deutlich wirtschaftlicher, weil die Regelbasis online belehrt 
und benutzt werden kann. Sie stellt das Verbraucherverhalten mit einem 
gewissen Reifegrad dar und verliert die gespeicherten wesentlichen Informa-
tionen nicht durch das Entfernen oder Hinzufügen einer Regel. Die vernach-
lässigbare Simulationszeit ist wirtschaftlich sogar auf einem Mikrocontroller 
mit einer Leistungsaufnahme im Mikrowattbereich gut darstellbar und die 
Wissensbasis ist gut vergleichbar mit vorherigen Versionen.  
L
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Der wesentliche Vorteil ist die Klarheit, da die Regeln jederzeit ohne weite-
re Hilfe interpretiert und manuell auf deren Plausibilität hin überprüft wer-
den können. Damit ist die prinzipielle Struktur von ENKOS festgelegt.  
Durch die Konfiguration der Simulationsumgebung (vgl. Kapitel 5 und Ab-
bildung 44) werden die Lernrate β, die Vergessensrate γ, die maximale An-
zahl der Regeln ║[WB]║, die Mutationsrate µMut, die Generalisierungsrate 
µGen sowie die Lichtgeneralisierungsrate µGen,Licht neben der Uhrzeitgenerali-
sierungsrate µGen,Uhrzeit gesteuert. Außerdem können die Mutation, die Re-
kombination, das Covering, die Nichtwahrnehmbarkeitserkennung sowie die 
Gerätesubstitution und die Widerspruchsunterdrückung jeweils ein- bzw. 
ausgeschaltet werden.  
 
Parameter 
Formel-
zeichen 
Werte-
bereich 
Stan-
dard 
Ein-
heit 
Lernrate: Anpassung der Lernra-
te für den BBA (vgl. (23))  
β 0 … 5 5 % 
Vergessensrate: Wahrscheinlich-
keit für die Beibehaltung existie-
render Regeln (Gedächtnis)  
γ 0 … 5 99 %  
Maximale Anzahl der Regeln in 
der Wissensbasis (Population)  
imax 
0 … 
150 
20 
Abs. 
Wert 
Mutationsrate: Wahrscheinlich-
keit für eine Punktmutation  
µMut 0 … 5 1 % 
Generalisierungsrate: Wahr-
scheinlichkeit für die Konversion 
eines Bits im Situationsteil zu ei-
nem Joker  
µGen 0 … 5 1 % 
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Lichtgeneralisierungsrate: 
Wahrscheinlichkeit für Erweite-
rung Lichtbereich (um h‘) 26 
µGen,Licht 0 … 5 10 % 
Uhrzeitgeneralisierungsrate: 
Wahrscheinlichkeit für Erweite-
rung Uhrzeitbereich (um h‘) 27 
µGen,Uhrzeit 0 … 5 10 % 
Mutation: Einschalten der Muta-
tion (Ausschalten: µMut = 0 %) 
 
0 = Aus 
1 = Ein 
1 
Logi-
gi-
scher 
Wert  
Rekombination: Zulassen der 
Rekombination der Regeln 
 1 
Covering: Zulassen von 
Covering, wenn keine passenden 
Regeln verfügbar sind 
 1 
Nichtwahrnehmbarkeitserken-
nung: Zulassen, ob Nichtwahr-
nehmbarkeitserkennung aktiv ist  
 1 
Gerätesubstitution: Zulassen der 
Substitution von Geräten 
 1 
Widerspruchsunterdrückung: 
Zulassen der Widerspruchsunter-
drückung 
 1 
Tabelle 13. Parameter für ENKOS, die per Simulationsumgebung gesteuert werden 
können. Für alle später nicht explizit angegebenen Parameter werden die Standardwer-
te verwendet.  
 
                                                 
26
 Wenn beispielsweise eine Regel für einen Lichtbereich von 0 bis 20 % Helligkeit an-
gewandt werden kann, wird mit einer gewissen Wahrscheinlichkeit dieser Bereich gene-
ralisiert, indem er auf 0 … 21 % erweitert wird.  
27
 Generalisierung des Uhrzeitbereichs (vgl. Lichtgeneralisierungsrate).  
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6.4 Implementierung Energieverbrauchsminimierung  
6.4.1 Modellbasierte Nichtanwesenheitserkennung 
Der Grundsatz dieser Methode ist, alle nicht wahrnehmbaren Verbraucher 
abzuschalten, solange kein Nutzer im Raum ist. So ist das Licht von Lampen 
entbehrlich, wenn eine Person die Lampe gar nicht mehr sehen kann.  
Dabei wird auch bereits mit einem unvollständigen Modell Strom gespart, 
sobald die erste eindeutige Zuordnung eines Geräts zu einem Zimmer erfolgt 
ist. Die Zuordnung selbst geschieht über den Aufbau eines logischen Mo-
dells der Wohnung, das jedem Gerät ein Zimmer zuordnet, in dem es sich 
zurzeit befindet.  
Das Modell wird sukzessive durch die Beobachtung des Verbraucherverhal-
tens gelernt. Wenn beispielsweise ein Gerät manuell geschaltet wird, wäh-
rend alle Zimmer bis auf eines leer sind, wird eine eindeutige Zuordnung 
hergestellt, dass das geschaltete Gerät zum nicht leeren Zimmer gehört. Da-
mit entsteht neben der Wissensbasis im LCS ein zweites, logisches Modell 
der Zuordnung von Geräten zu Räumen im Haushalt, unabhängig vom Ver-
braucherverhalten der Anwender.  
In Abbildung 63 ist die Implementierung in der Simulation gezeigt, wie das 
Raummodell sukzessive aufgebaut wird. Während auf der linken Seite noch 
keines der gezeigten Geräte einem Raum zugeordnet ist (keine Schraffur), 
sind auf der rechten Seite alle Geräte eindeutig platziert. Beispielsweise 
wird das Gerät Lampe_2 genau dann bedient, wenn ausschließlich das Ar-
beitszimmer besetzt ist, sodass dieses Gerät dem Arbeitszimmer zugeordnet 
wird.  
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e
rä
t 
Uhrzeitintervall 
17:30 18:00 18:30 19:00 19:30 20:00 20:30 21:00 21:30 22:00 22:30 
18:00 18:30 19:00 19:30 20:00 20:30 21:00 21:30 22:00 22:30 23:00 
Lampe_1           x x x x     
Lampe_2                 x x   
PC_1         x x x x x x x 
PC_2 
(mobil)             x x x x   
Tisch-  
lampe                 x x   
Radio       x x x     x x   
Abbildung 63. In der Implementierung von ENKOS wird sukzessive das Wohnungsmo-
dell aufgebaut. Während die Lampe_1, die beiden PCs sowie das Radio eingeschaltet 
werden, während nur im Bad mindestens eine Person anwesend ist (s. gelber Balken in 
der Zeile „#Person im Bad“), werden die anderen Geräte benutzt, während nur im Ar-
beitszimmer jemand anwesend ist. Deshalb wird die erste Gerätegruppe dem Bad zuge-
ordnet und blau schraffiert, die zweite Gruppe rot schraffiert dem Arbeitszimmer, sodass 
die Schraffierung gleichzeitig die Zuordnung ist. 
 
Dieser Algorithmus wurde gewählt, damit Geräte auch dynamisch anderen 
Räumen zugeordnet werden können, wenn beispielsweise ein mobiles End-
gerät in einem anderen Raum angeschlossen wird. Damit adaptiert sich das 
Modell selbständig. Außerdem ist dadurch keine manuelle Programmierung, 
sondern ein einfacher, aber robuster Lernvorgang realisiert.  
Damit ist ein Teil der Umwelt durch lineare Beziehungen beschreibbar, so-
dass ein Vergleich mit weniger analytischen, sondern abstrakteren bzw. 
komplexeren Lernmethoden nicht sinnvoll ist. Denn dann würden lediglich 
eindeutige Informationen mit zusätzlichen, nicht nötigen Freiheitsgraden 
versehen.  
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Abbildung 64. Methoden der Energieminimierung sowie Bildung eines physikalischen 
Modells der Wohnung. 
 
Im nächsten Schritt werden drei Methoden, die die Minimierung des elektri-
schen Energiebedarfs im Haushalt realisieren, erklärt und in die bereits vor-
handene Systemstruktur integriert. Diese Methoden sind die Nichtanwesen-
heitserkennung, die Widerspruchsunterdrückung sowie die Substitution von 
Geräten, die in Abbildung 64 dargestellt sind. Diese konkurrieren teilweise 
mit dem Ziel, den Nutzerkomfort zu maximieren, was eine Gewichtung die-
ser Teilziele in der Zielfunktion fENKOS ausbalanciert wird. Das Wechselspiel 
zwischen analytischen und abstrakten Teilzielen wird später näher beleuch-
tet.  
Als konkrete Implementierung hat sich als beste Lösung die Negativzuord-
nung gezeigt. Dabei wird zunächst jedes Gerät, bis es eindeutig zugeordnet 
werden kann, jedem Raum als zugehörig gesetzt. Erst bei einer eindeutigen 
Abhängigkeit ist eine Zuordnung nur zu einem Zimmer, d. h. die Entkopp-
lung von allen anderen Räumen, möglich.  
Die Integration dieses Ansatzes in die Regelbasis [P] der LCS erfolgt, indem 
alle Regeln dahingehend modifiziert werden, dass nur Geräte eingeschaltet
28
 
                                                 
28
 Eingeschaltet heißt, dass Geräte dem Nutzer eine Funktion als Service anbieten. Dieses 
vereinfachte Weltbild unterschlägt, dass es weitere Funktionszustände wie beispielsweise 
Stand-By gibt. Selbstverständlich können in Abhängigkeit von der Anwesenheit, je nach 
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sind, die auch wahrgenommen werden können. Diese Prüfung der Regeln ist 
in Abbildung 65 demonstriert. Hier wurde eine Regel x gebildet, die An-
wendung findet, wenn unter anderem ein bestimmter Raum leer ist (der ak-
tuelle Zustand des Geräts spielt dabei keine Rolle, da an dieser Stelle ein 
Joker steht). Die durchzuführende Aktion besagt, dass das Gerät eingeschal-
tet werden soll.  
 
 
Abbildung 65. Modifikation der Regel x infolge der Nichtanwesenheitsprüfung. Das 
Einschalten von Gerät in der Regel x bei einem leeren Raum widerspricht dem Modell 
der Wohnung. Deshalb wird die Regel x mit Hilfe des Wohnungsmodells modifiziert. 
 
Im analytisch gebildeten Modell in Abbildung 65 ist jedoch gelernt worden, 
dass das einzuschaltende Gerät zum leeren Raum gehört. Deshalb ist ein 
Einschalten nicht sinnvoll, sodass die Regel entsprechend angepasst wird. 
                                                                                                                                                 
Funktion eines Geräts, auch völlig andere Funktionen sinnvoll sein. Aufgrund der Viel-
falt der Möglichkeiten wird darauf verzichtet, da das Grundprinzip das gleiche ist.  
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Seitenwirkungen werden dabei nicht erwartet, da diese Modifikation unab-
hängig von anderen Gerätezuständen ist. Die neue Regel x ersetzt nun die 
alte in der Wissensbasis.  
Sobald der Raum nicht mehr leer ist, ändert sich der Umweltzustand und 
eine neue Regel findet Anwendung. Die Integration dieses Modells (imple-
mentiert als Tabelle, in der bei jedem Gerät möglichst der Raum, in dem es 
steht, irgendwann hinterlegt ist) in die Systemtopologie ist in Abbildung 66 
gezeigt, wobei das logische Modell mit der Wissensbasis auf der einen Seite 
und mit dem st-Eingangsvektor auf der anderen Seite gekoppelt sind. Damit 
sind die Belehrung dieses Modells sowie dessen Anwendung möglich.  
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Abbildung 66. Integration des logischen Modells der Raumzuordnung von Geräten in 
den Block „ENKOS“ (vgl. Abbildung 47). Zur Gewährleistung der Übersichtlichkeit 
sind die anderen beiden Blöcke des Systems nicht dargestellt. 
 
Um das Energiesparpotential dieser Methode zu ermitteln, wurden jeweils 
15 Normaljahre mit und ohne diese Funktion simuliert und in Abbildung 67 
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dargestellt. Im Durchschnitt ergab sich ein Funktionswert von fENKOS_ohne = 
952,07 (also ohne Integration des Algorithmus‘ zur Anwesenheitserken-
nung) gegenüber fENKOS = 953,03.  
 
 
Abbildung 67. Vergleich der Zielfunktionswerte fENKOS ohne Energiemanagementmaß-
nahmen im Vergleich mit der aktivierten Anwesenheitserkennung und allen eingeschalte-
ten Energiemanagementmaßnahmen. Es wurden jeweils 10 Jahre viermal nacheinander 
simuliert und dafür die Mittelwerte benutzt. Die durchschnittliche Standardabweichung 
aller Messdaten beträgt s = 3.57. 
 
Dass der Unterschied nicht deutlicher ausfällt, liegt daran, dass sich in der 
Zielfunktion auch der Wohnkomfort enthalten ist. Und während der Ener-
gieverbrauch sich zwar verringert, sinkt gleichzeitig auch der Wohnkomfort. 
Eine Gegenübererstellung für den gleichen Zeitraum und die gleichen Simu-
lationseingangsdaten ist in  
Abbildung 68 gezeigt. In der Summe jedoch ist eine Verbesserung des Ge-
samtergebnisses erzielt worden.  
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Gerät #1  X X     
Gerät #2   X X  X 
Rewarding Ener-
gy consumption 
fenergy(t) 
3011 
 
2901 3042 3042 
Rewarding pre-
diction  
fcomfort(t) 
100 100 92,9 96,4 
fENKOS(s,a) 1,73 1,70 1,52 1,62 
 
Gerät #1  X X     
Gerät #2   X X  X 
Rewarding Ener-
gy consumption 
fenergy(t) 
3011 
 
2901 2901 3042 
Rewarding pre-
diction  
fcomfort(t) 
100 100 100 96,4 
fENKOS(s,a) 1,73 1,70 1,70 1,62 
 
Abbildung 68. Für die gleichen Eingangsdaten ist die Anwesenheitserkennung ein- (lin-
ke Seite) und ausgeschaltet.  Es ist erkennbar, dass im eingeschalteten Zustand gegenüber 
dem anderen mehr Energie gespart wird (Rohwert) und damit zu einem größeren Teil-
funktionswert fenergy(t) führt, allerdings bei kleinerem Nutzerkomfort. 
 
In der Diskussion des Ergebnisses ist dabei festzustellen, dass die Verhinde-
rung eines allzu großen Verlusts an Nutzerkomfort durchaus einen Mehr-
energieverbrauch rechtfertigt. Eine Alternative wäre, die Zielfunktion mit 
einer weiteren, digitalen Komponente anzureichern, die die Anwesenheits-
erkennung widerspiegelt. Dieser Weg wird aber nicht realisiert, um eher die 
realen Nutzerwünsche abzubilden.  
 
6.4.2 Substitution von Verbrauchern  
Ansatz dieser Methode der Energieminimierung ist, dass der Mensch nicht 
primär an der Nutzung eines bestimmten Verbrauchers, sondern an der Be-
reitstellung dessen Dienstleistung interessiert ist. Das bedeutet, wenn er ei-
nen Lichtschalter bedient, möchte er es in erster Linie hell haben. Nachge-
ordnet wichtig ist dabei, welche der vorhandenen Lampen das Licht bereit-
stellt.  
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Bei diesem Ansatz ist eine einfache Lösung implementierbar, wenn zum ei-
nen bekannt ist, welchen Service ein bestimmtes Gerät bereitstellt und 
gleichzeitig, welche Alternativen möglich sind, genau diesen Service zu er-
halten. Desweiteren ist für einen Vergleich aller Alternativen miteinander 
die Information des Energieverbrauchs der Alternativen nötig. Um das zu 
realisieren, muss das Modell aus Abbildung 65 um die Informationen der 
Dienstleistungsklasse sowie des Energieverbrauchs eines jeden Geräts er-
weitert werden, womit die Tabelle 14 entsteht und in ENKOS implementiert 
wurde. Während die Dienstleistungsklasse selbst eine Information ist, die 
extern ins Modell integriert werden muss, wird die Energieaufnahme eben-
falls analytisch ermittelt. Dafür sind zwei Möglichkeiten prinzipiell auspro-
biert worden:  
 Die eine besteht darin, zwei Umweltzustände st1 und st2 zu finden, die 
sich lediglich darin unterscheiden, dass das gesuchte Gerät einmal ein- 
und einmal ausgeschaltet ist (in  Abbildung 69 ist als Idealfall diese Dif-
ferenz genau ein Gerät).  
Die Differenz der beiden Leistungsaufnahmen des Gesamtsystems P(st1) 
und P(st2) lässt sich durch die Integration über eine bestimmte Zeitdauer 
leicht in den (nominellen) Energiebedarf des gesuchten Geräts E(Gerät) 
durch (68) ermitteln, indem die elektrische Leistung mit dem normierten 
Zeitintervall multipliziert wird.  
 
P(Gerät) = P(st1)-P(st2)  (68) 
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P(t) 
                      
                      
                        
P(st1) 
                      
                      
                        
P(st2) 
                      
                      
                        
                        
                        
        t1     t2   t 
                        
        tSwitch     
Abbildung 69. Die Methode der zwei Umweltzustände st1 und st2 
ist hier dargestellt. Diese Zustände unterscheiden sich darin, dass 
das Gerät zuerst ein- (st1 zum Zeitpunkt t1), danach ausgeschaltet 
ist (Zeitpunkt t2) mit Differenzleistung P(t1) – P(t2). 
 
 
 Die zweite Möglichkeit, die Energieverbräuche der Verbraucher zu 
ermitteln, ist, kurzzeitig durch erzwungene Veränderung des Umweltzu-
stands um genau den gesuchten Verbraucher zu ermitteln. Der Vorteil ge-
genüber der erstgenannten Methode ist, dass dieser Zustand künstlich ge-
neriert werden kann. Der entscheidende Nachteil jedoch ist, dass die 
Umwelt dadurch in Zustände gebracht wird, die für den Anwender nicht 
nachvollziehbar und nicht gewünscht sind.  
 
Da sich der Nachteil der zweiten Methode sofort negativ auf die Nutzerzu-
friedenheit auswirkt, wurde die erste (langwierigere) Methode im finalen 
System umgesetzt. Während ENKOS diesbezüglich ohne Informationen 
startet, bilden sich bereits nach wenigen simulierten Wochen die Energie-
verbräuche heraus.  
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Arbeits- 
zimmer 
Lampe_1 1 1 
Lampe_2 2 2 
PC_1 3 3 
PC_2 4 4 
Tischlampe 5 5 
Radio 6 6 
TV/ Audio 
TV & Zubehör 7 7 
Badradio 8 8 
Radiowecker1 9 9 
Radiowecker2 10 10 
Audioanlage 11 11 
Küchenradio 12 12 
Licht 
Flur_1 13 13 
Flur_2 14 14 
Treppe 15 15 
WoZi_1 16 16 
WoZi_2 17 17 
HWR 18 18 
Außen 19 19 
Küche 20 20 
Bad 21 21 
Spie_1 22 22 
Spie_2 23 23 
Dusche 24 24 
Kind_1 25 25 
Kind_2 26 26 
Schlafzimmer 27 27 
Arbeitszimmer 28 28 
Tabelle 14. Modell der Dienstleistungsklassen (Initialzustand). 
 
In der Tabelle 14 sind die Dienstleistungsklassen als konkrete Umsetzung 
gezeigt. Dabei wird jedes Gerät zum einen einer „substituierenden“ Klasse, 
die in diesem Abschnitt interessant ist, und zum anderen einer „behindern-
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den“ Klasse zugeordnet. Ein elektrischer Verbraucher ist durch einen ande-
ren substituierbar, wenn er dem Nutzer die gleiche Dienstleistung anbieten 
kann. Im angegebenen Beispiel kann die Lampe_1 durch die Tischlampe 
ersetzt werden, da beide den gleichen Bereich des Zimmers ausleuchten 
(können sich gegenseitig substituieren).  
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Abbildung 70. Erweiterung des Blocks „ENKOS“ (vgl. Abbildung 47) um 
die Dienstleistungsklassen, die in Tabelle 14 als Tabelle dargestellt sind, zur 
Realisierung der Energieminimierung. 
 
Die Integration dieser Tabelle (des Modells) ist in Abbildung 70 gezeigt. 
Nun sind die Dienstleistungsklassen hinzugekommen, die ebenfalls durch 
den Eingangsvektor st belehrt werden. In Tabelle 14 ist dabei ein Initialzu-
stand gezeigt, der permanent adaptiert wird. Wenn beispielsweise ENKOS 
eine Lampe unter Benutzung einer sehr spezifischen Regel einschaltet bei 
der Option einer anderen Lampe, wenn eine generellere Regel benutzt wür-
de, und vom Nutzer dahingehend korrigiert wird, kann davon ausgegangen 
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werden, dass beide Services („Licht“) zur gleichen Dienstleistungsklasse 
gehören. Dann konkurrieren zwei Regeln, die einen deutlich anderen Zu-
standsraum beschreiben, der wiederum den gesuchten Arbeitspunkt jeweils 
enthält, miteinander. Damit sind zwei Sichtweisen auf die Umwelt mitei-
nander in Einklang gebracht worden, um die Information zu gewinnen, dass 
Geräte gegeneinander eintauschbar sind.  
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Abbildung 71. Integration der elektrischen Leistungsaufnahme  in den Block 
„ENKOS“ (vgl. Abbildung 47) zur Messung der Gesamtleistungsaufnahme im 
Haushalt für das elektrische Modell. 
 
Um zu entscheiden, welcher Tausch tatsächlich Sinn ergibt, wird die Infor-
mation der elektrischen Leistungsaufnahme benötigt, die mit der Methode in 
Abbildung 69 erhoben wird. Dann konkurrieren „nur“ die geringer werden-
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de Nutzerzufriedenheit, wenn ein anderes Gerät eingeschaltet wird als ge-
wünscht mit dem Mehrwert der geringeren elektrischen Leistungsaufnahme. 
Dieser Konflikt wird über die Gewichtung beider Teilziele in der Zielfunkti-
on gelöst. Die Integration dieser Funktion in die bestehende Systemtopolo-
gie ist in Abbildung 71 gezeigt.  
Die potentiell eingesparte Energie in der Simulation, wenn diese Technik 
zum Einsatz kommt, ist in Abbildung 72 gezeigt. Während die blaue Kurve 
die Simulation eines Referenzhaushalts ohne diese Methode darstellt, zeigt 
die braune Kurve das Simulationsergebnis der Möglichkeit seitens ENKOS, 
Services zu substituieren (alle anderen Simulationsparameter sind in Tabelle 
13 gezeigt) und die grüne das Ergebnis, wenn alle Energiemanagementme-
thoden eingeschaltet sind. Dabei sind in fünf unabhängigen Durchläufen je-
weils 10 Jahre nacheinander simuliert worden und der Mittelwert wurde ge-
bildet.   
Aus den Simulationsergebnissen ergibt sich eine Steigerung von 
fENKOS(mit_Energiemanagement) = 953,02 verglichen mit dem Wert von  
fENKOS(ohne_Energiemanagement) = 952,09 im Durchschnitt von circa 1. 
Das bedeutet zwar keine überwältigende Verbesserung des 
Zielfunktionswerts, zeigt allerdings, dass damit eine Verbesserung 
prinzipiell möglich ist. Desweiteren ist in Abbildung 72 sichtbar, dass die 
Zielfunktionswerte mit der eingeschalteten Servicesubstitution in bis auf die 
Jahre 5 und 8 in allen anderen acht simulierten Jahren über denjenigen ohne 
lagen. Außerdem befanden sich in der simulierten Wohnung keine Geräte 
von großer Leistungsaufnahme, sondern nur solche im zweistelligen 
Wattbereich. Wenn das System auf eine Wohnung mit deutlich mehr und 
energieintensiveren Geräten ausgedehnt wird, sind viel größere Effekte zu 
erwarten.  
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Abbildung 72. Energieeinsparpotential mit der Substitution von Services. Das System 
(vgl. Abbildung 71) wurde mit denselben Eingangsdaten beaufschlagt, wobei einmal die 
Lehrerfunktion ein-, einmal ausgeschaltet und einmal nur der Block der „Dienstleis-
tungsklassen“ aktiviert (und die Raumzuordnung abgeschaltet) wurde. 
 
 
6.4.3 Widerspruchsunterdrückung  
Dass der Anwender gleichzeitig nur einen gleichartigen Service (einer „be-
hindernden“ Dienstleistungsklasse29, wie sie in Tabelle 14 dargestellt sind) 
in einem abgeschlossenen Raum sinnvoll aufnehmen kann, ist der gedankli-
che Ansatz dieser Methode. Es ist zum Beispiel unsinnig, gleichzeitig Radio 
und Fernseher mit jeweils eigenem Informationsangebot einzuschalten, die 
                                                 
29
 Ein Gerät kann jedoch zu mehreren Dienstleistungsklassen gehören, beispielsweise der Fernseher zu 
optischen und akustischen Dienstleistern.  
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sich beide im Wohnzimmer befinden. In einer Konkurrenzsituation ist es 
nötig, sich dabei für ein Gerät zu entscheiden. Das führt zum Energiesparen 
um den Betrag der deaktivierten Geräte bei gleichzeitiger Komfortsteige-
rung. Denn der Anwender spart sich das Abschalten eines eingeschalteten 
Gerätes, wenn er ein neues Gerät wünscht.  
Wenn ein Gerät dem Nutzer mehrere Services anbietet, beispielsweise ein 
Fernseher, und gleichzeitig mindestens einer, jedoch nicht alle dieser Ser-
vices einem anderen widersprechen, kann ENKOS nicht eindeutig bestim-
men, ob der Widerspruch gelöst werden muss oder nicht. Denn am Beispiel 
Fernseher kann der Nutzer durchaus das Audiosignal während der Nachrich-
ten nutzen, jedoch auf die optische Anzeige eines PCs (ohne Audioinforma-
tionen) nutzen. Dann käme es nicht zu einem Widerspruch per se. Anders 
herum könnte im gleichen Beispiel eine Energieverschwendung vorhanden 
sein, wenn der Fernseher voll und ganz in Anspruch genommen würde. Um 
diesen Konflikt zu lösen, müssen zwingend Annahmen getroffen werden, 
was in Abbildung 73 dargestellt ist.  
Gerät 
K
o
n
fl
ik
t?
 
visuell Nein 
akustisch Ja 
Abbildung 73. Geräte stehen (teilweise) miteinander in Konflikt, hier 
am Beispiel des Radios [28] und des Fernsehers [25]. Teilweise be-
deutet, dass beide einen akustischen Service anbieten (Konflikt), der 
Fernseher aber allein ein visuelles Signal (kein Konflikt). Je nach In-
terpretation können beide aktiviert bleiben, oder auch nicht. 
Wenn man dem Prinzip des Energiesparens (Variante 1) den Vorrang ein-
räumt, wird eines der Geräte aus Abbildung 73 abgeschaltet werden. Damit 
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ist der akustische Konflikt durch Ausschluss gelöst, allerdings unter Verlust 
der visuellen Informationen. Als Alternative dazu kann die Informations-
dichte (Variante 2) im Vordergrund stehen, womit beide Geräte eingeschal-
tet bleiben würden. Damit ist der Konflikt nicht gelöst, die maximal mögli-
che Information steht allerdings zur Verfügung. Damit ergeben sich insge-
samt drei wesentliche Strategien, um den Konflikt aufzulösen.  
Strategie Vorteil(e) Nachteil(e) 
Das zeitlich zuerst 
eingeschaltete Ge-
rät wird als erstes 
abgeschaltet, womit 
nur der aktuell ent-
stehende Konflikt 
gelöst wird 
Intuitiv dem menschli-
chen Handeln nach-
empfunden, da der 
jüngste Wille als aktu-
eller interpretiert wer-
den kann (vgl. Diskon-
tierung im Q-Learning) 
Nur vom menschlichen 
Denken abgeleitet (kei-
ne zwingende Beach-
tung von Energiesparen 
und Informationsdichte) 
Alle in Konflikt 
stehenden Services 
werden durch Ab-
schaltung beseitigt 
Maximale Energieein-
sparung  
Gewünschte Services 
können verloren gehen 
(geringe Energiedichte) 
Maximalen Nut-
zerservice bieten, 
indem keine Kon-
flikte gelöst werden 
und keine Abschal-
tung erfolgt  
Nutzer erhält immer 
die Dienstleistung, die 
er wünscht 
Kein Mehrwert durch 
den Einsatz von EN-
KOS ( Medienüber-
schwemmung)  
Tabelle 15. Strategien zum Umgang mit Konflikten bezüglich der Gerätesteuerungen. 
Aus den vorgestellten Strategien aus Tabelle 15 wird ersichtlich, dass das 
Ziel der Energieminimierung hier keinesfalls dem Ziel der Komfortmaxi-
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mierung widerspricht, sondern die Vermeidung der Medienüberschwem-
mung auch den Komfort für den Nutzer steigert.  
Um zu entscheiden, welches Gerät im Konfliktfall abgeschaltet wird, wurde 
sich dafür entschieden, das zuletzt eingeschaltete Gerät als jüngsten Anwen-
derwunsch zu interpretieren und alle anderen, damit konkurrierenden Geräte 
zu deaktivieren. Dabei wird zunächst ausgeblendet, dass ein abgeschaltetes 
Gerät nebenbei einen weiteren, nicht in Konkurrenz stehenden Service, 
ebenfalls nicht mehr zur Verfügung stellt. Damit sind die zweite und danach 
das erste Prinzip in Tabelle 15 
Als Umsetzung wurden als Methode ebenfalls – wie in Abbildung 65 bereits 
gezeigt – die Regeln der Wissensbasis entsprechend modifiziert. Damit wird 
auch diese Methode analytisch integriert. In der Simulation selbst ist das 
Einsparpotential, das damit erreicht wird, gezeigt. Dabei wurden wiederum 
fünf Simulationen von jeweils 10 aufeinander folgenden Jahren durchge-
führt und dabei sowohl die Widerspruchsunterdrückung aktiviert als auch 
deaktiviert. Alle anderen Simulationsparameter sind gleich und sind als 
Standard angenommen.  
Die Simulationsergebnisse sind in Abbildung 74 dargestellt. Es stellen wie-
derum die rote und die grüne Kurve jeweils die deaktivierte und die aktivier-
te Widerspruchsunterdrückung dar. Es ergibt sich ein Einsparpotential von 
ΔfENKOS = 2,03, wenn die Widerspruchsunterdrückung eingeschaltet wird. 
Auch hier ist der Effekt nicht allzu groß, trotzdem ist in acht von zehn simu-
lierten Jahren eine Verbesserung des Zielfunktionswerts messbar.  
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Abbildung 74. Energieeinsparpotential mit der Widerspruchsunterdrückung. 
6.4.4 Zusammenfassung der Methoden zur Energieminimierung 
Um den Einfluss aller Methoden zur Energieminimierung im Haushalt zu 
messen, wurden umfangreiche Simulationen durchgeführt, bei denen einzel-
ne Methoden ein- und ausgeschaltet wurden. Als Resultat, das in Tabelle 16 
dargestellt ist, hat in der Simulationsumgebung die Nichtanwesenheitser-
kennung den größten Einfluss auf fENKOS, während die Servicesubstitution 
sowie die Widerspruchsunterdrückung für sich genommen nicht allzu viel 
Verbesserungen bringen. Die Kombination von Nichtanwesenheit und Sub-
stitution ist dabei sogar erfolgreicher als alle drei Methoden gemeinsam.  
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Ver-
suchs
reihe 
Methoden 
fEnkos ΔfEnkosAnwesen-
heitser-
kennung 
Service-
substi-
tution  
Wider-
spruchs- 
unterdrü-
ckung 
1 952,09 ± 1,11 0,00 
2 953,62 ± 1,16 1,53 
3 952,67 ± 2,90 0,58 
4 952,23 ± 0,94 0,14 
5 954,36 ± 1,88 2,27 
6 954,12 ± 1,62 2,03 
Tabelle 16. Zusammenfassung der Zielfunktionswerte für die einzelnen Methoden zur 
Energieminimierung. Die grün ausgefüllten Felder markieren den eingeschalteten Zu-
stand der jeweiligen Methode, während in der letzten Spalte die Verbesserung des 
Zielfunktionswerts infolge der Aktivierung bzw. Deaktivierung einzelner Funktionen 
quantifiziert wird.  
Mit Vorsicht zu genießen sind die absoluten, arithmetischen Mittelwerte der 
Messreihen, da die Standardabweichung teilweise die errechneten Differen-
zen zwischen den Versuchsreihen ausfüllt. Trotzdem ist die Tendenz sicht-
bar, dass ein verstärkter Einsatz der analytischen Methoden den Wert der 
Zielfunktion steigert. 
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7 Einfluss verschiedener Modellparameter auf 
den simulierten Zielfunktionswert  
7.1 Einfluss der Lernrate  
Während im Kapitel 6 bereits der Einfluss der analytischen Methoden auf 
den simulierten Zielfunktionswert gezeigt wurde, werden in diesem Ab-
schnitt verschiedene Lernraten auf ihre Verbesserung auf das Ergebnis hin 
bewertet. Im Abbildung 75 sind die Zielfunktionswerte in Abhängigkeit ver-
schiedener Lernraten im Bereich β = [1 … 5] % über 10 Jahre simuliert 
worden. Dabei ist zu erkennen, dass die Streuung etwa gleich groß ist bei 
jeder Lernrate, sich jedoch qualitativ für kleinere Lernraten größere Ziel-
funktionswerte ergeben.  
 
 
Abbildung 75. Einfluss unterschiedlicher Lernraten β auf den Zielfunktionswert (Simu-
lation von zehn aufeinanderfolgenden Jahren). 
 
Dieser Zusammenhang ist in  Tabelle 17 dargestellt. Dabei ist erkennbar, 
dass das beste Ergebnis bei β = 2 % erzielt wurde. Alle anderen Parameter 
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wurden dabei konstant gelassen, womit nach der Einfaktormethode gearbei-
tet wurde [99]. Diese Methode bietet sich in diesem Fall an, da die Anzahl 
der zu messenden Parameter übersichtlich ist und bislang keine Erfahrungen 
über ähnliche Systeme bestehen. Deshalb werden auf diesem Weg grund-
sätzliche Zusammenhänge ermittelt.  
 
Lernrate 
 β in [%] 
fENKOS 
Mittelwert  
± Standardabweichung  
Differenz zum besten 
Wert  
1 952,0 ± 2,0 0,5 
2 952,5 ± 1,4 0,0 
3 951,2 ± 1,2 1,3 
4 951,5 ± 1,5 1,0 
5 951,4 ± 1,1 1,1 
Tabelle 17. Durchschnittswerte der Zielfunktion fENKOS in Abhängigkeit von der 
Lernrate β. Für die Lernrate von 2 % ergibt sich der größte Wert der Zielfunktion. 
 
Der Zusammenhang zwischen Lernrate und Zielfunktionswert ist in Abbil-
dung 76 dargestellt. Hierbei ist die Tendenz, dass der Zielfunktionswert bei 
zunehmender Lernrate (ab β = 2 %) abnimmt.  
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Abbildung 76. Zielfunktionswert in Abhängigkeit unterschiedlicher Lernraten. 
 
Die Hauptwirkung der Lernrate auf den Zielfunktionswert beträgt damit 1,3 
(maximale Abweichung) im gegebenen Wertebereich.  
 
7.2 Einfluss der Mutationsrate   
Ein wesentlicher Parameter des Genetischen Algorithmus ist die Mutations-
rate, mit der zufällig neue Zustände im Situationsraum durchsucht werden. 
In Abbildung 77 sind verschiedene Zielfunktionswerte für 10 aufeinander-
folgende Jahre simuliert und für verschiedene Mutationsraten dargestellt. 
Hier ist bereits ersichtlich, dass die Mutationsrate von 1 % die bei jedem 
einzelnen Jahr die schlechtesten Ergebnisse liefert. Dabei wird scheinbar die 
Umwelt nur unzureichend nach unbekannten Bereichen durchsucht.  
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Abbildung 77. Einfluss unterschiedlicher Mutationsraten auf den Zielfunktionswert (Si-
mulationszeit: 10 Jahre). 
 
Die Durchschnittswerte abhängig von der Mutationsrate sind in der Tabelle 
18 dargestellt. Während der größte Wert für µMut = 5 % erreicht wird, ist bei 
einer Mutationsrate von µMut = 1 % der kleinste Zielfunktionswert sichtbar. 
Bemerkenswert ist ebenfalls die Abnahme der Standardabweichung bei zu-
nehmenden Mutationsraten, was als zunehmende Sättigung des Systems be-
züglich dieses Parameters interpretiert werden kann.  
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Mutationsrate 
µMut in [%] 
fENKOS 
Mittelwert 
± Standardabweichung  
Differenz zum  
besten Wert  
1 950,9 ± 2,4 13,4 
2 959,7 ± 1,1 4,6 
3 961,2 ± 1,3 3,1 
4 962,8 ± 0,7 1,5 
5 964,3 ± 0,5 0,0 
6 963,6 ± 0,5 0,7 
Tabelle 18. Durchschnittswerte der Zielfunktion fENKOS in Abhängigkeit 
von der Mutationsrate µMut (größter Wert bei 5 %). 
 
 
Abbildung 78. Zielfunktionswert in Abhängigkeit unterschiedlicher Mutationsraten 
(Darstellung Mittelwert sowie Konfidenzintervall nach jeweils 10 Jahren). 
 
Mut 
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Die Abhängigkeit des Zielfunktionswerts von unterschiedlichen Mutations-
raten im Bereich von 1 … 6 % ist in Abbildung 78 visualisiert.  
Der Einfluss der Mutationsrate auf das Ergebnis ist, im Gegensatz zur 
Lernrate, deutlich größer. Zwischen µMut = 1 % und µMut = 6 % liegt eine 
Differenz des Mittelwerts von 13,4.  
 
7.3 Einfluss der Generalisierungsrate  
Im nächsten Schritt ist der Wert der Zielfunktion in Abhängigkeit von der 
Generalisierungsrate gezeigt. 
 
 
Abbildung 79. Einfluss unterschiedlicher Mutationsraten auf den Zielfunktionswert (Si-
mulationszeit: 10 Jahre). 
 
Hier zeigt sich in Abbildung 79 eindeutig das beste Ergebnis bei einer Gene-
ralisierungsrate von 1 %. Das bedeutet, dass die Wissensbasis sich eher all-
mählich verdichten soll, da sonst eine zu schnelle Blockbildung einsetzt. 
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Desweiteren wird mit einem Durchschnittswert von fENKOS = 951,7 ein sehr 
großer Wert erreicht.  
 
Generalisierungsrate 
µGen in [%] 
fENKOS 
Mittelwert  
± Standardabweichung  
Differenz zum  
besten Wert  
1 951,7 ± 1,24 0,0 
2 892,7 ± 10,14 59,0 
3 896,8 ± 6,89 54,9 
4 887,4 ± 9,40 64,3 
5 886,8 ± 6,76 64,9 
6 890,4 ± 4,33 61,4 
Tabelle 19. Durchschnittswerte der Zielfunktion fENKOS in Abhängigkeit von der 
Generalisierungsrate µGen (größter Wert bei 1 % ). 
 
Während im ersten Jahr die Zielfunktionswerte für alle Generalisierungsra-
ten größer als 1 % noch schlecht sind, werden diese allmählich besser. Da 
allerdings bei 1 % ein gleichbleibend großer Wert erreicht wird, ist auch 
keine dynamische Anpassung sinnvoll (vgl. Abbildung 80).  
Hier beträgt der Einfluss auf den Zielfunktionswert zwischen dem am 
schlechtesten und am besten gewählten Parameter 64,9 im Definitionsbe-
reich von 1 bis 6 %.  
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Abbildung 80. Zielfunktionswert bei unterschiedlichen Generalisierungsraten (Darstel-
lung Mittelwert sowie des Konfidenzintervall nach jeweils 5 Messreihen mit 10 Jahren). 
 
 
7.4 Einfluss der Generalisierungsrate der Lichtstärke  
Im Unterschied zur Generalisierungsrate der einzelnen Bits beschreibt die 
Generalisierungsrate für die Lichtstärke µGen,Licht die Wahrscheinlichkeit, 
dass der erfasste Bereich der Lichtstärke erweitert wird. Das bedeutet, dass 
die Bedingung, wenn alle anderen Parameter gleich bleiben, zu einem grö-
ßeren Lichtstärkenbereich passt.  
Wie in Abbildung 81 und Abbildung 82 ersichtlich ist, hat dieser Parameter 
kaum Einfluss auf den Zielfunktionswert fENKOS. Trotzdem ist die leichte 
Tendenz erkennbar, dass eine Zunahme der Generalisierungsrate zu einer 
Verschlechterung der Leistungsfähigkeit des Systems führt. Der beste Wert 
ergibt sich für die kleinste Generalisierungsrate von µGen,Licht = 0 %, was der 
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Deaktivierung dieser Funktion entspricht. Das bedeutet, dass die Generali-
sierung dieses Teils der Regeln nicht sinnvoll ist.  
 
 
Abbildung 81. Zielfunktionswert in Abhängigkeit unterschiedlicher Generalisierungsra-
ten der Lichtstärke µGen,Licht über 10 simulierte Jahre. 
 
Im Gegensatz zur allgemeinen Generalisierungsrate werden die Intervalle 
zum einen in 5 %-Schritten gewählt und beginnen zum anderen bei 0 %. 
Hintergrund ist, dass diese Art der Generalisierung von reellwertigen Berei-
chen in dieser Art in der Literatur nicht gefunden wurde. Deshalb soll ein 
größerer Bereich durchsucht werden, aber auch eine völlige Deaktivierung 
(= 0 %) möglich sein.  
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Generalisierungsrate 
µGen,Licht in [%] 
fENKOS 
Mittelwert  
± Standardabweichung 
Differenz zum  
besten Wert  
0 956,4 ± 1,86 0,0 
5 953,3 ± 1,70 3,1 
10 951,4 ± 2,00 5,0 
15 951,7 ± 2,23 4,7 
20 951,8 ± 1,84 4,5 
25 951,1 ± 2,03 5,3 
30 950,0 ± 1,67 6,4 
Tabelle 20. Durchschnittswerte der Zielfunktion fENKOS in Abhängigkeit von der Ge-
neralisierungsrate der Lichtstärke µGen,Licht. Für die grün hinterlegte Generalisierungs-
rate von 0 % ergibt sich der größte Wert der Zielfunktion.  
 
 
 
Abbildung 82. Zielfunktionswert in Abhängigkeit unterschiedlicher Generalisierungsra-
ten der Lichtstärke µGen,Licht (Darstellung des Mittelwerts sowie des Konfidenzintervalls 
nach jeweils 5 Messreihen mit 10 Jahren). 
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Tatsächlich zeigt sich das beste Ergebnis, wenn die Möglichkeit, den Licht-
stärkebereich für Regeln zu erweitern, ausgeschaltet wird, wie in Tabelle 20 
 
7.5 Einfluss der Generalisierung des Uhrzeitbereichs  
Im nächsten Schritt wird Zielfunktionswert in Bezug auf den Uhrzeitbereich, 
der ebenfalls reellwertig implementiert wird, ermittelt.  
 
 
Abbildung 83. Simulation verschiedener Generalisierungsraten (Uhrzeit) für 10 Jahre. 
 
In der Simulation, die in Abbildung 83 gezeigt ist, gibt es zunächst keine 
eindeutig dominierende Generalisierungsrate des Uhrzeitbereichs. Damit ist 
– im Gegensatz zur Lichtstärke – die Integration dieser Funktion durchaus 
berechtigt.  
Bei einem Wert von µGen,Uhrzeit = 20 % ergibt sich der größte Wert der Ziel-
funktion. Da die größte Differenz allerdings nur 1,5 ist und damit kleiner als 
die geringste Streuung, ist das Ergebnis mit Vorsicht zu genießen (vgl. Ab-
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bildung 84). Der Einfluss dieses Parameters auf die Zielfunktion ist sehr ge-
ring und sollte zukünftig außer Acht gelassen werden.  
Damit ist auch dieser Parameter nicht erheblich für die Steigerung des Werts 
der Zielfunktion fENKOS.  
 
Generalisierungsrate 
µGen,Uhrzeit in [%] 
fENKOS 
Mittelwert  
± Standardabweichung 
Differenz zum  
besten Wert  
0 951,4 ± 1,9 1,5 
5 952,2 ± 2,4 0,7 
10 951,8 ± 1,7 1,2 
15 951,7 ± 2,6 1,2 
20 952,9 ± 1,6 0,0 
25 952,8 ± 1,6 0,1 
30 951,6 ± 1,3 1,3 
Tabelle 21. Durchschnittswerte der Zielfunktion fENKOS in Abhängigkeit von der 
Generalisierungsrate der Uhrzeit µGen,Uhrzeit. Für die grün hinterlegte Generalisie-
rungsrate von 20 % ergibt sich der größte Wert der Zielfunktion. 
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Abbildung 84. Darstellung von Mittelwert und Standardabweichung des Zielfunktions-
werts in Abhängigkeit von der Generalisierungsrate des Uhrzeitbereichs. Es ist optisch 
gut ersichtlich, dass keine eindeutige Aussage getroffen werden kann, da die Stan-
dardabweichung deutlich größer ist als die Schwankungen des Mittelwerts. 
 
 
7.6 Einfluss der Vergessensrate  
Die Vergessensrate dient dazu, Regeln nach einer bestimmten Zeit zu ver-
lernen. Das ist interessant, um menschliches Verhalten bezüglich abgelegter 
Gewohnheiten nachzubilden. Deshalb wird auch in ENKOS eine Verges-
sensrate als Wahrscheinlichkeit implementiert, eine Regel aus der Wissens-
basis zu entfernen.  
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Abbildung 85. Darstellung verschiedener Vergessensraten von 10 simulierten Jahren. 
 
In Abbildung 85 wird bereits deutlich, dass wiederum die Standardabwei-
chung die Schwankungen der Mittelwerte übersteigt. Also ist ein Vergessen 
der Regeln nicht sinnvoll, sondern vielmehr die permanente Weiterentwick-
lung der Wissensbasis. Auch ist keine eindeutige Tendenz über die Lebens-
dauer der Wissensbasis hinweg erkennbar.  
Da aus Tabelle 22, wie bereits bei vorherigen Parametern, ersichtlich wird, 
dass die Standardabweichung der Messwerte bereits mindestens so groß ist 
wie die Mittelwertschwankung selbst, hat die Vergessensrate keinen Ein-
fluss auf die Maximierung der Zielfunktion (vgl. Abbildung 86). Dieser Pa-
rameter kann bezüglich der gegebenen Aufgabenstellung ignoriert werden.  
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Vergessensrate 
γ in [%] 
fENKOS 
Mittelwert  
± Standardabweichung 
Differenz zum  
besten Wert  
5 951,6 ± 1,8 1,1 
10 952,6 ± 2,8 0,1 
15 952,7 ± 1,7 0,0 
20 951,9 ± 2,4 0,8 
25 951,7 ± 1,8 1,0 
30 952,0 ± 1,6 0,8 
35 950,1 ± 1,7 1,8 
Tabelle 22. Durchschnittswerte der Zielfunktion fENKOS in Abhängigkeit von der 
Vergessensrate. Für die grün hinterlegte Vergessensrate von 15 % ergibt sich der 
größte Wert der Zielfunktion, wobei auch in diesem Fall die kleinste Standardabwei-
chung bereits der Mittelwertschwankung entspricht.  
 
 
 
 
Abbildung 86. Darstellung des Zielfunktionswerts in Abhängigkeit der Vergessensrate. 
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7.7 Bewertung der Einflüsse  
Zusammengefasst haben die Wahl der Mutations- sowie der Generalisie-
rungsrate einen signifikanten Einfluss auf den Wert der Zielfunktion, alle 
anderen Parameter des LCS können ignoriert werden. Die Einflüsse können 
wie folgt für die entsprechend definierten Wertebereiche quantifiziert wer-
den:  
- Die Mutationsrate (µMut) hat im Wertebereich von 1 … 6 % eine Dif-
ferenz beim Zielfunktionswert von 13,4 verursacht, während  
- Die Generalisierungsrate (µGen) im Wertebereich 1 … 6 % sogar zu 
einer Differenz von 64,9 geführt hat.  
Damit ist nachgewiesen, dass diese beiden Parameter wichtig sind für die 
Optimierung von ENKOS. Desweiteren ist wichtig, dass der Einsatz von 
ENKOS den Komfort für die Nutzer in der simulierten Wohnung gegenüber 
dem Nichteinsatz des Systems steigert.  
Im Bereich der Methoden zur Energieminimierung sind die Erkennung der 
Nichtanwesenheit von Nutzern sowie die Substitution von Services aus-
sichtsreiche Funktionen in ENKOS, wobei der Einfluss auf die Zielfunktion 
um den Faktor 10 reduziert ist.  
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8 Ausblick  
Da in der vorliegenden Arbeit mit der Symbiose von Methoden der Künstli-
chen Intelligenz und dem großen Anwendungsgebiet des „Smart Home“ ein 
recht junges Forschungsgebiet näher untersucht wurde, sind in jeder Rich-
tung weitere, intensive Untersuchungen denkbar. Davon sollen nachfolgend 
einige aussichtsreiche in Bezug auf konkrete Anwendungen aufgezeigt wer-
den.  
Aus psychologischer Sicht werden Menschen, deren Verhalten durch das 
System gelernt wird, und ENKOS selbst getrennt aufgefasst. Dabei dienen 
die Menschen als Lehrer, deren Verhalten durch ENKOS nachgeahmt soll. 
Tatsächlich ist es aber durchaus denkbar, dass auch eine Rückkopplung in 
die andere Richtung erfolgen kann. Das bedeutet, dass auch ENKOS die 
Menschen in seiner Umgebung durch gezielte Steuerstrategien beeinflussen 
kann. Beispielsweise ist eine Modellierung menschlichen Verhaltens durch 
das System denkbar, um etwa Energie zu sparen.  
Desweiteren wurden Learning Classifier Systems als Werkzeug und mit 
analytischen Methoden kombiniert eingesetzt, um das Verhalten zu lernen. 
Dennoch existiert eine Vielzahl an weiteren möglichen Kombinationen, um 
menschliches Verhalten auf abstrakteren Ebenen zu lernen. Denkbar ist der 
verworfene Neuronale Netz-Ansatz, wenn er entsprechend erweitert und 
beispielsweise für die Darstellung einzelner Teile einer Regel verwendet 
wird. Auch eine Kombination mit Fuzzy-Methoden ist gut denkbar, wobei 
die Komplexität damit weiter gesteigert wird.  
Im Rahmen der zunehmenden Vernetzung der Geräte, die die Menschen 
permanent in deren Alltag umgeben, sowie des Internets der Dinge ist ein 
Austausch von Verhaltensmustern genauso denkbar wie die Anwendung 
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einer Lernphase zur Programmierung scheinbar nicht lernfähiger Systeme. 
Als Resultat könnte ein Geschäftsmodell im Handel mit Nutzerprofilen für 
bisherige Smart Home-Systeme entstehen, die dann durch Verhaltensadapti-
on deutlich aufgewertet würden. Je nach Nutzergruppe wären weitere Gene-
ralisierungen möglich, auch der Vergleich verschiedener typischer Anwen-
dungsgruppen oder gar die Einteilung in Reifegrade beim Energiesparen. 
Das wäre zum Beispiel sinnvoll, wenn mit zunehmendem Reifegrad der 
Nutzerwunsch permanent stärker Beachtung findet.  
Desweiteren sollten Musterhaushalte gezielt mit Algorithmen ausgestattet 
werden, die die Tauglichkeit in der Praxis nachweisen. Hier wäre eine Ver-
bindung mit den Haushalten von DigitalStrom sehr interessant. Denn dort ist 
bereits die Hardware in normale und repräsentative Wohnungen installiert 
und erste Ansätze der Erweiterung mit Algorithmen sind ebenfalls geplant. 
Das bedeutet, dass die Implementierung der dafür nötigen Schnittstelle oh-
nehin vorangetrieben wird und bereits die Nutzerakzeptanz gegeben ist.  
Desweiteren ist ein deutscher Standardhaushalt erstellt worden, der in Nor-
men für Smart Home-Systeme übernommen werden könnte. Damit ließe 
sich ein Wirkungsgrad bestehender Systeme messen und für neue fordern. 
Außerdem wird das Thema der Netzstabilität im Rahmen der Energiewende 
immer wichtiger. Auch hier könnte eine Weiterentwicklung von ENKOS 
erfolgen, um mit Hilfe einer zentralen Steuerung ein Demand-Side-
Management so umzusetzen, damit Geräte in bestimmte Verbrauchsmodi 
gefahren werden, wenn beispielsweise keine Person anwesend ist. So könnte 
der Stromverbrauch auch künstlich hochgetrieben werden, wenn zu viel 
Wind weht und die Sonne gleichzeitig stark scheint. Dann wäre ein dynami-
scher Ausgleich der Netzunter- oder –überlast denkbar.  
 214 
  
Anlage A – Definition Kommunikationsprotokoll   
 
 
Abbildung 87. Ein Kommunikationswort zwischen dem PC und den Mikrocontrollern 
besteht aus einer Anzahl von Bytes, die sowohl die Art der Übertragung (Protokoll), den 
Absender und Empfänger, als auch die Datenbytes beinhaltet. 
 
 
0xF0 0xA0 
Art der Übertragung 
Empfänger 
Sender 
0xB0 0xBA 
Startbyte 
0xXX … 0xXX 
n Datenbytes 
0xAB 
Abschlussbyte 
Legende:  
 
Inhalt statisch 
 
Inhalt dynamisch (s. u.) 
 
Länge statisch  
 
Länge dynamisch  
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Anlage B – Kommunikationsdiagramm ENKOS/ 
Treiberapplikation   
 
 
 
Abbildung 88. Kommunikationsablauf zwischen Treiber (Excel) und ENKOS (C++-
Anwendung). 
 
 
 
 216 
Anlage C – Neuronale Netze    
Eine Methode, die häufig im Rahmen maschinellen Lernens eingesetzt wird, 
sind die Künstlichen Neuronalen Netze. Sie können als überwachte, bestär-
kende oder unüberwachte Methode genutzt werden. Dabei dienen das 
menschliche Gehirn und das Rückenmark, also biologische Neuronale Net-
ze, als Vorbild. Eingesetzt wird diese Technik der Modellbildung vorrangig 
bei einer nicht linear beschreibbaren Umwelt, wie beispielsweise komplexen 
Regelungen, von denen verhältnismäßig wenige Informationen über interne 
Prozesse bekannt sind. Auch bei psychologischen Entscheidungsprozessen 
ist, wie später gezeigt wird, nur ein Bruchteil der Informationen nach außen 
sichtbar, sodass künstliche Neuronale Netze als Modellansatz prinzipiell 
auch hier in Frage kommen und deshalb hier näher erläutert werden.   
Die ersten Neuronalen Netze wurden von Warren McCulloch und Walter 
Pitts 1943 entwickelt und waren eher wissenschaftlicher Natur, um zu erfor-
schen, ob der Mensch mit diesem einfachen Modell seines Gehirns über-
haupt einfache turingberechenbare Funktionen berechnen kann [83]. Das 
war der Fall, weil durch eine schrittweise, mathematisch exakt erfassbare 
Abfolge von einfachen Algorithmen ein aktueller Zustand eindeutig in einen 
Zielzustand überführt worden konnte.  
In der Informatik hat man Künstliche Neuronale Netze weiterentwickelt, 
nicht mehr, um das menschliche Denken zu verstehen (wie im psychologi-
schen Teilforschungsgebiet), sondern weil vielmehr die Vorteile dieser hy-
perparallelen Informationsverarbeitung sichtbar wurden [124]. Gerade die 
enormen Fortschritte bei der Rechentechnik ließen die Vorteile dieser Art 
der Datenverarbeitung hervorheben.  
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Der Aufbau einer Zelle leitet sich jedoch nach wie vor aus dem biologischen 
Vorbild, das in Abbildung 89 gezeigt ist, ab. Es erhält eine Nervenzelle 
(Zellkörper, oder Neuron) über seine Dendriten (Zelleingänge) bestimmte 
Informationen in Form elektrischer Kleinströme im Mikroamperebereich.  
 
 
 
Abbildung 89. Biologisches Vorbild eines künstlichen Neuronalen Netzes [67]. 
 
Die zu einem gesamten Signal über alle Eingänge aufsummierte Stromstärke 
fließt in die Entscheidung darüber, welche Ausgangsinformation über das 
Axon (Nervenfaser) generiert wird, direkt ein. Diese Entscheidung wiede-
rum wird durch eine Verbindung an durchschnittlich 14.000 andere Neuro-
nen verteilt. Maximal sind im menschlichen Gehirn jeweils 200.000 Ein- 
und Ausgänge pro Zelle möglich [110].  
Die Nachbildung dieser biologischen Zelle ist in Abbildung 90 gezeigt. 
Auch hier werden im ersten Schritt die j mit w1 … wj gewichteten Ein-
gangswerte aufsummiert (69) und das Resultat anschließend mit Hilfe einer 
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Aktivierungsfunktion sowie einer Ausgangsfunktion als Neuronenausgang 
yσ berechnet.   
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Abbildung 90. Nachbildung der biologischen Zelle im Neuronalen Netz 
(eigene Darstellung nach [103]). 
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Typischerweise wird eine sigmoide Aktivierungsfunktion gewählt. Aus die-
ser Klasse von mathematischen Funktionen werden in der Regel entweder 
die logistische Funktion (70a) oder der Tangens Hyperbolicus (70b) ausge-
wählt (vgl. Abbildung 91). Beide Funktionen sind an allen Stellen stetig und 
differenzierbar, was wichtig für die Anwendung des Backpropagationalgo-
rithmus ist.  
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Die Wahl der Funktion richtet sich nach der Aufgabenstellung, für viele 
Probleme jedoch sind die genannten Funktionen zielführend.  
 
 
Abbildung 91. Visualisierung der Sigmoidfunktionen „Logistische Funktion“ und „Tan-
gens Hyperbolicus“. 
 
Bei der Ausgangsfunktion wird normalerweise die Identitätsfunktion, wie in 
(71) gezeigt, benutzt [103], die in den meisten Anwendungen die besten Re-
sultate erzielt und einfach zu handhaben ist, während wenige Literaturstellen 
für spezielle Anwendungen eine Schwellenwertfunktion empfehlen [101]. 
Sowohl die Gewichtungs- als auch die Aktivierungsfunktion sind in der Re-
gel fest im Netzwerk als Parameter verankert [66], sodass keine Änderung 
im laufenden Lernprozess erfolgt.  
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xy   (71) 
 
Die etwa 100 Milliarden Neuronen im menschlichen Gehirn machen dieses 
so leistungsfähig, dass bis heute eine rechentechnische Nachbildung noch 
nicht möglich ist. Das erste Modell eines künstlichen, und damit rechnerba-
sierten Netzwerks aus Neuronen geht auf Frank Rosenblatt zurück und wird 
als „Perzeptron“ bezeichnet [36], das die Grundlage vieler heute verwende-
ter Topologien bildet.  
 
 
Abbildung 92. Ein Perzeptron [120]. 
 
Dieses ist in Abbildung 92 mit einer Hiddenschicht dargestellt und besteht 
damit aus m Eingabeneuronen (x1 … xm), die die Eingangsschicht X bilden. 
Diese sind mit dem Neuronen der Hiddenschicht H (durch die Integration 
von Hiddenschichten wird das Perzeptron zum Multi-Layer-Perzeptron, 
MLP [97]), die nach außen nicht sichtbar ist, über die jeweiligen Gewichte 
… xm x1 
h11 h1j 
y1 yn 
… 
… Ausgangsschicht (Y) 
Hiddenschicht(en) (H) 
Eingangsschicht (X) 
Gewichte zwischen Eingangs- und 
unterster Hiddenschicht (w) 
Gewichte zwischen Hidden- und 
Ausgangsschicht (w‘) 
w11 
w1j 
wm1 
wmj 
w’11 
w’1n 
w’j1 
w’jn 
 221 
w11 … wmj verbunden, wobei der erste Index die Nummer des Eingangs- und 
der zweite Index die Nummer des Hiddenneurons abbildet.  
Das menschliche Lernen selbst spiegelt sich im biologischen neuronalen 
Netz in der Veränderung der Synapsen zwischen zwei Neuronen wieder, 
sodass in den Werten dieser Verbindungen das eigentliche Wissen gespei-
chert ist. An diesen werden aufgrund einer biochemischen Reaktion die 
Neurotransmitter freigesetzt, die durch die Axone transportiert werden. Die-
se Neurotransmitter können dabei hemmend (inhibitorisch) oder verstärkend 
(exzitatorisch) sein, also die elektrische Ladung zu großer oder kleiner Gel-
tung im aufnehmenden Neuron kommen lassen. Außerdem wird die Größe 
der Synapsen, die Verbindungsstellen zwischen Axonen und Neuronen, 
während des Lernprozesses verändert sowie Axone generiert (Herstellung 
eines Zusammenhangs) oder zerstört (kein Zusammenhang im menschlichen 
Denken) [110].  
Über die Gewichte w’11 … w’jn sind die Hiddenneuronen wiederum mit den 
n Neuronen der Ausgangsschicht Y, und zwar y1 … yn verbunden. Um später 
einfacher Zusammenhänge bei den Lernverfahren zu erläutern, wird die Ge-
samtheit aller Gewichte als Matrix W definiert (als Beispiel für ein Netz-
werk ohne Hiddenschichten lt. Abbildung 92 in (72) gezeigt), wobei in die-
sem Fall der Betrag ||W|| als Anzahl der skalaren Elemente in W bezeichnet 
wird [105].  
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

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ww
ww
W  (72) 
 
Damit ist in Abbildung 92, sofern m, j und n definiert sind, eine vollständige 
Topologie für ein künstliches Neuronales Netz gezeigt. Eingangs- und Aus-
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gangsschicht sind dabei die Schnittstellen zur Anwendung, sodass meistens 
die Eingangsneuronen Sensorinformationen oder Anwenderaktionen auf-
nehmen. Die Ausgangsneuronen stellen oftmals Steuersignale oder System-
status dar.  
Die Zusammenfassung der Neuronen zu Schichten wird in den meisten To-
pologien vorgenommen, wobei Neuronen einer Schicht gleichartige Aufga-
ben hinsichtlich der mathematischen Interpretation des Netzes übernehmen. 
Das Hinzufügen bzw. Weglassen ganzer Schichten entspricht der Modifika-
tion der Ordnung des gesamten Modells [46] [86]. 
Die Gewichte als eigentliche Träger der Modellinformation werden während 
des Lernprozesses durch einen entsprechenden Lernalgorithmus, in der Re-
gel Backpropagation [110] [120] [66], adaptiert, indem der durch das Netz 
generierte Ausgangsvektor  )(),...,()( n1a tytyty   mit dem Sollvektor 
 )(ˆ),...,(ˆ)(ˆ n1a tytyty   während jedes einzelnen Lernschritts verglichen wird. 
Dabei kommt es (im nicht perfekten Modell) zu einer Differenz, dem Fehler 
ENetz(t), der als skalarer Wert den Lernfortschritt dokumentiert und norma-
lerweise gegen einen Grenzwert ENetz* konvergiert. Dieser Fehler soll für 
alle vorliegenden Datensätze d = [1 … N] minimiert werden. In (73) ist die 
Berechnung anhand der Fehlerquadratsumme über alle einzelnen Ausgabe-
neuronen und alle vorliegenden Datensätze gezeigt (der Faktor 1/2 erleich-
tert lediglich die Ableitung der Funktion, hat aber auf das Ergebnis an sich 
keinen Einfluss). Andere Definitionen von Fehlern sind dabei auch möglich, 
je nach Anwendung.  
 
2
aaNetz ))()((
2
1
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Je nach Problemstellung kann ein Netzwerk vorwärts- oder rückwärtsgerich-
tet Informationen verarbeiten. Während die Vorwärtsrichtung (Feed-
Forward, FF) einem azyklischen
30
 Graphen entspricht [147] und beispiels-
weise für Klassifikationsprobleme eingesetzt werden kann, eignen sich 
rückwärtsgerichtete Netze (Feed-Backward, FB) eher zyklischen Problem-
stellungen.  
Weiterhin wird unterschieden zwischen vollverketteten (alle Neuronen einer 
Schicht sind mit allen Neuronen der darüber- bzw. darunterliegenden 
Schicht durch Gewichte verbunden) oder teilverketteten Netzwerken, wobei 
eine teilweise Verkettung auch ein Sonderfall darstellen kann, wenn einige 
Gewichte während des Lernens unter einen bestimmten Wert fallen und da-
mit vernachlässigbar sind.  
Während der Lernphase selbst werden dem Netzwerk eine Anzahl von Trai-
ningsdatensätzen N, die aus allen verfügbaren Datensätzen N+M ausgewählt 
werden, als Trainingsmenge N nacheinander präsentiert. Erfahrungsgemäß 
werden am besten zwei Drittel zufällig ausgewählt, wobei wichtig ist, dass 
die Datensätze ein repräsentatives Abbild des Zustandsraums sind. Dabei 
wird das Netz mit jedem Eingangsdatensatz l aus N beaufschlagt und die 
Werte der Ausgabeneuronen berechnet (zur Initialisierung werden zufällige 
Gewichte benutzt, womit die Ausgabe ya(l) des Netzes sehr vom Sollwert 
abweichen wird). Anschließend wird der Netzwerkfehler über alle zur Ver-
fügung stehenden Sätze mit Hilfe von (73) berechnet.  
Als letzter Schritt eines jeden Trainingsdatensatzes wird der berechnete Feh-
ler ENetz(t) „rückpropagiert“, um die Gewichte des Netzes so anzupassen, 
                                                 
30
 In einem azyklischen Graphen fließen die Informationen nicht zwangsläufig von links 
nach rechts, sondern auch ggf. in die andere Richtung.  
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dass mit dem Netz eine bessere Abbildung des gelernten Datensatzes er-
folgt. Dabei wird davon ausgegangen, dass die Fehlerfunktion jedes Neu-
rons im Netzwerk durch die Aktivierungsfunktion abhängig von dessen Ein-
gangswerten ausgedrückt werden kann und die Fehlerfunktion des gesamten 
Netzwerks als Funktion abhängig von allen Neuronen. Diese besitzt ein Mi-
nimum, bei dem eine bestimmte Netzkonfiguration zu einer minimalen Ab-
weichung zwischen Soll- und Istausgangswerten führt. Das mathematisch 
mittels der ersten partiellen Ableitungen der Netzfehlerfunktion ENetz(t) nach 
allen Netzgewichten wij, wie in (74a) dargestellt ist, ermittelt werden [104]. 
Dabei ist yσ der Ausgabewert des Neurons und δij der Propagierungsfehler, 
also die Differenz des aktuellen zum gewünschten Ausgabewert des Neu-
rons.  
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(74b) 
 
Anschließend kann mithilfe einer Lernrate η in (74b) das Gradientenab-
stiegsverfahren angewandt werden, um die Gewichte wij so anzupassen, um 
den Netzfehler ENetz(t) zu minimieren. Die Lernrate η selbst wird dabei in 
der Regel zuerst im Bereich η = 0,7, mit fallendem Propagierungsfehlern δij 
jedoch immer kleiner bis in den Bereich η = 0,05 gewählt, um Oszillationen 
nahe des Ziels zu vermeiden.  
Da der Fehler zuerst für die Ausgangsneuronen bekannt ist, wird dieser Al-
gorithmus auch zuerst für diese angewandt. Danach arbeitet er sich von den 
Hiddenneuronen (ausgangsseitig) bis hin zur Eingangsschicht rückwärts 
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durch, bis alle Gewichte entsprechend bearbeitet wurden, um den Netzfehler 
zu minimieren. Am Anfang der Lernphase werden sich die Gewichtswerte 
noch signifikant ändern, wenn diese Änderung nicht mehr spürbar ist (also 
unter einen Schwellwert liegt), wird die Lernphase als abgeschlossen be-
trachtet.  
Aufgrund der biologischen Ähnlichkeit sowie der Möglichkeit der stark 
nichtlinearen Abbildung von Funktionen können künstliche Neuronale Net-
ze als Vorteile hinsichtlich der Problemstellung dieser Arbeit selbstständig 
und adaptiv menschliche Verhaltensweisen, auch aus unvollständigen In-
formationen lernen. Außerdem können sie, ähnlich wie das menschliche 
Gehirn arbeitet, Wissen generalisieren sowie ähnliche Eingangsmuster mit-
einander assoziieren. Sie arbeiten robust gegenüber gewissen Abweichungen 
bei der Anfangstopologie und bilden, ähnliche wie menschliches Verhalten, 
sehr komplexe und miteinander in Wechselwirkung stehende Zusammen-
hänge ab.  
Der größte Nachteil ist, dass das Wissen, das in einem Netz steckt, sehr 
schwer entschlüsselt werden kann. Nach einem abgeschlossenen Lernvor-
gang muss, wenn das überhaupt mit vertretbaren Ressourcen noch möglich 
ist, eine langwierige Auswertung der Gewichtswerte vorgenommen werden. 
Damit ist meist nur eine vergleichende Analyse oder ein Reverse Enginee-
ring-Ansatz möglich. Außerdem kann leicht, wenn das Netzwerk zu groß 
gewählt wurde (d. h. zu viele Hiddenschichten), eine zu große Spezialisie-
rung (Overfitting) bzw. bei einem zu kleinen Netzwerk zu große Generali-
sierung vorkommen (Underfitting). Daneben ist eine sehr große Anzahl von 
repräsentativen Datensätzen nötig, in eigenen Experimenten mehrere zehn-
tausend die manchmal nur schwer gewonnen werden können. Zudem ist ei-
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ne Online-Verarbeitung von Wissen erst bei einem sehr gut trainierten Netz 
möglich, zumal meist die Lern- von der Arbeitsphase getrennt werden.  
 
Netzwerktypen 
 
Generell können Neuronale Netzwerke in verschiedene Netztypen gegliedert 
werden [103], wobei für jeden dieser Typen wiederum bestimmte verschie-
dene Lernregeln, Netzwerktopologien, usw. verwendet werden können. In 
dieser Arbeit sollen vier Typen in Bezug auf die vorliegende Problemstel-
lung betrachtet werden. Weiter oben in diesem Abschnitt wurde bereits der 
einfachste Netzwerktyp dargestellt, um die allgemeinen Gesetzmäßigkeiten 
zu zeigen.  
Das musterassoziative Netz (Pattern Associator) ist lediglich zweischichtig, 
verzichtet also gänzlich auf Hiddenneuronen, wie in Abbildung 93 darge-
stellt. Wie der Name bereits aussagt, wird dieser Netzwerktyp aus der Grup-
pe der Feedforward-Netze in erster Linie zur Mustererkennung genutzt, wo-
bei auch Signalreparaturen oder Generalisierungen von Mustern durchge-
führt werden können. Die Netze sind in der Regel vollvernetzt und vor-
wärtsverbunden.  
Aufgrund der fehlenden Hiddenschichten eignen sie sich zum Belehren des 
Netzes die recht frühen Methoden Deltaregel oder Hebb-Regel. Die Hebb-
Regel entstammt dabei dem biologischen Vorbild Gehirn gemäß dem Motto 
„What fires together, wires together“, was soviel bedeutet, als dass Gewich-
te zwischen Neuronen, die gemeinsam bei einem bestimmten Reiz aktiv 
sind, miteinander stärker verbunden (assoziiert) werden [62].  
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jiij yyw    (75) 
 
Das Hebbsche Lernen (75) kann im Rahmen von überwachten, bestärkenden 
oder unüberwachten Lernmethoden eingesetzt werden.  
 
 
Abbildung 93. Ein musterassoziatives Netz (eigene Darstellung). 
 
Die Deltaregel als alternative Lernregel für diesen Netzwerktyp hingegen ist 
nur als überwachtes Lernen denkbar, da hier der erwartete Ausgangswert iyˆ  
des Neurons i mit dessen wirklichen Ausgangswert yi verglichen, mit dem 
Lernfaktor ε gewichtet und mit dem aktuellen Ausgangswert yi verrechnet 
wird. Das ist in (76) gezeigt.  
 
)ˆ( jjjjjij yyyyw    (76) 
 
Leicht zu erkennen ist, dass das Gewicht zwischen Neuron i und j in Rich-
tung des Fehlers (Abweichung zwischen Ausgabe- und Sollwert) verändert 
wird. Der Lernparameter kann bei beiden Lernverfahren entweder fest vor-
gegeben werden oder während des Lernprozesses in Abhängigkeit vom noch 
… xm x1 
y1 yn … Ausgangsschicht (Y) 
Eingangsschicht (X) 
Gewichte zwischen Ein-
gangs- und Ausgangs-
schicht  
w11 
w1j 
wm1 
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vorhandenen Fehler angepasst werden. Aufgrund der fehlenden Komplexität 
sind diese Netzwerke nicht für den Verhaltenserwerb geeignet.  
Sehr damit verwandt sind kompetetive Netze. Der Aufbau ist prinzipiell der 
gleiche, nur wird als Lernregel ausschließlich Wettbewerbslernen benutzt, 
wobei die Topologie des Problems dem unüberwachten Lernen entspricht. 
Dabei werden die Gewichte anhand (77) aktualisiert und damit dem beauf-
schlagten Eingangsmuster um den Lernfaktor ε ähnlicher gemacht [101].  
 
)( ijjij waw    (77) 
 
Die Anwendungsgebiete liegen dabei ebenfalls vorrangig in der Musterklas-
sifikation, nicht jedoch zur Verhaltensadaption, doch im Gegensatz zum 
musterassoziativen Netz als unüberwachtes Lernverfahren [84]. Desweiteren 
eignet es sich durch sein spezielles Lernverfahren zur Reduzierung von Re-
dundanzen in Signalketten, die wiederum durch weitere Instanzen maschi-
nellen Lernens verarbeitet werden können.  
Eine weitere Modifikation, ebenfalls als Methode unüberwachten Lernens 
eingesetzt, stellen die Kohonennetze dar. Der Unterschied ist die mehrdi-
mensionale Struktur der Ausgangsschicht. Bei der Funktionsapproximation 
oder der grafischen Transformation im Bereich Computergrafik liegen die 
Stärken dieser Netze.  
Eine typische zweidimensionale Ausgabeschicht ist in Abbildung 94 gezeigt 
und geht im Wesentlichen auf Teuvo Kohonen [64] zurück. Sowohl die An-
zahl der Lernschritte als auch die Lernrate und die Dimension des Netzes 
(wie beispielsweise die Anzahl der Ausgabeneuronen) an sich haben ent-
scheidenden Einfluss auf den Erfolg der Modellbildungsaufgabe. Aus die-
sem Grund bedarf es viel Erfahrung, ein Kohonennetz korrekt zu spezifizie-
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ren, der technisch mögliche Wirkungsgrad bei der gegebenen Problemstel-
lung ist jedoch nicht groß genug.   
 
 
Abbildung 94. Darstellung Kohonennetz mit zweidimensionaler Ausgabeschicht [8]. 
 
Liegt eine Problemstellung vor, bei der die Umwelt überwiegend durch zyk-
lische Abläufe oder Gedächtnisanwendungen beschrieben werden kann, 
werden in der Regel rekurrente Netze als Basis für das Modell benutzt. Die-
se sind durch die Anwesenheit von mindestens einer Hiddenschicht sowie 
verschiedene Rückkopplungen charakterisiert, die in Abbildung 95 visuali-
siert sind. Dabei spricht man von einem vollständigen Netz, wenn jedes 
Neuron mit jedem verbunden ist. Da die Übersichtlichkeit der Netztopologie 
mit zunehmender Komplexität sehr schnell abnimmt, werden normalerweise 
Verbindungen zwischen den Neuronen nur noch als Matrix zusammenge-
fasst.  
Vor allem zur Vorhersage menschlichen Verhaltens werden diese Netze be-
nutzt. Drei bekannte Untertypen sind dabei das von Jeffrey L. Elman [31] 
entwickelte Simple Recurrent Network sowie Jordan- und Elman-Netze, die 
hier nur erwähnt werden sollen.  
Die bekannten Probleme des Gradientenabstiegsverfahrens spielen hier eine 
Rolle. Zum einen wird konvergiert dieses Verfahren allzu oft in lokalen Mi-
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nima, da es stets den Weg ins nächste Tal folgt. Hierbei ist eine Kombinati-
on mit evolutionären Algorithmen (parallel oder sequentiell) möglich, um 
mehrere Startpunkte für den Gradientenabstieg festzulegen. Außerdem hat 
das Verfahren mit flachen Plateaus Probleme, weil kein signifikanter Gradi-
ent mehr ermittelbar ist und somit das Verfahren irgendwann nicht mehr vo-
rankommt.  
 
 
 
Abbildung 95. Ein rekurrentes Netz mit verschiedenen Rückkopplungen (eigene Darstel-
lung). Die blaute Verbindung wR’11 ist dabei die indirekte Rückkopplung von Neuron y1 
zu h11, während die braune Verbindung wR’1j eine direkte Rückkopplung darstellt. Die 
rote Rückkopplung wR’j hingegen ist eine seitliche Rückkopplung innerhalb einer 
Schicht. 
 
Rekurrente Netze werden durch den Backpropagationalgorithmus belehrt, 
dessen Ansatz ein Netzausgabefehler ENetz(t) in Abhängigkeit der gewählten 
Gewichte W (und W‘) für den aktuellen Lerndatensatz bildet. Diesen Fehler 
kann man sich als ||W||-dimensionales Gebirge vorstellen, dessen (globales) 
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Minimum gleichzeitig den kleinsten Fehler des Netzes abbildet. Deshalb 
wird für den aktuellen Lerndatensatz per Gradientenabstiegsverfahren ver-
sucht, das Fehlergebirge in Richtung Minimum zu durchlaufen.  
 
 
Abbildung 96. Ein typisches Fehlergebirge nach [97], wobei ENetz(t) 
in Abhängigkeit von zwei Gewichten w11 und w21 dargestellt ist, die 
Anzahl der Elemente in W somit lediglich 2 betragen würde. 
 
Häufig wird eine „Trägheit“ des vorherigen Schrittes in Form eines Momen-
tumterms bei der Wahl der neuen Richtung berücksichtigt [80] oder die 
Lernrate exponentiell reduziert, wie es in der simulierten Abkühlung nach 
dem Vorbild der Natur häufig beobachtet wird [130].  
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