and controls the data select unit (DSU) to acquire the data required for the evaluation of the specific test being performed. The data received from the DSU are stored on the system disk, and the data reduction software is queued for execution in near real time. The near real-time functions, which utilize the computer resources not required by the real-time functions, consist of the retrieval of the data from the system disk, data reduction as required by the tests being performed, and the presentation of the results of the test to the test team via the printer/plotter and the CRT's. If the real-time and near realtime functions do not utilize all the computer resources, other tasks can be performed at a lower priority in the background. Included in these background tasks are the off-line processing of test data collected for previous tests, history plots of performance parameter accuracy, and, if necessary, software support functions.
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The process of implementing the computer utilization philosophy is ongoing. The initial results show that the selection of this philosophy is the optimum solution to the TM test and data reduction challenges.
III. CONCLUSIONS
The TM is a complex state-of-the-art instrument. Its development utilized specialized talent in a number of specific areas in order to achieve the stringent design objectives required by the user community. Design teams from Hughes Aircraft Company, its subsidiary, the Santa Barbara Research Center, and other select aerospace industry organizations were organized to meet these objectives. NASA Goddard Space Flight Center technical specialists have critiqued each design approach to ensure success. This paper recounts a few of the more dramatic challenges encountered in the design and development of the TM. The SMA required an extremely high degree of linearity in its angular scan as a function of time. The final design achieves the required linearity based on in-depth investigations and compensation for the pivot spring restoring torque, eddy current drag in the torquer, and the natural structural vibration of the mirror assembly. The optical metering structure was designed using General Dynamics knowledge of the use of graphiteepoxy employed in other telescope applications. The resulting structure has the desired thermal stability over its operating range while providing the mechanical stiffness required to ensure image quality. The radiative cooler and focal plane assembly designs capitalized on advancements in existing technology. The final designs for the radiative cooler and focal plane assemblies meet their specified requirements. Finally, the challenge of testing and calibrating the TM was met when the capabilities of computer technology were employed for rapid and comprehensive data reduction purposes.
In summary, it is felt that the TM will achieve all of its ob- The regression estimnator utilizes both ground data and classified Landsat pixels. The estimate of the total Y using this estimator is and Yh is the average corn area per sample unit from the ground survey for hth land-use stratum; bh the estimated regression coefficient for the hth land-use stratum when regressing ground-reported corn area on classified pixels for the nh sample units; Xh the average number of pixels of corn per frame unit for all frame units in the hth land-use stratum. Thus entire Landsat scenes must be classified to calculate Xh. Note that this is the mean for the population and not the sample.
Xh, is the number of pixels classified as corn in the ith area frame unit of the hth s.tratum; xh the average number of pixels of corn per sample unit in the hth land-use stratum; and Xh, the number of pixels classified as corn in the jth sample unit in the hth stratum.
The estimated (large sample) variance for the regression esti-
where rh is the sample coefficient of determination between reported corn area and classified corn pixels in the hth landuse stratum:
Note that
and so lim v(YR) = 0 as rh -+ 1 for fixed nh. Thus a gain in lower variance properties is substantial if the coefficient of determination is large for most strata.
The relative efficiency of the regression estimator compared to the direct expansion estimator will be defined as the ratio of the respective variances:
Since the entire state of Iowa cannot be covered by Landsat imagery of the same date, it was necessary to define post-strata (analysis districts) which were wholly contained within a Landsat pass or scene. The formulas for the direct expansion estimate and regression estimate hold for post-strata as presented by Gleason et al. [2]. The regression estimator described above is called the separate form of the regression estimator. An alternate form for the regression estimator, called the combined form, is described by Craig et al. [3] . Conditions under which use of the combined form are appropriate are discussed by Cochran [1] . crop-area estimates. A histogram of delivery times, i.e., time from data of satellite overpass to receipt by ESCS, for the 24 ordered tapes is shown in Fig. 4(a) . Fig. 4(b) 
B. Data Management
The overall flow of data for the Iowa project was as follows. 1) Ground-truth data was keypunched in Des Moines, IA, and transmitted via INFONET to WCC in Washington, DC.
2) Ground-truth data was edited in Washington, DC, and a ground-truth tape mailed to BBN in Cambridge, MA.
3) Landsat tapes from NASA's Goddard Space Flight Center in Greenbelt, MD, were reformatted and tapes mailed to Cambridge, MA, and Sunnyvale, CA.
4) The PDP10 in Cambridge, MA, was accessed via ARPANET, leased line, or Federal Telephone Service (FTS) dial-up for interactive processing of Landsat data for sample segments.
5) Classification parameters were transmitted to Sunnyvale, CA, via ARPANET for "wall-to-wall" Landsat scene classification.
6) Aggregated ILLIAC IV classification results were transmitted back to Cambridge, MA, over ARPANET for interactive calculation of crop-area estimates.
VII. LANDSAT SCENE REGISTRATION
Landsat data registration procedures used for the twelve scenes were data reformatting, selection of control points, determination of latitude-longitude from USGS quad maps and row-column from grey-scales, third-order polynomial regression analysis, and the matching of predicted segment locations with grey-scales for precise segment location. Root-meansquare errors for Landsat scene registration ranged from 45.3 to 91.7 m. Registration procedures took, on the average, two weeks to complete which was a considerable improvement over previous ESCS Landsat projects.
VIII. LANDSAT CLASSIFICATION Prior to the classification of "wall-to-wall" Landsat data, ESCS analyzes the pixels inside or intersecting JES segments. One objective of this analysis is to train a pixel classifier, i.e., to estimate signature parameters and prior probabilities for a To train the pixel classifier, ESCS uses a modified supervised approach [6] in which the collection of pixels used for training is first partitioned according to ground-truth cover type and then the data in the individual partitions are clustered. Each resulting cluster that contains more than some minimum number of pixels then represents a classifier category. The overall result is one or more classification categories for each groundtruth cover type. The pixel data that was used in this modification of supervised training was not always the set of all JES field-interior pixels. One subset used was only the field interior pixels for fields larger than 5 ha. Another reason that only a subset of the available field-interior pixels was used for training was to allow classifier training and testing on independent test sets. ESCS assumes that the Landsat data for a given category follows a multivariate normal distribution. Hence, the final step of classifier training is to estimate the mean vector, variance-covariance matrix, and prior probability for each category.
The fact that the JES is a probability survey makes it possible to calculate current estimates of cover type prior probabilities. These estimated prior probabilities for cover types are then prorated to the individual categories within the cover types on the basis of the number of pixels in the category's cluster of training data. In addition to estimating prior probabilities with JES data, pixel classifiers with equal prior probabilities were also developed. In many cases the variance of the regression estimator based on equal prior classification was smaller than the variance of the regression estimator based on classification with estimated priors.
As previously mentioned, the variance of the regression esti- Tables III and IV . Clouds covered 13 of the 99 counties in Iowa for the available Landsat data. Loss of Landsat data for portions of a state during the optimum period for crop discrimination due to cloud cover isn't an unusual event. The conventional direct expansion estimate of ground data had to be used for the 13 county area in Iowa [7] . Individual county estimates had C.V.'s ranging from 7.1 to 59.9 percent for corn and 9.0 to 100 percent for soybeans. C.V.'s above 20 percent are not suitable for operational data use by ESCS.
The state-level estimates were input to USDA's Crop Reporting Board's 1978 Annual Crop Summary for Iowa. The analysis district estimates were input to the Iowa Crop and Livestock Reporting Service's multicounty level estimates. However, these Landsat based regression estimates were not the sole source of data in determining the state and multicounty estimates. X. SUMMARY The primary project goal of developing timely and precise crop-area estimates at the state and multicounty level utilizing both Landsat data and conventional ESCS ground data was accomplished. These estimates were used as input to official USDA crop reports for Iowa. The major benefit of Landsat regression estimates to ESCS is substantial improvements in precision with no increase in respondent burden associated with ground surveys. The repeatability of such an effort, however, is crucially dependent upon timely delivery of Landsat data to ESCS. It is important to note that these estimates must be considerably more precise than those provided by ESCS's efficient JES to be useful to USDA's Crop Reporting Board. Cloud cover is a serious problem is estimating crop areas at the substate level. At the individual county level the sampling errors associated with the crop-area estimates are generally too large to warrant use of the data.
