In this paper we propose an adaptive local pruning method for association rules. Our method exploits the exact mapping between a certain class of association rules, namely those whose consequents are singletons and backward directed hypergraphs (B-Graphs). The hypergraph which represents the association rules is called an Association Rules Network(ARN). Here we present a simple example of an ARN. In the full paper we prove several properties of the ARN and apply the results of our approach to two popular data sets.
Introduction
It is widely recognized that the support-confidence framework for association rule (AR) generation typically results in a large number of rules which can hamper the knowledge discovery process. Several solutions have been proposed to reduce the number of rules generated [1] . However we term all these solutions as global as they are carried out in isolation without any reference to user goals or focus on target items of interest. In this paper we propose a "local" adaptive solution where rule pruning is carried out in the context of precise goals.
Example
Let us start with the following rule discovered from a census data of elderly people in the United States : Thus a collection of association rules can be synthesized into an Association Rules Network (ARN). In the full paper [1] we describe an algorithm to construct an ARN, prove several properties and illustrate their use on real data sets.
