An equivalent of kernel existence is formulated using semikernels. It facilitates inductive arguments, which allow us to establish several sufficient conditions for the existence of kernels in finite digraphs. The conditions identify classes of digraphs that have kernels without necessarily being kernel perfect.
Paths P = P x,y , Q = Q y,z can be appended whenever P ∩Q = {y}, giving the path PQ from x to z (with only one occurrence of y). Paths P = P x,y , Q = Q z,w , with z ∈ N + (y), on the other hand, can be concatenated when P ∩ Q = ∅, written P; Q . A vertex is also treated as an even path (the empty path), and we write P; z to denote the path P = P x,y extended with z ∈ N + (y). For a path P = P x,y , int(P) denotes the set of internal vertices of P, i.e., all vertices on P except {x, y}. [G, x) denotes the cone of x in G-the set of vertices to which x has a directed path in G. We write [G, x) e , [G, x) o to denote only those vertices to which x has an even or an odd directed path, respectively. The definition extends to the undirected case in the obvious way, with [G, x) denoting the set of vertices to which x has an undirected path in G. Since x is regarded as an even (empty) path, we always have x ∈ [G, x) e ⊆ [G, x) .
A kernel of a digraph G = ⟨G, N⟩ is a set K ⊆ G such that
This is the case iff K is independent, N − (K ) ⊆ G \ K , and absorbing, N − (K ) ⊇ G \ K . The empty digraph, with G = ∅, has the unique kernel K = ∅. Not every digraph has a kernel, the obvious example being an odd directed cycle. A fundamental result is Richardson's theorem [12] , which states that, if a (finitely branching) digraph has no odd directed cycles, then it has a kernel.
The concept of a semikernel is a useful technical tool in kernel theory, introduced by Victor Neumann-Lara in [11] . A semikernel is an independent subset of a digraph L ⊆ G that is locally absorbing, i.e., such that and Kr(G) the set of its kernels.
Virtually all results in the literature about the existence of kernels address kernel-perfect digraphs, namely, those where every induced subdigraph has a kernel ( [2] gives an overview). A basic result, stating that a digraph is kernel perfect iff each induced subdigraph has a semikernel, is typically used to obtain sufficient conditions for kernel perfectness; see, for example, [9] . We use semikernel in a different way, based on the concept of a solver.
Definition 1.3.
A solver for a digraph G is a sequence of induced subdigraphs and semikernels ⟨G i , L i ⟩ 1≤i≤n such that
Having a solver is equivalent to having a kernel.
Theorem 1.4.
A digraph has a kernel iff it has a solver.
We show that K is (i) independent and (ii) absorbing.
(i) Assume towards contradiction that there are x, y ∈ K with y ∈ N + (x). Since every semikernel is independent and K is a union of semikernels, x and y belong to different semikernels, say x ∈ L i , y ∈ L j . There are two cases, both leading to contradiction.
In employing solvers to prove the existence of kernels, it will be useful to consider sets of semikernels containing some given vertex x ∈ G, denoted Sk(x), or Sk(G, x) when we need to identify the digraph. We will be particularly interested in the minimal members of Sk(x) (with respect to set inclusion). We denote the set of these by minSk(x). We will also use completions of semikernels, defined as follows.
is sinkless. A particularly important case is obtained starting with L 0 = ∅. Then L 1 = sinks(G) and the semikernel ∅ is a subset of every kernel (if G has any). This observation originates from the proof of Richardson's theorem [12] , was clarified in [10] , and is stated generally, without redundant side conditions, in [1] .
As a consequence, possible restrictions to sinkless digraphs are inessential, since the existence of kernels in any G is determined by their existence in its sinkless residuum G • . In particular, every digraph with G • = ∅ has a unique kernel, for instance, every dag with no infinite directed path. We will not use this fact explicitly, but one main result presented in the next section is stated only for sinkless digraphs. The minimal semikernels containing x and their completions will be useful, because they ensure the existence of certain paths in G, as detailed in the following lemma. Since x is regarded as the empty (even) path, x ∈ L ′ . Consider arbitrary y ∈ L ′ , and let P = P x,y be even and alternating on L.
Since L is a semikernel, it follows that there is some
Consider the even directed path P = P x,y , alternating on L. Since w ̸ ∈ L ′ , we know that w is not on P (since otherwise P x,w would witness to w ∈ L ′ ). If z is on P, then P x,z is odd and alternating on L, and so P x,z ; w is even and alternating on L, contradicting w ̸ ∈ L ′ . If z is not on P, we obtain the directed path P; z; w that is even and alternating on L,
(2) For all y ∈ L, the claim follows from (1) (remembering that we have the empty path y). Any y ∈ L \ L is in L i for some i, by Definition 1.5, so we proceed by induction on i. The basis case i = 0 is already established. For the induction step, we
Then by induction hypothesis (IH) there is r ∈ L with directed paths P = P x,r and Q = Q v,r , both even and alternating onL. To prove the induction step, we show that there is a directed path R = R y,r that is even and alternating onL. There are three simple cases to consider. If y ∈ Q , then, since y ∈L and Q is even and alternating onL, we can take R = Q y,r , and R will then be even and alternating onL. If y ̸ ∈ Q but z ∈ Q , then Q z,r is odd and alternating onL, and so we can take R = y; Q z,r . The only possibility left is y ̸ ∈ Q and z ̸ ∈ Q . In this case, we take R = y; z; Q .
The usefulness of the lemma will become clear in the following section.
Some sufficient conditions for kernel existence
Our results involve combinations of the properties from the following definition.
Definition 2.1. A vertex x ∈ G is free if it does not lie on any undirected odd cycle in
(5) a perfect candidate iff it is a candidate and Sk(G ′ , x) ̸ = ∅ for every x ∈ F and every induced sinkless subdigraph
G is said to be (a) separated by F iff for every directed odd cycle C in G, there is an
(b) doubly separated by F iff it is separated by F and, for all odd directed cycles C in G, with the exception of at most one, there are distinct x
(c) strongly separated by F iff, for every odd undirected cycle C in G, there are distinct x
The remainder of the paper shows that the following combinations are sufficient for the existence of kernels:
14, for sinkless digraphs.
Corollary 2.14 follows from Theorem 2.12, stated with more general properties to be introduced in due course. We also give counterexamples showing the insufficiency of some weaker conditions, in particular of (1) + (c) and of (1)
for sinkless digraphs.
The conditions require the existence of F ⊆ G with some separation property (a)-(c), which allows us to ''break'' every odd cycle. Conditions from (1)- (5) are placed on F to ensure that this can be done and, in particular, that it can be done simultaneously for all odd cycles. Obviously, (3) implies (2), and (5) implies (4), while (c) implies (b) which implies (a), so strengthening any conditions yields trivial corollaries.
Theorem 2.2 ((3) + (4) + (a)).
A digraph G which is separated by a strongly even candidate F has a kernel K ⊇ F .
Proof. We prove the claim by induction on the number of odd directed cycles in G. The basis case is covered by Richardson's theorem [12] , according to which a (finite) digraph with no odd directed cycle has a kernel. For the induction step, we choose some arbitrary odd directed cycle C in G. We choose some x ∈ F ∩ N + (C) and L ∈ minSk(G, x), which exist because F is a candidate that separates G. We then consider
To see this, recall that Lemma 1.7(1) gives us even directed paths
contradicting the strong evenness of F . Now, if F ′ is a strongly even candidate that separates 
, and this means that there is an odd directed path (single edge)
we have, by Lemma 1.7 (1) , that there is an even directed path
(c) To show that F ′ is a candidate, assume towards contradiction that it is not, i.e., for some
is independent and non-empty, but is not a semikernel
Then, by Lemma 1.7(1), there is a directed path P = P x,w in G of even length that is alternating on L. In particular, w ∈ [G, x) e . But we have, also by Lemma 1.7(1), a directed path Q = Q y,z in G that is even and alternating on M.
, we have w ̸ ∈ M by M being independent, and so either Q y,w (if w is on Q ) or Q ; w is an odd directed path in G, giving us w ∈ [G, y) o . This contradicts F being strongly even.
For instance, {a, e} is a strongly even candidate separating the following G, which therefore has a kernel
Example 2.3. Consider the following digraphs:
:
, witnessed by the strongly even candidates {y}. G 3 has no kernel, and Theorem 2.2 fails for the candidate {z, w}, which is not strongly even. G 4 has a kernel, since here the candidate {z, w} is strongly even due to the presence of v.
In the following, we will consider conditions on a free subset F , Definition 2.1(1), and some additional conventions will simplify the presentation. A vertex x ∈ F is free for an odd (directed or undirected) cycle C , if x ∈ N + (C), i.e., if there is
′ is the only vertex on C which has an out-neighbour in F . It is always intended that C (or a variant such as C ′ , C i , etc.) denotes an odd cycle. We often drop arguments if they are clear from the context or irrelevant, for example, Fr(x, x ′ , C ) is written when G and F are clear, and often it suffices to write merely Fr(x, C ), Sa(y ′ , C ), Cr(x, C ) (implicitly, only the primed arguments are on odd cycles).
When F ⊆ G is free, the associated neighborhood function returns the set of vertices on all directed and undirected odd cycles for which x ∈ F is free:
The following lemma will prove quite useful; point (2) ensures that, if x is free for an odd cycle C , the associated f (x) contains a unique node from C . 
Proof. (1) Assume towards contradiction that Fr(x, x
′ , C ), y ∈ C , and that there is an undirected path P = P x,y in G that does not meet f (x) ∩ C . Let w be the first vertex on P that meets C , and consider P ′ = P x,w . Then P ′ does not meet C on any internal vertex, and w ̸ ∈ f (x) by assumption. We have x ∈ N + (x ′ ) and w ̸ = x ′ , so there are undirected paths A = A w,x ′ and B = B w,x ′ in C , with different parity (they are obtained from traversing C from w to x ′ along and against the direction of edges). Then P ′ A; x and P ′ B; x are undirected cycles from G, and one of them is odd, contradicting the freeness of x ∈ F .
(2) The existence of x ′ is direct from the definition of Fr(x, C ). For uniqueness, assume towards contradiction that there 
Theorem 2.6 ((1) + (5) + (b)). A digraph G that is doubly separated by a free perfect candidate F ⊆ G has a kernel.
Proof. We proceed by induction on the number of odd directed cycles in G, with the basis case given by Richardson's theorem. For the induction step, we construct sequences ⟨G i ⟩ 1≤i≤n and ⟨L i , x i ⟩ 1≤i≤n−1 with
If there is an odd directed cycle C with only one free vertex x, as allowed by Definition 2.1(b), then C 1 = C and x 1 = x.
All odd cycles C i are directed, i.e., from G.
Properties (2.7) express an attempt to construct a solver for G. For the resulting G n , we have three possibilities: either (i) it is empty, or (ii) it satisfies the assumption of IH, or (iii) it does not satisfy the assumption of IH. In case (i), G n has the kernel K = ∅, and in case (ii), it has a kernel by IH, having fewer odd directed cycles than G. Then a solver for G is obtained by appending ⟨G n , K ⟩ to the sequence ⟨G i , L i ⟩ 1≤i≤n−1 , and G has a kernel by Theorem 1.4. The rest of the proof shows that case (iii) cannot happen.
G n is sinkless by the observation following Definition 1.5. F ∩ G n is free in G n , since F is free in G, and it is a perfect candidate, because G n is sinkless and because every sinkless induced subdigraph G ′ of G n is also a sinkless induced subdigraph of G. To show that F ∩ G n doubly separates G n , we will use the following claim. For 1 ≤ i ≤ n, we let
Claim (A): For all 2 ≤ i ≤ n and x ∈ G − i , there is an undirected path X = X x,x 1 in G such that the following hold. (1) For all q ∈ X ∩ G i , there is an odd undirected cycle C q in G containing q and the vertex immediately preceding it on X .
We prove these by induction on i. For the basis case,
gives a directed and hence also undirected path X = X x,x 1 in G − 2 . So X ∩ G 2 = ∅, and points (1) and (2) hold trivially. For the induction step, consider any
Remember that, if there is an odd directed cycle C in G with only one free vertex, as allowed by Definition 2.1(b), then C = C 1 . Since i ≥ 2, this means that C ̸ ⊆ G i . Since C i ⊆ G i , C ̸ = C i , and the fact that G is doubly separated by F ensures that there is y
there is an undirected path R = R y,x 1 in G satisfying conditions (1) and (2). To fill the gap between paths P and R, we consider an undirected path Q = Q x i ,y in G, passing through x ′ i and y ′ (in that order) with every internal vertex of Q lying on C i . Let z be the first vertex on P that is also on Q (possibly, z = x i or z = y),
The undirected path S (or its prefix) will start the desired path X . We argue that it satisfies condition (1). It might meet
, and x
, it follows that S meets C i for the first time at some vertex from G − i+1 . In particular, w is not the first vertex from S that is on C i . Since the internal part of Q is in C i , it further follows that v is on C i . So C i is the desired odd cycle, proving condition (1) for S.
Let p be the first vertex from S (starting from x) that is on R, and let R ′ = R p,x 1 . Now, assume towards contradiction that p ∈ G i+1 . Then, since P is in G It follows that there are undirected paths A = A p ′ ,y ′ , B = B p ′ ,y ′ of different parity, and so either R y,p ′ A p ′ ,y ′ ; y or R y,p ′ B p ′ ,y ′ ; y is an odd undirected cycle, contradicting the freeness of y ∈ F . (Since we pick p ′ to be the first vertex from R that is on C i , we know that R y,p ′ and A, B do not meet internally.) It follows that p ̸ ∈ G i+1 .
Consequently, for all q ∈ R The requirement that int(P) ∩ f (x) = ∅ means, in particular, that, if y ∈ f (x) and there is an undirected path P = P x,y that does not meet f (x) before reaching y, then y ∈ [G, x) −f . What makes this notion of reachability useful is that it allows us to define, for any F ⊆ G and any neighborhood function f : F → 2 G , the following strict partial order on F :
Fact 2.9. For any digraph G and neighborhood function f , the relation < f is a strict partial order.
Proof. The relation is clearly irreflexive. To prove transitivity, assume that x < f y < f z, and let P = P x,y , Q = Q y,z be the undirected paths witnessing to this fact (so they are in G). First, we prove that z ∈ [G, x) −f . Assume that it is not. Letting p be the first vertex on P that is on Q , we obtain the undirected path R = P x,p Q p,z . Then R must intersect f (x) internally, and, as P witnesses to x < f y, it follows that Q must intersect f (x), say, at q.
Let q be the first vertex on Q that is on Z . Then S = Q y,q Z q,x is an undirected path from y to x, and, since x ̸ ∈ [G, y) −f , there must be some r ∈ f (y) on int(Z ) (since none such exists on Q , which witnesses to z ∈ [G, y)
Consequently, for any neighborhood function f on F and any < f -maximal x ∈ F , we have 
−f . P ′ can be taken as P; y or, if that is a walk (due to y occurring on P), as the path P x,y (similarly for Q ′ ). Since x is < f -maximal, (2.10) implies that there are undirected paths U = U y,x and V = V z,x , contained in [G, y) −f and [G, z) −f , respectively. It follows from Lemma 2.5(1) that neither U nor V meets C on any internal vertex. Also, x is certainly not on C , since it is free. It follows that there is an undirected path W = W y,z in G that meets neither y ′ nor z ′ (obtained from U and V ). This contradicts Lemma 2.5(3).
(2) Assume contrapositively that there is an odd undirected cycle C in G and some y ∈ F with Fr(y, C ), y ∈ [G, x) −f and ¬Fr(x, C ). Since y ∈ F , it does not lie on any odd undirected cycle, so y ̸ ∈ f (x). Hence there are undirected paths from x to every vertex on C that do not meet f (x) internally (obtained by extending such a path going to y).
−f , but this contradicts point (1). To show it, assume contrapositively that there is some y ∈ G
−f , there is some undirected path P = P x,y in G that does not meet f (x) internally. Since G is sinkless, we know that N + (y) ̸ = ∅. So then there must be some z ∈ N + (y) such that P; z does meet f (x) internally. It follows that y ∈ f (x). But then x ∈ N + (y) ∩ G ′ , so y is not a sink in G ′ after all. The contradiction establishes Claim (B). By Lemma 2.11(1), G ′ is bipartite, so let B 1 , B 2 be a bipartition. Assuming without loss of generality that x ∈ B 1 , we show that B 1 ∈ Sk(G, x). Indeed, B 1 is independent in G, so assume towards contradiction that it is not locally absorbing, i.e., for some y ∈ N + (B Let L ∈ minSk(x) be such that L ⊆ B 1 , and consider its completion L. We obtain a solver for G if we can establish that the IH applies to (2) there is an even directed path P = P z,v , alternating onL, where v ∈ L ⊆ B 1 . Since y ∈ F , Fr(y, C ) and ¬Fr(x, C ) (since C is in G 2 ), we know from Lemma 2.11(2) that y ̸ ∈ G ′ . Now, from the directed path P z,v we obtain an alternating directed path P 
