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HIDDEN SYMMETRIES IN NON-SELF-ADJOINT GRAPHS
AMRU HUSSEIN
Abstract. On finite metric graphs all realizations of the Laplace operator in L2 defined by boundary
conditions are studied most of which are non-self-adjoint. In [Hussein, Krejcˇiˇr´ık, Siegl, Trans. Amer.
Math. Soc., 367(4):2921–2957, 2015] a notion of regularity of boundary conditions by means of the
Cayley transform of the matrices parameterizing these has been proposed. The main point here is
that not only the existence of the Cayley transform is essential for basic spectral properties, but also
its poles and its asymptotic behaviour which can be characterized using the quasi-Weierstrass normal
form which exposes some “hidden” symmetries of the system. Thereby, generators of C0- and analytic
semigroups and C0-cosine operator function can be characterized. On star-shaped non-compact graphs
a characterization of generators of bounded C0-groups and thus of operators similar to self-adjoint ones
is obtained.
1. Introduction
Laplace operators on finite metric graphs are quasi-one-dimensional models used not only in quantum
mechanics, where they are called quantum graphs, see e.g. [BK13] and references therein, but also in
the modelling of a variety of wave and diffusion dynamics, compare e.g. [Mug14,AM94,Kuc02] just to
mention a few. The question addressed here is how the boundary or matching conditions on the vertices
influence spectral properties of such mostly non-self-adjoint Laplacians in particular with regard to the
well-posedness of the linear heat, wave and Schro¨dinger equations on finite metric graphs. In particular,
for the L2-space on the graph all generators of C0-semigroups and of C0-cosine operator function are
characterized in terms of boundary conditions. For generators of bounded C0-groups at least for star
graphs such a characterization is obtained.
Self-adjoint boundary conditions are well-studied, and these can be characterized by classical ex-
tension theory. Considering for instance a star-shaped graph consisting of d copies of [0,∞) glued
together at the origins as illustrated in Figure 1 (b), then the deficiency indices are equal to d, and
linear boundary conditions of the form
Aψ(0) +Bψ′(0) = 0
define a self-adjoint Laplacian in the L2-space over the graph, i.e., a realization of minus the second
derivative operator on each edge, if and only if
AB∗ = BA∗ and Rank(AB) = d,
cf. [KS99,Har00]. Here general boundary conditions including all non-self-adjoint ones are treated, and
the condition Rank(AB) = d, i.e., that one has d linearly independent boundary conditions, is necessary
for basic spectral properties such as a non-empty resolvent set. However this is not sufficient, and in
addition some kind of regularity assumption is needed. For self-adjoint boundary conditions defined by
matrices A,B the scattering matrix is given by minus the Cayley transform of these matrices
S(k,A,B) = −(A+ ikB)−1(A− ikB), k > 0,
and it appears in many instances such as in the Green’s function or in the eigenvalue equation for the
corresponding Laplacian, cf. e.g. [KS99,KS06]. This motivated the notion of regularity of boundary
conditions proposed in [HKS15] by Krejcˇiˇr´ık, Siegl, and the author where boundary conditions defined
by matrices A,B are regular if their Cayley transform exists for some k ∈ C. This regularity implies
many basic spectral properties while irregular boundary conditions can lead to some extreme spectral
properties such as empty spectrum and empty resolvent sets, cf. [HKS15].
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Figure 1. Finite metric graphs
The key observation communicated here is that for regular boundary conditions the quasi-Weierstrass
normal form reveals some additional structure or “hidden” symmetry of the operator, and thereby allows
for a systematic analysis of Laplacians defined by regular boundary conditions. The quasi-Weierstrass
normal form has been introduced in the context of algebraic differential equations by Berger, Ilch-
mann, and Trenn, see [BIT12], and for regular boundary conditions it implies that there are equivalent
boundary conditions defined by
A = G−1
[
L 0
0 1Cd−m
]
G and B = G−1
[
1Cm 0
0 NB
]
G,
for a similarity transform G, a block decomposition Cd = Cd−m × Cm, a nilpotent matrix NB ∈
C(d−m)×(d−m), and a matrix L ∈ Cm×m. Therefrom one can deduce that the Cayley transform is
uniformly bounded outside its poles if and only if NB ≡ 0, and the order of the poles of S(·, A,B) is
related to NB and the Jordan normal form of L, see Subsection 3.2.
Taking then advantage of this structure one can characterize the generators of C0-semigroups in L
2-
spaces. These are defined exactly by those regular boundary conditions with NB ≡ 0, see Theorem 4.1
below which is one of the major findings of this article. Moreover, these C0-semigroups extend to analytic
semigroups, and its generators also generate C0-cosine operator function. Thus the question of the well-
posedness of the heat and wave equation is completely answered in terms of boundary conditions. A
heuristic explanation for the effect of NB 6= 0 is discussed in Subsection 4.1.
There has been a number of results on some classes of boundary conditions defining generators of
C0-semigroups where in the form
〈−ψ′′, ψ〉 =
ˆ
|ψ′|2 + 〈ψ′(0), ψ(0)〉Cd
the trace of the derivative ψ′(0) can be balanced by terms involving only the trace ψ(0), e.g. if ψ′(0) =
−Lψ(0), see [KFMS07,Mug07,Mug14]. However, as it turns out, not all generators of C0-semigroups
fall under this category, and it seems that these cases have not been addressed in the literature so far.
However, altering the scalar product such operators can still be associated with closed sectorial forms
of Lions type. This is elaborated in Subsection 4.2. For irregular boundary conditions the resolvent has
even an exponential growth and for boundary conditions with NB 6= 0, the resolvent does not decay
fast enough or even grows polynomially, see Subsections 4.4 and 4.5.
It should be highlighted that the characterization of generators of C0-semigroups involves – just as
for self-adjointness – only the boundary conditions and not any other geometric feature. In contrast, for
the question if a Laplacian is the generator of a bounded C0-group, i.e., if it is similar to a self-adjoint
operator, the geometry matters. Here, it is shown, that for the relatively simple geometry of a star graph,
where each edge is identified with [0,∞), similarity to a self-adjoint operator can be characterized in
terms of the poles of the Cayley transform, see Theorem 5.1 below. For other geometries this is no
longer true, and using the same boundary conditions in a different geometric setting can destroy the
similarity relation, see Subsection 5.1. The result obtained here can be seen as a generalization to
finite star graphs of theorems on point interactions on the real line by Mostafazadeh, see [Mos06], and
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Grod and Kuzhel [GK14]. The study of operators similar to self-adjoint ones is relevant in the so-called
non-Hermitian quantum mechanics, see e.g. [Ben07, SGH92,Mos10] and the references therein. Some
PT -symmetric operator fall also in this class, see e.g. [AFK02,AK05,KS10,Kre19] and many more. A
generalization to star graphs is proposed and analysed in [AKU15]. The general situation of non-self-
adjoint extensions of symmetric operators with only absolutely continuous spectrum have been studied
in [Kis09,Kis11,KF00], see also the references therein.
In the subsequent Section 2 basic concepts and definitions are recapitulated. The notion of regularity
of boundary conditions and properties of Cayley transforms are elaborated in Section 3. Some differences
to the classical Birkhoff-Tamarkin theory and its notion of regularity are exemplified in Subsection 3.4.
The characterization of semigroup generators is discussed in Section 4. There also the completeness
of the root vectors for compact graphs is addressed. Section 5 deals with the similarity to self-adjoint
operators on star graphs.
2. Laplacians on finite metric graphs
2.1. Finite metric graphs. A graph is a 4-tuple
G = (V , I, E , ∂)
with the set of vertices V , the set of internal edges I, and the set of external edges E , and summing
up E ∪ I is the set of edges. The boundary map ∂ assigns to each internal edge i ∈ I an ordered pair
of vertices ∂(i) = (∂−(i), ∂+(i)) ∈ V × V , where ∂−(i) is called its initial vertex and ∂+(i) its terminal
vertex. Each external edge e ∈ E is mapped by ∂ onto a single, its initial vertex. A graph is called finite
if |V|+ |I|+ |E| <∞.
A graph G can be endowed with the following metric structure. Each internal edge i ∈ I is associated
with an interval [0, ai], with ai > 0, such that its initial vertex corresponds to 0 and its terminal vertex
to ai. Each external edge e ∈ E is associated to the half line [0,∞) such that ∂(e) corresponds to 0.
The numbers ai are called lengths of the internal edges i ∈ I and they are summed up into the vector
a = {ai}i∈I ∈ (0,∞)|I|.
The 2-tuple consisting of a finite graph endowed with a metric structure is called a metric graph (G, a).
The metric on (G, a) is defined via minimal path lengths, and (G, a) is compact if E = ∅. The notations
used here largely parallel those in the works of Kostrykin and Schrader, see e.g. [KS06]. The construction
of a metric graph as quotient space is discussed by Mugnolo in [Mug19], where a metric graph consists
of intervals glued together at their end points according to the structure of a given graph.
2.2. Function spaces on finite metric graphs. A function ψ : (G, a)→ C can be written as
ψ(x) = ψj(x), where ψj : Ij → C with Ij =
{
[0, aj], if j ∈ I,
[0,∞), if j ∈ E ,
where with a slide abuse of notation ambiguities on the vertices are admitted. Occasionally, also
ψj(x) = ψj(xj) is written where x = xj ∈ Ij . Equipping each edge of the finite metric graph with the
one-dimensional Lebesgue measure one obtains a measure space, and then one defines
ˆ
G
ψ :=
∑
i∈I
ˆ ai
0
ψ(xi) dxi +
∑
e∈E
ˆ ∞
0
ψ(xe) dxe,
where dxi and dxe refers to integration with respect to the Lebesgue measure on the intervals [0, ai] and
[0,∞), respectively. Given a finite metric graph (G, a), one then considers the Hilbert space
L2(G, a) :=
⊕
j∈I∪E
L2(Ij ;C) with 〈ψ, ϕ〉 =
ˆ
G
ψ ϕ.
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Using the Sobolev spaces H1(Ij ;C) and H
2(Ij ;C) on each edge, one defines
H1(G, a) :=
⊕
j∈I∪E
H1(Ij ;C) with 〈ψ, ϕ〉H1 = 〈ψ, ϕ〉 + 〈ψ′, ϕ′〉,
H2(G, a) :=
⊕
j∈I∪E
H2(Ij ;C) with 〈ψ, ϕ〉H2 = 〈ψ, ϕ〉H1 + 〈ψ′′, ϕ′′〉,
H20 (G, a) :=
⊕
j∈I∪E
H20 (Ij ;C),
where ψ′ and ψ′′ denote the edgewise defined first and second distributional derivatives,
(ψ′)j (x) =
d
dxψj(x) and (ψ
′′)j (x) =
d2
dx2ψj(x) for j ∈ E ∪ I, x ∈ Ij ,
and H20 (Ij ;C) with j ∈ E ∪ I denotes the set of all ψj ∈ H2(Ij ;C) with
ψj(0) = 0, ψ
′
j(0) = 0, for j ∈ E , ψj(0) = 0, ψ′j(0) = 0, ψj(aj) = 0, ψ′j(aj) = 0, for j ∈ I.
The notations are sometimes shortened to L2(G), H1(G), H2(G), and H20 (G).
2.3. Laplacians and boundary conditions. One defines maximal and minimal Laplace operators in
L2(G, a) by
∆maxψ = ψ′′ with Dom(∆max) = H2(G, a) and
∆minψ = ψ′′ with Dom(∆min) = H20 (G, a).
It is known that the operator ∆min is a closed symmetric operator with deficiency indices (d, d), where
(2.1) d := |E|+ 2|I|,
and its Hilbert space adjoint is (∆min)∗ = ∆max; see e.g. [BEH08, Section 4.8]. The scope here are
general realizations ∆′ of the Laplacian on metric graphs with
(2.2) ∆min ⊂ ∆′ ⊂ ∆max.
These realizations ∆′ can be discussed in terms of boundary or matching conditions imposed at the
endpoints of the edges. To this end, one defines the traces
ψ =

{ψe(0)}e∈E{ψi(0)}i∈I
{ψi(ai)}i∈I

 , ψ′ =

 {ψ′e(0)}e∈E{ψ′i(0)}i∈I
{−ψ′i(ai)}i∈I ,

 and [ψ] := [ψ
ψ′
]
for ψ ∈ H2(G, a),
and one introduces the auxiliary Hilbert space
K ≡ K(E , I) = KE ⊕K−I ⊕K+I
with KE = C|E| and K(±)I = C|I|. Then for ψ ∈ H2(G, a) one has ψ, ψ′ ∈ K, and [ψ] ∈ K2. Since for the
quotient space Dom(∆max)/Dom(∆min) ∼= K2, any realization ∆′ satisfying (2.2) is associated with a
subspace M⊂ K2 such that
∆′ = ∆(M), where ∆(M)ψ = ψ′′ and Dom(∆(M)) = {ψ ∈ H2(G, a) : [ψ] ∈M}
3. Boundary conditions and Cayley transforms
3.1. Parametrization of boundary conditions. Recall that there are various ways to parametrise
the subspacesM⊂ K2, and some have been summarized in [HKS15, Section 3]. The number of linearly
independent boundary conditions imposed is equal to dimM. In particular if dimM ≥ d, for the
deficiency index d given in (2.1), then there exist A,B ∈ Hom(K) such that
M =M(A,B) := Ker(A, B) and ∆(A,B) := ∆(M(A,B)),
where
(A, B) : K2 → K, (A, B)(χ1, χ2)T = Aχ1 +Bχ2 for χ1, χ2 ∈ K.
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An equivalent description of Dom(∆(A,B)) by the linear boundary conditions defined by A,B is then
(3.1) Dom(∆(A,B)) = {ψ ∈ H2(G, a) : Aψ +Bψ′ = 0}.
Note that the parametrisation by the matrices A and B is not unique. Indeed, operators ∆(A,B)
and ∆(A′, B′) agree if and only if the corresponding spaces M(A,B) and M(A′, B′) agree. Boundary
conditions defined by A,B and A′, B′ are called equivalent if M(A,B) = M(A′, B′). Notice that
the boundary conditions are equivalent if there exists an invertible operator C ∈ GL(K) such that
simultaneously
A′ = CA and B′ = CB.
3.2. Regular boundary conditions and the quasi-Weierstrass normal form. Operator pencils
A − λB with λ ∈ C appear in many contexts such as generalized eigenvalue problems or differential
algebraic equations, see e.g. [BIT12] and the references therein. A basic regularity assumption is the
following.
Definition 3.1 (Regularity of operator pencils). Let A,B ∈ Cd×d, d ∈ N. The operator pencil A− λB
is called regular if detA+ λB 6= 0 for some λ ∈ C, and irregular otherwise.
For matrices A,B defining a regular operator pencil, one can define the Cayley transform
S(k,A,B) := − (A+ ikB)−1 (A− ikB)
for all k ∈ C except an at most finite set, because det(A− ikB) is a non-vanishing polynomial of degree
at most d. In fact the Cayley transform has been the starting point for the introduction of a notion of
regular boundary conditions in [HKS15, Definition 3.2] without being aware that the analogous notion
of regular operator pencils already had existed in a different context.
Definition 3.2 (Regularity of boundary condition, cf. Definition 3.2 in [HKS15]). Let A,B ∈ Hom(K)
with Rank(A, B) = d. Then the boundary conditions defined by A,B are called regular if A − λB is
regular, and irregular otherwise.
For self-adjoint Laplacians on star graphs with I = ∅, S(k,A,B) for k > 0 has the interpretation of
a scattering matrix, cf. e.g. [KS99]. Note that equivalent boundary conditions have the same Cayley
transform, and in turn boundary conditions can be recovered via
AS := −1
2
(S(k,A,B)− 1) and BS := 1
2ik
(S(k,A,B) + 1) .
Remark 3.3. Regularity of the operator pencil A − λB already implies Rank(AB) = d, cf. [HKS15,
Proposition 4.2] for the case I = ∅. The notion of regularity of boundary conditions assumes that there
are d linearly independent boundary conditions, i.e., Rank(AB) = dimM(A,B) = d. In fact, dimM <
d leads to an under-determined while dimM > d leads to an over-determined system. This is reflected by
the spectrum since σ(∆(M)) = C for dimM 6= d, see [HKS15, Proposition 4.2]. Definition 3.2 requires
dimM = d for irregular boundary conditions, while the cases with dimM 6= d are out of scope here.
However, having the d linearly independent boundary conditions, i.e., dimM = d, is not sufficient
for many spectral properties since irregular boundary conditions can lead to wild spectral features,
see [HKS15, Section 3.4] and this is also reflected in Theorem 4.1 below characterizing C0-semigroup
generators.
The quasi-Weierstrass normal form for regular operator pencils A−λB has been introduced in [BIT12]
in the context of differential algebraic equations. Its proof is based on Wong sequences of subspaces.
It is the key ingredient to the analysis presented here, and it reveals many properties of the Cayley
transform.
Proposition 3.4 (Quasi-Weierstrass normal form, cf. Theorem 2.6 in [BIT12]). Let A,B ∈ Cd×d and
let the operator pencil A− λB, λ ∈ C, be regular. Then there exists 0 ≤ m ≤ d and invertible matrices
F,G such that
A = F
[
L 0
0 1Cd−m
]
G and B = F
[
1Cd 0
0 NB
]
G,
6 AMRU HUSSEIN
where NB ∈ C(d−m)×(d−m) is nilpotent and L ∈ Cm×m. These matrices are not uniquely determined.
Recall that for self-adjoint boundary conditions one has a unique parametrization, cf. [Kuc04, The-
orem 6], by
A = L+ P, B = P⊥ = (1− P ) with P ∗ = P = P 2, P⊥L = LP⊥,(3.2)
and L = L∗. Hence, −∆(A,B) is associated with the closed symmetric form δP,L defined by
(3.3) δP,L[ψ] =
ˆ
G
|ψ′|2 − 〈LP⊥ψ, P⊥ψ〉K, dom(δP,L) = {ϕ ∈ H1(G, a) | Pϕ = 0}.
For general possibly non-selfadjoint L with P⊥L = LP⊥ the form δP,L is sectorial, though in general
non-symmetric, and it has been investigated in detail in the context of semigroups on networks, see
e.g. [Mug14, Chapter 6 and 7] and the references therein, and [Hus14] where a characterization is given
when general non-self-adjoint boundary conditions are of this form. One observes that regular boundary
conditions in general are not of the form needed to define δP,L. However, at least if NB = 0, there are
equivalent boundary conditions which are similar to such sectorial boundary conditions, i.e.,
A = G−1(L+ P )G, B = G−1P⊥G, with P ∗ = P = P 2, P⊥ = (1− P ), P⊥L = LP⊥.
This motivates the following definition, and it will turn out, see Theorem 4.1 below, that this notion
suggesting a relation to sectorial operators is indeed justified.
Definition 3.5 (Quasi-sectorial boundary conditions). Regular boundary conditions A,B are called
quasi-sectorial if NB = 0 in the quasi-Weierstrass normal form.
Note that the condition that NB = 0 includes the case of m = d, and m = d − 1 implies NB = 0.
For a matrix M ∈ Cn×n and λ ∈ σ(M) denote by γM (λ) the maximal length of Jordan chains to the
eigenvalue λ or equivalently the size of the largest Jordan block to the eigenvalue λ.
Lemma 3.6 (Poles of the Cayley transform). Let A,B ∈ Hom(K) define regular boundary conditions,
where m, L and NB are given by the quasi-Weierstrass normal form. Then the function
S(·, A,B) : C→ Hom(K), k 7→ S(k,A,B)
is meromorphic with at most max{m+1, d} different poles, and each pole falls under one of the following
cases with poles of order zero being removable singularities:
(a) If k ∈ σ(−iL) \ {0}, then k is a pole of order γL(k);
(b) If 0 ∈ σ(−iL), then 0 is a singularity of order max{γL(0)− 1, γNB(0)− 1, 0};
(c) If 0 /∈ σ(−iL), then 0 is a singularity of order max{γNB(0)− 1, 0}.
Proof. By the quasi-Weierstrass normal form one has for regular boundary conditions
S(k,A,B) = G−1
[
S(k, L,1) 0
0 S(k,1, NB)
]
G.(3.4)
Now, without loss of generality on can assume that L and NB have the Jordan normal form, where the
necessary similarity transforms can be incorporated into G−1 and G. Recall that for a nilpotent matrix
N with Nn = 0 and Nn−1 6= 0, i.e., γN (0) = n, one has that
(λ1+N)−1 = 1λ
(
1+ N−λ + . . .+
Nn−1
(−λ)n−1
)
.
Hence if n ∈ N0 is such that NnB = 0 and Nn−1B 6= 0, then
S(1, NB; k) = −(1+ ikNB)−1(1+ ikNB − 2ikNB)
= −1+ 2ik(1+ ikNB)−1NB
= −1+ 2ikNB + 2(ik)2(−1)N2B + . . .+ 2(ik)n−1(−1)n−2Nn−1 for k 6= 0.
(3.5)
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If L = λ1+N for λ ∈ C with n ∈ N0 such that Nn = 0 and Nn−1 6= 0, then for λ 6= 0
S(L,1; k) = −((λ+ ik)1+N)−1((λ + ik)1+N − 2ik1)
= −1+ 2ik((λ+ ik)1+N)−1
= −1+ 2ik
λ+ ik
(
1+
N
−(λ+ ik) + . . .+
Nn−1
(−1)n−1(λ+ ik)n−1
)
for λ+ ik 6= 0,
(3.6)
and for λ = 0
S(L,1; k) = −1+ 2
(
1+
N
−ik + . . .+
Nn−1
(−1)n−1(ik)n−1
)
for ik 6= 0.(3.7)
If L = λ1 for λ ∈ C this simplifies to become
S(L,1; k) = − (λ− ik)
(λ+ ik)
1, if λ 6= 0 and S(L,1; k) = 1, if λ = 0.
So, if k ∈ σ(iL) \ {0}, then each Jordan block JL,k of L to the eigenvalue k contributes a pole at k
of order γJL,k(0), and the Jordan blocks of L to different eigenvalues and also S(1, NB; k) do not have
a pole at k which proves (a).
In case (b), the Jordan blocks JL,0 of L to 0 contribute poles of order γJk,0(0) − 1, and the Jordan
blocks of JNB ,0 contribute poles at 0 of order max{0, γNB(0) − 1}. In the case (c), only the Jordan
blocks of JNB ,0 contribute poles at 0 of order max{0, γNB(0)− 1}.
Moreover, in (3.4) S(k, L,1) can have at most m different poles since L can have at most m pairwise
disjoint non-zero eigenvalues, and S(k,1, NB) for NB 6= 0 has only a pole a zero. So the set of poles
consists of at most m+ 1 points. Outside its poles the functions S(·, A,B) is holomorphic. 
Lemma 3.7 (Uniform boundedness of the Cayley transform). Let A,B define regular boundary condi-
tions. Then the following statements are equivalent:
(a) The boundary conditions defined by A,B are quasi-sectorial.
(b) For fixed ε > 0, the function
C \ {Bε(p1), . . . , Bε(pl)} → Hom(K), k 7→ S(k,A,B),
where p1, . . . , pl are the poles of S(·, A,B), is uniformly bounded.
Proof. By (3.4) it is sufficient to consider S(k, L,1) and S(k,1, NB). First,
S(k, L,1) = −( 1ikL+ 1)−1( 1ikL− 1),
and hence using the Neumann series
‖(L+ ik1)−1(L− ik1)‖ ≤ 2
1− ‖L‖/k ≤ 4 for |k| ≥ 2‖L‖,
and due to continuity S(·, L,1) is bounded on B2‖L‖(0) \ {Bε(p1), . . . , Bε(p1)}.
Second, if there exists a cyclic vector y with NBy 6= 0 and N2By = 0 – which is equivalent to NB 6= 0
– one has by (3.5) that S(k,1, NB)y = −y − 2ikNy, and hence for some c > 0
‖S(A,B; k)‖ ≥ c(1 + |k|) k ∈ C,
while for m− d > 0 and NB = 0 one has S(k,1, NB) = −1. 
Remark 3.8. In the case d = 1, i.e., |E| = 1 and |I| = 0, all boundary conditions with dimM = 1 are
of the form
ψ(0) = 0 or α · ψ(0) + ψ′(0) = 0, α ∈ C.
and so all boundary conditions are regular and define operators associated with forms as in (3.3) of the
type δ1,0 and δα,1, respectively. Irregular and non-quasi-sectorial boundary conditions occur only for
d ≥ 2. The case of an interval, i.e., d = 2 with E = ∅ is covered by the classical Birkhoff-Tamarkin theory
which will be discussed below in Subsection 3.4, and the case d = 2 with I = ∅, i.e., a point interaction
on the real line, is discussed in detail in [HM20], yet without the theory of the quasi-Weierstrass normal
form at hand. Second order elliptic boundary value problems in domains in Rn for n ≥ 2 are often
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reduced to conditions for the normal derivatives only, thus simplifying the problem to a one dimensional
one, where the more involved cases discussed here are not occurring.
3.3. Topology of boundary condition. The complex Grassmanian Gr(n,m) is the set of all n-
dimensional subspaces of Cm. Using unitary groups, it can be identified with
Gr(n,m) = U(m)/(U(n)× U(m− n))
which induces also a differentiable structure on Gr(n,m) which makes it a compact manifold with
dimGr(n,m) = n(m − n). Here, each boundary condition defined by M = M(A,B) can be identified
with a point [M] ∈ Gr(d, 2d). A metric on Gr(d, 2d) is defined by
d(M,M′) = ‖PM − PM′‖, M,M′ ∈ Gr(d, 2d),
where PM and PM′ are the orthogonal projections in K2 onto M and M respectively.
Remark 3.9. It is a classical result from extension theory that the set of self-adjoint boundary condi-
tions is a submanifold of Gr(d, 2d) isomorphic to U(d) which is of real dimension d2 while the manifold
of all boundary conditions Gr(d, 2d) ∼= U(2d)/(U(d)× U(d)) has real dimension 2d2.
Parts of the following lemma are covered by [KPS08, Lemma 3.2]. It allows one to draw back
convergence in Gr(d, 2d) to convergence in Hom(K).
Lemma 3.10. One has dimM(A,B) = d if and only if AA∗+BB∗ is invertible. For dimM(A,B) = d
the orthogonal projection in K2 on M(A,B)∗ is given by
PM(A,B)⊥ =
[
A∗
B∗
]
(AA∗ +BB∗)−1
[
A B
]
.
In particular if dimM(An, Bn) = d and dimM(A,B) = d and An → A and Bn → B as n → ∞ in
Hom(K), then also PM(An,Bn) → PM(A,B).
Combing this with the fact that A,B define regular boundary conditions if and only if dim(M(A,B)) =
d and KerA∩KerB 6= {0}, compare [HKS15, Proposition 3.3], one obtains the following characterization
of regular boundary conditions.
Corollary 3.11 (Characterization of regular boundary conditions). The boundary conditions defined
by A,B ∈ Hom(K) are regular if and only if both
AA∗ +BB∗ and A∗A+B∗B
are invertible.
Proof of Lemma 3.10. Lemma 3.2 in [KPS08] deals with the necessary condition. For completeness, the
proof is repeated here. First, note that
M(A,B)⊥ = Ker(A, B)⊥ = Ran
[
A∗
B∗
]
⊂ K2,
and since dimK2 = 2d, one has that dimM(A,B) = d if and only if M(A,B)⊥ = d, and hence
Ker(A∗, B∗)T = KerA∗ ∩ KerB∗ = {0}. In particular for dimM(A,B) = d the form defined by
ξ 7→ 〈B∗ξ, B∗ξ〉K+〈A∗ξ, A∗ξ〉K is coercive, and hence AA∗+BB∗ is invertible. It is now straight forward
to check, that RanPM(A,B)⊥ =M(A,B)⊥ and P 2M(A,B)⊥ = PM(A,B)⊥ and PM(A,B)⊥ = P ∗M(A,B)⊥ . The
convergence follows directly from the formula for the projection since PM(A,B) = 1−PM(A,B)⊥ and the
continuity of the composition and inversion operators. 
Remark 3.12. Let A,B define irregular boundary conditions, i.e., dim(M(A,B)) = d and KerA ∩
KerB 6= {0}. Then the pencil A − λB is irregular, and it follows by taking adjoints that det(A∗ −
λB∗) = 0 for all λ ∈ C, and hence also the pencil A∗ − λB∗ is irregular. However, by Lemma 3.10
KerA∗ ∩KerB∗ = {0}. This is no contraction to the characterization of irregular boundary conditions
since the boundary conditions defined by A∗, B∗ violate the rank condition. More preciously, one
has dimM(A∗, B∗) = dim(Ran(A,B)T )⊥ > d since dim(KerA ∩ KerB) ≥ 1. Note that in general
∆(A,B)∗ 6= ∆(A∗, B∗), compare [HKS15, Subsections 3.6 and 3.7].
HIDDEN SYMMETRIES IN NON-SELF-ADJOINT GRAPHS 9
Proposition 3.13. The set of regular boundary conditions is an open, connected and dense submanifold
of Gr(d, 2d). For d ≥ 2 the set of quasi-sectorial boundary conditions is a dense subset, and neither
open nor closed.
Proof. By Corollary 3.11
C
d×2d
reg : = {(A, B) ∈ Cd×2d : A,B define regular boundary conditions}
= {(A, B) ∈ Cd×2d : | det(AA∗ +BB∗)|+ | det(A∗A+B∗B)| 6= 0},
and since (A, B) 7→ | det(AA∗ + BB∗)| + | det(A∗A + B∗B)| is continuous Cd×2dreg ⊂ Cd×2d is an open
submanifold. Now, consider the quotient map
q : Cd×2dd := {(A,B) ∈ C2d×d : Rank(A, B) = d} → Gr(d, 2d), (A, B) 7→ [M(A,B)],
which identifies q(A,B) = q(A′, B′) if M(A,B) = M(A′, B′). By Lemma 3.10 this is continuous, and
in fact the topology on Gr(d, 2d) coincides with the quotient topology induced by q. Hence the set of
regular boundary conditions q(Cd×2dreg ) ⊂ Gr(d, 2d) is open.
As in the proof [HKS15, Theorem 3.10], one can show that any boundary conditions A,B with
dimM(A,B) = d can be approximated by
Aε := A and Bε := B + εPKerB, ε > 0,
where PKerB is the orthogonal projection in K to KerB. In particular Aε, Bε define quasi-sectorial
boundary conditions which implies the density of quasi-sectorial boundary conditions.
To prove that the set of regular boundary conditions in Gr(d, 2d) is connected, consider for regular
boundary conditions A,B the decomposition of A with respect to KerA and (KerA)⊥ and define
Aε :=
[
P(KerA)⊥AP(KerA)⊥ 0
PKerAAP(KerA)⊥ εPKerA
]
and Bε := (1 − ε)B, ε ∈ [0, 1]
where A0 = A, B0 = B and Aε is invertible for all ε ∈ (0, 1], hence (Aε, Bε) is regular for all ε ∈ [0, 1].
The following map
γ : [0, 1]→ Cd×2dd , ε 7→ (Aε, Bε), hence also q ◦ γ : [0, 1]→ Gr(d, 2d), ε 7→ M(Aε, Bε)
is continuous. Moreover, A1 is invertible and B1 = 0, so M(A1, B1) defines the regular Dirichlet
boundary conditions, and hence the manifold of regular boundary conditions is connected.
To show that the set of quasi-sectorial boundary conditions is not closed for d ≥ 2, consider for
instance
A = 1, B = N, and Aε = 1, Bε = N + ε1 for ε > 0.
Then for nilpotent N , the matrices A,B define regular but not quasi-sectorial boundary conditions
while Aε, Bε define quasi-sectorial boundary conditions for ε > 0 because then Bε is invertible. However
M(Aε, Bε)→M(A,B) in Gr(d, 2d).
Conversely, to show that the set of non-quasi-sectorial boundary conditions in Gr(d, 2d) is not closed
for d ≥ 2, let
A = 1, B = 0, and Aε = 1, Bε = εN for ε > 0.
Then A,B define quasi-sectorial boundary while for nilpotent N the matrices Aε, Bε define regular but
non-quasi-sectorial boundary conditions for ε > 0 since then εN is nilpotent, butM(Aε, Bε)→M(A,B)
in Gr(d, 2d). 
3.4. Comparison to the Birkhoff-Tamarkin theory. A theory for boundary value problems on
intervals has been initiated at the beginning of the 20th century by Birkhoff in the works [Bir08b,
Bir08] and then continued by Tamarkin and many others. It is elaborated in classical textbooks like
[DS71, Chapter XIX] or [Nai67]. The Birkhoff-Tamarkin theory focuses on the convergence of the
eigenfunction expansion for non-self-adjoint boundary conditions. This theory is still developing, see for
instance [Loc00] and [Fre12] for a survey on Birkhoff-irregular problems, and the respective references
therein, and it also ramified including parameter dependent eigenvalue problems, see e.g. [MM03].
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Central to the Birkhoff-Tamarkin theory is a notion of regularity of boundary conditions often referred
to as Birkhoff-regularity which is related to the behaviour of determinants related to the eigenvalue
equation. The Birkhoff-Tamarkin theory applies to general n-th order differential operators on intervals.
Note that for the second derivative operator on an interval [0, a] this is different from the notion of
regularity promoted here, compare [HKS15, Section 3.3]. The difference can be illustrated also using
[DS71, page 2344f.] where all Birkhoff-irregular boundary conditions are characterized to be of the form
ψ′(0) + γψ′(a) + αψ(0) + βψ(a) = 0 and ψ(0)− γψ(a) = 0, or
ψ′(a) + γψ′(0) + αψ(0) + βψ(a) = 0 and ψ(a)− γψ(0) = 0, α, β, γ ∈ C,
where the terms + . . . in [DS71, page 2344f.] are interpreted here as the terms with α and β. In matrix
form this translates to
A =
[
1 −γ
α β
]
and B =
[
0 0
1 −γ
]
.
This is irregular in the sense of Definition 3.2 if KerA∩KerB 6= {0} which holds if α = c and β = −cγ
for some c ∈ C, i.e, β = −αγ. If α, β 6= 0 then A is invertible, and therefore one has even quasi-sectorial
boundary conditions. In particular, using Theorem 4.17 below, it follows that Birkhoff-regularity is not
equivalent to the generation of C0-semigroups, but it gives only one inclusion. If α = β = γ = 0, then
the boundary conditions are regular but not quasi-sectorial.
There is also a system version of the Birkhoff-Tamarkin theory which is presented for instance in the
book by Naimark [Nai67, Chapter III S 8.4]. To highlight the difference to the theory presented here,
consider the second derivative operator on two intervals [0, 1] with boundary conditions
A =


1 0 0 0
0 1 0 0
0 0 1 −1
0 0 0 0

 and B =


0 0 0 0
0 0 0 0
0 0 0 0
0 0 1 1

 .
This corresponds to
ϕ1(0) = 0, ϕ2(0) = 0, and ϕ1(1) = ϕ2(1), ϕ
′
1(1) = −ϕ′2(1),
and −∆(A,B) equivalent to the Dirichlet Laplacian on [0, 2].
Translating this into the formalism of Naimark, one has in the notation of Naimark n = 2 (order of
the operator) and m = 2 (number of edges), and the boundary conditions are of the form
U1(ϕ) = U10(ϕ) + U11(ϕ), and U2(ϕ) = U20(ϕ) + U21(ϕ),
where for the orders of the boundary conditions k0 = 0 and k1 = 1 one has
U10(ϕ) = A1ϕ(0), U11(ϕ) = B1ϕ(1), and
U20(ϕ) = A2ϕ
′(0) +A20ϕ(0), U21(ϕ) = B2ϕ′(1) +B20ϕ(1)
with
A1 =
[
1 0
0 1
]
, B1 =
[
0 0
0 0
]
, A2 =
[
0 0
0 0
]
, A20 =
[
0 0
0 0
]
, B2 =
[
0 0
1 1
]
, B20 =
[
1 −1
0 0
]
.
Then regularity of the boundary conditions is defined with ω1 = i and ω2 = −i via
Φ(s) =
[
(A1 + sB1)ω
k1
1 (A1 + (1/s)B1)ω
k1
2
(A2 + sB12)ω
k2
1 (A2 + (1/s)B2)ω
k2
2
]
=


1 0 1 0
0 1 0 1
0 0 0 0
is is −is −is

 , s ∈ C,
where boundary conditions are regular if for
detΦ(s) = ϕ−2s−2 + ϕ−1s−1 + ϕ0 + ϕ1s1 + ϕ2s1
one has ϕ−2 6= 0 and ϕ2 6= 0 which is not satisfied here since detΦ(s) = 0.
Herefrom, one sees that the Birkhoff-regularity can produce artefacts when inserting artificial edges.
This indicates that this notion of regularity is not always compatible with a geometric interpretation of a
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system of ordinary differential equations such as graphs. When looking for generators of C0-semigroups
it leaves out many relevant cases. Moreover, while the Birkhoff-regularity is a powerful tool to check for
Riesz basis properties of eigenfunctions, its verification is usually quite laborious. In contrast using for
instance Corollary 3.11, one can check for regularity in the sense of Definition 3.2 on the level of linear
algebra.
4. Semigroup generation
Using the notion of quasi-sectorial boundary conditions introduced in Definition 3.5, one obtains a
complete picture for which Laplacians the first and second order Cauchy problems
∂tψ −∆(A,B)ψ = 0, t > 0, ψ(0) = ψ0, and
∂2t ψ −∆(A,B)ψ = 0, t > 0, ψ(0) = ψ0, ψt(0) = ϕ0,
are well-posed in terms of C0-semigroups, analytic semigroups, and C0-cosine operator functions, see
e.g. [ABHN01] for the definitions, and also [BC13] for a discussion of the differences between cosine
families and semigroups. Note that the same set of boundary conditions can be imposed on graphs with
different geometries as illustrated in Figure 4, where moreover, the length of the internal edges can be
varied. However, the characterization given below depends only on the boundary conditions and not on
the geometry.
Theorem 4.1 (Characterisation of generators of C0-semigroups). Let (G, a) be a finite metric graph.
Then ∆(A,B) is the generator of a C0-semigroup in L
2(G, a) if and only if A,B define quasi-sectorial
boundary conditions. If ∆(A,B) is the generator of a C0-semigroup in L
2(G, a), then this semigroup
extends to an analytic semigroup, and ∆(A,B) generates a C0-cosine operator function.
Remarks 4.2. (a) Generators ofC0-cosine operator functions generate also C0-semigroups, see [ABHN01,
Theorem 3.14.17 and its proofs]. Therefore, Theorem 4.1 characterizes also the generators of C0-
cosine operator functions, and since analytic semigroups are in particular C0-semigroups, it charac-
terizes also generators of analytic semigroups.
(b) Note that Theorem 4.1 deals with general C0-semigroups with
‖e∆(A,B)t‖ ≤ Ceµt, t ≥ 0, for some C > 0 and µ ∈ R.
The question when one can chose C = 1, i.e., when ∆(A,B) is quasi-dissipative (or equivalently
−∆(A,B) is quasi-accretive) has been discussed in [Hus14, Theorem 3.1], and this is the case if and
only if there are equivalent boundary conditions of the form (3.2). Bounds on µ > 0 are discussed
in [Hus13]. The semigroup is bounded if one can chose µ = 0, and the case µ = 0 and C = 1 has
been characterized in [Hus14, Theorem 3.2]. The boundedness of the semigroup has been addressed
at least for point interactions in [HM20, Theorem 3.1 (d)].
There has been a number of results on some classes of boundary conditions defining generators
of analytic semigroups, see e.g. [KFMS07, Mug07, Mug14, KPS08] which however do not include a
characterization. Some boundary conditions of the form (3.2) defining generators of C0-cosine operator
function are considered also in [Mug14], and also in [EKF19] using different methods and considering
more general elliptic second order on graphs. Apart from this there is an extensive literature on the wave
equation on networks, see e.g. [AM94,AM84,LLS94,Kuc02,DZ06,KFMS07,JMZ15,Klo¨12,KPS12b] and
the references therein, and even more so for the heat equations, see e.g. [vB88,Bob12,KPS08,KPS12,
KPS07,BFN16] and the many the references therein.
4.1. Nilpotent matrices and resolvent estimates. Before discussing the proof of Theorem 4.1, it
is instructive to have a closer look on the mechanism which prevents certain regular non-quasi-sectorial
boundary conditions from defining a generator of a C0-semigroup. Consider the interval [0, 1] and the
regular boundary conditions defined by
A =
[
1 0
0 1
]
and B =
[
0 0
−1 0
]
,
12 AMRU HUSSEIN
Figure 2. Same boundary conditions for different geometries
i.e., ψ(0) = 0 and ψ(1)− ψ′(0) = 0. Then dimM(A,B) = 2 and det(A+ ikB) = 1 for all k ∈ C, i.e.,
A,B are regular. Moreover,
S(k;A,B) = −
[
1 0
2ik 1
]
, k ∈ C.
By Lemma 3.7 and Theorem 4.17 ∆(A,B) does not generate a C0-semigroup on L
2(G, a). This is
an illustrative example for regular but non-quasi-sectorial boundary conditions. It can be found in
[Bir08, p.383] as well as in [DS71, Ex. XIX.6(d)]. There, it is an example of so-called intermediate
boundary conditions. It stands here as an exemplification of boundary conditions of the type A = 1 and
B = N where N is nilpotent.
The same boundary conditions defined by A,B given above can also be considered on a graph with
only two external edges, i.e., I = ∅ and |E| = 2 with E = e1 ∪ e2. Then the resolvent kernel is given by
rM(x, y; k) =
i
2k
{[
eik|x1−y1| 0
0 eik|x2−y2|
]
+
[
eikx1 0
0 eikx2
]
S(k;A,B)
[
eiky1 0
0 eiky2
]}
.
Therefrom, the strategy of the proof of Theorem 4.1 becomes apparent when one takes into account
Lemma 3.7, see also [HM20, Lemma 5.3]. In particular in the case considered here, for k = iκ with
κ→∞, the resolvent does not exhibits the decay (−∆(A,B)+κ2)−1 . O(1/κ2) necessary for semigroup
generators.
For a more heuristic interpretation one can consider the resolvent problem (−∆(A,B) − k2)ψ = f
more directly using the Dirichlet Laplacian −∆(1, 0) on [0, 1]. Then using the Ansatz
ψ = ψ1 + ψ0 where ψ1 = (−∆(1, 0)− k2)−1f, Im k > 0,
one finds that
ψ0(x) = sin(kx)
ψ′1(0)
sin(k)− 1 , Im k > 0,
and since−∆(1, 0)ψ1 = f+k2ψ1, where−∆(1, 0) = D∗0D0 withD0ψ = ψ′ and Dom(D0) = H10 ([0, 1];C),
ψ′1(x) = (D
∗
0)
−1(f + k2ψ1)(x) =
ˆ 1
x
f(y) + k2ψ1(y)dy.
where (D∗0)
−1 : L2([0, 1])→ RanD0. Using the trace or evaluation operator γ0 which maps ψ → ψ(0),
this implies that
|ψ′1(0)| = |γ0 ◦ (D∗0)−1(f + k2ψ1)| ≤ ‖γ0 ◦ (D∗0)−1‖L(L2;C)
(‖f‖L2 + ‖k2(−∆(1, 0)− k2)−1f‖L2.)
≤ C‖f‖L2
for some C > 0 and any k2 ∈ C \ Σ0,θ for θ ∈ (0, π/2), where Σ0,θ := {z ∈ C : | arg(z)| ≤ θ}. Here one
uses that the trace operator γ0 : H
1([0, 1];C)→ C is bounded,
Ran(D∗0)
−1 = {ψ ∈ H1([0, 1];C) :
ˆ
[0,1]
ψ = 0},
and hence γ0 ◦ (D∗0)−1 ∈ L(L2(G, a);C), and that the Dirichlet Laplacian generates an analytic semi-
group. Summarizing, the trace ψ′1(0) is given as a 0-th order operator applied to f the norm of which
can be estimated independent of k.
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More concretely, choosing for instance an eigenfunction of the Dirichlet Laplacian as right hand side
fκ(x) = sin(πκx), κ ∈ N, then ψ1(x;κ) = sin(πκx)
π2κ2 − k2 , and ψ
′
1(0;κ) =
πl
π2κ2 − k2 ,
if k2 6= κ2π2. Then for k = iκ
‖ψ1(·;κ)‖ = O(1/κ2) while ‖ψ0(·;κ)‖ = |ψ′1(0;κ)|O(1/
√
κ) = O(1/κ3/2) as κ→∞.
The role of the Dirichlet problem and the behaviour of the trace of the derivative of its solution
become even more apparent when A,B given above are considered on a graph with only two external
edges, i.e., I = ∅ and |E| = 2 with E = e1 ∪ e2. Then the resolvent problem can be rewritten to a
coupled system
(− d2
dx2
1
− k2)ψ1 = f1, ψ1(0) = 0,
(− d2
dx2
1
− k2)ψ2 = f2, ψ2(0) = ψ′1(0).
This can be solved iteratively, to obtain first, using the Dirichlet Laplacian −∆(1, 0) on [0,∞), that
ψ1 = (−∆(1, 0)− k2)−1f1 if Im k > 0.
The second equation is then a boundary value problem with inhomogeneous Dirichlet boundary condi-
tions a solution of which is given by
ψ2(x) = e
ikxψ′1(0) + ((−∆(1, 0)− k2)−1f2)(x), x ∈ e2, if Im k > 0,
and ψ′1(0) = γ0 ◦ ∂x1(−∆(1, 0)− k2)−1f1, hence |ψ′1(0)| ≤ O(‖f1‖). Now for k = iκ with κ > 0
‖e−κxψ′1(0)‖L2 . O(‖f2‖L2/κ) as κ→∞.
This resembles the resolvent estimate of a first order operator and not that of a second order operator.
Interchanging A and B, i.e., one can consider
A =
[
0 0
−1 0
]
and B =
[
1 0
0 1
]
,
and then the resolvent behaviour is rather different, Since B is invertible, this defines quasi-sectorial
boundary conditions. The resolvent problem can be rewritten to become
(− d2
dx2
1
− k2)ψ1 = f1, ψ′1(0) = 0,
(− d2
dx2
1
− k2)ψ2 = f2, ψ′2(0) = ψ1(0),
which can be solved iteratively, where now using the Neumann Laplacian −∆1(0, 1) on [0,∞)
ψ1 = (−∆1(0, 1)− k2)−1f1 for Im k > 0.
The second equation is then a boundary value problem with inhomogeneous boundary conditions a
solution of which is given by
ψ2 =
eikx
ik
ψ1(0) + (−∆2(0, 1)− k2)−1f2 for Im k > 0,
and ψ1(0) = γ0(−∆1(0, 1)− k2)−1f1. For k = iκ with κ > 0 it follows that
|ψ1(0)| = |γ0(−∆1(0, 1) + 1)−1/2(−∆1(0, 1) + 1)1/2(−∆1(0, 1) + κ2)−1f1| . O(‖f1‖/κ), κ→∞,
where one uses that the operator γ0(−∆1(0, 1)+1)−1/2 is bounded, and that by interpolation ‖(−∆1(0, 1)+
1)1/2(−∆1(0, 1)+κ2)−1‖ . O(1/κ) as κ→∞. Hence ‖e−κxψ′1(0)‖L2 . O(‖f2‖L2/κ2) as κ→∞ which
is compatible with the properties of C0-semigroup generators.
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4.2. Quadratic forms for quasi-sectorial boundary conditions. In many instances spectral prop-
erties of operator can be drawn back to quadratic forms. Here, integration by parts gives
〈−∆(A,B)ψ, ψ〉 =
ˆ
G
|ψ′|2 + 〈ψ′, ψ〉K, ψ ∈ Dom(∆(A,B)).
If the boundary conditions are of the form (3.2), then 〈ψ′, ψ〉K = 〈−LP⊥ψ, P⊥ψ〉K for ψ ∈ Dom(∆(A,B)),
and hence this defines a sectorial form associated with −∆(A,B). However if this is not the case, then
not all the derivative terms at the vertices cancel out, and therefore the numerical range is not confined
to a sector, see for instance [Hus14]. This can be illustrated in the following example.
Example 4.3 (PT -symmetric point interaction). Let G be a graph consisting of two external edges
E = {e1, e2} and one vertex ∂(e1) = ∂(e2). Consider the boundary conditions defined by
Aτ =
[
1 −eiτ
0 0
]
and Bτ =
[
0 0
1 e−iτ
]
for τ ∈ [0, π/2].
Identifying the graph with the real line and the vertex with zero, the boundary conditions correspond to
ψ(0+) = eiτψ(0−) and ψ′(0+) = e−iτψ′(0−). This example is included in the study of PT -symmetric
point interactions in [AFK02] and was further investigated in [AK05] and [Sie09,Sie11].
The quadratic form defined by the operator −∆(Aτ , Bτ ) simplifies by integrating by parts and inserting
the boundary conditions to become
〈−∆(Aτ , Bτ )ψ, ψ〉 =
ˆ
G
|ψ′|2 + (1− e2iτ )ψ2(0)ψ′2(0) ψ ∈ Dom(−∆(Aτ , Bτ )).
In particular, the derivative term cannot be avoided, and the numerical range is entire C for all τ ∈
(0, π/2]. However, despite the numerical range for τ ∈ [0, π/2) the operator −∆(Aτ , Bτ ) is similar to
the self-adjoint Laplacian −∆(A0, B0) and hence the generator of an analytic semigroup. Note that
Aτ , Bτ define regular boundary conditions with k-independent Cayley transform
S(Aτ , Bτ , k) =
1
cos(τ)
[
i sin(τ) 1
1 −i sin(τ)
]
for τ ∈ [0, π/2).
Hence, this is an example of quasi-sectorial boundary conditions which are not in the form (3.2).
This exemplifies also the well-known fact that the numerical range of an operator is not stable under
similarity transforms. It underlines that one cannot use always the usual L2-scalar product to relate
such operators to forms.
The similarity transform for star graphs introduced in [HKS15, Section 6] gives for the case I = ∅ with
quasi-sectorial boundary conditions a similarity transform to a Laplacian with boundary conditions of
the form (3.2). The strategy here for the case I 6= ∅ is to take this similarity transform as an inspiration
for a localization procedure to construct an adjusted scalar product, and thereby to associate quasi-
sectorial Laplacians with closed forms in this new setting.
To this end, consider first cut-off functions
χi+, χ
i
−, χ
i
0 : [0, ai]→ [0, 1] with (χi+)2 + (χi−)2 + (χi0)2 ≡ 1 for i ∈ I, and
χi−, χ
i
0 : [0,∞)→ [0, 1] with (χi−)2 + (χi0)2 ≡ 1 for i ∈ E ,
such that for amin := mini∈I ai if I 6= ∅ and amin > 0 arbitrary if I = ∅, one has
suppχi+ ⊂ [ai − amin/2, ai], suppχi− ⊂ [0, amin/2], suppχi0 ⊂ [amin/4, ai − amin/4] for i ∈ I, and
suppχi− ⊂ [0, amin/2], suppχi0 ⊂ [amin/4,∞) for i ∈ E .
Define the auxiliary space
Haux := L2(G−)⊕ L2(G+)⊕ L2(GE )⊕ L2(G), L2(GC) :=
⊕
j∈c(C)
L2(Ij ;C), c(C) =
{
I, C ∈ {+,−},
E , C = E .
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Next, define some auxiliary operators. First, for χi+, χ
i
−, χ
i
0 as above let
χ : L2(G, a)→ Haux, ψ 7→ χψ, χψ :=


{χiEψi}i∈E
{χi−ψi}i∈I
{χi+ψi}i∈I
{χi0ψi}i∈I∪E

 ,
where the properties of the cut-off functions translates to χ∗ ◦ χ = 1L2(G,a). Second, one defines
identification operators for i, j ∈ E ∪ I by
Iij : L
2(Ij ;C)→ L2(Ii;C), (Iijψj)(x) =
{
ψj(x), x ∈ Ii ∩ Ij ,
0, x ∈ Ii \ Ij ,
that is, functions on the j-th edge are restricted or extended by zero and interpreted as functions on
the i-th edge. Note that in general IliIij 6= Ilj . Putting these identification operators together one can
define for R,S ∈ {E ,−,+} operators
IR,S = {Iij}i∈c(R),j∈c(S) : L2(GR)→ L2(GS).
For G ∈ Cd×d invertible for d given by (5.3), one has a block structure G = (GR,S)R,S∈{E,−,+}, where
GR,S =∈ C|R|×|S| with C ∈ {R,S} and |C| = |I| for C ∈ {−,+} and |C| = |E| for C = E . Then one sets
MG : Haux → Haux, MGψ =


GE,EIE,E GE,−IE,− GE,+IE,+ 0
G−,EI−,E G−−I−− G−+I−+ 0
G+,EI+,E G+−I+− G++I++ 0
0 0 0 1




{ψi}i∈E
{ψi}i∈I−
{ψi}i∈I+
{ψi}i∈I∪E

 .
With the change of orientation operator on each internal edge defined by (I+ψ)i(x) = ψi(ai − x) for
i ∈ I, one defines
I, J : Haux → Haux, I =


1 0 0 0
0 1 0 0
0 0 I+ 0
0 0 0 1

 , J =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 1

 ,
which satisfy I∗ = I, I2 = 1, J∗ = J , J2 = 1, and by the chain rule
(Iψ)′ = JI(ψ′) for ψ ∈ H1(G−)⊕H1(G+)⊕H1(GE )⊕H1(G).
With these preparations at hand, one considers the sequilinear form defined by
〈ψ, ϕ〉G,χ := 〈IMGIχψ, IMGIχϕ〉Haux , ψ, ϕ ∈ L2(G, a).
Lemma 4.4. Under the above assumptions 〈·, ·〉G,χ defines a scalar product in L2(G, a), and the induced
norm is equivalent to the norm induced by the canonical scalar product 〈·, ·〉.
Proof. Linearity follows from the linearity of the scalar product in Haux along with the anti-linearity
〈ψ, ϕ〉G,χ = 〈ψ, χ∗IM∗GMGIχϕ〉Haux = 〈χ∗IM∗GMGIχϕ, ψ〉 = 〈ϕ, ψ〉G,χ, ψ, ϕ ∈ L2(G, a).
To show the equivalence of norms observe first that
〈ψ, ψ〉G,χ = 〈χ∗IM∗GMGIχψ, ψ〉L2(G) ≤ ‖χ∗IM∗GMGIχ‖‖ψ‖2L2(G) for ψ ∈ L2(G, a).
Then, note that on the range of Iχ one has IliIij = Ilj , because supp(Iχψ)i ⊂ [0, amin /2] for all i ∈ I±∪E
and hence MHMGIχψ =MHGIχψ. In particular for G invertible MG−1MGIχψ = Iχψ. So, using that
I∗ = I, I2 = 1, and χ∗ ◦ χ = 1L2(G,a) one obtains for ψ ∈ L2(G, a)
〈ψ, ψ〉G,χ = 〈MGIχψ,MGIχψ〉Haux ≥ ‖MG−1‖−1〈Iχψ, Iχψ〉Haux = ‖MG−1‖−1〈ψ, ψ〉L2(G).
Remark 4.5. The relation between the standard scalar product 〈·, ·〉 and 〈·, ·〉G,χ is given by
〈ψ, ϕ〉G,χ = 〈ψ,Θϕ〉 where Θ = χ∗IM∗GMGIχ
and Θ is self-adjoint and by Lemma 4.4 positive, and it plays the role of the metric operator.
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Now one can relate the operator −∆(A,B) for quasi-sectorial boundary conditions A,B to a sesquilin-
ear form with respect to the scalar product 〈·, ·〉G,χ. Consider
〈−ψ′′, ϕ〉G,χ = 〈−ψ′′, χ∗IM∗GMGIχϕ〉L2(G)
= 〈ψ′, (χ∗IM∗GMGIχϕ)′〉L2(G) + 〈ψ′, χ∗IM∗GMGIχϕ〉K.
Recall that MHMGIχψ = MHGIχψ, in particular M
∗
GMGIχψ =MG∗GIχ. So,
(χ∗IMG∗GIχϕ)′ = (χ∗)′IMG∗GIχϕ+ χ∗(IMG∗GIχϕ)′
= (χ′)∗IMG∗GIχϕ+ χ∗JIMG∗GJI(χϕ)′
= (χ′)∗IMG∗GIχϕ+ χ∗JIMG∗GIJχ′ϕ+ χ∗JIMG∗GIJχϕ′
and with H := G∗G
(χ∗IMG∗GIχϕ)(x) ={χjE(xj)HjiE,EIE,EχiEψi(xi)}i,j∈E + {χjE(xj)HjiE,−IE,−χi−ψi(xi)}i∈I,j∈E
+{χjE(xj)HjiE,+IE,+χi+ψi(ai − xi)}i∈I,j∈E + {χj−(xj)Hji−,EI−,EχiEψi(xi)}i∈E,j∈I
+{χj−(xj)Hji−−I−,−χi−ψi(xi)}i,j∈I + {χj−(xj)HjiE,+IE,+χi+ψi(ai − xi)}i,j∈I
+{χj+(xj)Hji+,EI+,EχiEψi(ai − xi)}i∈E,j∈I + {χj+(xj)Hji+−I+,−χi−ψi(ai − xi)}i,j∈I
+{χj+(xj)Hji++I+,+χi+ψi(ai − xi)}i,j∈I + {χj0(xj)χi0ψi(xi)}i,j∈E∪I .
Hence
χ∗IMG∗GIχϕ = G∗Gϕ and 〈ψ′, χ∗IMG∗GIχϕ〉K = 〈Gψ′, Gϕ〉K.
The goal of the whole construction is to eliminate the trace term ψ′ which appears after integration by
parts. Now, recalling that by the quasi-Weierstrass normal form
Dom(A,B) = {ψ ∈ H2(G) : (L+ P )Gψ + P⊥Gψ′ = 0},
where L, P satisfy (3.2), one obtains for dom(δA,B) := {ψ ∈ H1(G) : P⊥Gψ = 0} that
〈Gψ′, Gϕ〉K = −〈LGψ,Gϕ〉K, ψ ∈ Dom(∆(A,B)), ϕ ∈ dom(δA,B),
and one defines the sesquilinear form for ψ, ϕ ∈ dom(δA,B) by
(4.1) δA,B[ψ, ϕ] := 〈MGIJχψ′,MGIJχϕ′〉+ 〈MGIχ′ψ′,MGIχϕ〉+ 〈MGJIχψ′,MGIJχ′ϕ〉
− 〈LGψ,Gϕ〉K.
Recall that a quadratic form δ in a Hilbert space H with domain V is of Lions type if there is constant
C > 0 such that | Im δ[ψ]| ≤ C‖ψ‖H‖ψ‖V for all ψ ∈ V , cf. [Mug14, Section 6.2] .
Lemma 4.6. Let A,B be quasi-sectorial boundary conditions, then the form δA,B is a closed densely de-
fined sectorial form of Lions type in L2(G, a) with 〈·, ·〉G,χ as scalar product, and −∆(A,B) is associated
with δA,B.
Proof. Since ⊕i∈I∪IC∞0 (Ij ;C) ⊂ dom(δA,B), and ⊕i∈I∪IC∞0 (Ij ;C) ⊂ L2(G, a) is dense, also δA,B is
densely defined.
Next, one considers the leading term 〈MGIJχψ′,MGIJχψ′〉, and one observes that
Im〈MGIJχψ′,MGIJχψ′〉 = 0,
〈MGIJχψ′,MGIJχψ′〉 ≤ ‖χ∗JIMG∗MGIJχ‖‖ψ′‖2,
〈MGIJχψ′,MGIJχψ′〉 ≥ ‖MG−1‖−1〈IJχψ′, IJχψ′〉 = ‖MG−1‖−1‖ψ′‖2,
where the two estimates are analogous to the ones in the proof of Lemma 4.4. Hence this term defines
a densely defined closed symmetric form on dom δA,B. The other terms will be interpreted as relatively
bounded perturbations.
For the second and third term one has
| Im〈MGIχ′ψ′,MGIχϕ〉| ≤ |〈MGIχ′ψ′,MGIχϕ〉| ≤ ‖(χ′)∗IJMG∗GIJχ‖‖ψ′‖‖ϕ‖, and
| Im〈MGJIχψ′,MGIJχ′ϕ〉| ≤ |〈MGJIχψ′,MGIJχ′ϕ〉| ≤ ‖χ∗IJMG∗GIJχ′‖‖ψ′‖‖ϕ‖.
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The trace term can be estimated by Agmon’s inequality in R, i.e., for ψi = u+ iv for i ∈ I, then
|ψi(0)|2 = u2(0) + v2(0) = 2
ˆ 0
ai
(χ−u)(x)(uχ−)′(x) + (χ−v)(x)(vχ−)′(x)dx
≤ 2‖χu‖‖(uχ−)′‖+ 2‖χv‖‖(vχ−)′‖
= 2‖χu‖‖χ′−u+ χu‖+ 2‖χv‖‖χ′−v + χv‖
≤ C(‖u‖+ ‖u′‖) + C(‖v‖+ ‖v′‖) ≤ C‖ψi‖‖ψ′i‖.
Analogous estimates hold for ψi(ai) using χ+ and for ψi(0) when i ∈ E using χE . Hence,
| Im〈LGψ,Gψ〉K| ≤ |〈LGψ,Gψ〉K| ≤ ‖G∗LG‖‖ψ‖2 ≤ C‖G∗LG‖‖ψ‖‖ψ′‖.
Hence, the last three terms in (4.1) define relatively bounded perturbations of the form defined by
the first term. Therefrom, using the boundedness of the trace operator ψ 7→ ψ, and the completeness of
H1(G), one concludes that δA,B defines a densely defined closed form on dom(δA,B), cf. [Kat95, Theorem
VI.3.4]. By the estimates on the imaginary part it follows that it is of Lions type. Moreover, the operator
−∆(A,B) is associated with δA,B by the calculation above which give that
〈−∆(A,B)ψ, ϕ〉G,χ = δA,B[ψ, ϕ] for ψ ∈ Dom(∆(A,B)) and ϕ ∈ dom(δA,B).
In particular the assumptions of the first representation theorem [Kat95, Theorem VI.2.1] are satisfied,
where one verifies that Dom(∆(A,B)) is a core of δ(A,B). 
4.3. Spectral enclosure. The location of the spectrum is a necessary condition for an operator to be
a generator of a C0-semigroup.
Proposition 4.7 (Location of the spectrum). (a) If A,B define regular boundary conditions, then for
any C > 0 there exists a c > 0 such that
σ(−∆(A,B)) ⊂ {z ∈ C : | Im z|+ c ≤ C(Re z)},
i.e., it is contained in a sector;
(b) If A,B define quasi-sectorial boundary conditions, then
σ(−∆(A,B)) ⊂ {z ∈ C : c(Im z)2 − C ≤ Re z} for some C, c > 0,
i.e., the it is contained in a parabola around a positive half-axis.
Remark 4.8. In the context of non-self-adjoint operators, the location of the spectrum is not as
significant as in the self-adjoint case, and instead the emphasis is laid on pseudospectra which are
related level sets of the norm of the resolvent. The notion of ε-spectra or pseudospectra goes back to
Landau, see [Lan75], and since it has been investigated intensively, see e.g [KSTV15] and the references
therein.
Proof of Proposition 4.3. In the case I = ∅ one has σ(−∆(A,B)) = σess(−∆(A,B)) ∪ σp(−∆(A,B)),
where σess(−∆(A,B)) = [0,∞), see [HKS15, Proposition 4.11], σp(−∆(A,B)) is a finite set since the
eigenvalue equation reduces to det(A+ ikB) for the root Im k > 0, while the residual spectrum is empty,
see [HKS15, Proposition 4.6]. This already proves the claim for I = ∅.
Consider now the case I 6= ∅. By [HKS15, Proposition 4.7], k2 ∈ C \ [0,∞) is in the resolvent set,
whenever for k with Im k > 0 the matrix A± ikB is invertible, and
det(1−S(k;A,B)T (k, a)) 6= 0, where T (k, a) =

0 0 00 0 eika
0 eika 0

 .(4.2)
Note that
‖T (k, a)‖ ≤ e−(Im k)amin for k ∈ CIm>0, where amin := min
i∈I
ai.
By Lemma 3.7 in case (a) and (b)
‖S(k,A,B)T (k, a)‖ ≤ |p(k)|e−(Im k)amin and ‖S(k,A,B)T (k, a)‖ ≤ Ce−(Im k)amin ,
respectively for k ∈ CIm>0 \ {Bε(p1), . . . , Bε(pl)}, where C > 0 is a constant and p is polynomial in k .
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In case (b) for k ∈ CIm>0 with Im k > ln(C)/amin, there are no zeros of the secular equation (4.2).
Hence all roots of eigenvalues are located in a strip parallel to the real axis. For k = reiϕ one has
Im k2 = r2 sin(2ϕ) = 2r sin(ϕ)r cos(ϕ) and Re k2 = r2 cos(2ϕ) = r2 cos2(ϕ)− r2 sin2(ϕ),
and hence
{k ∈ CIm>0 : Im k > C}2 = {z ∈ C : (Im z)2/C2 − C2 > Re z.}
which is a parabola with vertex at −C2, see Figure 3 (a) and (c).
In case (a), one has |p(k)| ≤ α + β|k|d for some α, β ≥ 0 if p is a polynomial of degree d ∈ N0, and
assuming C|Re k| < Im k for given C ∈ (0, 1), one has
‖S(k;A,B)T (k, a)‖ ≤ (α+ β
√
C2 + 1 Im k)e−(Imk)amin .
Then there exists a c > 0 such that
‖S(k;A,B)T (k, a)‖ ≤ (α+ β
√
C2 + 1 Im k)e−(Im k)amin ≤ 1
2
for Im k ≥ c,
and hence by (4.2) for any such k one has that k2 ∈ ρ(−∆(A,B)). So,
{k ∈ CIm>0 : C|Re k| ≤ Im k, Im k > c}2 ⊂
{z ∈ C : (Im z)2/C2 − C2 > Re z} ∩ {z ∈ C : Im z > |1/(1− C2)Re z|}.
That is the spectrum is contained in a sector as depicted in see Figure 3 (b) and (d). 
Re k
Im k
CIm>0
(a) Im k ≤ C
Re k
Im k
CIm>0
(b) Im k ≤ max{C|Re k|, c}
Rek2
Im k2
C
(c) Im k ≤ C
Re k2
Im k2
C
(d) Im k ≤ max{C|Re k|, c}
Figure 3. Gray indicates where roots of eigenvalues and eigenvalues can be located, respectively
Remark 4.9 (Erratum to Lemma 4.3 in [HKS15]). To show that the resolvent set for regular boundary
conditions is non-empty in [HKS15, Lemma 4.3], the author has assumed implicitly that S(iκ, A,B) is
at least polynomially bounded as κ→∞. To justify this, one needs in fact Lemma 3.7 as shown in the
proof of Proposition 4.7.
4.4. Resolvent estimates for regular boundary condition. The resolvent for regular boundary
conditions is an integral operator with kernel
rM(x, y; k) = r0(x, y; k) + r1M(x, y; k)
with {r0(x, y; k)}j,j′ = δj,j′ i2k eik|xj−yj| and
r1M(x, y; k) =
i
2k
Φ(x, k, a) [1−S(k,A,B)T (k; a)]−1S(k,A,B)Φ(y, k, a)T ,
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where the Φ(x, k, a) is given by
Φ(x, k, a) :=
[
φE(x, k) 0 0
0 φ+(x, k) φ−(x, k)
]
,
respectively, with diagonal matrices
φE (x, k) = diag{eikxj}j∈E , φ+(x, k) = diag{eikxj}j∈I , and φ−(x, k) = diag{eik(aj−xj)}j∈I ,
and Φ(x, k)T denotes the transposed of Φ(x, k), see [KPS08, Lemma 3.10] and [HKS15, Proposition 4.7].
Lemma 4.10 (Upper bound on the resolvent for regular boundary conditions). Let A,B define regular
boundary conditions, then for c, C are as in Proposition 4.7 (a) there exists a constant C′ > 0 such that
‖(−∆(A,B)− k2)−1‖ ≤ C′|k|d−2 for all k2 ∈ {z ∈ C : c(Im z)2 − C ≤ Re z}.
Proof. Since
‖(−∆(A,B)− λ)−1‖ = ‖(−∆(A,B)− λ)−1 − (−∆(1, 0)− λ)−1‖+ ‖(−∆(1, 0)− λ)−1‖
it is sufficient to estimate the operator norm of the integral operator defined by r1M(·, ·; k). From the
proof of Proposition 4.7 (a) one deduces that
‖(1−S(k,A,B)T (k, a))−1‖ ≤ 2 for all k ∈ C \ {z ∈ C : c(Im z)2 − C ≤ Re z},
and from the proof of Lemma 3.7 one obtains that for k away from the poles of S(k,A,B)
‖S(k,A,B)‖ ≤ C′′|k|d−1
for some C′′ > 0 Hence, for some C′ > 0
‖
ˆ
G
r1M(x, y; k)f(y)dy‖ ≤
1
|k|
C′|k|d−1
Im k
‖f‖ ≤ C′|k|d−2‖f‖, k ∈ {k ∈ CIm>0 : Im k > C}.

Lemma 4.11 (Lower bound on the resolvent for non-quasi-sectorial boundary conditions). Let A,B
define regular but not quasi-sectorial boundary conditions, then there exists a constant C > 0
‖(−∆(A,B) + κ2)−1‖ ≥ C as κ→∞.
Proof. Note first that since the Laplacian on L2(R) generates a contraction semigroup
‖
ˆ
G
r0(x, y; iκ)ψ(y)dy‖ ≤ 1
κ2
‖ψ‖ for κ > 0.
Then consider r1M(·, ·; iκ) together with Lemma 3.7. For
‖
ˆ
G
r1M(x, y; iκ)ψ(y)dy‖ = sup
06=ϕ∈L2(G,a)
|〈´G r1M(x, y; iκ)ψ(y), ϕ〉dy|
‖ϕ‖ ,
and since Φ(x, iκ, a) has only real entries for κ > 0
〈
ˆ
G
r1M(x, y; iκ)ψ(y), ϕ〉dy =
1
2κ
〈[1−S(k,A,B)T (k; a)]−1S(k,A,B)
ˆ
G
Φ(y, k, a)Tψ(y)dy,
ˆ
G
Φ(x, k, a)Tψ(x)dx〉K.
Moreover since by the proof of Lemma 3.7 one has ‖S(iκ, A,B)‖ ≤ C|κ|d−1 as κ→∞, and ‖T (iκ; a)‖ =
e−κamin, for any q ∈ (0, 1) there exists cq > 0 such that ‖S(iκ, A,B)T (iκ; a)‖ < q for κ ≥ cq, and hence
using Neumann series
[1−S(k,A,B)T (k; a)]−1 = 1+
∞∑
n=1
[S(k,A,B)T (k; a)]
n
.
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Inserting this into the above gives
〈
ˆ
G
r1M(x, y; iκ)ψ(y), ϕ〉dy
=
1
2κ
〈[1−S(k,A,B)T (k; a)]−1S(k,A,B)
ˆ
G
Φ(y, k, a)Tψ(y)dy,
ˆ
G
Φ(x, k, a)Tϕ(x)dx〉K
=
1
2κ
〈S(k,A,B)
ˆ
G
Φ(y, k, a)Tψ(y)dy,
ˆ
G
Φ(x, k, a)Tϕ(x)dx〉K
+
1
2κ
∞∑
n=1
〈[S(iκ, A,B)T (iκ; a)]nS(iκ, A,B)
ˆ
G
Φ(y, k, a)Tψ(y)dy,
ˆ
G
Φ(x, k, a)Tϕ(x)dx〉K.
There exists c′q > 0 such that
‖[S(iκ, A,B)T (iκ; a)]nS(iκ, A,B)‖ ≤ qn for κ ≥ c′q,
and hence for κ ≥ c′q
1
2κ
|
∞∑
n=1
〈[S(iκ, A,B)T (iκ; a)]nS(iκ, A,B)
ˆ
G
Φ(y, k, a)Tψ(y)dy,
ˆ
G
Φ(x, k, a)Tψ(x)dx〉K|
≤ q
2κ(1− q)‖Φ(·, k, a)‖
2‖ψ‖‖ϕ‖ → 0 as κ→∞,
where one uses that
‖φE(·, iκ)‖2 = 1
2κ
, ‖φ+(·, iκ)‖2 = 1
2κ
(1− e−2κamin), ‖φ+(·, iκ)‖2 = 1
2κ
(1− e−2κamin).
So, one can now focus on the leading term
1
2κ
〈S(iκ, A,B)
ˆ
G
Φ(y, iκ, a)Tψ(y)dy,
ˆ
G
Φ(x, iκ, a)Tϕ(x)dx〉K.
Consider for αE = {αEj }j∈E , α− = {α−j }j∈I , α+ = {α+j }j∈I
α =

αEα−
α+

 and ψα(x) =
[ {αEj e−κxj}j∈E
{α−j e−κxj}j∈I + {α+j e−κ(aj−xj)}j∈I
]
.
Then ψα ∈ L2(G, a),
‖ψα‖2 = 1
2κ
‖(1− e−2κaj)αEj ‖2 +
1
2κ
‖(1− e−2κaj )α+j ‖2 +
1
2κ
‖(1− e−2κaj )α−j ‖2
+
∑
j∈I
aje
−κaj2Reα+j α
−
j ,
and
ˆ
G
Φ(y, iκ, a)Tψα(y)dy = H(iκ, a)α, H(iκ, a) =

 12κ1 0 00 12κ (1− e−2κa) a
0 a 12κ (1− e−2κa)

 .
Now, for NB 6= 0 from the quasi-Weierstrass normal form one chooses for v ∈ K with ‖v‖ = 1 and
NBv 6= 0
α = H(iκ, a)−1G−1NBv and β = H(iκ, a)−1G∗NBv,
then
1
2κ
〈S(iκ, A,B)
ˆ
G
Φ(y, iκ, a)Tψα(y)dy,
ˆ
G
Φ(x, iκ, a)Tψβ(x)dx〉K = 1
2κ
〈v + 2κNBv,NBv〉K,
and since min{1/2κ, amin} . ‖H(iκ, a)‖ . max{1/2κ, amax} as κ→∞√
2κmax{1/2κ, amax}−1 . ‖ψβ‖−1, ‖ψα‖−1 .
√
2κmin{1/2κ, amin}−1‖G−1NBv‖−1.
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Normalizing ϕα = ψα/‖ψα‖ and ϕβ = ψβ/‖ψβ‖, one obtains as for κ ≥ 1/2amax max{1/2κ, amax} =
amax that there is a constant C > 0 such that
1
2κ
|〈S(k,A,B)
ˆ
G
Φ(y, k, a)Tϕα(y)dy,
ˆ
G
Φ(x, k, a)Tϕβ(x)dx〉K| ≥ C‖NBv‖2 as κ→∞,
while the other terms discussed above go to zero. 
4.5. Resolvent estimates for irregular boundary condition. Set as before amin := mini∈I ai if
I 6= ∅ and amin > 0 arbitrary if I = ∅.
Lemma 4.12 (Lower bound on the resolvent for irregular boundary conditions). Let A,B be irregular
boundary conditions, then
|eImkamin/2 − 3amin|
amin|k2| . ‖(−∆(A,B)− k
2)−1‖ for Im k > 0,
where one uses the convention ‖(−∆(A,B)− k2)−1‖ =∞ if k2 ∈ σ(−∆(A,B)).
The following example is an essential ingredient for the proof of Lemma 4.12.
Example 4.13. Consider the interval [0, a] and the irregular boundary conditions defined by
A =
[
1 0
0 0
]
and B =
[
0 0
1 0
]
.
Then dimM(A,B) = 2 = d and the boundary conditions correspond to
ψ(0) = 0 and ψ′(0) = 0.
This example is discussed in [DS71, Sec. XIX.6(b)] as totally degenerate boundary conditions. Note
that
−∆(A,B) = −D20, where D0ψ = ψ′ with Dom(D0) = {ψ ∈ H1([0, a]) : ψ(0) = 0},
and σ(D0) = ∅. Hence for any k ∈ C
(−∆(A,B) − k2)−1 = [−(D0 − ik)(D0 + ik)]−1 = −(D0 + ik)−1(D0 − ik)−1.
The resolvent for D0 is given by the well-known variation of constants formula
(D0 ± ik)−1ψ(x) =
ˆ x
0
e∓ik(x−y)ψ(y)dy, k ∈ C.
Inserting for instance ψ ≡ 1, one obtains
(−∆(A,B)− k2)−1ψ = 1
k2
(cos(kx)− 1) , k ∈ C \ {0}.
Proof of Lemma 4.12. Note that for I = ∅ one has ρ(−∆(A,B)) = ∅, see [HKS15, Section 3.4], and
hence the claim follows.
So let I 6= ∅. Then, the first observation is that the function ψa defined by
ψa(x; k) =
1
k2
(cos(k(a− x))− 1)χ[0,a], ψa(·; k) ∈ H2([0,∞)) for k ∈ C \ {0}, a > 0,
because ψa(a; k) = ψ
′
a(a; k) = 0. Now, let v ∈ (KerA∩KerB)\{0} with v = [{vEj }j∈E , {v−j }j∈I , {v+j }j∈I ]
and ‖v‖ = 1, and then consider the function ψv ∈ H2(G) defined by
ψv(xj) =
{
vEj ψamin/2(x; k), j ∈ E ,
v−j ψamin /2(xj ; k) + v
+
j ψamin /2(aj − xj ; k), j ∈ I.
This satisfies
ϕv = ψa(0; k) · v and ϕv ′ = ψ′a(0; k) · v,
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and hence ϕv ∈ Dom(∆(A,B)), and moreover it solves
(−∆(A,B)− k2)ψv = ϕv for ϕv(xj) =
{
vEj χ[0,amin/2], j ∈ E ,
v−j χ[0,amin/2] + v
+
j χ[aj−amin/2],aj , j ∈ I.
So, if k2 ∈ σ(−∆(A,B)), then one sets ‖(−∆(A,B) − k2)−1‖ = ∞ and if k2 ∈ ρ(−∆(A,B)), then
ψv = (−∆(A,B) − k2)−1ϕv, and
‖ϕv‖ = (amin/2)‖v‖ and ‖v‖ |e
Imkamin − 3amin|
2|k2| . ‖ψv‖.
Hence the claim follows as in Example 4.13. 
4.6. Proof of Theorem 4.1. By the classifications of boundary conditions one can discuss now each
possible case to show that only quasi-sectorial boundary conditions lead to the desired properties.
First, if dimM 6= d, then
σ(−∆(M)) = C
according to [HKS15, Proposition 4.2], and hence ∆(M) cannot be a generator. For A,B with
dimM(A,B) = d defining irregular boundary conditions or regular boundary conditions which are
not quasi-sectorial by Lemma 4.12 and Lemma 4.11, respectively, one has
‖(−∆(A,B) + κ2)−1‖ ≥ C > 0 as κ→∞,
and therefore it cannot be a generator. Now, if A,B define quasi-sectorial boundary conditions, then by
Lemma 4.6, ∆(A,B) is the unique operator associated with the densely defined, closed, sectorial form
δA,B. Hence it generate an analytic semigroup, cf. e.g. [Mug14, Theorem 6.15], in (L
2(G, a), 〈·, ·〉G,χ)
and by the equivalence of norms, see Lemma 4.4, it generates an analytic semigroup in L2(G, a) with
the standard scalar product, and in particular a C0-semigroup. Since the form is of Lions type it follows
that −∆(A,B) is the the generator of an C0-cosine operator function, cf. [Mug14, Theorem 6.18], and
by equivalence of norms this carries over to L2(G, a). 
Combining Proposition 4.7 with Theorem 4.1 one obtains
Corollary 4.14. If −∆(A,B) is similar to a normal operator, then A,B define quasi-sectorial boundary
conditions.
Proof. Assume that −∆(A,B) is similar to a normal operator, then there is an equivalent norm ‖·‖n
such that
‖(−∆(A,B)− k2)−1‖n = dist(k2, σ(−∆(A,B))), k2 ∈ ρ(−∆(A,B)).
since σ(−∆(A,B)) by Proposition 4.7 is contained in a sector, this implies that −∆(A,B) – taking
into account equivalence of norms – generates an analytic semigroup in L2(G, a) which by Theorem 4.1
implies that −∆(A,B) is quasi-sectorial. 
Remark 4.15 (Normal Laplacians are already self-adjoint). A normal Laplacians in L2(G, a) satisfies
∆(A,B)∗∆(A,B) = ∆(A,B)∆(A,B)∗,
where both operators are self-adjoint bi-Laplacians. By the extension theory for self-adjoint bi-Laplacians
which is analogous to the one for Lapalcians, see e.g. [GM20] and the references therein, it follows that
this holds if and only if Dom(∆(A,B)∗) = Dom(∆(A,B)), i.e., the operator is already self-adjoint. This
seems to be a general feature for extensions of closed symmetric operators.
Remark 4.16. To prove the generation of analytic semigroups and C0-cosine operator function, instead
of using the form δA,B constructed in Subsection 4.2, one can use also the explicit formula for the Green’s
function given in Subsection 4.4 to prove suitable resolvent estimates.
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4.7. Spectra on compact graphs. If G is compact, i.e., E = ∅, then σ(−∆(A,B)) is discrete because
of the compact embedding Dom(−∆(A,B)) →֒ L2(G, a). For an unbounded non-self-adjoint operator it
is in general not self-evident that the resolvent set or the spectrum is non-empty. For irregular boundary
conditions, there both cases can occur, compare e.g. [HKS15, Example 3.2 and Example 3.1], and for
regular boundary conditions one has by Proposition 4.7 that the resolvent set is non-empty.
The spectral projection on γ for a compact set γ ⊂ σ(−∆(A,B)) is defined by
EA,B(γ) =
1
2πi
ˆ
Γ
(−∆(A,B)− z)−1dz,(4.3)
where Γ is a closed Jordan curve constructed such that it is positively oriented, and it bounds a finite
domain containing every point of γ and no point of σ(−∆(A,B))\γ. The range of the finite dimensional
range of EA,B(λi) consists of the span of the eigenvectors and generalized eigenvectors to λi.
Proposition 4.17. Let I = ∅, i.e., (G, a) is compact. If the boundary conditions defined by A,B are
regular, then the set of generalized eigenvectors of −∆(A,B) is complete in L2(G, a).
Corollary 4.18. Let A,B be regular boundary conditions, then σ(−∆(A,B)) 6= ∅, and σp(−∆(A,B))
is an at most countable infinite set, and for E = ∅, it is a countable infinite set.
Proof. The non-zero eigenvalues correspond to the zeros of the non-constant holomorphic function
det(Z(k;A,B, a)), see [HKS15, Section 4.1] and Lemma 4.7, and hence the set of eigenvalues is at
most countable infinite. For E = ∅, by Theorem 4.17 (a) the set of generalized eigenvalues is complete.
Since L2(G, a) is infinite dimensional, it follows that the dimension of the space spanned by generalized
eigenvectors is infinite. As the resolvent is compact, the multiplicity of each eigenvalue is finite and hence
also the set of eigenvalues. Since for E 6= ∅ one has that [0,∞) ⊂ σ(−∆(A,B)), see [HKS15, Proposition
4.11], it follows in particular that the spectrum is non-empty. 
Combing this corollary with the results from [HKS15, Section 3 and 4] one can summarize the basic
spectral properties of non-self-adjoint Laplacians on graphs in Table 1.
I = ∅ E = ∅ I 6= ∅, E 6= ∅
σr(−∆(A,B)) = ∅ σr(−∆(A,B)) = ∅ σr(−∆(A,B)) ⊂ [0,∞)
or σr(−∆(A,B)) = ∅
σe(−∆(A,B)) = [0,∞) σe(−∆(A,B)) = ∅ σe(−∆(A,B)) = [0,∞)
σp(−∆(A,B)) ⊂ C \ [0,∞) σ(−∆(A,B)) discrete σp(−∆(A,B)) discrete
σp(−∆(A,B)) finite countable infinite at most countable infinite
and finite multiplicity eigenvalues eigenvalues
Table 1. Summary of spectral properties for regular boundary conditions
Example 4.19. Consider the interval [0, 1], and the regular, non-quasi-sectorial boundary conditions
A =
[
1 0
0 1
]
and B =
[
0 0
−1 0
]
,
discussed in Subsection 4.1. The spectrum of −∆(A,B) consists only of eigenvalues of geometric mul-
tiplicity one, where each eigenvalue is a solution of
sin(k) = k, k ∈ C,
with eigenfunction sin(kx) for k 6= 0 and x for k = 0, and a direct computation shows that there
are no cyclic vectors. One can ask if the set of eigenvectors forms even a Riesz basis. According to
[DS71, Ex. XIX.6(d)] the eigenvalues are located asymptotically at the points
an2 + ibn lnn+ . . . , n ∈ N,
where the ratio of a and b is real. The question when on an interval functions of the form eikxk∈C form a
Riesz basis for some set C ⊂ C has been characterized by Pavlov in [Pav79], and one of the conditions
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is that | Im k| ≤ c for some c > 0 and all k ∈ C. So, the eigenvectors to this problem are complete but
do not form a Riesz basis.
Example 4.20 (Laplacian with nilpotent part). One can ask if for regular boundary conditions cyclic
vectors can occur at all. To construct a Laplacian with nilpotent part let N ∈ Cn×n be a nilpotent matrix
with
Nn = 0 and Nk 6= 0 for k = 1, . . . , n− 1.
Consider the “pumpkin graph” with n edges each of length a illustrated in Figure 4. Then one can define
quasi-sectorial boundary conditions in the block form
A =
[−N 0
0 N
]
and B =
[
1 0
0 1
]
.
For v ∈ Cn one can define the function
ϕ(x) = eNxv, where ∂mx ϕ = N
mϕ, m ∈ N0.
Then
ϕ =
[
v
{eNavi}i∈I
]
and ϕ′ =
[
Nv
−N{eNavi}i∈I
]
.
Hence Aϕ+Bϕ′ = 0 and similarly A∂mx ϕ+B∂
m
x ϕ
′ = 0. So,
∆(A,B)mϕ ∈ D(∆(A,B)) for all m ∈ N0, and ∆(A,B)[k/2]ϕ = N2[k/2]ϕ = 0.
For n ≥ 3, ∆(A,B)ϕ = N2ϕ 6= 0, so ϕ defines a cyclic vector to the eigenvalue 0.
Figure 4. “Pumpkin graph”
Proof of Proposition 4.17. There is a family of results on the completeness of the set of root vectors
of Hilbert-Schmidt operators, see for instance [DS71, Corollary IX.31] or [Loc00, Theorem 2.6.2] based
on the decay or at least polynomial growth of the resolvent. Here, the version of [Agr94, Lemma 2] is
applied to −∆(A,B) in the separable Hilbert space L2(G, a).
For E = ∅, the resolvent (−∆(A,B)−k2)−1 is compact for k2 ∈ ρ(−∆(A,B)), and the singular values
of (−∆(A,B)− k2)−1 are the eigenvalues
{sj(k2;A,B)}j∈N with s1(k2;A,B) ≥ s2(k2;A,B) ≥ . . . ≥ 0 counting multiplicties
of the non-negative self-adjoint compact operator
|(−∆(A,B) − k2)−1| = (((−∆(A,B) − k2)−1)∗∆(A,B))1/2 for k2 ∈ ρ(−∆(A,B)).
Lemma 4.21. If E = ∅, and A,B define regular boundary conditions, then (−∆(A,B) − k2)−1 is a
Hilbert-Schmidt operator for any k2 ∈ ρ(−∆(A,B)) 6= ∅, and
sj(k
2;A,B) = O(1/j2) as j →∞.
Proof. This follows already from the fact that the integral kernel of the resolvent, see 4.4, is continuous
and for E = ∅ the graph is compact.
Note that for self-adjoint boundary conditions Asa, Bsa one can apply the classical Dirichlet-Neumann
bracketing method, compare e.g. [BE09, Proposition 4.2], to obtain that the eigenvalues of−∆(Asa, Bsa)
behave as O(j2) as j →∞, and hence the singular values for any k ∈ ρ(−∆(Asa, Bsa))behave O(1/j2)
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as j → ∞. If A,B defining regular boundary conditions, it follows by Proposition 4.7 that for any
self-adjoint boundary conditions ρ(−∆(A,B)) ∩ ρ(−∆(Asa, Bsa)) 6= ∅. For k2 ∈ ρ(−∆(A,B)) ∩
ρ(−∆(Asa, Bsa)) the resolvent formula from Subsection 4.4 applies, and
(−∆(A,B) − k2)−1 − (−∆(Asa, Bsa)− k2)−1ψ =
ˆ
G
(r1A,B(·, y; k)− r1Asa,Bsa(·, y; k))ψ(y)dy
is a finite rank operator with dimension of its range smaller equal to d sinceˆ
G
r1A,B(·, y; k)ψ(y)dy ∈ span{ψ ∈ L2(G, a) : ψj = α+j eikλxj + α−j eikλxj , α±j ∈ C}.
Therefore, compare e.g. [GK69, Corollary II.2.1], also
sj−d(k2;Asa, Bsa) ≤ sj(k2;A,B) ≤ sj+d(k2;Asa, Bsa) for j ≥ d
and hence sj(k
2;A,B) = O(1/j2) as j → ∞, and by the first resolvent identity this follows for all
k2 ∈ ρ(−∆(A,B)). 
So, by Lemma 4.21
lim inf
j→∞
sj(k
2;A,B)j2 > 0
Hence, one needs 5 rays γ1, . . . , γ5 with angles between adjacent lines being smaller than π/2 such that
there exists an N ≥ −1 such that
‖(−∆(A,B)− λ)−1‖ = O(N) as λ→∞ along each ray γj , j = 1, . . . , 5.
These can be chosen by Lemma 4.11 and Proposition 4.7 as illustrated in Figure 4.7. Hence by [Agr94,
Lemma 2] the system of root vectors of −∆(A,B) is complete. 
Re k2
Im k2
C
Figure 5. Five rays with angles smaller π/2
5. Similarity to self-adjoint operators
The Schrdinger equation
∂tψ + i∆(A,B)ψ = 0, t > 0, ψ(0) = ψ0,
is well-posed if −∆(A,B) is the generator of a bounded C0-group or equivalently if −∆(A,B) is similar
to a self-adjoint operator. For δ-potentials on the real line such characterizations have been pioneered
by the work of Mostafazadeh [Mos06], and further results for point interactions have been obtained
in [GK14] and [KZ17]. These results – obtained by a variety of methods such as Krein spaces and
classical criteria for quasi-self-adjointness from [Nab84,Mal85, vC83] – point into a similar direction
where similarity depends on the spectrum of L in the parametrization 3.2, and the orders of some
spectral singularities. In this sense the following characterization is a generalization of Mostafazadeh’s
criterion, where the admissible range of spectra of L is illustrated in Figure 6. A particular class
rotational invariant boundary conditions on star graphs has been studied in [AKU15].
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Theorem 5.1 (Similarity on star graphs). Let G be a star graph with only external edges, i.e., I = ∅.
Then −∆(A,B) is similar to a self-adjoint operator if and only if A,B define quasi-sectorial boundary
conditions, for the matrix L in the quasi-Weierstrass normal form
σ(L) ⊂ {z ∈ C : Re z < 0} ∪ [0,∞),
and for each l ∈ σ(L) ∩ [0,∞) the algebraic and geometric multiplicity agree.
Im k
C
σ(L)
Re k
Figure 6. Location of σ(L) for quasi-sectorial Laplacians similar to self-adjoint oper-
ators in gray and dark gray where conditions on the multiplicity are required
Example 5.2 (Complex δ-interaction). Consider a graph with I = ∅ and |E| ≥ 2. Assume that the
boundary conditions are defined by
A =


1 −1 0 · · · 0 0
0 1 −1 · · · 0 0
0 0 1 · · · 0 0
...
...
...
...
...
0 0 0 · · · 1 −1
−γ 0 0 · · · 0 0


and B =


0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
...
...
...
...
...
0 0 0 · · · 0 0
1 1 1 · · · 1 1


, γ ∈ C.
One can represent the boundary conditions by equivalent boundary conditions of the form 3.2 with P =
1−P⊥, where P⊥ is the rank one projector onto (KerB)⊥, and L = − γ|E|P⊥, cf. [Kuc04, Section 3.2.1]
for the case of real γ. Theorem 5.1 translates the result from [Mos06], see also [GK14, Example III],
for the case |E| = 2 to |E| = d, that is, −∆(A,B) is similar to a self-adjoint operator if and only if
γ ∈ {z ∈ C : Re z > 0} ∪ (−∞, 0].
Example 5.3 (Complex δ′-interactions). As in example 5.2 consider a graph with I = ∅ and |E| ≥ 2,
and now interchanging the boundary conditions, one considers
A =


0 0 0 · · · 0 0
0 0 0 · · · 0 0
0 0 0 · · · 0 0
...
...
...
...
...
0 0 0 · · · 0 0
1 1 1 · · · 1 1


and B =


1 −1 0 · · · 0 0
0 1 −1 · · · 0 0
0 0 1 · · · 0 0
...
...
...
...
...
0 0 0 · · · 1 −1
−γ 0 0 · · · 0 0


, γ ∈ C,
compare [Kuc04, Section 3.2.3] for the case of real γ, and there are further δ′-type boundary conditions
discussed for instance in [Man10, Man15]. Equivalent boundary conditions are defined by A = P⊥δ
and B = Lδ + Pδ, where Pδ = 1 − P⊥δ with P⊥δ being the rank one projector from Example 5.2, and
Lδ = − γ|E|P⊥δ . Hence, equivalent boundary conditions are
Aδ′ = −|E|
γ
P⊥δ and Bδ′ = 1,
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and therefore Lδ′ = − |E|γ P⊥δ . Theorem 5.1 states that −∆(A,B) is similar to a self-adjoint operator if
and only if
γ ∈ {z ∈ C : Re z > 0} ∪ (−∞, 0],
because γ is in this region in C if and only if 1/γ lies there.
In [GK14] the couplings on the real line with
1
2
[
a b
c d
] [
ψ(0+) + ψ(0−)
−ψ′(0+)− ψ′(0−)
]
=
[
ψ′(0+)− ψ′(0−)
ψ(0+)− ψ(0−)
]
, a, b, c, d ∈ C,(5.1)
are considered, see [GK14, Lemma 2.1]. Identify R with a graph with I = ∅ and E = {e1, e2} with
e1 taking the role of [0,∞) and e2 the one of (−∞, 0] (where both e1, e2 are identified with [0,∞)).
Then ψ(0+) = ψ1(0), ψ(0−) = ψ2(0), and ψ′(0+) = ψ′1(0), ψ′(0−) = −ψ′2(0), and the coupling (5.1)
translates to
A =
[
a
2
a
2
c
2 − 1 c2 + 1
]
and B =
[− b2 − 1 b2 − 1
− d2 d2
]
.
In particular the case of δ′-type conditions for a = b = c = 0 and d 6= 0 translates to
A =
[
0 0
−1 1
]
, B =
[−1 −1
− d2 d2
]
and equivalently A′ =
1
d
[
1 −1
−1 1
]
, B′ =
[
1 0
0 1
]
which is A′ =
√
2
d P
⊥
δ and B
′ = 1. This is similar to a self-adjoint operator if and only if
d ∈ {z ∈ C : Re z < 0} ∪ [0,∞)
which is consistent with [GK14, Example IV], and the case d = 0 is included since it defines the self-
adjoint Laplacian on R.
5.1. Geometry of a graph and similarity transforms. Semigroup generation, compare Theo-
rem 4.1, such as self-adjointness, see e.g. [KS99], can be verified locally considering boundary conditions
at each vertex independent of the geometry. However, similarity to self-adjointness involves not only
the local boundary conditions but also and foremost the geometry, and the symmetry of the graph
played an essential role in the proof of Theorem 5.1. The following examples illustrate that similarity
to self-adjoint operators can be caused by an interplay of the graph’s geometry and the local boundary
conditions, and the similarity can be prohibited as well by breaking such symmetries. In short for the
generation of bounded C0-groups the geometry matters!
Example 5.4 (Broken symmetry). Consider the metric graph consisting of one internal edge of length
a and one external edge. Impose the following boundary conditions defined by
Aτ =

1 −eiτ 00 0 0
0 0 1

 and Bτ =

0 0 01 e−iτ 0
0 0 0

 for τ ∈ [0, π/2).
In this case the Cayley transform is similar to a unitary matrix. However, this similarity does not carry
over to similarity of operators. The eigenvalue equation becomes
ike−ika cos(τ) − ikeikai sin(τ) = 0 for k ∈ {z ∈ C : Im z > 0 or z ∈ (0,∞)}.
For τ ∈ (0, π/2) and k = x+ iy this is equivalent to
i tan(τ) = e2ika = [cos(2ax)− i sin(2ax)]e2ya,
and therefore k2 is an eigenvalue if and only if tan(τ) = sin(2ax)e2ya and cos(2ax) = 0. Hence all
x ∈ π
2a
(3/2 + 2Z) and y =
1
2a
ln(tan(τ))
define solutions to the secular equation with non-trivial imaginary part. So, although there is a similarity
relation for the local Cayley transforms, the operator cannot be similar to a self-adjoint one.
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Example 5.5 (Similarity by geometry). Consider the interval [0, a] and impose the boundary condition
ψ′(0) + (iα− β)ψ(0) and ψ′(a) + (iα+ β)ψ(a) = 0, for α, β ∈ R,
cf. [KBZ06, Sec. 6.3] which in matrix notation becomes
A =
[
iα− β 0
0 −(iα+ β)
]
and B =
[
1 0
0 1
]
.
In [KBZ06] it has been shown that β = 0 the spectrum is real, and if α 6= nπ/a, n ∈ N, then −∆(A,B) is
similar to a self-adjoint operator. This highlights that similarity of Laplacians on graphs can be achieved
also without similarity of the local boundary conditions.
These boundary conditions were introduced in [KBZ06] and studied further in [Kre08]. The case
with β 6= 0 is studied in [KS10], and the general case of Robin boundary conditions on each endpoint,
including a discussions of the previously mentioned cases, is studied in [KSZˇ14] where some similar-
ity transforms are computed explicitly, see also [KKNS12, HCKS11, KLZ18] for an extension of this
model. A generalisation of this example to metric graphs was proposed in [Zno15]. The eigenvalues and
eigenvectors have already been studied in [Mih62] and [DS71, Sec.XIX.3].
5.2. Proof of Theorem 5.1. For the proof of Theorem 5.1, it is essential that for star graphs a
generalized reflection principle applies. Odd and even refection along a hyperplane is often applied to
pass from second order elliptic differential operators on the whole space to half space problems with
Dirichlet and Neumann boundary conditions, respectively. The generalized reflection principle for star
graphs proposed in [HKS15, Section 6] gives that similarity of the boundary conditions implies similarity
of the Laplace operators. More precisely, if I = ∅, then for
A = G−1A′G and B = G−1B′G
one can consider the map
ΦG : Dom(∆(A,B))→ Dom(∆(A′, B′)), ΦG{ψi}i∈E = {GIE,Eψi}i∈E
which induces the similarity
∆(A,B) = ΦG−1∆(A
′, B′)ΦG.
Note that if −∆(A,B) is similar to a self-adjoint operator, i.e., in particular a normal one, then
by Corollary 4.14, the boundary conditions are quasi-sectorial. Using the similarity transform ΦG, see
[HKS15, Section 6], one can consider without loss of generality boundary conditions of the form 3.2.
Then only the following cases can occur
(a) σ(L) ∩CRe>0 \ (0,∞) 6= ∅,
(b) σ(L) ∩CRe>0 \ (0,∞) = ∅, σ(L) ∩ iR \ {0} 6= ∅ or l ∈ σ(L) ∩ [0,∞) 6= ∅ and there is a cyclic vector
to the eigenvalue l;
(c) σ(L) ⊂ CRe<0 ∪ [0,∞), where l ∈ σ(L) ∩ [0,∞) has no cyclic vector.
The key observation of the proof of Theorem 5.1 is that poles of the Cayley transform are also poles of
the resolvent, or of some meromorphic extension of the resolvent to the unphysical sheet.
For case (a), note that k2 ∈ σ(−∆(A,B)) if for Im k > 0 det(A + ikB) = 0. For quasi-sectorial
boundary conditions this means that det(L+ ik) = 0, and if l ∈ σ(L) ∩CRe>0 \ (0,∞), then k = il is a
zero of det(L + ik) = 0 with Im k > 0, and hence −l2 ∈ C \ R is an eigenvalue of −∆(A,B). Since the
spectrum is stable under similarity transforms, −∆(A,B) cannot be similar to a self-adjoint operator.
For case (b), recall that for I = ∅ one has σr(−∆(A,B)) = ∅, see [HKS15, Proposition 4.6], and
σp(−∆(A,B)) ⊂ C \ [0,∞) consists of finitely many eigenvalues with finite multiplicity. Moreover,
σess(−∆(A,B)) = [0,∞), and if this operator is similar to a self-adjoint one, then there exists an
equivalent metric ‖·‖′ in L2(G) such that for some C > 0
C‖(−∆(A,B)− λ± iε)−1‖ ≤ ‖(−∆(A,B)− λ± iε)−1‖′ = ε−1 for ε > 0, λ ∈ σ(−∆(A,B)) ⊂ R.
This would imply that for any −∆(A′, B′) which is self-adjoint with respect to the standard scalar
product
ε‖(−∆(A,B)− λ± iε)−1 − (−∆(A′, B′)− λ± iε)−1‖ ≤ 1/C + 1 for ε > 0, λ ∈ R.(5.2)
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In case (b) by Lemma 3.6 the resolvent has some singularities leading to a contractions to (5.2).
First, if l ∈ σ(L)∩ i(−∞, 0), then det(A+ ikB) has a zero at k = −l ∈ (0,∞), and hence S(k,A,B)
has a pole at −l > 0. If l ∈ σ(L) ∩ i(0,∞), then l ∈ σ(L∗) ∩ i(−∞, 0), and hence the Cayley transform
for the adjoint operator S(k,A′, B′) with A′ = L∗+P and B′ = P⊥ has a pole −l > 0. Since similarity
of −∆(A,B) and −∆(A,B)∗ = −∆(A′, B′) to a self-adjoint operator is equivalent, it is sufficient to
consider one of the two operators, and one can assume without loss of generality that l ∈ σ(L)∩i(−∞, 0).
Let v be an eigenvector to l, then consider the normalized function ψ defined by ψ(x) := (1/a)χ[0,a]v,
and for Im k > 0
ϕk : = (−∆(A,B)− k2)−1ψ − (−∆(0,1)− k2)−1ψ
=
i
2k
φE (x, k)(S(k,A,B) − 1)
(ˆ a
0
eikydy
)
v
=
i
2k
φE (x, k)(− l − ik
l + ik
− 1)
(ˆ a
0
eikydy
)
v.
For k = Re k + i Imk one obtains
λk := Re k
2 = (Re k)2 − (Im k)2 and εk := Im k2 = 2(Re k) · (Im k).
Let l = −iξ, ξ > 0, one fixes Re k = ξ, and then for Im k > 0 using that ‖φE(·, k)v‖ = ‖v‖/
√
2 Im k for
v ∈ Cd
εk‖ϕk‖ = 2ξ · (Im k) 1
2|k|
1√
2 Imk
2ξ
| Im k|
|eika − 1|
|k| ‖v‖
=
|eika − 1|
|k|2
2ξ2√
2 Im k
‖v‖
≥ c ξ
2
ξ2 + (Im k)2
1√
Im k
→∞ as Im k → 0,
where one uses that for k = Re k + i Im k with Re k, Im k ∈ R and Re k 6= 0 there exists a c > 0 such
that |eika − 1| > c as Im k → 0. This is a contradiction to (5.2). Note that the singular term 1/√Im k
is due to a singularity of the Cayley transform.
Consider now the case l ∈ σ(L) ∩ [0,∞) where v with ‖v‖ = 1 is a cyclic vector to the eigenvalue l
with Lv = (l + N)v for a nilpotent matrix N with Nv 6= 0 and N2 = 0. From (3.6) and (3.7) in the
proof of Lemma 3.6 one deduces that then
S(k,A,B)v =
(
−1+ 2ik
l + ik
(
1+
N
−(l+ ik)
))
v for l+ ik 6= 0.
Then similar to the above
ϕk := (−∆(A,B)− k2)−1ψ − (−∆(1, 0)− k2)−1ψ = i
2k
φE(x, k)(S(k,A,B) + 1)
(ˆ a
0
eikydy
)
v
=
i
2k
φE(x, k)
2ik
l + ik
(
1+
N
−(l+ ik)
)(ˆ a
0
eikydy
)
v.
For l = 0, assume that Re k = Im k, i.e., λk = 0, εk = 2(Im k)
2, and |k2| = 2(Im k)2. Then
εk‖ϕk‖ = 2(Im k)2 1
2|k|
1√
2 Imk
2
|k| ‖Nv‖
|eika − 1|
|k|
=
|eika − 1|
|k|
1√
2 Im k
‖Nv‖ → ∞ as Im k → 0,
where |e
ika−1|
|k| → a as k → 0. As above this is a contradiction to (5.2).
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For l > 0, assume that Im k = l, i.e., λk = (Re k)
2 − l2, εk = 2l(Re k). Then
εk‖ϕk‖ = 2l(Re k) 1
2|k|
1√
2l
2|k|
|l + ik|
1
|l+ ik| ‖−(l+ ik)v +Nv‖
|eika − 1|
|k|
=
1√
2l
1
(Re k)
‖−(l+ ik)v +Nv‖ |e
ika − 1|
|k|
≈ 1
(Re k)
1√
2l
‖Nv‖ |e
−la − 1|
|l| → ∞ as Re k → 0,
where the singular term 1/(Re k) again comes from a singularity of the Cayley transform, thus contra-
dicting (5.2).
Now, consider case (c). First, note that the spectrum is real, and it consists of σess(−∆(A,B)) =
[0,∞) plus an at most finite set of negative eigenvalues with finite multiplicity. Characterizations for
the similarity of operators with real spectrum to self-adjoint operators have been proven more or less
simultaneously in different variants by van Casteren [vC83, Theorem 3.1], Naboko [Nab84, Theorem 2],
and Malamud [Mal85, Theorem 1].
Theorem 5.6 (cf. Theorem 2 in [Nab84] and Theorem 1 [Mal85]). A closed densely defined linear
operator T in a Hilbert space H is similar to a self-adjoint operator if and only if its spectrum is real
and there exists a constant C > 0 such that for all g ∈ H
sup
ε>0
ˆ
R+iε
‖(T − z)−1g‖2dz ≤ C‖g‖2,
sup
ε>0
ˆ
R+iε
‖(T ∗ − z)−1g‖2dz ≤ C‖g‖2.
This theorem has been applied in a similar situation in [GK14]. Here, the estimate in Theorem 5.6
could be verified directly since the resolvent kernel is given explicitly, but it involves a rather lengthy
computation which can be avoided by the series of comparison arguments given above.
In the situation of (c), in the Jordan normal form for the matrix L from the quasi-Weierstrass normal
form the eigenvalues in [0,∞) correspond to a diagonal part LReL≥0 while the eigenvalues in CRe<0
correspond to a possibly non-diagonal block LRe<0. Hence, the matrices A,B are similar to
A′ =

LReL≥0 0 00 LRe<0 0
0 0 1

 and B′ =

1 0 00 1 0
0 0 0


with σ(LReL≥0) ⊂ (0,∞) and LReL≥0 diagonal, and σ(LRe<0) ⊂ CRe<0. Due to the generalized
reflection principle on star graphs, −∆(A,B) is similar to −∆(A′, B′), cf. [HKS15, Theorem 6.2] Now
define
Asa =

LReL≥0 0 00 0 0
0 0 1

 and Bsa =

1 0 00 1 0
0 0 0

 .
Then ∆(Asa, Bsa) is a self-adjoint operator, and
S(k,A′, B′)−S(k,Asa, Bsa) =

0 0 00 S(k, LRe<0,1) 0
0 0 0

 .
The poles of S(k, LRe<0,1) ly in the lower half plane with CIm<0, compare Lemma 3.6, and since
LRe<0,1 define quasi-sectorial boundary conditions one has by Lemma 3.7 that S(k, LRe<0,1) is uni-
formly bounded on CIm>0. Hence, for some C > 0
(5.3) ‖(−∆(A′, B′)− k2)−1ψ − (−∆(Asa, Bsa)− k2)−1ψ‖2
= ‖ i
2k
φE(·, k) (S(k,A′, B′)−S(k,Asa, Bsa))
ˆ
G
φE(y, k)ψ(y)dy‖2 ≤ C 1
4|k|2
d
2 Im k
‖
ˆ
G
φE (y, k)ψ(y)dy‖2
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for any ψ ∈ L2(G) since ‖φE(·, k)‖2 = d/(2 Imk) for Im k > 0. Next note that since S(k,1, 0) = −1
and S(k, 0,1) = 1
‖(−∆(1, 0)− k2)−1ψ − (−∆(0,1)− k2)−1ψ‖2 = ‖ i
k
φE(x, k)
ˆ ∞
0
φE(y, k)ψ(yj)dy‖2
=
1
|k|2
1
2 Imk
‖
ˆ ∞
0
φE (y, k)ψ(yj)dy‖2,
and since both operators −∆(1, 0) and ∆(0,1) are self-adjoint, by Theorem 5.6 for Im√· > 0 there
exists another constant C > 0 such that
sup
ε>0
ˆ
R+iε
1
2|z| · Im√z ‖
ˆ
G
φE(y,
√
z)ψ(y)dy‖2dz ≤ C‖ψ‖2 for all ψ ∈ L2(G).
Consequently, by (5.3) there exists a possibly larger constant C > 0 such that for all ψ ∈ L2(G)
sup
ε>0
ˆ
R+iε
‖(−∆(A′, B′)− z)−1ψ‖2dz ≤ sup
ε>0
ˆ
R+iε
‖(−∆(A′, B′)− z)−1ψ− (−∆(Asa, Bsa)− z)−1ψ‖2dz
+ sup
ε>0
ˆ
R+iε
‖(−∆(A′, B′)− z)−1ψ‖2dz ≤ C‖ψ‖2.
For (−∆(A,B)∗−z)−1 an analogous argument applies, where one uses that the by [HKS15, Proposition
3.7] boundary conditions for the adjoint operator −∆(Aad, Bad) = −∆(A,B)∗ are given by
Aad := −1
2
(S(k,A,B)∗ − 1) and Bad := 1−2ik (S(k,A,B)
∗ + 1) .
Hence
S(−k,Aad, Bad) = S(k,A,B)∗,
and its poles behave as the ones of the adjoint since for Aad, Bad the matrix Lad in the quasi-Weierstrass
normal form can be chosen as Lad = L
∗ with L determined by A,B. Hence by Theorem 5.6 −∆(A′, B′)
is similar to a self-adjoint operator and by the generalized reflection principle used before also −∆(A,B)
is similar to a self-adjoint operator. 
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