Introduction
Prediction of transmembrane helix (HTM) locations is an important problem in molecular biology. While a large portion (10-35%) of proteins in a genome encodes membrane proteins, the determination of the structure of TM proteins is a very difficult task for both nuclear magnetic resonance spectroscopy and x-ray spectroscopy. A number of algorithms, designed to identify putative TM helices in the primary amino acid sequences, have been developed. Prediction of the topology, i.e. the position of the N -terminus of the protein with respect to the membrane, is based on the 'positive-inside rule', i.e. a prevalence of positively charged residues (arginine and * To whom correspondence should be addressed. lysine) in the intra-cytoplasmic loops (Gavel and von Heijne, 1992; von Heijne, 1992) .
Classical prediction methods use amino acid preference profiles obtained by coding each residue of the amino acid sequence according to a propensity scale. The amino acid sequence is scanned to locate segments of high average hydrophobicity or propensity that can be considered HTM segments. Kyte and Doolittle (1982) proposed a hydropathy scale, based on free energy of transfer of each amino acid between organic solvent and water, and introduced a method for the analysis of the hydropathy profile that uses a sliding window of 19-20 residues; von Heijne (1992) proposed a trapezoid sliding window. Different hydropathy scales have been proposed by Jones (1994) , Engelman et al. (1986) and Ponnuswamy (1993) , among others. Recent prediction methods use neural networks (NN) (Rost et al., 1995 (Rost et al., , 1996 and hidden Markov models (HMM) (Sonnhammer et al., 1998) . These methods perform generally well because they have a very rich theoretical structure but require the specification of good models of transmembrane segments and loop regions, the latter being particularly difficult. Incorporating evolutionary relationships among aligned sequences seems to be an interesting new approach (Lio' and Goldman, 1999) , although in some cases a HTM protein may not have close homologues. Some of these prediction methods require the user to specify a minimal and maximal HTM length in order to fix the sequence scanning window, others make assumptions regarding the number of residues spanning the membrane.
In this work we propose a new propensity scale, generated from a large HTM database, and investigate the potentiality of using a change-point based wavelet shrinkage to predict locations and topology of HTM segments. Our method uses single sequences as input; it is non-parametric in the sense that it does not assume any specific model for amino acid residues in the membrane and in the loop regions; it uses change-point statistics to assess confidently the ends of a transmembrane segment; it is computationally simple. It consists of four main steps. First a propensity profile based on frequency of residues in HTM segments is generated. Secondly, the profile is decomposed into wavelet coefficients. At the third step a data-dependent threshold is used to select wavelet coefficients that detect abrupt changes in the profile. HTM segments are composed of stretches of 15-30 predominantly hydrophobic residues separated by polar connecting loops. Thus, propensity profiles based on hydrophobic or other propensity scales may show sharp changes in correspondence of HTM regions. The fourth step consists in reconstructing the de-noised profile from the selected wavelet coefficients.
The next section briefly describes the wavelet changepoint method and the proposed propensity scale. The method is then exemplified on the task of recognizing an eukaryotic and a prokaryotic HTM protein. We finally test the accuracy of the method with a test set of 83 HTM proteins and a blind test set of 48 HTM proteins.
Theory

Wavelet thresholding via change-point detection (WCP)
Wavelets are well established in the mathematical sciences and have been successfully applied in fields such as signal and image processing, numerical analysis and statistics. For a mathematical introduction to the wavelet theory see Daubechies (1992) among others; for a biologists' oriented introduction see Hirakawa et al. (1999) .
Wavelets are functions that can be used to efficiently describe a signal by breaking it down into its components at different scales (or frequency bands) and following their evolution in the time domain. A wavelet basis is constructed by employing a basis function (called mother wavelet) with a certain scale, and then stretching or compressing the mother wavelet to create a family of functions (wavelets) with different scales (i.e. window widths). This results in wavelets being local both in frequency/scale and time, a property which is not shared by other families of functions, such as the Fourier basis. When representing a signal in a wavelet basis, narrow wavelets will detect sharp features of the signal and broader ones more global features, making wavelets useful for compression, feature extraction and noise removal. The most commonly used wavelet bases are the Daubechies (1992) which have compact support and different degrees of smoothness.
Projection of a signal onto wavelet basis functions is done via a Discrete Wavelet Transform (DWT Mallat, 1989 ) that decomposes the signal into its wavelet coefficients at different scales. Although it operates via recursive applications of filters, for practical purposes the DWT is often represented in matrix form as W y with y a vector of observations of the signal and W an orthogonal matrix representing the wavelet transform.
When the purpose is to remove a noise component from the vector y, the DWT is applied to the data and the noise is then removed by thresholding and/or shrinking the wavelet coefficients that are smaller than a certain threshold. This technique, known as wavelet shrinkage, was originally proposed by Donoho and Johnstone (1998) and Donoho et al. (1995) and numerous extensions have been subsequently explored.
In this paper we focus on change-point approaches to data-dependent thresholding proposed by Ogden and Parzen (1996a,b) . See also Wang (1995) and Raimondo (1998) . The primary goal is the division of wavelet coefficients into a group of 'small' coefficients (those consisting primarily of noise) and one of 'large' coefficients (those containing significant signal). The threshold technique is based on hypothesis testing; the large coefficient group consists only of coefficients that 'pass the test' of significance. The approach taken operates on a scale-by-scale basis. At any particular scale, a test is performed to determine if the set of coefficients at that scale behaves as white noise or if there is a significant signal present. Two statistical test procedures have been proposed. In Ogden and Parzen (1996a) the maximum of each set of squared wavelet coefficients is tested to see if it behaves as the nth order statistic of a set of independent χ 2 . If not, it is removed, and the maximum of the remaining subset is tested, continuing in this fashion until the maximum of the subset is judged not to be significant. We will refer to this method as WCP1 ('Wavelet Change-Point 1'). A second method (WCP2) is proposed in Ogden and Parzen (1996b) where the cumulative sum of squared coefficients is considered, creating a sample 'Brownian bridge' process, and the standard Kolmogorov-Smirnov statistic is used to perform the test. In both methods, the level of the hypothesis test, α, controls the smoothness of the resulting wavelet estimator. In general, a relatively large α makes it easier to include coefficients, resulting in a more wiggly estimate; a smaller α makes it more difficult to include coefficients, yielding smoother estimates. Changing the value of α corresponds to tuning the level of signal denoising and allows an estimation of the optimal correspondence between the observed and the reconstructed signal.
Measures of propensity for amino acids in the membrane environment
We have generated a HTM-propensity scale, SHTM, based on the amino acid normalized frequencies estimated from the TMALN database. This database consists of 1087 HTM domain sequences; it is larger than databases prepared by other authors (Jones, 1994; von Heijne, 1992) . In order to have a better detection of HTM segments with respect to the surrounding regions, the scale SHTM is computed as P r,SHTM = f r,TMALN / f r,BRKALN where f r,TMALN is the frequency of occurrence of the residue r in the TMALN database; f r,BRKALN is the frequency of occurrence of the residue r in the BRKALN database that consists of 207 families of easily aligned globular protein sequences (Goldman et al., 1996) . Note that many authors use the logarithm of this ratio. Based on our analysis, the propensities . WCP1 analysis of the human CKR5 profiles generated using the SHTM scale (bold curve), the KD scale (−+− curve) and the topology scale (dotted curve). based on the occurrences of arginine (R) and lysine (K ) residues along the sequence, is generated with propensities p(X | X = R, K ) = 0.5 and p(X | X = R, K ) = 0.
Implementation
Choice of wavelet basis and threshold functions for HTM prediction
Performances of different wavelet bases and threshold functions vary among different classes of signals, depending on characteristics such as ruggedness, intermittency and variance. When using Daubechies' wavelets, it is known that more regular wavelets lead to high compressibility, since the fine-scale wavelet coefficients will be essentially zero where the function is smooth. On the other hand, the support of the wavelets increases with the degree of smoothness and a trade off with the localization properties is necessary. The analysis of two test datasets (see below), using different wavelet bases, suggested N obs , N ord and N cor are the number of observed, predicted and correctly predicted transmembrane helices, respectively. Q 2 is the residue accuracy, i.e. the percentage of residues predicted correctly in either of the two states, HTM or not-HTM. Q se , single HTM sensitivity: correctly predicted segments/true segments. Q sp single HTM specificity: correctly predicted segments/total predicted segments. Q tm is the percentage of proteins for which all HTM were predicted correctly. References for methods are as follows: TopPred2 (von Heijne, 1992), PHDhtm-ref (Rost et al., 1996) , HMMTOP (Tusnady and Simon, 1998) .
that the Daubechies' basis of type N = 8 is a good compromise for these data. Preliminary results suggested that the WCP1 method performs better than the WCP2 and that they both outperform other wavelet shrinkage methods with adaptive thresholds. We therefore focused on the WCP1 method. Values of α that gave the best results for our data were in the range (0.999, 0.9999); for most of the analyses we used the value α = 0.9999. In the assessment of α cross-validation techniques may be used. These large values of α suggest that a minimal selection of the wavelet coefficients is actually required to denoise HTM profiles. For more insights on these unusual choices of α see Ogden and Parzen (1996a) .
To assess that performances of the change-point wavelet analysis do not depend on the specific hydrophobicity SHTM scale proposed here, we applied the change-point wavelet denoising to profiles generated using other scales. We report here the results obtained with the Kyte-Doolittle (Kyte and Doolittle, 1982) scale and the topology scale.
We also tried other scales, such as those proposed by Parker et al. (1986) ; von Heijne (1992); Engelman et al. (1986) . Our findings confirmed that propensity profiles generated using other scales can be denoised in a satisfactory way using the WCP1 method with the same range of α values reported above. However, results using the SHTM scale tend to be more accurate. Residues in HTM segments have two different properties: they have both hydrophobic and helical propensities; it is known that the hydrophobic property is largely overwhelming the property of 'helicity' in membrane environment. Our scale, being less hydrophobic, can extract more 'helical propensity' information than other scales.
Once the denoised profile is centred, all regions with values above zero can be interpreted as HTM segments. We considered zero as a lower cut-off, identifying 'certain' HTM, and the value 0.1 as a higher cut-off, identifying putative candidates. Regions shorter than 14 residues need to be further investigated as potential protein core regions or, if in the initial region, as potential signal peptide sequences.
Programs have been written in AnsiC and S-PLUS; software of Ogden and Parzen (1996a,b) and Nason and Silverman (1994) have been used.
Results and discussion
We exemplify the WCP1 method on the task of detecting HTM in an eukaryotic and a prokaryotic protein. Figure 1 shows the SHTM profile of the human chemokine receptor type 5 (SwissProt accession: CKR5 HUMAN); the top row shows the locations of the experimentally determined HTM segments. The intensity of the signal is indicated on y axis; the x axis indicates the position along the sequence. Figure 2 shows the WCP1 analysis of the human CKR5 profiles generated using the SHTM scale (bold curve), the KD scale (− + − line) and the topology scale (dotted curve). Positions of positive values of the WCP1 denoised topology profile suggest that the N -terminus is extracytoplasmic. Table 1 shows the observed topology and locations of HTM segments of the sequence of human chemokine receptor type 5 (top row), the WCP1 predictions using the SHTM scale and the results of currently used prediction methods: DAS (Cserzo et al., 1997) , TMpred (Hofmann and Stoffel, 1993), TopPred2 (von Heijne, 1992) , SPLIT35 (Juretic and Lucin, 1998) , SOSUI (Takatsugu et al., 1998) ; MEMSAT (Jones, 1994) , HMM methods such as TMHMM (Sonnhammer et al., 1998) , Passml (Lio' and Goldman, 1999) , HMMTOP (Tusnady and Simon, 1998 ) and a neural network-based method, PHDhtm ref (Rost et al., 1996) . All single-sequence methods assigned very low probability to the seventh HTM segment of CKR5 protein (residues 278-301).
Figure 3 refers to the HTM organization of the subunit 'l' of the light reaction centre protein of the bacterium Rhodobacter sphaeroides (PDB accession: 1YST) and shows the WCP1 denoising of profiles based on SHTM, KD and topology scales. The positions of the values above zero of the WCP1-denoised topology profile suggest that the N -terminus is intra-cytoplasmic. Table 2 shows the prediction results and comparisons with other methods for the subunit 'l' of the light reaction centre protein. One of the methods, HMMTOP, predicts an additional HTM segment and, for this reason, the topology is also wrong.
Prediction accuracy test
Evaluation of prediction accuracy was based on two datasets used as a benchmark by many if not all the authors of other recently proposed prediction methods (see for instance Rost et al., 1995; Tusnady and Simon, 1998) . Following Rost et al. (1995) we have used a test set of 83 membrane proteins and a blind set of 48 membrane proteins, i.e. proteins that were not used to generate the propensity scale. These datasets can be found at the web address: http://dodo.cpmc.columbia.edu/predictprotein/. By setting α = 0.9999 and using the WCP1 method on the SHTM scale, the sensitivity, i.e. the percentage of segments correctly predicted, was 98.2% for the 83 proteins dataset and 97.4% for the 48 proteins dataset. The per-residue prediction accuracies were 92.2% (83 proteins dataset), and 90% (48 proteins dataset). Other commonly used performance indices are reported in Table 3 . Percentages of false positive may vary with the value of α, although additional peaks are generally very small (3-10 residues) and could be excluded on the basis of a 'biological filtering'. With α = 0.9999 we found 3% mispredicted HTM segments. Performances are similar for the two data sets, showing that the propensity scale does not depend on the training dataset used to generate it. Our results are better than those reported by authors that use more classical hydropathy profiles smoothing methods, like Kyte and Doolittle (1982) and Rao and Argos (1986) , although on different datasets. Our method performs reasonably well, even when compared with more recent prediction methods that are in general more complex, require model assumptions and are computationally more expensive. Table 3 reports numerical results from the methods TopPred2, PHDhtm and HMMTOP, obtained on the same datasets we used.
We believe that there is space for improving the predictions of our method, for instance by using multiple aligned transmembrane sequences.
Conclusion
Change-point wavelet techniques are a powerful approach to denoise biological signals. These techniques seem to improve the automatic location of HTMs in the protein sequence when compared with empirical approximate methods routinely adopted with hydrophobicity and/or helical propensity plots. Results from the proposed method are comparable to recent methods, such as those incorporating HMM and NN architectures (PHDhtm), which are by far computationally more complex. Applications also show that there is room for more study, particularly in investigating which data-dependent thresholding strategies are overall most appropriate and also in identifying which methods perform better for specific signals. We believe that molecular biology-related fields present a large number of potential applications for wavelet methods.
