Abstract.-A variety of analytical methods is available for branch testing in distance-based phylogenies. However, these methods are rarely used, possibly because the estimation of some of their statistics, especially the covariances, is not always feasible. We show that these difficulties can be overcome if some simplifying assumptions are made, namely distance independence. The weighted least-squares likelihood ratio test (WLS-LRT) we propose is easy to perform, using only the distances and some of their associated variances. If no variances are known, the use of the Felsenstein F -test, also based on weighted least squares, is discussed. Using simulated data and a data set of 43 mammalian mitochondrial sequences we demonstrate that the WLS-LRT performs as well as the generalized least-squares test, and indeed better for a large number of taxa data set. We thus show that the assumption of independence does not negatively affect the reliability or the accuracy of the least-squares approach. The results of the WLS-LRT are no worse than the results of the bootstrap methods, such as the Felsenstein bootstrap selection probability test and the Dopazo test. We also show that WLS-LRT can be applied in instances where other analytical methods are inappropriate. This point is illustrated by analyzing the relationships between human immunodeficiency virus type 1 (HIV-1) sequences isolated from various organs of different individuals. [Analytical branch test; bootstrap; distance; generalized least-squares; maximum likelihood; phylogeny; weighted least-squares.] Bootstrapping (Efron, 1982; Felsenstein, 1985) has become the most frequently used approach to assess statistical significance in the field of phylogenetic reconstruction. Felsenstein (1985) bootstrap selection probability (BP) is commonly used to assign confidence levels for clades, and an internal branch test based on bootstrap has been proposed by Dopazo (1994) . In the BP test, the frequency of a given clade among the trees constructed using the bootstrap pseudoreplicates is calculated. The Dopazo method estimates the distribution of the length of a given branch based on bootstrapping and then tests if the distribution includes the zero value. Resampling methods have the advantage of avoiding the assumption of underlying evolutionary models and are not limited to any number of taxa, as are some of the analytical tests described below. However, the statistical properties of the bootstrap are unclear and its ability to assess tree accuracy and repeatability has been challenged
Bootstrapping (Efron, 1982; Felsenstein, 1985) has become the most frequently used approach to assess statistical significance in the field of phylogenetic reconstruction. Felsenstein (1985) bootstrap selection probability (BP) is commonly used to assign confidence levels for clades, and an internal branch test based on bootstrap has been proposed by Dopazo (1994) . In the BP test, the frequency of a given clade among the trees constructed using the bootstrap pseudoreplicates is calculated. The Dopazo method estimates the distribution of the length of a given branch based on bootstrapping and then tests if the distribution includes the zero value. Resampling methods have the advantage of avoiding the assumption of underlying evolutionary models and are not limited to any number of taxa, as are some of the analytical tests described below. However, the statistical properties of the bootstrap are unclear and its ability to assess tree accuracy and repeatability has been challenged (Hillis and Bull, 1993; Felsenstein and Kishino, 1993; Berry and Gascuel, 1996; Efron et al., 1996; Li and Zharkikh, 1995) .
Since the incorporation of bootstrapping to phylogenetics, alternative analytical methods have been proposed. For example, Nei et al. (1985) proposed a method that can be applied to UPGMA trees (Sneath and Sokal, 1973) obtained from sequence, electrophoretic, or restriction data, and Li (1989) and Tajima (1992) suggested two tests that are not specific for any particular tree-building method. In all three cases, the branch length variances are estimated from distance variances and covariances, which are themselves obtained from the distance matrix.
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219 is both fast and accurate, and the fact that it does not output negative branch lengths is an additional advantage over the previous methods (Desper and Gascuel, 2004) . It is worth noting that because a non-GLS criterion is used in FM, ME, and BME, all these reconstruction methods assume independence between distances (Swofford, 2001; Felsenstein, 1997) . The GLS approach is rarely used because of the difficulties in estimating covariances, both theoretical and computational. Using the GLS for branch testing, two trees can be compared (Bulmer, 1991) , one of which being a "contraction" of the other (that is, the length of the branch being tested is set to zero). Under the null hypothesis, both trees are equally likely, and thus the difference of the residual sum of squares for the two trees should follow the chisquare distribution with degrees of freedom equal to the difference in the number of branch lengths being estimated, that is, one. However, the Bulmer test is applicable only when Tajima and Nei (1984) nucleotide distances are used. More recently, Susko (2003) has extended the GLS applicability showing that, provided the distances satisfy the maximum likelihood criterion, their distribution is approximately multivariate normal, which allows their variances and covariances to be estimated. The GLS statistic follows then the chi-square distribution; given the data (from which the distance matrix is calculated), a probability can be assigned to each topology to allow the sorting of a set of competing topologies according to their probability and to establish confidence regions for topologies.
Distance-based analytical tests use only the distance matrix, whereas resampling methods such as the bootstrap use the primary data (the matrix of characters). As a consequence, analytical methods remain useful even if there is no access to the original data, when the original data are the distances themselves (e.g., DNA hybridization distances), when the distances are indexes that were not directly drawn from characters (e.g., F st index), or when the distances are averages across different data sets. Resampling is difficult or impossible in such situations. Analytical methods require the estimation of the variances of the distances and the covariances between them and this has limited their application in two ways. First, the covariances are rarely part of the original data and are difficult to estimate. The solution to this problem, provided recently by Susko (2003) , allows for the estimation of a large number of covariances, but estimating a large number of parameters can have an adverse effect on the accuracy. Second, analytical methods proposed thus far are based on models of molecular evolution, and their applicability is limited to sequence data.
The purpose of this work is to show that when some general simplifications are made, analytical tests such as the weighted least-squares (WLS) test we propose or the Felsenstein (1983) F -test do not lose their accuracy or reliability, and that they give results nearly as good as the results of the commonly used resampling methods. These simplified analytical tests are not restricted for sequence data and do not require estimating a large number of parameters.
METHOD

Weighted Least-Squares and Maximum Likelihood
Consider an unrooted tree B for which 2T − 3 branch lengths have been estimated by minimizing some function f (the desirable properties of f will be discussed further below). Under hypothesis B, each observed distance d i j has a value drawn randomly from a distribution with expectation b i j , the patristic distance. Assuming that this distribution is normal, N(b i j , σ i j ), and consid-
If all d i j were independent, after including all pair-wise distances, the log-likelihood of the tree B would be
In other words, if distances are assumed to be normally distributed, independent, and having the same variance, the maximum likelihood solution is equivalent to the ordinary LS solution for a given T and σ . If the assumption of the constant variance does not hold, then Equation 2a becomes
and thus the maximum likelihood solution is equivalent to the WLS solution.
Choosing the Function f Related to the Maximum Likelihood
A test for topologies using the GLS statistic was first proposed by Bulmer (1991) and was then made more general by Susko (2003) . The only underlying assumption necessary for the GLS calculation is distance normality. In the WLS method we propose, the distances are assumed to be normally distributed and independent (i.e., the covariances are ignored). The variances can be estimated analytically, for example, by the sample average method (Susko, 2003) , or by nonparametric bootstrapping (Felsenstein, 1985; Susko, 2003) . Alternatively, they can be part of the original data. In general, the relationship between distances (b i j ) and their associated variances (σ i j ) can be expressed as σ
0) and the function f , which is minimized to obtain the maximum likelihood solution, 
and f is determined by the weighted sum of squares, where p is called the power of this sum. As a reasonable approximation, terms b i j in the denominator of the weighted sums of squares can be replaced by the observed distances (d i j ); this overcomes the difficulties in minimizing f when unknown parameters (i.e., the branch lengths) appear both in the numerator and the denominator (Felsenstein, 1983) . If all or some of the variances associated with the distances are known, it is possible to find the optimal power value by fitting the equation
to the data. This allows reducing the T(T − 1)/2 variances to only two parameters and performing branch testing when only a subset of the variances is known, which might be the case when the variances are part of the original data (see the analysis of human immunodeficiency virus type 1 (HIV-1) organ compartmentalization below). Finally, the power value p estimated using Equation 4 can be used to calculate the sum of squares as
In other words, Equation 4 provides a criterion to select the power value in the sum of squares that can be used also at the tree-building stage of the phylogenetic analysis, if methods based on WLS are used.
Weighted Least-Squares and the Interior Branch Testing
To test a given branch of the optimal tree B, it is possible to collapse this branch (make its length equal to zero) and to recalculate the length of the 2T − 4 remaining branches in this new, "contracted" or "collapsed" tree (C), as well as the associated sum of squares to obtain the tree likelihood (P C ) as shown in Equation 2. Then, taking the difference between the log-likelihood of trees B and C, we obtain:
where SS B and SS C are the sums of squares for the optimal and collapsed trees, respectively, as defined in Equation 5. Under the assumptions of distance normality and independency, 2 ln[P B (σ, T)/P C (σ, T)] can be approximated by the chi-square distribution (Sokal and Rohlf, 2000) . Hypothesis B employs 2T − 3 parameters, whereas C employs 2T − 4 parameters. Hence, the weighted least-squares likelihood ratio test (WLS-LRT)
we propose has one degree of freedom and is a particular form of the GLS approach (Bulmer, 1991; Susko, 2003 
will distribute as an F (df C −df B ,df B ) statistic, provided that distances are normally distributed and independent. The degrees of freedom associated with each topology are df B = T(T − 5)/2 + 3 and df C = T(T − 5)/2 + 4. In other words,
The square root of this statistic will distribute as a onetailed t-statistic with T(T − 5)/2 + 3 degrees of freedom. As no estimation of σ 2 ( p) is needed, it is possible to test branches even when none of the variances associated with the distances are known. In such a case, however, it is not possible to select the optimal power value from the data.
Correcting for Multiple Tests
When testing a phylogeny implies testing a series of branches belonging to the same evolutionary hypothesis (in the extreme case, all the branches in the tree), a multiple test correction should be undertaken. As it is unclear how the significance threshold is affected in this situation, one can use Bonferroni or Dunn-Sidák (Sokal and Rholf, 2000) general corrections or the correction suggested by Felsenstein (1985) for phylogenies. Given that in phylogenetic trees, the multiple tests have an unknown degree of statistical dependence, Dunn-Sidák correction is the most appropriate because it simply assumes complete independency, leading in the worst situation to conservative results. Dunn-Sidák corrected significance threshold is α = 1 − (1 − α) 1/n , where n is the number of tests performed.
Implementation
The WLS-LRT, as well as the related Felsenstein (1983) F -test, have been implemented in a C program (Weight-LESS) derived from the source code of the PHYLIP package (Felsenstein, 1993) , available for download at www.iopan.gda.pl/∼wrobel, where detailed instructions about its use can be found. The program provides an interface similar to that of PHYLIP package and takes as input the bifurcating tree in which branches are to be tested, a distance matrix, a power value, and a σ
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corresponding Dunn-Šidák significance threshold. In the output, P-values for every branch are listed, indicating which of them are significant. The program also outputs a tree in which interior branches are labelled with the P-values.
As described above, testing the branches involves collapsing them and recalculating the remaining branch lengths by the WLS method. In this second stage, we have used the algorithm implemented in FITCH (Felsenstein, 1993) , which requires O(n 2 ) time, where n is the number of taxa. Since this is repeated for every collapsed branch, our method requires O(n 3 ) time. WeightLESS allows also estimating parameters p and σ 2 ( p) , either if a variance matrix or if several distance matrices are provided. In the latter case, the computation time at the parameter estimation stage depends linearly on the number of matrices and quadratically on the number of taxa. In practice, this may be quite lengthy if the number of matrices is high, as recommended if the matrices are obtained by bootstrapping. However, this step needs to be done only once for a given data set.
RESULTS
Simulations
To assess the accuracy of branch testing in the WLS framework, a four-taxa simulation scheme was employed. The topology was fixed and the length of the interior branch was either 0, 0.025, or 0.05 substitutions per site. For each interior branch length, EVOLVER (part of the PAML package; Yang, 1997) was used to simulate sequence alignments with 100, 300, 1000, 3000, and 15,000 TABLE 1. Analysis of the performance of various LS and bootstrapping methods with simulated data (see text for description). In all cases, the confidence level was held at 95%. Felsenstein bootstrap selection probability was also held at 70%. The number of cases out of 100 simulations in which the interior simulated branch was judged significant is demonstrated. For the GLS-LRT, the numbers in brackets indicate cases in which the GLS could not be calculated using the GLSDNA program.
LS tests
Tests based on bootstrapping 100  97  100  1000  100  100  100  100  100  100  2000  100  100  100  100  100  100  3000  100  100  100  100  100  100  15,000  100  100  100  100  100  100 characters for 100 four-taxa phylogenies in which the length of each of the four exterior branches was assigned a random value ranging from 0.03 to 0.07 substitutions per site. This was done because, in perfectly symmetric trees, all pair-wise distances would be identical and therefore no estimation of parameters p and σ 2 ( p) would be possible. Felsenstein (1984; Kishino and Hasegawa 1989) model was used (with the transition:transversion parameter set to 2.0). From the 100 simulated data sets, unrooted trees were reconstructed with the FM-modified FITCH method using programs DNADIST and FITCH (belonging to the PHYLIP package; Felsenstein, 1993) ; negative branch lengths were not allowed for reasons explained elsewhere (Kuhner and Felsenstein, 1994; Susko, 2003) . We used the same model of sequence evolution to calculate distances and to simulate the data. To calculate the two parameters needed for the WLS-LRT, 1000 bootstrap pseudoreplicates for each simulated alignment were obtained, and Equation 4 was fitted by ordinary linear regression (Sokal and Rohlf, 2000) . Table 1 shows the results after testing the interior branch in the simulated phylogenies using the WLS-LRT, compared to the results obtained using other methods, such as the Felsenstein (1983) F -test, Susko's implementation of the GLS-LRT (Bulmer, 1991; Susko, 2003 ), Felsenstein's (1985) bootstrap selection probability test, and the Dopazo (1994) bootstrap internal branch test. A thousand bootstrap pseudoreplicates were performed in the resampling methods. It can be observed that both the WLS-LRT and GLS-LRT showed a very low proportion of false positives (i.e., assigning a significant value to a zero-length branch, that is, type I error). In contrast, type I error for the F -test ranged between 7% and 18%, depending on the length of the interior branch. High incidence of false positives was also observed when the BP threshold was set at 70%, a value commonly used in this test. In these simulations, the threshold needed to be set at 95% to keep the incidence of type I error low. As far as type II error is concerned, when the interior branch length was 0.025 substitutions per site, the sequence length needed to be 1000 nucleotides long to reduce the incidence of false negatives below 10% with all tests except for the F -test. When the interior branch was 0.05, 300 characters were enough for a roughly equal performance.
In all simulations the performance of the WLS-LRT and the GLS-LRT was very similar. We can observe in passing that for some simulated data sets with short sequence lengths the GLS statistic could not be calculated using the GLSDNA program (Susko, 2003) . This was possibly occurring when the covariance matrix was singular, which has a higher chance of occurring for shorter sequences. We conclude that the assumption of distance independence, which differentiates WLS from GLS, is far from affecting either the reliability or the accuracy of the test. The power was only slightly better (lower type II error) for bootstrap methods than for LS-based tests. However, although the WRT-LRT performed well in the four-taxa problem with simulated data, phylogenetic analyses are usually more complex. The use of a data set of biological sequences taken from a higher number of taxa is therefore in order.
rRNA-tRNA Data
We have used a previously published data set (Stanhope et al., 1998) of 12S rRNA, tRNA-valine, and 16S rRNA sequences from 43 mammalian species, 2086 nucleotides long (TreeBase accession code M623). Information about each species can be retrieved at www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=Taxo-nomy. Using ModelTest 3.1 (Posada and Crandall, 1998) and PAUP* 4.0b10 for Unix (Swofford, 2002) , the substitution model that best explained the data under Akaike Information Criterion (Akaike, 1974) was the general time-reversible (GTR/REV) model with rate variation among sites following a gamma distribution plus an invariant sites category. One thousand bootstrap pseudomatrices were generated with SEQBOOT (part of the PHYLIP package, Felsenstein, 1993) and PAUP*. These pseudomatrices were used to estimate the variances associated with each interspecies distance. The linear regression of the log-variances on the logdistances is shown in Figure 1 . Parameters needed for the WLS-LRT were estimated using Equation 4: power value p = 1.823 and σ 2 ( p) = 0.0060. This solution fitted the data significantly better (r 2 = 0.981) than the commonly used default values p = 2 (r 2 = 0.972, partial F (1,42) = 18.947, P < 0.0001) or p = 1 (r 2 = 0.927, partial F (1,42) = 119.368, P < 0.0001). Thus, p = 1.823 was used as the exponent value in subsequent calculations of the weighted sums of squares both at the tree inference and the branch testing levels. Three methods were employed for phylogenetic reconstruction: FITCH, minimum evolution (ME), and neighbor-joining (NJ), implemented in FITCH and NEIGHBOR programs (PHYLIP package). Again, negative branches were not allowed. FITCH, ME, and NJ trees are shown in Figures 2-4 , respectively. The minimal SS B corresponded to the FITCH tree (SS B = 3.2925), and the value for the ME tree (SS B = 3.3639) was larger than the value obtained for the NJ tree (SS B = 3.3047). Once the three trees were constructed, the 40 interior branches were tested with WLS-LRT and Felsenstein (1983) F -test. The significance threshold was held at α = 0.05 using Dunn-Sidák multiple test correction (α 0.05 = 1.282 × 10 −3 ). Bonferroni and Felsenstein (1985) corrections gave very similar α 0.05 values (1.250 × 10 −3 and 1.292 × 10 −3 , respectively) and did not alter the results presented hereafter. The results of the WLS-LRT were identical to those obtained with the F -test. Finally, setting the power to the suboptimal default value p = 2 did not affect the results of the WLS-LRT.
Figures 2-4 allow comparing the performances of the WLS-LRT and the Felsenstein (1985) bootstrap selection probability (BP) test in FITCH, ME, and NJ trees, respectively (1000 bootstrap pseudoreplicates were performed in the BP test). Overall, the significance threshold of the WLS-LRT corresponded to a BP of roughly 60% to 80%, with a slightly higher uncertainty for ME and NJ trees than for FITCH tree. Particularly, there was a branch having only 25.0% and 20.0% bootstrap support in ME and NJ trees, respectively, which was significant according to the WLS-LRT test. Conversely, there were few branches in all three trees with high (75.3% to 93.9%) bootstrap support, which were nonsignificant according to the WLS-LRT. Although the WLS-LRT probability value for these latter branches is generally close to the Dunn-Sidák corrected significance threshold, and
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FIGURE 2. FITCH optimal tree obtained for the rRNA-tRNA data set, using the optimal power value estimated from Equation 4. For each internal branch, BP values are shown, as well as the result of the WLS-LRT. * : P < 0.05, * * : P < 0.01, * * * : P < 0.001.
therefore these results can be attributed to a lack of power of the WLS-LRT, an alternative explanation can be given for this discrepancy. As mentioned above, looking at Table 1 it is apparent that in a four-taxa topology, the appropriate bootstrap threshold is closer to 95% than to the commonly used 70%. It is thus possible that small subtrees in the 43-taxa phylogeny that were delimited by neighboring nodes with a very strong statistical support (i.e., BP close to 100%) can show this same effect. This can be easily understood, because in a small tree or highly delimited small subtree, the probability of a given branch to occur simply by chance in bootstrap pseudoreplicates is higher than in large trees, where more combinations are possible. Branches with high BP and nonsignificant WLS-LRT values seemed to follow this pattern (Figs. 2-4) . The other previously proposed bootstrap test for branch testing, the Dopazo test, gave results very similar to the WLS-LRT for the FITCH, ME, and NJ trees of rRNA-tRNA sequences (Table 2) . Again, 1000 pseudoreplicates were used. Taking the results of the Dopazo test as a reference, for the FITCH tree the WLS-LRT produced three false negatives (the total number of branches tested was again 40), the P-value in these cases being relatively close to the significance limit (0.00223, 0.00501 and 0.09512), and no false positives. For the ME tree, there were only two putative false negatives (very close to the significance threshold) and no false positives. Analogous results were obtained for the NJ tree. Finally, for the above-mentioned branch, in which the WLS-LRT was significant and the BP was as low as 57.7, 25.0, and 20.0% in FITCH, ME, and NJ trees, Dopazo values were 100, 99.8, and 99.0%, respectively, reflecting discrepancies between the two bootstrap methods and the possibility that FIGURE 3. ME optimal tree obtained for the rRNA-tRNA data set, using the optimal power value estimated from Equation 4. For each internal branch, BP values are shown, as well as the result of the WLS-LRT. * : P < 0.05, * * : P < 0.01, * * * : P < 0.001.
the true BP appropriate threshold might be much lower than 70% in this case. The GLS statistic for the rRNA-tRNA distance matrix could not be calculated using the GLSDNA program (Susko, 2003) . This is probably due to the fact that, with large number of taxa, some of them closely related, the covariance matrix can become almost singular. For such cases, the GLSDNA EIG routine not described in the original publication is available from its author's homepage www.mathstat.dal.ca/∼tsusko. Moreover, this latter method does not allow for highly complex substitution models such as the GTR/REV. Therefore, we used the suboptimal F84 (Felsenstein, 1993) model. As can be seen in Table 2 , the GLS-LRT calculated using GLSDNA EIG is extremely conservative for the rRNA-tRNA data set. This poor performance compared to the WLS-LRT is not attributable to the inadequacy of the substitution model employed in the GLS-DNA EIG test, since this same behavior was observed when a simple two-parameters model (Kimura, 1980) was used in all tests (data not shown). In this approximate method, the GLS is interpreted as a WLS for a set of linear transformations of the distances. To make the covariance matrix invertible, an arbitrary eigenvalue cutoff has to be selected, and linear transformations for which the variance is lower than the cutoff are ignored. These linear transformations are usually those with a better discriminatory power, and this is why the results are expected to be highly conservative. The greater the eigenvalue cutoff, the lower the statistical power will be. However, with values below 10 −9 , no further power improvement was observed, and the results remained highly unsatisfactory (Table 2) . We conclude that difficulties in obtaining the covariance matrix make the GLS-LRT hardly applicable for large data sets, and that the performance of the GLS-LRT by the above approximate methods is notably worse than the performance of the WLS method.
Performance of the Weighted Least-Squares Tests When the
Number of Known Variances Is Small So far, the whole set of T(T − 1)/2 variances had been taken into account to estimate the power value and σ 2 ( p) (Fig. 1) . In the rRNA-tRNA gene data set, with 43 species, the distance matrix contains 903 informative values. Obviously, the fewer variances that are known, the less reliable the estimates of the two parameters from Equation 4 will be. We therefore sought to determine whether using values of the power and σ the optimal would affect the reliability of the WLS-LRT. Let us consider the extreme case in which the two parameters were estimated from only two data points. Two distances were randomly picked from the complete rRNAtRNA distance matrix, the power and σ 2 ( p) were estimated using Equation 4, and the WLS-LRT was performed for the 40 branches. This procedure was repeated 50 times. Please notice that we used the tree built with the optimal power value, as the purpose here was to check the performance of the WLS-LRT and not the reliability of the tree building method itself. The performance of the WLS-LRT in this situation remained good: taking the results obtained with the full set of variances as a reference, type I error was 1.10 ± 0.23% and type II error was 1.55 ± 0.55% for the FITCH tree. Analogous results were obtained for ME and NJ trees, the percent of false negatives and false positives remaining always below 2.5%. In contrast, the estimation of the power value was highly inaccurate, ranging from 0.232 to 3.389, with a coefficient of variation as high as 29%, and the same is valid for σ 2 ( p) , for which the coefficient of variation reached 113%. However, the power value and σ 2 ( p) were highly correlated (r 2 = 0.989) in such a way that the lack of precision in their estimation had little impact on the WLS-LRT statistic. This is why the test performed well even when only two data points were used to estimate parameters in Equation 4, and also why the WLS-LRT gave the same results when the power value p = 2 was used instead of the optimal p = 1.823.
In the still more extreme case in which no variances are known, no estimation of the power and σ 2 ( p) is possible. The Felsenstein (1983) F -test can be used to avoid the estimation of σ 2 ( p) , but the power value is still needed to calculate the weighted sum of squares. It is interesting, therefore, to study the performance of the Ftest when the suboptimal power values are used. Table 3 shows the results of applying this test with power values p = {0, 1, 2, 3, 4, 5}, plus the optimal p = 1.823. As mentioned before, the results of the F -test were the same as the results of the WLS-LRT when the optimal power value was used. However, Table 3 shows that using a lower power increased the incidence of false negatives. Therefore, this test might not be performed with a power value that might be far from the optimal. It has been established that this optimal value is close to p = 2 for pair-wise DNA distance data (Kuhner and Felsenstein, 1994) , but this might not be the case for other kinds of data. Analysis of the HIV-1 Organ Compartmentalization Both in the simulations and in the analysis of the rRNAtRNA data, the variances of the distances were estimated by bootstrapping. However, other methods to estimate the variances allow the use of the WLS-LRT. We would like to illustrate this point with an example concerning human immunodeficiency virus type 1 (HIV-1) organ compartmentalization, an important issue in virology (McGrath et al., 2001 ). This question was thus far addressed by making phylogenetic reconstructions using sequences data from different organs of the same individual, in order to assess whether viral isolates from the particular organs group together (Ball et al., 1994) . Such FIGURE 5. Inter-patient analysis of the organ compartmentalization of HIV-1. The FITCH tree obtained with HIV-1 isolates from eight organs of 22 individuals is shown. The encircled clade, which corresponds to sequences isolated from the nervous system, is separated from the other body compartments by a highly significant interior branch, according to the WLS-LRT (see text for details).
an approach can be applied only for viral sequences isolated from the organs of a single individual, which makes it difficult to draw general conclusions. To solve this difficulty, the studies should go beyond the intra-patient level, but then the above approach becomes useless because sequences from different hosts group monophyletically. We sought to solve this problem by constructing a distance matrix in which intra-patient distances between pairs of organs were averaged over several patients.
We constructed a data set from previously published (Keys et al., 1993; Ball et al., 1994; Korber et al., 1994; van't Wout et al., 1998; Gatanaga et al., 1999; Morris et al., 1999; Gorry et al., 2001; Wang et al., 2001; Collins et al., 2002) sequences of the V3 hypervariable region of the HIV-1 isolated from various organs (bone marrow, brain, cerebrospinal fluid, kidney, liver, lung, lymphatic nodes, and spleen) of 22 individuals. Only for one patient were sequences of the virus isolated from all eight organs available (further information is given in the Appendix). Using ModelTest 3.1 (Posada and Crandall, 1998) , Tamura-Nei model with rate variation among sites following a gamma distribution plus an invariant sites category was appropriate according to the Akaike Information Criterion (Akaike, 1974) . Consequently, this model was used to estimate the distance between each pair of sequences isolated from different organs of the same individual, using MEGA 3 (Kumar et al. 2004) ; 71 distances were obtained in total. Then, the distances for each pair of organs were averaged over all patients, and thus an 8 × 7 matrix was constructed, which was used to obtain the FITCH tree shown in Figure 3 . For 9 out of the 28 pairs of organs, the distances were averages of three or more (up to 16) values; for the remaining 17 pairs, only one distance was available.
Previous studies (van't Wout et al., 1998) pointed out that the nervous tissue harbors specific HIV-1 variants. This hypothesis can be tested by determining whether the branch grouping cerebrospinal and brain is statistically significant. One could manage to bootstrap the aligned sequence data set, but this would result only in the estimation of intra-patient variability, and interpatient variability would be ignored. In contrast, the WLS-LRT does not have this limitation. The variances calculated using the 9 pairs of organs for which three or more distances were available were regressed against their corresponding average distances using Equation 4, giving an estimation of the power p = 1.766 and σ 2 ( p) = 0.8589. The sum of squares for the FITCH tree was SS B = 7.6457, and the SS C = 16.1897. The WLS-LRT showed that this branch was significant (χ 2 1 = 9.948, P = 0.0016). To sum up, the WLS-LRT approach allowed for the simultaneous analysis of sequences isolated from 22 individuals, taking into account the inter-patient variability, thus providing a solid support to the hypothesis that nervous system harbors divergent HIV-1 variants.
DISCUSSION
The first step of any distance method is the reduction of the information contained in the primary data
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(characters) to a distance matrix. As a necessary consequence, using distance data for phylogenetic reconstruction unavoidably leads to a reduced statistical power compared to character-based methods such as the ML. Additionally, ML inference is generally more robust than classical inference based on mean distances (Huelsenbeck, 1995) . However, distance-based methods remain commonly used for phylogenetic reconstruction because they are computationally efficient; they have been shown to be consistent, as opposed to maximum parsimony; and their degree of accuracy is usually close to ML (Kuhner and Felsenstein, 1994) . Once the information of the primary data has been reduced to a distance matrix for phylogenetic reconstruction, it should be optimal to use analytical tests for assessing the statistical support of this distance-based reconstruction, for which it is not necessary to go back to the character matrix, as opposed to the bootstrap. Eliminating this step has obvious computational advantages. In this work, we have focused on the LS approach, a well-established criterion for tree inference (Fitch and Margoliash, 1967; Bulmer, 1991; Swofford, 2001; Felsenstein, 1997; Desper and Gascuel, 2004) , as well as for assessing the statistical support of phylogenies (Bulmer, 1991; Susko, 2003) . We have pointed out that the use of the GLS is restricted by the difficulty of estimating a large set of covariances. Previous simulation studies (Kuhner and Felsenstein, 1994; Desper and Gascuel, 2004) have shown that WLS provides a highly accurate and consistent approach for tree reconstruction. There is no reason why statistical tests based on the same criterion, such as the WLS-LRT presented in this work, should be inaccurate or biased. In the simulations done here, the WLS-LRT was highly reliable in terms of type I error and had a reasonably low type II error. In contrast, the GLS test showed a poor sensitivity in the rRNA-tRNA example. This loss of statistical power is attributable to the increased number of taxa, which makes it difficult to handle the covariance matrix (Susko, 2003) , thus imposing the use of an approximate version of the GLS method, whose performance was notably worse than that of the WLS method.
Both GLS and WLS are based on the assumption that distances are normally distributed. In the case of nucleotide or amino acid sequences, it was traditionally believed that this assumption is not fulfilled (Takahata and Kimura, 1981) . It has been recently shown, however, that, provided the distances are maximum likelihood estimates, their distribution is approximately multivariate normal (Susko, 2003) . Moreover, the WLS-LRT is applicable to a wider range of distance measures, not necessarily derived from sequence data, and this is why it seems reasonable to assume normality in general. The assumption that makes the WLS different from the GLS is the independence between distances, a priori unfulfilled in phylogenetic reconstructions because of the common evolutionary history. However, our results suggest that this does not affect the performance of the test. The WLS-LRT is expected to perform well if the model σ
provides a satisfactory description of the relationship between the distances and their variances. This seems to be the case at least for DNA sequence data (Fig. 1) . A previous study (Kuhner and Felsenstein, 1994) , using simulated nucleotide data, established p = 2 (the original FITCH) as the integer value for which the best results could be obtained regarding topological accuracy. Here, we provide a criterion for selecting the optimal power value, which does not need to be any of the commonly used integers 0, 1, and 2. For the rRNA-tRNA data, the model fitted the data accurately, and we were able to apply the WLS-LRT under optimal conditions. However, the conditions might not be optimal for two reasons. First, when the variances are part of the primary data rather than estimated, it is possible that only some would be known. In this scenario, estimates of the power value and σ 2 ( p) can be much less reliable, but this will have a negligible effect on the WLS statistic provided that Equation 4 fits the data accurately. The second scenario, in which the model fit is poor, remains unexplored and would probably lead to weaker performance of the test. In some cases, if few or no variances are available, it may be necessary to use the Felsenstein F -test, for which the estimation of σ 2 ( p) is not necessary. We show that the results of this test need to be taken with caution. In our simulations, high incidence of type I error was observed. Moreover, the rRNA-tRNA data illustrate that a priori knowledge of the power value is necessary.
Contrary to the simulations, the rRNA-tRNA data set consisted of a number of sequences high enough to appreciate differences between FITCH, ME, and NJ trees: for the FITCH tree, the WLS-LRT and the Felsenstein Ftest gave slightly closer results to the bootstrap methods than for the ME and the NJ trees. The FITCH method is directly based on the WLS criterion and thus gives the maximum likelihood solution under the assumptions of distance normality and independence. These are precisely the two assumptions that the WLS-LRT makes, and this is why FITCH trees are better suited to WLS-LRT. Some authors claimed before that the FM method is less efficient than the ME or NJ methods in finding the correct topology (Tateno et al., 1982; Saitou and Imanishi, 1989; Rzhetsky and Nei, 1992b) ; but more recently reported extensive simulation studies using FITCH modification indicate the contrary (Kuhner and Felsentein, 1994; Desper and Gascuel, 2002) .
The non-parametric bootstrap does not require any underlying evolution model and can be used for many kinds of data, regardless of the number of taxa considered or the reconstruction method employed. It has been shown previously that the bootstrap consensus trees have a higher chance of reproducing the correct topology than unique optimal trees (Sitnikova et al., 1995; Berry and Gascuel, 1996) . Despite these advantages, the statistical basis of the bootstrap is unclear (Hillis and Bull, 1993; Felsentein and Kishino, 1993; Li and Zharkikh, 1995; Berry and Gascuel, 1996; Efron et al., 1996) . The results of Hillis and Bull (1993) are misconstrued by some authors to suggest that the appropriate threshold for clade selection corresponds to a BP of 70%. However, this value was established for maximum parsimony and depends on many factors, which include the tree symmetry, the divergence between taxa, and the constancy of the substitution rate among branches (Hillis and Bull, 1993) . In our simulations, a BP of 70% did not lead to reliable results, and the threshold had to be pushed up to 95% in order keep the incidence of type I error low. In the analysis of the rRNA-tRNA data, with 43 rather than 4 sequences, a threshold roughly around 60-80% seemed more appropriate. However, there were some strong differences between the BP and the WLS-LRT, which did not seem to be randomly distributed along the topology: for those nodes that were delimited by neighboring highly significant branches, BP up to 95% were nonsignificant according to the WLS-LRT, and conversely, it seemed that in those nodes that were not delimited by neighboring solid branches, BP down to 20% were significant according to WLS-LRT. Although not fully proven here, the BP appropriate threshold might be down-biased in the former situation, whereas the BP could be up-biased in the latter. These results illustrate how complicated it is to establish a reliable BP threshold for clade selection, and argues in favor of using interior branch tests.
