Hashing is fundamental to many algorithms and data structures widely used in practice. For theoretical analysis of hashing, there have been two main approaches. First, one can assume that the hash function is truly random, mapping each data item independently and uniformly to the range. This idealized model is unrealistic because a truly random hash function requires an exponential number of bits to describe. Alternatively, one can provide rigorous bounds on performance when explicit families of hash functions are used, such as 2-universal or O(1)-wise independent families. For such families, performance guarantees are often noticeably weaker than for ideal hashing.
Introduction
Hashing is at the core of many fundamental algorithms and data structures, including all varieties of hash tables [Knu] , Bloom filters and their many variants [BM2] , summary algorithms for data streams [Mut] , and many others. Traditionally, applications of hashing are analyzed as if the hash function is a truly random function (a.k.a. "random oracle") mapping each data item independently and uniformly to the range of the hash function. However, this idealized model is unrealistic, because a truly random function mapping {0, 1} n to {0, 1} m requires an exponential number of bits to describe.
For this reason, a line of theoretical work, starting with the seminal paper of Carter and Wegman [CW] on universal hashing, has sought to provide rigorous bounds on performance when explicit families of hash functions are used, e.g. ones whose description and computational complexity are polynomial in n and m. While many beautiful results of this type have been obtained, they are not always as strong as we would like. In some cases, the types of hash functions analyzed can be implemented very efficiently (e.g. universal or O(1)-wise independent), but the performance guarantees are noticeably weaker than for ideal hashing. (A motivating recent example is the analysis of linear probing under 5-wise independence [PPR] .) In other cases, the performance guarantees are (essentially) optimal, but the hash functions are more complex and expensive (e.g. with a super-linear time or space requirement). For example, if at most T items are going to be hashed, then a Twise independent hash function will have precisely the same behavior as an ideal hash function. But a T -wise independent hash function mapping to {0, 1} m requires at least T · m bits to represent, which is often too large. For some applications, it has been shown that less independence, such as O(log T )-wise independence, suffices, e.g. [SS, PR] , but such functions are still substantially less efficient than 2-universal hash functions. A series of works [Sie, OP, DW] have improved the time complexity of (almost) T -wise independence to a constant number of word operations, but the space complexity necessarily remains at least T · m.
In practice, however, the performance of standard universal hashing seems to match what is predicted for ideal hashing. This phenomenon was experimentally observed long ago in the setting of Bloom filters [Ram2] ; other reported examples include [BM1, DKSL, PR, Ram1, RFB] . Thus, it does not seem truly necessary to use the more complex hash functions for which this kind of performance can be proven. We view this as a significant gap between the theory and practice of hashing.
In this paper, we aim to bridge this gap. Specifically, we suggest that it is due to the use of worst-case analysis. Indeed, in some cases, it can be proven that there exist sequences of data items for which universal hashing does not provide optimal performance. But these bad sequences may be pathological cases that are unlikely to arise in practice. That is, the strong performance of universal hash functions in practice may arise from a combination of the randomness of the hash function and the randomness of the data.
Of course, doing an average-case analysis, whereby each data item is independently and uniformly distributed in {0, 1} n , is also very unrealistic (not to mention that it trivializes many applications). Here we propose that an intermediate model, previously studied in the literature on randomness extraction [CG] , may be an appropriate data model for hashing applications. Under the assumption that the data fits this model, we show that relatively weak hash functions achieve essentially the same performance as ideal hash functions.
Our Model. We model the data as coming from a random source in which the data items can be far from uniform and have arbitrary correlations, provided that each (new) data item is sufficiently unpredictable given the previous items. This is formalized by Chor and Goldreich's notion of a block source [CG] , 1 where we require that the i'th item X i has at least some k bits of "entropy" conditioned on the previous items X 1 , . . . , X i−1 . There are various choices for the entropy measure that can be used here; Chor and Goldreich use min-entropy, but most of our results hold even for the less stringent measure of Renyi entropy.
Our work is very much in the same spirit as previous works that have examined intermediate models between worst-case and average-case analysis of algorithms for other kinds of problems. Examples include the semirandom graph model of Blum and Spencer [BS] , and the smoothed analysis of Spielman and Teng [ST] . Interestingly, Blum and Spencer's semi-random graph models are based on Santha and Vazirani's model of semi-1 Chor and Goldreich called these probability-bounded sources, but the term block source has become more common in the literature.
random sources [SV] , which in turn were the precursor to the Chor-Goldreich model of block sources [CG] . Chor and Goldreich suggest using block sources as an input model for communication complexity, but surprisingly it seems that no one has considered them as an input model for hashing applications.
Our Results. Our first observation is that standard results in the literature on randomness extractors already imply that universal hashing performs nearly as well ideal hashing, provided the data items have enough entropy [BBR, ILL, CG, Zuc] . Specifically, if we have T data items coming from a block source (X 1 , . . . , X T ) where each data item has (Renyi) entropy at least m+2 log(T /ε) and H is a random universal hash function mapping to {0, 1} m , then (H(X 1 ), . . . , H(X T )) has statistical difference at most ε from T uniform and independent elements of {0, 1} m . Thus, any event that would occur with some probability p under ideal hashing now occurs with probability p ± ε. This allows us to automatically translate existing results for ideal hashing into results for universal hashing in our model.
In our remaining results, we focus on reducing the amount of entropy required from the data items. Assuming our hash function has a description size o(mt), then we must have (1 − o(1))m bits of entropy per item for the hashing to "behave like" ideal hashing (because the entropy of (H(X 1 ), . . . , H(X T )) is at most the sum of the entropies of H and the X i 's). The standard analysis mentioned above requires an additional 2 log(T /ε) bits of entropy per block. In the randomness extraction literature, the additional entropy required is typically not significant because log(T /ε) is much smaller than m. However, it can be significant in our applications. For example, a typical setting is hashing T = Θ(M ) items into 2 m = M bins. Here m + 2 log(T /ε) ≥ 3m − O(1) and thus the standard analysis requires 3 times more entropy than the lower bound of (1 − o(1))m. (The bounds obtained for the specific applications mentioned below are even larger, sometimes due to the need for a subconstant ε and sometimes due to the fact items need to be hashed into several locations.)
We use a variety of general techniques to reduce the entropy required. These include switching from statistical difference (equivalently, 1 distance) to Renyi entropy (equivalently, 2 distance or collision probability) throughout the analysis and decoupling the probability that a hash function is "good" from the uniformity of the hashed values h(X i ). We can reduce the entropy required even further if we use 4-wise independent hash functions, which also have very fast implementations [TZ] .
Applications. We illustrate our approach with several specific applications. Here we informally sum-marize the results; definitions and discussions appear in Sections 3 and 4.
The classic analysis of Knuth [Knu] gives a tight bound for the insertion time in a hash [PPR] recently showed that while pairwise independence does not suffice to bound the insertion time in terms of the load alone (for worst-case data), such a bound is possible with 5-wise independent hashing. However, their bound for 5-wise independent hash functions is polynomially larger than the bound for ideal hashing. We show that 2-universal hashing actually achieves the same asymptotic performance as ideal hashing, provided that the data comes from a block source with roughly 4 log M bits of (Renyi) entropy per item, where M is the size of the hash table. For 4-wise independent hashing, we only need roughly 2.5 log M bits of entropy per item.
With the balanced allocation paradigm [ABKU] , it is known that when T items are hashed to T buckets, with each item being sequentially placed in the least loaded of d choices (e.g. d = 2), the maximum load is log log T / log d + O(1) with high probability. We show that the same result holds when the hash function is chosen from a 2-universal hash family, provided the data items come from a block source with roughly (d + 2) log T bits of entropy per data item. For 4-wise independence, the entropy requirement is reduced to roughly (d + 1) log T .
Bloom filters [Blo] are data structures for approximately storing sets in which membership tests can result in false positives with some bounded probability. We begin by showing that there is a constant gap in the false positive probability for worst-case data when O(1)-wise independent hash functions are used instead of truly random hash functions. On the other hand, we show that if the data comes from a block source with roughly 4 log M bits of (Renyi) entropy per item, where M is the size of the hash table, then the false positive probability with 2-universal hashing asymptotically matches that of ideal hashing. For 4-wise independent hashing, we only need roughly 3 log M bits of entropy per item.
Preliminaries
Notation.
[N ] denotes the set {1, . . . , N }. All logs are base 2. For a random variable X and an event E, X| E denotes X conditioned on E. The support of X is Supp(X) = {x : Pr[X = x] > 0}. For a set S, U S denotes a random variable uniformly distributed on S. 
Hashing. Let H be a multiset of hash functions
k consisting of the functions of the form h(x) = (h 1 (x), . . . , h k (x)), where each h i ∈ H. Observe that if H is s-wise independent (resp., s-universal), then so is H k . However, description and computation time for functions in H k are k times larger than for H.
Hashing Worst-Case Data
In this section, we describe the three main hashing applications we study in this paper -linear probing, balanced allocations, and Bloom filters -and describe mostly known results about what can be achieved for worst-case data. Here and throughout the paper, where appropriate we omit proofs because of space. The relevant proofs can be found in the full version of the paper (available from the authors' webpages). , we place the elements x 1 , . . . , x T sequentially as follows. The element x i first attempts placement at h(x i ), and if this location is already filled, locations h(x i ) + 1 mod M , h(x i ) + 2 mod M , and so on are tried until an empty location is found. The ratio α = T /M is referred to as the load of the table. The efficiency of linear probing is measured according to the insertion time for a new data item. (Other measures, such as the average time to search for items already in the table, are also often studied, and our results can be generalized to these measures as well.)
Linear Probing
linear probing using h, we define the insertion time Time LP (x, h) to be the value of j such that x T is placed at location h(
It is well known that with ideal hashing, the expected time can be bounded quite tightly as a function of the load [Knu] .
Resolving a longstanding open problem, Pagh, Pagh, and Ruzic [PPR] recently showed that the expected lookup time could be bounded in terms of α using only O(1)-wise independence. Specifically, with 5-wise independence, the expected time for an insertion is O 1 (1−α) 3 for any sequence x. On the other hand, in [PPR] it is also shown that there are examples of sequences x and pairwise independent hash families such that the expected time for a lookup is logarithmic in T (even though the load α is independent of T ). In contrast, our work demonstrates that pairwise independent hash functions yield expected lookup times that are asymptotically the same as under the idealized analysis, assuming there is sufficient entropy in the data items themselves.
Balanced Allocations.
A hash table using the balanced allocation paradigm [ABKU] 
T in an array of M buckets. Let h be a hash function mapping
, where we view the components of h(x) as (h 1 (x), . . . , h d (x)). We place the elements sequentially by putting x i in the least loaded of the In the case that the number T of items is the same as the number M of buckets and we do balanced allocation with d = 1 choice (i.e. standard load balancing), it is known that the maximum load is Θ(log T / log log T ) with high probability. Remarkably, when the number of choices d is two or larger, the maximum load drops to be double-logarithmic. T of distinct data items, we have
There are other variations on this scheme, including the asymmetric version due to Vöcking [Vöc] and cuckoo hashing [PR] ; we choose to study the original setting for simplicity.
The asymmetric scheme has been recently studied under explicit functions [Woe] , similar to those of [DW] . At this point, we know of no non-trivial upper or lower bounds for the balanced allocation paradigm using families of hash functions with constant independence, although performance has been tested empirically [BM1] . Such bounds have been a long-standing open question in this area. 
Bloom Filters
For truly random families of hash functions, it is easy to compute the false positive probability. T of data items and every y / ∈ x, we have
In the typical case that M = Θ(T ), the asymptotically optimal number of hash functions is = (M/T ) · ln 2, and the false positive probability is approximately 2 − .
Below we will describe the kinds of results that can be proven about Bloom filters on worst-case data using O(1)-wise independence. But the following more mild reduction in randomness, using 2 truly random hash functions instead of , will be useful later. 
Then for every sequence x ∈ [N ]
T of T data items and every y / ∈ x, we have
The restriction to prime integers M/ is not strictly necessary in general; for more complete statements of when 2 truly random hash functions suffice, see [KM] . We now turn to the worst-case performance of Bloom filters under O(1)-wise independence. It is folklore that 2-universal hash functions can be used with a constant-factor loss in space efficiency. Indeed, a union bound shows that Pr
T in the case of truly random hash functions. This can be generalized to swise independent families using the inclusion-exclusion formula, leading to the following bound.
Proposition 3.1. Let s be an even constant. Let H be an s-universal family mapping [N ] to [M/ ] (where divides M ), and let H = (H 1 , . . . , H ) be a random hash function from H . For every sequence x ∈ [N ]
T of T ≤ M/ data items and every y / ∈ x, we have
Notice that in the common case that = Θ(1) and M = Θ(T ), so that the false positive probability is constant, the above bound differs from the one for ideal hashing by an amount that shrinks rapidly with s. However, when s is constant, the difference remains an additive constant. Another way of interpreting this is that to obtain a given guarantee on the false positive probability using O(1)-wise independence instead of ideal hashing, one must pay a constant factor in the space for the Bloom filter. The following proposition shows that this loss is necessary if we use only O (1) 
4 Hashing Block Sources 4.1 Random Sources We view our data items as being random variables distributed over a finite set of size N , which we identify with [N ] . We use the following quantities to measure the amount of randomness in a data item. For a random variable X, the max probability of X is mp(X) = max
The collision probability of X is
Measuring these quantities is equivalent to measuring the min-entropy
and the Renyi entropy
If X is supported on a set of size K, then mp(
, with equality iff X is uniform on its support. It also holds that mp(X) ≤ cp(X) 1/2 (i.e. H ∞ (X) ≥ H 2 (X)/2), so min-entropy and Renyi entropy are always within a factor of 2 of each other.
We model a sequence of data items as a sequence (X 1 , . . . , X T ) of correlated random variables where each item is guaranteed to have some entropy even conditioned on the previous items. 
. , X T ) taking values in [N ]
T is a block source with collision probability p per block (respectively, max probability p per block) if for every i ∈ [T ] and every (x 1 , . . . ,
When max probability is used as the measure of entropy, then this is precisely the model of sources suggested by Chor and Goldreich [CG] in the literature on randomness extractors. We will mainly use the collision probability formulation as the entropy measure, since it makes our results more general.
Extracting Randomness
A randomness extractor [NZ] can be viewed as a family of hash functions with the property that for any random variable X with enough entropy, if we pick a random hash function h from the family, then h(X) is "close" to being uniformly distributed on the range of the hash function. Randomness extractors are a central object in the theory of pseudorandomness and have many applications in theoretical computer science. Thus there is a large body of work on the construction of randomness extractors. (See the surveys [NT, Sha] ). A major emphasis in this line of work is constructing extractors where it takes extremely few (e.g. a logarithmic number of) random bits to choose a hash function from the family. This parameter is less crucial for us, so instead our emphasis is on using simple and very efficient hash functions (e.g. universal hash functions) and minimizing the amount of entropy needed from the source X. To do this, we will measure the quality of a hash family in ways that are tailored to our application, and thus we do not necessarily work with the standard definitions of extractors.
In requiring that the hashed value h(X) be 'close' to uniform, the standard definition of an extractor uses the most natural measure of 'closeness'. Specifically, for random variables X and Y , taking values in [N ] , their statistical difference is defined as
The classic Leftover Hash Lemma shows that universal hash functions are randomnness extractors with respect to statistical difference. 
Notice that the above lemma says that the joint distribution of (H, H(X)) is ε-close to uniform; a family of hash functions achieving this property is referred to as a "strong" randomness extractor. Up to some loss in the parameter ε (which we will later want to save), this strong extraction property is equivalent to saying that with high probability over h ← H, the random variable h(X) is close to uniform. The above formulation of the Leftover Hash Lemma, passing through collision probability, is attributed to Rackoff [IZ] . It relies on the fact that if the collision probability of a random variable is close to that uniform distribution, then the random variable is close to uniform in statistical difference. This fact is captured (in a more general form) by the following lemma. 
where µ is the expectation of f (U [M ] ) and σ is its standard deviation. In particular, if f takes values in the interval [a, b] , then
While the bound on statistical difference given by Item 2 is simpler to state, Item 1 often provides substantially stronger bounds. To see this, suppose there is a bad event S of vanishing density, i.e. |S| = o(M ), and we would like to say that Pr[X ∈ S] = o(1). Using Item 2, we would need K = ω(M ), i.e. cp(X) = (1 + o(1))/M . But applying Item 1 with f equal to the characteristic function of S, we get the desired conclusion assuming only
The classic approach to extracting randomness from block sources is to simply apply a (strong) randomness extractor, like the one in Lemma 4.1, to each block of the source. The distance from the uniform distribution grows linearly with the number of blocks.
be a random hash function from a 2-universal family H. For for every block source (X 1 , . . . , X T ) with collision probability 1/K per block, the random vari-
Thus, if we have enough entropy per block, universal hash functions behave just like ideal hash functions. How much entropy do we need? To achieve an error ε with the above theorem, we need K ≥ M T 2 /(4ε 2 ). In the next section, we will explore how to improve the quadratic dependence on ε and T .
4.3 Optimized Block-Source Extraction Our approach to improving Theorem 4.1 is to change the order of steps in the analysis. As outlined above, Theorem 4.1 is proven by bounding the collision probability of each hashed block, passing to statistical difference via Lemma 4.2, and then summing the statistical difference over the blocks. Our approach is to try to work with collision probability for as much as the proof as possible, and only pass to statistical difference at the end if needed. 
Note that the conclusion of this theorem is different than that of Theorem 4.1, in that we do not claim that Y is close to uniform in statistical difference. However, if K ≥ M T /ε, then each block of Z has collision probability within a constant factor of the uniform distribution (conditioned on previous ones), and this property suffices for some applications (using Lemma 4.2, Item 1). In addition, if K ≥ M T 2 /ε, then globally, Z is also has collision probability within a constant factor of uniform.
2 Lemma 4.2 (Item 2) can then be used to deduce that Y is close to uniform in statistical difference, but the resulting bound is no better than the classic one (Theorem 4.1).
The approach to proving the theorem is as follows. Intuitively, the Leftover Hash Lemma (Lemma 4.1) tells us that each hashed block H(X i ) contributes collision probability at most 1/M + 1/K, on average over the choice of the hash function H. We can use a Markov argument to say that the collision probability of each block is at most 1/M +T /(εK) with probability at least 1 − ε/T over the choice of the hash function. Taking a union bound, the hash function is good for all blocks with probability at least 1 − ε.
Using 4-wise independent hash functions, we can obtain the following stronger results. 
The improvement over Theorem 4.2 is that we only need K to be on the order of max{M, M T /ε} (as opposed to M T ) for each block of Z to have collision probability within a constant factor of uniform. Moreover, here we also sometimes obtain an improvement over classic block-source extraction (Theorem 4.1) in the total statistical difference from uniform. For example, in the common case that T = Θ(M ), this theorem gives a statistical difference bound
. The key idea in the proof is to show that, with 4-wise independence, the collision probability of each hashed block is concentrated around its expectation, which is at most 1/M + 1/K. This concentration is obtained by bounding the variance.
Applications

Linear Probing
An immediate application of Theorem 4.1, using just a pairwise independent hash family, gives that if K ≥ M T 2 /(2ε) 2 , the resulting distribution of the element hashes is ε-close to uniform. The effect of the ε statistical difference on the expected insertion time is at most εT , because the maximum insertion time is T . That is, if we let E U be the expected time for an insertion when using a truly random hash function, and E P be the expected time for an insertion using pairwise independent hash functions, we have
A natural choice is ε = o(1/T ), so that the εT term is lower order, giving that K needs to be ω(M T 4 ) = ω(M 5 ) in the standard case where T = αM for a constant α ∈ (0, 1) (which we assume henceforth). An alternative interpretation is that with probability 1 − ε, our hash table behaves exactly as though a truly random hash function was used. In some applications, constant ε may be sufficient, in which case using Theorem 4.3
Better results can be obtained by applying Lemma 4.2, in conjunction with Theorem 4.2 or Theorem 4.3. In particular, for linear probing, the standard deviation σ of the insertion time is known (see, e.g., [GB, p. 52] ) and is O (1/(1 − α) 2 ). With a 2-universal family, as long as K ≥ M T 2 /ε, from Theorem 4.2 the resulting hash values are ε-close to a block source with collision probability at most (1+2M T 2 /(εK))/M T . Using this, we apply Lemma 4.2 to bound the expected insertion time as
Choosing ε = o(1/T ) gives that E P and E U are the same up to lower order terms when K is ω(M 4 ). Theorem 4.3 gives a further improvement; for K ≥ M T + 2M T 2 /ε, we have
Choosing ε = o(1/T ) now allows for K to be only ω(M 5/2 ). In other words, the Renyi entropy needs only to be 2.5 log M + ω(1) bits when using 4-wise independent hash functions, and 4 log M + ω(1) for 2-universal hash functions. These numbers seem quite reasonable for practical situations. We formalize the result for the case of 2-universal hash functions as follows: T with collision probability at most 1/K and where
Here α = T /M is the load and σ is the standard deviation in the insertion time in the case of truly random hash functions.
Balanced Allocations
By combining the known analysis for ideal hashing (Theorem 3.2), our optimized bounds for block-source extraction (Theorems 4.2 and 4.3), and the effect of collision probability on expectations (Lemma 4.2), we obtain:
If we set ε = o(1), then we obtain the same asymptotic false positive probabilities as with truly random hash functions. When T = Θ(M ),the Renyi entropy per block needs only to be 3 log M + ω(1) bits when using 4-wise independent hash functions, and 4 log M + ω(1) for 2-universal hash functions.
Alternative Approaches
The results we have described in Section 5 rely on very general arguments, referring to the collision probability of the entire sequence of hashed data values. We suggest, however, that it may prove useful in the future to view the results of Section 4 as a collection of tools that can be applied in various ways to specific applications. For example, the fact derived in Theorems 4.2 and 4.3 that the hashed values are close to a block source with bounded collision probability per block may yield improved results in some cases.
We sketch an example of how these results can be applied to more specific arguments for an application. In the standard layered induction argument for balanced allocations [ABKU] , the following key step is used. Suppose that there are at most β i T buckets with load at least i throughout the process. Then (using truly random hash functions) the probability that an element with d choices lands in a bin with i or more balls already present is bounded above by (β i ) d . When using 2-universal hash functions, we can bound this probability, but with slightly weaker results. The choices for an element correspond to the hash of one of the blocks from the input block source. Let S be the set of size at most (β i ) d possible hash values for the element's choices that would place the element in a bin with i or more balls. We can bound the probability that the element hashes to a value in S by bounding the collision probability per block (via Theorem 4.2) and applying Lemma 4.2 with f equal to the characteristic function of S. We have applied this technique to generalize the standard layered induction proof of [ABKU] to this setting. This approach turns out to require slightly less entropy from the source for 2-universal hash functions than Theorem 5.2, but the loss incurred in applying Lemma 4.2 means that the analysis only works for d ≥ 3 choices and the the maximum load changes by a constant factor (although the O(log log n) behavior is still apparent). We omit the details.
Conclusion
We have started to build a link between previous work on randomness extraction and the practical performance of simple hash functions, specifically 2-universal hash functions. While we expect that our results can be further improved, they already give bounds that appear to apply to many realistic hashing scenarios. In the future, we hope that there will be a collaboration between theory and systems researchers aimed at fully understanding the behavior of hashing in practice. Indeed, while our view of data as coming from a block source is a natural initial suggestion, theory-systems interaction could lead to more refined and realistic models for real-life data (and in particular, provide estimates for the amount of entropy in the data). A complementary direction is to show that hash functions used in practice (such as those based on cryptographic functions, which may not even be 2-universal) behave similarly to truly random hash functions for these data models. Some results in this direction can be found in [DGH + ].
