Introduction
In several parts of the world, a 'kind of peace' is breaking out in the 'war on drugs' (McLean, 2018) . Countries including Canada, Uruguay, Jamaica, Portugal, the Czech Republic, Spain, Germany, Italy and several US states have reformed laws on cannabis. However, little is known about the population-level effects of such legal changes. The research that has been done has tended to suggest mixed results (Babor et al., 2010; Waddell & Wilson, 2017) .
One study that is increasingly cited in this discussion is by Shi et al (Shi, Lenzi, & An, 2015) . It presented multilevel logistic regression analysis of data from the Health Behaviour in School-aged Children: WHO Collaborative Cross-National survey/study (HBSC) . It took into account several variables, including a dichotomous indicator of policy 'liberalization'. It concluded that there is a statistically significant association between policy 'liberalization' and an increased likelihood of adolescent cannabis use.
The Shi et al article has been cited by several researchers as evidence of an association between national policy and prevalence of cannabis use (Chapman et al., 2017 , Burdzovic Andreas & Bretteville-Jensen, 2017 Crowley, Collins, Delargy, Laird, & Van Hout, 2017; Dirisu, Shickle, & Elsey, 2016; Mark, Gryczynski, Axenfeld, Schwartz, & Terplan, 2017; Murray, Quigley, Quattrone, Englund, & Di Forti, 2016;  T researchers (Roberts et al., 2009 ). This means it is possible to attempt to replicate this analysis and -if found necessary -to improve upon its approach to testing the hypothesis that there is an association between a country's policy type and the odds of adolescent cannabis use in that country.
This article will report such a replication and re-analysis. It will summarise the data and methods, the coding and analytical approach adopted by Shi et al, and will question their verbal interpretation of their own numerical findings. It will then report on the replication and re-analysis that was carried out. The aim of this article is not to provide an original analysis of the HBSC data. Rather, it is to test whether the conclusions given by Shi et al are robust.
Data and methods
The findings reported here are based on secondary analysis of pooled data from three waves of the HBSC survey, collected in 2001/2, 2005/6 and 2009/10 across 38 countries (HBSC Network, 2014; Roberts et al., 2009) . The data come from adolescents (average age 15) in randomly surveyed schools. They are asked to complete a standardised, pen-and-paper questionnaire with comparable questions across the waves and countries of the survey. As Shi et al report, the aim is to create estimates of national prevalence of cannabis use that are accurate to within three percentage points. The HBSC survey received ethical approval for participating institutions in the 38 countries covered.
In order to analyse whether there is an association between policy type and cannabis use, Shi et al categorise countries into policy types. They do this by adopting the four policy types that Room et al. (2008) describe, with supplementary information from reports published by the European Monitoring Centre for Drugs and Drug Addiction (EMCDDA). Room et al's four categories are 'full prohibition', 'depenalization', 'decriminalization' and 'partial prohibition'.
The country coding decisions for countries are reported indirectly by Shi et al; they provide a list of which countries changed their policies from full prohibition and when, rather than reporting exactly how each country was coded for each survey year. Table 1 reproduces Shi et al's list of countries with their verbal description of their policies. It also shows directly how these countries were coded for the replication and re-analysis in this article.
Shi et al present results from two-level logistic regression models. The dependent variables are whether the respondent reported using cannabis ever, in the past year or 'regularly' (defined as 40 times or more in their lifetime). The HBSC also collects data on individual characteristics, including: whether the respondent lives with both parents, their number of siblings and friends, time spent with friends, difficulties in communication with parents and friends, family affluence and psychological complaints. These are entered as fixed effects in the models. Shi et al also enter as fixed effects the respondent's country's policy type and level of gross domestic product (GDP) per capita, as well as dummy variables indicating to which wave of the HBSC survey the respondent belonged. Random intercepts (but not random slopes) for countries are entered in the model as random effects. Shi et al run models for the cannabis use variables by entering a variable for all four types (comparing odds of use for respondents in 'depenalization', 'decriminalization', and 'partial prohibition' countries to those in 'full prohibition countries') and by comparing these odds between respondents in countries that have any 'liberalization' and those in 'full prohibition' countries. This article will focus on the results for any 'liberalization'. This is for two reasons. One is the difficulty of accurately assigning countries to policy types (Røgeberg & Stevens, 2016) . The other is that this relationship between adolescent cannabis use and 'liberalization' in general has been the main finding cited from the Shi et al article by other researchers.
With any given dataset, it is possible to apply different analytical models, which may produce different results (Humphreys, de la Sierra, & van der Windt, 2013) . This makes it very important that the models chosen provide the best possible test of the hypothesis. These issues were addressed in designing the re-analysis of the HBSC data, which is described below. Indicators of goodness of fit are used to test which models best fit these particular data. It should be remembered that other data and other analyses might produce different findings.
Shi et al's analysis
The results of Shi et al's models for the odds ratios of cannabis use (lifetime, past year and 'regular') are reproduced in Table 2 . As these are odds ratios, a difference from one suggests that variable may have a predictive effect on the odds of cannabis use.
Shi et al include the interaction between gender (i.e. being a boy, as boys are coded a 1 and girls as 0 in the dataset) and the policy type in their models. For girls in a 'liberalized' country, the odds ratio for lifetime cannabis use relative to girls in a 'full prohibition' country is simply the main effect (1.1). For boys in 'liberalized' countries, the odds ratio relative to boys in 'full prohibition' countries is calculated by multiplying the main effect by the interaction effect (1.1 × 0.8 = 0.88). Note that the resulting odds ratio for boys in 'liberalized' countries is below one, which implies that boys in 'liberalized' countries have lower odds of cannabis use than boys in 'full prohibition' countries when the predictive influence of all the other variables in the model is taken into account. Shi et al's verbal interpretation of their numerical results is stated as, '[o]verall, cannabis liberalization was associated with higher likelihood of ever use, past-year use, and regular use of cannabis'. They also report, 'the associations between cannabis use and cannabis control policies were in general smaller in boys'.
Issues in interpretation
This verbal interpretation of the numerical model results is questionable. As noted above, the models' implied odds ratios for boys in 'liberalized' countries are below one, suggesting that there may be contradictory associations between policy type and odds of cannabis use between genders. Shi et al report that this association is weaker for boys, but do not verbally state the finding from their model that the association for boys is in the opposite direction than for girls. They do not report the marginal effect of policy 'liberalization' across both genders, but it is possible to impute this effect. This calculation produces odds ratios across both genders of 0.96 for lifetime use, 0.96 for past year use, and 1.02 for 'regular' use for adolescents living in 'liberalized' countries relative to those in 'full prohibition' countries (see Røgeberg & Stevens, 2016 for the full calculation). It is not possible to test the statistical significance of these imputed odds ratios, given the parameters reported by She et al. But they do not suggest a consistent effect of 'liberalization' in increasing the 'likelihood' of cannabis use. The verbal summary that Shi et al give of their findings is therefore not a valid interpretation of their own numerical results.
Replication of Shi et al's analysis
In order to test whether the numeric results reported by Shi et al are robust, the raw HBSC data for the variables that they use were subjected to a coding strategy which was -as far as possible -the same as reported by Shi et al. 1 The data were then analysed (using the weighting variable included in the HBSC dataset, as Shi et al also report doing) in generalised linear mixed effects logistic regression models with random intercepts for countries. Shi et al report using Stata 12 to run their analysis. The replication and re-analysis reported here were carried out using the lme4 package in the R open source statistical software environment (Bates, Mächler, Bolker, & Walker, 2015) . 2 The results are shown in Table 3 . For ease of comparison with Shi et al's presentation of their results, this table shows only the odds ratios Table 2 Multilevel logistic regressions for adolescent cannabis use. HBSC 2001 HBSC -2010 . Results (odds ratios) reported by Shi et al., 2015 ( NumFriends' is the number of friends reported by the respondent. 'FamSup' is the derived variable described above for communication with family. 'FriendSup' is the derived variable described above for communication with friends. 'TimeFriends' represents the average number of days per week the respondent reported spending time with friends after school and in the evening. 'PsychProb' represents the average response to questions on a five point scale which was worded: 'in the last 6 months: how often have you had the following: 1) feeling low, 2) irritability or bad temper; 3) feeling nervous; 4) difficulties in getting to sleep; and 5) feeling dizzy'. Higher values represent reporting more frequent psychological problems. 'FAS2' is a dichotomous variable for whether the respondent reported their family as rating 4-5 on the Family Affluence Scale. 'FAS3' is a dichotomous variable for whether the respondent reported their family as rating 6-9 on this scale. 'PolLib' is the variable for whether the respondent lived in a country that was coded (as in Table 1 ) as having a 'liberalized' cannabis policy. 'PolLib*Boy' is the interaction between the policy variable and the gender variable. 'GDP2' is a dichotomous variable indicating whether the respondent lived in a country in the middle tertile of GDP per head. 'GDP3' is a dichotomous variable for whether the respondent lived in a country in the highest tertile for GDP per head. The two HBSC variables are dummy variables for the year of the survey to which the respondent responded. 'Gender' denotes whether the respondent is a girl or a boy (with boys coded as 1 and girls as 0). The intercept 0 is shared by all countries, while the random effect u j 0 is specific to country j. Two main differences stand out from the comparison of this replication with Shi et al's original analyses. One is that the achieved sample size is much smaller. The other is that there are some differences to the odds ratios reported by Shi et al for the effect of policy 'liberalization'.
Shi et al report including 172,894 individuals in their analysis. There are over 170,000 respondents in the relevant age category of the original HBSC dataset. But many of them are missing data on variables that are used in these models. In particular, many of them miss data for the number of brothers and number of sisters. These are used to calculate the derived variable for 'number of siblings'. As Shi et al do not report using any imputation techniques to fill in the missing data, these respondents were simply omitted from the replication. This left an achieved sample sizes of 115,504. As Shi et al have not responded to correspondence on this issue, it remains uncertain how they achieved their reported sample size.
Interestingly, the odds ratios calculated for cannabis use by girls in 'liberalized' countries are higher in this replication than in the original analysis by Shi et al. However, in the course of carrying out the replication, it became apparent that there were at least three ways in which the analysis could be improved.
Re-analysis of the HBSC data
Amendments to the analysis were introduced in order to increase the theoretical relevance and to improve the specification of the models for analysis. They were:
• Inclusion of respondents who missed data on 'number of siblings'. • Inclusion of data from Sweden from the 2005/6 and 2009/10 HBSC waves.
• Inclusion of random slopes for gender across countries in the regression models.
As can be seen from both Tables 2 and 3, the predictive effect of the 'number of siblings' variable on the odds for adolescent cannabis use was always small and was usually not statistically significant. And, as noted above, including this variable in the analysis forced many respondents for whom these data were missing to be omitted. While multilevel models with maximum likelihood estimation provide unbiased estimates when data are missing at random, there is no particular reason to suppose that respondents with missing data on 'number of siblings' were missing at random. For example, there was heterogeneity in the proportion that was missing across countries. Only 2.1 per cent or respondents in Canada missed responses for this variable, compared to 61.1 per cent in Russia. The proportion of respondents who were missing for this variable was also significantly lower among people who did than did not report lifetime cannabis use (15.6 compared to 18.2 per cent. 2 = 129.4, p < 0.001, df = 1). So it was decided to exclude this variable from the models for re-analysis.
To test hypotheses on the link between policy type and cannabis use, it is preferable to include as many theoretically relevant country cases as possible. Sweden is theoretically an interesting case in drug policy. It has a (contested) reputation for having a low levels of cannabis use because it has a prohibitionist policy (Cohen, 2006; UNODC, 2007) . Shi et al did not include data from Sweden from the 2005/6 and 2009/10 waves of the HBSC survey in their models. Data are available from Sweden in those survey years, but the cannabis use questions that were asked were coded slightly differently in the HBSC dataset for Sweden than for other countries. In Sweden in 2005/6 and 2009/10, responses did not include a category that the person had used cannabis '40 times or more'. This means that it is not possible to create a variable Table 3 Multilevel logistic regressions for adolescent cannabis use. Results (odds ratios) of replication of Shi et al., 2015 (N = 115,504 But these waves did include comparable data for 'lifetime and 'past year' use. In all countries, the response in the HBSC dataset identifies whether the respondent has 'never' used cannabis in their lifetime or the past year, or has used cannabis at least once in these periods. Including these Swedish respondents and omitting the 'number of siblings' variable boosted the achieved sample size for the re-analysis to 139,103. This not only increases the power to observe statistically significant associations between independent and dependent variables. It also reduces the possibility of bias through selective non-response to questions on numbers of siblings and from exclusion of most of the Swedish respondents. The choice to improve the analysis in these ways is therefore justified on both analytical and theoretical grounds. However, it means that the re-analysis could not examine 'regular' cannabis use.
Individual-level variables
Shi et al's analysis suggested that gender is a powerful predictor of adolescent cannabis use, with girls being less likely to report it than boys. If the effect of gender differs between countries, then this may affect the results of the analysis. When there is heterogeneity in the relationship between an independent variable (e.g. gender) and a dependent variable (e.g. cannabis use) between the units at level 2 of the model (e.g. countries), then it is usual to include both the random and the fixed effect of that variable in order to improve goodness of fit of the model to the data (Raudenbush & Bryk, 2002) . Indeed, it has been shown that omission of such 'random slope variation… will tend to increase the risk of Type I error' (Barr, Levy, Scheepers, & Tily, 2013) .
There are good reasons to assume that gender differences in cannabis use do vary between countries (Chapman et al., 2017; Ter Bogt et al., 2014) . Bivariate analysis of the HBSC data showed that the relationship between gender and cannabis use varied substantially across countries. For example, the unadjusted odds ratio for lifetime cannabis use by boys compared to girls (across all survey waves) was 1.08 (95% confidence interval: 0.99-1.19) in Canada, but it was 2.39 (1.88-3.03) in Greece.
So the models reported in Table 4 include the random slope for gender across countries. 4 To look at the effect of policy 'liberalization' on boys, the models were also run with the coding for gender reversed (i.e. 0 for boys and 1 for girls). The results of these separate models for the main effect of policy 'liberalization' on boys are shown in a separate row in Table 4 . Full results are given in Supplementary Table 2 . The justification for including random slopes for gender in the models was that this would provide a better analysis of the revised dataset than a model which did not take account of the varying relationship between gender and cannabis use across countries. This assumption was tested by running supplementary models which used the revised dataset, but did not include random slopes for gender (see Supplementary Table 3 ). The differences between the values for loglikelihood, the Bayesian Information Criteria (BIC) and the Akaike Information Criteria (AIC) indicate differences in the goodness of fit between these models (Akaike, 1985; Burnham & Anderson, 2002; Pan, 2001; Schwarz, 1978) . As can be seen by comparing these indicators between Supplementary Tables 2 and 3 , the analysis which included random slopes for gender did indeed provide better fit to the data than models which did not include this effect.
The main point to arise out of this re-analysis, as seen in Table 4 , is: when including more of the available data (including more data from the theoretically interesting country of Sweden) and the varying effect of gender across countries, the association between policy 'liberalization' and lifetime and past year cannabis use is statistically nonsignificant at the five per cent level, for both boys and girls. With these models, it is not possible either to confirm or discard a relationship (in either direction) between policy 'liberalization' and adolescent cannabis use. This suggests that analysis without these amendments risks making the Type I error of falsely rejecting the null hypothesis that policy 'liberalization' is not associated with levels of adolescent cannabis use.
Conclusion
This article has shown that the approach taken by Shi et al does not provide robust support to their conclusion. The decisions made in the re-analysis reported here (i.e. to include more of the theoretically relevant data and to use better fitting models) are justified on the basis that -both theoretically and analytically -they provide a better test of the hypothesis that Shi et al set out to test. Different model specifications often suggest different conclusions, which reinforces the need for careful consideration and justification of analyses. Future tests of the effect of drug policy on use may support the progress of 'open science' by pre-registration of hypotheses and model specifications, in order to increase transparency and the robustness of hypothesis testing (Humphreys et al., 2013) .
This article presents a small step in the direction towards the improved understanding that policy makers and publics need. It cannot demonstrate that there is no causal association between policy 'liberalization' and rates of adolescent cannabis use. But it has shown that one piece of evidence that is being used in the debate over prohibition -i.e. the association between policy 'liberalization' and higher odds of adolescent cannabis use that Shi et al reported -does not hold when subject to correct interpretation of Shi et al's numerical results, cannot be replicated precisely from the same data, and is not statistically significant in a re-analysis that improved model fit and uses a larger, more theoretically relevant sample of HBSC respondents.
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