The comprehensive analysis of algorithmic properties of well-known Cholesky decomposition is performed on the basis of multifold AlgoWiki technologies. A detailed analysis of information graph, data structure, memory access profile, computation locality, scalability and other algorithm properties is conducted, which allows us to demonstrate a lot of unevident properties split up into machine-independent and machine-dependent subsets. The comprehension of the parallel algorithm structure enable us to implement efficiently the algorithm at hardware platform specified.
Introduction
The fundamental problem of high-performance computing consists in the accurate coordination between algorithm and program structure and hardware features that results in high efficiency. Modern computers possess great capability, but if there is a lack of the above mentioned coordination, the final implementation efficiency can be very low. A lot of studies are devoted to the most efficient implementation of some specific algorithm.
This paper presents a comprehensive analysis of Cholesky decomposition algorithm. The analysis is based on AlgoWiki methodology and allows specifying the most important features of the algorithm and its parallel implementation model in order to get the most efficient processing.
AlgoWiki [1, 2] is an open encyclopedia of parallel algorithmic features on the Internet which provides collaboration with the worldwide computing community on algorithm descriptions. The main goal of this project is to develop fundamentals and formalize the mapping of algorithms to the architecture of parallel computers. As a result of the current research, the universal description of the structure of algorithm properties has been developed.
All fundamental algorithmic properties that determine implementation efficiencies on modern computing platforms are divided into machine-dependent and machine-independent subsets. This division is made intentionally in order to separate these features of algorithms, which define their perspective implementations on parallel computational systems from a range of questions associated with consequent stages of programming and execution of the resulting programs on particular computing systems.
The AlgoWiki open encyclopedia is based on wiki technology, which allows for any researcher to add and improve the material. A pilot version of the Internet encyclopedia can be found at [3] . The main part of the AlgoWiki project is the algorithms classification and description of their serial and parallel properties. The algorithm descriptions were performed by groups corresponding to the types of operations involved. It is assumed that this classification will eventually be expanded while other researchers will give their contribution to this project.
To demonstrate the analysis of the parallel processing model we have chosen one of the most popular algorithms -the Cholesky decomposition. This algorithm is widely used for the direct solution of dense and sparse linear systems. The modification of this algorithm is exploited to construct efficient preconditioners for iterative methods.
On the basis of the Cholesky decomposition algorithm properties we demonstrate a mathematical algorithm description, the analysis of sequential and parallel complexity, the information graph of the algorithm, properties of software implementations, analysis of data locality, scalability, as well as dynamic characteristics and performance efficiency of the algorithm implementation. On the basis of the detailed algorithm analysis we give the conclusions on the most efficient algorithm implementation according to facilities of the supercomputer used.
1. Properties and structure of the algorithm
General description
The Cholesky decomposition algorithm was first proposed by Andre-Louis Cholesky in 1910 [8, 9] . The idea of this algorithm was published by Benoit in 1924 [7] and later was used by Banachiewicz in 1938 [5, 6] . The Cholesky decomposition is also known as the square-root method [10, 15, 16] due to the square root operations used in this decomposition and rarely exploited in some implementations of Gaussian elimination.
Originally, the Cholesky decomposition was used only for dense real symmetric positive definite matrices. At present, the application of this decomposition is much wider. For example, in order to increase the computational performance, its block versions are often applied.
In case of sparse matrices, the Cholesky decomposition is also broadly used as the main stage of a direct method for solving linear systems. In order to reduce the memory requirements and matrix profile, special reordering strategies (such as RCM) are applied to minimize an algorithm arithmetic complexity. A number of reordering strategies (Metis, Zoltan, etc.) are used to identify the independent matrix blocks for parallel computing systems.
Various versions of the Cholesky decomposition are successfully used in iterative methods to construct preconditioners for sparse symmetric positive definite matrices. In the case of incomplete triangular decomposition, the elements of a preconditioning matrix are specified only in predetermined positions (for example, in the positions of the original matrix nonzero elements; this version is known as an IC0 decomposition). In order to construct a more accurate decomposition, a filtration of small elements is performed using a filtration threshold. The use of such a threshold allows one to obtain an accurate decomposition, but the number of nonzero elements may increase. A decomposition algorithm of the second-order accuracy is proposed in [12] ; this algorithm allows one to increase the accuracy of decomposition with about the same number of nonzero elements in the factors. In its parallel implementation, a special version of an additive preconditioner is applied on the basis of the second-order decomposition [13] .
Here we consider the original version of the Cholesky decomposition for dense real symmetric positive definite matrices. Let us emphasize some basic properties of the algorithm.
Matrix symmetry. The matrix symmetry allows one to store in computer memory slightly more than half of the number of its elements and to reduce the number of operations by a factor of two compared to Gaussian elimination. Note that the LU-decomposition does not require the square-root operations when using the property of symmetry and, hence, is somehow faster than the Cholesky decomposition, but it requires storing the entire matrix.
Accumulation mode. The Cholesky decomposition allows one to use the so-called 'accumulation' mode due to the fact that the significant part of computation involves 'dot product' operations. Hence, these dot products can be accumulated in double precision for additional accuracy. In this mode, the Cholesky method has the least 'equivalent perturbation'. During the process of decomposition, no growth of the matrix elements can occur, since the matrix is symmetric and positive definite. Thus, the Cholesky algorithm is unconditionally stable.
Mathematical description and information graph
The input data of the algorithm is a symmetric positive definite matrix A of size n with elements a ij , while the output is the lower triangular matrix L with elements l ij .
The Cholesky algorithm can be represented in the form:
In the last formula the basic elimination step is performed which is the main computational kernel of the algorithm. The sequential complexity of the Cholesky decomposition algorithm is as follows: n square roots, n(n − 1)/2 divisions, (n 3 − n)/6 multiplications and (n 3 − n)/6 additions (subtractions). Thus, a sequential version of the Cholesky algorithm is of cubic complexity.
There is a block versions of this algorithm; however, here we consider only its standard 'dot' version for simplicity of its informational graph presentation.
An informational graph [17] is a directed acyclic graph the vertices of which correspond to the operations of the algorithm, and the edges -to the transfer of information between them. The informational graph of the dot version of algorithm consists of three groups of vertices positioned in the three-dimensional spaces with integer coordinates. The first and the second groups of vertices belong to the one-dimensional domains corresponding to square root and division a/b operations, respectively. The third group of vertices belongs to the three-dimensional domain corresponding to elimination operation a − bc.
The resulting information graph is illustrated in Fig. 1 for n = 4. In this graph, the vertices of the first group are highlighted in yellow and marked as SQ; the vertices of the second group are highlighted in green and marked as Div; the vertices of the third group are highlighted in red and marked as F. The vertices corresponding to the results of operations (output data) are marked by large circles. The arcs doubling one another are depicted as a single one. The additional vertices corresponding to input and output data are marked in blue and pink, respectively. 
Parallelization resources and other properties of the algorithm
In order to decompose a matrix of order n, a parallel version of the Cholesky algorithm should sequentially perform the following layers of operations: n layers for square roots (a single square root on each layer); n − 1 layer for divisions (on every layer, the number of divisions is linear and, depending on a particular layer, varies from 1 to n − 1); n − 1 layer of multiplications and n − 1 layer of additions/subtractions (on every layer, the number of these operations is quadratic and varies from 1 to (n 2 − n)/2).
Contrary to a sequential version, in a parallel version the square-root and division operations require a significant part of overall computational time. The existence of isolated square roots on some layers of the parallel form may cause other difficulties for particular parallel computing architectures. In the case of symmetric linear systems, the Cholesky decomposition is preferable compared to Gaussian elimination because of the reduction in computational time by a factor of two. However, this is not the case for its parallel version.
In addition, we should mention the fact that the accumulation mode requires multiplications and subtractions in double precision. In a parallel version, this means that almost all intermediate computations should be performed with the data given in their double precision format. Contrary to a sequential version, this almost doubles the memory expenditure.
Thus, the Cholesky decomposition belongs to the class of algorithms of linear complexity in the sense of the height of its parallel form, whereas its complexity is quadratic in the sense of the width of its parallel form.
In the case of unlimited computer resources, the ratio of the sequential complexity to the parallel complexity is quadratic with respect to the matrix size n. That is, having n 2 processors the Cholesky algorithm can be completed in n steps, while the sequential version can be finished only in n 3 /6 steps.
The computational power of the Cholesky algorithm considered as the ratio of the number of operations to the amount of input and output data is only linear with respect to n.
The Cholesky decomposition is unique for the positive definite matrix, but another order of associative operations may result in the accumulation of round-off errors; however, the effect of this accumulation is not so high as in case when the accumulation mode is not applied while computing dot products.
Parallel Processing Model for Cholesky Decomposition Algorithm in AlgoWiki Project
The information graph arcs from the vertices corresponding to the square-root and division operations can be considered as groups of data such that the function relating the multiplicity of these vertices and the number of these operations is a linear function of the matrix order and the vertex coordinates. These groups may contain long arcs; the remaining arcs are local.
The most known is the compact packing of a graph in the form of its projection onto the matrix triangle, whose elements are recomputed by the packed operations. The long arcs can be eliminated and replaced by a combination of short-range arcs.
The following inequality is valid for the 'equivalent perturbation' M of the Cholesky decomposition (see [16] ):
where δA is the perturbation of the matrix A caused by the representation of the matrix elements in the computer memory. Such a slow growth of matrix elements during decomposition is due to the fact that the matrix is symmetric and positive definite.
Algorithm implementation 2.1. Sequential implementation of the algorithm
In its simplest version without permuting the summation, the Cholesky decomposition can be represented as follows: 
Here s is a double precision variable of the accumulation mode, and the product a ik a kj is assumed to be performed in double precision (as in Fortran intrinsic function 'dprod') provided that original matrix A is stored in a single precision. It means that the entire loop on k = 1, ..., i − 1 can be implemented as a separate 'inner product' function with the use of accumulation mode. In addition, the alternative 'outer product' version of the decomposition by Golub and Van Loan [11] can be mentioned. But in this research we focus on the 'inner product' version to make it possible to exploit a higher precision variable s in accumulation mode. In order to ensure the locality of memory access in the Cholesky algorithm, the original matrix A and factors L and U should be stored in the lower triangle by rows (or in the upper one by columns) to exploit the sequential access to memory and to improve paging and cache memory usage.
Structure of memory access and locality estimation
A memory access profile is a sequence of virtual memory addresses (vertical axis) presented in the order they are accessed by the program (horizontal axis). It is illustrated in Fig. 2 for the implementation of the Cholesky algorithm with a single working array. In this profile, only the elements of this array are referenced. The above-illustrated implementation consists of a single main stage; in its turn, this stage consists of a sequence of similar iterations. The example of such iteration is highlighted in green on the top plot. The left-bottom plot gives the fragment of the several first Cholesky decomposition steps. It consists of two parts of different locality with and without of data re-usage. The right-bottom plot gives a more detailed view of a single step.
From Fig. 2 it follows that at each ith iteration, all the addresses starting with a certain one are being used and the address of the first processed element increases with increasing i. We should also note that at each iteration the number of memory accesses increases up to the middle of the algorithm; after that, this number decreases down to the end of the algorithm. This fact allows us to conclude that the data processed by the algorithm are used nonuniformly and that many iterations (especially at the beginning of the process) use a large amount of data, which decreases the memory access locality. In this case, the structure of iterations is the main factor influencing the memory access locality.
The more detailed study of the locality can be found in [3] , as well as 'quantitative' estimation of locality on the basis of daps and cvg values.
Approaches and features of parallel implementations
The analysis of algorithms structure allows making a conclusion that a large variety of its parallel implementations can be proposed. For example, in the version specified in Section 2.1 only the inner loop over j is parallel. Nevertheless, a simple parallelization technique causes a large number of data transfer between the processors at each step of the outer loop; this number is almost comparable with the number of arithmetic operations. Hence, it is reasonable to partition the computations into blocks with the corresponding partitioning of the data arrays before the allocation of operations and data between the processors of the computing system in use.
A relatively successful decision depends on the features of a particular computer system. If the nodes of a multiprocessor computer are equipped with pipeline accelerators, it is reasonable to compute several dot products at once in parallel. Such a possibility exists in the case of programmable logic devices; in this case, however, the arithmetic performance is limited by a slow sequential square-root operation. In principle, it is possible to apply the so-called 'skew' parallelism; however, this approach is not used in practice because of complexity in the control structure of the algorithms implementation.
Scalability and dynamic characteristics of the algorithm implementation
The scalability analysis was performed on the Lomonosov supercomputer [14] installed at the Research Computing Center of Moscow State University. For the experiments, the Intel Xeon X5570 processors with 94 Gflops peak performance and the Intel compiler with -O2 option were used. For our experiments we used the ScaLAPACK implementation for the Cholesky decomposition from the MKL library (the pdpotrf method). Figure 3 illustrates the performance of the parallel implementation of the Cholesky algorithm. The number of processors were taken from 4 to 256, the orders of matrices -from 1024 to 5120. The maximal performance achieved in this experiments was about 2.5 Tflops. We can conclude that the performance of the algorithm increases with the increase of the problem size, and otherwise, for a reasonable problem size, the performance increases with the increase of the number of processors used. Furthermore, the cache effects can be observed by the graph curvature. Figure 4 illustrates the Cholesky decomposition implementation efficiency (the case of lower triangular matrices) for the matrix order 80000 by using 256 processes. It is shown on the top figure that during the runtime of the program the processor usage level is about 50%. That is a quite good result for programs executed with no use of the Hyper Threading technology. The bottom figure illustrates the variation of FLOPS performance during execution time.
A more detailed analysis of dynamic characteristics can be found in [4] . The diagrams for the number of L1/L3 cache-misses, the number of memory read/write operations, the Infiniband network usage in bytes and packages are presented. The details on collecting the dynamic characteristics of the programm under investigation can be found in [2] . The data obtained from the monitoring system allows one to make a conclusion that the program under the study was operating in an efficient and stable manner. The memory and communication environment usage is intensive, which can lead to an efficiency reduction with the increase of the matrix order or the number of processors in use.
Computer architectures and existing implementations
Analyzing the performance of the ScaLAPACK library on supercomputers, we can conclude that for large values of the matrix order n the data exchanges reduce the execution efficiency but to a smaller extent than the non-optimality in the organization of computations within a single node. At the first stages, hence, it is necessary to optimize not a block algorithm but the subroutines used on individual processors, such as the dot Cholesky decomposition, matrix multiplications, etc.
Generally speaking, the efficiency of the standard Cholesky algorithm cannot be high for parallel computer architectures. This fact can be explained by the following property of its information structure: the square-root operations are the bottleneck of the Cholesky algorithm in comparison with the division operations or with the a − bc operations, since these operations can easily be pipelined or distributed among the nodes. In order to enhance the performance efficiency on parallel computers, hence, it is reasonable to use not the original Cholesky algorithm but its well-known modification without square-root operations in the form LDL T .
The dot version of Cholesky algorithm is implemented in most of linear algebra libraries, such as LINPACK, LAPACK, ScaLAPACK, etc.
Only in few of libraries, the accumulation mode is implemented to reduce the effect of round-off errors. In order to save computer memory, a packed representation of the matrices A and L is also used in the form of one-dimensional arrays.
Unfortunately, in the most of libraries the dot Cholesky implementations are based on its LINPACK implementation utilizing the conventional BLAS library. The dot product is computed in BLAS with no accumulation mode that may substantially reduce the accuracy of computations.
It is interesting to note that the original Cholesky decomposition is available in a majority of libraries, whereas the LDU-decomposition algorithm without square-root operations is used only in specific cases (for example, for tridiagonal matrices), when the number of diagonal elements is comparable with the number of off-diagonal ones.
Conclusion
The detailed analysis of the Cholesky decomposition algorithm properties has been presented. It has been shown that the comprehensive theoretical and practical investigation is important to construct the efficient implementation of the algorithm.
