Abstract: A programmed algorithm is presented for the synthesis and optimisation of networks implemented with multiplexer universal logic modules. The algorithm attempts level by level optimisation selecting the control variables that result in minimum number of continuing branches. Cascaded networks, if realisable, are always found and given preference over tree networks, though mixtures of cascade and tree configurations are permitted. The algorithm is programmed in Fortran and tested for single and double control variable modules. In theory, the program can be used for any number of variables for completely and incompletely specified functions.
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Introduction
The use of multiplexers as universal logic modules (ULMs) for the realisation of logic functions has attracted a great deal of attention during the last two decades following publications by Yau and Tang [l, 23. Most of the effort was in finding minimal realisations for logic functions. This included linear programming and numerical methods [3] , maximisation of the number of ones and zeros connected to the input [4], control variable selection with view to minimise the number of branches in ULM trees [SI, as well as the use of decomposition and reduced dependence methods [6, 7] .
A graphical method for cascade implementations based on Karnaugh maps was introduced by Tosser et al. [8] . The map method, however, limits the maximum number of variables that can be considered to six. An iterative method for cascade realisations using single control multiplexers was presented by Gorai et al. [9] . The method terminates if the function is not cascade realisable. This paper introduces a programmed algorithm which implements any logic function using minimal trees. A cascade connection, if possible, is considered a special form of a tree with a single input continuing into multilevel network. M(c) is used to indicate a multiplexer ULM module with c control variable(s). This device has a single output and 2' inputs. Any logic function can be implemented using ULMs connected as a tree with the first level (output stage) having a single ULM, the second level having a maximum of 2' ULMs and so on. At any level, the logic function is expanded about the control variables used at that level using Shannon's expansion theorem [5] . The inputs may be connected to a constant (0 or l), a variable ki, or a subfunction requiring further expansions and ULM levels. ii is used to denote any variable xi which can be true (xi) or complemented (Xi).
The algorithm works for any number of control variables though the program is only tested for c = 1 and c = 2, the most common cases. Because c is specified at each level, different size modules may be used at different levels if desired. The program automatically finds cascade connections, if available, as this reduces the number of continued branches. For tree type realisations, the algorithm permits mixed control variables within each level if this results in more branches being terminated with a constant or a single variable. The program can be used for any number of variables and can handle both completely and incompletely specified functions. The search for the best choice of control variables is exhaustive at the first level. At each subsequent level, an exhaustive search is carried out for the best choice of control variables amongst the remaining variables. The number of computations, however, decreases as the final level is approached. This approach was found to give reduced computation time though it does not guarantee global optimality in all cases. The residue functionf(i,, . . . , in-', x,) is a function of one variable x, which can assume any of the values x,, gm, 0 or 1. Such a function can be realised using a single multiplexer with n -1 control inputs and ?-' data inputs P I .
If smaller multiplexer modules are used, a tree structure using l levels can be constructed to realise the function where I , , , = [(n -l)/c].
The tree may require up to (I' -l)/(I -1) modules where By suitable selection of the control variables used at each level, the number of modules may be minimised, though the exchange of control variables for the same
[g] = smallest integer greater than or equal to g.
module will only permute the connections to that module and does not result in any saving.
-1 of the inputs terminate with a variable ii or a logical constant and only one input continues into the next level, a cascade is generated where a single module is used in each level.
In practice, however, functions that can be implemented with a simple cascade, or require a complete tree are rare. More often, functions lie somewhere in between where some inputs may not be connected to other modules while other inputs connect to modules in the next level and therefore form an incomplete tree as will be illustrated in the examples in Section 3.
It is the aim, therefore, to identify control variables that eliminate as many branches as possible, and reduce the number of levels and modules required without having to resort to completely exhaustive search. If (4 0 (ii) 1
Proof:
(i) If a module has a 0 data input, this input cannot be selected, thus there are no entries in the minterm table corresponding to the control selection.
(ii) If an input is 1, all unselected variable can take any value. There are n -cl variables unselected (those not required to select the 1 input) therefore there must be 2"-" minterm entries. 
Algorithm
Step I : Get the minterms of the given function. Set the level I = 1. Calculate the number of variables n.
Step 2 : Get the number of control variables per module c and check whether the number of variables prior to level 1, n -c(l -1) < c + 1. If so, the tree can finish with any choice of remaining variables. If not, continue.
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Step 3 Step I : n = 6 , l = 1
Step 2: c = 2, n -c(1-1) = 6 > c + 1 = 3. The minterm table is given in Table 1 .
Steps 3 and 4 are carried out for all possible control pairs x i , x j , i # j and, for each pair, determine how many inputs have either variables coming in or fixed inputs 0 or 1. For level 1 = 1, 2"-" = Z4 = 16,2"-"-: = 8. Thus it is necessary to find simultaneous pairs S,(xi, i j ) = 0, 16 and simultaneous triples S3(iir ij, i,) = 8. The latter being subject to eqn. 4b.
Control pair x l x z Sz(il, X2) = 10. This branch cannot be saved. S2(Xl, x 2 ) = 8. Eqn. 4a is potentially satisfied but S3(il, x 2 , x j ) # 8. Vj (j # 1, 2). This branch cannot be saved. S2(xl, X2) = 10. This branch cannot be saved. S2(xl, x2) = 10. This branch cannot be saved. No branches can be saved at the first level, if x 1 and x 2 are chosen.
Control pair x l , x3
S,(Xl, X3) = 8. Eqn. 4a is potentially satisfied. 
Step 2. n -c(1-1) 
For inDut I , x 2 ( Table 2) Eqn. 46 is satisfied.
S2(x2, xs) = 2. S,(x,, x5, ij) # 2, j = 4 or 6. Eqn. 4a is not satisified. Thus control pair x2, x s saves three branches.
On considering all other pairs of controls, it is found that no pair saves more than three branches, hence x2 and xs are the chosen pair.
For input x,X, it is found that, for control pair x2 x4, all inputs are terminating so xz x4 are the chosen controls and no more tests are needed.
12(x2, 2 5 ) = x47 YZ(X2 7 xs) = 3.
Step 6 : There is only one reduced subfunction, corresponding to input Xlx, x2 xs as given in Table 3 . Sz(I,, x3) = 10. Sz(x,, 13) = 12. These branches cannot be saved. S2(xlr x,) = 8. Eqn. 4a is potentially satisfied. S3(x1, x,, x5) = 8, and S,(x,, x3, 15) = 0. Another branch is saved. Iz(X1, x3) = x5 ' YAXl, x3) = 2. Carrying out the tests in Steps 3 and 4 for all control pairs causes the conclusion that the most saved branches for any pair is two. Choose x1 and x, as the initial control variables (Step 5). We depict the initial module in Fig. 1 .
Step 6 : Obtain the reduced subfunctions for the nonterminating inputs Z,x, and x l i , . n -c(l -1) = 2 < c + 1 = 3. Choose any pair of control variables. Choose x4 x6. Thus the complete tree is given in Fig. 2 .
ModiJication for incompletely speciJied functions
In this Section a dash indicates quantities determined from the minterm table of incompletely specified terms. Step 3': If neither eqn. 3a nor eqn. 36 are true, check whether Step 1: n = 5 , l = 1
Step 2: c = 2, n -c(l -1) = 5 > c + I. The minterm table is given in Table 4 . 
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Control pair x l , x2 S,(X,, 2,) = 6, S;(X,, X,) = 1 (d,) . Eqn. 3' and eqn. 4a' are not satisfied. Thus again an input can be saved, y,(x,, x3) = 2 and there is a choice of input. Considering the last input, it is found that S2(xl, x 3 ) = 2. S2(xl, x 3 ) = 0. Neither eqn. 3' or eqn. 4 can be satisfied. Continuing to work through all possible control pairs, it is found that control choice x , and x 5 also saves two branches, all other control choices save less than two branches.
S2(Xlr
Step 5 : Control variables x1 and x , are chosen for the first level. The first module is shown in Fig. 3 . S t e p 6 : On obtaining the reduced subfunction for the nonterminating inputs X,X3 and x l x 3 , it is found that the reduced subfunctions are nonidentical, so no further branches can be saved. Increment the level, 1 = 2. For each subfunction we go to
Step 2. It is found that n -c(1-1) = 3 = c + 1, hence the tree network can finish with control choices x , , x 4 . The complete tree realisation is seen in Fig. 4 . In fact, x l x 2 is not the only choice to make the first level cascade realisable. x l x s and x 2 x5 are other choices. Because the program will keep the first one it has found, the question arises as to whether it can happen that some choices may give cascade networks and others do not.
The Karnaugh map of Example 3 ( Fig. 6 ) is given to illustrate that, if there is choice of cascade realisability at a certain level, the algorithm could find the cascade network at the next level if it exists irrespective of the control pair choice. Proof: Consider the case of two control variables (c = 2). This is depicted in Fig. 7a (la) fi = X,X,fr+l + alX,x, + a z x . i , + a 3 x , x , f i + l = X j X k f r + 2 + b1Xjxk + b2xjXk + b3XjXk ( l b )
From the theorem conditions fr is also given by (see Fig. ( 
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Hence here toof;, , is cascade realisable.
Figs. 7c and 7d
As before, equating eqn. 6a and eqn. 6d and multiplying by f, It is clear from the above equations thatf;,, is cascade realisable for any value of r (including j). Hence the Theorem is proved. 
