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Zusammenfassung
Die vorliegende Arbeit behandelt verschiedene Aspekte
endlicher, nicht notwendig vertauschender Tupel stetig li-
nearer Operatoren auf Banach- oder Hilbertra¨umen. Sie
entha¨lt Verallgemeinerungen beziehungsweise Analoga von
Ergebnissen fu¨r einzelne Operatoren oder vertauschende
Operatortupel auf den nichtkommutativen mehrdimensio-
nalen Fall.
Der erste Teil bescha¨ftigt sich mit der Darstellungstheorie
solcher nichtvertauschender Tupel. Dabei werden Multi-
plikationsoperatoren zwischen Fockra¨umen betrachtet und
ein spezieller Commutant-Lifting-Satz gezeigt. Wir unter-
suchen außerdem die charakteristische Funktion zu einer
n-Kontraktion auf einem Hilbertraum.
Im zweiten Teil stehen Semi-Fredholmtupel auf Banach-
ra¨umen im Mittelpunkt. Fu¨r diese Tupel fu¨hren wir ein
Hilbert-Samuel-Polynom ein und bestimmen dessen Grad
und Leitkoeffizienten. Weiterhin untersuchen wir die in
der kommutativen lokalen Spektraltheorie wohlbekannten
Spektralra¨ume. Dabei zeigen wir einen Abgeschlossenheits-
satz fu¨r holomorphe Semi-Fredholmfunktionen.

Abstract
In this thesis, various aspects of finite - not necessarily
commuting - tuples of continuous linear operators on Ba-
nach spaces or Hilbert spaces are considered. We derive
generalizations and analogues of some results which are
well known for single operators and commuting tuples.
In the first part we study the representation theory for
such non-commuting tuples. To be more precisely, we con-
sider multiplication operators between Fock spaces and
prove a certain Commutant-Lifting theorem. Moreover,
the characteristic function of an n-contraction is analy-
zed.
The main focus in the second part is put on semi-Fredholm
tuples. We introduce the Hilbert-Samuel polynomial for
such tuples and compute its degree and leading coeffi-
cient. Furthermore, we prove that the range of certain
semi-Fredholm functions is closed in order to analyze some
spectral subspaces, which are well known in the commu-
tative local spectral theory.
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Einleitung
Die vorliegende Arbeit behandelt verschiedene Aspekte endlicher, nicht not-
wendig vertauschender Tupel stetig linearer Operatoren auf Banach- oder
Hilbertra¨umen. Sie entha¨lt Verallgemeinerungen beziehungsweise Analoga
von Ergebnissen fu¨r einzelne Operatoren oder vertauschende Operatortupel
auf den nichtkommutativen mehrdimensionalen Fall.
Der erste Teil bescha¨ftigt sich mit der Darstellungstheorie solcher nichtver-
tauschender Tupel. Dabei werden Multiplikationsoperatoren zwischen Fock-
ra¨umen betrachtet und ein spezieller Commutant-Lifting-Satz gezeigt. Au-
ßerdem untersuchen wir die charakteristische Funktion zu einer n-Kontrak-
tion auf einem Hilbertraum.
Sind E,E∗ Hilbertra¨ume und ist φ : B→ L (E,E∗) eine holomorphe Funktion
auf der offenen Einheitskugel B ⊂ Cn, so nennen wir φ einen (kommutativen)
Multiplikator, falls durch
(φf) (z) = φ(z) f(z) (f ∈ H(B,E), z ∈ B)
ein Operator
Mφ : H(B,E)→ H(B,E∗), f 7→ φf
zwischen den Arveson-Drury-Ra¨umen mit Werten in E beziehungsweise E∗
definiert wird. Ein Resultat von J. Eschmeier und M. Putinar (siehe [19]) be-
sagt, dass jeder solche Multiplikator φ mit ‖Mφ‖ ≤ 1 durch eine kontraktive
Operatormatrix (’colligation’)
U =
(
A B
C D
)
∈ L (H ⊕ E,Hn ⊕ E∗) (H Hilbertraum)
dargestellt werden kann.
Wir entwickeln im ersten Kapitel dieser Arbeit ein entsprechendes Konzept
fu¨r nichtkommutative Multiplikatoren φ, die zugeho¨rige Multiplikationsope-
ratoren Mφ : F2(E) → F2(E∗) zwischen den Fockra¨umen u¨ber E und E∗
besitzen. Die Idee dazu geht zuru¨ck auf verschiedene Arbeiten von G. Popes-
cu (siehe etwa [48]). Wir definieren zu einer Matrixkontraktion U wie oben
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den zugeho¨rigen nichtkommutativen Multiplikator (Definition 1.15) und zei-
gen, dass analog zum oben genannten Resulat fu¨r den kommutativen Fall
auf diese Weise alle kontraktiven Multiplikatoren dargestellt werden. Wir
erhalten dies als Spezialfall unseres Commutant-Lifting-Satzes (Satz 1.22).
Darin werden alle Kontraktionen charakterisiert, die mit den Kompressionen
der Rechtsvorwa¨rtsshifts auf gegebene ∗-invariante Teilra¨ume von F2(E) be-
ziehungsweise F2(E∗) vertauschen. Schließlich beenden wir das Kapitel mit
einigen grundlegenden Beobachtungen u¨ber die Zusammenha¨nge zwischen
kommutativen und nichtkommutativen Multiplikatoren.
Im zweiten Kapitel behandeln wir die charakteristische Funktion zu einer
nichtvertauschenden n-Kontraktion auf einem Hilbertraum. In [46] zeigt
G. Popescu Modellsa¨tze fu¨r C·0-Kontraktionen und vollsta¨ndig nicht koiso-
metrische n-Kontraktionen und folgert daraus, dass zwei vollsta¨ndig nicht
koisometrische n-Kontraktionen genau dann unita¨r a¨quivalent sind, wenn
ihre charakteristischen Funktionen u¨bereinstimmen.
Wir geben neue Beweise fu¨r diese Resultate, indem wir Methoden aus dem
kommutativen Fall (vergleiche [9]) benutzen. Außerdem zeigen wir, dass eine
n-Kontraktion genau dann a¨hnlich zu einem spha¨risch unita¨ren Tupel ist,
wenn ihre charakteristische Funktion invertierbar ist (Satz 2.31). Im Fall ei-
ner einzelnen Kontraktion ist dies ein klassisches Resultat von B. Sz.-Nagy
(siehe [51]).
Im zweiten Teil stehen Semi-Fredholmtupel auf Banachra¨umen X im Mit-
telpunkt. Damit sind hier Tupel T = (T1, . . . , Tn) ∈ L(X)n gemeint mit
dim
X/ n∑
j=1
TjX
 <∞.
Fu¨r solche Tupel fu¨hren wir ein Hilbert-Samuel-Polynom ein und untersu-
chen die in der kommutativen lokalen Spektraltheorie wohlbekannten Spek-
tralra¨ume. Dabei zeigen wir einen Abgeschlossenheitssatz fu¨r holomorphe
Semi-Fredholmfunktionen.
Ist T ∈ L(X)n ein Semi-Fredholmtupel auf einem Banachraum X, so bilden
die durch
M0 = X und Mk+1 =
n∑
j=1
TjMk (k ∈ N)
definierten Teilra¨ume Mk (k ∈ N) eine absteigende Folge von abgeschlosse-
nen Teilra¨umen mit endlicher Kodimension in X. Ein Ziel des dritten Ka-
pitels dieser Arbeit ist die Beschreibung des Wachstums der Kodimesionen
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von Mk fu¨r k →∞. Wir betrachten dabei die zu T assoziierte Garbe
H = H(T ) = OXD/
n∑
j=1
(zj − Tj)OXD
u¨ber der offenen Nullumgebung
D =
z ∈ Cn; dim
X/ n∑
j=1
(zj − Tj)X
 <∞
 ⊂ Cn.
Dann ist H eine koha¨rente OD-Garbe. Es sei H0 der Halm von H in 0 und
m ⊂ O0 das maximale Ideal des lokalen noetherschen Rings O0 der in einer
Umgebung von 0 ∈ Cn konvergenten Potenzreihen. Wir definieren damit
das Hilbert-Samuel-Polynom von T als das eindeutig bestimmte Polynom
p ∈ Q[x] mit
p(k) = dim
(
H0/m
kH0
)
fu¨r genu¨gend große k ∈ N. Wir zeigen, dass stets
dim
(
H0/m
kH0
)
≤ dim (X/Mk) (k ∈ N)
gilt (Korollar 3.23). Ist T ein vertauschendes Tupel, so erhalten wir sogar
Gleichheit. Damit folgt, dass unsere Definition des Hilbert-Samuel-Polynoms
im vertauschenden Fall mit der von R. Douglas und K. Yan (vergleiche [13])
u¨bereinstimmt. Falls M1 6= X ist, ist p 6= 0 und la¨sst sich in der Form
p(x) =
d∑
i=0
ci
(
x
d− i
)
(x ∈ Q)
schreiben, wobei d = deg p ∈ {0, . . . , n} ist und c0, . . . , cd ∈ Z ganzzahlig
mit c0 6= 0 sind. Ein Hauptresultat des dritten Kapitels ist, dass der Grad d
von p gleich der Dimension der analytischen Menge
A =
z ∈ Cn; 0 < dim
X/ n∑
j=1
(zj − Tj)X
 <∞
 ⊂ D
im Nullpunkt ist (Satz 3.29). In [17] zeigt J. Eschmeier fu¨r den Fall d = n,
oder a¨quivalent, dass 0 ein innerer Punkt von A ist, dass der Leitkoeffizient
c0 von p der stabilisierten Bild-Kodimension
c(T ) = min
z∈D0
dim
X/ n∑
j=1
(zj − Tj)X

von T entspricht. Dabei ist D0 ⊂ D die Zusammenhangskomponente mit
0 ∈ D0. Wir stellen uns in dieser Arbeit die Frage nach einem entspre-
chenden Resultat fu¨r den Fall d < n. Falls zusa¨tzlich angenommen wird,
dass 0 ein glatter Punkt der Menge A ist, ersetzen wir c(T ) durch die ’in
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A stabilisierte Bild-Kodimension’ cA(T ) von T und zeigen, dass dann die
Abscha¨tzung c0 ≥ cA(T ) richtig bleibt (Korollar 3.39), die Gleichheit dabei
jedoch im Allgemeinen nicht mehr erwartet werden kann (Beispiel 3.41 (b)).
Fu¨r ein Semi-Fredholmtupel T ∈ L(X)n auf einem Banachraum X betrach-
ten wir den abgeschlossenen Teilraum
M =
⋂
k∈N
Mk ⊂ X
mit den Teilra¨umen Mk ⊂ X (k ∈ N) wie oben. In [22] stellt X. Fang die
Frage, ob die Identita¨t
n∑
j=1
TjM = M
gu¨ltig ist, falls X ein Hilbertraum und T vertauschend ist. Es ist wohlbe-
kannt, dass dies der Fall ist, wenn n = 1 ist. Eine weitere bekannte Tatsache,
die damit in engem Zusammenhang steht, ist, dass M (fu¨r n = 1) mit dem
lokalen Spektralraum XT (C \ {0}) von T u¨ber C \ {0} u¨bereinstimmt. Im
vierten Kapitel dieser Arbeit wird zuna¨chst gezeigt, dass die Inklusion
M ⊂ XT (Cn \ {0})
fu¨r beliebige Tupel T richtig bleibt und dass Gleichheit gilt, falls T vertau-
schend ist (Satz 4.3). Weiterhin wird dort der folgende Abgeschlossenheits-
satz (Satz 4.21) fu¨r holomorphe Semi-Fredholmfunktionen bewiesen: Sind
X,Y Banachra¨ume und ist α : D → L(Y,X) eine holomorphe Funktion auf
einer offenen Teilmenge D ⊂ Cn mit dim (X/α(0)Y ) < ∞, so haben die
induzierten stetig linearen Abbildungen αU : O(U, Y ) → O(U,X) zwischen
Fre´chetra¨umen fu¨r alle genu¨gend kleinen Steinschen offenen Nullumgebun-
gen U ⊂ D abgeschlossenes Bild. Fu¨r ein Semi-Fredholmtupel T la¨sst sich
dieser Abgeschlossenheitssatz auf die Funktion
α = αT : Cn → L(Xn, X), z 7→ (z1 − T1, . . . , zn − Tn) (Zeilenoperator)
anwenden. Es folgt, dass fu¨r genu¨gend kleine Steinsche offene Nullumgebun-
gen U ⊂ Cn die globalen Spektralra¨ume XT (Cn \ U) von T u¨ber Cn \ U
abgeschlossen in X sind. Falls T zusa¨tzlich vertauschend ist, folgt daraus
schließlich, dass stets eine offene Nullumgebung U ⊂ Cn mit
XT (Cn \ {0}) = XT (Cn \ U)
existiert (Korollar 4.22).
Fu¨r weitere Erla¨uterungen zu den einzelnen Kapiteln verweisen wir an dieser
Stelle außerdem auf die jeweiligen ausfu¨hrlichen Einleitungsabschnitte.
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Teil 1
Multiplikatoren und
charakteristische Funktion

KAPITEL 1
Commutant-Lifting-Satz
Einleitung
Fu¨r eine gegebene Kontraktion T ∈ L(H) auf einem HilbertraumH konstru-
ieren B. Sz.-Nagy und C. Foias¸ in [50] die minimale isometrische Dilatation
V ∈ L(K) auf einem Hilbertraum K ⊃ H. Fu¨r diese gilt
V ∗H ⊂ H und V ∗h = T ∗h (h ∈ H).
Außerdem ist
K =
∨
k∈N
V kH.
Darauf aufbauend zeigte B. Sz.-Nagy dann in [51], dass zu einem Opera-
tor X, der zwei Kontraktionen vertauscht, ein normgleicher Operator Y
existiert, der ihre minimalen isometrischen Dilatationen vertauscht und fu¨r
den Y ∗ eine Fortsetzung von X∗ ist. Dieses Resultat wird u¨blicherweise als
Commutant-Lifting-Satz bezeichnet.
Ist T = (T1, . . . , Tn) ∈ L(H)n ein vertauschendes Tupel von Kontraktionen,
so zeigt S. Parrotts Beispiel (siehe [44]), dass die Existenz eines vertau-
schenden Tupels V = (V1, . . . , Vn) ∈ L(K)n aus unita¨ren Dilatationen Vj fu¨r
Tj (j = 1, . . . , n) im allgemeinen nicht erwartet werden kann, falls n > 2 ist.
Anstatt eines Tupels von einzelnen Kontraktionen betrachten wir im Fol-
genden n-Kontraktionen, das heißt Tupel T = (T1, . . . , Tn) ∈ L(H)n, die
der Bedingung
n∑
j=1
TjT
∗
j ≤ IH
genu¨gen.
Basierend auf einer geeigneten von Neumann-Ungleichung, die erstmals von
Drury in [14] gezeigt wurde, erha¨lt W. Arveson in [5] einen Modellsatz fu¨r
vertauschende n-Kontraktionen, der eine Verallgemeinerung der Ergebnisse
von B. Sz.-Nagy und C. Foias¸ (siehe [50]) darstellt. Darin erha¨lt man eine
Dilatation von T , die als direkte Summe eines Shifts und eines spha¨risch
unita¨ren Tupels geschrieben werden kann und fu¨r die H ein ∗-invarianter
Teilraum ist. Der Shiftanteil ist dabei gegeben als Amplifikation des Tupels
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(Mz1 , . . . ,Mzn) der Multiplikationsoperatoren auf dem Raum
H(B) =
{∑
α∈Nn
aαz
α; aα ∈ C mit
∑
α∈Nn
‖aα‖2
γα
<∞
}
⊂ O(B)
mit γα =
|α|!
α! (α ∈ Nn). Eine a¨quivalente Version dieses Modellsatzes findet
sich bereits bei V. Mu¨ller und F.-H. Vasilescu in [43].
Jede vertauschende n-Kontraktion T , die zusa¨tzlich eine geeignete C·0-Be-
dingung erfu¨llt, ist (bis auf unita¨re A¨quivalenz) Kompression des Multipli-
kationstupels Mz ∈ L (H(B)⊗ E)n (E geeigneter Hilbertraum) auf einen
∗-invarianten Teilraum N ⊂ H(B)⊗ E. Ist X ∈ L(N) ein Operator, der mit
den Kompressionen PNMzj |N (j = 1, . . . , n) vertauscht, so la¨sst sich X nor-
merhaltend zu einem Operator Y ∈ L (H(B)⊗ E) liften, der mit den Mzj
vertauscht und somit selbst ein Multiplikationsoperator auf H(B) ⊗ E ist.
Dieses Resultat erha¨lt man als Spezialfall aus allgemeinereren Commutant-
Lifting-Sa¨tzen fu¨r funktionale Hilbertra¨ume mit Nevanlinna-Pick Kernen.
Man vergleiche dazu Arbeiten von C. G. Ambrozie und D. Timotin (siehe
[2]), J. A. Ball, T. T. Trent und V. Vinnikov (siehe [7]) und C. Barbi-
an (siehe [8]). Man hat damit eine Verallgemeinerung des eindimensionalen
Commutant-Lifting-Satzes aus [50] fu¨r vertauschende n-Kontraktionen, die
zusa¨tzlich die C·0-Bedingung erfu¨llen.
Ziel dieses Kapitels ist es, ein entsprechendes Resultat fu¨r den nichtvertau-
schenden Fall zu zeigen.
Man beachte zuna¨chst, dass auch fu¨r beliebige (nicht notwendig vertauschen-
de) n-Kontraktionen ein geeigneter Modellsatz existiert. Dieser leitet sich
aus der Wold-Zerlegung fu¨r Tupel von Isometrien mit paarweise orthogona-
len Bildern und der Konstruktion einer minimalen isometrischen Dilatation
fu¨r eine gegebene n-Kontraktion ab, beides zeigt G. Popescu in [47]. Ein
alternativer Beweis fu¨r den Modellsatz, der der Methodik von W. Arveson
aus [5] folgt, wird in [20] gegeben.
Der Shiftanteil im Modell fu¨r eine n-Kontraktion wird in der nichkommuta-
tiven Theorie durch den n-Shift S ∈ L(F2)n auf dem Fockraum F2 gegeben.
Wir fu¨hren in diesem Kapitel zuna¨chst eine geeignete Schreibweise fu¨r Mul-
tiplikatoren zwischen vektorwertigen Fockra¨umen ein.
Dann gehen wir nochmals auf den kommutativen Fall ein und zitieren ein
Ergebnis von J. Eschmeier und M. Putinar, das zeigt, dass jeder kontrak-
tive (kommutative) Multiplikator eine Darstellung (’fractional transform’)
durch eine kontraktive beziehungsweise unita¨re Operatormatrix (’colligati-
on’) besitzt. Vergleiche dazu [19]. Diese Darstellung der Multiplikatoren
wurde unabha¨ngig davon auch von J. A. Ball, T. T. Trent und V. Vinnikov
in [7] entwickelt.
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Wir konstruieren im Folgenden zu einer solchen Matrixkontraktion auch
einen Multiplikator fu¨r die nichtkommutative Situation. Damit zeigen wir
den angestrebten Commutant-Lifting-Satz und folgern daraus ein Analogon
zum obigen Resultat von J. Eschmeier und M. Putinar.
Schließlich erlaubt uns dieses Resultat, eine natu¨rliche Beziehung zwischen
den kommutativen und den nichtkommutativen Multiplikatoren herzustel-
len. Grundlegend dabei ist die Identifizierung von H(B,E) mit dem symme-
trischen Fockraum.
Abschließend sei noch erwa¨hnt, dass G. Popescu in [47] einen Commutant-
Lifting-Satz zeigt, der sich auf die dort konstruierte minimale isometrische
Dilatation bezieht und eine direkte Verallgemeinerung des urspru¨nglichen
Satzes von B. Sz.-Nagy und C. Foias¸ ist. Seine Beweismethoden unterschei-
den sich jedoch grundsa¨tzlich von denen in dieser Arbeit.
Bezeichnungen
Gegeben sei eine positive natu¨rliche Zahl n ∈ N∗.
Wir betrachten die freie Halbgruppe u¨ber n Erzeugern
F = {0} ∪
⋃
k∈N∗
{1, . . . , n}k.
Dabei sei 0 neutrales Element von F und fu¨r a = (a1, . . . , ak), b = (b1, . . . , bl)
definiert
a · b = (a, b) = (a1, . . . , ak, b1, . . . , bl)
das Produkt von a und b in F .
Weiter sei der Betrag fu¨r ein Element aus F gegeben durch |0| = 0 und
|a| = k, falls a ∈ {1, . . . , n}k. Damit ist offenbar
|(a, b)| = |a|+ |b| (a, b ∈ F ).
Fu¨r ein Element 0 6= a = (a1, . . . , ak) ∈ F schreiben wir
a′ = (ak, . . . , a1) ∈ F.
Zusa¨tzlich sei 0′ = 0. Offenbar gilt a′′ = a, |a| = |a′| und
(a, b)′ =
(
b′, a′
)
fu¨r alle a, b ∈ F .
Ist ein Tupel T = (T1, . . . , Tn) ∈ L(H)n von stetig linearen Operatoren auf
einem Hilbertraum H gegeben, so definieren wir eine Abbildung
F → L(H), a 7→ Ta
durch T0 = IH und
Ta = Ta1 . . . Tak , falls a = (a1, . . . , ak) ∈ F \ {0}.
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Es gilt dann
T(a,b) = TaTb (a, b ∈ F ).
Wir schreiben in diesem Sinne stets
T ∗a = (Ta)
∗ ∈ L(H) (a ∈ F )
fu¨r den adjungierten Operator zu Ta.
Fu¨r einen Hilbertraum E betrachten wir
F(E) = {(xa)a∈F ; xa ∈ E fu¨r a ∈ F}
und
F2(E) = {(xa)a∈F ∈ F(E);
∑
a∈F
‖xa‖2 <∞} .
Bezu¨glich dem Skalarprodukt
〈 (xa)a∈F , (ya)a∈F 〉F2(E) =
∑
a∈F
〈xa, ya〉E
ist dann F2(E) wieder ein Hilbertraum. Dieser heißt Fockraum u¨ber E. Wir
schreiben kurz F2 = F2(C). Eine Orthonormalbasis dieses skalarwertigen
Fockraums ist
(ea, a ∈ F )
mit ea = (δa,b)b∈F fu¨r a ∈ F .
Wir ko¨nnen F2(E) mit dem Hilbertraum-Tensorprodukt F2⊗E identifizieren,
denn es gibt eine (eindeutige) unita¨re Abbildung U : F2 ⊗ E → F2(E), die
Elementartensoren der Form (λa)a∈F⊗x auf die Familie (λa ·x)a∈F abbildet.
Wir schreiben ein Element (xa)a∈F ∈ F2(E) demzufolge auch in der Form∑
a∈F
ea ⊗ xa.
Man sieht hier insbesondere, dass
{ea ⊗ x; a ∈ F, x ∈ E} ⊂ F2(E)
eine totale Teilmenge ist.
Wir definieren nun einige stetig lineare Operatoren auf dem Fockraum.
Zuna¨chst betrachten wir dazu den skalarwertigen Fall.
Fu¨r i = 1, . . . , n sei Si ∈ L(F2) der stetig lineare Operator mit
Siea = e(i,a) (a ∈ F ).
Das Tupel S = (S1, . . . , Sn) ∈ L(F2)n heißt Linksvorwa¨rtsshift auf F2.
Entsprechend ist der Rechtsvorwa¨rtsshift R = (R1, . . . , Rn) ∈ L(F2)n gege-
ben durch
Riea = e(a,i) (a ∈ F, i = 1, . . . , n).
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Schließlich sei
P0 : F2 → F2, (xa)a∈F 7→ x0e0
die orthogonale Projektion auf 〈e0〉 in F2.
In der folgenden Proposition stellen wir grundlegende Eigenschaften dieser
Operatoren zusammen.
Proposition 1.1.
(a) Die Tupel S und R sind n-Shifts mit wanderndem Unterraum 〈e0〉, das
heißt, S1, . . . , Sn, R1, . . . , Rn sind Isometrien und es ist⊕
a∈F
Sa〈e0〉 =
⊕
a∈F
Ra〈e0〉 = F2.
Damit sind insbesondere die Bilder von S1, . . . , Sn (beziehungsweise die
von R1, . . . Rn) paarweise orthogonal.
(b) Es gilt
I − P0 =
n∑
i=1
SiS
∗
i =
n∑
i=1
RiR
∗
i .
(c) Die Tupel S und R vertauschen, das heißt es gilt
SiRj = RjSi (i, j = 1, . . . , n).
Vermo¨ge der Identifizierung F2(E) = F2 ⊗ E definieren wir die entsprechen-
den Operatoren in L
(
F2(E)
)
als Tensorprodukt mit der Identita¨t auf E
SEi = Si ⊗ IE, REi = Ri ⊗ IE, PE0 = P0 ⊗ IE (i = 1, . . . , n).
Man beachte, dass 1.1 sinngema¨ß auch fu¨r diese Operatoren gilt. (Man er-
setze dabei 〈e0〉 durch 〈e0〉 ⊗ E.)
Bemerkung 1.2.
Indem wir ein Element x ∈ E mit e0 ⊗ x ∈ F2(E) identifizieren, ko¨nnen wir
E im Folgenden stets als Teilraum von F2(E) auffassen. Wir schreiben
PE : F2(E)→ E, (xa)a∈F 7→ x0
fu¨r die Projektion von F2(E) auf E.
Fu¨r a ∈ F gilt
ea = Sae0 = Ra′e0.
Daher gilt fu¨r ein Element x = (xa)a∈F ∈ F2(E) vermo¨ge obiger Identifizie-
rung E ⊂ F2(E)
x =
∑
a∈F
ea ⊗ xa =
∑
a∈F
SEa xa =
∑
a∈F
REa′xa.
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Multiplikatoren zwischen Fockra¨umen
Es seien E,E∗ Hilbertra¨ume. In diesem Abschnitt wollen wir Multiplikati-
onsoperatoren zwischen den Fockra¨umen u¨ber E und E∗ einfu¨hren und ihre
grundlegenden Eigenschaften festhalten.
Wir schreiben
F(E,E∗) = {(φa)a∈F ; φa ∈ L(E,E∗) fu¨r a ∈ F} .
Fu¨r φ = (φa)a∈F ∈ F(E,E∗) und x = (xb)b∈F ∈ F(E) definieren wir φ • x
und x • φ in F(E∗) durch
(φ • x)c =
∑
(a,b)=c
φaxb
und
(x • φ)c =
∑
(a,b)=c
φbxa
fu¨r c ∈ F . Man beachte, dass diese Summen stets endlich sind.
Wir interessieren uns nun fu¨r die Elemente φ ∈ F(E,E∗) mit
φ • F2(E) ⊂ F2(E∗).
Definition 1.3.
Sei φ ∈ F(E,E∗).
Dann heißt φ (Links-)Multiplikator von E nach E∗, falls
φ • x ∈ F2(E∗) fu¨r alle x ∈ F2(E)
gilt. In diesem Fall bezeichnet man mit
Mφ : F2(E)→ F2(E∗), x 7→ φ • x
den zu φ geho¨rigen (Links-)Multiplikationsoperator.
Es sei
M(E,E∗) = {φ ∈ F(E,E∗); φ ist Multiplikator}
und
M(E,E∗) = {Mφ; φ ∈M(E,E∗)}.
Wir zeigen zuna¨chst, dass jeder Multiplikationsoperator von E nach E∗ ste-
tig ist. Dies ist eine einfache Folgerung aus dem Satz vom abgeschlossenen
Graphen.
Satz 1.4.
Es gilt
M(E,E∗) ⊂ L
(
F2(E),F2(E∗)
)
,
das heißt also, dass Mφ fu¨r alle φ ∈M(E,E∗) stetig linear ist.
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Beweis.
Sei φ = (φa)a∈F ∈M(E,E∗). Man sieht sofort, dass Mφ linear ist.
Seien weiterhin
x = (xb)b∈F , xm = (xmb )b∈F ∈ F2(E) (m ∈ N)
und
y = (yc)c∈F ∈ F2(E∗)
gegeben, so dass
xm
m−→ x in F2(E)
und
φ • xm m−→ y in F2(E∗).
Nach dem Satz vom abgeschlossenen Graphen, genu¨gt es zu zeigen, dass
φ • x = y ist. Dazu beachte man, dass fu¨r alle c ∈ F
(φ • x)c =
∑
(a,b)=c
φaxb
=
∑
(a,b)=c
φa
(
lim
m→∞x
m
b
)
= lim
m→∞
∑
(a,b)=c
φax
m
b
= lim
m→∞ (φ • x
m)c = yc
gilt. Folglich ist φ • x = y. 
Bemerkung 1.5.
(a) Entsprechend betrachten wir auch die Menge der Rechtsmultiplikatoren
R(E,E∗) = {φ ∈ F(E,E∗); x • φ ∈ F2(E∗) fu¨r alle x ∈ F2(E)}
und die entsprechenden Rechtsmultiplikationsoperatoren
Rφ : F2(E)→ F2(E∗), x 7→ x • φ (φ ∈ R(E,E∗)).
Auch hier gilt
R(E,E∗) = {Rφ; φ ∈ R(E,E∗)} ⊂ L
(
F2(E),F2(E∗)
)
.
(b) Ist φ = (φa)a∈F ∈ F(E,E∗) mit φa = 0 fu¨r fast alle a ∈ F , so ist
φ ∈M(E,E∗) ∩ R(E,E∗).
Ist speziell E = E∗ und φ =
(
δ(i),a · IE
)
a∈F fu¨r ein i = 1, . . . , n, so ist
Mφ = SEi und Rφ = R
E
i . Die Komponenten der Shifts sind also Links-
beziehungsweise Rechtsmultiplikationsoperatoren.
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Im weiteren Verlauf beschra¨nken wir uns auf das Studium der Linksmulti-
plikatoren und ihren zugeho¨rigen Operatoren. Dabei gilt alles natu¨rlich auch
entsprechend fu¨r Rechtsmultiplikatoren.
Es ist oft nu¨tzlich, die Wirkung der Multiplikationsoperatoren wie folgt zu
beschreiben. Fu¨r φ = (φa)a∈F ∈M(E,E∗) ist
Mφ (eb ⊗ x) =
∑
a∈F
e(a,b) ⊗ φax (b ∈ F, x ∈ E).
Im na¨chsten Satz geben wir eine erste Charakterisierung der Multiplika-
tionsoperatoren und zeigen, dass M(E,E∗) genau aus den stetig linearen
Operatoren besteht, die die Rechtsvorwa¨rtsshifts RE und RE∗ vertauschen.
Wir beweisen dies analog zum Fall E = E∗ = C, vergleiche dazu etwa Satz
1.6.4 in [20].
Satz 1.6.
Fu¨r einen stetig linearen Operator A ∈ L (F2(E),F2(E∗)) sind die beiden
folgenden Bedingungen a¨quivalent:
(1) Es ist A ∈M(E,E∗).
(2) Es gilt
AREi = R
E∗
i A fu¨r alle i = 1, . . . , n.
Beweis.
Sei zuna¨chst A = Mφ mit φ = (φa)a∈F ∈M(E,E∗).
Wir fixieren ein i ∈ {1, . . . , n} sowie b ∈ F und x ∈ E.
Dann ist
AREi (eb ⊗ x) = A
(
e(b,i) ⊗ x
)
=
∑
a∈F
e(a,b,i) ⊗ φax
und
RE∗i A (eb ⊗ x) = RE∗i
(∑
a∈F
e(a,b) ⊗ φaxb
)
=
∑
a∈F
e(a,b,i) ⊗ φax.
Da die Vektoren der Form eb ⊗ x (b ∈ F, x ∈ E) eine totale Teilmenge von
F2(E) bilden, folgt daraus die behauptete Gleichung
AREi = R
E∗
i A.
Gelte umgekehrt (2) fu¨r ein A ∈ L (F2(E),F2(E∗)).
Fu¨r a ∈ F sei φa ∈ L (E,E∗) definiert durch
φax = (A e0 ⊗ x)a (x ∈ E).
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Dann ist (φa)a∈F ∈ F(E,E∗) und fu¨r alle x =
∑
b eb ⊗ xb ∈ F2(E) gilt
(Ax)c =
∑
b∈F
(A eb ⊗ xb)c
=
∑
b∈F
(
AREb′ e0 ⊗ xb
)
c
(2)
=
∑
b∈F
(
RE∗b′ A e0 ⊗ xb
)
c
(∗)
=
∑
(a,b)=c
(A e0 ⊗ xb)a
=
∑
(a,b)=c
φaxb
= (φ • x)c (c ∈ F ).
Man beachte in (∗), dass(
RE∗b′ y
)
c
=
{
ya , falls ein a ∈ F mit (a, b) = c existiert
0 , sonst
fu¨r alle y ∈ F2(E∗) gilt.
Wir ko¨nnen nun folgern, dass φ • x = Ax fu¨r alle x ∈ F2(E) gilt. Also ist
φ ∈M(E,E∗) mit Mφ = A. 
Bemerkung 1.7.
(a) Aus 1.6 folgt, dass M(E,E∗) ⊂ L
(
F2(E),F2(E∗)
)
abgeschlossen ist. Da-
her wird durch
‖φ‖ = ‖Mφ‖ (φ ∈M(E,E∗))
eine Norm auf der Menge der Multiplikatoren definiert, die M(E,E∗) zu
einem Banachraum macht.
Wir schreiben
M1(E,E∗) = {φ ∈M(E,E∗); ‖φ‖ ≤ 1}
fu¨r die abgeschlossene Einheitskugel dieses Raumes.
(b) Nach 1.2 und 1.6 gilt fu¨r einen Multiplikator φ = (φa)a∈F ∈ M(E,E∗)
und ein Element x = (xb)b∈F ∈ F2(E), dass
Mφx = Mφ
(∑
b∈F
REb′xb
)
=
∑
b∈F
MφR
E
b′xb =
∑
b∈F
RE∗b′ Mφxb.
Insbesondere folgt, dass ein Multiplikationsoperator schon durch seine
Einschra¨nkung auf E eindeutig bestimmt ist.
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Zum Abschluss dieses Abschnitts wollen wir noch die Wirkungsweise des
adjungierten Operators zu einem Multiplikationsoperator beschreiben.
Lemma 1.8.
Fu¨r φ = (φa)a∈F ∈M(E,E∗) und y = (yc)c∈F ∈ F2(E∗) gilt
M∗φy =
(∑
a∈F
φ∗ay(a,b)
)
b∈F
∈ F2(E).
Beweis.
Fu¨r c ∈ F und x = (xb)b∈F ∈ F2(E) gilt
〈x,M∗φ ec ⊗ yc〉 = 〈Mφx, ec ⊗ yc〉
= 〈(Mφx)c, yc〉
= 〈
∑
(a,b)=c
φaxb, yc〉
=
∑
(a,b)=c
〈xb, φ∗ayc〉
= 〈x,
∑
(a,b)=c
eb ⊗ φ∗ayc〉.
Folglich ist
M∗φ ec ⊗ yc =
∑
(a,b)=c
eb ⊗ φ∗ayc (c ∈ F ).
Fu¨r b ∈ F ist damit(
M∗φ ec ⊗ yc
)
b
=
{
φ∗ayc , falls ein a ∈ F mit (a, b) = c existiert,
0 , sonst
fu¨r alle c ∈ F und da M∗φ stetig linear ist, folgt(
M∗φy
)
b
=
∑
c∈F
(
M∗φ ec ⊗ yc
)
b
=
∑
a∈F
φ∗ay(a,b).
Dies entspricht der Behauptung. 
Kommutative Multiplikatoren
Wir wollen in diesem Abschnitt Multiplikatoren auf dem Arveson-Drury-
Raum H(B,E) (E ein Hilbertraum) erkla¨ren. In [19] wurde gezeigt, dass
jeder kontraktive Multiplikationsoperator von H(B,E) nach H(B,E∗) eine
natu¨rliche Darstellung mittels einer unita¨ren Operatormatrix hat. Ziel im
Folgenden ist es, eine entsprechende Version fu¨r Multiplikatoren im Sinne
des vorigen Abschnitts herzuleiten.
KOMMUTATIVE MULTIPLIKATOREN 21
Zuna¨chst definieren wir den Raum H(B,E) und zeigen, wie er in den Fock-
raum F2(E) eingebettet werden kann. Man vergleiche dazu auch [5]. Es sei
B = {z ∈ Cn; |z| < 1} ⊂ Cn
die offene euklidische Einheitskugel im Cn. Fu¨r α ∈ Nn sei
γα =
|α|!
α!
∈ N.
Weiterhin sei E ein Hilbertraum und
H(B,E) =
{∑
α∈Nn
fαz
α; fα ∈ E mit
∑
α∈Nn
‖fα‖2
γα
<∞
}
.
Bekanntlich ist H(B,E) mit dem Skalarprodukt
〈
∑
α∈Nn
fαz
α,
∑
α∈Nn
gαz
α〉H(B,E) =
∑
α∈Nn
〈fα, gα〉E
γα
ein Hilbertraum. Da die auftretenden Potenzreihen kompakt gleichma¨ßig
auf B konvergieren, ko¨nnen wir H(B,E) als Unterraum des Raumes O(B,E)
der holomorphen E-wertigen Funktionen auf B auffassen. Man beachte, dass
H(B,E) im Fall n = 1 mit dem Hardyraum u¨ber der Kreisscheibe in C u¨ber-
einstimmt. Wir zeigen nun, dass man H(B,E) auch mit dem symmetrischen
Teil F2+(E) des Fockraums u¨ber E identifizieren kann. Dazu sei µ : F → Nn
definiert durch µ(0) = 0 und
µ(a1, . . . , ak) =
(
#{j = 1, . . . , k; aj = i}
)n
i=1
(k ≥ 1).
Offenbar ist µ(a, b) = µ(a) + µ(b) (a, b ∈ F ) und man rechnet nach, dass
#µ−1(α) = γα (α ∈ Nn)
gilt. Nun ko¨nnen wir eine Einbettung H(B,E) ↪→ F2(E) definieren.
Lemma 1.9.
(a) Die Abbildung
iE : H(B,E)→ F2(E),
∑
α∈Nn
fαz
α 7→
(
fµ(a)
γµ(a)
)
a∈F
ist eine (wohldefinierte) Isometrie mit Bild
F2+(E) = {(xa)a∈F ∈ F2(E); xa = xb fu¨r µ(a) = µ(b)} ⊂ F2(E).
Man nennt F2+(E) den symmetrischen Fockraum u¨ber E.
(b) Der adjungierte Operator PE+ = (i
E)∗ : F2(E) → H(B,E) ist gegeben
durch
PE+x =
∑
α∈Nn
 ∑
a∈µ−1(α)
xa
 zα fu¨r x = (xa)a∈F ∈ F2(E).
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Beweis.
(a) Fu¨r f =
∑
α fαz
α ∈ H(B,E) gilt∑
a∈F
∥∥∥∥fµ(a)γµ(a)
∥∥∥∥2 = ∑
α∈Nn
∑
a∈µ−1(α)
‖fα‖2
γ2α
=
∑
α∈Nn
‖fα‖2
γα
(denn #µ−1(α) = γα)
= ‖f‖2H(B,E) .
Also ist iE wohldefiniert und isometrisch. Es ist iEH(B,E) ⊂ F2+(E).
Fu¨r die umgekehrte Inklusion sei x = (xa)a∈F ∈ F2+(E) gegeben.
Zu jedem α ∈ Nn existiert also ein Element fα ∈ E mit xa = fα fu¨r alle
a ∈ µ−1(α). Es sei f = ∑α(γαfα)zα. Wegen∑
α∈Nn
‖γαfα‖2
γα
=
∑
α∈Nn
γα ‖fα‖2
=
∑
α∈Nn
∑
a∈µ−1(α)
‖fα‖2 (denn #µ−1(α) = γα)
=
∑
a∈F
‖xa‖2 = ‖x‖2 <∞
ist f ∈ H(B,E) und wie man leicht sieht, ist iEf = x.
(b) Fu¨r alle x = (xa)a∈F ∈ F2(E) gilt wegen #µ−1(α) = γα und der Cauchy-
Schwarz-Ungleichung∥∥∥∥∥∥
∑
a∈µ−1(α)
xa
∥∥∥∥∥∥
2
≤ γα ·
∑
a∈µ−1(α)
‖xa‖2 (α ∈ Nn).
Daraus folgt, dass die Summe in Teil (b) ein Element in H(B,E) defi-
niert. Ist x = (xa)a∈F ∈ F2(E) und f =
∑
α fαz
α ∈ H(B,E), so gilt
〈PE+x, f〉 = 〈x, iEf〉 = 〈x,
(
fµ(a)
γµ(a)
)
a
〉
=
∑
a∈F
1
γµ(a)
· 〈xa, fµ(a)〉
=
∑
α∈Nn
1
γα
· 〈
∑
a∈µ−1(α)
xa, fα〉
= 〈
∑
α∈Nn
 ∑
a∈µ−1(α)
xa
 zα, f〉.
Folglich wirkt PE+ in der angegebenen Weise.

KOMMUTATIVE MULTIPLIKATOREN 23
Bemerkung 1.10.
Fu¨r z ∈ B und a ∈ F schreiben wir im Folgenden kurz za = zµ(a). Weiterhin
betrachten wir z = (z¯a)a∈F fu¨r z ∈ B. Wegen
∑
a∈F
|z¯a|2 =
∞∑
k=0
∑
|a|=k
|za|2 =
∞∑
k=0
 n∑
j=1
|zj |2
k = 1
1− |z|2 <∞
ist z ∈ F2 mit
‖z‖2 = 11− |z|2 (z ∈ B).
Weiterhin gilt offenbar
〈ea, z〉 = za (a ∈ F, z ∈ B).
Fasst man die Elemente von H(B,E) als holomorphe Funktionen auf, so
erha¨lt man aus 1.9 (b)
PE+x (z) =
∑
α∈Nn
 ∑
a∈µ−1(α)
xa
 zα = ∑
a∈F
zaxa =
(〈·, z〉 ⊗ IE) x
fu¨r x = (xa)a∈F ∈ F2(E) und z ∈ B. Die auftretenden Reihen konvergieren
dabei absolut.
Es sei nun E∗ ein weiterer Hilbertraum. Wir wollen an den Begriff des Mul-
tiplikators von E nach E∗ in der kommutativen Situation erinnern.
Definition 1.11.
Eine holomorphe Funktion
φ : B→ L(E,E∗)
heißt kommutativer Multiplikator von E nach E∗, falls fu¨r jedes f ∈ H(B,E)
die Funktion
φf : B→ E∗, z 7→ φ(z)f(z)
in H(B,E∗) liegt.
In diesem Fall heißt
Mφ : H(B,E)→ H(B,E∗), f 7→ φf
der zu φ geho¨rige kommutative Multiplikationsoperator.
Wir bezeichnen die Menge der kommutativen Multiplikatoren von E nach
E∗ mit Mc(E,E∗) und schreiben
M c(E,E∗) = {Mφ; φ ∈Mc(E,E∗)} ⊂ L (H(B,E), H(B,E∗))
fu¨r die Menge der zugeho¨rigen Multiplikationsoperatoren.
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Bemerkung 1.12.
Mit dem Satz vom abgeschlossenen Graphen zeigt man, dass auch alle kom-
mutativen Multiplikationsoperatoren stetig linear sind.
Bekanntlich ist Mc(E,E∗) mit der durch
‖φ‖ = ‖Mφ‖ (φ ∈Mc(E,E∗))
gegebenen Norm ein Banachraum.
Wir schreiben
Mc1(E,E∗) = {φ ∈Mc(E,E∗); ‖φ‖ ≤ 1}
fu¨r die abgeschlossene Einheitskugel dieses Raums.
Der folgende Satz charakterisiert die kontraktiven kommutativen Multipli-
katoren. Er besagt, dass jeder solche Multiplikator, durch eine kontraktive
Operatormatrix dargestellt werden kann und wurde in [19] von J. Eschmeier
und M. Putinar gezeigt.
Satz 1.13.
Fu¨r eine Funktion φ : B → L(E,E∗) sind die folgenden Bedingungen a¨qui-
valent.
(1) Es ist φ ∈Mc1(E,E∗).
(2) Es existieren ein Hilbertraum H und eine Kontraktion
U =

A1 B1
...
...
An Bn
C D
 ∈ L(H ⊕ E,Hn ⊕ E∗)
mit
φ(z) = D + C
IH − n∑
j=1
zjAj
−1 n∑
j=1
zjBj

fu¨r alle z = (z1, . . . , zn) ∈ B.
Fu¨r eine Kontraktion U und eine Funktion φ : B→ L(E,E∗) wie in 1.13 (2)
bezeichnen wir φ als den von U dargestellten kommutativen Multiplikator
und schreiben φ = φcU .
Bemerkung 1.14.
In [19] wurde auch gezeigt, dass die Matrixkontraktion U in 1.13 (2) stets
unita¨r gewa¨hlt werden kann.
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Commutant-Lifting-Satz
In diesem Abschnitt definieren wir zuna¨chst zu jeder kontraktiven Opera-
tormatrix wie im vorhergehenden Abschnitt auch einen nichtkommutati-
ven kontraktiven Multiplikator. Wir wollen schließlich analog zum Resultat
1.13 zeigen, dass jeder dieser Multiplikatoren von solch einer Matrix darge-
stellt wird. Diese Charakterisierung der kontraktiven Multiplikatoren zwi-
schen Fockra¨umen erhalten wir durch den Beweis eines Commutant-Lifting-
Satzes. Dieser beschreibt alle kontraktiven Operatoren, die Kompressionen
der Rechtsvorwa¨rtsshifts vertauschen und somit nach 1.6 insbesondere die
Multiplikationsoperatoren.
Im Folgenden seien E und E∗ Hilbertra¨ume.
Definition 1.15.
Sei H ein Hilbertraum und seien
Aj : H→ H, Bj : E→ H, C : H→ E∗, D : E→ E∗ (j = 1, . . . , n)
stetig lineare Operatoren, so dass
U =

A1 B1
...
...
An Bn
C D
 ∈ L(H ⊕ E,Hn ⊕ E∗)
eine Kontraktion ist. Wir definieren
φ = φU = (φa)a∈F ∈ F(E,E∗)
durch φ0 = D und
φ(a,j) = CAaBj (a ∈ F, j = 1, . . . , n).
Wir nennen φ den von U dargestellten Multiplikator. Diese Bezeichnung
wird durch den na¨chsten Satz gerechtfertigt.
Satz 1.16.
Ist U : H⊕E→ Hn⊕E∗ eine Kontraktion (H ein Hilbertraum) und φ = φU
wie in 1.15, so ist
φ ∈M1(E,E∗).
Beweis.
Wir schreiben U wie in Definition 1.15 mit geeigneten stetig linearen Ope-
ratoren Aj , Bj , C,D (j = 1, . . . , n).
Sei x = (xb)b∈F ∈ F2(E) und y = (yc)c∈F = φ • x ∈ F(E∗). Es ist zu zeigen,
dass y ∈ F2(E∗) ist und ‖y‖ ≤ ‖x‖ gilt.
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Fu¨r alle c = (c1, . . . , ck) ∈ F gilt
‖yc‖2E∗ =
∥∥∥∥∥∥
∑
(a,b)=c
φaxb
∥∥∥∥∥∥
2
E∗
=
∥∥∥∥∥Dxc +
k∑
l=1
CA(c1,...,cl−1)Bcl x(cl+1,...,ck)
∥∥∥∥∥
2
E∗
=
∥∥∥∥∥∥∥∥∥∥∥∥

0
...
0
C
k∑
l=1
A(c1,...,cl−1)Bcl x(cl+1,...,ck) +Dxc

∥∥∥∥∥∥∥∥∥∥∥∥
2
Hn⊕E∗
=
∥∥∥∥∥∥∥∥∥∥

A1 B1
...
...
An Bn
C D

 k∑l=1A(c1,...,cl−1)Bcl x(cl+1,...,ck)
xc

∥∥∥∥∥∥∥∥∥∥
2
Hn⊕E∗
−
∥∥∥∥∥∥∥∥∥∥∥∥∥∥

A1
k∑
l=1
A(c1,...,cl−1)Bcl x(cl+1,...,ck) +B1xc
...
An
k∑
l=1
A(c1,...,cl−1)Bcl x(cl+1,...,ck) +Bnxc
0

∥∥∥∥∥∥∥∥∥∥∥∥∥∥
2
Hn⊕E∗
≤
∥∥∥∥∥
k∑
l=1
A(c1,...,cl−1)Bcl x(cl+1,...,ck)
∥∥∥∥∥
2
H
+ ‖xc‖2E
−
n∑
j=1
∥∥∥∥∥
k∑
l=1
A(j,c1,...,cl−1)Bcl x(cl+1,...,ck) +Bjxc
∥∥∥∥∥
2
H
,
denn U ist kontraktiv.
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Damit folgt fu¨r alle m ∈ N∑
|c|≤m
‖yc‖2E∗
=
m∑
k=0
∑
|c|=k
‖yc‖2E∗
≤
m∑
k=0
∑
|c|=k
∥∥∥∥∥
k∑
l=1
A(c1,...,cl−1)Bcl x(cl+1,...,ck)
∥∥∥∥∥
2
H
+ ‖xc‖2E

−
m+1∑
k=1
∑
|c|=k−1
n∑
j=1
∥∥∥∥∥
k−1∑
l=1
A(j,c1,...,cl−1)Bcl x(cl+1,...,ck−1) +Bjxc
∥∥∥∥∥
2
H
=
m∑
k=0
∑
|c|=k
∥∥∥∥∥
k∑
l=1
A(c1,...,cl−1)Bcl x(cl+1,...,ck)
∥∥∥∥∥
2
H
+ ‖xc‖2E

−
m+1∑
k=1
∑
|c|=k
∥∥∥∥∥
k∑
l=1
A(c1,...,cl−1)Bcl x(cl+1,...,ck)
∥∥∥∥∥
2
H
=
m∑
k=0
∑
|c|=k
‖xc‖2E −
∑
|c|=m+1
∥∥∥∥∥
m+1∑
l=1
A(c1,...,cl−1)Bcl x(cl+1,...,cm+1)
∥∥∥∥∥
2
H
≤
∑
|c|≤m
‖xc‖2E
≤ ‖x‖2F2(E) .
Mit m→∞ folgt daraus, dass y ∈ F2(E∗) mit ‖y‖ ≤ ‖x‖ ist. Dies entspricht
der Behauptung. 
Wir schreiben im Folgenden kurz MU = MφU fu¨r den Multiplikationsope-
rator zu dem durch eine Kontraktion U ∈ L(H ⊕ E,Hn ⊕ E∗) dargestellten
Multiplikator.
Um den angestrebten Commutant-Lifting-Satz beweisen zu ko¨nnen, brau-
chen wir noch einige Hilfsmittel. Zuna¨chst definieren wir einen stetig li-
nearen Operator ΨU : F2(E∗) → H zu einer gegebenen Matrixkontraktion
U : H ⊕ E → Hn ⊕ E∗. Weiterhin zeigen wir, dass ΨU kontraktiv ist und
erhalten zwei wichtige Gleichungen fu¨r ΨU .
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Lemma 1.17.
Sei H ein Hilbertraum und
U =

A1 B1
...
...
An Bn
C D
 ∈ L(H ⊕ E,Hn ⊕ E∗)
eine Kontraktion. Dann ist der Operator
ΨU : F2(E∗)→ H, (ya)a∈F 7→
∑
a∈F
A∗aC
∗ya.
wohldefiniert und stetig linear mit ‖ΨU‖ ≤ 1.
Zusa¨tzlich erfu¨llt er die folgenden beiden Gleichungen.
ΨU =
n∑
i=1
A∗iΨU (R
E∗
i )
∗ + C∗PE∗ (I)
PEM∗U =
n∑
i=1
B∗i ΨU (R
E∗
i )
∗ + D∗PE∗ (II).
Beweis.
Fu¨r alle h ∈ H gilt
n∑
i=1
‖Aih‖2 + ‖Ch‖2 =
∥∥∥∥∥U
(
h
0
)∥∥∥∥∥
2
≤ ‖h‖2.
Angewendet auf Aah folgt daraus
‖CAah‖2 ≤ ‖Aah‖2 −
n∑
i=1
‖AiAah‖2
= ‖Aah‖2 −
n∑
i=1
∥∥A(i,a)h∥∥2 (a ∈ F ).
Somit gilt fu¨r alle m ∈ N∑
|a|≤m
‖CAah‖2 ≤
∑
|a|≤m
‖Aah‖2 −
∑
|a|≤m
n∑
i=1
∥∥A(i,a)h∥∥2
= ‖h‖2 −
∑
|a|=m+1
‖Aah‖2
≤ ‖h‖2 .
Mit m → ∞ folgt, dass (CAah)a∈F ∈ F2(E∗) ist und ‖(CAah)a∈F ‖ ≤ ‖h‖
gilt. Folglich ist der Operator
ΩU : H→ F2(E∗), h 7→ (CAah)a∈F
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eine wohldefinierte, stetig lineare Kontraktion.
Es ist nun klar, dass ΨU der adjungierte Operator zu ΩU ist, insbesondere
ist ΨU wohldefiniert und kontraktiv.
Nun sind noch die beiden behaupteten Gleichungen fu¨r ΨU zu zeigen.
Fu¨r alle (ya)a∈F ∈ F2(E∗) gilt(
n∑
i=1
A∗iΨU (R
E∗
i )
∗ + C∗PE∗
)
(ya)a∈F
=
n∑
i=1
A∗iΨU
(
y(a,i)
)
a∈F + C
∗y0
=
n∑
i=1
∑
a∈F
A∗(a,i)C
∗y(a,i) + A∗0C
∗y0
=
∑
a∈F
A∗aC
∗ya
= ΨU (ya)a∈F .
Also folgt Gleichung (I).
Wir schreiben φU = (φa)a∈F mit φa ∈ L(E,E∗) (a ∈ F ).
Fu¨r y = (ya)a∈F ∈ F2(E∗) und x ∈ E gilt dann
〈PEM∗Uy, x〉 = 〈y, φU • (e0 ⊗ x)〉
= 〈y, (φax)a∈F 〉
= 〈y0, φ0x〉 +
n∑
i=1
∑
a∈F
〈y(a,i), φ(a,i)x〉
= 〈D∗y0, x〉 +
n∑
i=1
〈B∗i
(∑
a∈F
A∗aC
∗y(a,i)
)
, x〉,
denn gema¨ß der Definition von φU gilt φ0 = D und
φ(a,i) = CAaBi (a ∈ F, i = 1, . . . , n).
Außerdem gilt y0 = PE∗y und∑
a∈F
A∗aC
∗y(a,i) = ΨU
(
y(a,i)
)
a∈F = ΨU
(
RE∗i
)∗
y (i = 1, . . . , n).
Setzt man dies oben ein, folgt
〈PEM∗Uy, x〉 = 〈
(
n∑
i=1
B∗i ΨU
(
RE∗i
)∗
+ D∗PE∗
)
y, x〉.
Da x ∈ E und y ∈ F2(E∗) beliebig waren, folgt Gleichung (II). 
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Wir erinnern an dieser Stelle kurz an die Begriffe von n-Kontraktion und
C·0-Kontraktion. Ein Tupel T ∈ L(H)n von stetig linearen Operatoren auf
einem Hilbertraum H heißt n-Kontraktion, falls
n∑
i=1
TiT
∗
i ≤ IH
gilt. Dies ist a¨quivalent dazu, dass die Abbildung
ΣT : L(H)→ L(H), X 7→
n∑
i=1
TiXT
∗
i
eine Kontraktion ist.
Eine n-Kontraktion T auf H heißt C·0-Kontraktion, falls
SOT− lim
k→∞
∑
|a|=k
TaT
∗
a = 0
gilt. Dies ist genau dann der Fall, wenn
lim
k→∞
∑
|a|=k
‖T ∗ah‖2 = 0
fu¨r alle h ∈ H gilt.
Wir betrachten außerdem die Abbildung
∇T : L(H)→ L(H), X 7→ X −
n∑
i=1
TiXT
∗
i
fu¨r ein Tupel T ∈ L(H)n.
Wir zeigen nun fu¨r eine C·0-Kontraktion T , dass ∇T (X) ho¨chstens dann
positiv sein kann, wenn X bereits positiv ist.
Lemma 1.18.
Sei T ∈ L(H)n eine C·0-Kontraktion und X ∈ L(H) mit ∇T (X) ≥ 0. Dann
ist X ≥ 0.
Beweis.
Fu¨r alle h ∈ H gilt 〈∇T (X)h, h〉 ≥ 0 und damit
〈Xh, h〉 ≥
n∑
i=1
〈TiXT ∗i h, h〉 =
n∑
i=1
〈XT ∗i h, T ∗i h〉.
Folglich gilt fu¨r alle k ∈ N∑
|a|=k
〈XT ∗ah, T ∗ah〉 ≥
∑
|a|=k
n∑
i=1
〈XT ∗i T ∗ah, T ∗i T ∗ah〉
=
∑
|a|=k+1
〈XT ∗ah, T ∗ah〉
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und man erha¨lt induktiv
〈Xh, h〉 ≥
∑
|a|=k
〈XT ∗ah, T ∗ah〉 (k ∈ N).
Die rechte Seite dieser Ungleichung konvergiert mit k →∞ wegen∣∣∣∣∣∣
∑
|a|=k
〈XT ∗ah, T ∗ah〉
∣∣∣∣∣∣ ≤
∑
|a|=k
‖T ∗ah‖2
 · ‖X‖
und da T eine C·0-Kontraktion ist, gegen 0 und es folgt
〈Xh, h〉 ≥ 0 (h ∈ H),
was zu zeigen war. 
Definition 1.19.
Sei H ein Hilbertraum. Ein abgeschlossener Unterraum N ⊂ F2(H) heißt
rechts-∗-invariant, falls er ∗-invariant fu¨r die KomponentenRHi (i = 1, . . . , n)
des Rechtsvorwa¨rtsshifts ist.
Fu¨r einen rechts-∗-invarianten Unterraum N ⊂ F2(H) schreiben wir
RN =
(
RN1 , . . . , R
N
n
)
∈ L(N)n
fu¨r die Kompression von R auf N, das heißt es gilt
RNi = PNR
H
i |N (i = 1, . . . , n).
Dabei sei PN : F2(H)→ N die Projektion von F2(H) auf N.
Bemerkung 1.20.
Fu¨r einen Hilbertraum H ist RH ∈ L (F2(H))n eine C·0-Kontraktion, denn
fu¨r alle x = (xb)b∈F ∈ F2(H) gilt∑
|a|=k
∥∥(RHa )∗x∥∥2 = ∑
|a|=k
∑
b∈F
∥∥x(b,a)∥∥2 = ∑
|c|≥k
‖xc‖2 k−→ 0.
Ist weiterhin N ⊂ F2(H) ein rechts-∗-invarianter Unterraum, so ist damit
RN als Kompression von RH auf einen ∗-invarianten Teilraum ebenfalls eine
C·0-Kontraktion. Damit ko¨nnen wir Lemma 1.18 mit T = RN ∈ L(N)n
anwenden.
Im Folgenden betrachten wir rechts-∗-invariante Teilra¨ume
N ⊂ F2(E), N∗ ⊂ F2(E∗).
Im nachfolgenden Commutant-Lifting-Satz zeigen wir, dass alle Kontraktio-
nen N→ N∗, die RN und RN∗ vertauschen, Kompressionen von Multiplika-
tionsoperatoren sind, die von einer Matrixkontraktion dargestellt werden.
Zur Vorbereitung brauchen wir noch ein weiteres Lemma.
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Lemma 1.21.
Ist X ∈ L(N,N∗) mit
XRNi = R
N∗
i X (i = 1, . . . , n),
so gilt
〈∇RN∗ (XX∗)x, y〉 = 〈PEX∗x, PEX∗y〉
fu¨r alle x, y ∈ N∗.
Beweis.
Fu¨r alle x ∈ N∗ und alle i = 1, . . . , n gilt nach der vorausgesetzten Vertau-
schungseigenschaft und da N ⊂ F2(E) rechts-∗-invariant ist
X∗(RN∗i )
∗x = (RNi )
∗X∗x = (REi )
∗X∗x.
Daraus folgt, dass
〈∇RN∗ (XX∗)x, y〉 = 〈
(
XX∗ −
n∑
i=1
(RN∗i )XX
∗(RN∗i )
∗
)
x, y〉
= 〈X∗x,X∗y〉 −
n∑
i=1
〈X∗(RN∗i )∗x,X∗(RN∗i )∗y〉
= 〈X∗x,X∗y〉 −
n∑
i=1
〈(REi )∗X∗x, (REi )∗X∗y〉
= 〈
(
IF2(E) −
n∑
i=1
(REi )(R
E
i )
∗
)
X∗x,X∗y〉
= 〈PE0 X∗x,X∗y〉 (nach 1.1)
= 〈PEX∗x, PEX∗y〉
fu¨r alle x, y ∈ N∗ gilt. 
Es folgt der angeku¨ndigte Commutant-Lifting-Satz.
Satz 1.22. (Commutant-Lifting-Satz)
Ist X ∈ L(N,N∗) mit ‖X‖ ≤ 1 und
XRNi = R
N∗
i X (i = 1, . . . , n),
so existieren ein Hilbertraum H und eine Kontraktion U ∈ L(H⊕E,Hn⊕E∗)
mit
X = PN∗MU |N.
Man kann dabei H = N∗ wa¨hlen.
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Beweis.
Da X kontraktiv ist, ist
Γ = IN∗ −XX∗ ∈ L(N∗)
ein positiver Operator.
Wir setzen
K =
∨{( Γ 12x
PEX∗x
)
; x ∈ N∗
}
⊂ N∗ ⊕ E
und
K∗ =
∨


Γ
1
2 (RN∗1 )
∗x
...
Γ
1
2 (RN∗n )
∗x
PE∗x
 ; x ∈ N∗
 ⊂ N
n
∗ ⊕ E∗.
Nach 1.21 (angewendet auf IN∗ und auf X) gilt fu¨r alle x, y ∈ N∗
〈PE∗x, PE∗y〉 − 〈PEX∗x, PEX∗y〉
= 〈∇RN∗ (IN∗)x, y〉 − 〈∇RN∗ (XX∗)x, y〉
= 〈∇RN∗ (Γ)x, y〉
= 〈Γx, y〉 −
n∑
i=1
〈(RN∗i )Γ(RN∗i )∗x, y〉
= 〈Γ 12x,Γ 12 y〉 −
n∑
i=1
〈Γ 12 (RN∗i )∗x,Γ
1
2 (RN∗i )
∗y〉
und somit
〈PE∗x, PE∗y〉 +
n∑
i=1
〈Γ 12 (RN∗i )∗x,Γ
1
2 (RN∗i )
∗y〉
= 〈PEX∗x, PEX∗y〉 + 〈Γ 12x,Γ 12 y〉.
Also existiert eine unita¨re Abbildung V : K→ K∗ mit
V
(
Γ
1
2x
PEX∗x
)
=

Γ
1
2 (RN∗1 )
∗x
...
Γ
1
2 (RN∗n )
∗x
PE∗x
 (x ∈ N∗)
Setzt man V auf (N∗⊕E)	K durch 0 fort, so erha¨lt man eine Kontraktion
U : N∗ ⊕ E→ Nn∗ ⊕ E∗.
Wir wa¨hlen nun stetig lineare Operatoren
Aj : N∗ → N∗, Bj : E→ N∗, C : N∗ → E∗, D : E→ E∗ (j = 1, . . . , n)
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mit
U =

A1 B1
...
...
An Bn
C D
 .
Fu¨r alle x ∈ N∗ gilt
(
Γ
1
2x
PEX∗x
)
= V ∗

Γ
1
2 (RN∗1 )
∗x
...
Γ
1
2 (RN∗n )
∗x
PE∗x
 = U∗

Γ
1
2 (RN∗1 )
∗x
...
Γ
1
2 (RN∗n )
∗x
PE∗x
 ,
denn V ∗ wird durch U∗ fortgesetzt.
Aus der Matrixdarstellung fu¨r U∗ erha¨lt man nun fu¨r alle x ∈ N∗ die fol-
genden beiden Gleichungen.
Γ
1
2x =
n∑
i=1
A∗iΓ
1
2 (RN∗i )
∗x + C∗PE∗x (I+)
PEX∗x =
n∑
i=1
B∗i Γ
1
2 (RN∗i )
∗x + D∗PE∗x (II+).
Wir betrachten nun zu der Kontraktion U den Operator ΨU ∈ L(F2(E∗),N∗)
wie in 1.17 und setzen
α = Γ
1
2 −ΨU |N∗ ∈ L(N∗).
Aus den Gleichungen (I) (siehe 1.17) und (I+) folgt
αx =
n∑
i=1
A∗iΓ
1
2 (RN∗i )
∗x −
n∑
i=1
A∗iΨU (R
E∗
i )
∗x
=
n∑
i=1
A∗i
(
Γ
1
2 −ΨU
)
(RN∗i )
∗x
=
n∑
i=1
A∗iα(R
N∗
i )
∗x (x ∈ N∗).
Somit ist
α =
n∑
i=1
A∗iα(R
N∗
i )
∗
=

A1
...
An

∗ (
RN∗1 α
∗ . . . RN∗n α
∗
)∗
.
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Damit ko¨nnen wir folgern, dass
α∗α
=
(
RN∗1 α
∗ . . . RN∗n α
∗
)
A1
...
An


A1
...
An

∗ (
RN∗1 α
∗ . . . RN∗n α
∗
)∗
≤
(
RN∗1 α
∗ . . . RN∗n α
∗
)(
RN∗1 α
∗ . . . RN∗n α
∗
)∗ denn
∥∥∥∥∥∥∥∥

A1
...
An

∥∥∥∥∥∥∥∥ ≤ 1

=
n∑
i=1
(RN∗i )α
∗α(RN∗i )
∗.
Daher ist
∇RN∗ (−α∗α) = −α∗α+
n∑
i=1
(RN∗i )α
∗α(RN∗i )
∗ ≥ 0.
Nach 1.18 (und der zugeho¨rigen Bemerkung 1.20) ist −α∗α ≥ 0 und somit
muss α = 0 gelten. Damit haben wir gezeigt, dass
Γ
1
2 = ΨU |N∗
gilt.
Nun ko¨nnen wir die Gleichungen (II) und (II+) benutzen, um zu zeigen,
dass X die Kompression des zu U geho¨rigen Multiplikationsoperators MU
auf N und N∗ ist.
Sei x ∈ N∗ gegeben. Dann gilt
PEX∗x =
n∑
i=1
B∗i Γ
1
2 (RN∗i )
∗x+D∗PE∗x nach (II+)
=
n∑
i=1
B∗i ΨU (R
N∗
i )
∗x+D∗PE∗x
= PEM∗Ux nach (II).
Da fu¨r alle a ∈ F auch (RE∗a )∗x ∈ N∗ ist, ko¨nnen wir diese Gleichung auch
mit (RE∗a )
∗x statt x anwenden und erhalten
(X∗x)a = P
E(REa )
∗X∗x
= PEX∗(RE∗a )
∗x
= PEM∗U (R
E∗
a )
∗x
= PE(REa )
∗M∗Ux
= (M∗Ux)a (a ∈ F ).
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fu¨r alle a ∈ F . Man beachte dabei, dass
X∗(RE∗a )
∗x = X∗(RN∗a )
∗x = (RNa )
∗X∗x = (REa )
∗X∗x
nach den Voraussetzungen an die Ra¨ume N,N∗ und den Operator X gilt
und dass nach 1.6
MUR
E
a = R
E∗
a MU .
Es folgt X∗x = M∗Ux fu¨r beliebiges x ∈ N∗ und damit ist
X = PN∗MU |N.
Die Behauptung ist gezeigt. 
Als Folgerung dieses Commutant-Lifting-Satzes erhalten wir nun zusam-
men mit 1.6 eine Charakterisierung der kontraktiven Multiplikatoren. Jeder
solche la¨sst sich in der Form φU mit einem Hilbertraum H und einer Kon-
traktion U : H ⊕ E→ Hn ⊕ E∗ darstellen.
Korollar 1.23.
Zu jedem φ ∈M1(E,E∗) existieren ein Hilbertraum H und eine Kontraktion
U ∈ L(H ⊕ E,Hn ⊕ E∗) mit φ = φU . Man kann dabei H = F2(E∗) wa¨hlen.
Beweis.
Wir wenden 1.22 auf den Fall N = F2(E), N∗ = F2(E∗) und X = Mφ an.
Dazu beachte man, dass
MφR
E
i = R
E∗
i Mφ (i = 1, . . . , n)
nach 1.6 gilt. Wir erhalten dadurch H und U wie gewu¨nscht mit
Mφ = MU = MφU .
Da ein Multiplikator bereits durch seinen Multiplikationsoperator eindeutig
bestimmt ist, folgt φ = φU , was zu zeigen war. 
Bemerkung 1.24.
Im Beweis von 1.22 kann man durch geeignete Wahl von H zusa¨tzlich errei-
chen, dass U in 1.22 (und 1.23) unita¨r gewa¨hlt werden kann.
Kommutative und nichtkommutative Multiplikatoren
Wie zuvor seien Hilbertra¨ume E,E∗ gegeben.
Ziel dieses Abschnitts ist es, eine kanonische Zuordnung zwischen den nicht-
kommutativen und den kommutativen Multiplikatoren von E nach E∗ zu
definieren. Dabei nutzen wir aus, dass jeder Multiplikator φ ∈ M1(E,E∗)
nach 1.23 von einer kontraktiven Operatormatrix dargestellt wird. Diese
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stellt aber nach 1.13 auch einen kommutativen Multiplikator φc dar, den
wir φ zuordnen wollen. Wir zeigen, dass so eine wohldefinierte Surjektion
M1(E,E∗)→Mc1(E,E∗)
entsteht. Diese kann auf einfache Weise dargestellt werden und la¨sst sich zu
einem kontraktiven Banachraum-Epimorphismus
S : M(E,E∗)→Mc(E,E∗)
fortsetzen, der das Liften mit Konstante 1 erlaubt.
Zuna¨chst zeigen wir dass der von einer Matrixkontraktion dargestellte kom-
mutative Multiplikator schon durch den von ihr dargestellten nichtkommu-
tativen Multiplikator eindeutig bestimmt ist.
Lemma 1.25.
(a) Fu¨r φ = (φa)a∈F ∈M(E,E∗) und z ∈ B konvergiert
S(φ) (z) =
∑
a∈F
zaφa ∈ L(E,E∗)
bezu¨glich der starken Operatortopologie. Weiter gilt
‖S(φ) (z)‖ ≤
(
1
1− |z|2
) 1
2
· ‖φ‖ .
(b) Ist H ein Hilbertraum, U ∈ L(H⊕E,Hn⊕E∗) eine Kontraktion, so gilt
φcU (z) = S(φU ) (z)
fu¨r alle z ∈ B.
(c) Sind H, Hˆ Hilbertra¨ume und
U ∈ L(H ⊕ E,Hn ⊕ E∗), Uˆ ∈ L(Hˆ ⊕ E, Hˆn ⊕ E∗)
Kontraktionen mit φU = φUˆ , so gilt auch φ
c
U = φ
c
Uˆ
.
Beweis.
(a) Fu¨r x ∈ E ist∑
a∈F
‖φax‖2 = ‖φ • (e0 ⊗ x)‖2 ≤ ‖φ‖2 · ‖x‖2 .
Wegen ∑
a∈F
|za|2 = 11− |z|2 (siehe 1.10)
folgt mit der Cauchy-Schwarz-Ungleichung∑
a∈F
‖za · φax‖ ≤
(
1
1− |z|2
) 1
2
· ‖φ‖ · ‖x‖ (x ∈ E).
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Dies impliziert die Behauptung.
(b) Wir schreiben
U =

A1 B1
...
...
An Bn
C D

mit
Aj : H→ H, Bj : E→ H, C : H→ E∗, D : E→ E∗ (j = 1, . . . , n).
Nach Definition von φU gilt dann φU,0 = D und
φU,(a,j) = CAaBj (a ∈ F, j = 1, . . . , n).
Es folgt (siehe Satz 1.13)
φcU (z) = D + C
IH − n∑
j=1
zjAj
−1 n∑
j=1
zjBj

= D + C
∞∑
k=0
 n∑
j=1
zjAj
k n∑
j=1
zjBj

= D + C
∞∑
k=0
∑
|a|=k
zaAa
 n∑
j=1
zjBj

= D +
∞∑
k=0
∑
|a|=k
n∑
j=1
zazjCAaBj

= φU,0 +
∞∑
k=0
∑
|a|=k
n∑
j=1
z(a,j)φU,(a,j)

=
∞∑
k=0
∑
|a|=k
zaφU,a
 (z ∈ B).
mit Konvergenz bezu¨glich der Operatornorm. Mit (a) folgt nun fu¨r alle
z ∈ B und alle x ∈ E, dass
S(φU )(z) x =
∑
a∈F
zaφU,ax =
∞∑
k=0
∑
|a|=k
zaφU,ax = φcU (z) x
gilt, was zu zeigen war.
(c) Dies ist klar nach (b).

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Nun ko¨nnen wir zeigen, dass eine natu¨rliche lineare und kontraktive Sur-
jektion S : M(E,E∗)→Mc(E,E∗) besteht, die auch die Darstellungen durch
Operatormatrizen respektiert. Dies ist das Hauptresultat dieses Abschnitts.
Satz 1.26.
Die Abbildung
S : M(E,E∗)→Mc(E,E∗)
mit
S(φ) (z) = SOT−
∑
a∈F
zaφa (φ ∈M(E,E∗), z ∈ B)
ist wohldefiniert, linear, kontraktiv und surjektiv.
Weiterhin gilt
S(φU ) = φcU
fu¨r eine Kontraktion U ∈ L(H ⊕ E,Hn ⊕ E∗) (H Hilbertraum).
Beweis.
Nach 1.23 und 1.25 (c) ko¨nnen wir eine Abbildung
S1 : M1(E,E∗)→Mc1(E,E∗)
definieren durch
S1(φU ) = φcU ,
falls H ein Hilbertraum und U ∈ L(H ⊕ E,Hn ⊕ E∗) eine Kontraktion ist.
Nach 1.25 (b) gilt
S1(φ) (z) = SOT−
∑
a∈F
zaφa
fu¨r alle z ∈ B und alle φ = (φa)a∈F ∈M1(E,E∗).
Nach 1.13 ist S1 surjektiv.
Ist nun ein beliebiger (nicht notwendig kontraktiver) nichtkommutativer
Multiplikator φ = (φa)a∈F ∈M(E,E∗) mit φ 6= 0 gegeben, so ist
φ
‖φ‖ ∈M1(E,E∗)
und es gilt
‖φ‖ ·
(
S1
(
φ
‖φ‖
)
(z)
)
= ‖φ‖ ·
(
SOT−
∑
a∈F
za
φa
‖φ‖
)
= SOT−
∑
a∈F
zaφa
fu¨r alle z ∈ B. Dies zeigt, dass
S(φ) : B→ L(E,E∗), S(φ) (z) = SOT−
∑
a∈F
zaφa
ein kommutativer Multiplikator ist. Die Abbildung
S : M(E,E∗)→Mc(E,E∗), φ 7→ S(φ)
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ist damit wohldefiniert. Offenbar ist S eine lineare Fortsezung von S1.
Wegen SM1(E,E∗) = Mc1(E,E∗) ist S kontraktiv und surjektiv.
Aus 1.25 (b) folgt schliesslich
S(φU ) = φcU
fu¨r eine Kontraktion U ∈ L(H ⊕ E,Hn ⊕ E∗) (H Hilbertraum). 
Bemerkung 1.27.
Wir ko¨nnen die Surjektivita¨tsaussage in 1.26 noch verbessern. Wie wir im
Beweis gesehen haben gilt
SM1(E,E∗) = Mc1(E,E∗).
Folglich erlaubt S das Liften mit Konstante 1, dass heißt man kann zu jedem
Element aus Mc(E,E∗) ein normgleiches Urbild unter S in M(E,E∗) finden.
Abschließend wollen wir fu¨r einen Multiplikator φ ∈ M(E,E∗) zeigen, dass
der Multiplikationsoperator zu S(φ) gerade die Kompression von Mφ ist,
wenn man die Ra¨ume H(B,E) und H(B,E∗) mit Teilra¨umen der entspre-
chenden Fockra¨ume identifiziert. Man vergleiche dazu auch 1.9.
Zur Vorbereitung brauchen wir noch das folgende Lemma.
Lemma 1.28.
Fu¨r φ = (φa)a∈F ∈M(E,E∗), x = (xb)b∈F ∈ F2(E) und z ∈ B konvergiert∑
(a,b)∈F×F
zazbφa(xb)
in E∗ absolut.
Beweis.
Nach dem Beweis von 1.25 (a) ist∑
a∈F
‖zaφaxb‖ ≤
(
1
1− |z|2
) 1
2
· ‖φ‖ · ‖xb‖
fu¨r alle b ∈ F . Damit folgt∑
b∈F
(∑
a∈F
‖zaφaxb‖
)2
≤ 1
1− |z|2 · ‖φ‖
2 ·
∑
b∈F
‖xb‖2
=
1
1− |z|2 · ‖φ‖
2 · ‖x‖2 .
Wegen ∑
b∈F
|zb|2 = 11− |z|2 (siehe 1.10)
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folgt mit der Cauchy-Schwarz-Ungleichung∑
(a,b)∈F×F
‖zazbφa(xb)‖ =
∑
b∈F
|zb| ·
(∑
a∈F
‖zaφaxb‖
)
≤ 1
1− |z|2 · ‖φ‖ · ‖x‖ <∞.

Nun ko¨nnen wir zeigen, dass der angeku¨ndigte Zusammenhang zwischen den
Multiplikationsoperatoren zu φ und S(φ) besteht.
Satz 1.29.
Fu¨r alle φ ∈M(E,E∗) gilt
MS(φ)P
E
+ = P
E∗
+ Mφ.
Insbesondere ist
MS(φ) = P
E∗
+ Mφi
E.
Beweis.
Seien φ = (φa)a∈F ∈M(E,E∗), x = (xb)b∈F ∈ F2(E) und z ∈ B.
Nach 1.10 und 1.26 gilt(
PE∗+ Mφx
)
(z) =
∑
c∈F
zc (Mφx)c
=
∑
c∈F
∑
(a,b)=c
zazbφa(xb)
=
∑
a,b∈F×F
zazbφa(xb)
=
∑
a∈F
(
zaφa
(∑
b∈F
zbxb
))
=
∑
a∈F
(
zaφa
(
PE+x (z)
))
=
(
S(φ) (z)
) (
PE+x (z)
)
=
(
MS(φ)P
E
+x
)
(z).
Man beachte dabei, dass die auftretenden Summen nach 1.28 absolut kon-
vergieren. Da x ∈ F2(E) und z ∈ B beliebig waren, folgt nun
PE∗+ Mφ = MS(φ)P
E
+.
Die zweite behauptete Gleichung folgt aus der ersten, da iE =
(
PE+
)∗ eine
Isometrie ist (siehe 1.9). 

KAPITEL 2
Die charakteristische Funktion
Einleitung
In diesem Kapitel untersuchen wir die charakteristische Funktion zu einer
(nichtvertauschenden) n-Kontraktion T auf einem Hilbertraum. Diese de-
finieren wir als Multiplikationsoperator zu einem geeigneten Multiplikator
zwischen den Defektra¨umen von T und T ∗, der von einer unita¨ren Opera-
tormatrix dargestellt wird.
Wir erhalten damit im Wesentlichen den Begriff der charakteristischen Funk-
tion, der von G. Popescu in [46] untersucht wird. Wir geben dann neue Be-
weise fu¨r einige Resultate aus dieser Arbeit. Dazu geho¨ren Modellsa¨tze fu¨r
C·0-Kontraktionen beziehungsweise fu¨r vollsta¨ndig nicht koisometrische n-
Kontraktionen (vergleiche Satz 4.1 in [46]) und die Folgerung daraus, dass
zwei vollsta¨ndig nicht koisometrische n-Kontraktionen genau dann unita¨r
a¨quivalent sind, wenn ihre charakteristischen Funktionen u¨bereinstimmen
(vergleiche Satz 5.4 in [46]).
Fu¨r vertauschende n-Kontraktionen wurden entsprechende Resultate von
T. Bhattacharyya, J. Eschmeier und J. Sarkar (vergleiche [9], Satz 4.4) ge-
zeigt. Teilweise lassen sich die Beweisideen aus dieser Arbeit auch in unserem
Fall einsetzen.
Außerdem untersuchen wir die Frage, wann eine n-Kontraktion T a¨hnlich
zu einem spha¨risch unita¨ren Tupel ist. Dazu benutzen wir die minimale iso-
metrische Dilatation von T und orthogonale Zerlegungen des Raumes, auf
dem sie definiert ist (siehe dazu [47]). Wir ko¨nnen zeigen, dass T genau
dann a¨hnlich zu einem spha¨risch unita¨ren Tupel ist, wenn die charakteristi-
sche Funktion von T invertierbar ist. Dieses Kriterium wurde im Fall n = 1
bereits von B. Sz.-Nagy in [51] gezeigt.
Definition und einfache Eigenschaften
Im Folgenden sei H stets ein Hilbertraum und T = (T1, . . . , Tn) ∈ L(H)n
eine n-Kontraktion auf H, das heißt, es gilt
n∑
i=1
TiT
∗
i ≤ IH.
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Damit ist der Zeilenoperator
T : Hn → H, (hi)ni=1 7→
n∑
i=1
Tihi
eine Kontraktion. Weiterhin betrachten wir die zu T beziehungsweise T ∗
geho¨rigen Defektoperatoren
DT = (IHn − T ∗T )
1
2 ∈ L (Hn) und DT ∗ = (IH − TT ∗)
1
2 ∈ L(H)
und die entsprechenden Defektra¨ume
DT = DTHn ⊂ Hn und DT ∗ = DT ∗H ⊂ H.
Man kann leicht nachrechnen, dass
TDT = DT ∗T
gilt. Folglich ist TDT ⊂ DT ∗ .
Außerdem erha¨lt man durch Adjungieren die Gleichung
DTT
∗ = T ∗DT ∗
und somit folgt T ∗DT ∗ ⊂ DT .
Ist H ein Hilbertraum und j = 1, . . . , n, so schreiben wir im Folgenden
PHj : H
n → H, (hi)ni=1 7→ hj
fu¨r die Projektion von Hn auf die j-te Komponente.
Die folgende einfache Proposition ist spa¨ter nu¨tzlich.
Proposition 2.1.
Es gilt
PHj D
2
T (P
H
i )
∗ = δi,jIH − T ∗j Ti
fu¨r alle i, j = 1, . . . , n.
Beweis.
Offenbar gilt T (PHi )
∗ = Ti und PHj (P
H
i )
∗ = δi,jIH fu¨r alle i, j = 1, . . . , n.
Also folgt
PHj D
2
T (P
H
i )
∗ = PHj (IH − T ∗T ) (PHi )∗
= PHj (P
H
i )
∗ −
(
T (PHj )
∗
)∗
T (PHi )
∗
= δi,jIH − T ∗j Ti (i, j = 1, . . . , n).

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Wir betrachten im Folgenden zu T die Operatormatrix
UT =
(
A B
C D
)
∈ L (H ⊕DT ,Hn ⊕DT ∗) ,
die durch
A = T ∗ : H→ Hn,
B = DT |DT : DT → Hn,
C = DT ∗ : H→ DT ∗ ,
D = −T |DT : DT → DT ∗ .
definiert wird. Es gilt das folgende Lemma.
Lemma 2.2.
Der Operator UT zur n-Kontraktion T ist unita¨r.
Beweis.
Mit
U∗T =
(
A∗ C∗
B∗ D∗
)
erha¨lt man
UTU
∗
T =
(
AA∗ +BB∗ AC∗ +BD∗
CA∗ +DB∗ CC∗ +DD∗
)
=
(
IHn 0
0 IDT∗
)
,
wie man leicht nachrechnet.
Ebenso sieht man, dass U∗TUT = IH⊕DT gilt. Es folgt die Behauptung. 
Nun sind wir in der Lage, die charakteristische Funktion zu T zu definieren.
Definition 2.3.
Fu¨r eine n-Kontraktion T erhalten wir zu UT gema¨ß 1.16 einen Multiplikator
θT = φUT ∈M1 (DT ,DT ∗) .
Der zugeho¨rige kontraktive Multiplikationsoperator
MθT : F
2(DT )→ F2(DT ∗)
heißt charakteristische Funktion zu T .
In der folgenden Bemerkung geben wir eine explizite Beschreibung der Kom-
ponenten von θT in Abha¨ngigkeit von T .
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Bemerkung 2.4.
(a) Schreiben wir
A =

A1
...
An
 und B =

B1
...
Bn

als Spaltenoperatoren, so gilt
Aj = T ∗j und Bj = P
H
j DT |DT (j = 1, . . . , n).
Fu¨r a ∈ F erha¨lt man
Aa = T ∗a′ .
(b) Fu¨r θT = (θT,a)a∈F erha¨lt man aus (a) und der Definition des von einer
Matrixkontraktion dargestellten Multiplikators (siehe Definition 1.15),
dass
θT,0 = −T |DT ∈ L (DT ,DT ∗)
und
θT,(a,j) = DT ∗T
∗
a′P
H
j DT |DT ∈ L (DT ,DT ∗) (a ∈ F, j = 1, . . . , n).
(c) Die zugeho¨rigen adjungierten Operatoren ergeben sich als
θ∗T,0 = −T ∗|DT∗ ∈ L (DT ∗ ,DT )
(beachte, dass T ∗DT ∗ ⊂ DT ) und
θ∗T,(a,j) = DT (P
H
j )
∗Ta′DT ∗ |DT∗ ∈ L (DT ∗ ,DT ) (a ∈ F, j = 1, . . . , n).
Wir wollen an dieser Stelle kurz auf einen Vergleich mit der von G. Po-
pescu konstruierten charakteristischen Funktion eingehen. In [46] wird die
charakteristische Funktion von T als Operator
DT → F2 (DT ∗) , x 7→ (φax)a∈F
mit φ0 = −T |DT ∈ L (DT ,DT ∗) und
φ(j,a) = DT ∗T
∗
aP
DT
j DT |DT ∈ L (DT ,DT ∗) (a ∈ F, j = 1, . . . , n).
definiert.
Dies unterscheidet sich von unserer Definition nur insofern, als dass durch
dieses Tupel (φa)a∈F ein Rechtsmultiplikator (an Stelle eines Linksmulti-
plikators) von E nach E∗ gegeben ist und dass nur die Einschra¨nkung des
zugeho¨rigen Multiplikationsoperators auf DT ⊂ F2(DT ) betrachtet wird.
Letzteres bedeutet jedoch nach 1.7 (b) keinen Verlust an Information. Die
Unterschiede der beiden Definitionen fu¨r die charakteristische Funktion sind
also rein formaler Natur.
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Im Folgenden wollen wir die Frage untersuchen, inwieweit eine n-Kontrak-
tion durch ihre charakteristische Funktion schon eindeutig bestimmt ist. Zur
Vorbereitung beweisen wir ein einfaches Lemma.
Lemma 2.5.
Seien E,E∗, E˜, E˜∗ Hilbertra¨ume und
φ = (φa)a∈F ∈M(E,E∗), φ˜ = (φ˜a)a∈F ∈M(E˜, E˜∗)
Multiplikatoren. Fu¨r Operatoren
τ : E→ E˜, τ∗ : E∗ → E˜∗
sind die folgenden Bedingungen a¨quivalent:
(i) Es gilt
Mφ˜ ◦ (IF2 ⊗ τ) = (IF2 ⊗ τ∗) ◦Mφ.
(ii) Es gilt
Mφ˜|E˜ ◦ τ = (IF2 ⊗ τ∗) ◦Mφ|E.
(iii) Es gilt
φ˜a ◦ τ = τ∗ ◦ φa
fu¨r alle a ∈ F .
Beweis.
Fu¨r alle x ∈ E gilt
(Mφ˜|E˜)τx = (φ˜aτx)a∈F
und
(IF2 ⊗ τ∗) (Mφ|E)x = (τ∗φax)a∈F .
Damit folgt die A¨quivalenz von (ii) und (iii).
Die Implikation (i)⇒ (ii) folgt unmittelbar durch Einschra¨nken auf E.
Wir setzen nun (iii) voraus. Fu¨r alle x = (xa)a∈F ∈ F2(E) gilt
Mφ˜ (IF2 ⊗ τ)x =
 ∑
(a,b)=c
φ˜aτxb

c∈F
=
 ∑
(a,b)=c
τ∗φaxb

c∈F
nach (iii)
= (IF2 ⊗ τ∗)
 ∑
(a,b)=c
φaxb

c∈F
= (IF2 ⊗ τ∗)Mφx.
Damit folgt (i) und dies beendet den Beweis. 
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Definition 2.6.
Seien E,E∗, E˜, E˜∗ Hilbertra¨ume.
Definitionsgema¨ß stimmen Multiplikatoren φ ∈ M(E,E∗) und φ˜ ∈ M(E˜, E˜∗)
u¨berein, wenn es unita¨re Operatoren τ : E → E˜ und τ∗ : E∗ → E˜∗ gibt, die
die a¨quivalenten Bedingungen (i) bis (iii) aus 2.5 erfu¨llen.
In diesem Fall sagt man auch, dass die entsprechenden Multiplikationsope-
ratoren Mφ und Mφ˜ u¨bereinstimmen.
Sei nun H˜ ein weiterer Hilbertraum und T˜ = (T˜1, . . . , T˜n) ∈ L(H˜)n eine
n-Kontraktion auf H˜. Man nennt T und T˜ unita¨r a¨quivalent, wenn es einen
unita¨ren Operator σ : H→ H˜ gibt mit
T˜jσ = σTj (j = 1, . . . , n).
Wir beenden diesen Abschnitt mit der Beobachtung, dass die charakteristi-
schen Funktionen zweier unita¨r a¨quivalenter n-Kontraktionen stets u¨berein-
stimmen.
Satz 2.7.
Falls T und T˜ unita¨r a¨quivalent sind, so stimmen ihre charakteristischen
Funktionen u¨berein.
Beweis.
Es sei σ : H→ H˜ unita¨r mit T˜jσ = σTj fu¨r j = 1, . . . , n. Dann ist auch
σ(n) =
n⊕
j=1
σ : Hn → H˜n
unita¨r. Man kann leicht nachrechnen, dass
σ(n)D2T = D
2
T˜
σ(n) und σD2T ∗ = D
2
T˜ ∗σ
gilt. Da DT , DT˜ , DT ∗ , DT˜ ∗ positiv sind, folgt daraus
σ(n)DT = DT˜σ
(n) und σDT ∗ = DT˜ ∗σ.
Damit sind die Operatoren
τ = σ(n)|DT : DT → DT˜ und τ∗ = σ|DT∗ : DT ∗ → DT˜ ∗
wohldefiniert und unita¨r.
Wir betrachten nun die Multiplikatoren
θT = (θT,a)a∈F ∈M(DT ,DT ∗)
sowie
θT˜ = (θT˜ ,a)a∈F ∈M(DT˜ ,DT˜ ∗)
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zu den charakteristischen Funktionen von T und T˜ .
Es genu¨gt zu zeigen, dass
θT˜ ,a ◦ τ = τ∗ ◦ θT,a (a ∈ F )
gilt (vergleiche (iii) in 2.5).
Zuna¨chst betrachten wir a = 0. Nach 2.4(b) gilt
θT,0 = −T |DT und θT˜ ,0 = −T˜ |DT˜ .
Fu¨r alle x = (xj)nj=1 ∈ DT ⊂ Hn folgt(
τ∗ ◦θT,0
)
x = −σTx = −
n∑
j=1
σTjxj = −
n∑
j=1
T˜jσxj = −T˜ σ(n)x =
(
θT˜ ,0 ◦τ
)
x.
Sei nun a ∈ F und j ∈ {1, . . . , n}. Bemerkung 2.4(b) liefert hier
θT,(a,j) = DT ∗T
∗
a′P
H
j DT |DT
und entsprechend
θT˜ ,(a,j) = DT˜ ∗ T˜
∗
a′P
H˜
j DT˜ |DT˜ .
Damit folgt fu¨r x ∈ DT ⊂ Hn(
τ∗ ◦ θT,(a,j)
)
x = σDT ∗T ∗a′P
H
j DTx
= DT˜ ∗ T˜
∗
a′P
H˜
j DT˜σ
(n)x
=
(
θT˜ ,(a,j) ◦ τ
)
x,
denn offenbar ist σPHj = P
H˜
j σ
(n) und alle anderen beno¨tigten Vertau-
schungsrelationen fu¨r σ und σ(n) wurden bereits oben erwa¨hnt.
Es folgt die Behauptung. 
Modellsa¨tze und unita¨re A¨quivalenz
Wir wollen in diesem Abschnitt zeigen, dass fu¨r vollsta¨ndig nicht koisome-
trische n-Kontraktionen in 2.7 auch die Umkehrung gilt. Dazu beweisen wir
zuna¨chst Modellsa¨tze fu¨r C·0-Kontraktionen und vollsta¨ndig nicht koisome-
trische n-Kontraktionen.
Sei H ein Hilbertraum und T = (T1, . . . , Tn) ∈ L(H)n eine n-Kontraktion
auf H, weiterhin seien UT und θT wie zuvor.
Wir betrachten nun den kontraktiven Operator L = LT = ΨUT wie in 1.17.
Mit dieser Definition und 2.4(a) erha¨lt man
L : F2(DT ∗)→ H, (xa)a∈F 7→
∑
a∈F
Ta′DT ∗xa
und
L∗ : H→ F2(DT ∗), x 7→
(
DT ∗T
∗
a′x
)
a∈F .
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Bemerkung 2.8.
Da T eine n-Kontraktion ist, folgt induktiv, dass∑
|a|=k
TaT
∗
a

k∈N
eine monoton fallende Folge positiver Operatoren ist. Somit existiert
T∞ = SOT− lim
k→∞
∑
|a|=k
TaT
∗
a ∈ L(H).
Dieser Operator T∞ ist positiv und hat Norm ≤ 1.
Wir betrachten weiterhin wie in [47] die orthogonale Zerlegung
H = H0 ⊕H1 ⊕H2
von H in die Ra¨ume
H0 = {x ∈ H;
∑
|a|=k
‖T ∗ax‖2 k−→ 0} = kerT∞,
H1 = {x ∈ H;
∑
|a|=k
‖T ∗ax‖2 = ‖x‖2 fu¨r alle k ∈ N} = ker (I − T∞) ,
H2 = H 	 (H0 +H1) .
Wie bereits erwa¨hnt, nennt man T eine C·0-Kontraktion, falls T∞ = 0 gilt,
oder a¨quivalent, wenn H0 = H ist. Man nennt T vollsta¨ndig nicht koisome-
trisch, falls H1 = {0} ist. Somit ist jede C·0-Kontraktion vollsta¨ndig nicht
koisometrisch. Im folgenden Lemma charakterisieren wir diese Begriffe mit-
hilfe des Operators L.
Lemma 2.9.
(a) Der Operator L erfu¨llt die Gleichung
LL∗ = IH − T∞.
Insbesondere ist T genau dann eine C·0-Kontraktion, wenn L∗ isome-
trisch ist.
(b) Es ist kerL∗ = H1.
Folglich ist T genau dann vollsta¨ndig nicht koisometrisch, wenn L∗ in-
jektiv ist, also genau dann, wenn L dichtes Bild hat.
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Beweis.
(a) Sei x ∈ H. Dann gilt
LL∗x = L (DT ∗(Ta′)∗x)a∈F
=
∑
a∈F
Ta′D
2
T ∗T
∗
a′x
=
∑
a∈F
Ta
(
I −
n∑
i=1
TiT
∗
i
)
T ∗ax
=
∞∑
k=0
∑
|a|=k
(
TaT
∗
ax−
n∑
i=1
T(a,i)T
∗
(a,i)x
)
=
∞∑
k=0
∑
|a|=k
TaT
∗
ax−
∑
|a|=k+1
TaT
∗
ax

= x− lim
k→∞
∑
|a|=k
TaT
∗
ax
= x− T∞x
und somit ist
LL∗ = IH − T∞.
(b) Aus (a) folgt mit kerL∗ = kerLL∗, dass
kerL∗ = {x ∈ H; T∞x = x}.
Gilt nun T∞x = x fu¨r ein x ∈ H, so folgt
‖x‖2 ≥ 〈
∑
|a|=k
TaT
∗
ax, x〉 ≥ 〈T∞x, x〉 = ‖x‖2 (k ∈ N).
Also ist dann x ∈ H1.
Ist umgekehrt x ∈ H1, so folgt wie oben
〈T∞x, x〉 = lim
k→∞
〈
∑
|a|=k
TaT
∗
ax, x〉 = lim
k→∞
∑
|a|=k
‖T ∗ax‖2 = ‖x‖2
und da T∞ kontraktiv ist, muss T∞x = x gelten.

Wir wollen nun den Operator L in Verbindung mit der charakteristischen
Funktion von T bringen. Zur Vorbereitung beno¨tigen wir das folgende tech-
nische Lemma, das die Operatoren
θT,aθ
∗
T,b ∈ L(DT ∗) (a, b ∈ F )
beschreibt.
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Lemma 2.10.
Seien x, y ∈ DT ∗ gegeben.
(a) Fu¨r a, b ∈ F und i, j ∈ {1, . . . , n} gilt
〈θ∗T,(a,i)x, θ∗T,(b,j)y〉
= δi,j · 〈Ta′DT ∗x, Tb′DT ∗y〉 − 〈T(a,i)′DT ∗x, T(b,j)′DT ∗y〉.
(b) Fu¨r b ∈ F \ {0} gilt
〈θ∗T,0x, θ∗T,by〉 = −〈DT ∗x, Tb′DT ∗y〉.
(c) Schließlich gilt
〈θ∗T,0x, θ∗T,0y〉 = 〈x, y〉 − 〈DT ∗x,DT ∗y〉.
Beweis.
(a) Nach 2.4(c) und 2.1 gilt
〈θ∗T,(a,i)x, θ∗T,(b,j)y〉
= 〈DT (PHi )∗Ta′DT ∗x,DT (PHj )∗Tb′DT ∗y〉
= 〈(δi,jIH − T ∗j Ti)Ta′DT ∗x, Tb′DT ∗y〉
= δi,j · 〈Ta′DT ∗x, Tb′DT ∗y〉 − 〈T(a,i)′DT ∗x, T(b,j)′DT ∗y〉.
(b) Es gilt
TDT (PHj )
∗ = DT ∗T (PHj )
∗ = DT ∗Tj (j = 1, . . . , n).
Wir schreiben b = (b1, . . . , bm). Mit 2.4(c) folgt
〈θ∗T,0x, θ∗T,by〉 = 〈−T ∗x,DT (PHbm)∗Tbm−1 . . . Tb1DT ∗y〉
= −〈x,DT ∗TbmTbm−1 . . . Tb1DT ∗y〉
= −〈DT ∗x, Tb′DT ∗y〉.
(c) Nach 2.4(c) ist θ∗T,0 = −T ∗|DT∗ und folglich gilt
〈θ∗T,0x, θ∗T,0y〉 = 〈T ∗x, T ∗y〉 = 〈x, y〉 − 〈DT ∗x,DT ∗y〉.
Die Behauptung ist damit gezeigt.

Der folgende Satz liefert einen essentiellen Zusammenhang zwischen dem
Operator L und der charakteristischen Funktion von T und bildet so die
Grundlage fu¨r das weitere Vorgehen.
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Satz 2.11.
Es gilt die Identita¨t
L∗L+MθTM
∗
θT
= IF2(DT∗ ).
Beweis.
Es genu¨gt zu zeigen, dass
〈L ea ⊗ x, L eb ⊗ y〉+ 〈M∗θT ea ⊗ x,M∗θT eb ⊗ y〉 = 〈ea ⊗ x, eb ⊗ y〉
fu¨r alle a, b ∈ F und alle x, y ∈ DT ∗ gilt.
Wir betrachten zuna¨chst die beiden Summanden auf der linken Seite dieser
Gleichung. Nach Definition von L gilt
〈L ea ⊗ x, L eb ⊗ y〉 = 〈Ta′DT ∗x, Tb′DT ∗y〉.
Nach 1.8 gilt mit θT = (θT,c)c∈F ∈M(DT ,DT ∗), dass
〈M∗θT ea ⊗ x,M∗θT eb ⊗ y〉 = 〈
∑
(c,r)=a
er ⊗ θ∗T,cx,
∑
(d,s)=b
es ⊗ θ∗T,dy〉
=
∑
(c,r)=a, (d,s)=b
〈er, es〉 · 〈θ∗T,cx, θ∗T,dy〉
=
∑
(c,r)=a, (d,r)=b
〈θ∗T,cx, θ∗T,dy〉,
denn es ist 〈er, es〉 = δr,s (r, s ∈ F ).
Auf der rechten Seite ergibt sich
〈ea ⊗ x, eb ⊗ y〉 = 〈ea, eb〉 · 〈x, y〉 =
{
〈x, y〉 , falls a = b,
0 , sonst.
Wir wollen die Gleichheit nun durch Fallunterscheidung nach a und b zeigen.
Sei zuna¨chst a = b = 0.
Fu¨r c, d, r ∈ F gilt dann (c, r) = a und (d, r) = b nur mit c = d = r = 0.
Mit 2.10 (c) folgt
〈M∗θT ea ⊗ x,M∗θT eb ⊗ y〉 = 〈θ∗T,0x, θ∗T,0y〉
= 〈x, y〉 − 〈DT ∗x,DT ∗y〉
= 〈x, y〉 − 〈L ea ⊗ x, L eb ⊗ y〉,
wie gewu¨nscht.
Nun betrachten wir den Fall, dass a = b = (a1, . . . , am) ∈ F \ {0} gilt.
Fu¨r c, r, d ∈ F mit (c, r) = a gilt (d, r) = b genau dann, wenn d = c ist.
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Mit 2.10 (a) und (c) folgt
〈M∗θT ea ⊗ x,M∗θT eb ⊗ y〉
=
∑
(c,r)=a
〈θ∗T,cx, θ∗T,cy〉
= 〈θ∗T,0x, θ∗T,0y〉+
m∑
k=1
〈θ∗T,(a1,...,ak)x, θ∗T,(a1,...,ak)y〉
= 〈x, y〉 − 〈DT ∗x,DT ∗y〉
+
m∑
k=1
〈Tak−1 . . . Ta1DT ∗x, Tak−1 . . . Ta1DT ∗y〉
−
m∑
k=1
〈Tak . . . Ta1DT ∗x, Tak . . . Ta1DT ∗y〉
= 〈x, y〉 − 〈Ta′DT ∗x, Ta′DT ∗y〉
= 〈x, y〉 − 〈L ea ⊗ x, L eb ⊗ y〉.
Also gilt auch in diesem Fall die zu zeigende Gleichheit.
Sei nun a = 0 und b = (b1, . . . , bl) 6= 0.
Dann ist (c, r) = a und (d, r) = b nur mit c = r = 0 und d = b mo¨glich.
Mit 2.10 (b) folgt
〈M∗θT ea ⊗ x,M∗θT eb ⊗ y〉
= 〈θ∗T,0x, θ∗T,by〉
= −〈DT ∗x, Tb′DT ∗y〉
= −〈L ea ⊗ x, L eb ⊗ y〉.
Dies entspricht der Behauptung.
Fu¨r den na¨chsten Fall, den wir betrachten wollen, sei a = (a1, . . . , am) 6= 0
und
b = (b1, . . . , bl, a)
mit l ≥ 1. Insbesondere haben wir also a 6= b.
Dann gilt fu¨r c, r, d ∈ F mit (c, r) = a die Identita¨t (d, r) = b genau dann,
wenn d = (b1, . . . , bl, c) ist. Mit 2.10 (a) und (b) folgt
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〈M∗θT ea ⊗ x,M∗θT eb ⊗ y〉
=
∑
(c,r)=a
〈θ∗T,cx, θ∗T,(b1,...,bl,c)y〉
= 〈θ∗T,0x, θ∗T,(b1,...,bl)y〉+
m∑
k=1
〈θ∗T,(a1,...,ak)x, θ∗T,(b1,...,bl,a1,...,ak)y〉
= −〈DT ∗x, Tbl . . . Tb1DT ∗y〉
+
m∑
k=1
〈Tak−1 . . . Ta1DT ∗x, Tak−1 . . . Ta1Tbl . . . Tb1DT ∗y〉
−
m∑
k=1
〈Tak . . . Ta1DT ∗x, Tak . . . Ta1Tbl . . . Tb1DT ∗y〉
= −〈Ta′DT ∗x, Tb′DT ∗y〉
= −〈L ea ⊗ x, L eb ⊗ y〉.
Auch dies entspricht der behaupteten Gleichheit.
Falls a = (a1, . . . , al, b) mit l ≥ 1 und b ∈ F beliebig ist, ko¨nnen wir genauso
wie in den beiden vorigen Fa¨llen vorgehen, indem wir die Rollen von a und
b vertauschen.
Nun nehmen wir an, dass wir a = (aˆ, i) und b = (bˆ, j) schreiben ko¨nnen,
wenn aˆ, bˆ ∈ F und i, j = 1, . . . , n mit i 6= j geeignet gewa¨hlt werden. Auch
hier gilt also insbesondere a 6= b.
In diesem Fall ist (c, r) = a und (d, r) = b nur erfu¨llt fu¨r
r = 0, c = a, und d = b.
Es folgt mit 2.10 (a)
〈M∗θT ea ⊗ x,M∗θT eb ⊗ y〉 = 〈θ∗T,ax, θ∗T,by〉
= −〈Ta′DT ∗x, Tb′DT ∗y〉
= −〈L ea ⊗ x, L eb ⊗ y〉,
wie behauptet.
Tritt keiner der bisher behandelten Fa¨lle ein, muss das Folgende gelten.
Es existieren aˆ, bˆ, s ∈ F mit s = (s1, . . . , sm) 6= 0 und i, j ∈ {1, . . . , n} mit
i 6= j, so dass
a = (aˆ, i, s) und b = (bˆ, j, s).
Auch hier gilt also a 6= b.
Fu¨r r, c, d ∈ F ist damit (c, r) = a und (d, r) = b genau dann, wenn
c = (aˆ, i, s1, . . . , sk), d = (bˆ, j, s1, . . . , sk), und r = (sk+1, . . . , sm)
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fu¨r ein geeignetes k = 0, . . . ,m gilt.
Mit 2.10 (a) folgt
〈M∗θT ea ⊗ x,M∗θT eb ⊗ y〉
= 〈θ∗T,(aˆ,i)x, θ∗T,(bˆ,j)y〉+
m∑
k=1
〈θ∗T,(aˆ,i,s1,...,sk)x, θ∗T,(bˆ,j,s1,...,sk)y〉
= −〈T(aˆ,i)′DT ∗x, T(bˆ,j)′DT ∗y〉
+
m∑
k=1
〈T(aˆ,i,s1,...,sk−1)′DT ∗x, T(bˆ,j,s1,...,sk−1)′DT ∗y〉
−
m∑
k=1
〈T(aˆ,i,s1,...,sk)′DT ∗x, T(bˆ,j,s1,...,sk)′DT ∗y〉
= −〈Ta′DT ∗x, Tb′DT ∗y〉
= −〈L ea ⊗ x, L eb ⊗ y〉.
Die Behauptung ist gezeigt. 
Fu¨r den Fall, dass T eine C·0-Kontraktion ist, erhalten wir aus 2.11 eine
erste Folgerung in Bezug auf die charakteristische Funktion MθT .
Korollar 2.12.
Ist T eine C·0-Kontraktion, so ist MθT eine partielle Isometrie.
Beweis.
Falls T die C·0-Bedingung erfu¨llt, so ist L nach 2.9 eine Koisometrie und
damit ist L∗L ∈ L(F2(DT ∗)) eine Orthogonalprojektion. Nach 2.11 ist
MθTM
∗
θT
= IF2(DT∗ ) − L∗L
dann ebenfalls eine Orthogonalprojektion, folglich ist MθT eine partielle Iso-
metrie. 
Aus 2.11 wollen wir Modellsa¨tze fu¨r C·0-Kontraktionen beziehungsweise fu¨r
vollsta¨ndig nicht koisometrische n-Kontraktionen folgern. Dazu brauchen
wir außerdem das folgende Lemma.
Lemma 2.13.
Fu¨r j = 1, . . . , n gilt (
R
DT∗
j
)∗
L∗ = L∗T ∗j .
Insbesondere ist L∗H ⊂ F2(DT ∗) ein rechts-∗-invarianter Teilraum.
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Beweis.
Fu¨r j = 1, . . . , n und h ∈ H gilt(
R
DT∗
j
)∗
L∗h =
(
R
DT∗
j
)∗ (
DT ∗T
∗
a′h
)
a∈F
=
(
DT ∗T
∗
(a,j)′h
)
a∈F
=
(
DT ∗T
∗
a′T
∗
j h
)
a∈F
= L∗T ∗j h.

Ein bekannter Modellsatz zeigt, dass jede n-Kontraktion unita¨r a¨quivalent
zu einem Operatortupel ist, das aus der Summe eines n-Shifts und eines
spha¨risch unita¨ren Tupels durch Kompression auf einen ∗-invarianten Teil-
raum hervorgeht (man vergleiche etwa Satz 2.4.6 in [20]). Im C·0-Fall entfa¨llt
dabei der spha¨risch unita¨re Anteil.
Wir wollen nun ein solches Modell T ∈ L (H)n fu¨r eine C·0-Konstruktion T
konstruieren. Dabei ergibt sich H ⊂ F2(DT ∗) als orthogonales Komplement
des Bildes der charakteristischen Funktion MθT von T .
Satz 2.14. (Modellsatz fu¨r C·0-Kontraktionen)
Sei T eine C·0-Kontraktion auf H.
Der Teilraum
H = HT = F2(DT ∗)	MθTF2(DT ) ⊂ F2(DT ∗)
ist rechts-∗-invariant.
Sei weiterhin T = (T1, . . . ,Tn) die Kompression des Rechtsvorwa¨rtsshifts
auf H, das heißt es gilt
Tj = PHRDT∗j |H (j = 1, . . . , n).
Dann sind T und T unita¨r a¨quivalent.
Beweis.
Da T eine C·0-Kontraktion ist, ist
L∗ : H→ F2(DT ∗)
nach 2.9 eine Isometrie. Damit ist L∗L die Orthogonalprojektion auf L∗H.
Nach 2.11 gilt
MθTM
∗
θT
= I − L∗L.
Somit ist MθTM
∗
θT
die Orthogonalprojektion auf MθTF
2(DT ) und es gilt
L∗H = F2(DT ∗)	MθTF2(DT ) = H.
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Folglich ist L∗ : H→ H ein unita¨rer Operator.
Nach 2.13 ist H = L∗H ein rechts-∗-invarianter Teilraum und es gilt(
R
DT∗
j
)∗
L∗ = L∗T ∗j (j = 1, . . . , n).
Wir haben also
T∗jL∗h =
(
R
DT∗
j
)∗
L∗h = L∗T ∗j h (h ∈ H, j = 1, . . . , n).
Damit sind die Tupel T und T unita¨r a¨quivalent. 
Wir wollen nun diesen Modellsatz auf den Fall verallgemeinern, dass T eine
vollsta¨ndig nicht koisometrische n-Kontraktion ist.
Dazu betrachten wir den Defektoperator ∆ = ∆T der charakteristischen
Funktion von T , das heißt es ist
∆ =
(
I −M∗θTMθT
) 1
2 ∈ L(F2(DT )).
(Man beachte, dass ‖MθT ‖ ≤ 1 gilt.)
Da der Operator L∗ in diesem Fall nicht mehr notwendig isometrisch ist,
erga¨nzen wir ihn in geeigneter Weise zu einem isometrischen Spaltenopera-
tor.
Lemma 2.15.
Sei T vollsta¨ndig nicht koisometrisch.
Dann gibt es genau eine stetig lineare Abbildung k : H→ F2(DT ) mit
kL = −∆M∗θT .
Diese ist kontraktiv und erfu¨llt die folgenden Bedingungen.
(i) Das Bild von k ist im Abschluss des Bildes von ∆ enthalten.
(ii) Es gilt
‖L∗h‖2 + ‖kh‖2 = ‖h‖2 (h ∈ H),
das heißt der Spaltenoperator(
L∗
k
)
: H→ F2(DT ∗)⊕ F2(DT ), h 7→
(
L∗h
kh
)
ist isometrisch.
(iii) Der Operator
kk∗ + ∆2 ∈ L(F2(DT ))
ist die Orthogonalprojektion auf den Abschluss des Bildes von ∆.
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Beweis.
Fu¨r alle x ∈ F2(DT ∗) gilt
‖ −∆M∗θT x‖2 = 〈MθT
(
I −M∗θTMθT
)
M∗θT x, x〉
= 〈(I −MθTM∗θT )MθTM∗θT x, x〉
= 〈L∗L (I − L∗L)x, x〉 (nach 2.11)
= 〈L∗ (I − LL∗)Lx, x〉
= ‖Lx‖2 − ‖L∗Lx‖2
≤ ‖Lx‖2 .
Damit ist die Abbildung
H ⊃ LF2(DT ∗)→ F2(DT ), Lx 7→ −∆M∗θT x
wohldefiniert, linear und kontraktiv. Sie la¨sst sich damit zu einer linearen
Kontraktion
k : H→ F2(DT )
fortsetzen. Nach Konstruktion gilt kL = −∆M∗θT .
Da L dichtes Bild hat, folgt die Eindeutigkeit von k und es gilt
kH = kLF2(DT ∗) ⊂ kLF2(DT ∗) = ∆M∗θTF2(DT ∗) ⊂ ∆F2(DT ).
Somit ist (i) gezeigt.
Ist x ∈ F2(DT ∗) und h = Lx ∈ H, so gilt
‖L∗h‖2 + ‖kh‖2 = ‖L∗Lx‖2 + ‖kLx‖2
= ‖L∗Lx‖2 + ∥∥−∆M∗θT x∥∥2
= ‖L∗Lx‖2 + ‖Lx‖2 − ‖L∗Lx‖2 (siehe oben)
= ‖h‖2 .
Da L dichtes Bild hat, folgt (ii).
Weil kk∗ + ∆2 ein selbstadjungierter Operator ist, dessen Bild in ∆F2(DT )
enthalten ist, verschwindet er auf F2(DT )	∆F2(DT ).
Weiter gilt
−∆kL = ∆2M∗θT =
(
I −M∗θTMθT
)
M∗θT = M
∗
θT
(
I −MθTM∗θT
)
= M∗θTL
∗L
nach 2.11. Da L dichtes Bild hat, folgt ∆k = −M∗θTL∗ und somit
k∗∆ = −LMθT .
Daraus ergibt sich nun(
kk∗ + ∆2
)
∆ = −kLMθT + ∆3 = ∆M∗θTMθT + ∆3 = ∆(I −∆2) + ∆3 = ∆
und somit wirkt kk∗+ ∆2 auf ∆F2(DT ) wie die Identita¨t. Es folgt (iii). 
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Sei T im Folgenden vollsta¨ndig nicht koisometrisch. Wir haben in 2.15 eine
Isometrie
V0 =
(
L∗
k
)
: H→ F2(DT ∗)⊕ F2(DT )
konstruiert. Die Abbildung
W =
(
MθT
∆
)
: F2(DT )→ F2(DT ∗)⊕ F2(DT )
ist ebenfalls eine Isometrie, denn es gilt
‖Wx‖2 = ‖MθT x‖2+‖∆x‖2 = 〈M∗θTMθT x, x〉+〈
(
I −M∗θTMθT
)
x, x〉 = ‖x‖2
fu¨r alle x ∈ F2(DT ).
Wir zeigen nun, dass sich die Bilder der Isometrien V0 und W orthogonal
zu F2(DT ∗)⊕∆F2(DT ) summieren und erhalten so das Bild von V0.
Lemma 2.16.
Bezeichnet P∆ ∈ L(F2(DT )) die Orthogonalprojektion auf den Abschluss des
Bildes von ∆, so gilt
V0V
∗
0 +WW
∗ = IF2(DT∗ ) ⊕ P∆.
Damit ist das Bild von V0 gerade der Teilraum
H = HT =
(
F2(DT ∗)⊕∆F2(DT )
)
	 {(MθT x,∆x); x ∈ F2(DT )}.
Beweis.
Es gilt
V0V
∗
0 +WW
∗ =
(
L∗
k
)(
L, k∗
)
+
(
MθT
∆
)(
M∗θT ,∆
)
=
(
L∗L+MθTM
∗
θT
L∗k∗ +MθT∆
kL+ ∆M∗θT kk
∗ + ∆2
)
=
(
IF2(DT∗ ) 0
0 P∆
)
(nach 2.11 und 2.15)
= IF2(DT∗ ) ⊕ P∆.
Da V0 und W Isometrien sind, sind V0V ∗0 und WW ∗ die Orthogonalpro-
jektionen auf V0H beziehungsweise WF2(DT ). Obige Rechnung zeigt, dass
V0V
∗
0 +WW
∗ die Orthogonalprojektion auf F2(DT ∗)⊕∆F2(DT ) ist. Daraus
folgt, dass
V0H =
(
F2(DT ∗)⊕∆F2(DT )
)
	WF2(DT ) = H.

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Wir fassen nun die Isometrie V0 als Operator auf sein Bild auf und schreiben
V : H→ H, x 7→ V0x.
Damit ist V unita¨r und wir erhalten vermo¨ge V ein Modell
T = (T1, . . . ,Tn)nj=1 ∈ L(H)n
fu¨r T , wobei
Tj = V TjV ∗ ∈ L(H) (j = 1, . . . , n).
Der folgende Modellsatz beschreibt die Wirkung der T∗j . Dabei sei
∆−1 : ∆F2(DT )→ ∆F2(DT ) = (ker ∆)⊥
die Inverse der bijektiven, linearen Abbildung
∆ : (ker ∆)⊥ → ∆F2(DT ).
Satz 2.17. (Modellsatz im vollsta¨ndig nicht koisometrischen Fall)
Sei T ∈ L(H)n eine vollsta¨ndig nicht koisometrische n-Kontraktion und
seien
H =
(
F2(DT ∗)⊕∆F2(DT )
)
	 {(MθT x,∆x); x ∈ F2(DT )}
und
Tj = V TjV ∗ ∈ L(H) (j = 1, . . . , n)
wie zuvor. Dann gilt
T∗j (y, x) =
((
R
DT∗
j
)∗
y,∆−1
(
RDTj
)∗
∆x
)
fu¨r alle (y, x) ∈ H.
(Insbesondere liegt der Term auf der rechten Seite stets wieder in H.)
Die Tupel T und T = (Tj)nj=1 sind unita¨r a¨quivalent.
Beweis.
Seien j = 1, . . . , n und (y, x) ∈ H. Wa¨hle ein h ∈ H mit
(y, x) = V h = (L∗h, kh) .
Nach 2.13 gilt
L∗T ∗j h =
(
R
DT∗
j
)∗
L∗h =
(
R
DT∗
j
)∗
y.
Außerdem ist
kT ∗j h ∈ kH ⊂ ∆F2(DT ) = (ker ∆)⊥
nach 2.15 und es gilt
∆k = −M∗θTL∗
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nach dem Beweis von 2.15.
Es folgt
kT ∗j h = ∆
−1∆kT ∗j h
= −∆−1M∗θTL∗T ∗j h
= −∆−1M∗θT
(
R
DT∗
j
)∗
L∗h (nach 2.13)
= −∆−1
(
RDTj
)∗
M∗θTL
∗h (nach 1.6)
= ∆−1
(
RDTj
)∗
∆kh
= ∆−1
(
RDTj
)∗
∆ x.
Zusammen ko¨nnen wir nun schließen, dass
T∗j (y, x) = V T ∗j V ∗V h
= V T ∗j h (V isometrisch)
=
(
L∗T ∗j h, kT
∗
j h
)
=
((
R
DT∗
j
)∗
y,∆−1
(
RDTj
)∗
∆x
)
gilt, was zu zeigen war. 
Mit diesem Modellsatz sind wir nun in der Lage, das Hauptresultat dieses
Abschnitts zu beweisen. Wir zeigen, dass in 2.7 auch die Umkehrung gilt,
wenn T und T˜ vollsta¨ndig nicht koisometrisch sind.
Satz 2.18.
Seien T und T˜ vollsta¨ndig nicht koisometrische n-Kontraktionen auf Hil-
bertra¨umen H und H˜. Dann sind T und T˜ genau dann unita¨r a¨quivalent,
wenn ihre charakteristischen Funktionen u¨bereinstimmen.
Beweis.
Nach 2.7 genu¨gt es, die Ru¨ckrichtung zu zeigen.
Wir setzen also voraus, dass MθT und MθT˜ u¨bereinstimmen. Es existieren
also unita¨re Operatoren
τ : DT → DT˜ und τ∗ : DT ∗ → DT˜ ∗ ,
so dass
MθT˜ ◦ Γ = Γ∗ ◦MθT
fu¨r die ebenfalls unita¨ren Operatoren Γ = IF2 ⊗ τ und Γ∗ = IF2 ⊗ τ∗ gilt.
Wir betrachten gema¨ß 2.17 die zu T beziehungsweise T˜ unita¨r a¨quivalenten
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Tupel
T = (T1, . . . ,Tn) ∈ L(HT )n und T˜ =
(
T˜1, . . . , T˜n
)
∈ L(HT˜ )n,
das heißt, fu¨r (y, x) ∈ HT , (y˜, x˜) ∈ HT˜ und j = 1, . . . , n gilt
T∗j (y, x) =
((
R
DT∗
j
)∗
y,∆−1T
(
RDTj
)∗
∆Tx
)
,
T˜∗j (y˜, x˜) =
((
R
DT˜∗
j
)∗
y˜,∆−1
T˜
(
R
DT˜
j
)∗
∆T˜ x˜
)
.
Es genu¨gt zu zeigen, dass T und T˜ unita¨r a¨quivalent sind.
Dazu betrachten wir den unita¨ren Operator
Γ∗ ⊕ Γ : F2(DT ∗)⊕ F2(DT )→ F2(DT˜ ∗)⊕ F2(DT˜ ).
Wir wollen zeigen, dass
(Γ∗ ⊕ Γ)HT = HT˜
gilt. Dazu beachte man zuna¨chst, dass
∆T =
(
I −M∗θTMθT
) 1
2 =
(
Γ∗
(
I −M∗θT˜MθT˜
)
Γ
) 1
2 = Γ∗∆T˜Γ
gilt. Folglich ist Γ∆T = ∆T˜Γ und somit
Γ ∆TF2(DT ) = Γ∆TF2(DT ) = ∆T˜ΓF
2(DT ) = ∆T˜F
2(DT˜ ).
Außerdem gilt fu¨r alle (y, x) ∈ F2(DT ∗)⊕ F2(DT )
〈(y, x), (MθT z,∆T z)〉
= 〈y,MθT z〉+ 〈x,∆T z〉
= 〈Γ∗y,Γ∗MθT z〉+ 〈Γx,Γ∆T z〉 (Γ,Γ∗ isometrisch)
= 〈Γ∗y,MθT˜Γz〉+ 〈Γx,∆T˜Γz〉 (siehe oben)
= 〈(Γ∗y,Γx), (MθT˜ (Γz),∆T˜ (Γz))〉 (z ∈ F2(DT )).
Da Γ : F2(DT )→ F2(DT˜ ) surjektiv ist, folgt daraus die A¨quivalenz
(y, x) ∈ {(MθT z,∆T z) ; z ∈ F2(DT )}⊥
⇔ (Γ∗y,Γx) ∈
{(
MθT˜ z˜,∆T˜ z˜
)
; z˜ ∈ F2(DT˜ )
}⊥
.
Zusammen folgt nun
(Γ∗ ⊕ Γ)HT = HT˜
aus der Definition von HT beziehungsweise HT˜ .
Wir ko¨nnen nun schließen, dass Γ∗ ⊕ Γ einen wohldefinierten unita¨ren Ope-
rator
σ : HT → HT˜ , (y, x) 7→ (Γ∗y,Γx)
64 2. DIE CHARAKTERISTISCHE FUNKTION
induziert.
Wegen Γ = IF2 ⊗ τ und Γ∗ = IF2 ⊗ τ∗ gilt
Γ
(
RDTj
)∗
=
(
R
DT˜
j
)∗
Γ
und
Γ∗
(
R
DT∗
j
)∗
=
(
R
DT˜∗
j
)∗
Γ∗
fu¨r j = 1, . . . , n. Wir haben außerdem schon gesehen, dass
Γ∆T = ∆T˜Γ
gilt. Dies impliziert zusa¨tzlich
Γ∆−1T = ∆
−1
T˜
Γ
auf ∆TF2 (DT ).
Fu¨r alle j = 1, . . . , n folgt nun aus den angegebenen Vertauschungsrelationen
σT∗j (y, x) =
(
Γ∗
(
R
DT∗
j
)∗
y,Γ∆−1T
(
RDTj
)∗
∆Tx
)
=
((
R
DT˜∗
j
)∗
Γ∗y,∆−1T˜
(
R
DT˜
j
)∗
∆T˜Γx
)
= T˜∗jσ(y, x)
fu¨r alle (y, x) ∈ HT . Also gilt
σT∗j = T˜∗jσ (j = 1, . . . , n).
Damit sind die Tupel T und T˜ unita¨r a¨quivalent, was zu zeigen war. 
A¨hnlichkeit von n-Kontraktionen zu spha¨risch unita¨ren Tupeln
In diesem Abschnitt untersuchen wir die Frage, wann eine n-Kontraktion
a¨hnlich zu einem spha¨risch unita¨ren Tupel ist. Mithilfe der minimalen iso-
metrischen Dilatation (siehe [47]) zeigen wir, dass eine n-Kontraktion genau
dann a¨hnlich zu einem spha¨risch unita¨ren Tupel ist, wenn ihre charakteri-
stische Funktion invertierbar ist.
Zuna¨chst definieren wir die grundlegenden Begriffe.
Definition 2.19.
Ein Tupel W = (W1, . . . ,Wn) ∈ L(G)n von Operatoren auf einem Hilbert-
raum G heißt spha¨risch unita¨r, falls
W ∗i Wj = δi,jIG (i, j = 1, . . . , n)
und
n∑
j=1
WjW
∗
j = IG
gilt.
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Bemerkung 2.20.
(a) Offenbar ist ein Tupel W = (W1, . . . ,Wn) ∈ L(G)n genau dann spha¨risch
unita¨r, wenn der Zeilenoperator
W : Gn → G, (xj)nj=1 7→
n∑
j=1
Wjxj
unita¨r ist. Dies ist genau dann der Fall, wenn W1, . . . ,Wn Isometrien
sind, deren Bilder sich orthogonal zu G summieren.
(b) Fu¨r ein spha¨risch unita¨res Tupel W = (W1, . . . ,Wn) ∈ L(G)n auf G und
k ∈ N betrachten wir den Raum
G(k) =
⊕
|a|=k
G
und den Operator
W (k) : G(k) → G, (ga)|a|=k 7→
∑
|a|=k
Waga
Dann ist W (k) unita¨r, wie man mit (a) und Induktion nach k leicht
zeigen kann. Offenbar gilt
W (k)
∗
(g) =
(
W ∗a g
)
|a|=k (g ∈ G).
Definition 2.21.
Seien H und H˜ Hilbertra¨ume.
Zwei Tupel T = (T1, . . . , Tn) ∈ L(H)n und T˜ = (T˜1, . . . , T˜n) ∈ L(H˜)n heißen
a¨hnlich zueinander, falls ein invertierbarer Operator s ∈ L(H, H˜) existiert
mit
Tj = s−1T˜js (j = 1, . . . , n).
Bemerkung 2.22.
Ein Operator s ∈ L(H, H˜) zwischen Hilbertra¨umen H und H˜ ist aufgrund
des Prinzips der stetigen Inversen genau dann invertierbar, wenn sH = H˜
gilt und eine Konstante c > 0 existiert mit
‖sx‖ ≥ c · ‖x‖ (x ∈ H).
Wir wollen an dieser Stelle an den Begriff des wandernden Unterraums er-
innern. Ist V ∈ L(K)n ein Tupel von Isometrien auf einem Hilbertraum K,
so heißt ein abgeschlossener Teilraum L ⊂ K wandernd fu¨r V , falls
VaL ⊥ VbL (a, b ∈ F, a 6= b)
ist. In diesem Fall schreiben wir
MF (L) = MF (L, V ) =
⊕
a∈F
VaL ⊂ K.
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Damit ist offensichtlich
F2(L)→MF (L), (xa)a∈F 7→
∑
a∈F
Vaxa
ein unita¨rer Operator, insbesondere ist
MF (L) =
{∑
a∈F
Vaxa; (xa)a∈F ∈ F2(L)
}
.
Im Folgenden sei T = (T1, . . . , Tn) ∈ L(H)n eine n-Kontraktion auf einem
Hilbertraum H. Wir fassen im na¨chsten Satz einige Resultate aus [47] zu-
sammen (betrachte dort Satz 2.1 und Satz 2.8 mit Beweis).
Satz 2.23.
(a) Es existiert eine (bis auf unita¨re A¨quivalenz eindeutige) minimale iso-
metrische Dilatation V = (V1, . . . , Vn) ∈ L(K)n von T auf einem Hil-
bertraum K ⊃ H, das heißt V1, . . . Vn sind Isometrien mit paarweise
orthogonalen Bildern und es gilt V ∗j h = T
∗
j h (h ∈ H, j = 1, . . . , n)
sowie
K =
∨
a∈F
VaH.
(b) Die Teilra¨ume
L =
n∨
j=1
(Vj − Tj)H und L∗ = (I −
n∑
j=1
VjT ∗j )H
von K sind wandernde Unterra¨ume fu¨r V und mit
R = {x ∈ K;
∑
|a|=k
‖V ∗a x‖2 = ‖x‖2 fu¨r alle k ∈ N}
hat man die folgenden orthogonalen Zerlegungen von K
K = H ⊕MF (L) = R⊕MF (L∗).
Der Raum R ist reduzierend fu¨r V1, . . . , Vn und das eingeschra¨nkte Tupel
V |R = (V1|R, . . . , Vn|R) ∈ L(R)n ist spha¨risch unita¨r.
Weiterhin gilt L ∩ L∗ = {0}.
(c) Es existieren (eindeutig bestimmte) unita¨re Operatoren φ : L→ DT und
φ∗ : L∗ → DT ∗ mit
φ
 n∑
j=1
(Vj − Tj)hj
 = DT (hj)nj=1 (h1, . . . , hn ∈ H)
und
φ∗
I − n∑
j=1
VjT
∗
j
h = DT ∗h (h ∈ H).
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Im Folgenden seien alle Bezeichnungen wie in 2.23 gewa¨hlt.
Wir betrachten die Projektion PR ∈ L(K,R) von K auf R. Wir werden
sehen, dass ihre Einschra¨nkung auf H genau dann invertierbar ist, wenn T
a¨hnlich zu einem spha¨risch unita¨ren Tupel ist. Dazu beachte man zuna¨chst
das folgende Lemma.
Lemma 2.24.
(a) Fu¨r alle h ∈ H gilt
PRh = lim
k→∞
∑
|a|=k
VaT
∗
ah.
(b) Fu¨r alle h ∈ H und k ∈ N gilt
PRh =
∑
|a|=k
VaPRT
∗
ah.
Beweis.
(a) Siehe [47], Proposition 2.10.
(b) Sei h ∈ H und k ∈ N. Es gilt∑
|a|=k
VaPRT
∗
ah
(a)
= lim
m→∞
∑
|a|=k
∑
|b|=m
VaVbT
∗
b T
∗
ah
= lim
m→∞
∑
|a|=k
∑
|b|=m
V(a,b)T
∗
(a,b)h
= lim
m→∞
∑
|c|=k+m
VcT
∗
c h
(a)
= PRh.

Damit erhalten wir ein erstes Kriterium dafu¨r, dass T a¨hnlich zu einem
spha¨risch unita¨ren Tupel ist.
Satz 2.25.
Die n-Kontraktion T ist genau dann a¨hnlich zu einem spha¨risch unita¨ren
Tupel, wenn die Einschra¨nkung
PR|H : H→ R
von PR auf H invertierbar ist.
Beweis.
Sei zuna¨chst T a¨hnlich zu einem spha¨risch unita¨ren Tupel. Wir wa¨hlen einen
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Hilbertraum G, ein spha¨risch unita¨res Tupel W = (W1, . . . ,Wn) ∈ L(G)n
und einen invertierbaren Operator r ∈ L(H,G) mit
Tj = r−1Wjr (j = 1, . . . , n).
Dann ist auch s = r∗ ∈ L(G,H) invertierbar und es gilt
T ∗j = sW
∗
j s
−1 (j = 1, . . . , n).
Es folgt
T ∗a = sW
∗
a s
−1 (a ∈ F ).
Da die Va mit |a| = k (fu¨r festes k ∈ N) Isometrien mit paarweise orthogo-
nalen Bildern sind, folgt fu¨r alle h ∈ H und alle k ∈ N∥∥∥∥∥∥
∑
|a|=k
VaT
∗
ah
∥∥∥∥∥∥
2
=
∥∥∥∥∥∥
∑
|a|=k
VasW
∗
a s
−1h
∥∥∥∥∥∥
2
=
∑
|a|=k
∥∥sW ∗a s−1h∥∥2
≥ ∥∥s−1∥∥−2 · ∑
|a|=k
∥∥W ∗a s−1h∥∥2
=
∥∥s−1∥∥−2 · ‖s−1h‖2 (nach 2.20 (b))
≥ ∥∥s−1∥∥−2 · ‖s‖−2 · ‖h‖2
= c2 · ‖h‖2,
wobei wir c =
(‖s‖ · ‖s−1‖)−1 > 0 setzen. Es folgt mit 2.24 (a)
‖PRh‖ = lim
k→∞
∥∥∥∥∥∥
∑
|a|=k
VaT
∗
ah
∥∥∥∥∥∥ ≥ c‖h‖ (h ∈ H).
Um zu zeigen, dass PRH = R gilt, betrachten wir
K˜ =
∑|a|≤mVaha; m ∈ N, ha ∈ H fu¨r |a| ≤ m
 ⊂ K.
Wir wollen zuna¨chst zeigen, dass PRx˜ ∈ PRH fu¨r alle x˜ ∈ K˜ gilt. Sei dazu
x˜ =
∑
|a|≤m
Vaha ∈ K˜ (m ∈ N, ha ∈ H)
gegeben. Da R ein reduzierender Teilraum fu¨r V1, . . . , Vn ist, vertauscht PR
mit den Va (a ∈ F ) und es folgt
PRx˜ =
∑
|a|≤m
VaPRha =
m∑
k=0
∑
|a|=k
VaPRha.
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Fu¨r jedes k = 0, . . . ,m existiert wegen der Surjektivita¨t des Operators W (k)
∗
ein gk ∈ G mit
W ∗a gk = s
−1ha
fu¨r alle a ∈ F mit |a| = k.
Mit hk = sgk ∈ H folgt fu¨r a ∈ F mit |a| = k, dass
T ∗ahk = sW
∗
a s
−1sgk = ss−1ha = ha (k = 0, . . . ,m)
gilt. Mit 2.24 (b) erha¨lt man daraus∑
|a|=k
VaPRha =
∑
|a|=k
VaPRT
∗
ahk = PRhk
fu¨r k = 0, . . . ,m und insgesamt folgt
PRx˜ =
m∑
k=0
PRhk ∈ PRH.
Sei nun x ∈ R beliebig. Wegen K = ∨a∈F VaH ist K˜ ⊂ K dicht und daher
findet man eine Folge (x˜k)k in K˜ mit x˜k
k→ x. Wie wir oben gezeigt haben,
ist PRx˜k ∈ PRH fu¨r alle k ∈ N und damit folgt
x = PRx = lim
k→∞
PRx˜k ∈ PRH.
Wir haben bereits gesehen, dass PR auf H nach unten beschra¨nkt ist und
daher ist PRH ⊂ R abgeschlossen. Folglich ist x ∈ PRH und somit haben
wir gezeigt, dass PRH = R gilt.
Zusammen folgt, dass PR|H : H→ R invertierbar ist.
Sei nun
PR|H : H→ R
und damit auch
s = (PR|H)∗ : R→ H
invertierbar.
Fu¨r h ∈ H und j = 1, . . . , n gilt nach 2.24 (b) mit k = 1
V ∗j PRh =
n∑
i=1
V ∗j ViPRT
∗
i h = PRT
∗
j h,
denn es ist V ∗j Vi = δi,jIK (i, j = 1, . . . , n).
Da R reduzierend fu¨r Vj ist, folgt daraus
(Vj |R)∗ (PR|H) = (PR|H)T ∗j
und damit durch Adjungieren auch
s (Vj |R) = Tjs (j = 1, . . . , n).
Damit ist T a¨hnlich zu dem spha¨risch unita¨ren Tupel V |R ∈ L(R)n . 
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Bemerkung 2.26.
Ist K ein Hilbertraum und sind H,R ⊂ K abgeschlossene Teilra¨ume, so gilt
〈PRh, r〉 = 〈h, r〉 = 〈h, PHr〉 (h ∈ H, r ∈ R).
Bezeichnen PH |R und PR|H die induzierten Operatoren PH : R → H und
PR : H → R, so ist folglich
PH |R = (PR|H)∗ .
Insbesondere gilt
‖PH |R‖ = ‖PR|H‖ .
Ist PR|H invertierbar, so ist auch PH |R invertierbar und es gilt∥∥∥(PH |R)−1∥∥∥ = ∥∥∥(PR|H)−1∥∥∥ .
Wir haben in 2.25 gesehen, dass die n-Kontraktion T genau dann a¨hnlich
zu einem spha¨risch unita¨ren Tupel ist, wenn PR|H : H→ R invertierbar ist.
Wir wollen nun in diesem Kriterium die Ra¨ume R und H durch ihre ortho-
gonalen Komplemente ersetzen. Dies ist aufgrund des folgenden Lemmas,
das bereits von B. Sz.-Nagy and C. Foias¸ (vergleiche [50], Chapter IX, Lem-
ma 1.1) gezeigt wurde, mo¨glich. Der Vollsta¨ndigkeit halber geben wir auch
einen Beweis des Lemmas an.
Lemma 2.27.
Ist K ein Hilbertraum und sind
H1, H2, R1, R2 ⊂ K
abgeschlossene Teilra¨ume mit
K = H1 ⊕H2 = R1 ⊕R2,
so ist PR1 |H1 : H1 → R1 genau dann invertierbar, wenn PR2 |H2 : H2 → R2
invertierbar ist.
Sind PR1 |H1 und PR2 |H2 invertierbar, so gilt∥∥∥(PR1 |H1)−1∥∥∥ = ∥∥∥(PR2 |H2)−1∥∥∥ ,
falls H1, H2, R1, R2 6= K ist.
Beweis.
Aufgrund der Symmetrie des Problems genu¨gt es, eine Implikation und eine
Abscha¨tzung in der behaupteten Gleichung zu zeigen.
Wir setzen voraus, dass PR1 |H1 ∈ L(H1, R1) invertierbar ist. Nach Bemer-
kung 2.26 ist dann auch der dazu adjungierte Operator PH1 |R1 ∈ L(R1, H1)
invertierbar.
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Wir wollen zuna¨chst zeigen, dass PR2 |H2 : H2 → R2 surjektiv ist.
Sei dazu r2 ∈ R2. Dann ist PH1r2 ∈ H1 und wegen der Surjektivita¨t von
PH1 |R1 existiert ein r1 ∈ R1 mit
PH1r1 = PH1r2.
Wegen PH1(r2 − r1) = 0 ist h2 = r2 − r1 ∈ H2 und es gilt
PR2h2 = PR2r2 − PR2r1 = r2.
Dies zeigt die Surjektivita¨t von PR2 |H2 .
Nach 2.26 gilt weiterhin∥∥∥(PH1 |R1)−1∥∥∥ = ∥∥∥(PR1 |H1)−1∥∥∥ .
Fu¨r alle r1 ∈ R1 folgt
‖r1‖ =
∥∥∥(PH1 |R1)−1 PH1r1∥∥∥ ≤ ∥∥∥(PR1 |H1)−1∥∥∥ · ‖PH1r1‖
und damit
‖PH2r1‖2 = ‖r1‖2 − ‖PH1r1‖2 ≤
(
1−
∥∥∥(PR1 |H1)−1∥∥∥−2) · ‖r1‖2 .
(Wir nehmen dabei ohne Einschra¨nkung an, dass H1, H2, R1, R2 6= K gilt.
Damit ist
∥∥∥(PR1 |H1)−1∥∥∥ 6= 0.)
Wir folgern nun mit 2.26, dass
‖PR1 |H2‖2 = ‖PH2 |R1‖2 ≤ 1−
∥∥∥(PR1 |H1)−1∥∥∥−2 .
Damit ist
‖PR2h2‖2 = ‖h2‖2 − ‖PR1h2‖2
≥ ‖h2‖2 −
(
1−
∥∥∥(PR1 |H1)−1∥∥∥−2) · ‖h2‖2
=
∥∥∥(PR1 |H1)−1∥∥∥−2 · ‖h2‖2
fu¨r alle h2 ∈ H2.
Also ist PR2 |H2 auch injektiv und damit invertierbar. Zusa¨tzlich folgt∥∥∥(PR2 |H2)−1∥∥∥ ≤ ∥∥∥(PR1 |H1)−1∥∥∥ ,
was zu zeigen war. 
Wendet man dieses Lemma 2.27 auf die Zerlegungen
K = R⊕MF (L∗) = H ⊕MF (L)
aus 2.23 an, so erha¨lt man aus 2.25 das folgende Korollar.
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Korollar 2.28.
Die n-Kontraktion T ist genau dann a¨hnlich zu einem spha¨risch unita¨ren
Tupel, wenn der Operator
Q = PMF (L∗)|MF (L) ∈ L (MF (L),MF (L∗))
invertierbar ist.
Wir wollen nun zeigen, dass der Operator Q aus 2.28 stets unita¨r a¨quiva-
lent zur charakteristischen Funktion MθT von T ist. Dazu betrachten wir
zuna¨chst die unita¨ren Operatoren φ : L → DT und φ∗ : L∗ → DT ∗ wie in
2.23 (c). Das folgende Lemma bringt diese in einen Zusammenhang mit der
charakteristischen Funktion von T .
Lemma 2.29.
Sei θT = (θT,a)a∈F ∈M(DT ,DT ∗) der Multiplikator zur chararakteristischen
Funktion von T . Fu¨r h1, . . . , hn ∈ H gilt
(φ∗)∗ θT,0φ
(
n∑
i=1
(Vi − Ti)hi
)
= −
I − n∑
j=1
VjT
∗
j
( n∑
i=1
Tihi
)
und
(φ∗)∗ θT,(a,k)φ
(
n∑
i=1
(Vi − Ti)hi
)
=
I − n∑
j=1
VjT
∗
j
T ∗a′
(
hk −
n∑
i=1
T ∗kTihi
)
fu¨r alle a ∈ F und k = 1, . . . , n.
Beweis.
Seien h1, . . . , hn ∈ H gegeben. Wegen θT,0 = −T |DT und TDT = DT ∗T gilt
nach 2.23 (c)
(φ∗)∗ θT,0φ
(
n∑
i=1
(Vi − Ti)hi
)
= − (φ∗)∗ TDT (hi)ni=1
= − (φ∗)∗DT ∗T (hi)ni=1
= −
I − n∑
j=1
VjT
∗
j
( n∑
i=1
Tihi
)
.
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Seien außerdem a ∈ F und k ∈ {1, . . . , n}.
Dann ist θT,(a,k) = DT ∗T ∗a′P
H
k DT |DT (siehe 2.4 (b)) und es folgt
(φ∗)∗ θT,(a,k)φ
(
n∑
i=1
(Vi − Ti)hi
)
= (φ∗)∗DT ∗T ∗a′P
H
k D
2
T (hi)
n
i=1
=
I − n∑
j=1
VjT
∗
j
T ∗a′
(
hk −
n∑
i=1
T ∗kTihi
)
,
wie behauptet. 
Wir erweitern nun φ und φ∗ auf einfache Weise zu wohldefinierten unita¨ren
Operatoren
Φ : MF (L)→ F2(DT ) und Φ∗ : MF (L∗)→ F2(DT ∗)
durch
Φ
(∑
a∈F
Vaxa
)
= (φ xa′)a∈F ((xa)a ∈ F2(L))
und
Φ∗
(∑
a∈F
Vaya
)
= (φ∗ ya′)a∈F ((ya)a ∈ F2(L∗)).
Damit gilt der folgende Satz.
Satz 2.30.
Es gilt
(Φ∗)∗MθTΦ = Q.
Insbesondere sind MθT und Q unita¨r a¨quivalent.
Beweis.
Die Elemente der Form
Vb
 n∑
j=1
(Vj − Tj)hj
 (b ∈ F, h1, . . . , hn ∈ H)
bilden eine totale Teilmenge von MF (L). Es genu¨gt also, die behauptete
Gleichung auf diesen Elementen nachzurechnen.
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Seien also b ∈ F und h1, . . . , hn ∈ H gegeben. Dann gilt
(Φ∗)∗MθTΦVb
 n∑
j=1
(Vj − Tj)hj

= (Φ∗)∗MθT eb′ ⊗ φ
 n∑
j=1
(Vj − Tj)hj

= (Φ∗)∗
∑
a∈F
e(a,b′) ⊗ θT,aφ
 n∑
j=1
(Vj − Tj)hj

=
∑
a∈F
V(b,a′) (φ∗)
∗ θT,aφ
 n∑
j=1
(Vj − Tj)hj

= Vb (φ∗)∗ θT,0φ
 n∑
j=1
(Vj − Tj)hj

+
n∑
k=1
∑
a∈F
V(b,k,a) (φ∗)
∗ θT,(a′,k)φ
 n∑
j=1
(Vj − Tj)hj

= −Vb
I − n∑
j=1
VjT
∗
j
( n∑
i=1
Tihi
)
+
n∑
k=1
∑
a∈F
V(b,k,a)
I − n∑
j=1
VjT
∗
j
T ∗a
(
hk −
n∑
i=1
T ∗kTihi
)
= Vb
−
I − n∑
j=1
VjT
∗
j
( n∑
i=1
Tihi
)
+
n∑
k=1
∑
a∈F
V(k,a)
I − n∑
j=1
VjT
∗
j
T ∗a
(
hk −
n∑
i=1
T ∗kTihi
)
nach 2.29. Weiter gilt fu¨r alle h ∈ H
∑
a∈F
Va
I − n∑
j=1
VjT
∗
j
T ∗ah = ∑
a∈F
VaT ∗ah− n∑
j=1
V(a,j)T
∗
(a,j)h

= h− lim
m→∞
∑
|a|=m+1
VaT
∗
ah
= (I − PR)h
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nach 2.24 (a). Weil PR mit den Vk (k = 1, . . . , n) vertauscht, folgt
n∑
k=1
∑
a∈F
V(k,a)
I − n∑
j=1
VjT
∗
j
T ∗a
(
hk −
n∑
i=1
T ∗kTihi
)
=
n∑
k=1
Vk
∑
a∈F
Va
I − n∑
j=1
VjT
∗
j
T ∗a
(
hk −
n∑
i=1
T ∗kTihi
)
=
n∑
k=1
Vk (I − PR)
(
hk −
n∑
i=1
T ∗kTihi
)
=
n∑
k=1
Vkhk −
n∑
k=1
n∑
i=1
VkT
∗
kTihi
−
n∑
k=1
PRVkhk +
n∑
i=1
(
n∑
k=1
VkPRT
∗
k
)
Tihi
=
I − n∑
j=1
VjT
∗
j
( n∑
i=1
Tihi
)
+
n∑
k=1
(Vk − Tk)hk
−
n∑
k=1
PRVkhk +
n∑
i=1
PRTihi (nach 2.24 (b) mit k = 1)
=
I − n∑
j=1
VjT
∗
j
( n∑
i=1
Tihi
)
+ (I − PR)
n∑
k=1
(Vk − Tk)hk.
Wir setzen dies oben ein und erhalten
(Φ∗)∗MθTΦVb
 n∑
j=1
(Vj − Tj)hj
 = Vb
[
(I − PR)
(
n∑
k=1
(Vk − Tk)hk
)]
= QVb
(
n∑
k=1
(Vk − Tk)hk
)
,
denn PR vertauscht mit Vb und es ist Q = PMF (L∗)|MF (L) = (I − PR) |MF (L).
Also gilt
(Φ∗)∗MθTΦ = Q,
was zu zeigen war. 
Wir kommen abschließend zum Hauptresultat dieses Abschnitts. Es besagt,
dass eine n-Kontraktion genau dann a¨hnlich zu einem spha¨risch unita¨ren
Tupel ist, wenn ihre charakteristische Funktion invertierbar ist. Dies ist eine
unmittelbare Folgerung aus 2.28 und 2.30.
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Satz 2.31.
Die n-Kontraktion T ist genau dann a¨hnlich zu einem spha¨risch unita¨ren
Tupel, wenn MθT invertierbar ist.
Betrachtet man in Satz 2.31 den Fall n = 1, so erha¨lt man das entspre-
chende Resultat von B. Sz.-Nagy (vergleiche [51], Chapter 4) fu¨r eine ein-
zelne Kontraktion T ∈ L(H) auf einem Hilbertraum H. Dort wird gezeigt,
dass T genau dann a¨hnlich zu einem unita¨ren Operator ist, wenn der zu
der charakteristischen Funktion von T geho¨rende Multiplikationsoperator
H2(DT ) → H2(DT ∗) zwischen den entsprechenden Hardyra¨umen invertier-
bar ist. Damit ist 2.31 eine vollsta¨ndige Verallgemeinerung dieses Ergebnis-
ses auf den Fall nichtvertauschender n-Kontraktionen.
Teil 2
Semi-Fredholmtupel

KAPITEL 3
Samuelvielfachheit
Einleitung
Fu¨r einen stetig linearen Operator T ∈ L(X) auf einem Banachraum X mit
dim (X/TX) <∞
gibt es ein Polynom p = p(T ) ∈ Z[X] vom Grad deg p ≤ 1 und eine natu¨rli-
che Zahl k0 ∈ N, so dass
dim
(
X/T kX
)
= p(k) (k ≥ k0)
gilt. Man nennt p das Hilbert-Samuel-Polynom des Operators T .
Schreibt man p in der Form
p = cX + d (c, d ∈ Z geeignet),
so nennt man c = c(T ) die Samuelvielfachheit von T . Offenbar ist c(T ) ∈ N
und es gilt
c(T ) = lim
k→∞
dim
(
X/T kX
)
k
.
Die rechte wesentliche Resolventenmenge von T
ρessr (T ) = {z ∈ C; dim (X/(z − T )X) <∞}
ist eine offene Nullumgebung. Man kann zeigen, dass eine geeignete Nullum-
gebung U ⊂ ρessr (T ) existiert, so dass
dim (X/(z − T )X) = c(T ) ≤ dim (X/TX)
fu¨r alle Punkte z ∈ U \ {0} gilt.
Man verallgemeinert diese wohlbekannten Resultate, indem man den Ope-
rator T durch ein Tupel von Operatoren auf X ersetzt.
Fu¨r ein vertauschendes Tupel T = (T1, . . . , Tn) ∈ L(X)n mit
dim
X/ n∑
j=1
TjX
 <∞
betrachtet man die rekursiv definierten Teilra¨ume
Mk = Mk(T ) ⊂ X (k ∈ N)
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mit M0 = X und
Mk+1 = T1Mk + . . .+ TnMk (k ∈ N).
Diese sind abgeschlossen und von endlicher Kodimension in X. Es ist
Mk+1 ⊂Mk (k ∈ N).
In [13] betrachten R. Douglas und K. Yan zu einem solchen Tupel T das
Hilbert-Samuel-Polynom p = p(T ) ∈ Q[X]. Dieses erfu¨llt
p(k) = dim (X/Mk) (k ≥ k0)
fu¨r ein geeignetes k0 ∈ N. Es ist deg p ≤ n und man kann p in der Form
p(x) = c
(
x
n
)
+ c1
(
x
n− 1
)
+ . . .+ cn
(
x
0
)
(x ∈ Q)
mit ganzzahligen Koeffizienten c, c1, . . . , cn ∈ Z schreiben. Wir nennen den
bei
(
x
n
)
auftretenden Koeffizienten c = c(T ) ∈ N die Samuelvielfachheit des
Tupels T . Es gilt
c(T ) = n! · lim
k→∞
dim (X/Mk)
kn
.
R. Douglas und K. Yan definieren in [13] noch eine weitere Version fu¨r
das Hilbert-Samuel-Polynom und die Samuelvielfachheit des Tupels T . Die
rechte wesentliche Resolventenmenge von T
D = ρessr (T ) =
(zj)nj=1 ∈ Cn; dim
X/ n∑
j=1
(zj − Tj)X
 <∞

ist eine offene Nullumgebung und die Quotientengarbe
H = H(T ) = OXD/
n∑
j=1
(zj − Tj)OXD
ist eine koha¨rente analytische Garbe u¨ber D. Demzufolge ist der Halm H0
dieser Garbe in 0 ein endlich erzeugter Modul u¨ber dem noetherschen lokalen
Ring O0. Aus der kommutativen Algebra ist bekannt, dass dazu ein Polynom
pan = pan(T ) ∈ Q[X] mit deg pan ≤ n existiert, so dass
pan(k) = dim
(
H0/m (O0)
kH0
)
(k ≥ k0)
fu¨r ein geeignetes k0 ∈ N gilt. Dabei ist m (O0) ⊂ O0 das maximale Ideal.
Entsprechend betrachtet man
can = can(T ) = n! · lim
k→∞
dim
(
H0/m (O0)
kH0
)
kn
∈ N
und bezeichnet can(T ) als die analytische Samuelvielfachheit von T . Die
Ungleichung can(T ) ≤ c(T ) wurde bereits in [13] gezeigt. In der Tat stimmen
EINLEITUNG 81
beide Versionen der Samuelvielfachheit u¨berein, es gilt also
can(T ) = c(T ).
Dieses Ergebnis haben X. Fang in [22] und J. Eschmeier in [17] unabha¨ngig
voneinander und mit verschiedenen Methoden bewiesen.
Wir betrachten in diesem Kapitel zuna¨chst beliebige (nicht notwendig ver-
tauschende) Tupel T = (T1, . . . , Tn) ∈ L(X)n auf einem Banachraum X
mit
0 < dim
X/ n∑
j=1
TjX
 <∞
und die dazugeho¨rigen Teilra¨ume Mk = Mk(T ) ⊂ X (k ∈ N). Ein zentrales
Ziel ist die Beschreibung des Wachstums von
dim (X/Mk) fu¨r k →∞.
Zuna¨chst zeigen wir mit algebraischen Methoden eine Abscha¨tzung nach
oben gegen nk fu¨r dieses Wachstum. Das Beispiel des n-Shifts S ∈ L(F2)n
auf dem Fockraum F2 zeigt, dass diese Abscha¨tzung im Allgemeinen nicht
verbessert werden kann. Wir definieren dementsprechend fu¨r n ≥ 2 eine
nichtkommutative Version fu¨r die Samuelvielfachheit von T und betrachten
dazu einige Beispiele.
Anschließend betrachten wir die zu T assoziierte Garbe H = H(T ) und
definieren das Hilbert-Samuel-Polynom von T als das eindeutige Polynom
p ∈ Q[x] mit
p(k) = dim
(
H0/m (O0)
kH0
)
fu¨r genu¨gend große k ∈ N. Wir zeigen, dass die Ungleichung
dim (X/Mk) ≥ p(k) (k ≥ k0)
stets erfu¨llt ist, indem wir C-lineare Surjektionen
φk : X/Mk → H0/m (O0)kH0 (k ∈ N)
konstruieren. Falls T als vertauschend vorausgesetzt wird, sind diese Abbil-
dungen auch injektiv und wir erhalten Gleichheit in obiger Abscha¨tzung.
Schließlich untersuchen wir den Grad d ∈ {0, . . . , n} und den Leitkoeffizien-
ten c0 ∈ N∗ des Hilbert-Samuel-Polynoms von T . Wir zeigen dabei zuna¨chst,
dass d der Dimension der analytischen Menge
A =
z ∈ Cn; 0 < dim
X/ n∑
j=1
(zj − Tj)X
 <∞

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im Nullpunkt entspricht. Der Leitkoeffizient ist damit gegeben durch
c0 = d! · lim
k→∞
dim
(
H0/m (O0)
kH0
)
kd
∈ N∗.
Wir nehmen dann zusa¨tzlich an, dass 0 ein glatter Punkt der Menge A ist
und betrachten die in A stabilisierte Bild-Kodimension von T
cA(T ) = min
z∈A∩V
dim
X/ n∑
j=1
(zj − Tj)X
 ∈ N∗,
wobei eine Nullumgebung V ⊂ Cn so gewa¨hlt wird, dass A∩ V eine zusam-
menha¨ngende komplexe (d-dimensionale) Mannigfaltigkeit ist. In diesem Fall
stellt sich heraus, dass das angegebene Minimum in allen Punkten außerhalb
einer nirgends dichten analytischen Teilmenge von A∩V angenommen wird
und dass
c0 ≥ cA(T )
gilt. Dies verallgemeinert Teile eines Resultats von J. Eschmeier fu¨r d = n
(siehe [17]). Dort wird zusa¨tzlich gezeigt, dass in diesem Fall sogar
c0 = cA(T )
gilt. Wir geben abschließend einige Beispiele an, die unter anderem zeigen,
dass diese Gleichheit im Fall d < n im allgemeinen nicht erfu¨llt ist.
Der nichtvertauschende Fall
Sei n ∈ N mit n ≥ 2 gegeben.
Wie im ersten Teil schreiben wir F fu¨r die freie Halbgruppe u¨ber n Erzeu-
gern. Fu¨r k ∈ N sei
Fk = {a ∈ F ; |a| = k}.
Sei weiterhin X ein Banachraum und T = (T1, . . . , Tn) ∈ L(X)n ein Tupel
von stetig linearen Operatoren auf X mit
dim
X/ n∑
j=1
TjX
 <∞.
Wir betrachten im Folgenden die Teilra¨ume Mk = Mk(T ) ⊂ X (k ∈ N), die
rekursiv durch
M0 = X und Mk+1 = T1Mk + . . .+ TnMk (k ∈ N)
definiert werden.
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Bemerkung 3.1.
Induktiv folgt, dass Mk+1 ⊂Mk fu¨r alle k ∈ N gilt. Ebenso folgt unmittelbar
Mk =
∑
a∈Fk
TaX (k ∈ N)
und allgemeiner
Mk+l =
∑
a∈Fk
TaMl (k, l ∈ N).
Nach Voraussetzung ist dim (X/M1) <∞. Das folgende Lemma zeigt, dass
alle Mk (k ∈ N) von endlicher Kodimension sind.
Lemma 3.2.
(a) Fu¨r k, l ∈ N mit l ≥ k gilt
dim (Mk+1/Ml+1) ≤ n · dim (Mk/Ml) .
(b) Es gilt
dim (X/Mk) ≤ n
k − 1
n− 1 · dim (X/M1) (k ∈ N).
Insbesondere sind die Teilra¨ume Mk (k ∈ N) endlich kodimensional.
Beweis.
(a) Seien k, l ∈ N mit l ≥ k. Man zeigt leicht, dass die Abbildung
(Mk/Ml)
n → (Mk+1/Ml+1) , (xi +Ml)ni=1 7→
(
n∑
i=1
Tixi
)
+Ml+1
wohldefiniert, linear und surjektiv ist. Daraus folgt (a) unmittelbar.
(b) Aus (a) folgt induktiv
dim (Mj/Mj+1) ≤ nj · dim (X/M1) <∞ (j ∈ N).
Wegen
X/Mk = M0/Mk ∼= (M0/M1)⊕ (M1/M2)⊕ . . .⊕ (Mk−1/Mk)
folgt mit n ≥ 2, dass
dim (X/Mk) =
k−1∑
j=0
dim (Mj/Mj+1)
≤
k−1∑
j=0
nj · dim (X/M1)
=
nk − 1
n− 1 · dim (X/M1) (k ∈ N).

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Bemerkung 3.3.
Wir haben soeben gezeigt, dass die Teilra¨ume Mk ⊂ X (k ∈ N) endlich
kodimensional sind. Fu¨r k ∈ N ist Mk außerdem gerade das Bild des stetig
linearen Operators ⊕
a∈Fk
X → X, (xa)a∈Fk 7→
∑
a∈Fk
Taxa.
Folglich ist Mk ⊂ X abgeschlossen (k ∈ N).
Beispiel 3.4.
Sei F2 der Fockraum und
S = (S1, . . . , Sn) ∈ L
(
F2
)n
der Linksvorwa¨rtsshift auf F2. Fu¨r k ∈ N ist
Mk(S) = {(xa)a∈F ∈ F2; xa = 0 fu¨r alle a ∈ F mit |a| < k}.
Folglich gilt
dim
(
F2/Mk(S)
)
= #{a ∈ F ; |a| < k} = n
k − 1
n− 1 (k ∈ N).
Die Abscha¨tzung in 3.2 (b) ist in diesem Fall also eine Gleichheit. Man sieht
damit auch, dass die Kodimensionen der Mk fu¨r nichtvertauschende Tupel
exponentiell wachsen ko¨nnen, wenn k → ∞ geht. Im Vergleich dazu, kann
fu¨r vertauschende Tupel ho¨chstens polynomielles Wachstum vom Grad n
vorliegen (siehe Einleitungsabschnitt).
Wir wollen nun eine nichtkommutative Variante fu¨r die Samuelvielfach-
heit des Tupels T definieren. Diese gibt an, wie sich das Wachstum von
dim (X/Mk) fu¨r k → ∞ im Vergleich zum maximalen Wachstum nk−1n−1
verha¨lt. Dazu zeigen wir das folgende Lemma.
Lemma 3.5.
Der Grenzwert
lim
k→∞
dim (X/Mk)
nk
existiert, und es gilt
0 ≤ (n− 1) · lim
k→∞
dim (X/Mk)
nk
≤ dim (X/M1) .
Beweis.
Aus der Zerlegung
X/Mk+1 ∼= (X/M1)⊕ (M1/Mk+1)
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und der nach 3.2 (a) geltenden Ungleichung
dim (M1/Mk+1) ≤ n · dim (X/Mk)
folgern wir
dim (X/Mk+1) ≤ dim (X/M1) + n · dim (X/Mk) (k ∈ N).
Setzen wir
ak =
dim (X/Mk)
nk
und sk =
dim (X/M1)
nk+1
(k ∈ N),
so folgt
0 ≤ ak+1 ≤ ak + sk
fu¨r alle k ∈ N. Außerdem ist ∑∞k=0 sk < ∞. Damit folgt aus Lemma 2.1
in [32] die Konvergenz der Folge (ak)k∈N. Die behauptete Ungleichung folgt
dann aus 3.2 (b). 
Definition 3.6.
Die Zahl
e(T ) = (n− 1) · lim
k→∞
dim (X/Mk)
nk
∈ [0,dim (X/M1)]
heißt (nichtkommutative) Samuelvielfachheit von T .
Wir stellen zuna¨chst fest, dass die soeben definierte Samuelvielfachheit nur
dann von 0 verschieden sein kann, wenn das Tupel T keiner nichttrivialen
polynomiellen Relation genu¨gt. Dazu betrachten wir die Algebra
P =
∑|a|≤k paea; k ∈ N, pa ∈ C
 ⊂ F2
der Polynome in n nichtvertauschenden Variablen mit der durch∑
|a|≤k
paea
 •
∑
|b|≤l
qbeb
 = ∑
|c|≤k+l
 ∑
(a,b)=c
pa · qb
 ec
gegebenen Multiplikation. Fu¨r ein solches Polynom p =
∑
|a|≤k paea ∈ P sei
p(T ) =
∑
|a|≤k
paTa ∈ L(X).
Dies liefert uns einen Algebrenhomomorphismus
P→ L(X), p 7→ p(T ).
Es gilt der folgende Satz.
Satz 3.7.
Falls ein p ∈ P \ {0} mit p(T ) = 0 existiert, so ist e(T ) = 0.
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Beweis.
Sei p ∈ P \ {0} mit p(T ) = 0 gegeben. Wir ko¨nnen p ohne Einschra¨nkung in
der Form
p = eb −
∑
a∈F ′
paea
schreiben, wobei ein Element b ∈ F \ {0}, eine endliche Teilmenge
F ′ ⊂ {a ∈ F ; a 6= b, |a| ≥ |b|}
und Koeffizienten pa ∈ C (a ∈ F ′) geeignet gewa¨hlt wurden.
Wegen p(T ) = 0 folgt dann
Tb =
∑
a∈F ′
paTa.
Mit m = |b| ∈ N∗ gilt daher fu¨r alle k ∈ N
TbMk ⊂
∑
a∈F ′
(TaMk) ⊂
∑
a∈Fm\{b}
(TaMk) +Mk+m+1
und damit
Mk+m =
∑
a∈Fm
(TaMk) ⊂
∑
a∈Fm\{b}
(TaMk) +Mk+m+1 ⊂Mk+m.
Folglich ist fu¨r k ∈ N die wohldefinierte lineare Abbildung⊕
a∈Fm\{b}
(Mk/Mk+1) → (Mk+m/Mk+m+1) ,
(xa +Mk+1)a∈Fm\{b} 7→
 ∑
a∈Fm\{b}
Taxa
+Mk+m+1
surjektiv. Da Fm \ {b} genau nm − 1 Elemente hat, folgt
dim (Mk+m/Mk+m+1) ≤ (nm − 1) · dim (Mk/Mk+1) (k ∈ N).
Induktiv erha¨lt man daraus mit d = dim (X/M1) die Abscha¨tzung
dim (Mjm+k/Mjm+k+1) ≤ (nm − 1)j · dim (Mk/Mk+1)
≤ (nm − 1)j · nk · d
fu¨r alle j, k ∈ N. Aus der Zerlegung
Mjm/M(j+1)m ∼=
m−1⊕
k=0
(Mjm+k/Mjm+k+1)
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folgt nun
dim
(
Mjm/M(j+1)m
) ≤ (nm − 1)j · m−1∑
k=0
nk · d
= (nm − 1)j · n
m − 1
n− 1 · d (j ∈ N).
Entsprechend haben wir die Zerlegung
X/Mkm ∼=
k−1⊕
j=0
(
Mjm/M(j+1)m
)
und folgern daraus
dim (X/Mkm) ≤
k−1∑
j=0
(nm − 1)j · n
m − 1
n− 1 · d
=
(nm − 1)k − 1
nm − 2 ·
nm − 1
n− 1 · d (k ∈ N).
Schließlich folgt fu¨r alle k ∈ N
dim (X/Mkm)
nkm
≤ (n
m − 1)k − 1
nkm
· n
m − 1
(nm − 2)(n− 1) · d
und die rechte Seite konvergiert mit k →∞ gegen 0. Also ist
e(T ) = (n− 1) · lim
k→∞
dim (X/Mkm)
nkm
= 0,
was zu zeigen war. 
Zum Ende dieses Abschnitts betrachten wir einige Beispiele.
Beispiel 3.8.
(a) Gilt TiTj = TjTi fu¨r zwei Indizes i 6= j, so ist e(T ) = 0. Dies folgt sofort
aus 3.7. Insbesondere ist e(T ) = 0, wenn T ein vertauschendes Tupel ist.
(b) Sei F2 der Fockraum und S ∈ L(F2)n der Linksvorwa¨rtsshift.
In 3.4 haben wir gesehen, dass
dim
(
F2/Mk(S)
)
=
nk − 1
n− 1 (k ∈ N)
gilt. Es folgt
e(S) = (n− 1) · lim
k→∞
dim
(
F2/Mk(S)
)
nk
= 1.
Genauso zeigt man fu¨r einen endlichdimensionalen Hilbertraum E und
SE = S ⊗ IE, dass
e(SE) = dimE
gilt.
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(c) Sei S wie zuvor und S∗ = (S∗1 , . . . , S∗n) ∈ L(F2)n. Es ist S∗i F2 = F2 fu¨r
alle i = 1, . . . , n und somit ist M1(S∗) = F2. Folglich ist
e(S∗) = 0.
Man beachte, dass andererseits p(S∗) 6= 0 fu¨r alle p ∈ P\{0} gilt. Dieses
Beispiel zeigt also, dass in 3.7 nicht die Umkehrung gilt.
(d) Sei n = 2 und S = (S1, S2) ∈ L(F2)2 der Shift. Wir betrachten das
Tupel T = (T1, T2) ∈ L(F2)2 mit
T1 = S1 und T2 = S2(I − P0),
wobei P0 ∈ L(F2) die Orthogonalprojektion auf 〈e0〉 sei.
Fu¨r Mk = Mk(T ) ergibt sich dann
Mk = F2 	
(〈ea, |a| < k〉 ⊕ 〈e(b,2), |b| = k − 1〉)
und damit
dim (X/Mk) = 2k − 1 + 2k−1 = 3 · 2k−1 − 1 (k ∈ N).
Es folgt e(T ) = 32 . Die nichtkommutative Samuelvielfachheit ist also
nicht in allen Fa¨llen ganzzahlig.
Die zu T assoziierte Garbe
Sei n ∈ N∗ eine natu¨rliche Zahl. In diesem Abschnitt wollen wir einem
Tupel T = (T1, . . . , Tn) ∈ L(X)n von stetig linearen Operatoren auf einem
Banachraum X mit
dim
X/ n∑
j=1
TjX
 <∞
eine koha¨rente analytische Garbe H = H(T ) zuordnen. Diese wird definiert
als eine geeignete Quotientengarbe der Garbe der holomorphen X-wertigen
Funktionen u¨ber einer offenen Nullumgebung im Cn. Wir stellen anschlie-
ßend fest, dass der Tra¨ger der Garbe H in natu¨rlicher Weise durch das Tupel
T gegeben ist.
Wir wollen im Folgenden Ergebnisse aus der Theorie koha¨renter Garben be-
nutzen und fu¨hren zuna¨chst einige grundlegende Bezeichnungen ein.
Fu¨r eine offene Teilmenge D ⊂ Cn und einen Banachraum X bezeichne
OXD =
⋃
w∈D
OXw
die Garbe der holomorphen X-wertigen Funktionen u¨ber D. Hierbei sei
OXw =
{
(f,Df )w ; Df ⊂ Cn offene w −Umgebung und f ∈ O(Df , X)
}
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der Halm dieser Garbe in einem Punkt w ∈ D. Fu¨r eine holomorphe Funk-
tion f : Df → X auf einer w-Umgebung Df ⊂ Cn schreiben wir dabei
(f,Df )w fu¨r die A¨quivalenzklasse von (f,Df ) bezu¨glich der Relation ∼, die
gegeben ist durch
(g,Dg) ∼ (h,Dh)
⇔ Es gibt eine w −Umgebung U ⊂ Dg ∩Dh mit g|U = h|U .
Man bezeichnet hierbei (f,Df )w als die Lokalisierung von f in w. Wir schrei-
ben dafu¨r abku¨rzend auch fw = (f,Df )w.
Fu¨r w ∈ D la¨sst sich der Halm OXw bekanntlich mit der Menge der in ei-
ner w-Umgebung konvergenten X-wertigen Potenzreihen identifizieren. Wir
schreiben demnach auch
OXw =
{∑
α∈Nn
xα (z − w)α konvergent in einer w −Umgebung; xα ∈ X
}
.
Weiterhin seien OD = OCD und Ow = O
C
w fu¨r w ∈ D.
Es ist OD eine Garbe von Ringen und OXD eine OD-Modulgarbe (OD-Garbe).
Sind X,Y Banachra¨ume und Ω ⊂ Cn offen, so betrachten wir fu¨r eine ho-
lomorphe Funktion α : Ω → L(Y,X) und eine offene Teilmenge U ⊂ Ω die
Abbildung αU : O(U, Y )→ O(U,X), die durch
(αUf) (z) = α(z)f(z) (f ∈ O(U, Y ), z ∈ U)
gegeben ist. Wir schreiben in diesem Fall abku¨rzend auch αf = αUf .
Bemerkung 3.9.
(a) Sind X,Y Banachra¨ume, Ω ⊂ Cn offen und α : Ω → L(Y,X) eine
holomorphe Funktion, so induziert α fu¨r jede offene Menge D ⊂ Ω einen
OD-Garbenmorphismus (OD-Morphismus)
α : OYD → OXD , fw 7→ (αf)w .
(b) Ist in (a) Y = X und α(z) = h(z) · IX (z ∈ Ω) fu¨r eine skalarwertige
holomorphe Funktion h : Ω→ C, so entspricht der gema¨ß (a) induzierte
OD-Morphismus gerade der Multiplikation mit h, wir schreiben in diesem
Fall auch
h · fw = αfw = (h · f)w (w ∈ D, fw ∈ OXw ).
(c) Ist T ∈ L(Y,X) ein stetig linearer Operator und α(z) = T (z ∈ Ω), so
wirkt der OD-Morphismus, den wir in (a) erhalten, durch die ’Kompo-
sition’ mit T . Wir schreiben dann auch
Tfw = αfw = (T ◦ f)w (w ∈ D, fw ∈ OYw).
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Fu¨r eine holomorphe Funktion α : Ω → L(Y,X) wie in 3.9 (a) betrach-
ten wir die Menge aller Punkte z ∈ Ω, fu¨r die das Bild von α(z) endlich
kodimensional ist. Der folgende Satz besagt, dass die Quotientengarbe mo-
dulo der Bildgarbe von α u¨ber dieser Menge stets koha¨rent ist. Im Fall
von Hilbertra¨umen geht dieses Resulat auf A.Markoe zuru¨ck (siehe [40]).
Fu¨r Banachra¨ume findet man einen Beweis in einer Arbeit von J.Eschmeier
(vergleiche dazu [17], Korollar 1.2(b)).
Satz 3.10.
Seien X,Y Banachra¨ume, Ω ⊂ Cn offen und α : Ω → L(Y,X) holomorph.
Dann ist die Menge
D = {z ∈ Ω; dim (X/α(z)Y ) <∞} ⊂ Ω
offen und die Quotientengarbe OXD/αO
Y
D ist koha¨rent.
Wir wollen nun in der Situation von 3.10 den Tra¨ger der Garbe OXD/αO
Y
D
berechnen. Dazu beno¨tigen wir einen Spezialfall von Lemma 2.1.5 aus [18].
Wir geben dieses Lemma der Vollsta¨ndigkeit halber an.
Lemma 3.11.
Seien X,Y, Z Banachra¨ume und seien
α : Ω→ L(Y,X) und β : Ω→ L(X,Z)
holomorphe Funktionen auf einer offenen Menge Ω ⊂ Cn, so dass
β(z) ◦ α(z) = 0 (z ∈ Ω)
gilt. Sei weiterhin w ∈ Ω mit
kerβ(w) = Bild α(w).
Dann gibt es eine reelle Zahl r0 > 0, so dass
kerβP = Bild αP
fu¨r jeden offenen Polyzylinder P = P (w, r) mit Zentrum w und Radius
r ∈ (0, r0) gilt.
Betrachtet man in 3.11 den Fall Z = 0, so erha¨lt man das folgende Korollar.
Korollar 3.12.
Seien X,Y Banachra¨ume, Ω ⊂ Cn offen und α : Ω → L(Y,X) holomorph.
Dann gibt es zu jedem Punkt w ∈ Ω, fu¨r den α(w) surjektiv ist, eine reelle
Zahl r0 > 0, so dass αP fu¨r jeden offenen Polyzylinder P = P (w, r) mit
Zentrum w und Radius r ∈ (0, r0) ebenfalls surjektiv ist.
Wir betrachten nun zu einer holomorphen Funktion α : Ω → L(Y,X) wie
zuvor den Tra¨ger der Garbe OXD/αO
Y
D.
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Definitionsgema¨ß gilt
supp
(
OXD/αO
Y
D
)
=
{
w ∈ D; (OXD/αOYD)w 6= {0}}
=
{
w ∈ D; αOYw 6= OXw
}
.
Man beachte dabei, dass der Halm eines Quotienten von OD-Garben in ei-
nem Punkt w ∈ D als Ow-Modul isomorph zum entsprechenden Quotienten
der Halme ist. Im Folgenden nehmen wir dabei eine Identifizierung vor und
schreiben (
OXD/αO
Y
D
)
w
= OXw /αO
Y
w (w ∈ D).
Wir zeigen nun, dass der Tra¨ger der Quotientengarbe OXD/αO
Y
D gerade aus
den Punkten w ∈ D besteht, fu¨r die der Operator α(w) ∈ L(Y,X) nicht
surjektiv ist.
Satz 3.13.
In der Situation von 3.10 gilt
supp
(
OXD/αO
Y
D
)
= {w ∈ D; α(w) ist nicht surjektiv} .
Beweis.
Sei zuna¨chst w ∈ D gegeben, so dass α(w) surjektiv ist. Wir wa¨hlen dazu ein
r0 > 0 gema¨ß 3.12. Jedes Element aus OXw kann in der Form fw mit einer
holomorphen Funktion f ∈ O(P,X) auf einem Polyzylinder P = P (w, r)
mit Zentrum w und Radius r ∈ (0, r0) geschrieben werden. Wegen der Sur-
jektivita¨t von αP gibt es dann eine Funktion g ∈ O(P, Y ) mit αg = f . Liest
man α als OD-Morphismus, so folgt
fw = (αg)w = αgw.
Somit ist OXw = αO
Y
w und damit ist w /∈ suppH.
Sei umgekehrt w ∈ D mit w /∈ suppH. Dann ist OXw = αOYw .
Sei x ∈ X. Wir betrachten die holomorphe Funktion mit dem konstanten
Wert x auf D und ihre Lokalisierung xw ∈ OXw im Punkt w. Wir wa¨hlen dazu
eine holomorphe Funktion g : Dg → Y auf einer geeigneten w-Umgebung
Dg ⊂ D mit xw = (αg)w.
Dann gilt x = α(z)g(z) fu¨r alle Punkte z in einer geeigeten w-Umgebung.
Insbesondere ist
x = α(w)g(w).
Da x ∈ X beliebig war, ist α(w) also surjektiv, was zu zeigen war. 
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Es seien nun ein Banachraum X und ein Tupel T = (T1, . . . , Tn) ∈ L(X)n
gegeben, so dass
dim
X/ n∑
j=1
TjX
 <∞
gilt. Wir betrachten nun speziell die holomorphe Funktion
α = αT : Cn → L(Xn, X), α(z) = (z1 − T1, . . . , zn − Tn) .
Fu¨r z ∈ Cn ist dann
α(z)Xn =
n∑
j=1
(zj − Tj)X
und die Menge D aus 3.10 ist gerade die wesentliche rechte Resolventenmen-
ge des Tupels T , also
D = D(T ) = ρessr (T ) =
z ∈ Cn; dim
X/ n∑
j=1
(zj − Tj)X
 <∞
 .
Aus 3.10 folgt, dass D ⊂ Cn offen ist. Nach Voraussetzung ist 0 ∈ D.
Wir schreiben außerdem
H = H(T ) = OXD/αO
Xn
D .
Nach 3.10 ist H eine koha¨rente analytische Garbe. Insbesondere ist jeder
ihrer Halme
Hw = OXw /
n∑
j=1
(zj − Tj)OXw
ein endlich erzeugter Modul u¨ber Ow (w ∈ D).
Wir schreiben
A = A(T ) = suppH ⊂ D
fu¨r den Tra¨ger von H. Aus 3.13 erhalten wir unmittelbar die folgende ein-
fache Beschreibung von A durch das Tupel T .
Korollar 3.14.
Es gilt
A =
z ∈ Cn; 0 < dim
X/ n∑
j=1
(zj − Tj)X
 <∞
 .
Definition 3.15.
Die OD-Garbe H = H(T ) heißt die zu T assoziierte Garbe.
Wir werden im na¨chsten Abschnitt einen Zusammenhang zwischen dieser
Garbe H und den zuvor betrachteten Faktorra¨umen X/Mk(T ) (k ∈ N)
aufzeigen.
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Das Hilbert-Samuel-Polynom von T
Wie bisher seien X ein Banachraum, T = (T1, . . . , Tn) ∈ L(X)n mit
dim
X/ n∑
j=1
TjX
 <∞
und
Mk = Mk(T ) =
∑
a∈Fk
TaX ⊂ X (k ∈ N).
Wir wollen in diesem Abschnitt eine Definition fu¨r das Hilbert-Samuel-
Polynom des Tupels T angeben. Diese erweitert die Definition von R. Dou-
glas und K. Yan fu¨r den vertauschenden Fall. Wir benutzen dazu die zuvor
definierte zu T assoziierte Garbe H = H(T ).
Von besonderem Interesse ist dabei der Halm H0 von H im Nullpunkt. Da
H eine koha¨rente Garbe ist, ist H0 ein endlich erzeugter O0-Modul.
Wir wollen zuna¨chst einige nu¨tzliche Tatsachen fu¨r den Ring O0 und seine
Moduln angeben. Wie wir bereits gesehen haben, kann man die Elemente
von O0 als Potenzreihen ∑
α∈Nn
aαz
α (aα ∈ C),
die in einer Umgebung von 0 ∈ Cn konvergent sind, schreiben.
Es sei
m = m (O0) = O0 \ (O0)× ⊂ O0
die Menge der nicht invertierbaren Elemente im Ring O0. Dann gilt
m = {f0 ∈ O0; f(0) = 0} =
n∑
j=1
zjO0.
Man sieht, dass m ⊂ O0 ein Ideal ist. Folglich ist O0 ein lokaler Ring und m
ist das eindeutig bestimmte maximale Ideal in O0.
Fu¨r die Potenzen von m gilt offenbar
mk =
∑
|α|=k
zαO0 (k ∈ N).
Allgemeiner folgt damit auch fu¨r jeden O0-Modul M
mkM =
∑
|α|=k
zαM (k ∈ N).
Indem man jede Zahl a ∈ C mit der Lokalisierung der konstanten Funktion
mit dem Wert a in 0 identifiziert, kann man C ⊂ O0 als multiplikativ und ad-
ditiv abgeschlossene Teilmenge auffassen. Daher ist jeder O0-Modul M auch
ein komplexer Vektorraum. Aus Lemma 2.1 in [34], Chapter V folgt, dass
die La¨nge eines solchen O0-Moduls mit seiner Dimension als C-Vektorraum
94 3. SAMUELVIELFACHHEIT
u¨bereinstimmt. Es gilt also
`O0(M) = dimCM (M ein O0 −Modul).
Es ist weiterhin bekannt, dass O0 noethersch ist (siehe etwa [23], 2.2.1). Wir
benutzen das folgende Resultat aus der kommutativen Algebra (vergleiche
[26], Lemma 5.5.1).
Satz 3.16.
Ist R ein noetherscher lokaler Ring mit maximalem Ideal J ⊂ R und ist
M ein endlich erzeugter R-Modul, so existiert ein (eindeutiges) Polynom
p ∈ Q[x] und eine natu¨rliche Zahl k0 ∈ N mit
p(k) = `R
(
M/JkM
)
(k ≥ k0).
Ist J ⊂ R von N Elementen erzeugt, so ist dabei deg p ≤ N .
Bemerkung 3.17.
In der Situation von 3.16 sei p 6= 0 und d = deg p ∈ {0, . . . , N}.
Wegen p(k) ∈ Z (k ≥ k0) gibt es nach [28], Proposition 1.7.3 ganze Zahlen
c0, . . . , cd ∈ Z mit c0 6= 0 und
p(x) =
d∑
i=0
ci
(
x
d− i
)
(x ∈ Q).
Nach den vorangestellten Erkla¨rungen ko¨nnen wir Satz 3.16 auf den Ring
R = O0 anwenden. Dabei wird das maximale Ideal m ⊂ O0 von den Ele-
menten z1, . . . , zn ∈ O0 erzeugt. Ist M ein endlich erzeugter O0-Modul, so
existiert damit also ein Polynom p ∈ Q[x] mit deg p ≤ n und
p(k) = `O0
(
M/mkM
)
= dimC
(
M/mkM
)
(k ≥ k0).
Benutzt man die Darstellung von p aus 3.17, so folgt, dass der Grenzwert
c(M) = n! · lim
k→∞
dim
(
M/mkM
)
kn
∈ N
existiert. Wir werden c(M) als die Samuelvielfachheit von M bezeichnen.
Wendet man diese Ergebnisse auf den endlich erzeugten O0-Modul
M = H0 = OX0 /
n∑
j=1
(zj − Tj)OX0
an, so sieht man, dass ein Polynom p = p(T ) ∈ Q[x] mit deg p ≤ n existiert,
so dass
p(k) = dimC
(
H0/m
kH0
)
(k ≥ k0)
fu¨r ein geeignetes k0 ∈ N gilt.
Definition 3.18.
Das Polynom p = p(T ) ∈ Q[x] heißt Hilbert-Samuel-Polynom des Tupels T .
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Das Hilbert-Samuel-Polynom beschreibt nach Konstruktion die Kodimen-
sionen von mkH0 ⊂ H0. Wir wollen im Folgenden zeigen, dass diese mit
den Kodimensionen der Mk ⊂ X u¨bereinstimmen, wenn T vertauschend ist.
Fu¨r den nichtvertauschenden Fall bleibt noch eine Abscha¨tzung gu¨ltig. Wir
brauchen dazu zuna¨chst einige Vorbereitungen.
Bemerkung 3.19.
Ist u ∈ OX0 , so schreiben wir
[u] = u+
n∑
j=1
(zj − Tj)OX0 ∈ H0
fu¨r die Restklasse von u in H0. Fu¨r u ∈ mkOX0 ist offenbar auch [u] ∈ mkH0.
Wir u¨berlegen uns in der folgenden Bemerkung, dass der Operator Ti einen
(wohldefinierten) O0-Modulhomomorphismus auf H0 induziert, der der Mul-
tiplikation mit zi entspricht (i = 1, . . . , n).
Bemerkung 3.20.
(a) Indem wir ein Element x ∈ X mit der Lokalisierung der Funktion auf D
mit dem konstanten Wert x in 0 identifizieren, fassen wir X ⊂ OX0 als
Unterraum auf. Einen stetig linearen Operator T ∈ L(X) ko¨nnen wir
wie in 3.9 (c) als O0-Modulhomomorphismus
T : OX0 → OX0 , f0 7→ (T ◦ f)0
verstehen. Dieser setzt dabei den urspru¨nglichen Operator T fort.
(b) Fu¨r i, k = 1, . . . , n und u ∈ OX0 gilt
Ti(zk − Tk)u = (zk − Tk)ziu− (zi − Ti)(zk − Tk)u
∈
n∑
j=1
(zj − Tj)OX0 .
Folglich ist
Ti
 n∑
j=1
(zj − Tj)OX0
 ⊂ n∑
j=1
(zj − Tj)OX0
und somit induziert Ti einen wohldefinierten O0-Modulhomomorphismus
T¯i : H0 → H0, T¯i[u] = [Tiu] (i = 1, . . . , n).
Außerdem ist
(zi − Ti)OX0 ⊂
n∑
j=1
(zj − Tj)OX0 .
Daher wirkt T¯i wie die Multiplikation mit zi, das heißt es gilt
T¯iu = zi · u (u ∈ H0, i = 1, . . . , n).
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Wir betrachten nun die C-lineare Abbildung
φ : X → H0, φx = [x].
Wir ko¨nnen aus 3.20 das folgende Korollar ableiten, das zeigt, dass φ fu¨r
k ∈ N den Teilraum Mk nach mkH0 abbildet. Dabei sei µ : F → Nn wie im
ersten Teil dieser Arbeit durch µ(0) = 0 und
µ(a1, . . . , ak) =
(
#{j = 1, . . . , k; aj = i}
)n
i=1
(k ≥ 1)
definiert.
Korollar 3.21.
Fu¨r alle x ∈ X und alle a ∈ F gilt
φTax = zµ(a) · φx.
Folglich ist
φMk ⊂ mkH0 (k ∈ N).
Beweis.
Fu¨r a = 0 ist nichts zu zeigen. Sei also a = (a1, . . . , ak) ∈ F \ {0}. Nach 3.20
gilt fu¨r alle x ∈ X
φTax = [Ta1 . . . Takx] = T¯a1 . . . T¯ak [x] = za1 · · · zak · φx = zµ(a) · φx.

Nach 3.21 induziert φ wohldefinierte C-lineare Abbildungen
φk : X/Mk → H0/mkH0, x+Mk 7→ φx+mkH0 (k ∈ N).
Wir zeigen nun, dass diese Abbildungen surjektiv sind. Weiter berechnen
wir ihren Kern und sehen, dass sie bijektiv sind, falls T vertauschend ist.
Lemma 3.22.
Sei k ∈ N.
(a) Die Abbildung φk : X/Mk → H0/mkH0 ist surjektiv.
(b) Fu¨r x ∈ X ist x+Mk genau dann im Kern von φk, wenn es holomorphe
Funktionen f1, . . . , fn : U → X auf einer offenen Nullumgebung U ⊂ Cn
gibt, so dass
x−
n∑
j=1
(zj − Tj) fj(z) ∈Mk
fu¨r alle z ∈ U gilt.
(c) Ist T vertauschend, so ist φk auch injektiv.
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Beweis.
(a) Sei u ∈ H0 gegeben. Wir wa¨hlen ein f0 ∈ OX0 mit u = [f0]. Indem wir
f0 als Potenzreihe schreiben, ko¨nnen wir xα ∈ X fu¨r alle α ∈ Nn mit
|α| < k wa¨hlen, so dass
f0 −
∑
|α|<k
xαz
α ∈ mkOX0
gilt. Nach 3.19 ist dann
u+mkH0 = [f0] +mkH0 =
∑
|α|<k
xαz
α
+mkH0.
Zu jedem α ∈ Nn mit |α| < k fixieren wir nun ein (beliebig gewa¨hltes)
aα ∈ F mit µ(aα) = α und setzen
x =
∑
|α|<k
Taαxα ∈ X.
Nach 3.21 folgt
φx =
∑
|α|<k
φTaαxα =
∑
|α|<k
zα · φxα =
∑
|α|<k
xαz
α
 .
Damit gilt
φk(x+Mk) =
∑
|α|<k
xαz
α
+mkH0 = u+mkH0
und dies zeigt die Surjektivita¨t von φk.
(b) Sei zuna¨chst x ∈ X mit x + Mk ∈ kerφk. Dann ist φx ∈ mkH0 und
damit gibt es uα ∈ H0 (|α| = k) mit
[x] = φx =
∑
|α|=k
zα · uα.
Fu¨r jedes α ∈ Nn mit |α| = k fixieren wir ein (beliebig gewa¨hltes)
aα ∈ Fk mit µ(aα) = α und wa¨hlen ein (fα)0 ∈ OX0 mit [(fα)0] = uα.
Nach 3.20 (b) folgt dann
[x] =
∑
|α|=k
zα · uα =
∑
|α|=k
T¯aαuα =
∑
|α|=k
Taα ◦ fα

0
 .
Daher gibt es holomorphe Funktionen f1, . . . , fn : U → X auf einer
offenen Nullumgebung U ⊂ Cn mit
x−
n∑
j=1
(zj − Tj)fj(z) =
∑
|α|=k
Taαfα(z) ∈Mk (z ∈ U).
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Seien umgekehrt eine Nullumgebung U ⊂ Cn und holomorphe Funktio-
nen f1, . . . , fn : U → X gegeben, so dass
f(z) = x−
n∑
j=1
(zj − Tj) fj(z) ∈Mk (z ∈ U)
gilt. Damit ist f : U → Mk ⊂ X holomorph. Wir ko¨nnen also die
Lokalisierung von f in 0 als Potenzreihe
f0 =
∑
α∈Nn
xαz
α
mit Koeffizienten xα ∈ Mk (α ∈ Nn) schreiben. (Man beachte hierbei,
dass Mk ⊂ X nach 3.3 abgeschlossen ist.)
Es gilt [x] = [f0] und mit 3.19 folgt
[x] +mkH0 = [f0] +mkH0 =
∑
|α|<k
xαz
α
+mkH0.
Wegen xα ∈Mk ist außerdem φxα ∈ mkH0 nach 3.21 und somit ist∑
|α|<k
xαz
α
 = ∑
|α|<k
zα · φxα ∈ mkH0.
Zusammen folgt φx = [x] ∈ mkH0 und damit ist x + Mk ∈ kerφk, was
zu zeigen war.
(c) Sei T vertauschend und sei x ∈ X mit ξ = x + Mk ∈ kerφk. Wir
wa¨hlen gema¨ß (b) eine offene Nullumgebung U ⊂ Cn und holomorphe
Funktionen f1, . . . , fn ∈ O(U,X) mit
x−
n∑
j=1
(zj − Tj) fj(z) ∈Mk (z ∈ U).
Fu¨r j = 1, . . . , n gilt TjMk ⊂Mk+1 ⊂Mk und damit ist
T˜j : X/Mk → X/Mk, y +Mk 7→ Tjy +Mk
ein wohldefinierter stetig linearer Operator auf dem Banachraum X/Mk.
(Nach 3.3 ist Mk ⊂ X abgeschlossen.) Das dadurch definierte Tupel
T˜ =
(
T˜1, . . . , T˜n
)
∈ L (X/Mk)n ist vertauschend und es gilt T˜α = 0 fu¨r
alle α ∈ Nn mit |α| ≥ k.
Wir betrachten außerdem die holomorphen Funktionen
f˜j : U → X/Mk, f˜j(z) = fj(z) +Mk (j = 1, . . . , n).
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Fu¨r z ∈ U folgt
ξ −
n∑
j=1
(
zj − T˜j
)
f˜j(z) =
x− n∑
j=1
(zj − Tj) fj(z)
+Mk = 0.
Fu¨r j = 1, . . . , n schreiben wir nun die Funktion f˜j als Potenzreihen mit
Entwicklungszentrum 0 und erhalten Koeffizienten
ξjα ∈ X/Mk (α ∈ Nn),
so dass
f˜j(z) =
∑
α∈Nn
ξjαz
α (z ∈ U)
gilt. (Ohne Einschra¨nkung verkleinere man dabei U zum Konvergenz-
bereich dieser Potenzreihen, falls dies notwendig ist.)
Wir erhalten durch Einsetzen (dabei sei ej ∈ Nn der j-te Einheitsvektor)
0 = ξ −
n∑
j=1
(
zj − T˜j
)
f˜j(z)
= ξ −
n∑
j=1
∑
α∈Nn
ξjαz
α+ej +
n∑
j=1
∑
α∈Nn
(
T˜jξ
j
α
)
zα
=
ξ + n∑
j=1
T˜jξ
j
0
+ ∑
06=α∈Nn
 n∑
j=1
T˜jξ
j
α −
∑
j,αj≥1
ξjα−ej
 zα
fu¨r z ∈ U . Es folgt mittels Koeffizientenvergleich
ξ = −
n∑
j=1
T˜jξ
j
0
und
n∑
j=1
T˜jξ
j
α =
∑
j,αj≥1
ξjα−ej (0 6= α ∈ Nn).
Wir definieren die Folge (ξm)m∈N in X/Mk durch
ξm =
∑
|α|=m
n∑
j=1
T˜α+ejξjα (m ∈ N).
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Aus den oben gezeigten Gleichungen folgt ξ = −ξ0 und
ξm+1 =
∑
|α|=m+1
T˜α
n∑
j=1
T˜ jξjα
=
∑
|α|=m+1
∑
j,αj≥1
T˜αξjα−ej
=
∑
|α|=m
n∑
j=1
T˜α+ejξjα
= ξm (m ∈ N).
Man beachte dabei, dass die Abbildung
{(α, j); |α| = m+ 1, αj ≥ 1} → {(α, j); |α| = m, j = 1, . . . , n}
(α, j) 7→ (α− ej , j)
eine Bijektion ist.
Es folgt nun, dass ξ = −ξm fu¨r alle m ∈ N ist. Andererseits ist aber
ξm = 0 fu¨r m ≥ k − 1. Also ist ξ = 0, was zu zeigen war.

Fu¨r k ∈ N haben wir also C-lineare Surjektionen X/Mk → H0/mkH0 kon-
struiert, die Isomorphismen sind, falls T vertauschend ist. Wir erhalten da-
mit den angeku¨ndigten Vergleich der Kodimensionen von Mk ⊂ X und
mkH0 ⊂ H0. Wir folgern außerdem, dass das Hilbert-Samuel-Polynom fu¨r
vertauschende Tupel gerade das Wachstum von dim (X/Mk) fu¨r k →∞ be-
schreibt und fu¨r beliebige Tupel noch eine Abscha¨tzung nach unten liefert.
Korollar 3.23.
(a) Es gilt
dim (X/Mk) ≥ dim
(
H0/m
kH0
)
(k ∈ N).
Fu¨r das Hilbert-Samuel-Polynom p von T folgt damit
dim (X/Mk) ≥ p(k) (k ≥ k0)
fu¨r ein geeignetes k0 ∈ N.
(b) Ist T vertauschend, so gilt in (a) beide Male Gleichheit.
Bemerkung 3.24.
Aus 3.22 (b) folgt, dass φ1 fu¨r ein beliebiges (nicht nowendig vertauschendes)
Tupel T injektiv ist. Es gilt also stets
dim (X/M1) = dim
(
H0/m
1H0
)
.
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Grad und Leitkoeffizient des Hilbert-Samuel-Polynoms
Ziel dieses Abschnitts ist es, eine Beschreibung des Grades und des Leitkoef-
fizienten des im vorigen Abschnitt definierten Hilbert-Samuel-Polynoms zu
geben.
Wie zuvor betrachten wir ein Tupel T = (T1, . . . , Tn) ∈ L(X)n von Opera-
toren auf einem Banachraum X mit
dim
X/ n∑
j=1
TjX
 <∞.
Sei weiterhin p = p(T ) ∈ Q[x] das Hilbert-Samuel-Polynom von T . Wir
nehmen im Folgenden zusa¨tzlich an, dass p 6= 0 ist. A¨quivalent dazu ist
(vergleiche 3.2), dass
dim
X/ n∑
j=1
TjX
 > 0
gilt. Dies ist keine wesentliche Einschra¨nkung.
Wir bezeichnen weiterhin mit
d = deg p ∈ {0, . . . , n}
den Grad von p und betrachten wie zuvor den Tra¨ger
A = suppH =
z ∈ Cn; 0 < dim
X/ n∑
j=1
(zj − Tj)X
 <∞

(siehe 3.14) der zu T assoziierten Garbe H = H(T ). Da H nach 3.10 eine
koha¨rente OD-Garbe u¨ber der offenen Nullumgebung
D = D(T ) = ρessr (T )
ist, ist A ⊂ D eine analytische Menge ([23], Chapter 4, §1.1). Nach Voraus-
setzung ist 0 ∈ A.
Wir wollen an dieser Stelle an den Dimensionsbegriff fu¨r analytische Mengen
erinnern (vergleiche dazu auch [23], Chapter 5).
Sei dabei zuna¨chst (X,OX) ein beliebiger komplexer Raum. Man definiert
die Dimension dimx (X,OX) von X in einem Punkt x ∈ X als die kleinstmo¨-
gliche Zahl k ∈ N, fu¨r die eine offene x-Umgebung U ⊂ X und holomorphe
Funktionen f1, . . . , fk ∈ O(U) existieren mit
N (f1, . . . , fk) = {y ∈ U ; fi(y) = 0 fu¨r i = 1, . . . , k} = {x}.
Man kann die Dimension komplexer Ra¨ume jedoch auch mithilfe von Dimen-
sionsbegriffen aus der kommutativen Algebra charakterisieren. Wir wollen
dies kurz erla¨utern.
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Bemerkung 3.25.
(a) Ist R ein (kommutativer) Ring (mit Eins), so definiert man die Krulldi-
mension von R
dimKrull(R) ∈ N ∪ {∞}
als die maximale La¨nge einer Kette von Primidealen in R. Ist M ein
Modul u¨ber einem solchen Ring R, so ist die Dimension von M u¨ber R
definiert durch
dimRM = dimKrull(R/AnnRM),
wobei
AnnRM = {r ∈ R; r ·m = 0 fu¨r alle m ∈M} ⊂ R
das Annihilatorideal von M in R ist.
(b) Ist R ein lokaler Ring mit maximalem Ideal J ⊂ R, so ist die Chevalley-
dimension dimChev(R) von R definiert als die minimale Erzeugendenzahl
fu¨r ein J-prima¨res Ideal.
Ist R außerdem noethersch, so ist ein Ideal I ( R genau dann J-prima¨r,
wenn der Faktorring R/I artinsch ist. Dies erha¨lt man leicht aus Satz
8.5 in [6].
Im Fall R = O0/J (mit einem echten Ideal J ( O0) ist R/I genau
dann artinsch fu¨r ein Ideal I ( R, wenn dimCR/I < ∞ ist. Damit
ist die Chevalleydimension von O0/J die minimale Erzeugendenzahl ei-
nes Ideal I ( O0/J , derart dass der Faktorring (O0/J)/I artinsch ist
(beziehungsweise ein endlichdimensionaler C-Vektorraum ist).
(c) Ist (X,OX) ein komplexer Raum und OX,x der Halm der Strukturgarbe
OX von X in einem Punkt x ∈ X, so gilt
dimChev(OX,x) = dimKrull(OX,x)
nach Satz 4.1.9 in [30].
Die Dimensionsformel in [23], Chapter 5, §1.2 besagt, dass die Dimension
eines komplexen Raums (X,OX) in einem Punkt x ∈ X mit der Chevalleydi-
mension des Halmes OX,x der Strukturgarbe OX von X in x u¨bereinstimmt.
Zusammen mit 3.25 (c) liefert dies den folgenden Satz.
Satz 3.26. (Dimensionsformel)
Sei (X,OX) ein komplexer Raum und sei OX,x der Halm von OX in einem
Punkt x ∈ X. Dann gilt
dimx (X,OX) = dimChev(OX,x) = dimKrull(OX,x).
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Sei nun Ω ⊂ Cn eine offene Menge und B ⊂ Ω eine analytische Teilmenge.
Wir betrachten die Idealgarbe JB ⊂ OΩ, die gegeben ist durch
(JB)w =
{
(f,Df )w ∈ Ow; f |Df∩B = 0
} ⊂ Ow (w ∈ Ω).
Damit ist JB eine koha¨rente OΩ-Garbe ([23], Chapter 4, §2). Offenbar gilt
supp (OΩ/JB) = B.
Wir versehen B mit der eingeschra¨nkten Quotientengarbe OB = (OΩ/JB) |B
und erhalten so einen komplexen Raum (B,OB). Fu¨r einen Punkt w ∈ B
wird nun die Dimension von B in w definiert durch
dimw B = dimw (B,OB)
als die Dimension dieses komplexen Raums in w.
Bemerkung 3.27.
Man beachte, dass sich dieser Dimensionsbegriff fu¨r analytische Mengen
nicht a¨ndert, wenn man JB durch eine beliebige koha¨rente Idealgarbe J ⊂ OΩ
mit supp (OΩ/J) = B ersetzt. Fu¨r ein solches J gilt
dimw B = dimw (B, (OΩ/J) |B) (w ∈ B).
Man vergleiche dazu [23], Chapter 5, §1.3.
Um nun den Grad d des Hilbert-Samuel-Polynoms von T durch die ana-
lytische Menge A beschreiben zu ko¨nnen, benutzen wir noch die folgende
Bedingung fu¨r den Grad des Hilbert-Samuel-Polynoms eines beliebigen end-
lich erzeugten Moduls u¨ber einem noetherschen lokalen Ring.
Bemerkung 3.28.
In der Situation von 3.16 gilt nach Korollar 5.5.6 in [26]
deg p = dimRM = dimKrull(R/AnnRM).
Nun kommen wir zu einem Hauptresultat dieses Abschnitts. Der Grad des
Hilbert-Samuel-Polynoms von T entspricht der Dimension der analytischen
Menge A im Nullpunkt.
Satz 3.29.
Fu¨r den Grad d des Hilbert-Samuel-Polynoms von T und die analytische
Menge
A =
z ∈ Cn; 0 < dim
X/ n∑
j=1
(zj − Tj)X
 <∞
 ⊂ D
gilt
d = dim0A.
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Beweis.
Die Annihilatorgarbe AnnODH ⊂ OD von H ist gegeben durch
(AnnODH)w = AnnOwHw ⊂ Ow (w ∈ D).
Da H eine koha¨rente OD-Garbe ist, ist AnnODH ⊂ OD nach [23], Annex
§4.5 eine koha¨rente Idealgarbe. Offenbar ist
supp (OD/AnnODH) = suppH = A.
Mit 3.27 und 3.26 folgt
dim0A = dim0 (A, (OD/AnnODH) |A)
= dimKrull (OD/AnnODH)0
= dimKrull (O0/AnnO0H0) = d
nach 3.28 und der Definition des Hilbert-Samuel-Polynoms. 
Als Folgerung aus 3.29 erhalten wir auch unmittelbar Kriterien dafu¨r, dass
die Fa¨lle d = 0 beziehungsweise d = n auftreten (vergleiche auch [23],
Chapter 5, §1.1 und §3.2).
Korollar 3.30.
Es gilt genau dann d = 0, wenn 0 ein isolierter Punkt von A ist und genau
dann d = n, wenn 0 ein innerer Punkt von A ist.
Nach 3.17 existieren ganze Zahlen c0, . . . , cd ∈ Z mit c0 6= 0 und
p(x) =
d∑
i=0
ci
(
x
d− i
)
(x ∈ Q).
Wir untersuchen nun den ’Leitkoeffizienten’ c0 von p. Offenbar gilt
c0 = d! · lim
k→∞
p(k)
kd
= d! · lim
k→∞
dim
(
H0/m(H0)kH0
)
kd
.
Insbesondere folgt c0 > 0 und man erha¨lt aus 3.23 das folgende Korollar.
Korollar 3.31.
Seien die Teilra¨ume
Mk = Mk(T ) =
∑
a∈Fk
TaX ⊂ X (k ∈ N)
wie zuvor. Dann gilt
d! · lim inf
k→∞
dim (X/Mk)
kd
≥ c0.
Ist T vertauschend, so gilt
d! · lim
k→∞
dim (X/Mk)
kd
= c0.
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In [17], Korollar 2.6 (und Korollar 3.1) zeigt J. Eschmeier das folgende
Resultat fu¨r den Fall, dass T vertauschend ist und d = n gilt.
Satz 3.32.
Sei T vertauschend und gelte d = n. Sei
D0 ⊂ D = ρessr (T )
die Zusammenhangskomponente von D mit 0 ∈ D0. Dann gilt
c0 = c(T ) = min
z∈D0
dim
X/ n∑
j=1
(zj − Tj)X
 .
Weiterhin existiert eine analytische Teilmenge S ( D0, so dass das obige
Minimum gerade in allen Punkten außerhalb von S angenommen wird, es
gilt also
c0 = dim
X/ n∑
j=1
(zj − Tj)X
 (z ∈ D0 \ S)
und
c0 < dim
X/ n∑
j=1
(zj − Tj)X
 (z ∈ S).
Im Folgenden versuchen wir Teile dieses Resultates auf den Fall d ≤ n zu
u¨bertragen. Wir nehmen dazu zusa¨tzlich an, dass d > 0 ist und betrachten
zuna¨chst eine allgemeinere Situation.
Sei Y ein weiterer Banachraum, U ⊂ Cd eine offene, zusammenha¨ngende
Nullumgebung und α : U → L(Y,X) eine holomorphe Funktion mit
dim (Y/α(w)X) <∞ (w ∈ U).
Nach 3.10 ist dann
F = Fα = OXU /αO
Y
U
eine koha¨rente analytische Garbe u¨ber dem Gebiet U .
Aus [23], Chapter 4, §4.2 folgt, dass die Menge
S0 = {w ∈ U ; F ist nicht lokal frei in w} ⊂ U
eine echte analytische Teilmenge ist.
Folglich ist U \ S0 wieder ein Gebiet im Cd und der Rang rkw(F) von F in
w ∈ U \ S0 ist konstant fu¨r alle w ∈ U \ S0. Man definiert den Rang von F
auf U (beziehungsweise in 0) als diesen konstanten Wert, also
rkU (F) = rk0(F) = rkw(F) (w ∈ U \ S0).
In [16] (Seite 32) zeigt J. Eschmeier, dass dieser Rang von F in 0 der Samu-
elvielfachheit des Halmes Fw in einem beliebigen Punkt w ∈ U entspricht.
106 3. SAMUELVIELFACHHEIT
Es gilt also
rk0(F) = c(Fw) = d! · lim
k→∞
dim
(
Fw/m (Ow)
k · Fw
)
kd
(w ∈ U).
Wir wollen nun zeigen, dass man den Rang von F in 0 auch durch die Kodi-
mensionen der Bilder der α(w) (w ∈ U) ausdru¨cken kann. Dazu betrachten
wir die Zahl
c = cα = min {dim (X/α(w)Y ) ; w ∈ U} ∈ N.
Wir nennen c die stabilisierte Bild-Kodimension von α (nahe 0).
Bemerkung 3.33.
In [31], Satz 1.5 zeigt W. Kaballo, dass eine analytische Teilmenge S ⊂ U
existiert mit
dim (X/α(w)Y ) = c fu¨r alle w ∈ U \ S
und
dim (X/α(w)Y ) > c fu¨r alle w ∈ S.
Nach Definition von c muss S ( U eine echte analytische Teilmenge sein.
Damit ist S insbesondere eine Nullmenge fu¨r das (2n)-dimensionale Lebes-
guemaß. Folglich entha¨lt jede Nullumgebung U0 ⊂ U Punkte w ∈ U0 mit
dim (X/α(w)Y ) = c.
Im folgenden Lemma zeigen wir, dass die Garbe F in jedem Punkt außerhalb
von S lokal frei vom Rang c ist.
Lemma 3.34.
Die Garbe F ist in jedem Punkt w ∈ U \ S lokal frei vom Rang c.
Beweis.
Sei w ∈ U \ S gegeben. Damit ist dim (X/α(w)Y ) = c. Wir wa¨hlen einen
c-dimensionalen Teilraum M ⊂ X, so dass
X = M+˙α(w)Y
als direkte Summe linearer Teilra¨ume gilt und betrachten die holomorphe
Abbildung β : U \ S → L (Y ⊕M,X) mit
β(z)(y,m) = α(z)y +m (z ∈ U \ S, (y,m) ∈ Y ⊕M).
Dabei schreiben wir Y ⊕M fu¨r die 1-direkte Summe von Banachra¨umen.
Da β(w) surjektiv ist, existiert nach 3.12 ein Polyzylinder P ⊂ U \ S mit
Mittelpunkt w, so dass auch die induzierte Abbildung
βP : O(P, Y ⊕M)→ O(P,X)
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surjektiv ist. Insbesondere sind damit alle Operatoren β(z) (z ∈ P ) sur-
jektiv. Durch erneutes Anwenden von 3.12 folgt, dass die von β induzierte
Abbildung zwischen analytischen Garben u¨ber P
β : OY⊕MP → OXP , fz 7→ (βf)z
surjektiv ist.
Um die Behauptung des Satzes zu zeigen, betrachten wir nun
Φ : OMP → F|P =
(
OXD/αO
Y
D
) |P , fz 7→ fz + αOYz .
Da dimM = c < ∞ gilt, ist OMP eine freie Garbe vom Rang c und damit
genu¨gt es zu zeigen, dass Φ ein Isomorphismus von OP -Garben ist.
Ist z ∈ P und gz ∈ OXz , so existiert ein fz ∈ OY⊕Mz mit
βfz = gz.
Schreibt man dann fz = fYz + f
M
z mit f
Y
z ∈ OYz und fMz ∈ OMz , so folgt
gz = βfz = fMz + αf
Y
z
und damit ist
gz + αOYz = Φf
M
z .
Damit ist die Surjektivita¨t von Φ gezeigt.
Fu¨r z ∈ P betrachte man weiterhin die lineare Abbildung
Pz : M → X/α(z)Y, m 7→ m+ α(z)Y.
Wir wollen zeigen, dass die Pz (z ∈ P ) Vektorraumisomorphismen sind. Die
Surjektivita¨t folgt unmittelbar aus der von β(z). Wegen P ⊂ U \ S ist
dim (X/α(z)Y ) = c = dimM
und damit ist Pz auch injektiv (z ∈ P ). Das bedeutet gerade, dass der
Raum X sich fu¨r alle z ∈ P durch X = M+˙α(z)Y als direkte Summe
linearer Teilra¨ume schreiben la¨sst.
Um den Beweis zu beenden, zeigen wir nun die Injektivita¨t von Φ.
Sei dazu z ∈ P und fz ∈ OMz mit Φfz = 0. Dann gibt es ein gz ∈ OYz mit
fz = αgz = (αg)z.
Sind f und g holomorphe Funktionen auf einer in P enthaltenen Umgebung
um z, die die Keime fz beziehungsweise gz repra¨sentieren, so folgt
M 3 f(λ) = α(λ)g(λ) ∈ α(λ)Y
fu¨r alle λ in einer geeigneten z-Umgebung. Wegen M ∩α(λ)Y = {0} ist dort
folglich f ≡ 0. Also ist fz = 0. Dies zeigt, dass Φ injektiv ist. 
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Mit diesem Lemma 3.34 und den Vorbemerkungen ko¨nnen wir folgern, dass
die Samuelvielfachheit der Halme Fw (w ∈ U) gleich der stabilisierten Bild-
Kodimension von α ist.
Korollar 3.35.
Es gilt S0 ⊂ S und c = rk0(F) = c(Fw) fu¨r alle w ∈ U .
Wir wenden uns jetzt wieder dem Ziel zu, eine Verallgemeinerung von 3.32
fu¨r den Fall 0 < d ≤ n zu geben.
Dazu nehmen wir an, dass 0 ein glatter Punkt der Menge A ist. Das heißt ge-
rade, dass A in 0 eine komplexe d-dimensionale Mannigfaltigkeit ist. Es gibt
also offene Nullumgebungen U ⊂ Cd, V ⊂ D und einen Homo¨omorphismus
ϕ : U → A ∩ V mit ϕ(0) = 0, der als Funktion
ϕ = (ϕ1, . . . , ϕn) : U → Cn
holomorph ist mit rgJϕ(w) = d fu¨r alle w ∈ U . Man kann zusa¨tzlich errei-
chen, dass U und A ∩ V zusammenha¨ngend sind.
Es sei nun α ∈ O (U,L(Xn, X)) definiert durch
α(w) = αT (ϕ(w)) = (ϕ1(w)− T1, . . . , ϕn(w)− Tn) (w ∈ U).
Weiter sei
F = Fα = OXU /
n∑
j=1
(ϕj(z)− Tj)OXU
die zugeho¨rige koha¨rente OU -Garbe. Nach 3.33 ist
cA(T ) = min
z∈A∩V
dim
X/ n∑
j=1
(zj − Tj)X
 = min
w∈U
dim
(
X/α(w)Xn
)
unabha¨ngig von der Wahl von V (beachte, dass A ∩ V und U zusam-
menha¨ngend gewa¨hlt wurden).
Wir nennen cA(T ) die in A stabilisierte Bild-Kodimension von T (nahe 0).
Nach 3.14 ist cA(T ) > 0. Außerdem ist (siehe 3.33)
S = {w ∈ U ; dim (X/α(w)Xn) > cA(T )} ⊂ U
eine echte und damit nirgends dichte analytische Teilmenge von U . Folglich
ist die Menge S = ϕ(S) ( A∩V eine nirgends dichte analytische Teilmenge,
und es gilt
cA(T ) = dim
(
X/
n∑
i=1
(zj − Tj)X
)
fu¨r alle z ∈ (A ∩ V ) \ S
und
cA(T ) < dim
(
X/
n∑
i=1
(zj − Tj)X
)
fu¨r alle z ∈ S.
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Weiterhin folgt aus 3.34, dass F in jedem Punkt aus U \ S lokal frei vom
Rang cA(T ) ist, und nach 3.35 gilt
cA(T ) = c(Fw) = d! · lim
k→∞
dim
(
Fw/m(Ow)k · Fw
)
kd
(w ∈ U).
Wir wollen im Folgenden zeigen, dass die in A stabilisierte Bild-Kodimension
cA(T ) von T kleiner oder gleich dem Leitkoeffizienten c0 im Hilbert-Samuel-
Polynom von T ist. Dazu konstruieren wir surjektive C-lineare Abbildungen(
H0/m(O0)k ·H0
)
→
(
F0/m(O0)k · F0
)
(k ∈ N).
Zuna¨chst definieren wir fu¨r einen Punkt w ∈ U mithilfe der holomorphen
Karte ϕ : U → A ∩ V ⊂ Cn die Abbildungen
Φw : Oϕ(w) → Ow,
(
f,Df )ϕ(w) 7→
(
f ◦ ϕ, −1ϕ (Df )
)
w
und
ΦXw : O
X
ϕ(w) → OXw ,
(
g,Dg
)
ϕ(w)
7→
(
g ◦ ϕ, −1ϕ (Dg)
)
w
.
Wir fassen einige einfache Eigenschaften dieser Abbildungen zusammen.
Lemma 3.36.
Fu¨r alle w ∈ U gelten die folgenden Aussagen:
(a) Die Abbildung Φw ist ein (unitaler) C-Algebrenhomomorphismus mit
Φwm
(
Oϕ(w)
) ⊂ m (Ow) .
(b) Die Abbildung ΦXw ist additiv und erfu¨llt
ΦXw
(
fϕ(w) · gϕ(w)
)
= Φw
(
fϕ(w)
) · ΦXw (gϕ(w))
fu¨r alle fϕ(w) ∈ Oϕ(w) und gϕ(w) ∈ OXϕ(w).
Insbesondere ist ΦXw eine lineare Abbildung zwischen C-Vektorra¨umen.
(c) Es ist
ΦXw
 n∑
j=1
(zj − Tj)OXϕ(w)
 ⊂
 n∑
j=1
(ϕj(z)− Tj)OXw
 .
Folglich induziert ΦXw eine Abbildung
Ψw : Hϕ(w) → Fw.
Diese ist ebenfalls C-linear und erfu¨llt
Ψw
(
fϕ(w) · uϕ(w)
)
= Φw
(
fϕ(w)
) ·Ψw (uϕ(w))
fu¨r alle fϕ(w) ∈ Oϕ(w) und uϕ(w) ∈ Hϕ(w).
(d) Fu¨r alle k ∈ N gilt
Ψw
(
m
(
Oϕ(w)
)k ·Hϕ(w)) ⊂ m (Ow)k · Fw.
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Beweis.
(a) Offensichtlich ist Φw ein unitaler C-Algebrenhomomorphismus.
Ist fϕ(w) ∈ m
(
Oϕ(w)
)
, so gilt
0 = f(ϕ(w)) = (f ◦ ϕ)(w)
und damit folgt
Φw
(
fϕ(w)
)
= (f ◦ ϕ)w ∈ m (Ow) .
(b) und (c) rechnet man leicht nach.
(d) Sind f1,ϕ(w), . . . , fk,ϕ(w) ∈ m(Oϕ(w)) und uϕ(w) ∈ Hϕ(w), so gilt
nach (c) und (a)
Ψw
(
f1,ϕ(w) · . . . · fk,ϕ(w) · uϕ(w)
)
= Φw
(
f1,ϕ(w)
) · . . . · Φw (fk,ϕ(w)) ·Ψw (uϕ(w)) ∈ m(Ow)k · Fw.

Nach 3.36 (d) induziert Ψw fu¨r w ∈ U wohldefinierte lineare Abbildungen
Ψkw :
(
Hϕ(w)/m
(
Oϕ(w)
)k ·Hϕ(w))→ (Fw/m (Ow)k · Fw) (k ∈ N).
Wir wollen nun die Surjektivita¨t dieser Abbildungen zeigen. Dazu genu¨gt
es, nachzuweisen, dass ΦXw surjektiv ist. Wir brauchen dabei das bekannte
Resultat, dass sich jede auf einer komplexen Untermannigfaltigkeit im Cn
holomorphe Funktion lokal zu einer holomorphen Funktion auf einer offenen
Menge des Cn fortsetzen la¨sst. Genauer gilt der folgende Satz, zu dem wir
der Vollsta¨ndigkeit halber auch einen Beweis angeben wollen.
Satz 3.37.
Sei M ⊂ Cn eine komplexe Untermannigfaltigkeit der Dimension 0 < m ≤ n
und sei φ : U→ V ∩M eine holomorphe Karte von M mit offenen Mengen
U ⊂ Cm und V ⊂ Cn. Sei weiterhin h : V∩M → E eine Abbildung in einen
Banachraum E, so dass h ◦ φ : U→ E holomorph ist.
Dann existieren zu jedem Punkt w ∈ U eine offene Umgebung V0 ⊂ V von
φ(w) und eine holomorphe Funktion g : V0 → E mit
g|V0∩M = h|V0∩M .
Beweis.
Sei w ∈ U. Wir betrachten a = φ(w) ∈ M . Da M ⊂ Cn eine komple-
xe Untermannigfaltigkeit der Dimension m ist, existiert eine biholomorphe
Abbildung
ψ : V0 → P
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zwischen einer offenen Umgebung V0 ⊂ V von a und einem offenen Polyzy-
linder
P =
n∏
j=1
Drj (0) ⊂ Cn (r1, . . . , rn > 0)
um 0 mit ψ(a) = 0 und
ψ (V0 ∩M) = {z ∈ P ; zm+1 = . . . = zn = 0} .
Es sei nun
P˜ =
m∏
j=1
Drj (0) ⊂ Cm
und
ρ : P˜ → V0 ∩M, z 7→ ψ−1
(
(z, 0)
)
.
Dann ist ρ eine weitere holomorphe Karte von M . Mit U0 = φ−1 (V0 ∩M)
haben wir folglich den biholomorphen Kartenwechsel
φ−1 ◦ ρ : P˜ → U0.
Wir betrachten nun die Projektion
pim : P → P˜ , pim (z1, . . . , zn) = (z1, . . . zm)
und setzen
g = h ◦ ρ ◦ pim ◦ ψ : V0 → E.
Wegen
h ◦ ρ = (h ◦ φ) ◦ (φ−1 ◦ ρ)
ist g holomorph als Verkettung holomorpher Funktionen. Man rechnet nach,
dass fu¨r alle z ∈ V0 ∩M
(ρ ◦ pim ◦ ψ) (z) = z
gilt. Damit folgt
g|V0∩M = h|V0∩M .

Wir ko¨nnen nun die Surjektivita¨t von ΦXw nachweisen.
Satz 3.38.
Fu¨r alle w ∈ U ist die Abbildung ΦXw surjektiv. Folglich sind auch die von
ihr induzierten Abbildungen Ψw und Ψkw (k ∈ N) surjektiv. Es gilt damit
dim
(
Hϕ(w)/m
(
Oϕ(w)
)k ·Hϕ(w)) ≥ dim(Fw/m (Ow)k · Fw)
fu¨r alle k ∈ N und alle w ∈ U .
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Beweis.
Sei Dh ⊂ U eine w-Umgebung und h : Dh → X eine holomorphe Funktion.
Wir betrachten
h ◦ ϕ−1 : ϕ(Dh)→ X.
Nach 3.37 gibt es eine ϕ(w)-Umgebung Dg ⊂ V mit
−1
ϕ (Dg) ⊂ Dh und eine
holomorphe Funktion g : Dg → X mit(
h ◦ ϕ−1) |Dg∩A = g|Dg∩A.
Damit ist
g ◦ ϕ = h|−1
ϕ (Dg)
.
Es gilt also
ΦXw
(
gϕ(w)
)
= (g ◦ ϕ)w = hw.
Dies zeigt die Surjektivita¨t von ΦXw . Die weiteren behaupteten Aussagen
sind dann klar. 
Als Folgerung aus diesem Satz 3.38 ko¨nnen wir nun den Leitkoeffizienten c0
im Hilbert-Samuel-Polynom von T nach unten gegen die in A stabilisierte
Bild-Kodimension cA(T ) von T abscha¨tzen, falls 0 ein glatter Punkt der
analytischen Menge A ist.
Korollar 3.39.
Ist d > 0 und 0 ein glatter Punkt von A, so gilt
c0 ≥ cA(T ).
Beweis.
Wendet man die Abscha¨tzung in Satz 3.38 auf den Punkt w = 0, so erha¨lt
man (beachte, dass ϕ(0) = 0)
dim
(
H0/m (O0)
kH0
)
≥ dim
(
F0/m (O0)
k · F0
)
(k ∈ N).
Es folgt
c0 = d! · lim
k→∞
dim
(
H0/m (O0)
kH0
)
kd
≥ d! · lim
k→∞
dim
(
F0/m (O0)
k · F0
)
kd
= cA(T ).

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Bemerkung 3.40.
Ist d = 0, so ist 0 nach 3.30 ein isolierter Punkt der Menge A. In diesem
Sonderfall definieren wir die in A stabilisierte Bild-Kodimension von T durch
cA(T ) = dim
X/ n∑
j=1
TjX
 ∈ N∗.
Die in 3.39 gezeigte Abscha¨tzung ist dann auch in diesem Fall gu¨ltig, denn
fu¨r ein geeignetes k ∈ N∗ folgt mit 3.24
c0 = p(k) = dim
(
H0/m (H0)
k ·H0
)
≥ dim
(
H0/m (H0)
1 ·H0
)
= dim (X/M1(T ))
= cA(T ).
Zum Abschluss dieses Kapitels wollen wir noch einige Beispiele untersuchen.
Beispiel 3.41.
(a) Wir betrachten den Hilbertraum
X = H(Bn) =
{∑
α∈Nn
fαz
α; fα ∈ C mit
∑
α∈Nn
‖fα‖2
γα
<∞
}
.
mit γα =
|α|!
α! (α ∈ Nn) wie im ersten Kapitel. Es sei
T = (Mz1 , . . . ,Mzn) ∈ L(X)n
das Tupel der Multiplikationsoperatoren mit den Koordinatenfunktio-
nen. Fu¨r alle k ∈ N gilt dann
Mk = Mk(T ) =
{∑
α∈Nn
fαz
α; fα = 0 fu¨r |α| < k
}
und damit
dim (X/Mk) = # {α ∈ Nn; |α| < k} =
(
n+ k − 1
n
)
.
Dies kann man leicht nachrechnen, wenn man benutzt, dass
# {α ∈ Nn; |α| = j} =
(
j + n− 1
n− 1
)
(j ∈ N)
gilt (siehe dazu etwa [5], Appendix A.5).
Da T ein vertauschendes Tupel ist, folgt mit 3.23 weiterhin, dass
p(k) = dim (X/Mk) (k ≥ k0)
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fu¨r ein geeignetes k0 ∈ N gilt. Mit der Vandermonde-Identita¨t erhalten
wir damit fu¨r alle k ∈ N
p(k) =
(
n+ k − 1
n
)
=
n∑
i=0
(
n− 1
i
)
·
(
k
n− i
)
.
Das Hilbert-Samuel-Polynom p von T ergibt sich also als
p(x) =
n∑
i=0
ci
(
x
n− i
)
(x ∈ Q)
mit Koeffizienten
ci =
(
n− 1
i
)
(i = 0, . . . , n).
Insbesondere ist d = deg p = n und c0 = 1.
(b) Sei nun X = H(B2) wie in (a) mit n = 2 und sei m ∈ N gegeben. Wir
betrachten den (abgeschlossenen) Teilraum
Nm =
∑
α∈N2
fαz
α; fα = 0 fu¨r alle α ∈ N2 mit α2 ≥ m
 ⊂ X
und die Orthogonalprojektion Pm ∈ L(X) auf Nm.
Wir definieren das Tupel T = (T1, T2) ∈ L(X)2 durch
T1 = Mz1 und T2 = Mz2Pm + (IX − Pm) .
Man u¨berlegt sich leicht, dass T ein vertauschendes Tupel ist und dass
Mk = Mk(T ) ⊂ X fu¨r k ∈ N durch
Mk =
∑
α∈N2
fαz
α; fα = 0 fu¨r alle α ∈ N2 mit |α| < k und α2 < m

gegeben ist. Damit folgt
dim (X/Mk) = # {α ∈ Nn; |α| < k und α2 < m} (k ∈ N).
Fu¨r k ≥ m zeigt eine einfache Rechnung, dass
# {α ∈ Nn; |α| < k und α2 < m} = m · k −
(
m
2
)
gilt. Wir erhalten somit das Hilbert-Samuel-Poylom p von T durch
p(x) = m · x−
(
m
2
)
(x ∈ Q).
Hier gilt also d = deg p = 1 und c0 = m.
Man kann weiterhin zeigen, dass
A =
{
z ∈ C2; 0 < dim (X/(z1 − T1)X + (z2 − T2)X) <∞
}
= D× {0}
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gilt, wobei D ⊂ C die offene Einheitskreisscheibe sei. Damit ist 0 ein
glatter Punkt der Menge A.
Fu¨r die in A stabilisierte Bild-Kodimension von T gilt
1 ≤ cA(T ) ≤ dim
(
X/(T1X + T2X)
)
= 1.
Folglich ist
cA(T ) = 1 < c0,
wenn man m > 1 gewa¨hlt hat. Dies zeigt, dass in 3.39 im Fall d < n
eine echte Ungleichung vorliegen kann.

KAPITEL 4
Der Spektralraum
Einleitung
In der lokalen Spektraltheorie betrachtet man zu einem Operator T ∈ L(X)
auf einem Banachraum X und einer Teilmenge A ⊂ C den (lokalen) Spek-
tralraum XT (A) ⊂ X von T u¨ber A. Dieser besteht aus allen Vektoren
x ∈ X, fu¨r die es zu jedem Punkt w ∈ C \ A eine holomorphe Lo¨sung
f ∈ O(U,X) auf einer w-Umgebung U ⊂ C von
(z − T )f(z) = x (z ∈ U)
gibt. Falls A abgeschlossen ist, betrachtet man desweiteren den globalen
Spektralraum XT (A) ⊂ X von T u¨ber A. Dabei ist x ∈ XT (A), falls ei-
ne globale Lo¨sung f ∈ O(C \ A,X) von obiger Gleichung existiert. Diese
Teilra¨ume spielen eine wichtige Rolle bei der Untersuchung der Zerlegbarkeit
des Operators T und der sogenannten ’Eindeutigen Fortsetzungseigenschaft’
(Single-Valued Extension Property, SVEP). Eine ausfu¨hrliche Erkla¨rung die-
ser Zusammenha¨nge findet man zum Beispiel in [11] oder in [36].
Auch fu¨r Tupel T = (T1, . . . , Tn) ∈ L(X)n von Operatoren definiert man
entsprechende Spektralra¨ume im Rahmen der lokalen Spektraltheorie (ver-
gleiche etwa [18]).
Ist T ∈ L(X) ein einzelner Operator mit
dim (X/TX) <∞,
so betrachtet man die Teilra¨ume Mk = T kX (k ∈ N) und
M =
⋂
k∈N
Mk ⊂ X.
Offenbar ist M ein invarianter Teilraum fu¨r T , und man kann zeigen (siehe
etwa [12], Seite 372), dass TM = M ist. Einen mo¨glichen Beweis fu¨r diese
Identita¨t erha¨lt man, indem man zuna¨chst zeigt, dass
M = XT (C \ {0})
gilt. In [1] (Lemma 1) zeigen P. Aiena und M. Mbekhta die Gleichung
TM = M fu¨r alle Operatoren vom Kato-Typ in L(X). Diese Klasse um-
fasst insbesondere alle Semi-Fredholmoperatoren.
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Wir wollen nun den Operator T durch ein Tupel T = (T1, . . . , Tn) ∈ L(X)n
von Operatoren mit
dim
X/ n∑
j=1
TjX
 <∞
ersetzen. Die entsprechenden Teilra¨ume Mk ⊂ X (k ∈ N) werden dabei
rekursiv durch
M0 = X und Mk+1 =
n∑
j=1
TjMk (k ∈ N)
definiert. Es stellt sich nun die Frage, ob die oben fu¨r n = 1 genannten
Resultate auf diese Situation verallgemeinern werden ko¨nnen, das heißt, ob
die Identita¨ten
n∑
j=1
TjM = M
beziehungsweise
M = XT (Cn \ {0})
gelten. Die erste Aussage entspricht fu¨r den Fall, dass X ein Hilbertraum
und T ein vertauschendes Tupel ist, einer Vermutung von X. Fang (siehe
[22], Conjecture B).
In diesem Kapitel zeigen wir zuna¨chst die Inklusion
M ⊂ XT (Cn \ {0}) ,
und dass Gleichheit gilt, falls T zusa¨tzlich vertauschend ist.
Als Beispiel fu¨r ein nichtvertauschendes Tupel, bei dem hierbei eine ech-
te Inklusion vorliegt, berechnen wir XS (Cn \ {0}) fu¨r den Shift S auf dem
Fockraum und erhalten dafu¨r das orthogonale Komplement des symmetri-
schen Anteils des Fockraums.
Ein weiteres Resultat dieses Kapitels ist ein Abgeschlossenheitssatz fu¨r ho-
lomorphe Funktionen α : D → L(Y,X) auf einer offenen Nullumgebung
D ⊂ Cn in die stetig linearen Operatoren zwischen Banachra¨umen X,Y mit
dim (Y/α(0)X) <∞.
Er besagt, dass das Bild der von α induzierten stetig linearen Abbildung
αU : O(U, Y )→ O(U,X)
zwischen Fre´chetra¨umen stets abgeschlossen ist, wenn U Steinsch und in
einer genu¨gend kleinen Nullumgebung enthalten ist.
Betrachtet man speziell die holomorphe Funktion
αT : C→ L(X), α(z) = z − T
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fu¨r einen Banachraum X und einen einzelnen Operator T ∈ L(X), so zeigt
J. Eschmeier in [15] die Abgeschlossenheit des Bildes von (αT )U fu¨r jede
offene Teilmenge U der wesentlichen Resolventenmenge von T . Dies ver-
allgemeinern T. L. Miller, V. G. Miller und M. M. Neumann in [41] auf
Teilmengen U der ’Kato-Typ-Resolventenmenge’ von T . Eine weitere Ver-
besserung dieses Resultats erzielen T. L. Miller und V. Mu¨ller in [42]. Dort
wird auch gezeigt, dass es eine gro¨ßte offene Menge V ⊂ C gibt, so dass T
die sogenannte ’closed range property’ auf V hat, das heißt, dass das Bild
von (αT )U fu¨r alle offenen Teilmengen U ⊂ V abgeschlossen ist.
Fu¨r analytisch parametrisierte Komplexe von Banachra¨umen (beispielsweise
den Koszul-Komplex eines vertauschenden Operatortupels) zeigt E. Re´olon
in [49] vergleichbare Aussagen bezu¨glich der Abgeschlossenheit der Bilder
der induzierten Abbildungen u¨ber offenen Mengen, die Teilmenge der we-
sentlichen Split-Resolventenmenge des Komplexes sind.
Eine Anwendung unseres Abgeschlossenheitssatzes ist es, die Abgeschlossen-
heit gewisser globaler Spektralra¨ume fu¨r ein Tupel T ∈ L(X)n mit
dim
X/ n∑
j=1
TjX
 <∞
zu zeigen. Die Abgeschlossenheit des entsprechenden lokalen Spektralraums
XT (Cn \ {0}) erha¨lt man im vertauschenden Fall aus der gezeigten Iden-
tita¨t M = XT (Cn \ {0}). Mit dem Satz von Baire ko¨nnen wir aus diesen
Resultaten schließlich folgern, dass stets
XT (Cn \ {0}) = XT (Cn \ U)
fu¨r eine geeignete Nullumgebung U ⊂ Cn gilt, falls T vertauschend ist.
Wir beschließen das Kapitel mit einigen offenen Fragen, darunter nochmals
die Vermutung von X. Fang (siehe oben). Es bleibt weiter offen, ob sie Gu¨ltig-
keit besitzt.
Definition und Eigenschaften des Spektralraums
Wir wollen in diesem Abschnitt fu¨r ein Tupel T = (T1, . . . , Tn) ∈ L(X)n
von stetig linearen Operatoren auf einem Banachraum X die Definition des
Spektralraums u¨ber einer Teilmenge A ⊂ Cn angeben. Wir untersuchen
dann speziell den Fall, dass
dim
X/ n∑
j=1
TjX
 <∞
gilt und A = Cn\{0} ist. Wir vergleichen dabei den Spektralraum u¨ber Amit
dem Durchschnitt der bereits im vorigen Kapitel vorkommenden Teilra¨ume
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Mk(T ) ⊂ X (k ∈ N). Anschließend betrachten wir als Beispiel den Shift auf
dem Fockraum.
Wir beginnen mit der Definition des Spektralraums.
Definition 4.1.
Sei X ein Banachraum und T = (T1, . . . , Tn) ∈ L(X)n. Wir betrachten die
holomorphe Funktion
αT : Cn → L(Xn, X), z 7→ (z1 − T1, . . . , zn − Tn).
(a) Fu¨r x ∈ X heißt die Menge
ρT (x) =
⋃(
U ; U ⊂ Cn offen mit αT f ≡ x fu¨r ein f ∈ O(U,Xn)
)
lokale Resolventenmenge von T in x und die Menge
σT (x) = Cn \ ρT (x)
lokales Spektrum von T in x.
(b) Fu¨r A ⊂ Cn heißt
XT (A) = {x ∈ X; σT (x) ⊂ A} ⊂ X
Spektralraum von T u¨ber A.
(c) Fu¨r eine abgeschlossene Menge F ⊂ Cn schreiben wir
XT (F ) = {x ∈ X; es ist αT f ≡ x fu¨r ein f ∈ O(Cn \ F,Xn)} ⊂ X.
Bemerkung 4.2.
Sei X ein Banachraum, T ∈ L(X)n, A ⊂ Cn und x ∈ X. Aus Definition
4.1 erha¨lt man unmittelbar, dass x ∈ XT (A) genau dann gilt, wenn es zu
jedem Punkt w ∈ Cn \A eine offene w-Umgebung U ⊂ Cn und holomorphe
Funktionen f1, . . . , fn ∈ O(U,X) gibt mit
n∑
j=1
(zj − Tj)fj(z) = x (z ∈ U).
Sei nun X ein Banachraum und T = (T1, . . . , Tn) ∈ L(X)n ein Tupel von
stetig linearen Operatoren auf X mit
dim
X/ n∑
j=1
TjX
 <∞.
Wie zuvor definieren wir die Teilra¨ume
Mk = Mk(T ) ⊂ X (k ∈ N)
rekursiv durch
M0 = X und Mk+1 =
n∑
j=1
TjMk (k ∈ N).
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Weiterhin sei
M = M(T ) =
⋂
k∈N
Mk.
Da alle Mk ⊂ X (k ∈ N) abgeschlossen sind (siehe 3.3), ist auch M ⊂ X ein
abgeschlossener Teilraum.
Wir betrachten weiterhin die zu T assoziierte Garbe
H = H(T ) = OXD/αTO
Xn
D
auf der offenen Menge
D = {z ∈ Cn; dim (X/αT (z)Xn) <∞} ⊂ Cn.
Nach 3.10 ist H eine koha¨rente OD-Garbe. Insbesondere ist damit der Halm
von H in 0
H0 = OX0 /
n∑
j=1
(zj − Tj)OX0
ein endlich erzeugter Modul u¨ber dem noetherschen lokalen Ring O0. Wir
haben in 3.21 gezeigt, dass die Abbildung
φ : X → H0, φx = [x] = x+
n∑
j=1
(zj − Tj)OX0
wohldefinierte C-lineare Abbildungen
φk : X/Mk → H0/mkH0, x+Mk 7→ φx+mkH0 (k ∈ N)
induziert. Dabei sei m ⊂ O0 das (eindeutig bestimmte) maximale Ideal. In
3.22 (c) wurde gezeigt, dass die Abbildungen φk (k ∈ N) injektiv sind, falls
T ein vertauschendes Tupel ist.
Wir wollen im Folgenden den Spektralraum von T u¨ber Cn \ {0} mit M
vergleichen. Zuna¨chst folgt aus 4.2, dass
kerφ = XT (Cn \ {0})
gilt. Wir betrachten außerdem die C-linearen Abbildungen
pi : X →
∏
k∈N
(X/Mk) , x 7→ (x+Mk)k∈N
und
ρ : H0 →
∏
k∈N
(
H0/m
kH0
)
, u 7→
(
u+mkH0
)
k∈N
.
Mit φ und der durch die φk (k ∈ N) bestimmten C-linearen Abbildung
(φk)k :
∏
k∈N
(X/Mk)→
∏
k∈N
(
H0/m
kH0
)
, (ξk)k∈N 7→ (φkξk)k∈N
erfu¨llen pi und ρ offenbar die Vertauschungsrelation
(φk)k ◦ pi = ρ ◦ φ.
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Der Kern von pi ist gegeben durch
kerpi =
⋂
k∈N
Mk = M.
Da H0 ein endlich erzeugter Modul u¨ber dem lokalen noetherschen Ring O0
ist, zeigt der Krullsche Durchschnittssatz (siehe [35], ChapterVI, Satz 7.6),
dass
ker ρ =
⋂
k∈N
(
mkH0
)
= {0}.
Wir ko¨nnen nun folgern, dass M stets im Spektralraum von T u¨ber Cn \{0}
enthalten ist, und im vertauschenden Fall mit diesem u¨bereinstimmt.
Satz 4.3.
Es gilt
XT (Cn \ {0}) ⊃M.
Falls T vertauschend ist, gilt Gleichheit.
Beweis.
Aus der Injektivita¨t von ρ und den weiteren Voru¨berlegungen folgt
XT (Cn \ {0}) = kerφ = ker
(
ρ ◦ φ) = ker ((φk)k ◦ pi) ⊃ kerpi = M.
Ist T vertauschend, so sind zusa¨tzlich alle φk (k ∈ N) injektiv. Damit ist dann
auch (φk)k injektiv und wir erhalten Gleichheit in obiger Rechnung. 
Wir rekapitulieren nun einige Bezeichnungen aus dem ersten Kapitel.
Es sei F die freie Halbgruppe u¨ber den Erzeugern 1, . . . , n und
F2 =
{
(xa)a∈F ;
∑
a∈F
|xa|2 <∞
}
der Fockraum. Wir betrachten den natu¨rlichen Halbgruppenhomomorphis-
mus µ : F → Nn. Weiterhin sei
F2+ =
{
(xa)a∈F ∈ F2; xa = xb fu¨r alle a, b ∈ F mit µ(a) = µ(b)
} ⊂ F2
der symmetrische Fockraum und P+ : F2 → F2+ die Orthogonalprojektion.
Offenbar ist
(
F2+
)⊥ =
(xa)a∈F ∈ F2; ∑
a∈µ−1(α)
xa = 0 fu¨r alle α ∈ Nn
 .
Es sei nun S = (S1, . . . , Sn) ∈ L(F2)n der Linksvorwa¨rtsshift auf F2. Wir
wollen zeigen, dass der Spektralraum von S u¨ber Cn \ {0} gleich (F2+)⊥ ist.
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Zuna¨chst machen wir dazu eine allgemeine Beobachtung u¨ber den Spektral-
raum der Kompression eines Operatortupels auf einen ∗-invarianten Teil-
raum.
Lemma 4.4.
Sei E ein Hilbertraum, T = (T1, . . . ,Tn) ∈ L(E)n und N ⊂ E ein abgeschlos-
sener ∗-invarianter Teilraum fu¨r T1, . . . ,Tn. Weiter sei PN : E → N die
Orthogonalprojektion und TN ∈ L(N)n gegeben durch
TNj = PNTj |N (j = 1, . . . , n).
Dann gilt fu¨r eine Teilmenge A ⊂ Cn
PNXT(A) ⊂ XTN(A).
Beweis.
Sei x ∈ XT(A) gegeben und w ∈ Cn \A beliebig. Dann gibt es nach 4.2 eine
offene w-Umgebung U ⊂ Cn und holomorphe Funktionen f1, . . . , fn : U → E
mit
x =
n∑
j=1
(zj − Tj)fj(z) (z ∈ U).
Da N ∗-invariant fu¨r T ist, gilt
PNTjy = PNTjPNy (y ∈ E).
Die Darstellung
PNx = PN
 n∑
j=1
(zj − Tj)fj(z)

=
n∑
j=1
(zj − PNTj)PNfj(z) (z ∈ U)
zeigt, dass w /∈ σTN (PNx) ist. Da w ∈ Cn \A beliebig war, folgt
PNx ∈ XTN(A),
was zu zeigen war. 
Aus diesem Lemma ko¨nnen wir nun leicht folgern, dass der Spektralraum von
S u¨ber Cn\{0} im orthogonalen Komplement des symmetrischen Fockraums
enthalten ist.
Korollar 4.5.
Es gilt
XS (Cn \ {0}) ⊂
(
F2+
)⊥
.
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Beweis.
Es sei S+ =
(
P+S1|F2+ , . . . , P+Sn|F2+
)
∈ L(F2+)n. Offenbar gilt
Mk(S+) = {(xa)a∈F ∈ F2+; xa = 0 fu¨r alle a ∈ F mit |a| < k} (k ∈ N)
und folglich ist M(S+) = {0}. Da S+ ein vertauschendes Tupel ist, folgt aus
4.3, dass
XS+ (Cn \ {0}) = M(S+) = {0}
gilt. Da F2+ ∗-invariant fu¨r S ist, erhalten wir aus 4.4, dass
P+XS (Cn \ {0}) ⊂ XS+ (Cn \ {0}) = {0}
gilt. Dies impliziert die Behauptung. 
Wie zuvor sei nun
B = Bn = {z ∈ Cn; |z| < 1} ⊂ Cn
die offene Einheitskugel. Wir zeigen im Folgenden, dass(
F2+
)⊥ = XS (Cn \ B)
gilt und erhalten daraus insbesondere auch die umgekehrte Inklusion in 4.5.
Dazu benutzen wir den folgenden Satz. Er ist ein Spezialfall eines Resultats
von R. Janz u¨ber die Existenz einer holomorphen Lo¨sung f der Gleichung
αf = g
fu¨r eine regula¨re holomorphe Funktion
α : Ω→ L(Y,X) (X,Y Banachra¨ume)
auf einer Steinschen offenen Menge Ω ⊂ Cn. Man siehe dazu Korollar 16 in
[29] (und Proposition 2.3 in [39]).
Satz 4.6.
Seien X,Y Banachra¨ume und Ω ⊂ Cn eine Steinsche offene Menge. Sei
weiterhin
α : Ω→ L(Y,X)
holomorph, so dass eine Zahl d ∈ N existiert mit
dim (X/α(z)Y ) = d (z ∈ Ω).
Dann existiert zu jeder holomorphen Funktion g : Ω→ X mit g(z) ∈ α(z)Y
fu¨r alle z ∈ Ω eine holomorphe Funktion f : Ω→ Y mit
α(z)f(z) = g(z) (z ∈ Ω).
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Wir wollen dieses Resultat auf die Funktion
αS : B→ L
(
(F2)n,F2
)
, αS(z) = (z1 − S1, . . . , zn − Sn)
anwenden. Dazu mu¨ssen wir zeigen, dass die Ra¨ume
αS(z)
(
F2
)n = n∑
j=1
(zj − Sj)F2 ⊂ F2 (z ∈ B)
von konstanter endlicher Kodimension sind. Genauer gilt folgendes Lemma.
Lemma 4.7.
Fu¨r w ∈ B sei w = (w¯a)a∈F . Dann ist w ∈ F2+ und es gilt
n∑
j=1
(wj − Sj)F2 = {w}⊥ (w ∈ B).
Beweis.
Sei w ∈ B. Zuna¨chst gilt
∑
a∈F
|w¯a|2 =
∞∑
k=0
∑
|a|=k
|wa|2 =
∞∑
k=0
 n∑
j=1
|wj |2
k = 1
1− |w|2 <∞.
Folglich ist w ∈ F2 mit
‖w‖2 = 11− |w|2 .
Fu¨r a, b ∈ F mit µ(a) = µ(b), ist offensichtlich w¯a = w¯b. Also ist w ∈ F2+.
Weiterhin gilt fu¨r alle j = 1, . . . , n, dass
(wj − Sj)∗w =
(
w¯jw¯a − w¯(j,a)
)
a∈F = 0
und somit ist
w ⊥ (wj − Sj)F2 (j = 1, . . . , n).
Damit erhalten wir
n∑
j=1
(wj − Sj)F2 ⊂ {w}⊥.
Fu¨r die umgekehrte Inklusion betrachten wir zuna¨chst zu x = (xa)a∈F ∈ F2
und z ∈ B die Reihe
fx(z) =
∑
b∈F
zb · S∗bx.
Fu¨r alle k ∈ N gilt ∑
|b|=k
‖S∗bx‖2 =
∑
|a|≥k
|xa|2 ≤ ‖x‖2
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und ∑
|b|=k
|zb|2 =
 n∑
j=1
|zj |2
k = |z|2k.
Daraus folgt mit der Cauchy-Schwarz-Ungleichung∑
b∈F
|zb| · ‖S∗bx‖ =
∞∑
k=0
∑
|b|=k
|zb| · ‖S∗bx‖
≤
∞∑
k=0
∑
|b|=k
|zb|2
 12 ·
∑
|b|=k
‖S∗bx‖2
 12
≤
∞∑
k=0
|z|k · ‖x‖
=
1
1− |z| · ‖x‖ <∞.
Folglich konvergiert fx(z) ∈ F2 fu¨r x ∈ F2 und z ∈ B.
Sei nun x = (xa)a∈F beliebig. Nach 1.1 gilt
n∑
j=1
SjS
∗
j = I − P0
mit der Orthogonalprojektion P0 ∈ L(F2) auf 〈e0〉. Damit folgt
n∑
j=1
(wj − Sj)S∗j fx(w) =
n∑
j=1
∑
b∈F
w(b,j)S
∗
(b,j)x− (I − P0)
∑
b∈F
wbS
∗
bx
=
∑
06=b∈F
wbS
∗
bx−
∑
b∈F
wbS
∗
bx+
∑
b∈F
wbP0S
∗
bx
= −x+
(∑
b∈F
wbxb
)
· e0
= −x+ 〈x, w〉 · e0.
Ist x ∈ {w}⊥, so folgt daraus
x = −
n∑
j=1
(wj − Sj)S∗j fx(w) ∈
n∑
j=1
(wj − Sj)F2,
was zu zeigen war. 
Wir ko¨nnen nun den Spektralraum von S u¨ber Cn \ {0} angeben.
Satz 4.8.
Es gilt
XS(Cn \ B) = XS(Cn \ {0}) = (F2+)⊥.
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Beweis.
Nach 4.2 und 4.5 gilt
XS(Cn \ B) ⊂ XS(Cn \ {0}) ⊂ (F2+)⊥.
Fu¨r x ∈ (F2+)⊥ folgt aus 4.7, dass x ∈ αS(z)F2 fu¨r alle z ∈ B ist. Außerdem
zeigt 4.7, dass
dim
(
F2/α(z)(F2)n
)
= 1 (z ∈ B).
Folglich ko¨nnen wir 4.6 auf αS |B und die konstante Funktion
g : B→ F2, z 7→ x
anwenden. Es existiert also ein f ∈ O (B, (F2)n) mit
αSf ≡ x auf B.
Also ist gezeigt, dass x ∈ XS(Cn \ B) ist. Dies beendet den Beweis. 
Wir wollen zu diesem Satz und seinem Beweis noch einige Anmerkungen
vornehmen.
Bemerkung 4.9.
(a) Ist x ∈ F2 und fx(z) ∈ F2 fu¨r z ∈ B wie im Beweis von 4.7 definiert, so
u¨berlegt man sich leicht, dass die dadurch definierte Funktion
fx : B→ F2, z 7→ fx(z)
holomorph auf B ist. Betrachtet man nun zu einem gegebenen Element
x ∈ (F2+)⊥ die holomorphe Funktion
f : B→ (F2)n, z 7→ (S∗j fx(z))nj=1 ,
so folgt wie im Beweis von 4.7, dass αSf ≡ −x auf B gilt. Dies liefert
somit einen weiteren Beweis fu¨r die Inklusion
(F2+)
⊥ ⊂ XS(Cn \ B)
ohne die Benutzung von 4.6.
(b) Mit 4.8 sieht man, dass in Satz 4.3 eine echte Inklusion vorliegen kann,
wenn das gegebene Tupel nichtvertauschend ist. Man beachte dazu, dass
fu¨r den Shift S auf dem Fockraum
Mk(S) = {(xa)a∈F ∈ F2; xa = 0 fu¨r alle a ∈ F mit |a| < k}
fu¨r alle k ∈ N gilt. Daher ist
M(S) =
⋂
k∈N
Mk(S) = {0} ( (F2+)⊥ = XS (Cn \ {0}) .
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(c) Wir wollen am Ende dieses Kapitels auf die Frage eingehen, ob zu einem
beliebigen Operatortupel T ∈ L(X)n auf einem Banachraum X mit
dim
X/ n∑
j=1
TjX
 <∞
eine Nullumgebung U ⊂ Cn existiert mit
XT (Cn \ U) = XT (Cn \ {0}).
In 4.8 wurde gezeigt, dass dies fu¨r T = S richtig ist.
Ein Abgeschlossenheitssatz
Fu¨r einen Banachraum X und eine offene Menge U ⊂ Cn sei O(U,X) in
diesem Abschnitt stets mit der durch das Halbnormensystem( ‖ · ‖∞,K ,K ⊂ U kompakt )
gegebenen Fre´chetraum-Topologie versehen.
Sind X,Y Banachra¨ume, D ⊂ Cn eine offene Nullumgebung und
α : D → L(Y,X)
eine holomorphe Funktion, so ist fu¨r jede offene Teilmenge U ⊂ D die Ab-
bildung
αU : O(U, Y )→ O(U,X), (αUf) (z) = α(z)f(z)
stetig linear zwischen Fre´chetra¨umen.
Fu¨r den Fall, dass zusa¨tzlich 0 ∈ D und
dim (Y/α(0)X) <∞
gilt, wollen wir in diesem Abschnitt zeigen, dass eine Nullumgebung V ⊂ D
existiert, so dass αU fu¨r jede Steinsche offene Menge U ⊂ V abgeschlossenes
Bild hat. Der Beweis wird dabei in mehreren Schritten vorgenommen, wobei
wir die behauptete Aussage zuerst unter geeigneten Zusatzannahmen und
schließlich in voller Allgemeinheit zeigen.
Wir beginnen mit einigen Vorbereitungen und erla¨utern in der folgenden
Bemerkung zuna¨chst die Identifizierung von holomorphen Banachraum-wer-
tigen Funktionen mit Schnitten in die entsprechende Garbe. Außerdem er-
kla¨ren wir, wie eine holomorphe Funktion α : D → L(Y,X) wie oben, als
Abbildung
Γ
(
U,OYD
)→ Γ (U,OXD) (U ⊂ D offen)
zwischen Schnittra¨umen verstanden werden kann.
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Bemerkung 4.10.
(a) Sei X ein Banachraum und D ⊂ Cn offen. Fu¨r U ⊂ D bezeichne
Γ
(
U,OXD
)
den Raum der Schnitte in die Garbe OXD u¨ber U . Die Ab-
bildung
O(U,X)→ Γ (U,OXD) , f 7→ (U → OXD , z 7→ fz)
ist ein Isomorphismus von komplexen Vektorra¨umen. Die Topologie auf
Γ
(
U,OXD
)
, die diesen zu einem Homo¨omorphismus macht, heißt kanoni-
sche Topologie. Sie macht Γ
(
U,OXD
)
zu einem Fre´chetraum. Wir haben
damit also eine topologische Identifizierung von Γ
(
U,OXD
)
mit O(U,X).
(b) Seien X,Y Banachra¨ume, D ⊂ Cn offen und α ∈ O (D,L(Y,X)). Wie
in 3.9 (a) beschrieben induziert α einen OD-Morphismus α : OYD → OXD .
Fu¨r U ⊂ D offen erhalten wir damit eine Abbildung
αU : Γ
(
U,OYD
)→ Γ (U,OXD) , αUs = α ◦ s
zwischen den Schnittra¨umen u¨ber U . Man beachte dabei, dass diese
mittels der Identifizierung aus (a) mit der zuvor definierten Abbildung
αU : O(U, Y )→ O(U,X) u¨bereinstimmt.
(c) In der Situation von (b) betrachten wir die Bildgarbe αOYD ⊂ OXD . Fu¨r
s ∈ Γ (U,OYD) ist
(αUs) (z) = α (s(z)) ∈ αOYD (z ∈ U).
Daher ist αUs ein Schnitt in die Garbe αOYD und somit folgt
αUΓ
(
U,OYD
) ⊂ Γ (U,αOYD) .
Im Allgemeinen ist allerdings nicht jeder Schnitt in die Bildgarbe αOYD
u¨ber U das Bild eines Schnittes in OYD unter αU .
Wir betrachten nun speziell den Fall, dass X endlichdimensional ist. Das
folgende Lemma erha¨lt man als Spezialfall eines Resultats von A. Markoe
(siehe [40], Proposition 5).
Lemma 4.11.
Seien p ∈ N∗, Y ein Banachraum, D ⊂ Cn offen und α : D → L(Y,Cp)
holomorph. Dann ist
αOYD ⊂ OC
p
D
eine koha¨rente Untergarbe.
Wir ko¨nnen nun aus diesem Lemma mithilfe einiger weiterer wohlbekannter
Tatsachen aus der Theorie analytischer Garben folgern, dass in 4.10 (c)
Gleichheit gilt, falls X endlichdimensional und U Steinsch ist.
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Lemma 4.12.
Seien p ∈ N∗, Y ein Banachraum, D ⊂ Cn offen und α : D → L(Y,Cp)
holomorph. Dann ist
αUΓ
(
U,OYD
)
= Γ
(
U,αOYD
)
fu¨r jede Steinsche offene Menge U ⊂ D.
Beweis.
Wir ko¨nnen ohne Einschra¨nkung annehmen, dass D Steinsch und U = D
ist (sonst ersetze D durch U). Wir betrachten die kurze exakte Sequenz
analytischer Garben
0→ kerα ↪→ OYD α→ αOYD → 0.
Darin sind OYD und αO
Y
D Banach-koha¨rente OD-Garben im Sinne von J. Lei-
terer [37]. Fu¨r OYD ist diese Behauptung klar und fu¨r αO
Y
D folgt sie aus 4.11,
da koha¨rente Garben stets Banach-koha¨rent sind.
Mit Proposition 4.5.7 in [18] folgt hieraus, dass auch kerα Banach-koha¨rent
ist. Insbesondere ist kerα damit (nach Satz 4.5.2 und Proposition 4.3.3 in
[18]) azyklisch u¨ber D. Aus Satz 18.4 (und Satz 18.3) in [33] folgt schließlich,
dass auch die induzierte Schnittsequenz u¨ber D
0→ Γ (D, kerα) ↪→ Γ (D,OYD) αD→ Γ (D,αOYD)→ 0
exakt ist. Dies impliziert die behauptete Gleichheit
αDΓ
(
D,OYD
)
= Γ
(
D,αOYD
)
.

In der folgenden Bemerkung erkla¨ren wir die kanonische Topologie auf den
Schnittra¨umen in eine koha¨rente analytische Garbe u¨ber einer offenen Teil-
menge des Cn.
Bemerkung 4.13.
Ist F eine koha¨rente Garbe u¨ber einer offenen Menge D ⊂ Cn, so kann
man den Schnittraum Γ (D,F) topologisieren, indem man eine offene U¨ber-
deckung
D =
⋃
n∈N
Un
aus Steinschen offenen Mengen Un ⊂ D wa¨hlt, so dass u¨ber jedem Un ein
surjektiver Garbenmorphismus
(OUn)
rn ϕn−→ F|Un
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existiert, die Ra¨ume Γ (Un,F) mit der Quotiententopologie der induzierten
surjektiven Schnittabbildungen
O(Un)rn
ϕn−→ Γ (Un,F)
versieht und den Schnittraum Γ (D,F) mit dem Kern der stetig linearen
Abbildung ∏
n∈N
Γ (Un,F) →
∏
(n,m)∈N2
Γ (Un ∩ Um,F) ,
(sn)n∈N 7→
(
sn|Un∩Um − sm|Un∩Um
)
(n,m)∈N2
identifiziert. Die resultierende Fre´chetraumtopologie auf Γ (D,F) ist un-
abha¨ngig von der Wahl von Un und ϕn (n ∈ N) und heißt kanonische To-
pologie des Schnittraums Γ (D,F). Sie stimmt mit der in 4.10 (a) erkla¨rten
kanonischen Topologie u¨berein, wenn F = OC
p
D mit p ∈ N∗ ist.
Wir ko¨nnen nun folgern, dass αU fu¨r Steinsches U und endlichdimensionales
X abgeschlossenes Bild hat. Zentraler Bestandteil des Beweises ist dabei
der folgende Abgeschlossenheitssatz fu¨r koha¨rente Garben (vergleiche [24],
Kapitel V, §6.4).
Satz 4.14. (Abgeschlossenheitssatz fu¨r koha¨rente Garben)
Ist D ⊂ Cn offen, T eine koha¨rente OD-Garbe und S ⊂ T eine koha¨rente
OD-Untergarbe, so ist Γ (D, S) ⊂ Γ (D,T) abgeschlossen.
Damit erhalten wir die erste Version des gesuchten Abgeschlossenheitssatzes.
Korollar 4.15.
Seien p ∈ N∗, Y ein Banachraum, D ⊂ Cn offen und α : D → L(Y,Cp)
holomorph. Dann ist
αUO(U, Y ) ⊂ O(U,Cp)
fu¨r jede Steinsche offene Menge U ⊂ D abgeschlossen.
Beweis.
Wir ko¨nnen wiederum annehmen, dass D Steinsch und U = D ist. Nach
4.11 ist αOYD ⊂ OC
p
D eine koha¨rente Untergarbe einer koha¨renten OD-Garbe.
Also folgt aus Lemma 4.12 und Satz 4.14, dass
αDΓ
(
D,OYD
)
= Γ
(
D,αOYD
) ⊂ Γ(D,OCpD )
abgeschlossen ist. Unter der in Bemerkung 4.10 (a) und (b) beschriebenen
topologischen Identifizierung entspricht dies der Abgeschlossenheit von
αDO(D,Y ) ⊂ O(D,Cp).

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Wir ersetzen im Folgenden den endlichdimensionalen Raum Cp wieder durch
einen beliebigen Banachraum X. Das folgende Lemma ist eine weitere Vor-
stufe zum Hauptresultat dieses Abschnitts, wobei wir zusa¨tzlich annehmen,
dass der Kern des Operators α(0) stetig projiziert ist. Zum Beweis be-
nutzen wir eine Matrixdarstellung von α und fu¨hren die Behauptung auf
4.15 zuru¨ck. Die Idee zu dieser Konstruktion stammt aus einer Arbeit von
J. Eschmeier (siehe dazu [17], Beweis von Satz 1.1).
Lemma 4.16.
Seien X,Y Banachra¨ume, D ⊂ Cn eine offene Nullumgebung und
α : D → L(Y,X)
eine holomorphe Funktion mit
dim (Y/α(0)X) <∞.
Falls kerα(0) ⊂ Y stetig projiziert ist, existiert eine offene Nullumgebung
V ⊂ D, so dass
αUO(U, Y ) ⊂ O(U,X)
abgeschlossen ist fu¨r jede Steinsche offene Menge U ⊂ V .
Beweis.
Wir schreiben
T = α(0) ∈ L(Y,X)
und setzen voraus, dass kerT ⊂ Y stetig projiziert ist. Dann gibt es einen
abgeschlossenen Teilraum N ⊂ Y mit
Y = N+˙ kerT.
Außerdem ist TY ⊂ X von endlicher Kodimension, also gibt es einen end-
lichdimensionalen Teilraum M ⊂ X mit
X = TY +˙M.
Folglich sind die Projektionsabbildungen bezu¨glich dieser Zerlegungen
PN : Y → N, PkerT : Y → kerT, PTY : X → TY und PM : X →M
stetig lineare Operatoren zwischen Banachra¨umen. Wir betrachten nun fu¨r
alle z ∈ D die Matrixdarstellung
α(z) =
(
a(z) b(z)
c(z) d(z)
)
∈ L(N+˙ kerT, TY +˙M)
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von α(z) bezu¨glich den gegebenen Zerlegungen von X und Y und erhalten
so holomorphe Funktionen
a : D → L(N,TY ), a(z) = PTY α(z)|N
b : D → L(kerT, TY ), b(z) = PTY α(z)|kerT
c : D → L(N,M), c(z) = PMα(z)|N
d : D → L(kerT,M), d(z) = PMα(z)|kerT .
Wir betrachten weiterhin die 1-direkte Summe N ⊕M von Banachra¨umen
und die holomorphe Funktion
β : D → L (N ⊕M,X)
mit
β(z)(n,m) = α(z)n+m (z ∈ D, (n,m) ∈ N ⊕M).
Da die Operatoren a(0) und β(0) offensichtlich invertierbar sind, gibt es
eine offene Nullumgebung V ⊂ D, so dass a(z) und β(z) fu¨r alle z ∈ V
invertierbar sind. Wir setzen
δ : V → L(kerT,M), δ(z) = d(z)− c(z)a(z)−1b(z).
Damit ist δ eine holomorphe Funktion auf V .
Sei nun U ⊂ V eine beliebige offene Teilmenge. Wir wollen zeigen, dass
δUO(U, kerT ) = O(U,M) ∩ αUO(U, Y )
gilt (vergleiche dazu auch [17]).
Sei zuna¨chst f ∈ O(U, kerT ). Wir betrachten
g : U → Y, g(z) = f(z)− a(z)−1b(z)f(z).
Dann ist g ∈ O(U, Y ) und es gilt
α(z)g(z)
= α(z)f(z)− α(z)a(z)−1b(z)f(z)
= b(z)f(z) + d(z)f(z)− a(z)a(z)−1b(z)f(z)− c(z)a(z)−1b(z)f(z)
= δ(z)f(z) (z ∈ U).
Also ist αUg = δUf . Dies zeigt δUO(U, kerT ) ⊂ αUO(U, Y ). Offensichtlich
ist auch δUO(U, kerT ) ⊂ O(U,M).
Sei nun umgekehrt h ∈ O(U,M) ∩ αUO(U, Y ). Wir wa¨hlen ein g ∈ O(U, Y )
mit αUg = h und betrachten
g1 = PkerT g ∈ O(U, kerT ), g2 = PNg ∈ O(U,N).
134 4. DER SPEKTRALRAUM
Fu¨r alle z ∈ U gilt dann g(z) = g1(z) + g2(z) und damit
b(z)g1(z) = PTY α(z)g1(z)
= PTY α(z)g(z)− PTY α(z)g2(z)
= PTY h(z)− a(z)g2(z)
= −a(z)g2(z) (wegen h(z) ∈M und PTY |M = 0).
Es folgt nun
δ(z)g1(z) = d(z)g1(z)− c(z)a(z)−1b(z)g1(z)
= d(z)g1(z) + c(z)g2(z)
= PMα(z) (g1(z) + g2(z))
= PMh(z)
= h(z) (z ∈ U).
Dies zeigt, dass h = δUg1 ∈ δUO(U, kerT ) gilt und damit folgt die umge-
kehrte Inklusion in der behaupteten Gleichung
δUO(U, kerT ) = O(U,M) ∩ αUO(U, Y ).
Diese wiederum zeigt, dass die Abbildung
ϕU : O(U,M)/δUO(U, kerT ) → O(U,X)/αUO(U, Y ),
h+ δUO(U, kerT ) 7→ h+ αUO(U, Y )
wohldefiniert und injektiv ist. Außerdem ist ϕU eine stetige Abbildung zwi-
schen lokalkonvexen topologischen Vektorra¨umen, denn das Diagramm
O(U,M) O(U,X)
O(U,M)/δUO(U, kerT ) O(U,X)/αUO(U, Y )
-h7→h
? ?
-ϕU
ist kommutativ. Wir wollen zeigen, dass ϕU sogar ein Homo¨omorphismus ist.
Dazu genu¨gt es nun, eine stetige Rechtsinverse ψU zu ϕU zu konstruieren,
denn damit ist ϕU auch surjektiv und es folgt ψU = ϕ−1U .
Wir betrachten die holomorphe Funktion
r : U → L(X,N ⊕M), r(z) = β(z)−1.
Mit den Projektionen PN : N ⊕M → N und PM : N ⊕M → M zerlegen
wir r in holomorphe Funktionen
rN : U → L(X,N), r(z) = PNr(z)
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und
rM : U → L(X,M), r(z) = PMr(z).
Fu¨r alle h ∈ O(U,X) folgt mit der Definition von β
h(z) = β(z)r(z)h(z) = α(z)rN (z)h(z) + rM (z)h(z) (z ∈ U).
Folglich ist
h− rMU h = αUrNU h ∈ αUO(U, Y ) (h ∈ O(U,X)) .
Die Abbildung
ψU : O(U,X)/αUO(U, Y ) → O(U,M)/δUO(U, kerT ),
h+ αUO(U, Y ) 7→ rMU h+ δUO(U, kerT )
ist damit wohldefiniert, denn fu¨r h ∈ αUO(U, Y ) ist
rMU h = h−
(
h− rMU h
) ∈ αUO(U, Y ) ∩ O(U,M) = δUO(U, kerT ),
wie wir bereits oben gesehen haben.
Außerdem ist ψU stetig, denn das Diagramm
O(U,X) O(U,M)
O(U,X)/αUO(U, Y ) O(U,M)/δUO(U, kerT )
-
rMU
? ?
-ψU
ist kommutativ und rMU ist stetig. Schließlich haben wir fu¨r alle h ∈ O(U,X)
ϕUψU (h+ αUO(U, Y )) = ϕU
(
rMU h+ δUO(U, kerT )
)
= rMU h+ αUO(U, Y )
= h+ αUO(U, Y ),
denn es ist h− rMU h ∈ αUO(U, Y ). Damit folgt ϕUψU = id.
Es ist nun gezeigt, dass fu¨r jede offene Teilmenge U ⊂ V die Abbildung
ϕU : O(U,M)/δUO(U, kerT )→ O(U,X)/αUO(U, Y )
ein Homo¨omorphismus ist. Daher ist αUO(U, Y ) ⊂ O(U,X) genau dann
abgeschlossen, wenn δUO(U, kerT ) ⊂ O(U,M) abgeschlossen ist.
Da dimM <∞ ist, ko¨nnen wir Korollar 4.15 auf die holomorphe Funktion
δ : V → L(kerT,M) anwenden. Fu¨r jede Steinsche offene Menge U ⊂ V ist
folglich δUO(U, kerT ) ⊂ O(U,M) abgeschlossen. Wie wir gezeigt haben, ist
damit auch αUO(U, Y ) ⊂ O(U,X) abgeschlossen fu¨r alle Steinschen offenen
Mengen U ⊂ V . Dies entspricht der Behauptung. 
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Um den allgemeinen Fall auf 4.16 zuru¨ckfu¨hren zu ko¨nnen, beno¨tigen wir
noch einige Vorbereitungen. Zentraler Bestandteil dafu¨r ist die folgende Kon-
struktion eines Liftings von α zu einer holomorphen Funktion in die stetig
linearen Operatoren zwischen geeigneten `1-Ra¨umen, die auf W. Kaballo
und J. Leiterer zuru¨ckgeht. Man vergleiche dazu [31] (1.1, 1.2 und 1.3).
Satz 4.17.
Seien X,Y Banachra¨ume, D ⊂ Cn offen und α : D → L(Y,X) holomorph
mit
dim(Y/α(z)X) <∞ (z ∈ D).
(a) Es existieren Indexmengen A und B, surjektive stetig lineare Operatoren
ρ : `1(A) → Y und pi : `1(B) → X und eine holomorphe Abbildung
α0 : D → L(`1(A), `1(B)) mit
piα0(z) = α(z)ρ (z ∈ D).
(b) Betrachtet man Z = `1(A)⊕ kerpi (1-direkte Summe) und die holomor-
phe Funktion α˜ : D → L(Z, `1(B)) mit
α˜(z)(a, b) = α0(z)a+ b (z ∈ D, (a, b) ∈ Z),
so gilt
dim(`1(B)/α˜(z)Z) = dim(Y/α(z)X) <∞ (z ∈ D).
Außerdem ist ker α˜(z) ⊂ Z stetig projiziert fu¨r alle z ∈ D.
Fu¨r eine stetig lineare Abbildung p : Y → X zwischen Banachra¨umen und
eine offene Menge U ⊂ Cn offen schreiben wir im Folgenden
pU : O(U, Y )→ O(U,X), f 7→ p ◦ f.
Vermo¨ge den topologischen Identifizierungen
O(U,X) ∼= O(U)⊗ˆpiX und O(U, Y ) ∼= O(U)⊗ˆpiY
ist pU ∼= IOU ⊗ˆpip. Indem man benutzt, dass das pi-Tensorprodukt stetig
linearer Surjektionen zwischen Fre´chetra¨umen surjektiv bleibt (dies folgt
etwa aus [52], Proposition 43.9), erha¨lt man das folgende Korollar.
Korollar 4.18.
Ist p ∈ L(Y,X) surjektiv zwischen Banachra¨umen und ist U ⊂ Cn eine
offene Teilmenge, so ist auch pU surjektiv.
Schließlich beno¨tigen wir noch die Tatsache, dass jede stetig lineare Sur-
jektion zwischen Fre´chetra¨umen eine stetige Rechtsinverse hat. Um dies zu
begru¨nden, zitieren wir den folgenden allgemeineren Satz aus [38] (Satz 7.1).
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Satz 4.19.
Seien E,F Fre´chetra¨ume, Ω ein parakompakter topologischer Raum sowie
β : Ω → L(E,F ) regula¨r (das heißt lokal gleichma¨ßig offen) und stetig,
wenn man L(E,F ) mit der Topologie der punktweisen Konvergenz versieht.
Weiter sei f : Ω→ F eine stetige Funktion mit f(z) ∈ β(z)E fu¨r alle z ∈ Ω.
Dann gibt es eine stetige Funktion e : Ω→ E mit
β(z)e(z) = f(z) (z ∈ Ω).
Wa¨hlt man in diesem Satz Ω = F, β ≡ pi fu¨r eine Surjektion pi ∈ L(E,F )
und f = idF , so erha¨lt man die gewu¨nschte Folgerung. (Man beachte, dass
jeder Fre´chetraum F nach dem Satz von Stone tatsa¨chlich parakompakt ist.)
Korollar 4.20.
Sind E,F Fre´chetra¨ume und pi : E → F stetig linear und surjektiv, so gibt
es eine stetige Abbildung r : F → E mit pi ◦ r = idF .
Nun sind wir in der Lage, den angeku¨ndigten Abgeschlossenheitssatz in vol-
ler Allgemeinheit zu beweisen.
Satz 4.21. (Abgeschlossenheitssatz)
Seien X,Y Banachra¨ume, D ⊂ Cn eine offene Nullumgebung und
α : D → L(Y,X)
holomorph mit
dim (X/α(0)Y ) <∞.
Dann existiert eine offene Nullumgebung V ⊂ D, so dass
αUO(U, Y ) ⊂ O(U,X)
abgeschlossen ist fu¨r jede Steinsche offene Menge U ⊂ V .
Beweis.
Indem wir D gegebenenfalls durch eine geeignete kleinere Nullumgebung
ersetzen, ko¨nnen wir annehmen, dass dim(Y/α(z)X) < ∞ fu¨r alle z ∈ D
gilt. Wir wa¨hlen dann alle Bezeichnungen wie in Satz 4.17 und betrachten
außerdem die Projektion
ϕ : Z → `1(A), (a, b) 7→ a
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von Z auf die erste Komponente. Fu¨r alle z ∈ D ergibt sich also die folgende
Situation:
Z
`1(A) `1(B)
Y X
 
 
 	
ϕ @
@
@R
α˜(z)
-α0(z)
?
ρ
?
pi
-α(z)
Nach 4.17 (a) haben wir
pi ◦ α0(z) = α(z) ◦ ρ (z ∈ D).
Weiterhin gilt fu¨r z ∈ D und (a, b) ∈ Z = `1(A)⊕ kerpi, dass
piα˜(z)(a, b) = pi (α0(z)a+ b) = piα0(z)a = piα0(z)ϕ(a, b).
Damit kommutiert auch das a¨ußere Diagramm, denn es folgt
pi ◦ α˜(z) = pi ◦ α0(z) ◦ ϕ = α(z) ◦ ρ ◦ ϕ (z ∈ D).
Nach 4.17 (b) ko¨nnen wir 4.16 auf die Funktion α˜ anwenden. Es gibt also
eine offene Nullumgebung V ⊂ D, so dass
α˜UO(U,Z) ⊂ O(U, `1(B))
abgeschlossen ist fu¨r alle Steinschen offenen Mengen U ⊂ V .
Sei nun U ⊂ V eine solche Steinsche offene Menge. Wie im Beweis von 4.16
genu¨gt es einen Homo¨omorphismus zwischen den lokalkonvexen topologi-
schen Vektorra¨umen
O(U, `1(B))/α˜UO(U,Z)→ O(U,X)/αUO(U, Y )
zu konstruieren. Man beachte zuna¨chst, dass die Relationen
piU ◦ (α0)U = αU ◦ ρU
und
piU ◦ α˜U = αU ◦ ρU ◦ ϕU
unmittelbar aus den entsprechenden (oben angegebenen) punktweisen Rela-
tionen folgen. Nach 4.18 sind auch die Abbildungen ϕU , ρU und piU surjektiv.
Wir betrachten nun die von piU induzierte Abbildung
piU : O(U, `1(B))/α˜UO(U,Z) → O(U,X)/αUO(U, Y )
h+ α˜UO(U,Z) 7→ piUh+ αUO(U, Y ).
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Um zu begru¨nden, dass diese wohldefiniert und injektiv ist, ist zu zeigen,
dass fu¨r h ∈ O(U, `1(B)) die A¨quivalenz
h ∈ α˜UO(U,Z) ⇔ piUh ∈ αUO(U, Y )
gilt. Sei dazu zuna¨chst h ∈ α˜UO(U,Z). Dann gibt es ein g ∈ O(U,Z) mit
h = α˜Ug und es folgt
piUh = piU α˜Ug = αUρUϕUg ∈ αUO(U, Y ).
Sei umgekehrt h ∈ O(U, `1(B)) mit piUh ∈ αUO(U, Y ) gegeben. Dann gibt
es ein f ∈ O(U, Y ) mit piUh = αUf . Wegen der Surjektivita¨t von ρU gibt es
zu f eine Funktion g ∈ O(U, `1(A)) mit f = ρUg. Es folgt
piUh = αUf = αUρUg = piU (α0)Ug.
Somit ist
h− (α0)Ug ∈ kerpiU = O(U, kerpi).
Wir betrachten die holomorphe Funktion
(g, h− (α0)Ug) : U → Z, z 7→ (g(z), h(z)− (α0)Ug(z)) .
Dann gilt
α˜U (g, h− (α0)Ug) = (α0)Ug + h− (α0)Ug = h.
Damit ist h ∈ α˜UO(U,Z).
Somit ist piU wohldefiniert und injektiv. Weiter ist piU auch surjektiv, da piU
surjektiv ist. Somit ist piU ein Isomorphismus von Vektorra¨umen. Da das
Diagramm
O(U, `1(B)) O(U,X)
O(U, `1(B))/α˜UO(U,Z) O(U,X)/αUO(U, Y )
-piU
? ?
-piU
kommutativ und piU stetig ist, ist auch piU stetig. Es bleibt zu zeigen, dass
auch die Umkehrabbildung (piU )−1 stetig ist.
Wendet man Korollar 4.20 auf piU an, so folgt die Existenz einer stetigen
(nicht notwendig linearen) Abbildung
rU : O(U,X)→ O(U, `1(B))
mit
piU ◦ rU = idO(U,X).
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Wir wollen zeigen, dass rU eine wohldefinierte Abbildung
rˆU : O(U,X)/αUO(U, Y ) → O(U, `1(B))/α˜UO(U,Z)
g + αUO(U, Y ) 7→ rUg + α˜UO(U,Z)
induziert. Seien dazu g1, g2 ∈ O(U,X) mit g1 − g2 ∈ αUO(U, Y ). Wegen der
Linearita¨t von piU folgt
piU (rUg1 − rUg2) = piUrUg1 − piUrUg2 = g1 − g2 ∈ αUO(U, Y ).
Wie wir oben gezeigt haben, ist damit
rUg1 − rUg2 ∈ α˜UO(U,Z).
Dies zeigt die Wohldefiniertheit von rˆU . Wegen
piU rˆU (g + αUO(U, Y )) = piu (rUg + α˜UO(U,Z))
= piUrUg + αUO(U, Y )
= g + αUO(U, Y ) (g ∈ O(U,X))
folgt aus der bereits gezeigten Bijektivita¨t von piU , dass rˆU = (piU )−1 ist.
Schließlich ist das Diagramm
O(U,X) O(U, `1(B))
O(U,X)/αUO(U, Y ) O(U, `1(B))/α˜UO(U,Z)
-rU
? ?
-rˆU
kommutativ und rU ist stetig, folglich ist auch rˆU stetig. Also ist piU ein
Homo¨omorphismus, was zu zeigen war. 
Eine Folgerung aus Satz 4.21 ist das folgende Korollar.
Korollar 4.22.
Sei X ein Banachraum und T ∈ L(X)n mit
dim
X/ n∑
j=1
TjX
 <∞.
(a) Es existiert eine Nullumgebung V ⊂ Cn, so dass
XT (Cn \ U) ⊂ X
fu¨r jede Steinsche offene Menge U ⊂ V abgeschlossen ist.
(b) Ist T vertauschend, so existiert eine offene Nullumgebung U ⊂ Cn mit
XT (Cn \ U) = XT (Cn \ {0}).
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Beweis.
(a) Wie im vorigen Abschnitt betrachten wir die holomorphe Funktion
α = αT : Cn → L(Xn, X), z 7→ (z1 − T1, . . . , zn − Tn).
Nach Voraussetzung ist
dim (X/α(0)Xn) <∞
und damit existiert nach 4.21 eine Nullumgebung V ⊂ Cn, so dass
αUO(U,Xn) ⊂ O(U,X)
abgeschlossen ist fu¨r jede Steinsche offene Menge U ⊂ V .
Sei nun U ⊂ V solch eine Steinsche offene Menge. Wir betrachten die
Einbettung
iU : X ↪→ O(U,X),
die jedem x ∈ X die konstante Funktion mit dem Wert x zuordnet.
Definitionsgema¨ß ist
XT (Cn \ U) = {x ∈ X; es ist αUf = iUx fu¨r ein f ∈ O(U,Xn)}
= i−1U
(
αUO(U,Xn)
)
.
Da iU stetig ist, erhalten wir die Abgeschlossenheit von XT (Cn\U) ⊂ X.
(b) Wir schreiben
Uk =
{
z ∈ Cn; |z| < 1
k
}
fu¨r die offene 1k -Kugel im C
n (k ∈ N).
Nach (a) gibt es eine Stelle k0 ∈ N, so dass
XT (Cn \ Uk) ⊂ X
fu¨r alle k ≥ k0 abgeschlossen ist.
Ist T vertauschend, so gilt nach 4.3
XT (Cn \ {0}) = M(T ) =
⋂
k∈N
Mk(T )
und da die Ra¨ume Mk(T ) ⊂ X (k ∈ N) nach 3.3 abgeschlossen sind, ist
auch XT (Cn \ {0}) ⊂ X abgeschlossen.
Da die Uk (k ≥ k0) eine Nullumgebungsbasis im Cn bilden, folgt aus 4.2
XT (Cn \ {0}) =
⋃
k≥k0
XT (Cn \ Uk).
Nach dem Satz von Baire existiert somit ein k ≥ k0 mit
XT (Cn \ {0}) = XT (Cn \ Uk).

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Einige offene Fragen
Wir wollen diese Arbeit nun mit einigen offenen Fragen abschließen, die bei
der Bearbeitung des letzten Kapitels aufgetreten sind.
Problem 4.23.
In 4.21 wurde gezeigt, dass fu¨r eine holomorphe Funktion
α : D → L(Y,X) (D ⊂ Cn offen, X, Y Banachra¨ume)
mit dim (Y/α(0)X) < ∞ das Bild von αU abgeschlossen ist, falls U eine
genu¨gend kleine Steinsche offene Nullumgebung ist.
Es stellt sich die folgende Frage nach einem globalen Resultat.
Ist fu¨r eine Steinsche offene Teilmenge U ⊂ D mit dim (Y/α(z)X) <∞ fu¨r
alle z ∈ U stets αUO(U, Y ) ⊂ O(U,X) abgeschlossen ?
Problem 4.24.
Eine weitere Frage ergibt sich aus Korollar 4.22. Fu¨r ein vertauschendes
Tupel T = (T1, . . . , Tn) ∈ L(X)n von stetig linearen Operatoren auf einem
Banachraum X mit
dim
X/ n∑
j=1
TjX
 <∞
wurde dort gezeigt, dass
XT (Cn \ U) = XT (Cn \ {0})
fu¨r eine geeignete Nullumgebung U ⊂ Cn gilt.
Es stellt sich die Frage, ob man dabei auf die Voraussetzung, dass T ver-
tauschend ist, verzichten kann. Aus dem Beweis von 4.22 (b) geht hervor,
dass die betrachtete Aussage fu¨r ein nicht notwendig vertauschendes Tupel
genau dann gilt, wenn XT (Cn \ {0}) ⊂ X abgeschlossen ist. Wir haben in
4.8 gesehen, dass dies der Fall ist, wenn man fu¨r T den Linksvorwa¨rtsshift
S ∈ L(F2)n auf dem Fockraum einsetzt.
Die letzte Fragestellung, auf die wir hier aufmerksam machen wollen, ent-
spricht einer Vermutung von X. Fang.
Problem 4.25.
Sei X ein Banachraum und T ∈ L(X)n ein Tupel von stetig linearen Ope-
ratoren mit
dim
X/ n∑
j=1
TjX
 <∞.
Wie zuvor betrachten wir dazu die (nach Bemerkung 3.3 abgeschlossenen)
Teilra¨ume Mk = Mk(T ) ⊂ X (k ∈ N) mit
M0 = X und Mk+1 = T1Mk + . . .+ TnMk (k ∈ N).
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Ist dann
M = M(T ) =
⋂
k∈N
Mk,
so ist auchM abgeschlossen und es gilt TjM ⊂M fu¨r alle j = 1, . . . , n. Somit
induziert T als Zeilenoperator eine wohldefinierte stetig lineare Abbildung
T |Mn : Mn →M, (xj)nj=1 7→
n∑
j=1
Tjxj
zwischen Banachra¨umen.
Man kann zeigen, dass T |Mn fu¨r n = 1 unter den getroffenen Voraussetzun-
gen stets surjektiv ist (vergleiche etwa [12], Seite 372).
In [22] (Conjecture B) stellt X. Fang die Frage, ob die Identita¨t
M =
n∑
j=1
TjM
fu¨r vertauschende Tupel T ∈ L(H)n auf Hilbertra¨umen mit
dim
H/ n∑
j=1
TjH
 <∞
richtig bleibt. Das folgende einfache Beispiel zeigt, dass die entsprechende
Identita¨t im nichtvertauschenden Fall falsch ist.
Sei X = `1 ⊕ C und T = (T1, T2) ∈ L(X)2 gegeben durch
T1 =
(
S 0
0 0
)
, T2 =
(
0 0
P 0
)
,
wobei
S : `1 → `1, (x0, x1, . . .) 7→ (0, x0, x1, . . .)
der Shift ist und P durch
P : `1 → C, (x0, x1, . . .) 7→
∞∑
k=0
xk
definiert ist. Man erha¨lt hier
Mk = {(x, λ) ∈ X; x0 = . . . = xk−1 = 0} (k ∈ N)
und damit M = {0} ⊕ C. Damit ist
T1M + T2M = {0} (M.
Die Frage nach der Surjektivita¨t von T |Mn bleibt im Fall n ≥ 2 offen, falls
zusa¨tzlich vorausgesetzt wird, dass T vertauschend ist.
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