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We show that the problem of political forecasting, i.e, predicting the result of elections and
referendums, can be mapped to finding the ground state configuration of a classical spin system.
Depending on the required prediction, this spin system can be a combination of XY , Ising and
vector Potts models, always with two-spin interactions, magnetic fields, and on arbitrary graphs.
By reduction to the Ising model our result shows that political forecasting is formally an NP-Hard
problem. Moreover, we show that the ground state search can be recasted as Higher-order and
Quadratic Unconstrained Binary Optimization (HUBO / QUBO) Problems, which are the standard
input of classical and quantum combinatorial optimization techniques. We prove the validity of our
approach by performing a numerical experiment based on data gathered from Twitter for a network
of 10 people, finding good agreement between results from a poll and those predicted by our model.
I. INTRODUCTION
Political forecasting [1] aims at predicting the outcome
of elections. As simple as it sounds, this problem is ex-
tremely complicated because of the huge number of fac-
tors which must be taken into account. Still, it is crystal-
clear that this is an important problem, since bets on the
succession of leaders are as old as human political orga-
nization. Nowadays, political parties spend millions in
predicting the outcomes of elections via polls, extrapo-
lations, regressions, and complex machine-learning tech-
niques. Nevertheless, regardless of this game of thrones,
the basic question here is actually more fundamental: can
we somehow predict the social behaviour of humans? Af-
ter all, people act both individually, driven by individual
motivations, as well as collectively, driven by emergent
social trends. This question, unapproachable in prac-
tice for many centuries, has however taken a twist in our
days because of easy access to petabytes of social data:
likes and dislikes in Facebook, retweets in Twitter, GPS-
location of cell phones... leaving alone the (undoubtedly
fundamental!) issue of personal privacy for another dis-
cussion, our main question here is: can we predict human
decisions employing a spin quantum model whose cou-
plings are set based on their social behaviour as read from
available data? Even though the question may sound
shocking, it is noteworthy that the dynamics of groups
in heavy metal concerts has been successfully modelled
employing spin models [2].
In this article, we show that the above problem can
be mathematically modelled by finding low-energy con-
figurations of a spin system and addressed employing
quantum annealing. Individual voters are represented
by spins, which point in different directions according to
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the individual’s own political compass (i.e., the space of
political alternatives). Social interactions and personal
preferences shape decisions in the elections, and these
can be precisely modelled by interacting coupling terms
and magnetic fields in the corresponding classical spin
Hamiltonian (energy cost function). In turn, the value of
couplings and fields can be modelled from available social
data.
The structure of this paper is as follows. In Sec.II we
explain the concept of political compass. Then, in Sec.III
we show how to build the spin model, by defining first
what we call “political spin”, and then “political Hamil-
tonian”. In this section, we also see how certain types of
elections, such as referendums with binary questions, ad-
mit simple spin models which turn out to be NP-Hard. In
Sec.IV, we explain how the problem can be mapped into
a Higher-order and Quadratic Unconstrained Binary Op-
timization (HUBO / QUBO) problem, which is the stan-
dard input for many optimization techniques. In Sec.V
we show the validity of our idea by performing an ex-
periment on a network of 10 anonymous volunteers, who
gave us their consent to use their social data from Twit-
ter, finding good agreement between the results of a poll
and our predicted outcome. Finally, in Sec.VI we wrap
up our conclusions and future prospects.
II. POLITICAL COMPASS
Let us begin by considering the notion of political com-
pass. In a nutshell, this is a configuration space where
voters are placed according to their ideology. The space
can have different axis, corresponding to different ide-
ological aspects. For instance, one axis could be “left
– right”, another axis could be “libertarian – authori-
tarian”, and so forth. The extreme points of these axis
correspond to ideologies which are furthest away, e.g.,
extreme left vs extreme right in the “left – right” axis,
with intermediate positions corresponding to intermedi-
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FIG. 1: A one-axis “left – right” political compass, and the
vector ~S as in Eq.(1) used to describe it.
ate ideologies. For actual examples of political compass,
see Ref.[3, 4].
For the sake of simplicity, let us consider for the time
being the case of one axis only, say, “left – right” (later on
we will generalize our discussion to the many-axis case).
Every voter i has its own political compass (i.e., ideo-
logical configuration space), and his/her ideological pref-
erences define a point on this compass. At the time of
elections, the vote of individual i will be according to
his “state” in the political compass at that time. This
“state” is influenced by many factors, such as likes and
dislikes of statements by other individuals j, which are
themselves also voters. It may also be influenced by
geopolitical news, political scandals, economic decisions,
and things alike. In the end, every individual will vote
according to such factors. Some factors will have a pos-
itive influence in the individual (i.e., making him/her
more likely to vote in favour of some ideology), whereas
other factors will have a negative influence (i.e., making
him/her more likely to vote against some ideology).
III. SPIN MODEL
A. Political spin
In what follows we show that the above can be accu-
rately modelled by a classical spin system. Let us start
by assigning a vector ~Si to each voter i. This is a two-
dimensional vector of unit length, i.e.,
~Si = cos θieˆ1 + sin θieˆ2, (1)
with θi ∈ [0, 2pi] and eˆ1, eˆ2 two orthonormal vectors.
The vector is normalized to one (~S2i = 1), and angle θi
parametrizes the position of voter i in a one-axis political
compass. More precisely, the position in the compass is
the first component of the vector, eˆ1 · ~Si = cos θi, with ±1
the extreme points, see Fig.1. The vector ~Si is nothing
but a classical spin living on a two-dimensional plane.
B. Political Hamiltonian
Next, we define an energy (cost) function that is mini-
mized by the “most reasonable” outcome of the elections,
understood as the configuration that globally satisfies as
much as possible all the constraints mentioned above.
This cost function will be nothing but a classical spin
Hamiltonian, and will have different pieces.
The first piece takes into account the influence envi-
ronment of each voter i. There will be positive influ-
ence, i.e., such that the voter will tend to vote in the
same direction (in the compass) than some people, as
well as negative influence, i.e., such that the voter will
tend to vote in the opposite direction (in the compass)
than some other people. These people are such that the
voter likes (positive) or dislikes (negative) their opin-
ions, and form the influence environment of the voter.
Moreover, these people will be themselves voters j with
their own political compass parametrized by a vector ~Sj .
We thus model positive/negative influence via ferromag-
netic/antiferromagnetic spin-spin interactions tending to
align/anti-align vectors. Let us call Pi and Ni the sets of
respectively all positive and negative influencers of voter
i. We can then write the following classical interaction
Hamiltonian H for all voters:
Hint =
∑
i
~Si ·
−∑
j∈Pi
~Sj +
∑
j∈Ni
~Sj
 . (2)
The above Hamiltonian is nothing but a two-body inter-
acting classical XY (compass) model with ferromagnetic
and antiferromagnetic interactions. It is also not defined
on any particular lattice or graph: its interaction topol-
ogy corresponds to that of correlated networks of influ-
encers. The correlations come from the fact that the sets
Pi and Ni partially overlap amongst the different voters
i. In fact, any possible partial and asymmetric overlaps
of the sets Pi and Ni for different voters i is possible,
exactly as happens in real-life influence networks.
The above Hamiltonian Hint takes into account only
the positive and negative influence of the environment on
a voter, but does not model possible penalties, rewards,
preferences, and things alike. Luckily, all such terms can
be easily introduced in the formalism by using local mag-
netic fields, tending to polarize spins along specific direc-
tions. For instance, we could consider a Hamiltonian of
a priori preferences for each voter such as
Hpre = −
∑
i
~Bi · ~Si, (3)
with ~Bi local polarising fields towards a specific direction,
according to voter’s i a priori preferences. In fact, there
will be voters for which the direction of the political com-
pass will essentially be 100% clear (say, people who are
affiliated to political parties, influencers who publicly an-
nounce their preference, and so forth). Such voters have
a fully-polarized spin direction, i.e. | ~Bi| = ∞, which in
3practice means that their spin vector ~Si is fixed. Thus,
for such voters, ~Si is no longer a variable but a fixed
parameter in the system. These voters play the role of
boundary conditions in our spin Hamiltonian, reducing
the degeneracy of configurations.
Moreover, we can similarly add penalty or rewarding
Hamiltonian terms for the different political parties (say,
the different directions in the compass) depending on
whatever relevant factors. For instance, if a given party
x has a corruption scandal, a global penalty term could
be added such as
Hpen = ~λx ·
(∑
i
~Si
)
, (4)
with ~λx > 0 some penalty strength vector for party x.
Rewarding terms can be similarly added. For instance,
if party y proposes to implement some popular measure,
one may consider adding a term that favours its ideology
by lowering the energy of their direction in the political
compass, i.e.,
Hrew = −~µy ·
(∑
i
~Si
)
, (5)
with ~µy > 0 some reward strength vector for party y.
Of course this is a simplified scenario, but one can easily
see how to proceed in order to introduce further compli-
cations in the Hamiltonian. For instance, penalties and
rewards could also be voter-dependent, and so forth.
What we have shown above is that, at the end of the
day, all the information available can in principle be cod-
ified in a cost function that corresponds to the Hamil-
tonian of a classical XY model with spin-spin ferromag-
netic and antiferromagnetic interactions on an arbitrary
graph, together with local and global magnetic fields, and
with some fixed spins as boundary conditions. In the case
we are discussing, this is given by
H = Hint +Hpre +Hpen +Hrew, (6)
where we used the fact that ~a ·~b = ~b ·~a for real vectors ~a
and ~b. This expression can of course be generalised and
tailored in infinitely-many different ways, depending on
the particulars of each situation, but it will always have
the same structure: spin-spin interactions and magnetic
fields. The ground state of the Hamiltonian in Eq.(6),
i.e., its minimal energy configuration, corresponds to the
“most reasonable” outcome of the elections, defined as
the configuration that maximally satisfies the imposed
constraints. Vectors ~Si in this ground-state configuration
provide the direction of voter’s i political compass, in
turn telling us who is voter i more likely to vote for.
C. Multidimensional generalization
In the case discussed so far we only considered a one-
dimensional political compass. It is, however, easy to
consider also the case of a multidimensional compass,
with several axis corresponding to different “ideology di-
mensions” (say, “left – right”, “libertarian – authoritar-
ian”, and so on). This can be done by simply considering
a separate Hamiltonian for each one of the axis, with in-
dependent variables. Hence, there will be an independent
spin vector ~Sαi as in Eq.(1) for each compass axis α of
voter i. The overall Hamiltonian will then be
H =
∑
α
Hα, (7)
with Hα as in Eq.(6) for each axis α. Moreover, in our
scheme it is also possible to include the fact that, per-
haps, the different axis α of a political compass may not
be fully independent. For instance, libertarian ideology
tends to be traditionally more left-wing, and things alike.
In our formalism, this is nothing but an interaction of the
type
Hax =
∑
i,α<β
Jαβi
~Sαi · ~Sβi , (8)
with Jαβ the interaction strength between axis α and β,
which can be positive or negative depending on the type
of bias that we wish to introduce, and the dot (·) being
the scalar product of the two vectors, i.e., ~Sαi · ~Sβi ≡
cos θαi cos θ
β
i + sin θ
α
i sin θ
β
i = cos(θ
α
i − θβi ). The final
Hamiltonian will then be
H =
∑
α
Hα +Hax. (9)
As discussed before, the ground state will provide the
configuration of ~Sαi indicating the most reasonable vote
of individual i in the different axis α of the political com-
pass, according to the constraints introduced [14].
D. Discretization
Several aspects of the political Hamiltonian above are
worth of more in-depth discussion. To begin with, one
could consider a political spin with discretized angles
θn = 2pin/q, with n = 0, 1, · · · , q − 1. In such a case,
one has that
~Si · ~Sj = cos
(
2pi
q
(ni − nj)
)
, (10)
so that the XY Hamiltonian in Eq.(6) boils down to the
classical q-state vector Potts model. The case q = 2 is
particularly interesting: this is the case of a political axis
with only two antagonistic options, e.g., “brexit yes/no”,
“independence yes/no”, and things alike. One obtains
~Si · ~Sj = sisj , (11)
with si = ±1 Ising variables (and the same for j). There-
fore, in this case Eq.(6) reduces to a classical Ising model
4with spin-spin interactions and magnetic fields. Impor-
tantly, finding the ground state of such a model is well-
known to be NP-Hard [5]. And, in turn, this proves that
the problem of political forecasting is itself also NP-Hard,
because it is, at least, as hard as finding the ground state
of an arbitrary Ising classical spin model.
IV. HUBO AND QUBO PROBLEMS
A. Generalities
Finding the ground state of the classical Hamiltonian
discussed above can in fact be rewritten as a Quadratic
Unconstrained Binary Optimization (QUBO) problem.
This is important, because the QUBO formula to be op-
timized (which amounts to a classical Ising model with
spin-spin interactions and magnetic fields) is the natural
input of many optimization techniques. QUBO problems
can also be solved in quantum processors for instance via
quantum annealing [6], variational quantum eigensolvers
[7] and approximate quantum optimization algorithms
[8], which implies that the problem of forecasting elec-
tions can in principle be thrown into a quantum com-
puter, with the idea in mind of finding better solutions
to the problem than those achievable with classical algo-
rithms.
Let us consider again the case of a one-axis political
compass. In our procedure, we will first map the Hamil-
tonian in Eq.(6) to a Higher-order Unconstrained Binary
Optimization (HUBO) problem, with up to 4-bit terms.
As such, the HUBO problem may already be a valid in-
put for some optimization algorithms, both classical and
quantum. Then, we will reduce the higher-order inter-
actions down to quadratic terms by using ancillas and
following the procedure from Ref.[9] (and also success-
fully used in Refs.[10–13]).
In order to write a HUBO formula for our Hamiltonian,
we write the two components of the spin vector ~Si in
Eq.(1) using for instance a binary encoding in terms of
2n classical bits as
cos θi ≈
n∑
a=1
xi,a2
−a, sin θi ≈
n∑
a=1
yi,a2
−a, (12)
with xi,a and yi,a the classical bit variables for individual
i, and a = 1, 2, · · · , n. In this way, the values of both
trigonometric functions are digitalized between 0 and 1,
but a priori they do not fulfil the constraint (cos θi)
2 +
(sin θi)
2 = 1. This can imposed by the penalty term
Ci =
( n∑
a=1
xi,a2
−a
)2
+
(
n∑
a=1
yi,a2
−a
)2
− 1
2 , (13)
which is minimized when the constraint is satisfied so
that Ci ≈ 0. Next, we can write a HUBO formula for
this problem by rewriting the Hamiltonian from Eq.(6)
in terms of the bit variables xi,a and yi,a, and adding
the constraints Ci as penalty terms with large prefactor,
so that the ground state belongs to the subspace where
Ci ≈ 0 for all i. The HUBO formula HHUBO to minimize
is thus given by
HHUBO = H(xi,a, yi,a) + ν
∑
i
Ci, (14)
with ν > 1. It is easy to see that, because of the struc-
ture of the spin-spin interactions, H(xi,a, yi,a) contains
at most 2-bit terms, whereas the Ci contain up to 4-bit
terms. This HUBO formula is already a valid input for
optimization algorithms, classical and quantum, allow-
ing for multi-bit (multi-qubit) interactions. For instance,
a universal quantum processor could approximate the
ground state of the “quantized” version of such a Hamil-
tonian, simply by replacing classical bit variables xi,a by
qubit operators xˆi,a with eigenvalues 0, 1 and eigenstates
|0〉 and |1〉 respectively, and similarly for yi,a. This could
be done explicitly using a variational quantum eigen-
solver [7] and/or an approximate quantum optimization
algorithm [8].
The HUBO formula above could also be a valid input
of a quantum annealing processor allowing for multiqubit
interactions. However, state-of-the-art quantum anneal-
ers allow only for two-qubit interactions. Luckily enough,
one can reduce the 4- and 3-bit terms from Eq.(14) down
to 2-bit terms at most (thus obtaining a QUBO prob-
lem) but at the cost of introducing ancillas, as explained
in Refs.[9–11]. The basic idea of the approach is to recast
the corresponding quantum Hamiltonian into a modified,
effective Hamiltonian with 2-qubit interactions at most,
and which has the same low-energy eigenspace. The mod-
ified Hamiltonian, however, uses ancillary qubits: one
ancilla for every three-qubit term, and up to four ancil-
las for every four-qubit term. In this way, the HUBO
problem can be reduced down to a QUBO problem, and
is therefore amenable to current quantum annealers such
as the D-Wave machine. We refer the reader to the afore-
mentioned references for further details.
Importantly, notice that there is a relevant exception
to the case of a HUBO problem in what we explained so
far: the case of a yes/no referendum. This is exactly the
case that we discussed around Eq.(11), i.e., when one has
a one-axis political compass with only two possible antag-
onistic options. In such a case, we do not need to apply
any digitalization as in Eq.(12), since the Hamiltonian is
already a QUBO problem via the mapping xi ≡ (si+1)/2
between bit and classical spin variables. In such a case,
the problem can be handled directly not only by uni-
versal quantum processors, but also by state-of-the-art
quantum annealers, without the need to introduce any
ancillary qubits.
Last but not least, we stress that everything that we
explained about HUBO and QUBO problems applies also
quite straightforwardly to the case of a multi-axis politi-
cal compass, even with axis-axis interactions as in Eq.(8).
5B. Required resources
Concerning resources, it is clear that the number of
bits (or qubits) required depends on the specifics of the
case being analyzed. But as an example, for the single-
axis case of a yes/no referendum of N voters, one needs
exactly N bits (or qubits). Also for N voters, in the one-
axis case and for the HUBO problem one would require
2Nn qubits, with 2n the number of bits in Eq.(12). If
the HUBO problem is subsequently reduced to a QUBO
problem, one then also needs to take into account the an-
cillas, and this will be directly proportional to the num-
ber of 3-bit and 4-bit terms in Eq.(14). If, on top, one
has a multi-axis compass, then one needs to repeat the
same analysis for each axis, so that the number of bits or
qubits will also be proportional to the number of axis in
the political compass. Overall, for the HUBO problem
we could say that the number of required qubits nHUBOtot
scales asymptotically as
nHUBOtot = O(2Nnm), (15)
with N the number of voters, 2n the number of bits in the
digitalization, and m the number of axis in the compass.
Notice that, in practice, the number of voters N may
actually be very large (e.g., around 40 million for presi-
dential elections in Spain), so that the number of required
qubits may look like ridiculously insane in some real-life
scenarios. Nevertheless, it should be possible to define
the same type of Hamiltonian for renormalized spins, es-
sentially equivalent to clustering in the jargon of data
science. The new effective variables would then repre-
sent not individuals, but groups of individuals (for in-
stance, the average behavior of all people living in the
same neighborhood). Using such a renormalized descrip-
tion we loose the detail of the forecast but, however, we
gain a lot of computational efficiency both in the de-
scription of the relevant interactions in the Hamiltonian
as well as in the total number of required qubits. This is
something that needs to be seriously taken into account
in practical scenarios where the number of voters is way
too large: cluster the behaviour of the voters, in order to
gain computational efficiency.
V. EXPERIMENT USING TWITTER DATA
A. Building H from social data
But, how do we actually build H? It is clear that one
should collect as much social data as possible about the
individuals and about social tendencies, and then codify
everything in the Hamitonian. This could be extracted
from a variety of sources, such as social networks, internet
traffic, GPS data, and so on. In today’s society, technol-
ogy allows to gather such information always as long as it
is provided with the consent of the individuals [15]. Useful
data to construct the Hamiltonian can also be obtained
from polls and historical tendencies, just to mention a
couple of examples. Notice also that, since voting is usu-
ally secret, one should not have the exact result of the
individual votes from previous elections as available data.
One may have, however, average data for different city
sectors (for instance). This is also useful data that can
be entered as a bias in the Hamiltonian. Notice as well
that the relevant data may change in time, say, people
stop following somebody in Facebook and start following
somebody else in Twitter (for instance). It is therefore
very important to have the most up-to-date information
in order to build accurate Hamiltonians for real-time pre-
dictions.
B. Twitter and referendums
To benchmark our ideas we implemented the follow-
ing experiment. We took 10 anonymous volunteers and,
with their consent, we gathered data from their Twitter
accounts. In particular, for each individual we harvested
the latest 200 likes, retweets, and comments amongst
themselves, and used them to build a model. For sim-
plicity, we focused on interactions that are surely positive
(such as likes and positive retweets). We denote as aij
the number of positive interactions that individual i re-
ceives from individual j, i.e., likes and retweets made by
j of posts made by i. Notice that this quantity is not
symmetric, i.e., aij 6= aji. We then build the following
model for referendums of the type “choose either A or
B”:
H =
∑
i
hisi −
∑
ij
Jijsisj , (16)
with si = ±1 a classical spin for individual i (+1 for
answer “A” and −1 for “B”), and where the local fields
hi and couplings Jij are defined as
Jij ≡ −1
2
(aij + aji) hi ≡ fi
∑
j
aij . (17)
In the above equations, Jij measures the strength of “mu-
tual likeness” (ferromagnetic), and hi the strength of in-
dividual opinions. Specifically, fi are polarization factors
that play the role of our boundary conditions: fi = ±1
if we know that individual i will vote si = ∓1 for sure,
and fi = 0 if we know nothing about the voting inten-
tions of i. Individuals with large |hi| =
∑
j aij . are the
influencers of our network. In practice, it is important
to know the voting intentions (and therefore fi) of the
influencers, since they may have a large impact in the
final outcome (i.e., large polarizing field hi).
C. Results
The interactions in our network are shown in the graph
of Fig.(2). The matrix aij that corresponds to the graph
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FIG. 2: Graph corresponding to the social network of inter-
actions for our experiment using Twitter data. Nodes are
individuals i = 1, 2, · · · , 10, and directed links correspond to
interactions. The thickness of each link is proportional to the
corresponding entry in matrix aij from Eq.(18).
is given by
a =

0 3 2 1 4 11 21 3 0 2
2 0 3 3 1 2 2 0 0 0
1 3 0 1 0 0 0 0 0 0
0 1 0 0 0 1 0 0 1 0
7 6 1 1 0 5 12 56 0 6
1 1 0 1 2 0 1 0 1 1
1 1 0 1 1 1 0 1 1 1
1 0 0 0 1 0 0 0 0 1
0 0 0 1 0 1 0 0 0 0
1 2 2 1 2 1 2 1 0 0

(18)
From the data above, we can see that individuals 1 and
5 could be regarded a priori as the main influencers of the
network. In our experiment, we asked the 10 individu-
als 9 different questions Q1, Q2, · · · , Q9, with a binary
output, which we codify as ±1. Using our model, we
could see that by fixing the answer of some of the in-
fluencers (i.e. fi 6= 0), we could systematically obtain
more than 50% correctness in predicting the answers of
the rest of individuals, reaching in some cases very large
percentages. This is shown in Table I. Interestingly, we
observe that in practice individuals 1, 3 and 7 seem to
have the strongest influence in the outcomes of the net-
work, whereas 5 does not seem to have much effect. This
seems to indicate that the e.g. the tweets by 7 have more
impact than those by 5. Or in other words, 5 may have
many tweets, but of low impact. Moreover, we could also
see that in many situations, by fixing all the answers ex-
cept one, we could predict the answer of the remaining
individual with a high degree of accuracy. For instance,
in the case of questions Q6 and Q9, we obtained respec-
tively 90% and 70% accuracy.
Several remarks are in order. First, we noticed that de-
pending on type of question, influencers may vary. This
comes as no surprise, since different people have the
strongest influence on the network in different aspects.
Second, even for the very small network that we treated,
with limited data and a very simple model Hamiltonian,
we were already able to obtain quite decent predictions.
This is a proof-of-priniciple of the validity of our idea,
and we think therefore that more refined models, includ-
ing more data and bigger networks, will be able to provide
much more accurate predictions. Last but not least, we
would like to mention that our predictions are based on
the lowest-energy eigenstate of the corresponding model
Hamiltonian. It should be possible, however, to explore
more states in the low-energy space, even with the pos-
sibility of assigning a probability (e.g., thermal). In such
an analysis one could give probabilistic predictions, rele-
vant for the study of very large networks.
Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9
Fixed 5, 7 1, 3 1 3, 7 7 1 3, 4 3, 7 1, 7
Score 50% 50% 67% 62.5% 56% 89% 62.5% 62.5% 75%
TABLE I: Results on the prediction of outcomes for our Twit-
ter experiment. For the 9 questions (Q1 - Q9), we show the
individuals for which we set fi = ±1 according to their an-
swer, and then the score for the prediction of the rest of the
outcomes (% of answers that are correctly predicted).
VI. CONCLUSIONS
Here we have shown that political forecasting can be
mapped to finding the ground state configuration of a
classical spin system. This spin system can be a com-
bination of XY , Ising and vector Potts models, always
with two-spin interactions, magnetic fields, and on arbi-
trary graphs. By reduction to the Ising model the prob-
lem is formally an NP-Hard. We have also shown that
it can be recasted as both Higher-order and Quadratic
Unconstrained Binary Optimization (HUBO / QUBO)
Problems. Finally, we have discussed how to construct
appropriate models from social data, and conducted an
experiment with ten anonymous Twitter volunteers, to
whom we asked questions of the type “A or B”. After
identifying the relevant influencers, the constructed mod-
els were able to predict a good fraction of the outcomes
reliably. The results of this very simple experiment al-
ready prove the validity of the ideas presented in this
paper.
The results in this paper open a promising, new, and
original manner of predicting social trends and forecast-
ing politics employing quantum systems. Our work offers
also a nice example of cross-disciplinary research between
physics and social sciences. Importantly, for very large
networks, we expect that quantum processors will be able
to handle the problem in the short-mid term. We see this
as a very promising application of quantum computing in
solving practical social problems, which deserves future
studies.
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