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Abstract
This is the first paper in a series of two which proves a version of
a theorem of Harish-Chandra for quantum symmetric spaces in the
maximally split case: There is a Harish-Chandra map which induces
an isomorphism between the ring of quantum invariant differential op-
erators and the ring of invariants of a certain Laurent polynomial ring
under an action of the restricted Weyl group. Here, we establish this
result for all quantum symmetric spaces defined using irreducible sym-
metric pairs not of type EIII, EIV, EVII, or EIX. A quantum version
of a related theorem due to Helgason is also obtained: The image of
the center under this Harish-Chandra map is the entire invariant ring
if and only if the underlying irreducible symmetric pair is not one of
these four types.
Introduction
In [HC2, Section 4], Harish-Chandra proved the following fundamental result
for semisimple Lie groups: the Harish-Chandra map induces an isomorphism
∗supported by NSA grant no. MDA904-03-1-0033. AMS subject classification 17B37
1
between the ring of invariant differential operators on a symmetric space and
invariants of an appropriate polynomial ring under the restricted Weyl group.
When the symmetric space is simply a complex semisimple Lie group, this
result is Harish-Chandra’s famous realization of the center of the enveloping
algebra of a semisimple Lie algebra as Weyl group invariants of the Cartan
subalgebra ([HC1]). Helgason further refined Harish-Chandra’s result by an-
alyzing the image of those invariant differential operators which come from
the center of the enveloping algebra under the Harish-Chandra homomor-
phism ([He]). This paper is the first of two papers which establish quantum
analogs for these results of Harish-Chandra and Helgason in the recently
developed theory of quantum symmetric spaces (see [L3],[L4], and [L5]).
There is an underlying symmetric pair of Lie algebras g, gθ associated to
each symmetric space. Here, g is a complex semisimple Lie algebra and gθ
is the Lie subalgebra fixed by an involution θ. In this algebraic framework,
invariant differential operators on the symmetric space correspond to ad gθ
invariant elements of U(g). Thus quantum invariant differential operators
should “be” elements of the quantum analog of the fixed ring of U(g) under
the action of gθ. In fact, a quantum symmetric pair consists of the quantized
enveloping algebra of g and a coideal subalgebra B which plays the role of
U(gθ). The study of quantum invariant differential operators is an analysis
of the ring UˇB of invariants in the (simply connected) quantized enveloping
algebra Uˇ of g with respect to the right adjoint action of B. (We assume
that Uˇ is an algebra over the algebraic closure C of the rational function field
C(q).)
Let a denote the eigenspace for θ with eigenvalue −1 inside a maximally
split Cartan subalgebra h of g. In the classical case, the Harish-Chandra map
associated to g, gθ is the projection from U(g) onto the enveloping algebra of
a, defined using the Iwasawa decomposition of g. This picture can be lifted
to the quantum setting as follows. The Cartan subalgebra Uˇ0 of Uˇ is the
group algebra of a multiplicative group Tˇ isomorphic to the weight lattice of
g. The quantum analog of a is the multiplicative subgroup Aˇ of an extension
of Tˇ isomorphic to the image of the weight lattice of g under the restriction
map from h∗ to a∗. Using a quantum version of the Iwasawa decomposition
(Theorem 2.2 below), the quantum Harish-Chandra map PB is a projection
of Uˇ onto C[Aˇ].
The restricted root system Σ associated to the pair g, gθ spans the vector
space a∗. Thus the action of the restricted Weyl group WΘ on Σ induces
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an action of WΘ on Aˇ. This action can be further twisted to a dotted
(or translated) action of WΘ on C[Aˇ]. Let A denote the subgroup of Aˇ
corresponding to the weight lattice of the root system 2Σ. The center of Uˇ ,
denoted by Z(Uˇ), is a subring of UˇB.
Recall that irreducible symmetric pairs g, gθ are classified in [A], and each
pair or family of pairs is given a name which is called its “type”. We assume
that g, gθ is irreducible. The analogous results for arbitrary symmetric pairs
of Lie algebras are easily deduced from their decomposition into a direct sum
of irreducible ones. The main result of this paper is
Theorem:(see Theorem 6.1) The image of Z(Uˇ) under PB is equal to C[A]WΘ.
if and only if g, gθ is not of type EIII, EIV, EVII, or EIX. Moreover, in these
cases, PB(UˇB) = PB(Z(Uˇ)).
Perhaps the most intricate part in the proof of the above theorem is
showing that PB(Uˇ
B) is invariant under the dotted action of WΘ. Recall
that there is no direct quantum version of the Lie group G associated to g;
there is only a quantum analog of the ring of regular functions on G. Thus
the analytic techniques used in Harish-Chandra’s original work [HC2] are
unavailable here. Lepowsky’s algebraic proof [Le] using the Cartan decom-
position of g with respect to gθ cannot be adapted to the quantum setting
because there is no obvious quantum Cartan decomposition. For the cases
considered in the theorem, the dotted WΘ invariance of PB(UˇB) ultimately
follows from the dottedWΘ invariance of PB(Z(Uˇ)) and the equality of these
two algebras established at the end of the paper.
The first step in the proof of the theorem is to refine the codomain of
PB upon restriction to UˇB. We exploit the fact that UˇB is a subring of the
locally finite part Fr(Uˇ) of Uˇ in order to show PB(UˇB) is contained in C[A].
Using a filtration of Uˇ introduced in [L5, Section 5], we further show that the
possible highest degree terms of elements in PB(UˇB) are linear combinations
of elements in A which correspond to antidominant integral weights in the
weight lattice of 2Σ.
It turns out that the restriction of PB to Z(Uˇ) is just the composition
of the ordinary quantum Harish-Chandra map P followed by restriction of
PB to Uˇ0. It is well known that P(Z(Uˇ)) consists of the invariants of a par-
ticular Laurent polynomial subring of Uˇ0 with respect to the dotted action
of the large Weyl group. Thus determining PB(Z(Uˇ)) reduces to comput-
ing the image of the invariants of this Laurent polynomial ring inside C[A].
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When g, gθ is one of the four types EIII, EIV, EVII, EIX, we show that
PB(Z(Uˇ)) 6= C[A]WΘ. using specialization at q = 1 and the corresponding
classical results. Unfortunately, specialization fails to show the other direc-
tion of the primary assertion of the theorem. Instead, we use information
relating the the weight lattice of the root system of g to that of Σ and a
special basis of Z(Uˇ) to determine PB(Z(Uˇ)). The proof turns out to be
more delicate for those symmetric pairs related to the irreducible symmetric
pair of type AII. In Section 6, we use combinatorial and character formula
arguments to handle this special family. The last assertion of the theorem
follows from a comparison of the set of highest degree terms of each of the
three algebras PB(Z(Uˇ)), C[A]WΘ., and PB(UˇB).
Now suppose that g, gθ is of type EIII, EIV, EVII, or EIX. In the sequel to
this paper [L6], we show that PB(Uˇ
B) = C[A]WΘ. in these cases as well. Thus
this paper and [L6] establish complete quantum analogs of Harish-Chandra’s
and Helgason’s results on the image of invariant differential operators under
the Harish-Chandra map. Moreover, in [L6], we find a particular nice basis
for PB(UˇB) related to a special family of difference operators for Macdonald
polynomials.
There is another function on Uˇ , the radial component map X , which is
closely related to PB and is useful in analyzing PB(UˇB). We show that the
map which sends PB(u) to X (u) defines an algebra isomorphism of PB(Uˇ
B)
onto X (UˇB). This enables us to determine the kernel of PB(UˇB). It should
be noted that the quotient of UˇB modulo this kernel is the exact quantum
analog of the ring of invariant differential operators on the corresponding
symmetric space. Furthermore, the main theorem and [L6, Corollary 4.2]
ensures that X (UˇB) is a polynomial ring in rank Σ variables. With the
help of X , we interpret elements of UˇB as difference operators acting on
the character group ring of 2Σ. It is precisely this interpretation that leads
to the identification of quantum zonal spherical functions as Macdonald (or
Macdonald-Koornwinder) polynomials (see for example [N], [NS], [L5], [DN],
[NDS], and [DS]). The theorem and its extension in [L6] ensure that X (UˇB)
forms a completely integrable system of difference operators whose eigenfunc-
tions are the orthogonal polynomials associated to quantum zonal spherical
functions.
We briefly describe the organization of this paper. Section 1 sets notation
and recalls basic facts about quantized enveloping algebras, restricted root
systems, and quantum symmetric pairs. In Section 2, we review and general-
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ize the construction of the Harish-Chandra map PB defined in [L5]. Section
3 is a detailed study of the image of the weight lattice P (pi) under the map ˜
defined by restriction to a. The definition of the quantum radial component
map X and the filtration on Uˇ as described in [L5] are extended to the general
case in Section 4. Connections between PB(UˇB) and X (UˇB) are established,
leading to a nice description of the possible highest degree terms of elements
in PB(UˇB). The main result is proved in Sections 5 and 6. Section 5 handles
the four exceptional cases EIII, EIV, EVII, and EIX using specialization and
those irreducible symmetric pairs which satisfy ˜P+(pi) = P+(Σ). Section 6
is devoted to the proof of the main theorem for those irreducible symmetric
pairs g, gθ which contain a symmetric pair of type AII.
Acknowledgements. The author would like to thank Nolan Wallach for his
wonderful insight and suggestions which led to this project and Dan Farkas
for his helpful comments on writing.
1 Background and Notation
LetC denote the complex numbers, Q denote the rational numbers, Z denote
the integers, R denote the real numbers, N denote the nonnegative integers,
and q denote an indeterminate. Let {qr| r ∈ Q} denote the multiplicative
group isomorphic to Q using the map qr 7→ r. Write C for the algebraic
closure of the group algebra of {qr| r ∈ Q} over C. Note that the group
algebra of {qr| r ∈ Q} over R can be made into an ordered field in a manner
similar to the rational function field R(q) (see [Ja, Section 5.1]). Let R be
the real algebraic closure of the group algebra of {qr| r ∈ Q} over R.
Suppose that Φ is a root system. Write Q(Φ) for the root lattice and let
Q+(Φ) be the subset of Q(Φ) equal to the N span of the positive roots in
Φ. Let P (Φ) denote the weight lattice of Φ and let P+(Φ) be the subset of
P (Φ) consisting of dominant integral weights. (Sometimes we replace Φ with
the symbol used to represent the positive simple roots in the notation for the
weight and root lattices and their subsets.)
Let g be a complex semisimple Lie algebra with triangular decomposition
g = n− ⊕ h ⊕ n+. Let θ be a maximally split involution with respect to the
fixed Cartan subalgebra h of g and the above triangular decomposition in the
sense of [L3, (7.1), (7.2), and (7.3)]. Write gθ for the fixed Lie subalgebra
of g with respect to θ. The pair g, gθ is a classical (infinitesimal) symmetric
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pair. We assume throughout the paper that g, gθ is an irreducible symmetric
pair in the sense of [A] (see also [L4, Section 7]). The results of this paper
extend in a straightforward manner to the general case.
There are two root systems associated to g, gθ. The first is the ordinary
root system of g which we denote by ∆. Let ( , ) denote the corresponding
Cartan inner product on ∆. Here we assume that the positive roots of ∆
correspond to the root vectors in n+. Write pi = {α1, . . . , αn} for the positive
simple roots of ∆. We use “≤” to denote the usual partial order on h∗. In
particular, given α and β in h∗, we say that α ≤ β if and only if β−α ∈ Q+(pi).
The second root system is the set of restricted roots Σ defined using the
involution θ. More precisely, θ induces an involution Θ on h∗ which restricts
to an involution on ∆. Given α ∈ h∗, set α˜ = (α − Θ(α))/2. The restricted
root system Σ is the set
Σ = {α˜|α ∈ ∆ and Θ(α) 6= α}.
Moreover, Σ inherits the structure of a root system using the inner product
of ∆ ([Kn, Chapter VI, Section 4]). Recall [L3 ,Section 7, (7.5)] that there
exists a permutation p of the set {1, 2, . . . , n} such that p induces a diagram
automorphism on pi and
Θ(−αi)− αp(i) ∈ Q
+(piΘ) (1.1)
for each i. Set pi∗ = {αi ∈ pi \ pi∗| i ≤ p(i)}. The set {α˜i| αi ∈ pi∗} is the set
of positive simple roots for the root system Σ.
Let U = Uq(g) denote the quantized enveloping algebra of g. The algebra
U is a Hopf algebra over C with generators xi, yi, t
±1
i , 1 ≤ i ≤ n, subject to
the relations and Hopf structure given in [L3, Section 1, (1.4)-(1.10)] or [Jo,
3.2.9]. Let T denote the group generated by ti, 1 ≤ i ≤ n, let U+ denote the
subalgebra of U generated by xi, 1 ≤ i ≤ n, and let G− denote the subalgebra
of U generated by yiti, 1 ≤ i ≤ n. Let U0 denote the group algebra generated
by T .
Let τ denote the group isomorphism from the additive group Q(pi) to
the multiplicative group T defined by τ(αi) = ti for 1 ≤ i ≤ n. Given a
vector subspace S of U , the β weight space of S, denoted by Sβ, is the set
all elements s in S which satisfy
τ(γ)sτ(−γ) = q(γ,β)s (1.2)
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for all τ(γ) ∈ T .
Sometimes it will be necessary to consider larger algebras than U which
are obtained using extensions of the group T . In particular, suppose thatM is
a multiplicative monoid isomorphic to an additive submonoid of
∑
1≤i≤nQαi
via the obvious extension of τ . Then the algebra UM is just the algebra
generated by U andM subject to the additional relation (1.2) for each τ(γ) ∈
M and s ∈ Uβ. It is straightforward to check that when M is a group, the
Hopf algebra structure of U extends to UM . Recall that the augmentation
ideal of a Hopf algebra is just the kernel of the counit. If UM is a Hopf
algebgra and A is a subalgebra, then we write A+ to denote the intersection
of a A with the augmentation ideal of AM .
The most common extension of the type described in the previous para-
graph is the simply connecting quantized enveloping algebra, denoted by Uˇ
([Jo, Section 3.2.10]). Here, the multiplicative monoid M is the group Tˇ
which is the extension of T isomorphic to the weight lattice P (pi) via τ . Let
Uˇ0 denote the group algebra generated by Tˇ .
A quantum analog of U(gθ) inside of Uq(g) is a maximal left coideal sub-
algebra of Uq(g) which specializes to U(g
θ) as q goes to 1. Quantum analogs
of U(gθ) inside of Uq(g) are classified in [L3, Section 7]; a full description
of the generators and relations for all quantum analogs of U(gθ) associ-
ated to each irreducible symmetric pair g, gθ can be found in [L4, Section
7]. We briefly describe here the construction of these coideal subalgebras.
Set piΘ = {αi|Θ(αi) = αi}. Let M denote the Hopf subalgebra of U gen-
erated by xi, yi, t
±1
i for αi ∈ piΘ. Let TΘ be the subgroup of T defined by
TΘ = {τ(µ)| µ ∈ Q(pi) and Θ(µ) = µ}. The involution θ of g lifts to a C
algebra isomorphism θ˜ of U ([L3, Theorem 7.1]). Set
Bi = yiti + θ˜(yi)ti
for all αi ∈ pi \ piΘ. The standard quantum analog of U(gθ) inside of Uq(g) is
the algebra Bθ generated by M, TΘ, and Bi for αi ∈ pi \ piΘ.
For most irreducible symmetric pairs, any quantum analog of U(gθ) inside
of Uq(g) is isomorphic to Bθ via a Hopf algebra automorphism of Uq(g).
However, under certain circumstances, U(gθ) admits a one parameter family
of analogs. Define two subsets S and D of pi∗ by
S = {αi ∈ pi
∗| Θ(αi) = −αi, and if Θ(αj) = −αj then
(αi, αj)
(αj, αj)
∈ Z}
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and
D = {αi ∈ pi
∗| i 6= p(i), and (αi,Θ(αi)) 6= 0}.
Since we are assuming that g, gθ is irreducible, it follows that S ∪ D has at
most one element ([L4, Section 2 and Section 7]). Suppose first that S is not
empty. Given s ∈ C, let Bθ,s,1 be the subalgebra of Uq(g) generated by M,
TΘ, and Bi for αi ∈ pi \ (piΘ ∪ S) and Bj,s,1 for αj ∈ S where
Bj,s,1 = yjtj + θ˜(yj)tj + stj .
Note that when s = 0, the algebra Bθ,0,1 is just the standard quantum analog
Bθ. Now consider the case when D is nonempty. Then given d ∈ C with
d 6= 0, let Bθ,0,d be the subalgebra of Uq(g) generated by M, TΘ, Bi for
αi ∈ pi \ (piΘ ∪ D) and Bj,0,d for αj ∈ D where
Bj,0,d = yjtj + dθ˜(yj)tj .
In the special case when d = 1, we have that Bθ,0,1 is just the standard analog
Bθ. Given αi ∈ S, Bi,s,1 is shortened to Bi when s can be read from context.
A similar convention is applied to Bi,0,d for αi ∈ D. Set si = s for αi ∈ S
and si = 0 for all αi /∈ S. Similarly, set di = d for αi ∈ D and set di = 1 for
all αi /∈ D. In order to make arguments in the general case, it will often be
convenient to write each Bi as
Bi = yiti + diθ˜(yi) + siti.
Let UR be the R subalgebra of U generated by xi, yi, t
±1
i for 1 ≤ i ≤ n.
A subalgebra B of Uq(g) is called real if B = (B ∩ UR) ⊕ i(B ∩ UR). Note
that the standard analog Bθ is real since it is generated by elements of UR.
More generally, when S is nonempty, Bθ,s,1 is real provided s ∈ R. Similarly,
when D is nonempty, Bθ,0,d is real provided d ∈ R.
We define a family B of coideal subalgebras of U associated to g, gθ as
follows. Let H denote the set of Hopf algebra automorphisms of U which fix
elements of T . Note that H acts on the set of coideal subalgebras of U . If
S ∪ D is empty, set B equal to the orbit of Bθ under H. If S is nonempty,
set B equal to the union of the orbits of the set {Bθ,s,1|s ∈ R} under H. If D
is nonempty, set B equal to the union of the orbits of the set {Bθ,0,d|d ∈ R
and d 6= 0} under H. By [L3, Theorem 7.5], any real quantum analog of
U(gθ) inside U is isomorphic via a Hopf algebra automorphism in H to some
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element of B. It should be noted, however, that not every element in B is a
quantum analog of U(gθ) inside U since not all the subalgebras in B specialize
to U(gθ) as q goes to 1. For example, if S is nonempty, then Bθ,s,1 specializes
to U(gθ) if and only if s specializes to 0. Despite this fact, we will refer to
the set B as the orbit under H of the set of real quantum analogs of U(gθ)
inside of U(g).
Let Fr(Uˇ) denote the locally finite part of Uˇ with respect to the right
adjoint action adr. It follows from [L4, Theorem 3.1], that for each B ∈ B
there exists a conjugate linear algebra antiautomorphism of U which restricts
to an antiautomorpism of B. Thus we have the following version of [L3,
Theorem 7.6] and [L2, Theorem 3.5].
Theorem 1.1 Given B ∈ B, the action of B on Fr(Uˇ) is semisimple. More-
over, if V is a finite dimensional (adr B) submodule of Uˇ , then V is a subset
of Fr(Uˇ).
For each B ∈ B, let UˇB denote the set of B invariants of Uˇ with respect
to the right adjoint action. By [L5, Lemma 3.5], UˇB is just the centralizer in
Uˇ of B. It follows that the center Z(Uˇ) of Uˇ is contained in UˇB. Since UˇB
is just a direct sum of one-dimensional simple B modules, we see from the
above theorem that UˇB is a submodule of Fr(Uˇ).
For each λ ∈ P (pi)∪P (Σ), let zλ be the algebra homomorphism from Uˇ0
to C defined by zλ(τ(γ)) = q(λ,γ) for all γ ∈ P (pi). Given Λ ∈ Hom(Uˇ0, C),
let L(Λ) denote the simple U module with highest weight Λ. If Λ = zλ for
some λ ∈ P (pi), then we write L(Λ) as L(λ).
For any multiplicative group G, we write C[G] for the group algebra gen-
erated by G over C. This notation will be applied to groups as well as
multiplicative monoids related to Tˇ . Now suppose that H is an additive
group such as P (pi) or Q(Σ). Let < zλ| λ ∈ H > denote the multiplicative
group isomorphic to H via the map which sends zλ to λ. We write C[H ] for
the group algebra of the multiplicative group < zλ| λ ∈ H >.
An appendix with the definition of symbols introduced after this sec-
tion can be found at the end of the paper. For undefined notions or more
information about notation, the reader is referred to [Jo] or [L5].
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2 The Harish-Chandra Map
In this section, we construct a quantum Harish-Chandra map associated to
the symmetric pair g, gθ. The procedure involves four tensor product decom-
positions of the quantized enveloping algebra with respect to a subalgebra
B ∈ B. The results establishing these decompositions parallels the material
presented in [L5, Section 2]. However, the theorems in [L5, Section 2] are
only proved for the standard analogs of U(gθ) which have a reduced restricted
root system Σ. In particular, we first generalize [L5, Lemma 2.1] and [L5,
Theorem 2.2] so that it applies to all coideal subalgebras in B associated
to any irreducible symmetric pair g, gθ. The quantum Harish-Chandra map
associated to an algebra B ∈ B is then defined using these decompositions.
The end of the section focuses on the restriction of this map to the (adr B)
invariants of Uˇ . The tensor product decompositions of this section are also
used in Section 4 to generalize the notion of radial components defined in
[L5, Section 3].
We introduce some notation from [L5, Section 2]. SetM+ =M∩U+ and
M− =M∩G−. Write ad for the left adjoint action of U on itself. Let N+ be
the subalgebra of U+ generated by the (ad M+) module (ad M+)C[xi|αi /∈
piΘ]. Similarly, let N
− be the subalgebra of G− generated by the (ad M−)
module (ad M−)C[yiti|αi /∈ piΘ]. Given β ∈ Q(pi) and a subspace S of U , we
write Sβ,r for the sum of the weight subspaces Sβ′ of S with β˜
′ = β˜. Set T ′≥
equal to the multiplicative monoid generated by the t2i for αi ∈ pi
∗ \ S and ti
for αi ∈ S. Note that [L4, Lemma 3.5] implies that T ′≥ is just equal to the set
{τ(γ)| γ ∈ Q+(pi) and γ˜ ∈ P (2Σ)}. We have the following generalizations of
[L5, Lemma 2.1] and [L5, Theorem 2.2].
Lemma 2.1 For each B ∈ B, all β, γ ∈ Q+(pi), and Y ∈ U+γ G
−
−β, we have
(i) Y ∈ N+β+γ,rB +
∑
β˜′<β˜+γ˜ N
+
β′,rT
′
≥B
(ii) Y ∈ BN−−β−γ,r +
∑
β˜′<β˜+γ˜ BT
′
≥N
−
−β′,r.
Proof: Fix B ∈ B. We consider here the proof of the first assertion; the
second assertion follows with a similar argument. As in [L5], we may reduce
to the case where Y is a monomial of the form yi1ti1 · · · yimtim such that yimtim
is not in B. Set β equal to the weight of Y . The proof in [L5] proceeds by
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induction on m. In particular, we assume that all monomials in the yiti of
length less than or equal to m− 1 satisfy (i). Note that
Y =yi1ti1 · · · yim−1tim−1Bim − dimyi1ti1 · · · yim−1tim−1 θ˜(yim)tim
− simyi1ti1 · · · yim−1tim−1tim .
By the proof of [L5, Lemma 2.1], both
yi1ti1 · · · yim−1tim−1Bim and yi1ti1 · · · yim−1tim−1 θ˜(yim)tim
are contained in the right hand side of (i).
Now suppose that sim 6= 0. It follows that αim ∈ S and thus tim ∈ T
′
≥.
Hence
simyi1ti1 · · · yim−1tim−1tim ∈ C[T
′
≥]yi1ti1 · · · yim−1tim−1 .
Note that N+β′,rT
′
≥ = T
′
≥N
+
β′,r and N
−
β′,rt = tN
−
β′,r for each β
′ and for each
t ∈ T ′≥. The lemma now follows by applying the inductive hypothesis to
yi1ti1 · · · yim−1tim−1 . ✷
Let T ′ be the subgroup of T generated by ti for αi ∈ pi∗. The next
result provides four tensor product decompositions of U . This generalizes
[L5, Theorem 2.2] which is proved for the subset of standard analogs in B.
Though the proof here is quite similar to the argument in [L5], one of the
antiautomorphisms used in [L5] does not work in this more general setting.
Theorem 2.2 For all B ∈ B, there are vector space isomorphisms via the
multiplication map
(i) N+ ⊗ C[T ′]⊗B ∼= U
(ii) B ⊗ C[T ′]⊗N+ ∼= U
(iii) N− ⊗ C[T ′]⊗B ∼= U
(iv) B ⊗ C[T ′]⊗N− ∼= U
Proof: Fix B ∈ B. By [L3, Section 6], the multiplication map induces an
isomorphism
U+ ∼=M+ ⊗N+. (2.1)
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Switching the order of M+ and N+, the same argument shows that multi-
plication induces an isomorphism
U+ ∼= N+ ⊗M+. (2.2)
The triangular decomposition of U ([L5, (2.6)]) and (2.1) imply that multi-
plication induces an isomorphism (see [L5, (2.8)])
U ∼= G− ⊗M+ ⊗ C[TΘ]⊗ C[T
′]⊗N+.
A similar argument using (2.2) yields that multiplication also induces an
isomorphism
U ∼= N+ ⊗ C[T ′]⊗ C[TΘ]⊗M
+ ⊗G−.
As explained in [L5] (see [L5,(2.9)] and subsequent discussion), the lowest
weight term of an element b ∈ B written as a sum of weight vectors is in
G−M+TΘ. By [L3, Section 6 and (6.2)] and [Ke], we have G−M+TΘ =
N−MTΘ = MTΘN
− = M+TΘG
−. Hence Bv ∩ Bv′ = 0 and vB ∩ v′B = 0
for any two linearly independent elements v and v′ of T ′N+. Therefore the
multiplicaton map induces injections from B⊗C[T ′]⊗N+ and N+⊗C[T ′]⊗B
into U .
Recall that there is a antiautomorphism κ of U such that κ(N−) = N+,
κ(B) = B, and κ(U+) = G− (see [L4, Theorem 3.1] and the proof of [L5,
Theorem 2.2]). Applying κ to the above yields injections from B⊗C[T ′]⊗N−
and N− ⊗ C[T ′]⊗B into U .
By Lemma 2.1(i), U+G− ⊆ N+T ′B. Since T = T ′ × TΘ, it follows that
U = U+G−T ⊆ N+T ′B. Hence U = N+T ′B and isomorphism (i) now
follows. Assertion (iii) follows similarly from Lemma 2.1(ii). Isomorphism
(ii) now follows from (iii) and (iv) from (i) using the antiautomorphism κ as
in the proof of [L5, Theorem 2.2]. ✷
We introduce two important groups related to Tˇ that will be used through-
out the paper. Note that the group Tˇ can be extended to a larger group
isomorphic to the additive group {µ/2| µ ∈ P (pi)} via the obvious exten-
sion of τ . Let Aˇ and TˇΘ be the subgroups of this extension defined by
Aˇ = {τ(µ˜)|µ ∈ P (pi)} and TˇΘ = {τ(1/2(µ + Θ(µ))| µ ∈ P (pi)}. Consider
for the moment a ∈ UˇB. It follow that a is a sum of weight vectors each of
whose weight β satisfies Θ(β) = −β. Thus the invariant ring UˇB is equal to
UˇBTˇΘ .
12
We are now ready to define the quantum Harish-Chandra projection map
with respect to a subalgebra B in B. Note that τ(µ) = τ(µ˜)τ(1/2(µ+Θ(µ)) ∈
AˇTˇΘ for all µ ∈ P (pi). Hence we have the inclusion:
Uˇ0 ⊂ C[Aˇ]⊕ Uˇ0C[TˇΘ]+. (2.3)
Theorem 2.2 and (2.3) imply the following inclusion for each B ∈ B
Uˇ ⊆ ((BTˇΘ)+Uˇ +N
+
+ Aˇ)⊕ C[Aˇ]. (2.4)
Definition 2.3 The (quantum) Harish-Chandra map with respect to the sym-
metric pair g, gθ and subalgebra B in B is the projection PB of Uˇ onto C[Aˇ]
using the direct sum decomposition (2.4).
It should be noted that the map PB is the same as the map PA defined
for standard analogs of U(gθ) where Σ is a reduced root system in [L5, im-
mediately following (3.11)]. Note further that PB is a linear map for each
B ∈ B. However, PB is not an algebra homomorphism on Uˇ . The next result
shows that PB is an algebra homomorphism upon restriction to UˇB.
Theorem 2.4 For all B ∈ B the restriction of PB to UˇB is an algebra
homomorphism.
Proof: Suppose that a and a′ in UˇB. We have
aa′ ∈ a((BTˇΘ)+Uˇ +N
+
+ Aˇ) + aPB(a
′).
Since a ∈ UˇB, it follows that a(BTˇΘ)+Uˇ ⊆ (BTˇΘ)+Uˇ . Using (2.4) we have
aN++ Aˇ ⊂ UˇN
+
+ Aˇ = (BTˇΘ)+Uˇ +N
+Aˇ)N++ Aˇ ⊆ ((BTˇΘ)+Uˇ +N
+
+ Aˇ.
Hence
aa′ ∈ (BTˇΘ)+Uˇ + (aN
+
+ Aˇ) + aPB(a
′)
⊆ (BTˇΘ)+Uˇ +N
+
+ Aˇ) + PB(a)PB(a
′).
It follows that PB(aa
′) = PB(a)PB(a
′). The theorem now follows from the
fact that PB is a linear map. ✷
Let A denote the subgroup of Aˇ consisting of those elements τ(2µ) with
µ ∈ P (Σ). (Note that this definition of A differs from the definition of A in
[L5].) Let G+ denote the subalgebra of U generated by xit
−1
i for 1 ≤ i ≤ n
and let U− denote the subalgebra of U generated by yi for 1 ≤ i ≤ n.
13
Lemma 2.5 Suppose that u ∈ UˇB. Then
u ∈ U+G−A+ U+G−C[TˇΘ]+.
Proof: Recall (Theorem 1.1) that UˇB is a subset of Fr(Uˇ). Moreover, Fr(Uˇ)
is a direct sum of adr U submodules of the form (adr U)τ(2γ) with γ ∈
P+(2pi) (see [Jo, Section 7] and [L5, discussion preceding Lemma 7.2]). Thus
it is sufficient to prove the lemma for u ∈ UˇB∩(adr U)τ(2γ) where γ ∈ P+(pi).
As explained in [L5, discussion preceding Lemma 7.2], we have that
(adr U)τ(2γ) ⊂
∑
µ∈Q+(pi)
G+U−τ(2γ − 2µ). (2.5)
Now (adr U)τ(2γ) can be written as a direct sum of simple (adr U)
modules. In particular, u is a sum of (adr B) invariant vectors contained in
simple (adr U) submodules of (adr U)τ(2γ). It follows from [L4, Theorem
3.6] that u =
∑
λ˜∈P (Σ)w2λ˜ for some weight vectors w2λ˜ in (adr U)τ(2γ) of
weight 2λ˜. Using (2.5), we can write
w2λ˜ ∈
∑
µ∈Q+(pi)
∑
α−β=2λ˜
G+αU
−
−βτ(2γ − 2µ)
for each λ˜ ∈ P (Σ). Now consider α and β in Q+(pi) such that α − β =
2λ˜. Note that G+α = U
+
α τ(−α) and U
−
β = G
−τ(−β). Hence G+αU
−
β =
U+G−τ(−2α)τ(α − β). Since α − β = 2λ˜, it follows that τ(α − β) ∈ A.
Therefore,
u ∈
∑
η∈Q(pi)
U+G−τ(2η)A.
Now η˜ ∈ Q(Σ) and hence τ(2η˜) ∈ A for all η ∈ Q(pi). The lemma now
follows from the decomposition in (2.3). ✷
Recall the definition of T ′≥ given before Lemma 2.1. By [L4, Lemma 3.5],
α˜i/2 ∈ P (Σ) whenever αi ∈ S. It follows that τ(µ˜) ∈ A whenever τ(µ) ∈ T ′≥.
Hence by (2.3) and the discussion preceding it, we have that PB(T ′≥) ⊆ A.
This fact combined with the previous lemma allows us to refine the codomain
of PB.
Theorem 2.6 For all B ∈ B, the image of UˇB under PB is contained in
C[A].
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Proof: Let u ∈ UˇB . By Lemma 2.5, there exists u′ ∈ U+G−A such that
PB(u) = PB(u′). Note that U+G−A = AU+G−. It follows from Lemma
2.1(i) and the above discussion that PB(u′) ∈ C[A]. ✷
3 A comparison of two root systems
Let B ∈ B and consider for the moment the restriction of PB to Uˇ0. The
image of an element τ(µ) under PB is just τ(µ˜). Thus there is a close con-
nection between the quantum Harish-Chandra map PB and the map ˜ on
h∗. This section is an analysis of the latter map. The image of the funda-
mental weights associated to pi under the restriction map ˜ are completely
determined here. As a consequence, we establish necessary and sufficient
conditions for ˜P+(pi) to equal P+(Σ). This result is used to understand the
image of the center Z(Uˇ) under PB in Sections 5 and 6.
For each 1 ≤ i ≤ n, set ωi equal to the fundamental weight corresponding
to the simple root αi. Recall that the restricted root system is either an
ordinary reduced root system as classified in [H, Chapter III] or is nonreduced
of type BCr for some integer r ≥ 1 ([Kn, Chapter II, Section 5]). In the latter
case, there is a unique simple root αj ∈ pi∗ such that both α˜j and 2α˜j are
restricted roots. Let ω′i denote the fundamental weight corresponding to the
simple root α˜i with respect to the restricted root system. In particular, if
2α˜i is not a restricted root then (ω
′
i, α˜i) = (α˜i, α˜i)/2 and if 2α˜i is a restricted
root then (ω′i, 2α˜i) = (2α˜i, 2α˜i)/2.
We can break up the set {α˜i| αi ∈ pi∗} into three cases. In each case, we
give the value of (α˜i, α˜i).
Case 1: Θ(αi) = −αi. Then (α˜i, α˜i) = (αi, αi).
Case 2: Θ(αi) 6= −αi, and (αi,Θ(αi)) = 0. Then α˜i = (αi − Θ(αi))/2 and
(α˜i, α˜i) = (αi, αi)/2.
Case 3: Θ(αi) 6= −αi, and (αi,Θ(αi)) 6= 0. In this case, αi + Θ(−αi) is a
root. Note that α˜i =
˜Θ(−αi). Hence, both α˜i and 2α˜i are roots in Σ. In
particular, as an abstract root system, Σ must be of type BCr for some r.
The only way this can happen is for (αi,Θ(αi)) = −(αi, αi)/2. It follows
that (α˜i, α˜i) = (αi, αi)/4.
Lemma 3.1 Supppose αi ∈ pi∗. If i = p(i) and αi 6= Θ(−αi) then ω˜i = 2ω′i.
If i 6= p(i) or if αi = Θ(−αi) then ω˜i = ω′i.
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Proof: Fix αi ∈ pi∗. Note that (ω˜i, α˜j) = (ωi, α˜j) = 0 whenever α˜j 6= α˜i. It
follows that ω˜i is a scalar multiple of ω
′
i. Now
(ω˜i, α˜i) = (ωi, α˜i) = (1 + δip(i))(αi, αi)/4.
Note that we can break up both Case 2 and Case 3 into two subcases de-
pending on whether i = p(i) or i 6= p(i). The lemma follows from a straight-
forward computation using the three cases above and the corresponding sub-
cases. ✷
For each i such that αi ∈ pi∗, set pii = {αj| (ωj, α˜i) 6= 0}. Let gi be the
semisimple Lie subalgebra of g generated by the positive and negative root
vectors corresponding to roots in pii. Note that θ restricts to an involution of
gi and that gi, g
θ
i is a rank one symmetric pair. In particular, the restricted
root system Σi associated to gi, g
θ
i has rank one. Moreover Σi = {±α˜i} if 2α˜i
is not a restricted root and Σi = {±α˜i,±2α˜i} otherwise. Let βi denote the
longest positive root in Σi. Thus, if Σi is reduced then βi = α˜i and if Σi is
not reduced then βi = 2α˜i.
Lemma 3.2 For each αi ∈ pi∗, there exists λi ∈ P (pi) such that (λi, βj) =
(βj, βj)/2.
Proof: The proof of this lemma is a straightforward computation. The
list below of possibilities for the rank one symmetric pair gi, g
θ
i can be de-
duced from Araki’s classification ([A], see also [L5, Section 4]) of irreducible
symmetric pairs. For cases (3.3) through (3.7), we relabel the set pii as
{αi1, . . . , αir} using the second subscript to indicate the numbering of the
simple roots for a particular root system as given in [H]. Given αij ∈ pii,
we write ωij for the fundamental weight in P (pi) corresponding to the simple
root αij considered as an element in the larger set pi. For each i with α˜i ∈ piΘ,
we provide at least one choice (which might not be the only choice) of λi in
P (pi) satisfying the desired condition.
gi is of type A1 with pii = {αi}, Θ(αi) = −αi, and λi = ωi (3.1)
gi is of type A1 ×A1 with pii = {αi, αp(i)}, Θ(αi) = −αp(i), and (3.2)
λi = ωi.
gi is of type A3 with pii = {αi1, αi2, αi3}, αi = αi2, (3.3)
Θ(αi2) = −αi1 − αi3 − αi2, and λi = ωi1 or λi = ωi3.
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gi is of type Ar with r ≥ 2, pii = {αi1, . . . , αir}, αi = αi1, (3.4)
Θ(αij) = −αi,j′ − αi2 − . . .− αi,r−1 where {j, j′} = {1, r},
and λi = ωi1.
gi is of type Br with pii = {αi1, . . . , αir}, αi = αi1, (3.5)
Θ(αi1) = −αi1 − 2αi2 − · · · − 2αir, and λi = ωir.
gi is of type Dr with pii = {αi1, . . . , αir}, αi = αi1, (3.6)
Θ(αi1) = −αi1 − 2αi2 − · · · − 2αi,r−2 − αi,r−1 − αi,r,
and λi = ωir.
gi is of type Cr with pii = {αi1, . . . , αir}, αi = αi2, (3.7)
Θ(αi) = −αi1 − αi2 − 2αi3 . . .− 2αi,r−1 − αir, and λi = ωir.
gi is of type F4 with g = gi, αi = α4, (3.8)
Θ(α4) = −α4 − 3α3 − 2α2 − α1 and λi = ω4.✷
Let W denote the Weyl group associated to the root system of g and let
WΘ denote the Weyl group associated to the restricted root system Σ. It
is well known that the restricted Weyl group WΘ is a homomorphic image
of the subgroup of W which leaves Q(Σ) invariant. (See [He, p. 791].) In
particular, given w˜ in WΘ, there exists w in W such that w˜ and w act the
same on Q(Σ).
In the next two lemmas, we examine the relationship between the integral
weights associated to pi and those associated to Σ.
Lemma 3.3 The set P˜ (pi) is a subset of P (Σ).
Proof: We need to show that each β ∈ P (pi) satisfies (β˜, α˜) ∈ Z(α˜, α˜)/2 for
all α˜ ∈ Σ. Now suppose α˜ ∈ Σ. We can find w˜ ∈ WΘ such that w˜α˜ = α˜i
or w˜α˜ = 2α˜i for some αi ∈ pi∗. (The latter case can occur only if Σ is of
type BCr for some r and α˜/2 is also a root.) By the discussion preceding the
lemma, there exists w ∈ W such that w = w˜ upon restriction to Q(Σ). Since
P (pi) is invariant under the action of W , we may assume that α˜ is either α˜i
or 2α˜i for some αi ∈ pi∗.
By (1.1), we can write
α˜i = (αi + αp(i) +
∑
αj∈piΘ
rjαj)/2
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for some nonnegative integers rj . Let ω =
∑
jmjωj be an element of P (pi).
Note that (γ˜, β˜) = (γ, β˜) for any weights γ and β. It follows that
(ω˜, α˜i) = (miri(αi, αi) +mp(i)rp(i)(αp(i), αp(i)) +
∑
αj∈piΘ
mjrj(αj , αj))/4.
Note that if αi satisfies the conditions of Case 1, then rj = 0 for all αj ∈ piΘ
and αi = αp(i). Hence (ω˜, α˜i) = miri(αi, αi)/2 ∈ Z(α˜i, α˜i)/2. Now assume
αi satisfies the conditions of Case 2 or Case 3. From the list of rank one
symmetric pairs given above, one checks that gi is not of type G2. Hence
for αj ∈ piΘ, (αj , αj) = s(αi, αi) where s = 1, 2, or 1/2. Moreover, this
last possibility occurs if and only if gi is of type Br as in (3.4) and mj
equals 2. Hence
∑
αj∈piΘmjrj(αj , αj) ∈ Z(αi, αi). Since p induces a diagram
automorphism on pi, we have that (αp(i), αp(i)) = (αi, αi). Thus
(ω˜, α˜i) ∈ Z(αi, αi)/4. (3.9)
It follows that (ω˜, α˜i) ∈ Z(α˜i, α˜i)/2 for all αi which satisfies the conditions of
Case 2. Now assume that αi satisfies the conditions of Case 3. In this case,
(α˜i, α˜i) = (αi, αi)/4. Therefore (3.9) implies that (ω˜, 2α˜i) ∈ Z(2α˜i, 2α˜i)/2.✷
An immediate consequence of Lemma 3.3 is that ˜P+(pi) is a subset of
P+(Σ). The next result will be used to determine which irreducible symmet-
ric pairs satisfy ˜P+(pi) = P+(Σ).
Lemma 3.4 Suppose that each αi ∈ pi∗ satisfies one of the following condi-
tions.
(i) Θ(αi) = −αi
(ii) i 6= p(i)
(iii) Θ(αj) = −αp(j) for all j 6= i
Then ˜P+(pi) = P+(Σ).
Proof: If αi satisfies (i) or (ii) then Lemma 3.1 implies that ω˜i = ω
′
i. Suppose
αi satisfies the conditions of (iii). Then piΘ ∩ {αk| (ωk, α˜j) 6= 0} is the empty
set for j 6= i. Hence (ωk, α˜j) = 0 for αk ∈ piΘ and j 6= i. Let λi ∈ P+(pi) be
chosen as in Lemma 3.3. It follows that λ˜i = ω
′
i. ✷
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In Theorem 3.6, we find necessary and sufficient conditions for ˜P+(pi) to
equal P+(Σ). First, we take a look at a family of symmetric pairs for which
this equality fails. Consider first the special case when the symmetric pair
g, gθ is of type AII. It follows that piΘ = {α2i+1| 0 ≤ i ≤ t} and the simple
restricted roots are
α˜2i = (α2i−1 + 2α2i + α2i+1)/2 (3.10)
for 1 ≤ i ≤ t. Now assume that the Lie algebra g is of classical type, g
contains a θ invariant Lie subalgebra r such that r, rθ is of type AII, and the
rank of the restricted root system associated to r, rθ is t − 1. It follows that
the first t− 1 simple restricted roots are given by the formula in (3.10). We
list below the possibilities for g, gθ under these assumptions. The formula
of the last simple restricted root is given and the corresponding rank one
symmetric pair is identified for the last four types.
(3.11) g, gθ is of type AII and Σ is of type At.
(3.12) g, gθ is of type CII(i), Σ is of type Bt, α˜2t = (α2t−1 + 2α2t + 2α2t+1 +
· · · + 2αn−1 + αn)/2, and the rank one symmetric pair corresponding
to α˜2t is given by (3.7).
(3.13) g, gθ is of type CII(ii), Σ is of type Ct, α˜n = αn + αn−1 and and the
rank one symmetric pair corresponding to α˜n is given by (3.5).
(3.14) g, gθ is of type DIII(i), Σ is of type Ct, α˜n = αn, and the rank one
symmetric pair corresponding to α˜n is given by (3.1).
(3.15) g, gθ is of type DIII(ii), Σ is of type Bt, α˜n = (αn + αn−1)/2, and the
rank one symmetric pair corresponding to α˜n is given by (3.2).
The next lemma describes the images of the fundamental weights inside P (pi)
under .˜ We use the following notation just for the symmetric pairs listed in
(3.11)-(3.15) to make the proofs concerning these pairs easier to read. Write
µ1, . . . , µt for the set of positive simple roots in Σ. Thus, {µ1, . . . , µt} =
{α˜i| αi ∈ pi∗}. Similarly, for 1 ≤ i ≤ t, set ηi equal to the fundamental
weight in P (Σ) corresponding to the simple root µi. We further set η0 = 0
and ηt+1 = 0.
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Lemma 3.5 Assume that g, gθ satisfies the conditions of one of (3.11)-(3.15).
Set t′ = t if g, gθ is of type AII and if g, gθ is of type CII(ii), and set t′ = t−1
otherwise. Then for all 1 ≤ i ≤ t′ and 0 ≤ j ≤ t′ − 1 we have
(i) ω˜2i = 2ηi
(ii) ω˜2j+1 = ηj + ηj+1
(iii) If g, gθ is not of type CII(ii) then ω˜n = ηt.
Proof: The first assertion follows from Lemma 3.1 while the second assertion
is a straightforward computation using the description of the simple restricted
roots in (3.10)-(3.16). The last assertion follows from Lemma 3.1, Lemma
3.2, and the rank one information in the list (3.10)-(3.16).✷
Assume again that g, gθ is of type AII with t ≥ 7. It follows from the
previous lemma that ηi /∈
˜P+(pi) for 1 < i < t. On the other hand, if
g, gθ is one of the cases listed in (3.12)-(3.16) and t ≥ 7, then η2 /∈
˜P+(pi).
Now suppose that g, gθ is of type CII(ii) and t ≥ 4. Then one checks that
ω˜n = 2ηt. Furthermore, by Lemma 3.5(ii), ω˜n−1 = ηt−1+ηt. Thus ηt /∈ P˜ (pi).
This information is used in the next theorem which determines when ˜P+(pi)
equals P+(Σ).
Theorem 3.6 ˜P+(pi) = P+(Σ) if and only if g, gθ is not of type EIII, EIV,
EVII, EIX, or CII(ii), and g does not contain a θ invariant Lie subalgebra r
of rank greater than or equal to 7 such that r, rθ is of type AII.
Proof: First assume that g, gθ is not of type EIII, EIV, EVII, EIX, or CII(ii),
and g does not contain a θ invariant Lie subalgebra r of rank greater than
or equal to 7 such that r, rθ is of type AII. If g, gθ is not of type EVI, it is
straightforward to check that each simple root of g satisfies the conditions of
Lemma 3.4. On the other hand, if g, gθ is of type EVI, then ω˜1 = ω
′
3, ω˜2 = ω
′
3,
ω˜5 = ω
′
5 and ω˜6 = ω
′
6. Hence
˜P+(pi) = P+(Σ) in this case as well.
Now suppose that g, gθ is of type EIV, EVII, or EIX. A straightforward
argument shows that ω′1 /∈ p˜i. Hence
˜P+(pi) is a proper subset of P+(Σ)
in these cases. Consider the case when g, gθ is of type EIII. Then Θ(α2) =
−α2 − 2α4 − α3 − α5 and (Θ(α2), α2) = 0. Hence by Lemma 3.1, ω˜2 = 2ω′2.
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On the other hand, (ωj , α˜1) 6= 0 for j 6= 2. Thus ω′2 /∈ {ω˜1, . . . , ω˜n}. It follows
that ˜P+(pi) is not equal to P+(Σ) in this case as well.
The remaining cases follow from the discussion preceding the theorem. ✷
Suppose that P+(Σ) = ˜P+(pi). It follows from Lemma 3.3 that P (Σ) =
P˜ (pi). It turns out that this second equality holds for all symmetric pairs.
Theorem 3.7 The set P˜ (pi) equals P (Σ).
Proof: By Lemma 3.3, we only need to show that P (Σ) is a subset of P˜ (pi).
Suppose that ˜P+(pi) = P+(Σ). Then the lemma follows from the fact that
Σ ⊆ ∆˜. Hence, by Theorem 3.6, we may assume that g, gθ falls into one of
the following two cases:
(i) g, gθ is one of the four exceptional symmetric pairs EIII, EIV, EVII,
and EIX
(ii) g is classical and g contains a θ invariant Lie subalgebra r such that r, rθ
is of type AII and the rank of Σ greater than or equal to 4.
Assume g, gθ satisfies the conditions of Case (ii). By Lemma 3.5, P˜ (pi) con-
tains η1 and ηi + ηi+1 for 1 ≤ i ≤ t − 2. Using an inductive argument, we
may assume that ηj ∈ P˜ (pi) where j is an integer between 1 and t− 3. Then
ηj+1 = (ηj+1+ηj)−ηj and so ηj+1 ∈ P˜ (pi). Thus η1, . . . , ηt−1 are all contained
in P˜ (pi). Now if g, gθ is of type AII or CII(ii), then by Lemma 3.5, ηt−1+ηt is
also in P˜ (pi). Thus since ηt−1 ∈ P˜ (pi), so is ηt. On the other hand if Σ is not
of type AII or CII(ii), then by Lemma 3.5(iii), ηt ∈ P˜ (pi). This completes
the proof in Case (ii).
Consider the cases when g, gθ is of type EIV, EVII, or EIX. A straightfor-
ward computation shows that ω′1 = ω˜5− ω˜6 and ω
′
6 = ω˜3− ω˜1. Furthermore,
by Lemma 3.1, we have ω˜i = ω
′
i for i > 7. Thus P˜ (pi) contains all the funda-
mental restricted roots which imply the lemma for these cases. Now assume
g, gθ is of type EIII. By Lemma 3.1, we have ω˜1 = ω
′
1. One further checks
that ω′2 = ω˜3 − ω˜1 which completes the proof of the theorem. ✷
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4 Quantum Radial Components
Throughout this section, we assume that B be a fixed coideal subalgebra in
B. In this section, we study the map X on the algebra UˇB which computes
the quantum radial components. The map X is defined in [L5, Section 3] for
standard analogs associated to symmetric pairs with reduced root systems.
After extending the definition to the general case, we explore connections be-
tween X and the Harish-Chandra projection map PB. In particular, we show
that X (UˇB) and PB(UˇB) are isomorphic as algebras. As in [L5, Theorem
3.4], one has that the quantum radial components are invariant under the
action of the restricted Weyl group WΘ. Using this fact, we determine the
possible top degree terms of elements in PB(UˇB) with respect to a certain
filtration of Uˇ . This is a crucial step towards finding the image of UˇB under
the quantum Harish-Chandra map PB.
Before defining the function X , we review some notions from [L5, Section
3] which are necessary to define the codomain of this function. Both group
rings C[Q(Σ)] and C[A] embed in the right endomorphism ring EndrC[P (Σ)]
of C[P (Σ)] as follows. The ring C[Q(Σ)] acts on C[P (Σ)] by right multiplica-
tion. The action of C[A] on C[P (Σ)] is given by
zλ ∗ τ(µ) = q(λ,µ)zλ
for all λ ∈ P (Σ) and τ(µ) ∈ A. Denote the subring of EndrC[P (Σ)] generated
by C[Q(Σ)] and A by C[Q(Σ)]A. One can localize by the nonzero elements
of C[Q(Σ)] to form a new ring C(Q(Σ))A generated by A and the quotient
field C(Q(Σ)) of C[Q(Σ)].
Now C[A] is a left C[Q(Σ)]A module where elements of A act via left
multiplication and
zλ · τ(µ) = q(λ,µ)τ(µ)
for all λ ∈ Q(Σ) and τ(µ) ∈ A. Note that g · τ(µ) is just a scalar multiple
of τ(µ) for τ(µ) ∈ A and g ∈ C[Q(Σ)]. Given an element f ∈ C[Q(Σ)]A and
g ∈ C[Q(Σ)], set
(fg−1) · τ(µ) = (f · τ(µ))((g · τ(µ))τ(µ)−1)−1
for all τ(µ) ∈ A such that (g · τ(µ)) is nonzero.
The restricted Weyl group WΘ acts on C[Q(Σ)]A where wτ(β) = τ(wβ)
and w(zµ) = zwµ for all w ∈ WΘ, τ(β) ∈ A and µ ∈ Q(Σ). This action of
WΘ on C[Q(Σ)]A extends to an action of WΘ on C(Q(Σ))A.
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Recall that B is a fixed coideal subalgebra of B. Assume that B′ is
another subalgebra of B. Given λ ∈ P+(2Σ), let gλ denote the zonal spherical
function at λ. In particular, gλ is a basis vector for the one dimensional space
of right B and left B′ invariants in L(λ) ⊗ L(λ)∗. (For more information
about zonal spherical functions, see [L4] and [L5].) Since elements of L(λ)⊗
L(λ)∗ can be viewed as functions on U , restriction to Uˇ0 defines a map from
L(λ)⊗L(λ)∗ to C[P (pi)]. Write ϕλ for the image of gλ in C[P (pi)] under this
restriction map. By [L4, Theorem 4.2], ϕλ is an element of C[P (2Σ)]. We
further assume that B′ has been chosen so that ϕλ is WΘ invariant ([L4,
Theorem 5.3]). The observant reader might notice that B′ is not mentioned
again in the results and discussion below. In addition to being used to specify
the zonal spherical functions gλ, B
′ is also used to define the map X ([L5,
Section 3]). So officially, both gλ and X depend on the choice of B
′ once B is
fixed. However, the information we get in terms of the Harish-Chandra map
PB does not depend at all on B′.
The following theorem is a generalization of [L5, Theorem 3.6].
Theorem 4.1 There is an algebra homomorphism
X : UˇB → (C(Q(Σ))A)WΘ
such that
ϕλ ∗ X (c) = z
λ(PB(c))ϕλ and gλ(cτ(β)) = (ϕλ ∗ X (c))(τ(β))
for all c ∈ UˇB, λ ∈ P+(2Σ), and τ(β) ∈ A.
Proof: The results and constructions of [L5, Section 3] generalize to all
coideal subalgebras in B using Lemma 2.1 and Theorem 2.2 of this paper
instead of [L5, Lemma 2.1] and [L5, Theorem 2.2]. Thus the existence of a
map
X : UˇB → (C(Q(Σ))Aˇ)WΘ
which satisfies the conclusions of the theorem follows from the same argu-
ments as in the proof of [L5, Theorem 3.6]. Lemma 2.5 and the last assertion
of [L5, Theorem 3.2] ensure that the image of UˇB under X is a subset of
C(Q(Σ))A. ✷
In [L5, Section 5], a filtration F on U is introduced so that B ∼= grFB
whenever B is a standard analog and the restricted root system is reduced
23
([L5, Lemma 5.1]). The filtration is defined using a degree function defined
by
(4.1) deg xi = deg yiti = 0 for all 1 ≤ i ≤ n
(4.2) deg t−1i = 1 for all αi ∈ pi \ piΘ
(4.3) deg t = 0 for all t ∈ TΘ.
This filtration can be further extended to Uˇ as follows. Given µ ∈ P (pi) such
that µ˜ =
∑
imiα˜i, we set deg(τ(µ)) =
∑
imiα˜i. As explained in the proof
of [L5, Lemma 5.1], deg θ˜(yi)ti = 0 for all αi ∈ pi \ piΘ. Since deg ti = −1
for αi ∈ pi \ piΘ, it follows that degBi = deg(yiti + diθ˜(yi)ti + siti = 0 for all
αi ∈ pi \ piΘ. The arguments of [L5, Lemma 5.1] can thus be used to show
that B ∼= grFB for all B ∈ B. The rest of [L5, Section 5] extends to the
nonreduced restricted root system and nonstandard analog cases verbatim.
The proof of [L5, Theorem 5.8 and Corollary 6.8] shows that there exists a
formal power series p in the z−µ˜, µ˜ ∈ Q+(Σ), such that
grF(X (u)) = p
−1grF(PB(u))p (4.4)
for all u ∈ UˇB . Here we are viewing the ring C(Q(Σ))A as embedded in the
larger ring generated by formal Laurent series in the z−η˜, η˜ ∈ Q(Σ), and
elements of A (see [L5, Section 3, discussion preceding (3.9)]).
It should be noted that an explicit formula for p is provided by [L5,
Lemma 6.6] for standard quantum analogs with reduced restricted root sys-
tems. However, this formula is not needed in the proof of the first assertion
of [L5, Corollary 6.8] which is just (4.4) above. Indeed, with the exception of
[L5, Lemma 6.6], the results of Section 6 also carry over verbatim to all irre-
ducible symmetric pairs and analogs in B. The results of [L5] and Theorem
4.1 yield the following isomorphism of rings.
Corollary 4.2 The map X (u) → PB(u) defines an algebra isomorphism
from X (UˇB) onto PB(Uˇ
B). Moreover, the kernel of both X and PB upon
restriction to UˇB is equal to UˇB ∩ (BTˇΘ)+Uˇ .
Proof: Suppose that u ∈ UˇB . Theorem 4.1 ensures that PB(u) = 0 if and
only if X (u) = 0. This proves the first assertion. The second assertion follows
from [L5, Corollary 6.8] and the comments at the end of [L5, Section 6]. ✷
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Note that the filtration F restricts to a filtration on C[A]. Moreover, the
degree function which defines F actually gives C[A] the structure of a graded
algebra. Given X ∈ C[A], let tip(X) be the element of C[A] homogeneous of
degree deg(X) such that X−tip(X) has degree strictly less than deg(X). We
can further extend F to a filtration on C(Q(Σ))A by insisting that nonzero
elements of C(Q(Σ)) have degree 0. Moreover, the definition of tip can be
extended to elements of C(Q(Σ))A.
The next lemma uses the close connection between X and PB to gain
further information about the image of UˇB under PB.
Lemma 4.3 The set {tip(X)|X ∈ PB(UˇB)} is a subset of the C span of
{τ(−2η)|η ∈ P+(Σ)}.
Proof: Let u ∈ PB. By Theorem 4.1, we can write
tip(X (u)) =
∑
β∈S(u)
τ(2β)fβ
for some finite subset S(u) of P (Σ) and nonzero elements fβ ∈ C(Q(Σ)).
Theorem 4.1 ensures that X (u) is invariant under the action of WΘ. Now
each WΘ orbit in P (2Σ) contains an antidominant weight. Moreover, this
antidominant weight is smaller than every other element in its WΘ orbit
with respect to the standard partial order on h∗. Applying τ yields the
corresponding result for WΘ orbits in A. It follows that −β ∈ P+(Σ) for
each β ∈ S(u). The lemma now follows from the expression for grF(X (u))
given in (4.4). ✷
5 The ordinary Harish-Chandra map
In this section, we begin the study of the center of Uˇ under the map PB, for
B ∈ B. The main tool here is the the ordinary quantum Harish-Chandra
map, P. We see below that it is easy to compute PB(z) once P(z) is known.
Thus we analyze PB(Z(Uˇ)) by exploiting detailed information concerning the
image of a basis of central elements under the ordinary Harish-Chandra map
P. This information is used to show that the image of the center Z(Uˇ) under
the map PB is invariant under a dotted action of the restricted Weyl group
WΘ. As we will see in Section 6, this is enough to show that PB(UˇB) is WΘ.
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invariant for almost all symmetric pairs g, gθ. The material in this section
and the fact that PB(UˇB) is “large” inside of PB(UˇB) is used to extend this
invariance result to the remaining cases in [L6].
We recall here the definition of the ordinary quantum Harish-Chandra
projection. Using the triangular decomposition of Uˇ , Uˇ admits the following
direct sum decomposition.
Uˇ = Uˇ0 ⊕ (G−+Uˇ + UˇU
+
+ ). (5.1)
Let P denote the projection of Uˇ onto Uˇ0 using this decomposition. Let
B ∈ B. Note that PB ◦ P maps Uˇ onto C[Aˇ]. In general, PB ◦ P does not
agree with PB. However, the discussion preceding [L5, Theorem 3.6] shows
that the restriction of PB to Z(Uˇ) is the same function as the restriction
of PB ◦ P to Z(Uˇ). Now PB ◦ P is the same as the composition of P
followed by the projection of Uˇ0 onto C[Aˇ] using (2.3). In particular, the
restriction of PB to Z(Uˇ) is independent of the choice of B ∈ B. Moreover,
zλ(P(z)) = zλ(PB(z)) for all z ∈ Z(Uˇ) and λ ∈ P
+(2Σ).
A description of a nice basis for the center of Z(Uˇ) and the image of
this basis under P is given in [Jo, Chapter 7] and [JL]. It should be noted
that these references use the locally finite part of Uˇ with respect to the
left adjoint action. Since we are viewing the center as a subalgebra of the
(adr B) invariants of Uˇ , it is necessary to translate these results to the setting
of the right adjoint action. In particular, for each µ ∈ P+(pi) there exists
a unique central element z2µ in τ(2µ) + (adr U+)τ(2µ). Moreover, the set
{z2µ|µ ∈ P
+(pi)} forms a basis for Z(Uˇ). Let ρ denote the half sum of the
positive roots in ∆. Given λ ∈ P+(pi), set
τˆ (λ) =
∑
w∈W
τ(wλ)q(ρ,wλ). (5.2)
The next lemma, which describes the image of each of these basis elements
under P, is a version of [Jo, Lemma 7.1.19] with respect to the right adjoint
action.
Lemma 5.1 For all µ ∈ P+(pi),
P(z2µ) = a
−1
2µ
∑
ν∈P+(pi)
τˆ (2ν) dimL(µ)ν
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where
a2µ =
∑
ν∈P+(pi)
(
∑
w∈W
q(ρ,2wν)) dimL(µ)ν .
Proof: Let ι be the C algebra involutive antiautomorphism of Uˇ defined by
ι(xi) = yi and ι(yi) = xi for all 1 ≤ i ≤ n, ι(q) = q−1, and ι(t) = t−1 for all
t ∈ Uˇ . It is straightforward to show that
ι((ad a)b) = −(adr ι(a))ι(b) (5.3)
for all a ∈ Uˇ and b ∈ {xi, yi| 1 ≤ i ≤ n} ∪ Tˇ . Hence (5.3) holds for all a ∈ Uˇ
and b ∈ U . It follows that
ι((ad U+)τ(−2µ)) = (adr U+)τ(2µ)
for all µ ∈ P+(pi). Thus ι(z2µ) is the unique central element contained in
τ(−2µ) + (ad U+)τ(−2µ). Since ι preserves both Uˇ0 and G−+Uˇ + UˇU
+
+ , it
follows that ι commutes with the map P. In particular P(z2µ) = ι(P(ι(z2µ))).
Thus by [Jo, Lemma 7.1.19], we have
P(z2µ) = a
−1
2µ
∑
ν∈P+(pi)
τˆ (2ν) dimL(µ)ν
where a2µ is a nonzero scalar.
Recall the information about zonal spherical functions discussed right
before Theorem 4.1. The spherical function at 0 is just the basis vector
g0 for the one-dimensional module L(0) ⊗ L(0)∗. Rescaling if necessary, we
may further assume that g0(1) = 1. Since Uˇ+ annihilates L(0), we have
g0(Uˇ+) = 0. Now τ(2µ) ∈ 1 + Uˇ+ and (adr U+)τ(2µ) ∈ Uˇ+. It follows that
g0(z2µ) = g0(1). On the other hand, z
0(P(z2µ))g0(1) = z
0(PB(z2µ)) = g0(z2µ).
Hence z0(P(z2µ)) = 1 and so
a2µ = z
0(
∑
ν∈P+(pi)
τˆ (2ν) dimL(µ)ν).✷
Fix µ ∈ P+(pi). Let w0 denote the longest element of W . Set a = a−2w0µ
where a−2w0µ is the scalar defined in the previous lemma for the central
element z−2w0µ. Using Lemma 5.1, we can write aP(z−2w0µ) as a sum
b−µτ(−2µ) +
∑
γ>−µ
bγτ(2γ)
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where the bγ are scalars. Since dimL(−w0µ)−µ = 1, it follows that b−µ is just
a power of q times the order of the stabilizer of −µ in W . More generally,
bγ ∈ N[q, q−1] for each γ. Now PB(z−2w0µ) = PB ◦ P(z−2w0µ). Hence
aPB(z−2w0µ) ∈ (
∑
γ˜=µ˜
b−γ)τ(−2µ˜) +
∑
γ˜>−µ˜
Cτ(2γ˜).
It follows that
∑
γ˜=−µ˜ b−γ is nonzero. Thus tip(PB(z−2w0µ) is a nonzero mul-
tiple of τ(−2µ˜). Hence
span{τ(−2µ˜)| µ ∈ P+(pi)} ⊆ {tip(PB(z))| z ∈ Z(Uˇ)}. (5.4)
The next lemma provides a sufficient, but not necessary, condition for
PB(Z(Uˇ)) to equal PB(UˇB).
Lemma 5.2 If ˜P+(pi) = P+(Σ) then PB(Z(Uˇ)) = PB(UˇB).
Proof: By Lemma 4.3, the set {tip(PB(u))|u ∈ UˇB} is a subset of the span
of the set {τ(−2µ˜)|µ˜ ∈ P+(Σ)}. The lemma now follow from (5.4). ✷
Recall that there is a dotted action of W on Uˇ0 defined by
w.τ(µ)q(ρ,µ) = τ(wµ)q(ρ,wµ)
for all τ(µ) in Tˇ and w ∈ W . We use the same formula and notation to
define a dotted action of WΘ on C[A] where now we assume that τ(µ) ∈ A
and w ∈ WΘ. By [Jo, 7.1.17 and 7.1.25], the image of Z(Uˇ) under the
ordinary Harish-Chandra map P is invariant under the dotted action of W .
Let W ′ be the Weyl group generated by the reflections associated to the
simple roots in piΘ.
Lemma 5.3 Suppose that f ∈ Z(Uˇ). Then PB(f) is invariant under the
dotted action of the restricted Weyl group WΘ.
Proof: Suppose that w˜ ∈ WΘ. Let w be an element ofW such that w˜ and w
agree on Q(Σ) (see the discussion preceding Lemma 3.3). In particular, we
can view w as an automorphism ofQ(Σ). Note that
∑
α˜∈ΣQα˜ is orthogonal to∑
α∈piQ(α+Θ(α)) with respect to the Cartan inner product. It follows that w
restricts to an automorphism of
∑
α∈piQ(α+Θ(α)). Note that the intersection
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of
∑
α∈piQ(α+Θ(α)) with ∆ is just the root system corresponding to piΘ. In
particular, w restricts to an automorphism of the root system generated by
piΘ. It follows that there exists w
′ ∈ W ′ such that ww′ restricts to a diagram
automorphism of piΘ. Now (αi, µ) = 0 for all αi ∈ piΘ and µ ∈ P (Σ). Thus
elements of W ′ restrict to the identity on P (Σ). Hence we may replace w by
ww′. In particular, we may assume that w acts the same as w˜ on Q(Σ) and
w restricts to a diagram automorphism of piΘ.
Now suppose µ ∈ P (2pi). Note that µ− µ˜ = (µ+Θ(µ))/2. Note further
that (ρ, α) = (ρ, wα) for all α ∈ piΘ since w is a diagram automorphism on
piΘ. Hence (ρ, µ− µ˜) = 0. It follows that
w.q(ρ,µ˜)τ(µ) = q(ρ,wµ)q(ρ,−µ+µ˜)τ(wµ)
= q(ρ,wµ˜)τ(wµ˜)τ(w(µ+Θ(µ)))
= q(ρ,wµ˜)τ(wµ˜) + q(ρ,wµ˜)τ(wµ˜)(τ(w(µ+Θ(µ)))− 1).
Thus PB(w.τ(µ)) = w˜.τ(µ˜). It should be noted here that w.τ(µ) refers to
the dotted action of the big Weyl group W while w˜.τ(µ˜) refers to the dotted
action of the restricted Weyl group WΘ. Since w.f = f , it follows that
w˜.PB(f) = PB(f). ✷
Given µ˜ ∈ P+(Σ), set
mˆ(2µ˜) =
∑
γ∈WΘµ˜
q(ρ,2γ)τ(2γ).
Note that mˆ(2µ˜) is an element of C[A]WΘ.. Moreover, the set {mˆ(2µ˜)|µ˜ ∈
P+(Σ)} forms a basis for C[A]WΘ.. Now tip(mˆ(2µ˜)) = q(ρ,2µ˜
′)τ(2µ˜′) where µ˜′
is the image of µ˜ under the longest element in WΘ. Hence
{tip(u)| u ∈ C[A]WΘ.} = span{τ(−2µ˜)| µ ∈ P+(Σ)}. (5.5)
The next theorem is part of a series of results that describe the image of UˇB
under the map PB.
Theorem 5.4 Suppose that g, gθ is not of type EIII, EIV, EVII, EIX, or
CII(ii) and g does not contain a θ invariant Lie subalgebra r of rank greater
than or equal to 7 such that r, rθ is of type AII. Then PB(Z(Uˇ)) = PB(UˇB).
Moreover, PB(UˇB) = C[A]WΘ..
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Proof: The first assertion follows from Theorem 3.6 and Lemma 5.2. Fur-
thermore, Theorem 3.6, Lemma 4.3, and (5.4) implies that
{tip(PB(z))| z ∈ Z(Uˇ)} = span{τ(−2µ˜)| µ˜ ∈ P
+(Σ)}.
Hence by the discussion preceding the theorem, we have
{tip(PB(z))| z ∈ Z(Uˇ)} = {tip(u)| u ∈ C[A]
WΘ.}.
Now Theorem 2.6 ensures that PB(Z(Uˇ)) is a subring of C[A]. The theorem
now follows from the fact, guaranteed by Lemma 5.3, that PB(Z(Uˇ)) is WΘ.
invariant. ✷
The proof of Theorem 5.4 uses the fact that ˜P+(pi) = P+(Σ) for the
symmetric pairs under consideration. We see in the next section that this
is not a necessary condition for the conclusions of Theorem 5.4 to hold. On
the other hand, we show below that for symmetric pairs g, gθ of type EIII,
EIV, EVII, and EIX, we have PB(Z(Uˇ)) is a proper subset of C[A]WΘ.. In
particular, the above theorem is not true for these symmetric pairs. Despite
this failure, we show that the last assertion of the above theorem does hold
in the remaining four types in [L6, Theorem 4.1].
Let UˇC(q) denote the C(q) subalgebra of Uˇ generated by xi, yi for 1 ≤
i ≤ n and Tˇ . Now the center Z(Uˇ) is isomorphic to a polynomial ring in n
variables. Moreover, we may choose the generators of Z(Uˇ) to be elements of
the smaller algebra UˇC(q) as in [Jo, Section 7]. In particular, we may restrict
our attention to the C(q) algebra UˇC(q).
The next result is proved using specialization techniques and classical
results. First we recall basic notions concerning specialization. Set A equal
to the localization C[q](q−1) of C[q] at the maximal ideal (q − 1). Let Uˆ
denote the A subalgebra of UˇC(q) generated by xi, yi for 1 ≤ i ≤ n, Tˇ , and
(t− 1)/(q − 1) for all t ∈ Tˇ . We have an isomorphism
Uˆ ⊗A C→ U(g) (5.6)
(see for example [L1, Section 2]). Given a subalgebra S of Uˇ , we say that S
specializes to the subalgebra S¯ of U(g) provided that the image of S ∩ Uˆ in
U(g) is S¯.
To make the exposition easier, we assume that g is simply laced and so all
roots have the same length (which we assume is 2). Ultimately, our focus will
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be on the four exceptional symmetric pairs where the underlying Lie algebra
g is simply laced of type E8. So this additional assumption does not affect
the next theorem.
Let h1, . . . , hn be a basis for the Cartan subalgebra h of g where hi can be
identified with the coroot of αi via the Killing form. We have that (ti−1)/(q−
1) is sent to hi for all 1 ≤ i ≤ n under the isomorphism (5.6). More generally,
if β =
∑
imiαi, then (τ(β)− 1)/(q − 1) specializes to
∑
imihi. Note further
that t specializes to 1 for each t ∈ Tˇ . Set T2 = {τ(2µ)| µ ∈ P (pi)}. Note that
(τ(2αi)− 1)(q − 1)−1 specializes to 2hi. It follows that the specialization of
C[T2] at q = 1 is just the enveloping algebra U(h) of the Cartan subalgebra
h.
Let a be the subspace of h spanned by the set {h−θ(h)|h ∈ h}. Note that
h˜ = (h− θ(h))/2 for all h ∈ h defines a projection of h onto a. Moreover, this
projection extends in the obvious way to an algebra homomorphism of U(h)
onto U(a). Now the image of C[A] under specialization is just U(a). Recall
that the restriction of PB to Uˇ0 sends τ(µ) to τ(µ˜) for all µ ∈ P (pi). Also,
Lemma 3.3 ensures that the image of C[T2] under PB is a subalgebra of C[A].
In particular, we have a commutative diagram:
C[T2] → U(h)
↓ ↓
C[A] → U(a)
(5.7)
where the top and bottom maps are specialization and the downward maps
are algebra homomorphisms defined using ˜ . Moreover, all maps in this
diagram are surjections.
Let α be a simple root in pi and let sα denote the corresponding reflection
in W . For each i such that 1 ≤ i ≤ n, we have
sα ·
(ti − 1)
(q − 1)
=
(q(ρ,sααi−αi)ti − 1)
(q − 1)
=
(q(ρ,sααi−αi) − 1)
(q − 1)
ti +
(ti − 1)
(q − 1)
.
Since g is simply laced it follows that sααi = αi − (αi, α)α. Furthermore,
(ρ, α) = 1. It follows that sα · (ti − 1)(q − 1)−1 specializes to hi − (αi, α).
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In particular, the dotted action of W on Uˇ0 specializes to the dotted (or
translated) action of W on U(h) (see [H, Section 23.3]). A similar argument
shows that the dotted action of WΘ on C[A] specializes to the dotted action
of WΘ on U(a) as defined in [He, Section 2]. Thus we have a commutative
diagram
C[T2]W. → U(h)W.
↓ ↓
C[A]WΘ. → U(a)WΘ.
(5.8)
where the maps are the same as in the commutative diagram (5.7). Note
that the top and bottom maps are still surjections.
Theorem 5.5 Suppose g, gθ is an irreducible symmetric pair of type EIII,
EIV, EVII, or EIX. Then PB(Z(Uˇ)) 6= C[A]WΘ.
Proof: Note that the image of the center Z(Uˇ) under the ordinary (quan-
tum) Harish-Chandra map P is just C[T2]W. ([Jo, Lemma 7.1.17 and 7.1.25]).
Assume that PB(Z(Uˇ)) = C[A]WΘ.. Recall that the restriction of PB to Z(Uˇ)
agrees PB ◦ P. It follows that the map from C[T2]W. to C[A]WΘ. in the com-
mutative diagram (5.8) is surjective. Hence the map from U(h)W. to U(a)WΘ.
is surjective. Therefore the image of the center of U(g) under the classical
Harish-Chandra map associated to g, gθ is equal to the entire invariant ring
U(a)WΘ.. This contradicts [He]. ✷
It should be noted that surjectivity of the map from U(h)W. to U(a)WΘ.
does not imply surjectivity of the map from C[T2]W. to C[A]WΘ.. The problem
is that there are many subrings of C[A]WΘ. which surject onto U(a)WΘ.. (One
such example is C[t2|t ∈ A]WΘ..) The reader is referred to [JL2, 6.13] for a
similar situation. In particular, it is shown in [JL2] that the center Z(U) of
the ordinary quantized enveloping algebra U specializes to the center Z(g)
of U(g). However, for many simple Lie algebras g, Z(U) is not a polynomial
ring while Z(g) is always a polynomial ring.
6 The image of the center
In the classical case, the image of the center of U(g) under the Harish-
Chandra map associated to the symmetric pair g, gθ is equal to the image
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of the whole invariant subalgebra U(g)g
θ
in all but the four exceptional cases
EIII, EIV, EVII, and EIX. The purpose of this section is to establish the
quantum version of this result. In particular, we prove the following gener-
alization of Theorem 5.4 and Theorem 5.5.
Theorem 6.1 Let g, gθ be an irreducible symmetric pair. Then for all B ∈
B, PB(Z(Uˇ)) = C[A]WΘ. if and only if g, gθ is not of type EIII, EIV, EVII,
and EIX. Moreover, in these cases, PB(UˇB) = PB(Z(Uˇ)).
Let B be a fixed coideal subalgebra in the set B associated to g, gθ. Write
t for the rank of the restricted root system associated to g, gθ. Note that when
g, gθ is of type EIII, EIV, EVII, EIX or ˜P+(pi) = P+(Σ), then the assertions
of the theorem follow from Theorem 5.4 and Theorem 5.5. Thus we assume
in this section that g contains a θ invariant Lie subalgebra r such that r, rθ
is of type AII and the rank of the restricted root system associated to r, rθ
is t − 1. We further assume that t ≥ 4 and g is of classical type. It should
be noted that all irreducible symmetric pairs not covered in the theorems of
Section 5 satisfy these conditions. Thus, we prove Theorem 6.1 by showing
that PB(Z(Uˇ)) = C[A]WΘ. under precisely these assumptions.
The possible symmetric pairs that satisfy the assumptions presented in
the previous paragraph are given in (3.11)-(3.15). As in Section 3, we write
η1, . . . , ηt for the fundamental restricted roots and µ1, . . . , µt for the simple
restricted roots. We also assume that η0 = 0 and ηt+1 = 0.
Now Z(Uˇ) is generated by z2ω1 , . . . , z2ωn ([Jo, Section 7.3]). Thus, Theo-
rem 2.4 ensures that PB(Z(Uˇ)) is generated by PB(z2ω1), . . . ,PB(z2ωn). On
the other hand, C[A]WΘ. is generated by mˆ(2ηi), 1 ≤ i ≤ n. Therefore, in
order to show PB(Z(Uˇ)) is equal to C[A]
WΘ., it is sufficient to express the
mˆ(2ηi), 1 ≤ i ≤ n as polynomials in the PB(z2ωi), 1 ≤ i ≤ n. The first step
is to write the PB(z2ωi) as a linear combination of the mˆ(2γ) for γ ∈ P
+(Σ).
The next lemma which analyzes dominant integral weights of the form ηr+ηs
is critical in this process.
Lemma 6.2 Assume that Σ is of type At. Suppose that r and k are positive
integers so that r ≤ k and r+k ≤ t+1. The set of elements of P+(Σ) which
are strictly less than ηr + ηk is {ηr−s + ηk+s|1 ≤ s ≤ r}.
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Proof: It is straightforward to check that
ηr + ηk −
s∑
i=1
k+i−1∑
j=r−i+1
µj = ηr−s + ηk+s (6.1)
for 1 ≤ s ≤ r. Hence {ηr−s + ηk+s|1 ≤ j ≤ r} is a subset of the intersection
of {ηr + ηk − γ|γ ∈ Q+(Σ) \ {0}} with P+(Σ).
Suppose that i satisfies 1 ≤ i ≤ t. By [H, Section 13.2, Table 1], the
coefficient of µt in ηi written as a linear combination of simple restricted
roots µ1, . . . , µt is i/(t + 1). Now suppose that γ is a nonzero element of
Q+(Σ) such that ηr + ηk − γ ∈ P
+(Σ). It follows that the coefficient of µt
in ηr + ηk written as a linear combination of the simple restricted roots is
(r + k)/(t+ 1). On the other hand, the fact that γ ∈ Q+(Σ) implies that
the coefficient of µt in γ is a nonnegative integer. Since ηr + ηk − γ is in
P+(Σ), the coefficient of µt in ηr + ηk − γ must be nonnegative. Note that
0 < (r + k)/(t + 1) ≤ 1. It follows that the coefficient of µt in ηr + ηk − γ
written as a linear combination of the simple restricted roots must either be
(r+k)/(t+1) or 0. This latter case can only occur if r+k = t+1. Moreover,
the only linear combination of the µ1, µ2, . . . , µt−1 contained in P
+(Σ) is 0.
Hence this latter case happens only when ηr + ηk − γ = 0 = η0 + ηt+1.
Now assume that the coefficient of µt in ηt + ηk − γ is (r + k)/(t + 1).
Write ηr + ηk − γ =
∑t
i=1miηi where the mi are nonnegative integers. Using
the previous paragraph, a comparison of the coefficient of µt in both sides of
this equation yields ∑
i
mii
(t+ 1)
=
(r + k)
(t+ 1)
. (6.2)
We do a similar comparison using the restricted root µ1. By [H, Section 13.2,
Table 1], the coefficient of µ1 in ηi is (t− i+1)/(t+1). Hence the coefficient
of µ1 in
∑
imiηi written as a linear combination of the µi is
∑
i
mi(t− i+ 1)
(t+ 1)
=
∑
i
mi −
∑
i
mii
(t + 1)
=
∑
i
mi −
(r + k)
(t + 1)
On the other hand, the coefficient of µ1 in ηr + ηk is
(t− r + 1)
(t+ 1)
+
(t− k + 1)
(t + 1)
= 2−
(r + k)
(t + 1)
.
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The fact that ηr + ηk >
∑
imiηi ensures that
0 ≤
∑
i
mi −
(r + k)
(t + 1)
< 2−
(r + k)
(t + 1)
.
Since the mi are nonnegative integers, there are two possibilities. The
first is that there exists an i with 1 ≤ i ≤ t, mi = 1, and mj = 0 for j 6= i.
By (6.2), the coefficient µt in ηr+ηk−γ is (r+k)/(t+1). It follows from [H,
Section 13.2, Table 1] that i = r + k. Thus ηr + ηk − γ = ηr+k = η0 + ηr+k.
In the second case, there exists i and j with 1 ≤ i, j ≤ t, mi = mj = 1,
and mk = 0 for k /∈ {i, j}. Since the coefficient of µt in ηr + ηk − γ is
(r + k)/(t + 1), we must have that ηr + ηk − γ = ηi + ηj with i+ j = k + r.
If i ≥ r, then (6.1) implies that ηi + ηj ≥ ηr + ηk. Thus i < r. In particular,
we can write i = r − s and j = k + s for some 1 ≤ s ≤ r. ✷
Consider the case when g, gθ is an irreducible symmetric pair of type
AII. It follows that the restricted root system is of type At and the rank n
of g, is equal to 2t + 1. For this particular irreducible symmetric pair, it
is straightforward to check that the only elements of Q(pi) fixed by Θ are
elements of Q(piΘ). It follows that for each α ∈ Q(pi), α˜ = 0 if and only if
α ∈ Q(piΘ).
Given a root α in the root system ∆ generated by pi, let sα denote the
reflection in W associated to α. The next lemma determines the number of
weights in the W orbit of ωi+k whose restriction is equal to ηi−s+ηk+s where
k = i or k = i+ 1.
Lemma 6.3 Assume that g, gθ is an irreducible symmetric pair of type AII.
Suppose i is an integer such that 1 ≤ i ≤ (t + 1)/2. For all integers s such
that 0 ≤ s ≤ i, the number of elements in the set
{β ∈ Wω2i|β˜ = ηi−s + ηi+s}
equals 2s. Similarly, suppose 0 ≤ i ≤ t/2. Then for all s such that 0 ≤ s ≤ i,
the number of of elements in the set
{β ∈ Wω2i+1|β˜ = ηi−s + ηi+1+s}
equals 2s+1.
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Proof: Fix i such that 1 ≤ i ≤ (t+1)/2. Set γ0 = ω2i. For each s such that
1 ≤ s ≤ i, set
γs = ω2i−2s+1 − ω2i−2s+2 + ω2i−2s+3 + · · · − ω2i−2s+(4s−2) + ω2i−2s+(4s−1).
Recall that µj = α˜2j for 1 ≤ j ≤ t. Hence by (3.10), if 2j + 1 is not an
element of the set {2i − 2s + 1, 2i − 2s + 2, 2i + 2s − 2, 2i + 2s − 1}, then
(γs, µj) = 0. Since j is an integer, 2j+1 cannot equal 2i−2s+2 or 2i+2s−2.
Temporarily set µ0 = µt+1 = 0. If 2j + 1 = 2i − 2s + 1, then j = i − s and
(γs, µj) = (ω2i−s, µj) = (ηj , µj). Similarly, if 2j−1 = 2i+2s−1 then j = i+s
and (γs, µj) = (ω2i+s, µj) = (ηj , µj). Thus γ˜s = ηi−s + ηi+s. (Note that these
computations work even in the special case when i = s.)
We claim that γs ∈ Wω2i for 0 ≤ s ≤ i. Now γ0 = ω2i and so γ0 ∈ Wω2i.
Also, (γ0, α2i) = 1 and in particular, sα2iγ0 = γ0−α2i = ω2i−1−ω2i+ω2i+1 =
γ1. Hence γ1 ∈ Wω2i. Now assume that γs ∈ Wω2i. It is straightforward to
check that
γs+1 = γs − α
where
α = α2i−2s−1 + α2i−2s + α2i−2s+1 + · · ·+ α2i+2s+1.
Note that α is a positive root in ∆. Moreover, (γs, α) = 1. Hence sαγs = γs+1.
Therefore, the claim follows by induction on s.
Note that the set
{β ∈ Wω2i|β˜ = ηi−s + ηi+s} (6.3)
equals the set
{β ∈ Wω2i|β˜ = γ˜s}.
By the discussion preceding the theorem, β˜ = γ˜s if and only if β−γs ∈ Q(piΘ).
Recall that W ′ is the Weyl group associated to the root system generated by
piΘ. Since β ∈ Wγs and γs−β ∈ Q(piΘ), it follows that β ∈ W ′γs. Hence the
number of elements in (6.3) is equal to |W ′|/|StabW ′γs|.
Set si = sαi for αi ∈ pi. Note that W
′ is generated by {s2r+1|0 ≤ r ≤ t}.
Morever, each s2j+1 has order 2 while s2j+1s2r+1 = s2r+1s2j+1 for r 6= j.
Hence W ′ is isomorphic to t + 1 copies of Z2. Thus |W ′| = 2t+1. On the
other hand, StabW ′γs = {s2r+1|r 6= 2i + 2j + 1 for −s ≤ j ≤ s − 1}. It
follows that StabW ′γs is isomorphic to t + 1 − (2s) copies of Z2. Hence
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|StabW ′γs| = 2t+1−2s and |W ′|/|StabW ′γs| = 22s. This completes the proof of
the first assertion. The second assertion follows in a similar fashion.✷
We continue the analysis of the case when g, gθ is of type AII. Note that
g, gθ of type AII implies that g is of type An. Hence ωi is a minuscule funda-
mental weight for 1 ≤ i ≤ n. (See [M] or [L5, Section 7] for a definition of
minuscule weight.) In particular, there does not exist γ ∈ P+(pi) such that
ωi > γ. By Lemma 5.1, there exists a nonzero scalars ai such that P(aiz2ωi)
is just the sum ∑
µ∈Wωi
q(ρ,2µ)τ(2µ).
By the discussion following the proof of Lemma 5.1, PB(aiz2ωi) is a linear
combination of terms of the form τ(2µ˜) with µ˜ ∈ P (Σ). Moreover, the
coefficients are Laurent polynomials in q with nonnegative integer coefficients
and the coefficient of τ(2ω˜i) is nonzero. Lemma 5.3 ensures that we can also
write PB(aiz2ωi) as a linear combination of terms of the form mˆ(2µ˜) with
µ˜ ∈ P+(Σ). The next lemma gives the evaluation at q = 1 of the coefficients
of the mˆ(2µ˜) in these sums for some of the PB(aiz2ωi).
Lemma 6.4 Assume that g, gθ is an irreducible symmetric pair of type AII.
Then for each integer i such that 2 ≤ 2i ≤ t + 1, there exist Laurent poly-
nomials f2s(q), 0 ≤ s ≤ i, such that PB(z2ω2i) is a nonzero scalar multiple
of ∑
0≤s≤i
f2s(q)mˆ(2ηi−s + 2ηi+s).
Similarly, for each integer i such that 1 ≤ 2i+ 1 ≤ t+ 1, there exist Laurent
polynomials f2s+1(q), 0 ≤ s ≤ i, such that PB(z2ω2i+1) is a nonzero scalar
multiple of ∑
0≤s≤i
f2s+1(q)mˆ(2ηi−s + 2ηi+1+s).
Moreover, the coefficients of powers of q in each fj(q) are nonnegative inte-
gers and fj(1) = 2
j for all 0 ≤ j ≤ 2i+ 1.
Proof: Let i be a positive integer such that i ≤ (t + 1)/2. By Lemma 6.2,
the only restricted dominant integral weights less than or equal to ω˜2i are of
the form ηi−s + ηi+s for 0 ≤ s ≤ i. Hence, by the discussion preceding the
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lemma, for each s such that 0 ≤ s ≤ i, there exists a Laurent polynomial
f2s(q) in q such that
PB(aiz2ω2i) =
∑
0≤s≤i
f2s(q)mˆ(2ηi−s + 2ηi+s).
Recall that each WΘ orbit of a single element in P (Σ) contains a single
dominant integral weight in P+(Σ). Hence if we expand out PB(aiz2ω2i) as a
sum of terms of the form τ(2µ˜) with µ˜ ∈ P (Σ), it follows that the coefficient
of τ(2ηi−s + 2ηi+s) is f2s(q). On the other hand, this coefficient can be
computed using the expression of P(az2ω2i) in the paragraph preceding the
lemma. In particular, f2s(q) is just the sum∑
{γ˜∈Wω2i|γ˜=ηi−s+ηi+s}
q(ρ,2γ˜).
This shows that each f2s(q) is a Laurent polynomial in q with nonnegative
coefficients. Moreover, f2s(1) is just the number of elements γ in Wω2i such
that γ˜ = ηi−s + ηi+s. By Lemma 6.3, we have f2s(1) = 2
2s. This completes
the proof for the central element z2ω2i . The proof for z2ω2i+1 follows in a
similar fashion. ✷
Note that the map which sends q(ρ,2ηi)τ(2ηi) to z
ηi for each 1 ≤ i ≤ t
defines an algebra isomorphism from C[A] onto C[P (Σ)]. For each λ ∈ P (Σ),
set
m(λ) =
∑
γ∈WΘλ
zγ .
The image of mˆ(2λ) under this isomorphism is just m(λ). In the next few
lemmas, the computations are done using m(λ) instead of mˆ(2λ) in order to
make the notation easier.
Lemma 6.5 Assume that g, gθ is an irreducible symmetric pair of type AII.
Let r and k be two positive integers such that r ≤ k and r + k = t + 1.
Then for all 0 ≤ j ≤ r, the coefficient of 1 in mˆ(2ωr−j)mˆ(2ωk+j) written as
a linear combination of the set {mˆ(2λ)|λ ∈ P+(Σ)} is
(
t+1
r−j
)
.
Proof: Using the isomorphism described above, we replace each mˆ(2λ) with
m(λ) in the proof of the lemma. Fix j such that 0 ≤ j ≤ r. Note that
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if j = r, then m(ηr−j)m(ηk+j) = m(η0)m(ηt+1) = 1. Since
(
t+1
0
)
= 1, the
lemma follows in this case. Hence we may assume that j < r.
Note that
m(ηr−j) ∈ z
ηr−j +
∑
γ<ηr−j
Nzγ
and
m(ηk+j) ∈ z
ηk+j +
∑
γ<ηk+j
Nzγ .
Hence
m(ηr−j)m(ηk+j) ∈ z
ηr−j+ηk+j +
∑
γ<ηr−j+ηk+j
Nzγ .
Now m(ηr−j)m(ηk+j) is WΘ invariant. Hence Lemma 6.2 implies that there
exists a nonnegative integer a such that
m(ηr−j)m(ηk+j) ∈ m(ηr−j + ηk+j) + am(0)
+
∑
1≤b<r−j
Nm(ηr−j−b + ηk+j+b).
Furthermore,m(0) is just z0 = 1 and a is the coefficient of 1 inm(ηr−j)m(ηk+j).
Since the root system Σ is of type At and r + k = t + 1, Σ admits a
diagram automorphism d which sends µr−j to µk+j for 0 ≤ j ≤ r−1. Let w′0
denote the longest element of the Weyl group WΘ and note that w
′
0 = −d.
We have the following equality of sets
{wµr−j|w ∈ WΘ} = {ww
′
0µr−j|w ∈ WΘ} = {−wµk+j|w ∈ WΘ}.
Thus if we write
m(µr−j) =
∑
1≤i≤s
zγi ,
then
m(µk+j) =
∑
1≤i≤s
z−γi .
It follows that s = a. Moreover, s is just the number of elements in the
orbit WΘµr−j. Hence s = |WΘ|/|StabWΘµr−j|. Now StabWΘµr−j is just
the subgroup of WΘ generated by the reflections corresponding to the simple
roots µk with k 6= r − j. In particular, StabWΘµr−j is isomorphic to the direct
product of two groups W1 ×W2 where W1 is the Weyl group associated to
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a root system of type Ar−j−1 and W2 is the Wey group associated to a root
system of type At−r+j . Hence, by [H, Section 12.2, Table 1] it follows that
a = |WΘ||StabWΘµr−j|
−1 =
(t+ 1)!
(r − j)!(t+ 1− r + j)!
=
(
t + 1
r − j
)
.✷
Suppose that Σ′s is a subset of the set of simple restricted roots {µ1, . . . , µt}.
We define here notation associated to Σ′s which is used in the rest of the sec-
tion for different choices of subsets Σ′s of the set of simple restricted roots.
Let Σ′ be the sub root system of Σ generated by Σ′s. Let W
′
Θ denote the
Weyl group of Σ′. For each λ ∈ P (Σ), let λ′ be the element of P+(Σ′) such
that (λ− λ′, γ) = 0 for all γ ∈ Q(Σ′). Set
N =
∑
µi∈Σs\Σ′s
∑
γ∈Q+(Σ)
Nz−µi−γ.
Given λ ∈ P+(Σ), set
m′(λ) =
∑
γ∈W ′
Θ
λ
zγ .
Note that
m(λ) ∈ zλ−λ
′
m′(λ′) + zλN . (6.4)
Moreover,
m(λ)m(β) ∈ zλ−λ
′+β−β′m′(λ′)m′(β ′) + zλ+βN . (6.5)
Consider for the moment the special case when Σs is the empty set.
Expression (6.5) becomes
m(λ)m(β) ∈ zλ+β + zλ+β
∑
γ∈Q+(Σ)\{0}
Nz−γ .
Now suppose that λ = ηr and β = ηk. It follows from Lemma 6.2 that
m(ηr)m(ηk) can be written as a linear combination of elements in the set
{m(ηr−s + ηk+s)| 0 ≤ s ≤ r}.
Lemma 6.6 Assume that g, gθ is an irreducible symmetric pair of type AII.
Let r and k be two positive integers such that r ≤ k and r+ k ≤ t+ 1. Then
mˆ(2ηr)mˆ(2ηk) =
∑
0≤s≤r
(
k − r + 2s
s
)
mˆ(2ηr−s + 2ηk+s).
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Proof: Once again, we use m(λ) instead of mˆ(2λ) in proving this lemma.
First consider the special case when r = 0 and k = t + 1. Note that this
forces s = 0. Moreover, m(η0)m(ηn+1) = m(0)m(0) = 1 while
(
t+1
0
)
= 1. So
the lemma follows in this case. Now assume that r and s are chosen so that
0 ≤ s ≤ r and either r > 0 or k < t + 1.
Set Σ′s = {µi| r − s + 1 ≤ i ≤ k + s − 1} and note that Σ
′
s is the set
of simple roots for a root system of type Ak−r+2s−1. For each i, the weight
η′i is just the fundamental weight corresponding to the simple root µi in the
weight lattice associated to the root system Σ′s. Checking the formulas for the
fundamental weights in [H, Section 3.2, Table 1] yields that η′r+η
′
k ∈ Q
+(Σ′).
Since Q+(Σ′) is a subset of Q+(Σ), it further follows that η′r + η
′
k ∈ Q
+(Σ).
Now (µi, µb) ≤ 0 for all µi ∈ Σ′ and µb ∈ Σ \ Σ′. Thus (−η′r − η
′
k, µb) is a
nonnegative integer for all µb ∈ Σ \ Σ
′. Moreover, since Σ is a root system
of type At, µb ∈ Σ \ Σ′ implies that (−η′r − η
′
k, µb) = 0 unless b = r − s or
b = k + s.
Now consider the weight γ = ηr + ηk − η′r − η
′
k. The above discussion
ensures that (γ, µb) = 0 for all µb ∈ Σ \ {µr−s, µk+s} while (γ, µb) ≥ 0
for µb ∈ {µr−s, µk+s}. Thus γ is linear combination of the fundamental
weights ηr−s and ηk+s with nonnegative integer coefficients. By the previous
paragraph, (ηr+ηk)−γ = η′r+η
′
k is in Q
+(Σ). Hence it follows from Lemma
6.2 that γ must equal ηr−s + ηk+s. In particular, we have
ηr + ηk − η
′
r − η
′
k = ηr−s + ηk+s. (6.6)
Thus, applying (6.5) to m(λ)m(β) yields
m(ηr)m(ηk) ∈ z
ηr−s+ηk+sm′(η′r)m
′(η′k) + z
ηr+ηkN .
Consider the following two ways to expand the product m(ηr)m(ηk). The
first is as a linear combination of terms of the form zβ for β ∈ P (Σ) while
the second is as a linear combination of terms of the form m(λ) for λ ∈
P+(Σ). Note that the coefficient of zηr−s+ηk+s in m(ηr)m(ηk) written the first
way is the same as the coefficient of m(ηr−s + ηk+s) in m(ηr)m(ηk) written
the second way. By (6.6), zηr−s+ηk+s is not an element of zηr+ηkN . Hence
the coefficient of zηr−s+ηk+s in m(ηr)m(ηk) equals the coefficient of z
ηr−s+ηk+s
in zηr−s+ηk+sm′(η′r)m
′(η′k). But this is the same as the coefficient of 1 in
m′(η′r)m
′(η′k). Recall that the first simple root in Σ
′
s is µr−s+1 and so µr is
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the sth simple root. Also, there are k − r + 2s− 1 simple roots in Σ′s. Thus,
by Lemma 6.5, the coefficient of zηr−s+ηk+s in zηr−s+ηk+sm′(η′r)m
′(η′k) is(
k − r + 2s
s
)
✷
Assume that g, gθ is of type AII. Given an integer l such that 1 ≤ 2l ≤ t+1,
set
Mˆ2l =
∑
0≤i≤r
22imˆ(2ηl−i + 2ηl+i). (6.7)
Similarly, given an integer l satisfying 1 ≤ 2l + 1 ≤ t+ 1, set
Mˆ2l+1 =
∑
0≤i≤r
21+2imˆ(2ηl−i + 2ηl+1+i). (6.8)
By Lemma 6.4, Mˆk can be obtained from PB(z2ωk) by writing the latter
as a linear combination of the mˆ(2λ), for λ ∈ P+(Σ), and evaluating each
coefficient at q = 1. Let Mk be the image of Mˆk in C[P (Σ)] obtained using
the isomorphism described before Lemma 6.5.
Lemma 6.7 Assume that Σ is of type At.
(i) Let l be a positive integer such that 1 ≤ 2l ≤ t + 1. Then mˆ(η2l) is in
the span of the set {PB(z2ω2l)} ∪ {mˆ(2ηl−j)mˆ(2ηl+j)| 0 ≤ j < l}.
(ii) Let l be a positive integer such that 1 ≤ 2l+1 ≤ t+1. Then mˆ(2η2l+1) is
in the span of the set {PB(z2ω2l+1)}∪ {mˆ(2ηl−j)mˆ(2ηl+1+j)| 0 ≤ j < l}.
Proof: We prove (i). Assertion (ii) follows using a similar argument. We first
prove that m(η2l) is in the Q span of the set {M2l} ∪ {m(ηl−j)m(ηl+j)| 0 ≤
j < l}. Recall that (
2i
r
)
=
(
2i
2i− r
)
for all 0 ≤ r ≤ 2i. Hence
22i = (1 + 1)2i =
∑
0≤r≤2i
(
2i
r
)
=
(
2i
i
)
+ 2
∑
0≤r≤i−1
(
2i
r
)
.
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By Lemma 6.6, it follows that
m(ηl)m(ηl) +
∑
1≤j≤l−1
2m(ηl−j)m(ηl+j)
=
∑
0≤s≤l
(
2s
s
)
m(ηl−s + ηl+s) +
∑
1≤j≤l−1
∑
0≤s≤l−j
2
(
2j + 2s
s
)
m(ηl−j−s + ηl+j+s)
=
∑
0≤s≤l
(
2s
s
)
m(ηl−s + ηl+s) +
∑
1≤j≤l−1
∑
j≤i≤l
2
(
2i
i− j
)
m(ηl−i + ηl+i).
One checks that the subset {(j, i)|1 ≤ j ≤ l − 1 and j ≤ i ≤ l} ∪ {(l, l)} of
Z× Z is equal to the subset {(j, i)|1 ≤ i ≤ l and 1 ≤ j ≤ i}. Hence
m(ηl)m(ηl) +
∑
1≤j≤l−1
2m(ηl−j)m(ηl+j)
=
∑
0≤s≤l
(
2s
s
)
m(ηl−s + ηl+s) +
∑
1≤i≤l
∑
1≤j≤i
2
(
2i
i− j
)
m(ηl−i + ηl+i)− 2
(
2l
0
)
m(η2l)
=
∑
0≤s≤l
(2s
s
)
+
∑
1≤j≤s
2
(
2s
s− j
)m(ηl−s + ηl+s)− 2m(η2l)
=
∑
0≤s≤l
22sm(ηl−s + ηl+s)− 2m(η2l) =M2l − 2m(η2l)
Define X by
X = PB(z2ω2l)− mˆ(2ηl)mˆ(2ηl)−
∑
1≤j≤l−1
2mˆ(2ηl−j)mˆ(2ηl+j).
By Lemma 6.4 and Lemma 6.6 we can write X− 2mˆ(2η2l) as a linear combi-
nation of elements in the set {mˆ(2ηl−i+2ηl+i)|0 ≤ i ≤ l}. Set N equal to the
Q vector space
∑
0≤i≤lQmˆ(ηl−i+ ηl+i). The above computations ensure that
the coefficient of each mˆ(2ηl−i+2ηl+i) in X is an element of (q−1)Q[q, q−1]N .
Now Lemma 6.6 implies that the set
{mˆ(2ηl−i)mˆ(2ηl+j) +Qmˆ(2η2l)|0 ≤ i < l}
is a basis for the Q vector space N/(Qmˆ(2η2l)). Hence there exist Laurent
polynomials g0, . . . , gl in Q[q, q
−1] so that
X − 2mˆ(2η2l) =
∑
0≤i≤l−1
(q − 1)gimˆ(2ηl−i)mˆ(2ηl+j) + (q − 1)glmˆ(2η2l).
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Thus
X −
∑
0≤i≤l−1
(q − 1)gimˆ(2ηl−i)mˆ(2ηl+j) = (2 + (q − 1)gl)mˆ(2η2l).
The lemma now follows from the fact that 2 + (q − 1)gl cannot be zero. ✷
We use Lemma 6.7 to show that a certain set generates C[A]WΘ. when
g, gθ is of type AII.
Theorem 6.8 Assume that g, gθ is of type AII. Then PZ(Uˇ)) = C[A]WΘ..
Proof: By Theorem 2.6 and Lemma 5.3, we have that PB(Z(Uˇ)) is a subset
of C[A]WΘ.. Set R = PB(Z(Uˇ)) and recall that R is generated by the set
{PB(z2ωi)|1 ≤ i ≤ n}. It is sufficient to show that mˆ(2ηj) ∈ R for all 1 ≤ j ≤
n. We do this by induction on j. It follows from Lemma 3.5 that ω˜1 = η1.
Hence Lemma 6.2 and Lemma 6.4 ensure that PB(z2ω1) is a nonzero scalar
multiple of mˆ(2η1). Therefore, mˆ(2η1) is in R. Now assume that mˆ(2ηk) ∈ R
for all 1 ≤ k < j. Assume first that j is even and write j = 2l. By the
inductive hypothesis, mˆ(2ηl−i) and mˆ(2ηl+i) are both in R for 1 ≤ i < l.
Hence R contains mˆ(2ηl−i)mˆ(2ηl+i) for 1 ≤ i < l. Now R also contains
PB(z2ω2l). Thus by Lemma 6.7(i), R contains mˆ(2η2l). The case for j odd is
similar using Lemma 6.7(ii) instead of Lemma 6.7(i). ✷
We now turn our attention to case where g, gθ is not of type AII. It follows
from Araki’s classification [A] and the list in Section 3 ((3.11)-(3.15)) that
Σ is a root system of type Bt or Ct. Let pir denote the subset of simple
roots in pi which span the root system of r. Since the restricted root system
of r, rθ has rank t − 1 and r, rθ is of type AII, it follows that pir has 2t − 1
elements. Moreover, using the standard numbering of the simple roots in
Dynkin diagrams found in [H], we have that pir = {α1, . . . , α2t−1}. Set Wr
equal to the Weyl group of the root system of r and note thatWr is a subgroup
of W .
We use below the notation introduced before Lemma 6.6 where Σ′s =
{µ1, . . . , µt−1}. Note that Σs \ Σ′s = {µt}. Hence
N = z−µt
∑
γ∈Q+(Σ)
z−γ . (6.9)
The next lemma gives technical information which relates certain restricted
roots of g, gθ to that of r, rθ.
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Lemma 6.9 Suppose that g, gθ is not of type AII. Then for all i, k, and s
such that 1 ≤ r ≤ k ≤ t− 1 and 0 ≤ s ≤ min(r, t− 1− k) we have
ηr−s + ηk+s − η
′
r−s − η
′
k+s = ηr + ηk − η
′
r − η
′
k. (6.10)
Moreover, if Σ is of type Ct, then (6.10) also holds for s = min(r, t− k).
Proof: Suppose that r has been chosen so that 1 ≤ r ≤ t − 1. We have
(ηr − η′r, αj) = 0 for all αj ∈ Σ
′
s. Since Σ
′ is of type At−1, it follows that the
coefficient of µt−1 in η
′
r is r/t (see [H, Section 12.2]). Hence
(ηr − η
′
r, αt) = −r(µt−1, αt)/t. (6.11)
Assume first that Σ is of type Bt. It follows that ηr − η′r = 2rηt/t. Hence
ηr + ηk − η′r − η
′
k = 2(r + k)ηt/t for 1 ≤ r ≤ k ≤ t − 1 with 0 ≤ s ≤
min(r, t−1−k). In particular, ηr+ ηk− η′r− η
′
k only depends on r+k. This
proves the lemma when Σ is of type Bt. Now assume that Σ is of type Ct,
It follows from (6.11) that ηr − η′r = rηt/t for all 1 ≤ r ≤ t− 1. Now η
′
t = 0
so ηr − η′r = rηt/t is also true for r = t. It follows that for 1 ≤ r ≤ k ≤ t
with 0 ≤ s ≤ min(r, t − k), we have ηr + ηk − η′r − η
′
k = (r + k)ηt/t. Thus
ηr + ηk − η′r − η
′
k depends only on r + k which proves the lemma. ✷
Recall [Jo, Lemma 7.1.17 and 7.1.25] that the ordinary Harish-Chandra
map P defines an isomorphism from Z(Uˇ) onto C[τ(2λ)|λ ∈ P (pi)]W.. Fur-
thermore, the elements τˆ(2γ) where γ ∈ P+(pi) defined by (5.2) are contained
in C[τ(2λ)|λ ∈ P (pi)]W.. For each i satisfying 1 ≤ i ≤ n, let zi be the element
in Z(Uˇ) such that P(zi) = τˆ(2ωi). The following is an extended version of
Lemma 6.4.
Lemma 6.10 Suppose that g, gθ is not of type AII. Then for each integer i
satisfying 2 ≤ 2i ≤ t, there exist Laurent polynomials g2s(q), 0 ≤ s ≤ i, such
that
PB(z2i) =
∑
0≤s≤i
g2s(q)mˆ(2(ηi−s + ηi+s))
+
∑
γ∈Q+(Σ)
Q(q)τ(2(2ηi − µt − γ))
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up to a nonzero scalar. Similarly, for each integer i such that 1 ≤ 2i + 1 ≤
t+ 1, there exist Laurent polynomials g2s+1(q), 0 ≤ s ≤ i such that
PB(z2i+1) =
∑
0≤s≤i
g2s+1(q)mˆ(2(ηi−s + ηi+1+s))
+
∑
γ∈Q+(Σ)
Q(q)τ(2(ηi + ηi+1 − µt − γ))
up to a nonzero scalar. Moreover, the coefficients of the powers of q in each
gj(q) are nonnegative integers and gj(1) = 2
j for 0 ≤ j ≤ 2i+ 1.
Proof: Let ψ denote the isomorphism from C[τ(2γ)|γ ∈ P (pi)] to C[P (pi)]
defined by ψ(τ(2γ)q(ρ,2γ)) = zγ for all γ ∈ P (pi). Note that for each i,
ψ(P(zi)) =
∑
β∈Wωi z
β up to a nonzero scalar. Furthermore,∑
β∈Wωi
zβ =
∑
β∈Wrωi
zβ +
∑
γ∈Wωi\Wrωi
zγ . (6.12)
Suppose that γ ∈ Wωi \Wrωi. It follows that there exists a reflection
s = sαj corresponding to a simple root αj in pi \ pir and elements w1 ∈ Wr
and w2 ∈ W such that γ = w2sw1ωi. We may assume that sw1ωi 6= w1ωi and
thus (αj, w1ωi) is nonzero. We may further assume that there is a reduced
expression for w2sjw1 equal to the product of the reduced expression for w2,
s, and the reduced expression for w1 in that order. It follows that
ωi − γ − αj ∈ Q
+(pi). (6.13)
Now (αj, ωi) = 0 since αi ∈ pir. Furthermore, ωi − w1ωi ∈ Q+(pir) because
w1 ∈ Wr. Thus (αj, α) must be nonzero for some α ∈ pir. We can write
pir = {α1, . . . , αk} for some choice of k with 1 ≤ k ≤ n. Checking the the list
(3.11)-(3.15), one sees that ∆ is a root system of type An, Cn, or Dn. Hence j
must equal k+1 and moreover, α˜j is the last simple root of Σ. In particular,
k = t− 1 and α˜j = µt. Hence (6.13) implies that ω˜i−µt− γ˜ ∈ Q+(Σ). Thus
(6.12) yields ∑
β∈Wωi
zβ˜ ∈
∑
β∈Wrωi
zβ˜ + zω˜iN .
The first assertion of the lemma now follows using (6.4),(6.5), and Lemma
6.4. A similar argument works for the second assertion. ✷
The next lemma provides additional information about the image of cer-
tain central elements under PB not covered by Lemma 6.10.
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Lemma 6.11 The element mˆ(2η1) is in PB(Z(Uˇ)). Furthermore, if Σ is of
type Bt then mˆ(2ηt) is in PB(Z(Uˇ)).
Proof: Fix i with 1 ≤ i ≤ t. Suppose that ηi is a minuscule or pseudomi-
nuscule fundamental weight in P (Σ) (see [M] or [L5, Section 7]) and that
ω˜i = ηi. In particular, the only possible weight less than ηi is 0 (see [L5,
(7.2) and (7.3)]). By the discussion before Lemma 6.4, we can write PB(z2ωi)
as a linear combination of the mˆ(2γ) with γ ∈ P+(Σ) and γ < ηi. Hence
there exist scalars a and b with a nonzero such that P(z2ωi) = amˆ(2ηi) + b.
It follows that mˆ(2ηi) ∈ PB(Z(Uˇ)).
Since Σ is of type At, Bt, or Ct, it follows that η1 is a minuscule or
pseudominuscule weight in P (Σ). Moreover, Lemma 3.5(ii) ensures that
ω˜1 = η1. Hence mˆ(2η1) ∈ PB(Z(Uˇ)). Now assume that Σ is of type Bt.
By Lemma 3.5(ii), we have ω˜n = ηt. The fact that Σ is of type Bt ensures
that ηt is a minuscule fundamental weight in P (Σ). Thus mˆ(2ηt) is also in
PB(Z(Uˇ)). ✷
For each 1 ≤ k ≤ n, let Zk be the image of PB(zk) in C[P (Σ)] using the
isomorphism discussed before Lemma 6.5. In particular, given integers l, k
such that 2 ≤ 2l ≤ t and 1 ≤ 2k + 1 ≤ t, we have
Z2l ∈
∑
0≤s≤l
g2s(q)m(ηl−s + ηl+s) + z
2ηlN
and
Z2l+1 ∈
∑
0≤s≤l
g2s+1(q)m(ηk−s + ηk+1+s) + z
ηk+ηk+1N
where the gj are Laurent polynomials in q satisfying gj(1) = 2
j. Set
Z ′2l =
∑
0≤s≤l
g2s(q)m
′(η′l−s + η
′
l+s)
and
Z ′2l+1 =
∑
0≤s≤l
g2s+1(q)m
′(η′k−s + η
′
k+1+s).
Assume for the moment that C[A]WΘ. is a subset of PB(UˇB). Lemma 4.3
and (5.5) imply that
{tip(u)| u ∈ PB(Uˇ
B)} ={tip(u)| u ∈ PB(Z(Uˇ))}
=span{τ(−2µ˜)| µ ∈ P+(Σ)}.
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Arguing as in the proof of Theorem 5.4, it then follows that PB(UˇB) =
PB(Z(Uˇ)) = C[A]WΘ.. Hence the following generalization of Theorem 6.8
completes the proof of Theorem 6.1.
Theorem 6.12 Suppose g, gθ contains a symmetric pair r, rθ of type AII and
the rank of the restricted root system associated to r, rθ is equal to t− 1 with
t− 1 ≥ 3. Then the C[A]WΘ. is a subalgebra of PB(Z(Uˇ)).
Proof: Let R be the image of PB(Z(Uˇ)) using the isomorphism described
before Lemma 6.5. In particular, R contains Zk for 1 ≤ k ≤ n. It is sufficient
to show that m(ηi) ∈ R for 1 ≤ i ≤ t. By Theorem 6.8, the result is true
when Σ is of type At. Hence we may assume that Σ is of type Bt or Ct.
By Lemma 6.11, R contains m(η1). We use induction along the lines of the
proof of Theorem 6.8 to show that all the m(ηj) are in R.
Set t′ = t − 1 if Σ is of type Bt and t′ = t if Σ is of type Ct. For each
1 ≤ j ≤ t− 1, we have that the restriction η′j of ηj to the root system Σ
′ is
just the fundamental weight in P+(Σ′) associated to the root µj. By (6.4)
and Lemma 6.9, we have that
m(ηi−s + ηk+s) ∈ z
ηi+ηk−η
′
i−η
′
km′(η′i−s + η
′
k+s) + z
ηi+ηkN
for all i, k, and s such that 1 ≤ i ≤ k ≤ t − 1, i + k ≤ t′, and 0 ≤ s ≤ i. It
follows from the definition of the Zk and Z
′
k that
Z2l ∈ z
2ηl−2η
′
lZ ′2l + z
2ηlN
for all integers l such that 2 ≤ 2l ≤ t and
Z2j+1 ∈ z
ηj+ηj+1−η′j−η
′
j+1Z ′2j+1 + z
ηj+ηj+1N
for all integers j such that 1 ≤ 2j + 1 ≤ t. By (6.5) and Lemma 6.9, we
further have that
m(ηi−s)m(ηk+s) ∈ z
ηi+ηk−η
′
i
−η′
km′(η′i−s)m
′(η′k+s) + z
ηi+ηkN
for all i, k, and s such that 1 ≤ i, k ≤ t− 1, i+ k ≤ t′, and 0 ≤ s ≤ i.
Assume that m(η1), . . . , m(ηs) are in R for some 1 ≤ s ≤ t′ − 1. Suppose
that
s + 1 = 2l for some integer l. (6.14)
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Arguing as in Lemma 6.7, we can write m′(η′2l) as a linear combination of
Z ′2l and the elements in the set {m
′(η′l−j)m
′(η′l+j)|0 ≤ j < l}. Thus there
is an element Y in R which is a linear combination of elements in the set
{Zl} ∪ {m(ηl−j)m(ηl+j)|0 ≤ j < l} such that
Y ∈ m(η2l) + z
2ηlN .
Consider an element γ ∈ P+(Σ) such that zγ ∈ z2ηlN . By (6.9), we have
that 2ηl − µt − γ ∈ Q+(Σ).
Suppose that Σ is of type Bt. By Lemma 6.11, both m(η1) and m(ηt)
are in R. It follows from the list of the fundamental weights in [H, Section
13.2] that the coefficient of µt in 2ηl is 2l. Hence the coefficient of µt in γ
must be a nonnegative integer less than or equal to 2l − 1. Recall (6.14)
that 2l − 1 = s. The table in ([H, Section 13.2]) yields that γ is a linear
combination of elements in the set {ηi| 1 ≤ i ≤ s or i = t}. Hence Y −m(η2l)
is in the subalgebra ofR generated by the set {m(ηi)| 1 ≤ i ≤ s or i = t}. The
fact that Y ∈ R forces m(η2l) ∈ R. A similar argument shows that m(η2l+1)
is in R when s+ 1 = 2l+ 1 for some integer l. Recall that we have assumed
that s ≤ t′ − 1 = t − 2. Thus by induction, R contains m(η2), . . . , m(ηt−1)
which completes the proof of the theorem for Σ of type Bt.
Now assume that Σ is of type Ct. By Lemma 6.11, R contains m(η1).
Assume that s + 1 = 2l for some integer l. It follows from [H, Section
13.2, Table 1] that the coefficient of µt in 2ηl is l. Hence the coefficient of
µt in γ must be a nonnegative integer less than or equal to l − 1. Note
that 2l = s + 1 ≤ t. Hence l − 1 ≤ (t − 2)/2. Checking the table in [H,
Section 13.2], we see that γ is a linear combination of weights in the set
{ηi| 1 ≤ i ≤ t− 2}. Hence Y −m(η2l) is in the subalgebra of R generated by
the set {m(ηi)| 1 ≤ i ≤ t− 2}. Since Y ∈ R, we must also have m(η2l) ∈ R.
A similar argument shows that m(ηl + ηl+1) is in R for s = 2l + 1. Thus by
induction, R contains m(η1), . . . , m(ηt). ✷
7 Appendix: Commonly used notation
Here is a list of notation defined in Section 1 (in the following order):
C, Q, Z, R, N, q, C, R, Q(Φ), Q+(Φ), P (Φ) P+(Φ), g, n−⊕ h⊕ n+, θ, gθ ∆,
( , ), pi = {α1, . . . , αn}, ≤, Σ, Θ, α˜, p(i), pi∗, U , Uq(g), xi, yi, t
±1
i , T , U
+, G−,
U0, τ , Sβ, A+, Uˇ , Tˇ , Uˇ
0, piΘ M, TΘ, θ˜, Bi, Bθ, S, D, UR, B, H, Fr(Uˇ), adr ,
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UˇB, Z(Uˇ), zλ, L(Λ), C[G] (G a multiplicative group), C[H ] (H an additive
group).
Defined in Section 2:
M+ M∩ U+
M− M∩G−
ad left adjoint action
N+ subalgebra of U+ generated by (ad M+)C[xi| αi /∈ piΘ}
N− subalgebra of G− generated by (ad M−)C[yiti|αi /∈ piΘ]
Sβ,r the sum of weight spaces Sβ′ with β˜
′ = β˜
T ′≥ monoid generated by t
2
i , αi ∈ pi
∗, and ti, αi ∈ S
T ′ group generated by ti for αi ∈ pi∗
Aˇ {τ(µ˜)| µ ∈ P (pi)}
TˇΘ {τ(1/2(µ+Θ(µ))| µ ∈ P (pi)}
PB see Definition 2.3
A {τ(2µ)| µ ∈ P (Σ)}
G+ algebra generated by xit
−1
i for 1 ≤ i ≤ n
U− algebra generated by yi for 1 ≤ i ≤ n
Defined in Section 3:
ωi fundamental weight corresponding to αi
ω′i fundamental restricted weight corresponding to α˜i
pii {αj | (ωj, α˜i) 6= 0}
gi semisimple Lie algebra with root system pii
Σi restricted roots of gi, g
θ
i
W Weyl group of the root system of g
WΘ Weyl group of the root system Σ
Defined in Section 4:
X the radial component map (see Theorem 4.1)
C[Q(Σ)]A subring of EndrC[P (Σ)] generated by C[Q(Σ)] and A
C(Q(Σ))A localization of C[Q(Σ)]A at C[Q(Σ)] \ {0}
gλ zonal spherical function at λ
ϕλ image of gλ in C[P (2Σ)]
F filtration on Uˇ defined by (4.1), (4.2), and (4.3)
p see (4.4)
tip(X) highest degree homogeneous term of X
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Defined in Section 5:
P the Harish-Chandra map defined using (5.1)
z2µ unique central element in τ(2µ) + (adr U+)τ(2µ)
ρ half sum of the positive roots in ∆
τˆ(λ)
∑
w∈W τ(wλ)q
(ρ,wλ)
a2µ scalar defined in Lemma 5.1
w0 longest element of W
w.q(ρ,mu)τ(µ) q(ρ,wµ)τ(wµ)
W ′ Weyl group associated to root system of piΘ
mˆ(2µ˜)
∑
γ∈WΘµ˜ q
(ρ,2γ)τ(2γ)
UˇC(q) C(q) algebra generated by xi, yi, 1 ≤ i ≤ n, and Tˇ
A C[q](q−1)
Uˆ A algebra generated by xi, yi, 1 ≤ i ≤ n,
(t−1)
(q−1)
, t ∈ Tˇ
h1, . . . , hn basis for h
T2 {τ(2µ)| µ ∈ P (pi)}
Defined in Section 6:
t The rank of Σ
r, rθ proper maximal symmetric pair in g, gθ of type AII
µ1, . . . , µt simple positive roots of Σ
η1, . . . , ηt restricted fundamental weights
η0 0
ηt+1 0
sα reflection in W corresponding to root α
m(λ)
∑
γ∈WΘλ z
γ
Σ′s a subset of {µ1, . . . , µt}
Σ′ root system generated by Σ′s
λ′ λ′ ∈ P (Σ′) and (λ− λ′, Q(Σ′)) = 0
W ′Θ Weyl group of Σ
′
N
∑
µi∈Σs\Σ′s
∑
γ∈Q+(Σ)Nz
−µi−γ
Mˆk see (6.7) and (6.8)
Mk the image of Mˆk in C[P (Σ)]
pir the set of simple roots of the root system of r
Wr the Weyl group of the root system of r
zi zi ∈ Z(Uˇ) and P(zi) = τˆ (2ωi)
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Zk the image of PB(zk) in C[P (Σ)]
Z ′k see the discussion before Theorem 6.12
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