Price, Nicholas S. C., and Michael R. Ibbotson. Direction-selective neurons in the optokinetic system with long-lasting after-responses. J Neurophysiol 88: 2224 -2231, 2002; 10.1152/jn.00739.2001. We describe the responses during and after motion of slow cells, which are a class of direction-selective neurons in the pretectal nucleus of the optic tract (NOT) of the wallaby. Neurons in the NOT respond to optic flow generated by head movements and drive compensatory optokinetic eye movements. Motion in the preferred direction produces increased firing rates in the cells, whereas motion in the opposite direction inhibits their high spontaneous activities. Neurons were stimulated with moving spatial sinusoidal gratings through a range of temporal and spatial frequencies. The slow cells were maximally stimulated at temporal frequencies Ͻ1 Hz and spatial frequencies of 0.13-1 cpd. During motion, the responses oscillate at the fundamental temporal frequency of the grating but not at higher-order harmonics. There is prolonged excitation after preferred direction motion and prolonged inhibition after anti-preferred direction motion, which are referred to as same-sign after-responses (SSARs). This is the first time that the response properties of neurons with SSARs have been reported and modeled in detail for neurons in the NOT. Slow cell responses during and after motion are modeled using an array of Reichardt-type motion detectors that include band-pass temporal prefilters. The oscillatory behavior during motion and the SSARs can be simulated accurately with the model by manipulating time constants associated with temporal filtering in the prefilters and motion detectors. The SSARs of slow cells are compared with those of previously described direction-selective neurons, which usually show transient inhibition or excitation after preferred or anti-preferred direction motion, respectively. Possible functional roles for slow cells are discussed in the context of eye movement control.
I N T R O D U C T I O N
Direction-selective visual neurons have been identified in every normally functioning visual system studied (e.g., frog retina: Lettvin et al. 1959 ; rabbit retina: Barlow et al. 1964; cat cortex: Hubel and Wiesel 1962; insect visual system: Hausen 1976) . Direction-selective neurons typically increase their firing rates during motion in one preferred direction and either do not respond or have their spontaneous activities inhibited by motion in the opposite anti-preferred direction. In most cases, experimenters have concentrated on the responses during the period of motion stimulation. Barlow and Hill (1963) were the first to comment on cell firing in direction-selective cells after motion cessation, referred to here as after-responses. They revealed that in rabbit retinal ganglion cells, firing rates were transiently driven below the spontaneous activity immediately after motion in the preferred direction and increased slightly above the spontaneous activity following motion in the antipreferred direction. Such responses are referred to here as opposite-sign after-responses (OSAR). OSARs have been linked to the psychophysical phenomena of the motion aftereffect (e.g., Barlow and Hill 1963; Hammond et al. 1988 ) and have been reported in the direction-selective neurons of many mammals (e.g., cat: Hammond et al. 1988; monkey: Petersen et al. 1985; wallaby: Ibbotson et al. 1998) .
Here, we report on the response properties and after-responses of a class of direction-selective neurons (slow cells) in the pretectal nucleus of the optic tract (NOT) of the wallaby (Ibbotson et al. 1994) . Neurons in the NOT are tuned to detect wide-field horizontal temporal-to-nasal motion over the contralateral eye (Collewijn 1975a; Ibbotson et al. 1994 ) and drive horizontal optokinetic responses that stabilize retinal images during head movements (Collewijn 1975b) . Slow cells are maximally stimulated by low image velocities of less than 4°/s and the majority have a same-sign after-response (SSAR). The SSAR takes the form of a prolonged excitation after preferred direction motion and a prolonged inhibition after anti-preferred direction motion. This paper provides the first comprehensive description of directional neurons in the NOT that have SSARs. Work in the rabbit inferior olive has demonstrated a similar response after motion cessation termed a "carryover effect" (Arts et al. 2000) . These directional cells prefer speeds of ϳ0.5°/s (Simpson and Alley 1974) , similar to slow cells in the NOT. Given that the inferior olive receives direct efferents from the NOT (Takeda and Maekawa 1976) , the similarity in motion after-responses and preferred speeds in the two nuclei is of interest in establishing the origin of the effect. We compare the responses of slow cells with other neurons in the NOT that have OSARs and simulate the response properties of the slow cells using an array of Reichardt-type motion detectors (Ibbotson and Clifford 2001a,b) . Possible roles for neurons with SSARs are discussed in the context of controlling stabilizing eye movements.
committee of the Australian National University and follow the guidelines of the National Health and Medical Research Council (Australia). Anesthesiology and surgery have been described in detail previously (Ibbotson et al. 1998) . In brief, animals were fully anesthetized and paralyzed during recording with a continuous intravenous infusion of 5.6 ml/h of Hartmann's lactate solution (with 1 mg ⅐ kg Ϫ1 ⅐ h Ϫ1 of pentobarbitone, 4.2 mg ⅐ kg Ϫ1 ⅐ h Ϫ1 of suxamethonium chloride) and were respired with a mixture of 75% N 2 O-25% O 2 . Tungsten-in-glass microelectrodes were advanced through the brain to the nucleus of the optic tract (NOT) (Ibbotson et al. 1994) . The action potential waveforms from all recorded cells were analyzed to confirm that they had characteristics typical of the soma rather than the axon (Bishop 1964) . Extracellular responses were amplified, passed through a window discriminator and fed into an A/D converter (sample rate 1 kHz: Metrabyte Das-20). The spike arrival times were stored for off-line analysis.
Achromatic sine-wave gratings were generated by a computer controlled video display driver (AT Vista: True Vision, Indianapolis, IN) and presented on a display monitor (refresh rate: 97.7 Hz; 512 ϫ 480 pixels; 45 cd/m 2 ; CCID7551: Barco Industries, Kortrijk, Belgium). The gratings subtended 67°vertically by 90°horizontally and could be positioned anywhere within the animal's visual field and could be presented in any orientation or moving in any direction. To create spatial sinusoidal gratings, a sawtooth function with period matching the grating's desired spatial wavelength was drawn into video memory. Each ramp in the sawtooth ranged in value from 0 to 255 or 0 to 1,023, depending on the program used. We then placed a gamma corrected sinusoid with a resolution of 256 or 1,024 brightness levels into an output look-up table (LUT). The ramps subsampled the values of the sine wave grating in the LUT, so the video output was a series of repeated sinusoids. To move the gratings, the LUT was permuted at the monitors frame rate (for the program with 256 values) or at half the frame rate (for the program with 1,024 values). The minimum displacement was either 1/256 of a cycle per frame or 1/1024 of a cycle every other frame. These programs allowed stimuli to be moved at temporal frequencies between 0.048 and 24.4 Hz. Previous experiments have revealed that the minimum integration time for the cells in the NOT is between approximately 20 and 40 ms (Ibbotson and Mark 1996) . For the slowest moving pattern described in the preceding text, each frame was refreshed every 20.47 ms (2 frames), which is lower than the integration times for most cells.
Modeling
An array of 15 or 16 Reichardt-type elementary motion detectors (EMDs) was used to simulate the responses of the neurons (Reichardt 1961) . The separation between the inputs of the detectors was 4 pixels and the array was 50 pixels in width (Fig. 1) . Each detector had two subunits with opposite preferred directions, which consisted of four sequential stages: prefiltering, delay filtering, multiplication and summation. Stage 1 (prefiltering): the image is operated on at all points by causal temporal filters with transient responses to changes in image intensity. The transient responses are achieved by subtracting the responses of a pair of first-order low-pass filters with different time constants (Eq. 1: Pre0 and Pre1 , where Pre0 Ͻ Pre1 ). The gains of the two filters were adjusted using the prefilter gain, K, which has a value of 0 -1
If K ϭ 1, the gains of the two low-pass filters are the same, thus their sustained responses to a fixed luminance cancel each other on subtraction. In this case, the resultant difference filter has a biphasic impulse response and a band-pass frequency response. For 0 Ͻ K Ͻ 1, the temporal prefilter becomes low-pass and a scaled representation of the tonic luminance is seen at the prefilter's output. Because the size of steady-state oscillations at the fundamental frequency of the stimulus in the output of a single EMD is dependent on the tonic illumination, these oscillations only appear if K Ͻ 1 ( Table 1) .
The prefilter output from a given location was delayed by a temporal low-pass filter (stage 2: delay filtering) and multiplied (stage 3: multiplication) with the undelayed signal from the detector's other input channel. The temporal displacement between the signals is determined by the time constant ( del ) of the delay filter. The two subunits that make up an EMD are tuned for motion in opposite directions. In stage 4 (summation), the output from one subunit is subtracted from the output of the other to give the final response of the EMD (Fig. 1) . If the opponent combination is unbalanced, some motion-independent signals are transmitted. We quantify the balance, ␤, of a motion detector according to the equation: R(t) ϭ P(t) Ϫ ␤ ⅐ A(t), where P(t) and A(t) are the outputs of the subunits responsive to preferred and anti-preferred motion, respectively, R(t) is the motion detector response and 0 Յ ␤ Յ1. Like the prefilter gain K, the balance term has a significant influence on the oscillatory responses of the detectors (Table 1) . Finally, in stage 5, the responses of the array of motion detectors are spatially pooled to represent the input to a wide-field neuron (Fig. 1) . If the response of the motion-detector array is positive, the model will respond above its baseline level. If the array response is negative, the response level will be below the resting level. The filter time constants, balance, and prefilter gain were adjusted to provide the best match by eye between the model outputs and cell responses over a range of temporal frequencies. It was not practical to provide a measure of this match because of the range of stimulus conditions and preferred temporal frequencies.
The normalized, steady-state response of a single EMD to a moving sinusoid can be expressed as:
is the angular velocity, t is time, A is the mean intensity of the sinusoid, B is the sinusoid amplitude and i is the relative spatial position of the ith EMD in an array. Thus the spatially summated response of an array of j equally spaced EMDs is given by:
, where i ϭ [1,j]. Assuming closely and regularly spaced EMDs (as in Fig. 1 ), this response can be approximated by
where a and b are the relative positions of the first and last EMDs in the array. Thus When the first and last EMDs in the array are separated by an integer multiple k of the full period of the stimulus sinusoid we have
2), implying that no steady-state oscillations are present. This scenario is described as perfect spatial summation because individual motion detectors sample all phases of the stimulus equally. If (b Ϫ a) k2, there is an oscillatory component in Y(t). This is described as imperfect spatial summation because the EMD array does not sample all points of the stimulus equally. This was achieved in the model by using j ϭ 15 rather than 16 EMDs in the sampling array. If the stimulus covers only a portion of the motion detector array's "receptive field," imperfect spatial summation may occur because individual motion detectors cannot sample all phases of the sinusoidal grating.
R E S U L T S

Neuron classification
Recordings were made from direction-selective neurons in the pretectal NOT. Recording sites matched those used in previous studies of wallaby NOT (Ibbotson et al. 1994 ). Direction-selective responses were characterized by elevated firing rates relative to the spontaneous level during tempero-nasal motion over the contralateral eye (preferred motion) and reduced firing rates during naso-temporal motion (anti-preferred motion). All cells in the NOT had large receptive fields (Ն40°i n horizontal extent but usually much larger (Ͼ80°) and preferred wide-field stimuli. Previous investigations have shown that NOT neurons tested with sine-wave gratings moving in the preferred direction generate maximum responses at a particular combination of spatial and temporal frequencies Ibbotson et al. 1994 ). The spatiotemporal tuning shows that most cells are maximally responsive for a particular temporal frequency of motion across a range of spatial frequencies: temporal frequency selective neurons. A small percentage of cells (3%) respond with a similar firing rate for a given image velocity across a range of spatial frequencies: velocity-tuned cells. The neurons can be divided into two categories based on the location of the peak response in a spatiotemporal map . Slow cells prefer low temporal frequencies (Ͻ1 Hz) and spatial frequencies of 0.13-1 cpd with a median preferred velocity of 0.79°/s . Fast cells preferred higher temporal frequencies (0.4 -20 Hz) and lower spatial frequencies (0.06 -0.6cpd) with a median velocity of 50°/s. Another cell type, referred to as "jerk" (Schweigart and Hoffmann 1992) or SD cells is also known to exist in the NOT. The SD cells are nondirectional and are maximally stimulated by very rapidly moving images (Ͼ100°/s). We will not consider the SD cells in the present comparisons as they do not appear to be involved in the control of stabilizing eye movements. Figure 2A shows typical peristimulus time histograms (PSTHs) from a fast cell stimulated with motion in preferred (top) and anti-preferred (bottom) directions. During motion, the response oscillates in phase with the moving grating. After the cessation of motion, the firing rate transiently decreases below the spontaneous level for preferred direction motion and increases above the spontaneous rate following anti-preferred direction motion (an OSAR). Neurons with these typical OSARs have been described frequently in the literature in a variety of species (see DISCUSSION) . Figure 2B shows responses from a slow cell stimulated with motion in preferred and anti-preferred directions. After the cessation of motion, the responses slowly return to the spontaneous level over a period of several seconds, which we refer to as SSARs (Fig. 2B) . The rest of the paper will focus on the response properties of 37 slow cells with SSARs.
Modeling the PSTHs of the slow cells
The responses of a slow cell to preferred-direction motion with a range of temporal frequencies are shown (Fig. 3A) . For clarity, the responses were filtered with a Chebyshev-type I filter with a cutoff frequency 3.1 times the stimulus temporal frequency. This highlights the response oscillations at the stimulus frequency and does not attenuate any second har- 2 . A: peristimulus time histograms (PSTHs) derived during preferred (top) and anti-preferred (bottom) direction motion for a fast cell. The spontaneous firing rate was 60 spikes/s. B: PSTHs derived during preferred and anti-preferred direction motion for a slow cell. The spontaneous firing rate was 90 spikes/s. Horizontal bars show the period of motion. The grating moved at a temporal frequency of 6.4 Hz (0.2 cpd) for the fast cell and 0.38 Hz (1 cpd) for the slow cell. Contrast was 60% in both cases. monic response components. The responses shown are typical of the slow cells but some variations in the shapes of the PSTHs did occur between neurons. For example, some neurons had larger onset transients than others and the peak-to-peak amplitudes of the oscillations were noticeably different between cells, possibly because different cells had different spatial summation properties (Zanker and Quenze 1993) . All slow cells have four characteristic physiological properties. First, they have high spontaneous activities ranging from 40 to 105 spikes/s across the cell population (mean ϭ 56 spikes/s). Second, they show a transient response to motion onset, which is typically larger in magnitude than the response to continued motion. The transient response can be seen as the elevated firing rate during the passage of the first cycle of the stimulus grating in Fig. 3A except at 1.58 Hz, where no onset transient occurred. The size of the transient response relative to the sustained response increases with increasing temporal frequency (Fig. 3A) . Third, after motion ceases, there is a clear SSAR (Figs. 2B and 3A) . The size and duration of the SSARs varied between slow cells. Cells with optimum speed tuning at the high end of the slow cell speed tuning range (close to 4°/s) had small SSARs, and the size of the SSARs increased as the optimum speed tuning decreased. The cell in Fig. 3 has a relatively small SSAR, but it is still clearly different to the OSARs observed in fast cells recorded in the same preparation. Finally, responses to motion always oscillate at the stimulus temporal frequency (Fig. 3A) with Fourier analysis showing that no higher frequency oscillations of any significant amplitude were observed in slow cells (Fig. 4) .
The simulations in Figs. 3B were produced using the array of 16 Reichardt-type EMDs. They show the outputs of a single model that best match the cell responses across all temporal frequencies. Better fits to individual temporal frequencies were possible, but this was not the aim of the model. The preferred temporal frequency (TF) of the model was set at 0.4 Hz, corresponding to the temporal frequency producing the largest sustained responses in the cell. This frequency determined the delay filter time constant del in the EMDs: del ϭ 1/(2. TF) (Borst and Bahde 1986) . The response properties shown in Fig.   3A are reproduced by the model for temporal frequencies of 0.4 -12.6 Hz (Fig. 3B) . Oscillations at the fundamental frequency of the stimulus only occur in Reichardt detectors if several model parameters are set in specific ways (Table 1, Fig.  5 ). For a single EMD, oscillations at the fundamental frequency only occur if the prefilter gain, K, is Ͻ1. For second harmonic components to be present in addition to the fundamental, both K and the balance term, ␤, must be Ͻ1 (Fig. 5) . As the slow cells only have oscillations at the fundamental frequency and the inhibition during anti-preferred motion is strong, we have modeled the results in Fig. 3 with K ϭ 0.85 and ␤ ϭ 1. Importantly, an array of EMDs will not produce oscillations if all points of a sinusoidal grating are sampled equally (perfect spatial summation: Eq. 2). Oscillations will occur if the EMD array only samples part of the grating (imperfect spatial summation). Two potential sources of imperfect spatial summation in the physiological experiments were the size of the stimulus screen, which may have only covered part of each cell's receptive field, and a nonuniform distribution of EMDs, so that gaps or "hot spots" occurred in the coverage of the stimulus. A nonuniform distribution of EMDs could explain why oscillations at the fundamental frequency of the stimulus were observed in slow cell responses even when the stimuli subtended 90°horizontally.
Decay rate of SSARs
The decay time constant of the SSAR was determined for cells responding to motion in preferred and anti-preferred directions and for a range of stimulus durations. Figure 6A shows the PSTHs produced by 1-6 s of motion in preferred and anti-preferred directions for one slow cell. Responses to stimuli of the same duration have their spontaneous activities aligned, highlighting the symmetry of responses and afterresponses to preferred and anti-preferred motion. Exponential fits to the SSARs are superimposed on each PSTH (thick lines). The time constants were calculated using a least-squares exponential fitting routine that used the cell's spontaneous firing level as an asymptote. The time constants of the exponential fits did not vary significantly with stimulus direction or duration. Plotted to the right of the neuron's responses are the outputs of the model (Fig. 6B) . The model parameters in this case were: Pre0 ϭ 8 ms, Pre1 ϭ 2,500 ms, del ϭ 2,500 ms, K ϭ1, and ␤ ϭ 1. Calculating the preferred temporal frequency from del gives a value of 0.064 Hz. The peak tuning for the neuron was 0.095 Hz, which is close to that of the model. It was not necessary to adjust K in these simulations because the stimulus duration was short relative to the temporal frequency, and thus oscillations were not clearly evident in the physiological data. It is clear from Fig. 6B that the decay rate of the SSAR in the model does not vary as the stimulus duration changes. As the balance, ␤, was unity, the responses to preferred and anti-preferred motion were identical in size but opposite in sign, which matches the neural responses.
Contrast dependence of after-responses
The shape of the after-responses of slow cells depends on the grating contrast after motion. Figure 7 shows the responses of a single slow cell to periods of grating motion preceded and followed by presentation of a stationary grating. In all cases, the contrast of the moving grating was held at 90% but the contrast of the stationary gratings were varied from 0 to 90%. With 0% contrast, the stationary stimulus is simply a blank gray screen. With no contrast change between the moving and stationary gratings, the response increases quite rapidly at motion onset but decays slowly after the period of motion, i.e., there is a clear SSAR (Fig. 7A) . During the SSAR, the firing rate takes Ͼ1 s to return to the spontaneous level. With the maximum contrast change (i.e., 0 -90%), the cell's firing rate increases more slowly after motion onset but the response drops off very quickly after the cessation of motion (Fig. 7D) . Intermediate contrast changes show response properties between those described (Fig. 7, B and C) . The output of the model shows similar properties (Fig. 7, E-H) . The model parameters in this case were similar to those used previously:
Pre0 ϭ 8 ms, Pre1 ϭ 2,500 ms, del ϭ 500 ms, K ϭ1, and ␤ ϭ 1. Again, it was not necessary to adjust K because the stimulus duration was short relative to the stimulus temporal frequency and thus oscillations are not evident. Most importantly, when there isn't a contrast change at motion onset and offset there is a rapid increase in response after motion starts and a slowly decaying SSAR following motion cessation (Fig. 7E) . Conversely, with a large contrast change, the response increases slowly at motion onset but decays very rapidly at motion offset (Fig. 7H) . This response pattern reflects that observed in the neuronal responses.
D I S C U S S I O N
Slow cells have three physiological properties that will be discussed: they have high spontaneous firing rates; during stimulation with moving sinusoids the responses contain sustained oscillations at the fundamental frequency of the grating but not at higher frequencies; and the cells produce SSARs.
Spontaneous activity
The mean spontaneous activity for the slow cells was 56 spikes/s with several neurons having spontaneous rates close to 100 spikes/s. A high spontaneous rate allows a cell to effectively code two opposite directions of motion, thus halving the number of cells required to distinguish leftward from rightward motion. Direction-selective retinal ganglion cells and cortical units usually have low spontaneous activities (Barlow et al. 1964; Hubel and Wiesel 1962) , so different cells are necessary to code different directions of motion.
The range of slow cell behavior is shown in Figs. 2B and 6. The inhibition during anti-preferred direction motion shown in Fig. 2B is approximately half the size of the excitation for preferred direction motion while the cell generating the responses in Fig. 6 produced equal sized inhibition and excitation for opposite motion directions. In the model, it is necessary to have ␤ Ͻ1 to simulate smaller inhibition for anti-preferred direction motion than excitation for preferred direction motion. However, if ␤ Ͻ1, the motion detectors produce response oscillations at the second harmonic of the input frequency (Fig.  5G) , whereas slow cells produced no significant second harmonic components. We conclude that ␤ Х 1 in the motion detectors presynaptic to slow cells, so any differences in response sizes for opposite directions may result from response saturation, i.e., the membrane potential being driven below the spiking threshold during anti-preferred direction motion. Fast cells generate second harmonic components in their responses to moving sinusoidal gratings suggesting that in those neurons ␤ Ͻ1 (see Fig. 10A in Ibbotson et al. 1994) . The inhibition produced during anti-preferred direction motion in fast cells is also typically smaller than the excitation produced by preferred direction motion, as expected if ␤ Ͻ 1. Similarly, directional visual cells in insects produce second harmonic response components to moving sinusoids and the excitation during preferred direction motion is typically larger than the inhibition during anti-preferred motion (e.g., Ibbotson et al. 1991) .
Response oscillations
To produce response oscillations from the model, it was necessary to have imperfect spatial summation of the EMD outputs. No oscillations occur in the output if the array contains uniformly distributed elementary motion detectors that sample all points of the stimulus equally (Eq. 2). For wide-field directional neurons in fly optic lobes, a moving sinusoid presented behind a narrow aperture oriented perpendicular to the cell's preferred direction of motion produces sustained oscillations Zanker and Quenzer 1993) . The aperture prevents spatial averaging of the inputs from the EMDs spread across the cell's receptive field. In contrast, wide-field stimulation of the same neurons doesn't produce oscillations in the responses, suggesting that perfect spatial summation occurs in the fly cells. In contrast, wide-field motion-sensitive cells in pigeon's display sustained oscillatory responses to stimuli with diameters of 120° (Wolf-Oberhollenzer and Kirschfeld 1994) . Similarly, during prolonged stimulation, the slow cells in the wallaby oscillate at the fundamental frequency of the stimulus. These oscillations could arise if motion detectors were nonuniformly distributed, allowing imperfect spatial summation. Such a distribution may relate to a hot spot or region of dense EMDs or a patchy coverage of the visual scene by the EMDs.
When stimulated by moving sinusoidal gratings, slow cell responses oscillate at the fundamental frequency of the stimulus. These oscillations typically comprise two components: an initial component, which decays away in 1-3 s, and a steadystate oscillation of constant amplitude. Given imperfect spatial summation, oscillations at the fundamental frequency of the stimulus only arise if a DC-signal representing the mean stimulus intensity is passed by the prefilters (Ibbotson and Clifford 2001a,b; Ibbotson et al. 1991) . When the prefilter gain is unity (K ϭ 1), this cannot occur because the prefilter has band-pass frequency responses (Eq. 1). However, when K Ͻ 1, small mean luminance signals are passed by the prefilters, allowing the production of constant amplitude oscillations at the stimulus' fundamental frequency. The rate of decay of the transient oscillations is related to the decay time constants of the prefilters and delay filters in the motion detectors . Thus these transient oscillations are present even when K ϭ1 and ␤ ϭ 1. It is unlikely that the oscillations observed in slow cell responses arise purely from a transient component because this would require excessively large filter time constants making motion detection unworkable. That is, the motion detectors would be optimally stimulated by very slow moving images that would not be behaviorally relevant.
SSARs
The fast cell responses exhibit the classical OSAR ( Fig. 2A) , which has been observed in directional neurons in many species (e.g., rabbit retina: Barlow and Hill 1963; cat cortex: Hammond et al. 1988; Maddess et al. 1988; insect optic lobes: Dürr and Egelhaaf 1999; Srinivasan and Dvorak 1979) . Slow cells have after-responses where firing rates are sustained after motion stops at the same polarity as the response during motion (SSARs). Models incorporating arrays of EMDs of the Reichardt-type have been used to model motion detection in a range of species (beetle: Reichardt 1961; fly: butterfly: Ibbotson et al. 1991; pigeon: Wolf-Oberhollenzer and Kirschfeld 1994; wallaby: Clifford et al. 1997; Ibbotson et al. 1994 Ibbotson et al. , 1999 . Computer models of biological motion detectors have not been able to account for the OSARs that follow motion cessation but instead show a SSAR in which the simulated firing rate decays exponentially from the response during motion to the spontaneous level ). The slow cells show similar responses to those of correlation-type motion detectors. When modeling slow cell responses, Pre1 and del control the decay rate of the SSAR. The other prefilter time constant, Pre2 , has little effect on the SSAR as it is very much smaller than the other time constants. The values of K and ␤ have no effect on the SSAR.
What mechanisms could account for the different afterresponses observed in fast and slow cells? One issue that could influence after-responses is the level of anesthesia. However, given that slow and fast cells are interspersed in the NOT and display same-sign and OSARs in the same preparation, different physiological mechanisms appear to provide a more likely explanation than the anesthetic state. Also, the duration and size of the SSAR could be manipulated by varying stimulus contrast, suggesting that the effect is related to visual stimulation. In other anesthetized preparations, SSARs have been observed but not discussed. For example Fig. 6 in Pereira et al. (1994) shows a slow increase in firing rate to the baseline level after a period of anti-preferred motion. In awake preparations, it is common to use adjacent periods of preferred and antipreferred motion for NOT studies; something that conceals any motion after-responses, thus making comparisons with the present study difficult (e.g., Mustari and Fuchs 1990) . However, in direction-selective neurons in area MT of the awake behaving monkey, approximately half of the neurons display excitatory after-responses (Droll et al. 2001 ). This after-response probably has a different origin to the after-responses observed in the NOT; however, it does demonstrate that afterresponses have been observed in the absence of anesthesia.
Motion-sensitive neurons in the fly optic lobes accumulate calcium during motion stimulation (Borst and Egelhaaf 1992; Dürr and Egelhaaf 1999). The intracellular calcium concentration is velocity dependent and correlates with the after-hyperpolarization (OSAR) observed after motion in the preferred direction (Kurtz et al. 2000) . Because calcium accumulation alone would depolarize the cells, Kurtz et al. (2000) proposed that the accumulated calcium opened calcium-sensitive potassium channels (K Ca channels). This would facilitate rapid hyperpolarization when motion ceases because sodium influx associated with the motion response no longer depolarizes the cell. As calcium is sequestered or removed from the cell, the hyperpolarization facilitated by K Ca channels would decrease, returning the membrane potential to its resting level. It is tempting to suggest that a similar mechanism is responsible for the OSAR in fast cells. Without K Ca channels, it is expected that SSARs would occur as a consequence of the motion detector filters, as shown by our modeling.
Possible roles for slow cells
Slow cells in the wallaby are tuned to detect slow image velocities, with the median preferred velocity (temporal frequency/spatial frequency) being 0.79°/s . Neurons in the NOT drive the ocular following phases of horizontal optokinetic nystagmus (OKN) that stabilize retinal images during head movements (e.g., Collewijn 1975a,b; Hoffmann et al. 1995) . However, retinal slip velocities during head movements are rarely Ͻ1°/s in naturally behaving animals, even during stabilizing eye movements (Steinman and Collewijn 1980; Yakushin et al. 2000) . Because most of the slow cells are maximally sensitive to wide-field retinal slip velocities Յ1°/s, they would not be optimally stimulated by the retinal slip during normal behavior. During fixation in rabbits (Collewijn and Van der Mark 1972) , cats (Winterson and Robinson 1975) , and primates (Steinman et al. 1973) , the eyes are not perfectly stabilized and low-velocity (Յ1°/s) eye movements occur. In fixating cats, "slow control" occurs where eye drift is counteracted by opposing eye movements (Winterson and Robinson 1975) . Behavioral experiments show that wallabies actively fixate targets (Hemmi and Mark 1998) , and it is plausible that slow cells help to stabilize eye position during fixation. Assisting fixation would complement the known function of the NOT in stabilizing the retinal image during head movements.
The vestibular apparatus generates a signal when the head is turned that drives counter-directed eye movements at a similar velocity to the head, interspersed with saccades that move in the same direction as the head (for review, see Buttner and Buttner-Ennever 1988) . The characteristic saw-tooth pattern of eye position is referred to as vestibuloocular nystagmus (VOR). The VOR may not need to perfectly stabilize the retinal image during head movements because additional visual signals could be used to maintain good visual acuity (Collewijn 1989) . For example, the NOT may play a role in bringing the gain of the VOR from values below unity to a level that is fully compensatory. That is, the slow cells, which are activated by slip speeds of Ͻ1°/s, could detect small differences between head and eye speed and supply signals that would move the eyes against the head direction more precisely. Interestingly, the optimal slip speeds for stimulating slow cells and modulating the floccular visual climbing fibers, which are thought to control the interaction between head movements and the VOR, are both 0.5-2°/s (Barmack and Hess 1980; Kusonoki et al. 1990; Simpson and Alley 1974) . Further, the SSAR reported here has similar characteristics to the "carryover effect" reported in climbing fibers in the rabbit flocculus (Arts et al. 2000) . As the NOT is known to provide a direct input to the inferior olive, it is possible that the carryover effect observed in the inferior olive has its origins in the NOT.
