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Abstract. The Lawrence–Krammer representation was used in 2000 to show
the linearity of the braid group. The problem had remained open for many
years. The fact that the Lawrence–Krammer representation of the braid group
is reducible for some complex values of its two parameters is now known, as
well as the complete description of these values. It is also known that when
the representation is reducible, the action on a proper invariant subspace is an
Iwahori-Hecke algebra action. In this paper, we prove a theorem of classification
for the invariant subspaces of the Lawrence–Krammer space. We classify the
invariant subspaces in terms of Specht modules. We fully describe them in terms
of dimension and spanning vectors in the Lawrence–Krammer space.
1 Introduction
The Lawrence–Krammer representation of degree n(n−1)2 was used in 2000 to
show the linearity of the braid group on n strands (n ≥ 3). This result is due
to Bigelow in [2] and independently to Krammer in [8]. Their proofs are very
different. Krammer’s proof is algebraic while Bigelow’s proof is topological.
Linearity of a group means that there exists a faithful linear representation of
this group. The Lawrence–Krammer representation first appears in a work of
Lawrence in [9]. It is thus called the Lawrence–Krammer representation. To
show that the braid goup on n strands is a linear group, the n-dimensional Bu-
rau representation was long a candidate. However, the Burau representation is
unfaithful for n ≥ 5, see [18], [15], [1]. Krammer’s representation and proof of
linearity was generalized by Cohen-Wales in [4] for Artin groups of finite type.
The same result of linearity is proven independently by Digne in [6].
The Lawrence–Krammer representation based on two parameters t and q was
known by several authors (Cohen–Gijsbers–Wales in [5], Marin in [16], Zinno in
[22]) to be generically irreducible. It is shown in [12] with some restrictions on
the parameter q that when the two parameters are specialized to some nonzero
complex numbers, the representation becomes reducible. The complete list of
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the nonzero complex parameters for which the Lawrence–Krammer representa-
tion is reducible is given in [12]. In the same paper, it is shown that when the
Lawrence–Krammer representation is reducible, the action on a proper invariant
subspace of the Lawrence–Krammer space is an Iwahori-Hecke algebra action.
In this paper, we give the complete classification of the proper invariant sub-
spaces of the Lawrence–Krammer space in terms of Specht module. Our result
is as follows. It was originally stated as a conjecture in the author’s thesis in
[10]. This result also follows independently from [21] where Rui and Si use the
notions of cellular algebras and Jucys-Murphy bases, which we don’t use here.
Main Theorem. Let n be an integer with n ≥ 3. Assume that q is not a k-th
root of unity for every integer k with 1 ≤ k ≤ n. There are two cases:
1) Assume that qn 6= −1 when t = −1:
if the Lawrence–Krammer representation is reducible, its unique proper invariant
subspace is isomorphic to one of the Specht modules
S(n), S(n−1,1), S(n−2,2), S(n−2,1,1),
which respectively arise if and only if
t =
1
qn
, t ∈
{
1√
qn
,− 1√
qn
}
, t =
1
q
, t = −1
2) If t = −1 and qn = −1, there are exactly three proper invariant subspaces
of the Lawrence–Krammer space and they are respectively isomorphic to S(n),
S(n−2,1,1) and S(n) ⊕ S(n−2,1,1)
In the next sections, we introduce the Lawrence–Krammer representation and
prove the Main Theorem. Further, we fully describe all the proper invari-
ant subspaces by providing their dimensions and some spanning vectors in the
Lawrence–Krammer space.
2 The Lawrence–Krammer representation
The Lawrence–Krammer space V(n), abbreviated L-K space, is the vector space
of dimension n(n−1)2 over the field Q(t, q) with spanning vectors the xβ ’s, indexed
by the n(n−1)2 positive roots β’s of a root system of type An−1. In what follows,
we will denote the simple roots by α1, . . . , αn−1. The positive roots are the
sums αi + · · · + αj (with i ≤ j) of simple roots. If β = αi + · · · + αj , we will
denote the basis vector xβ by wi,j+1. The height ht(β) of a positive root β is
the sum of its coefficients with respect to the simple roots. These coefficients
are either zeros or ones. The support Supp(β) of a positive root β is the set of
k ∈ {1, . . . , n} such that the coefficient of αk in β is nonzero. We will denote
the set of positive roots by φ+. Finally, if (mij)1≤i≤j≤n−1 denotes the Coxeter
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matrix of type An−1, the inner product between two simple roots αi and αj is
given by
(αi|αj) = −cos
(
π
mij
)
The Lawrence–Krammer representation can be constructed via BMW algebras.
These algebras are algebras named after Birman, Murakami and Wenzl. They
were introduced in [3] in order to study the linearity of the braid groups and
independently by Murakami in [20]. They feature in many areas including sta-
tistical mechanics, knot theory and quantum groups theory. The BMW algebra
B(An−1) or simply B of type An−1 with parameters l and m as defined in [5] is
the algebra over the field Q(l,m) with (n− 1) generators g1, . . . , gn−1, those of
the braid group, and other elements e1, . . . , en−1 that are related to the gi’s by
mei = l(g
2
i +mgi − 1)
The other defining relations that relate the elements ei’s and gi’s of the algebra
are the following.
giei = l
−1ei for all i
eigjei = l ei when |i− j| = 1
The BMW algebraB modulo the two-sided ideal I1 = Be1B is the Hecke algebra
with generators g1, . . . , gn−1 and relations the braid relations and the relations
g2i +mgi = 1 for all i
Whenm is a given nonzero complex number, we let r and − 1
r
be the two nonzero
complex roots of the quadratic X2 + mX − 1 = 0. So, the nonzero complex
numbers m and r are related by m = 1
r
− r.
Up to a rescaling of the generators, the algebra B/I1 is the Iwahori-Hecke alge-
bra HF,r2(n) of the symmetric group Sym(n) with parameter r2 over the field
F = Q(l, r), as defined in [17].
In [10], the author uses the isomorphism between the BMW algebra and the tan-
gle algebra of Morton-Traczyk (see [19]) to construct a representation ν(n) of
degree n(n−1)2 of the BMW algebra of type An−1 inside the Lawrence–Krammer
space V(n) over F . She shows that as a representation of the braid group on n
strands and up to some change of parameters and some rescaling of the genera-
tors, this representation is equivalent to the Lawrence–Krammer representation.
The change of parameters is given by lt = r3 and q = 1
r2
. The representation
ν(n) is defined on the elements gi’s and ei’s of the algebra by
ν(n) :
B −→ EndF (V(n))
gi 7−→ νi
ei 7−→ ν(n)(ei) = lm (ν2i +mνi − idV(n))
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where νi is the endomorphism defined on the basis vectors xβ ’s by
νi(xβ) =


r xβ if
Supp(β) ∩ {i− 1, i, i+ 1} = ∅
or {i− 1, i, i+ 1} ⊆ Supp(β)
1
l
xβ if β = αi
xβ+αi if β = αs + · · ·+ αi−1 with s ≤ i− 1 (a)
xβ+αi +mr
ht(β)−1 xαi −mxβ if β = αi+1 + · · ·+ αk with k ≥ i+ 1 (b)
xβ−αi +
m
l rht(β)−2
xαi −mxβ if β = αs + · · ·+ αi with s ≤ i− 1 (c)
xβ−αi if β = αi + · · ·+ αk with k ≥ i+ 1 (d)
Note that (a) and (b) are the two different ways in which the inner product
(αi|β) can be − 12 and (c) and (d) are the two different ways in which the inner
product (αi|β) can be 12 .
We now show that the representation ν(n) is equivalent to the Lawrence–Krammer
representation of the BMW algebra defined by Cohen–Gijsbers–Wales. In [5],
the authors define I2 as the two-sided ideal of B generated by all the products
eiej with |i − j| > 1. For each irreducible representation θ of the Hecke alge-
bra of type An−3, they construct a representation of B/I2 of degree |φ+|deg(θ)
and they show that these are all the irreducible representations of I1/I2. The
Lawrence–Krammer representation of the BMW algebra is obtained for one
the two inequivalent representations of degree one of the Hecke algebra of type
An−3. We next show that ν
(n) is irreducible and factors through I2. The proof
of the following result can be found in [10].
Theorem. Assume r2k 6= 1 for every integer k with 1 ≤ k ≤ n.
When n ≥ 4, ν(n) is irreducible except when l ∈ {r,−r3, 1
r2n−3
,− 1
rn−3
, 1
rn−3
}
when it is reducible.
ν(3) is irreducible except when l ∈ {−r3, 1
r3
,−1, 1} when it is reducible.
This result shows in particular that ν(n) is generically irreducible for every
integer n with n ≥ 3. Moreover, straightforward computations show that for
every nodes i and j with |i − j| > 1, we have ν(n)(eiej) = 0. Thus, ν(n) is an
irreducible representation of I1/I2 of degree |φ+|. It must then be equivalent to
the Lawrence–Krammer representation of the BMW algebra of [5]. Our r is the
1
r
of [5].
We note that the restriction on r that r2k 6= 1 for every integer k with 1 ≤ k ≤ n
is equivalent to assuming that HF,r2(n) is semisimple (see Corollary 3.44 page
48 of [17]).
3 The invariant subspaces of the L-K space
When the representation ν(n) is reducible, the action on a proper invariant
subspace of V(n) is an Iwahori-Hecke algebra action: this is Proposition 1 of
[13]. The following two theorems stated here for the Iwahori-Hecke algebra of
the symmetric group Sym(n) instead of the symmetric group Sym(n) are due
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to James in [7]. In characteristic zero, when the Iwahori-Hecke algebra of the
symmetric group is semisimple, they remain true for the Iwahori-Hecke algebra
of the symmetric group (see [17]).
Theorem 1. Let n be an integer with n ≥ 7 and assume that HF,r2(n) is
semisimple.
Then, every irreducible HF,r2(n)-module is either isomorphic to one of the
Specht modules S(n), S(1
n), S(n−1,1), S(2,1
n−2) or has dimension greater than
(n− 1).
Theorem 2. Let n be an integer with n ≥ 9 and assume that HF,r2(n) is
semisimple.
Then, every irreducible HF,r2(n)-module is either isomorphic to one of the
Specht modules S(n), S(n−1,1), S(n−2,2), S(n−2,1,1) or their conjugates, or has
dimension greater than
(n−1)(n−2)
2 .
Theorem 1 fails for n = 4 as S(2,2) has dimension 2 and for n = 6 as S(3,3) and
S(2,2,2) both have dimensions 5.
Theorem 2 fails for n = 7 as S(4,3) has dimension 14 and for n = 8 as S(4,4) and
S(2,2,2,2) have dimensions 14.
A consequence of Theorem 1 and Theorem 2 is the following corollary.
Corollary 1. Let n be an integer with n ≥ 5 and n 6= 8 and assume that
HF,r2(n) is semisimple.
Then, the irreducible HF,r2(n)-modules have dimension 1, n−1, n(n−3)2 , (n−1)(n−2)2
or dimension greater than
(n−1)(n−2)
2 .
Assume that HF,r2(8) is semisimple. Then, the irreducible HF,r2(8)-modules
have dimension 1, 7, 14, 20, 21 or dimension greater than 21.
We now recall some results of [13] about the existence of a one-dimensional
invariant subspace of the L-K space and of an irreducible (n − 1)-dimensional
invariant subspace of the L-K space for some values of the parameters l and r.
Theorem 3. Let n be an integer with n ≥ 3 and assume HF,r2(n) is semisimple.
Suppose n ≥ 4. There exists a one-dimensional invariant subspace of V(n) if
and only if l = 1
r2n−3
. If so, it is spanned by∑
1≤s<t≤n
rs+t wst
Case n = 3. There exists a one-dimensional invariant subspace of V(3) if
and only if l = 1
r3
or l = −r3.
Moreover, if r6 6= −1, it is unique and
when l = 1
r3
, it is spanned by w12 + r w13 + r
2 w23
when l = −r3, it is spanned by w12 − 1r w13 + 1r2 w23
If r6 = −1, there are exactly two one-dimensional invariant subspaces of V(3)
and they are respectively spanned by the vectors above.
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Proof. This is Theorem 4 of [13]. It is in particular shown along the proof that
except when n = 3, the Specht module S(n) occurs in the L-K space V(n) for
l = 1
r2n−3
, while the conjugate Specht module S(1
n) cannot occur in the L-K
space. When n = 3, S(3) occurs for the value l = 1
r3
and S(3−2,1,1) occurs for
the value l = −r3.
Theorem 4. Let n be an integer with n ≥ 3 and n 6= 4. Assume HF,r2(n)
is semisimple. Then, there exists an irreducible (n − 1)-dimensional invariant
subspace of V(n) if and only if l = 1
rn−3
or l = − 1
rn−3
.
If so, it is spanned by the v
(n)
i ’s, 1 ≤ i ≤ n − 1, where v(n)i is defined by
the formula:
v
(n)
i =
(1
r
− 1
l
)
wi,i+1 +
n∑
s=i+2
rs−i−2(wi,s − 1
r
wi+1,s)
+ ǫl
i−1∑
t=1
rn−i−2+t(wt,i − 1
r
wt,i+1)
with
{
ǫ 1
rn−3
= 1
ǫ− 1
rn−3
= −1
Case n = 4. Assume HF,r2(4) is semisimple. Then, there exists an irreducible
3-dimensional invariant subspace of V(4) if and only if l ∈ { 1
r
,− 1
r
,−r3}.
If l ∈ {− 1
r
, 1
r
}, it is spanned by v(4)1 , v(4)2 , v(4)3 .
If l = −r3, it is spanned by the vectors:

u1 = r w23 + w13 + (
1
r
+ 1
r3
)w34 − w24 − 1r w14
u2 = −r w12 − r2 w13 − 1r w34 − 1r2 w24 + (r + 1r )w14
u3 = (r + r
3)w12 +
1
r
w23 − w13 + w24 − r w14
Proof. This is Theorem 5 of [13]. In particular, it is shown that for n ≥ 3 and
n 6= 4, S(n−1,1) occurs in the L-K space V(n) for l = 1
rn−3
and for l = − 1
rn−3
,
while the conjugate Specht module S(2,1
n−2) cannot occur in the L-K space.
When n = 4, S(3,1) occurs in V(4) when l ∈ { 1
r
,− 1
r
} and S(4−2,1,1) occurs in
V(4) for l = −r3. In the same proof, it is also shown that the Specht modules
S(3,3) and its conjugate S(2,2,2) both of dimension 5 cannot occur inside V(6).
Remark 1. For n ≥ 5, Theorem 3, Theorem 4 and Corollary 1 imply that if
ν(n) is reducible and if l 6∈ { 1
rn−3
,− 1
rn−3
, 1
r2n−3
}, then an irreducible invariant
subspace of V(n) must have dimension greater than or equal to n(n−3)2 when
n 6= 8 and greater than or equal to 14 when n = 8.
In fact, we have the following theorem.
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Theorem 5. Let n be an integer with n ≥ 4 and assume that HF,r2(n) is
semisimple. Then, there exists an irreducible
n(n−3)
2 -dimensional invariant sub-
space of V(n) if and only if l = r. If so it is unique.
Proof. The idea is to consider the B-module K(n) = ∩1≤i<j≤nKer ν(n)(Cij),
where Ci,i+1 = ei and Cij = g
−1
j−1 . . . g
−1
i+1eigi+1 . . . gj−1 for all j ≥ i + 2. We
will denote its dimension by k(n).
Remark 2. Since the ei’s act trivially on any proper invariant subspace W of
V(n), such a space W must be contained in K(n).
When l = r, we show that K(n) is irreducible. For n = 4, this result is part
of Proposition 3 of [13]. When n ≥ 5, Proposition 4 of [13] shows that K(n)
is nonzero. To show that K(n) is irreducible, the idea is to use the fact that
K(n) is an HF,r2(n)-module. Suppose first n 6= 8. If K(n) is reducible, by
semisimplicity of HF,r2(n), the HF,r2(n)-module K(n) decomposes as a direct
sum K1(n)⊕K2(n) of HF,r2(n)-modules with K1(n) irreducible. Since we have
n(n−1)
2 − (n−1)(n−2)2 = n − 1 and n(n−3)2 = (n−1)(n−2)2 − 1, Corollary 1 implies
that one of the two modules K1(n) or K2(n) must have dimension less than
or equal to (n − 1). We now recall that a necessary and sufficient condition
on r so that HF,r2(n) is semisimple is that r2k 6= 1 for every integer k with
1 ≤ k ≤ n. In particular, when l = r, we have l 6∈ { 1
rn−3
,− 1
rn−3
, 1
r2n−3
}. Then,
by Remark 1, it is impossible to have K1(n) or K2(n) of dimension less than
or equal to (n − 1). Thus, K(n) is irreducible and k(n) ≥ n(n−3)2 by Remark
1. When n = 8 the proof is the same but needs to be slightly adapted. We
obtain that K(8) is irreducible and k(8) ≥ 14. A consequence of Remark 2
and of the irreducibility of K(n) is that K(n) is the unique proper invariant
subspace of V(n). For n = 4, the result of Theorem 5 is Proposition 3 of [13].
When n ≥ 5 and l = r, it is shown in [12] that k(n) ≤ n(n−3)2 (see proof of
Theorem 3.3. For a detailed proof, see pages 112 − 116 of [11]). Then, when
n ≥ 5 and n 6= 8, k(n) = n(n−3)2 . When n = 8, we have k(8) ∈ {14, 20}. But if
k(8) = 14, then we observe that k(8) = k(7). We will use the following lemma
to get a contradiction. In this lemma, the Iwahori-Hecke algebra HF,r2(n) is
still assumed to be semisimple.
Lemma 1. Suppose l = r. Then K(n− 1) ⊆ K(n) for all n ≥ 5.
Proof of the lemma. Let n ≥ 5. The vector space K(n) ∩ V(n−1) is not the
whole space V(n−1) (for a proof, see the arguments of the proof of Proposition
1 of [13]). Then by Remark 2, we have K(n) ∩ V(n−1) ⊆ K(n − 1). Moreover,
by Proposition 5, Chapter 8 of [10], we have K(n) ∩ V(n−1) 6= {0}. Hence by
irreducibility of K(n − 1), we must have K(n) ∩ V(n−1) = K(n − 1), which
implies in particular K(n− 1) ⊆ K(n).
Let’s go back to the proof of Theorem 5. By the lemma, we get K(8) = K(7).
By Proposition 5, Chapter 8 of [10], the element r2 w12− r w13+w34− r w24 be-
longs to K(8). We act with ν7 . . . ν4 to see that the element r
4(r2 w12− r w13)+
7
w38 − r w28 also belongs to K(8). However, this element is not in K(7), so we
get a contradiction. Hence it is impossible to have k(8) = 14 and so k(8) = 20.
Thus, for all n ≥ 4, we have shown that when l = r, the B(An−1)-module K(n)
is the unique proper invariant subspace of V(n) and it has dimension n(n−3)2 .
Conversely, it is shown in [12] (see proof of Theorem 3.3 and forthcoming [14])
that if there exists an irreducible n(n−3)2 -dimensional invariant subspace of the
L-K space, then l = r.
We now describe the irreducible n(n−3)2 -dimensional invariant subspace K(n)
of V(n) when l = r.
Theorem 6.
Assume l = r. Let n be an integer with n ≥ 4 and assume that HF,r2(n) is
semisimple.
• When n = 4, the unique invariant subspace K(4) of V(4) is spanned by the
two linearly independent vectors:
w
(4)
1 = (w14 − 1r w24) + (w23 − r w13)
w
(4)
2 = (w24 − 1r w34) + (w13 − r w12)
• When n ≥ 5, the unique invariant subspace K(n) of V(n) is built induc-
tively as a direct sum of the unique invariant subspace K(n− 1) of V(n−1)
and of an (n− 2)-dimensional vector space spanned by the vectors:
w
(n)
1 = w1,n − 1r w2,n + rn−4 (w23 − r w13)
w
(n)
k = wk,n − 1r wk+1,n + rn−4 (w1,k+1 − r w1,k), 2 ≤ k ≤ n− 2
Proof. When n = 4, see Proposition 3 of [13]. When n ≥ 5, we have seen that
K(n− 1) ⊆ K(n). Hence, it suffices to check that the (n− 2) linearly indepen-
dent vectors of the theorem belong toK(n). This is achieved in [10], Chapter 10.
Let’s now study the case of reducibility l = −r3. This case requests more
attention. Indeed, when r2n = −1, we have l = −r3 = 1
r2n−3
. In that case,
K(n) is no longer irreducible. In fact we have the following result.
Theorem 7. Let n be an integer with n ≥ 5. Assume HF,r2(n) is semisimple.
1. If l = −r3 and r2n 6= −1, then K(n) is irreducible and k(n) = (n−1)(n−2)2 .
In particular, K(n) is the unique proper invariant subspace of V(n).
2. If l = −r3 and r2n = −1, then K(n) is reducible and k(n) = 1+ (n−1)(n−2)2 .
Moreover, K(n) is a direct sum of the unique one-dimensional invariant
subspace of V(n) and of the unique irreducible (n−1)(n−2)2 -dimensional in-
variant subspace of V(n).
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Proof. When r2n 6= −1, the proof of irreducibility of K(n) is the same as
in the case l = r. Moreover, by Lemma 10, Chapter 9 of [10], we know that
k(n) ≤ (n−1)(n−2)2 . If n 6= 8, we hence get k(n) = (n−1)(n−2)2 . When n = 8, if
k(8) = 14 it comes 7 ≤ dim(K(8) ∩ V(7)) ≤ 14. But since −r3 6∈ {r,− 1
r4
, 1
r4
},
this is impossible. Hence the case n = 8 is not an exception and k(8) = 21.
When r2n = −1, we have l = −r3 = 1
r2n−3
. Then, there exists a one-dimensional
invariant subspace of V(n) by Theorem 3. We have 0 ⊂ K(n) ∩ V(n−1) ⊆
K(n − 1), where the first inclusion holds by Proposition 5 of [10], Chapter 8.
Moreover, since r2n = −1, we have r2(n−1) 6= −1. Thus by the first point,
K(n − 1) is irreducible. Hence it comes K(n) ∩ V(n−1) = K(n − 1). If K(n)
were one-dimensional, so would be K(n) ∩ V(n−1). Then K(n − 1) would also
be one-dimensional. This would force l = 1
r2n−5
, which is impossible. Hence
the one-dimensional invariant subspace of V(n) has a summand S in K(n).
In particular K(n) is reducible. Moreover, except possibly when n = 8, the
uniqueness part in Theorem 3 and Theorems 4 and 5 allow to claim that the
summand S has dimension greater than or equal to (n−1)(n−2)2 . As for n = 8, if
dim(S) = 14, then it comes k(8) = 15. By arguments already discussed before,
we have K(7) ⊆ K(8). Since by the first point we have k(7) = 15, it follows
that K(7) = K(8). When l = −r3, the vector
−r w23 − 1
r
w34 + w24
belongs to K(8) by Proposition 5 of Chapter 8 of [10]. By acting with ν7ν6ν5ν4
on this vector, we see that
−r5 w23 − 1
r
w38 + w28
also belongs to K(8). The latter vector is not in K(7), hence a contradiction.
So in any case, we have k(n) ≥ 1 + (n−1)(n−2)2 . Further, from K(n) ∩ V(n−1) =
K(n− 1), we derive k(n) ≤ k(n− 1)+ (n− 1). Replacing k(n− 1) = (n−2)(n−3)2 ,
we get k(n) ≤ 1 + (n−1)(n−2)2 . Gathering both inequalities now yields k(n) =
1+ (n−1)(n−2)2 . From this equality on the dimensions, we deduce the existence of
an irreducible (n−1)(n−2)2 -dimensional invariant subspace of V(n). It remains to
show that it is unique. LetW be an irreducible (n−1)(n−2)2 -dimensional invariant
subspace of V(n) such thatK(n) is a direct sum ofW and of the one-dimensional
invariant subspace of V(n). Since for n ≥ 5, we have (n−1)(n−2)2 > n − 1, it
follows that the intersectionW∩V(n−1) is nontrivial. Then, by irreducibility of
K(n− 1), we get W ∩V(n−1) = K(n− 1). In particular, K(n− 1) ⊆ W . Let S
be an HF,r2(n − 1) summand of K(n − 1) in W . Since k(n− 1) = (n−2)(n−3)2 ,
this summand must be (n− 2)-dimensional. To conclude, it will suffice to prove
the following two lemmas.
Lemma 2. Let n an integer with n ≥ 5. Assume that HF,r2(n) is semisimple.
Suppose l = −r3 and r2n = −1. In K(n) there exists a unique one-dimensional
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HF,r2(n− 1)-module, namely the unique one-dimensional invariant subspace of
V(n).
Proof. This is an adaptation of Lemma 13 page 139 of [11], where the assump-
tion r2(n−1) = −1 on r has been replaced with the assumption r2n = −1. The
scalar µ of [11] must then take the value 1 instead of the value 0. Thus, if such
a space exists, it must be spanned by∑
1≤i<j≤n
ri+j wij
This ends the proof of the lemma. A consequence of this lemma is that S is an
irreducible HF,r2(n− 1)-module of dimension (n− 2).
Lemma 3. Let n be an integer with n ≥ 5. Assume that HF,r2(n) is semisimple.
Suppose l = −r3 and r2n = −1. In K(n) there exists a unique irreducible
HF,r2(n− 1)-module of dimension (n− 2).
Proof. The existence part is provided by the module S above. The uniqueness
part is more difficult and is treated in Proposition 17 page 145 of [11].
This ends the proof of Theorem 7. We note that this theorem remains true for
n = 4.
The next theorem describes the irreducible (n−1)(n−2)2 -dimensional invariant
subspace of V(n) when l = −r3.
Theorem 8. Let n be an integer with n ≥ 4 and assume HF,r2(n) is semisim-
ple. Suppose l = −r3.
When n = 4, the irreducible 3-dimensional invariant subspace of V(4) is spanned
by the vectors u1, u2, u3 of Theorem 4.
When n ≥ 5, the irreducible (n−1)(n−2)2 -dimensional invariant subspace of V(n)
is built inductively from the irreducible
(n−2)(n−3)
2 -dimensional invariant sub-
space of V(n−1) by adding the (n− 2) linearly independent vectors:
V
(n)
k = wk+1,n − r wk,n + rn−k wk,k+1, k = 1, . . . , n− 2
Proof. First, we show a lemma.
Lemma 4. Let n ≥ 5. The vectors V (n)1 ,. . . ,V (n)n−2 belong to K(n). Moreover,
the action of the gi’s on these vectors is as follows:
gk−1.V
(n)
k = V
(n)
k−1 + r V
(n)
k − rn−k−1 V (k+1)k−1
gk.V
(n)
k = −
1
r
V
(n)
k
gk+1.V
(n)
k = V
(n)
k+1 + r V
(n)
k − rn−k−1 V (k+2)k when k < n− 2
gn−1.V
(n)
n−2 = −
1
r
V
(n)
n−2
gn−1.V
(n)
k = V
(n−1)
k −mV (n)k when k < n− 2
gi.V
(n)
k = r V
(n)
k when i 6∈ {k − 1, k, k + 1, n− 1}
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Proof. The fact that these vectors belong to K(n) is Claim 3 page 120 of [11].
The equalities that follow are obtained by straightforward computations.
Let’s prove Theorem 8. Suppose n ≥ 5. We distinguish between several
cases.
1. If r2(n−1) 6= −1 and r2n 6= −1.
Then K(n − 1) is irreducible and has dimension (n−2)(n−3)2 . Also K(n)
is the irreducible (n−1)(n−2)2 -dimensional invariant subspace of V(n). The
irreducibility of K(n−1) and the fact that (n−1)(n−2)2 > n−1 when n ≥ 5
imply thatK(n−1) ⊆ K(n). Since we notice that k(n) = k(n−1)+(n−2),
K(n) is a direct sum of K(n − 1) and of an (n − 2)-dimensional vector
space spanned by the vectors V
(n)
1 , V
(n)
2 , . . . , V
(n)
n−2.
2. If r2(n−1) = −1.
Then r2n 6= −1. So K(n) is the irreducible (n−1)(n−2)2 -dimensional invari-
ant subspace of V(n). We have 0 ⊂ K(n)∩ V(n−1) ⊆ K(n− 1). Moreover,
we know that K(n − 1) is a direct sum of a one-dimensional invariant
subspace and of an irreducible (n−2)(n−3)2 -dimensional invariant subspace
of V(n−1). Further, since by Lemma 13 page 139 of [11], there does not
exist any one-dimensional HF,r2(n − 1)-module inside K(n), we see that
K(n) ∩ V(n−1) is irreducible, (n−2)(n−3)2 -dimensional. So, K(n) ∩ V(n−1)
is the irreducible (n−2)(n−3)2 -dimensional invariant subspace of V(n−1) and
K(n) is a direct sum of K(n)∩V(n−1) and of an (n−2)-dimensional vector
space spanned by the vectors V
(n)
1 , V
(n)
2 , . . . , V
(n)
n−2.
3. If r2n = −1.
Let W be the irreducible (n−1)(n−2)2 -dimensional invariant subspace of
V(n). We have seen along the proof of Theorem 7 thatW containsK(n−1),
the irreducible (n−2)(n−3)2 -dimensional invariant subspace of V(n−1). Con-
sider the F -vector space
S = K(n− 1)⊕ SpanF (V (n)1 , . . . , V (n)n−2)
This vector space has dimension (n−1)(n−2)2 over F . We will show that it
is stable under the action by the gi’s and that W = S. When r2n = −1,
we have r2 6= −1, (r2)2 6= −1, . . . , r2(n−1) 6= −1. We notice that K(3)
is spanned over F by V
(3)
1 (see Theorem 3) and a use of the computer
program of appendix A of [10] shows that the vectors V
(3)
1 , V
(4)
1 and V
(4)
2
belong to K(4). In particular, we have K(3) ⊂ K(4). These remarks and
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point 1. of the ongoing proof imply that
(>)
{
K(3) ⊂ K(4) ⊂ · · · ⊂ K(n− 1),
K(s) =< V
(j)
i : 3 ≤ j ≤ s, 1 ≤ i ≤ j − 2 >F
Further, we have:
gn−1.V
(j)
k = r V
(j)
k
gn−1.V
(n−1)
k = V
(n)
k
∀ 3 ≤ j ≤ n− 2, ∀ 1 ≤ k ≤ j − 2
∀ 1 ≤ k ≤ n− 3
It follows that
gn−1.K(n− 1) ⊆ S
This inclusion, point (>) and the equalities of Lemma 4 imply that S is
stable under the action by the gi’s. Since S is contained in K(n), it follows
that S is an HF,r2(n)-module. Moreover, by choice of l and r, we see that
S must be irreducible. Hence S is the irreducible (n−1)(n−2)2 -dimensional
invariant subspace of V(n). This ends the proof of Theorem 8.
4 Proof of the Main Theorem
We will work on the representation ν(n) of this paper instead of the original
representation of Krammer of [8]. This is allowed by the following lemma.
Lemma 5. It suffices to check the main theorem on the representation ν(n)
where q has been replaced by 1
r2
and t has been replaced with r
3
l
.
Proof. We recall from § 2 that the representation of this paper is equivalent to
the Lawrence–Krammer representation of the BMW algebra of [5] where our r is
the 1
r
of [5]. Further, up to some rescaling of the generators, the representation
of [5] is equivalent, as a representation of the braid group on n strands, to the
representation of the Artin group of type An−1 of [4]. The parameters t and r
of [4] are related to the parameters l and r of [5] by l = 1
tr3
. The representation
of [4] is itself equivalent to the original representation of Krammer of [8] with
parameters t and q. The link between the parameter q of [8] and the parameter
r of [4] is given by q = r2.
Proof of the Main Theorem.
We first deal with the uniqueness part when we exclude the case when
l = −r3 and r2n = −1. Then, under the assumption that HF,r2(n) is semisim-
ple, the values 1
r2n−3
, 1
rn−3
, − 1
rn−3
, r, −r3 are all distinct. When l = r or
l = −r3, we have seen thatK(n) is irreducible. As any proper invariant subspace
of V(n) must be contained in K(n) (this is Remark 2), the B(An−1)-module
K(n) is then the unique proper invariant subspace of V(n). Next, suppose that
l ∈ { 1
rn−3
,− 1
rn−3
, 1
r2n−3
} and letW be an irreducible invariant subspace of V(n).
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If dim(W) ≥ (n−1)(n−2)2 , then dim(W) > n − 1 as soon as n ≥ 5. This implies
thatW∩V(n−1) 6= {0}, hence ν(n−1) is reducible. Also, we have dim(W) > 2n−3
as soon as n ≥ 6. This implies thatW∩V(n−2) 6= {0}, hence ν(n−2) is reducible.
Using the reducibility theorem of §2 and our usual restriction on the parameter
r, we then get l ∈ {r,−r3}, a contradiction. By the same proof when n = 8,
we cannot have dim(W) = 14 since 14 > 13. So assuming n ≥ 6 and using
Corollary 1 and Theorem 5, we must hence have dim(W) ∈ {1, n − 1}. Now
the uniqueness follows from Theorem 3 and Theorem 4. When n = 5, the irre-
ducible representations of HF,r2(5) have degrees 1, 4, 5 and 6. If dim(W) = 6,
applying the reducibility theorem on ν(4), we get l ∈ {r,−r3, 1
r
,− 1
r
, 1
r5
}. Since
we assumed l ∈ { 1
r7
, 1
r2
,− 1
r2
}, we then have l = 1
r7
and l ∈ { 1
r
,− 1
r
}. This means
that there exists a (unique) one-dimensional invariant subspace in V(5) and an
irreducible 3-dimensional invariant subspace in V(4), which is also the unique
proper invariant subspace of V(4). We get k(5) = 7 and so dim(K(5)∩V(4)) ≥ 3.
But V(4) has a unique proper invariant subspace which has dimension 3, so we
get K(5) ∩ V(4) = K(4). In particular, we derive K(4) ⊆ K(5). Further, by
Theorem 4,
v
(4)
2 =
(
1
r
− 1
l
)
w23 +
(
w24 − 1
r
w34
)
+ εl r
(
w12 − 1
r
w13
)
belongs to K(4). We show that the action of C35 on v
(4)
2 is nonzero. The action
of the elements Cij ’s is summarized in appendix C of [10]. We have
C35. w23 =
1
r
w35
C35. w24 =
(
1
r
− r
)(
1
l
− 1
r
)
w35
C35. w34 =
1
l
w35
C35. w13 =
1
r2
w35
It follows that
If l = 1
r
, then C35. v
(4)
2 = (−r2 − 1r2 )w35 6= 0 since r4 6= −1.
If l = − 1
r
, then C35. v
(4)
2 = (r +
1
r
)2 w35 6= 0 since r2 6= −1.
These computations show that v
(4)
2 6∈ K(5), which contradicts K(4) ⊆ K(5).
We conclude that it is impossible to have dim(W) = 6. Thus, an invariant
subspace is unique in the case when n = 5 as well. This ends the uniqueness
part in point number 1.
Let’s study the case when l = −r3 and r2n = −1. As K(n) is a direct
sum of the unique one-dimensional invariant subspace and of the unique ir-
reducible (n−1)(n−2)2 -dimensional invariant subspace of V(n), there are indeed
exactly three proper invariant subspaces in V(n). It remains to show that when
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n ≥ 5, the unique irreducible (n−1)(n−2)2 -dimensional invariant subspace of V(n)
is isomorphic to the Specht module S(n−2,1,1). This is the object of Proposition
18 page 149 of [11]. We recall that as part of the proof of Theorem 3, the Specht
module S(1,1,1) occurs in V(3) when l = −r3 and as part of the proof of Theorem
4, the Specht module S(2,1,1) occurs in V(4) when l = −r3. Point number 2) is
thus entirely proven.
Let’s go back to point number 1). The unique proper invariant subspace of
V(n) is K(n). We call it W . When l = 1
r2n−3
, W is isomorphic to S(n) by the
proof of Theorem 3. Suppose next l ∈ { 1
rn−3
,− 1
rn−3
}. Then W is isomorphic
to S(n−1,1) by the proof of Theorem 4. Suppose now l = r. By Theorem 5,
W is an irreducible n(n−3)2 -dimensional HF,r2(n)-module. By Theorem 2, such
an irreducible HF,r2(n)-module must be isomorphic to S(n−2,2) or its conjugate
Specht module S(2,2,1
n−4), except when n = 7 in which case it can also be iso-
morphic to S(4,3) or its conjugate Specht module S(2,2,2,1), both of dimension
14. Thus, there are two things to show. One of them is that for n ≥ 5,W cannot
be isomorphic to S(2,2,1
n−4). The other one is that W cannot be isomorphic to
S(4,3) or to S(2,2,2,1) when n = 7. Let’s start with the first point. We proceed
by induction on n ≥ 5 to show that if W is an irreducible n(n−3)2 -dimensional
invariant subspace of V(n), it is impossible to have W ≃ S(2,2,1n−4). We show
that this is true when n = 5. This is Result 1 page 21 of [13]. When n ≥ 6, we
use the branching rule. If W ≃ S(2,2,1n−4), then
W ↓H
F,r2 (n−1)
≃ S(2,1n−3) ⊕ S(2,2,1n−5)
We have 0 ⊂ W ∩ V(n−1) ⊂ W ↓HF,r2 (n−1), so we get W ∩ V(n−1) ≃ S(2,2,1
n−5).
This is in contradiction with our induction hypothesis and we are done with
the first point. Let’s deal with the second point. First, if W is isomorphic to
S(2,2,2,1), then by the branching rule,
W ↓H
F,r2 (6)
≃ S(2,2,2) ⊕ S(2,2,1,1)
Since by the proof of Theorem 4, the Specht module S(2,2,2) cannot occur in
V(6), we must have W ∩V(6) ≃ S(2,2,1,1). Another application of the branching
rule then yields
W ∩ V(6) ↓H
F,r2 (5)
≃ S(2,1,1,1) ⊕ S(2,2,1)
The intersectionW∩V(5) is nonzero. Moreover, S(2,1,1,1) does not occur in V(5)
by the proof of Theorem 4. Also S(2,2,1) does not occur in V(5) (this is Result 1
page 21 of [13]). We thus get a contradiction. If now W is isomorphic to S(4,3),
applying the branching rule twice yields
W ↓H
F,r2 (5)
≃ 2S(3,2) ⊕ S(4,1) (1)
Let w1, w2, w3, w4, w5 be linearly independent vectors of W such that the
actions by g1, g2, g3 and g4 on these vectors is given by the matrices Pi’s of
Fact 1 page 19 of [13]. Notice the presence of a seventh node does not change
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the computations of [13]. Indeed, since g1.w4 = − 1r w4 and g3. w4 = − 1r w4,
we see that the vector w4 belongs to V(4). Then the relations w5 = g4. w4,
w1 = g2. w4 − r w4, w2 = g4. w1, w3 = g3. w2 − r w2, show that the presence of
a seventh node can just be forgotten. Then, up to a multiplication by a scalar,
the wi’s are uniquely determined as in [13]. This contradicts the multiplicity
of S(3,2) in (1). So we are done with the case l = r. It remains to deal with
the reducibility case l = −r3 when we assume r2n 6= −1. In this case W is an
irreducible (n−1)(n−2)2 -dimensionalHF,r2(n)-module. A use of Theorem 2 shows
that W must be isomorphic to S(n−2,1,1) or to S(3,1n−3). We show that W is
isomorphic to S(n−2,1,1). This is already true for n = 3 by the proof of Theorem
3 and for n = 4 by the proof of Theorem 4. When n = 5, there is nothing to
prove as S(3,1,1) is self-conjugate. As for n ≥ 6, we proceed by induction on n
to show that S(3,1
n−3) cannot occur in V(n). First we show that S(3,1,1,1) cannot
occur in V(6). Suppose K(6) ≃ S(3,1,1,1). Then by the branching rule,
K(6) ↓H
F,r2 (4)
≃ 2S(2,1,1) ⊕ S(3,1) ⊕ S(1,1,1,1)
In particular, there exists a vector w of K(6) such that
gi. w = −1
r
w for each i ∈ {1, 2, 3}
These relations imply that in w there are no terms in w1j or w2j or w3j or w4j
or wjk for any j ≥ 5 and any k ≥ j+1. In other words, w belongs to V(4). But
in V(4) there does not exist any one-dimensional invariant subspace isomorphic
to S(1
4), hence a contradiction. This finishes the base case n = 6. Let n ≥ 7
and suppose that S(3,1
n−4) cannot occur inside V(n−1). Let’s show that S(3,1n−3)
cannot occur inside V(n). IfW is an irreducible (n−1)(n−2)2 -dimensional invariant
subspace of V(n) that is isomorphic to S(3,1n−3), its restriction to HF,r2(n−1) is
isomorphic to S(3,1
n−4)⊕S(2,1n−3). ThenW∩V(n−1) is isomorphic to S(3,1n−4).
This is impossible with our induction hypothesis. This ends the proof of the
Main Theorem.
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