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Abstract
Cryo-Electron Microscopy (cryo-EM) has become an extremely powerful method for
resolving structural details of large biomolecular complexes. However, challenging problems
in single-particle methods remain open because of (1) the low signal-to-noise ratio in EM;
and (2) the potential anisotropy and lack of coverage of projection directions relative to the
body-fixed coordinate system for some complexes. Whereas (1) is usually addressed by class
averaging (and increasingly due to rapid advances in microscope and sensor technology), (2)
is an artifact of the mechanics of interaction of biomolecular complexes and the vitrification
process. In the absence of tilt series, (2) remains a problem, which is addressed here by
supplementing EM data with Small-Angle X-Ray Scattering (SAXS). Whereas SAXS is of
relatively low resolution and contains much lower information content than EM, we show
that it is nevertheless possible to use SAXS to fill in blind spots in EM in difficult cases
where the range of projection directions is limited.
1 Introduction
The goal of this paper is the fusion of information from cryo-electron microscopy (cryo EM) and
small-angle X-ray scattering (SAXS) in order to exploit the synergies of both techniques. Both
of these methods are experimental biophysical techniques used to glean information about the
structure of (large) biomolecular complexes in the native state. The data acquisition in these
methods can be briefly summarized as follows: in so-called single-particle EM, we are presented
with noisy projections of the electron density of a molecular structure from a finite number of
a priori unknown different directions relative to its body-fixed frame. The three-dimensional
shape is to be reconstructed from these projection data, i. e., EM is a tomographic imaging
technique. SAXS data acquisition, on the other hand, can be interpreted as taking the electron
density of the structure — or rather the result of a convolution of the density with a reflected
version of itself — and subsequent averaging over concentric spheres centered at the origin. This
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is equivalent to square averaging the Fourier spectrum of the electron density on these spheres.
For a detailed discussion of the mathematical aspects of SAXS and EM data acquisition, we
refer the reader to Dong et al. [2015a]; Afsari et al. [2015].
The information content and resolution of EM projections, either after class averaging or due
to new advances in imaging technology, are both significantly higher than SAXS. Nevertheless,
we make the case that there are potential benefits to fuse these information sources.
The main tool that we use in this work to fuse the information from EM and SAXS is the
well-known Fourier slice theorem. In two dimensions, this theorem states that the results of the
following two calculations are equal:
1. Taking a two-dimensional function f(x, y), projecting it onto some (one-dimensional) line,
and doing a Fourier transform of that projection along that line.
2. Taking the function f(x, y), performing a two-dimensional Fourier transform, and then slicing
it through its origin with a line parallel to the projection line mentioned above.
This theorem directly generalizes into higher dimensions; particularly, it also holds in the
three-dimensional case.
The starting point of this work is the Fourier slice theorem: we can interpret EM data as
spectral data given on a finite number of planes passing through the origin as parts of the
Fourier spectrum of the electron density of the molecular structure of interest. The main issue
here is that there might be significantly large gaps between these planes in the spectral EM
data, because the number of directions in which projection data acquired in EM can be very
limited. This makes reconstruction via the two-dimensional inverse Fourier transform potentially
problematic. As indicated above, SAXS adds to the spectral EM data, for here the data can
be seen as constant values on concentric spheres centered at the origin of the Fourier space,
resulting from square averaging of the spectrum over these spheres. Therefore, both EM and
SAXS data can be considered in this context as partial information on the Fourier spectrum of
the electron density to be reconstructed.
The remainder of this paper is organized as follows: in Section 3, we derive our technique for
SAXS-EM data fusion and in Section 4 we explore some properties of the multiple admissible
solutions for the reconstructed data of the SAXS-EM fusion procedure. Section 5 presents
numerical results, validating the practical applicability of our method. In Section 6, we discuss
our results and give an outlook on future developments.
2 Literature Review
Macromolecular structure determination is of central importance in biology because of the close
relationship between shape and function. As the fields of biology and biophysics increasingly
focus on the study of cellular phenomena, understanding the structure and motion of large
biomolecular complexes is becoming critical. Large biomolecular complexes bridge the length
scales of single-molecule studies and cellular phenomena.
Two of the main methods used in this context are small-angle X-ray scattering (SAXS)
Stuhrmann [1970]; Feigin et al. [1987]; Blanchet and Svergun [2013]; Svergun and Koch [2003];
Dong et al. [2015b] and cryo-electron microscopy (cryo EM) Crowther et al. [1970]; Van Heel
and Frank [1981]; Penczek et al. [1992]; Frank [2006]; Wang and Sigworth [2006]; Scheres [2012].
SAXS is known for its relatively low resolution and low information content in comparison to
cryo-EM. Nevertheless, the information provided in these methods can be used to complement
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each other provided that the structural features in both experimental conditions are compatible
Kim et al. [2017].
The data acquisition processes in these methods are also quite different. A SAXS experiment
is fast to perform (given access to a synchrotron) and requires relatively little sample preparation.
But it provides very low resolution data. In contrast, a cryo-EM experiment can usually be
performed locally on microscopes owned by most research-intensive universities, and provides
large amounts of data. But EM needs more effort for sample preparation and moreover, post-
processing computations are necessary to classify, denoise and/or class-average images Bhamre
et al. [2016]; Park and Chirikjian [2014]; Park et al. [2011]; Penczek [2002]; Schatz and Van Heel
[1990]; Sigworth [1998]. After this, the images are aligned to yield a 3D density map at high
resolution Penczek et al. [1996]; Scheres et al. [2005]; Shkolnisky and Singer [2012]; Singer et al.
[2011]; Wang and Sigworth [2006].
Usually either SAXS or cryo-EM is used, but here we investigate the “fusion” of structural
information obtained from SAXS and EM experiments. Although the type of data and the
data acquisition processes in these methods are quite different, they do share some common
features. Both SAXS and EM differ from crystallography in that no crystallization is needed
(at the expense of lower resolution). The advantage is that finding appropriate crystallization
conditions in many cases is either a very lengthy process or the process may capture the molecules
in conditions that are not biologically relevant.
That said, in SAXS experiments, the biomolecular complexes of interest are in solution and
are exposed to X-ray beams, which leads to the scattering of X-ray photons. Unlike in X-
ray crystallography where the macromolecules are regularly positioned and oriented, in SAXS
the molecules can move and rotate randomly in solution. Hence, roughly speaking, the low
resolution in SAXS can be attributed to the fact that the SAXS data is the spherical average
of the scattering pattern of the complex under study.
In cryo-EM, similar to standard tomography, we obtain numerous two-dimensional (2D)
projections of a 3D complex. A specimen grid, with the molecules of interest in it, is prepared
and exposed to high-energy electron beams to obtain millions of projected 2D images. However,
in contrast to tomography, the projections are at random (unknown) directions; moreover,
the projections are extremely noisy. As a result, the 3D volume reconstruction in cryo-EM
involves complicated postprocessing and still the resolution is not very high as compared to
crystallographic structures (although it is much higher than SAXS).
Both SAXS and EM have been successfully used for the structural study of large biomolecular
complexes. However, as explained earlier, they have their own disadvantages for the study of
functionstructure relationships. To better investigate the relationship between the function and
the shape of a biomolecular complex, it may be desirable to fuse the information from these two
experimental data modalities, which is the goal of this paper.
3 Theory
In this section, we elaborate on the theory of SAXS-EM data fusion in the two-dimensional and
three-dimensional case. We consider the two-dimensional case first, because we will later see
that our idea directly generalizes to the three-dimensional case, which simplifies the derivation.
3.1 The two-dimensional case (For conceptualization)
Though proteins are 3D structures, before going into the mathematical details of 3D case, we
first develop a conceptual framework illustrated with a 2D toy model.
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In the two-dimensional case, the task is to reconstruct the unknown electron density ρ(x, y)
of a fictitious 2D structure of interest from partial Fourier data. The idea of information fusion
is to combine the information from both EM and SAXS to fill in the missing values of the Fourier
spectrum ρˆ(ω1, ω2) in the plane, so that ρ can be reconstructed via a two-dimensional inverse
Fourier transform. Figure 1 shows the basic two-dimensional setting. In Fourier space, from
EM and the Fourier slice theorem, the values of the spectrum ρˆ on each line passing through
the origin are known. On the other hand, the values of the square average of ρˆ on each of the
concentric circles are known from SAXS. For simplicity, Fig. 1 shows only one such circle, with
radius equal to one. Many such circles will be used to cover the plane in Fourier space.
Figure 1. SAXS-EM data in the two-dimensional setting (conceptual plot).
Switching to polar coordinates, r and θ, we see that the value of ρˆ(r cos θi, r sin θi) at the
intersection between each line and the circle is known, because from the Fourier slice theorem,
the EM data can be seen as the values of ρˆ on lines passing through the origin, perpendicular to
the respective projection direction (in 3D the slice would be a plane and the projection direction
would be normal to this plane). The sought-after density function ρ : R2 → R≥0 has the Fourier
transform
ρˆ(ω) =
∫
R2
ρ(x)e−iω
Txdx.
The original function ρ can be reconstructed from its Fourier transform via the inverse
transform,
ρ(x) = (2pi)−2
∫
R2
ρˆ(ω)eiω
Txdω. (1)
In polar coordinates, the frequency vector can be written as ω = r · (cos θ, sin θ)T, where
r = ‖ω‖2 is the Euclidean 2-norm of ω. The plane is divided into an infinite number of circles
with radius r ∈ R≥0. Without loss of generality, let us choose in Fig. 1 the unit circle S1 with
radius r = 1, so that ω = (cos θ, sin θ)T. In this case, we can use the short hand ρˆ(ω) ≡ ρˆ(θ),
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so that ρˆ(θ) describes a function on the unit circle in the ω-plane. Since −(cos θ, sin θ) =
(cos(θ + pi), sin(θ + pi)), we get directly from the definition of the Fourier transform
ρˆ(θ) = ρˆ(θ + pi). (2)
From the various projections in EM, only the values of the function ρˆ along specific lines in
R2 is obtained, and these lines are not uniformly spaced with respect to their angle. Our goal is
to interpolate the data so as to match the projection data of the experiment, while also getting
meaningful “in-between” values of the function ρˆ on the whole circle. The SAXS experiment
provides the square average of the function ρˆ along the circle, which is the information that we
shall incorporate in the interpolation process.
For the unit circle S1 with radius r = 1, the 2D version of the SAXS experiment gives the
single value
I :=
∫
S1
|ρˆ(θ)|2dθ =
∫
S1
ρˆ(θ)ρˆ(θ)dθ. (3)
On the other hand, data ρˆ(θi) and ρˆ(pi + θi) = ρˆ(θi) at specific points θi, i = 1, 2, . . . ,m, on
the unit circle are provided by EM, where m is the number of different projection angles. We
approximate the function ρˆ with a truncated Fourier series (i. e., a trigonometric polynomial),
ρˆ(θ) =
n∑
k=−n
ρ˜ke
ikθ, (4)
where
ρ˜k = (2pi)
−1
∫ 2pi
0
ρˆ(θ)e−ikθdθ (5)
are the (classical) Fourier coefficients of the function ρˆ on the unit circle S1, and n ∈ {0, 1, 2, . . . }
is the approximation order. We note that
ρ˜−k = (−1)k ρ˜k, (6)
due to (2).
Now we substitute (4) into (3), and derive
I =
∫ 2pi
0
( n∑
k=−n
ρ˜ke
ikθ
)( n∑
k′=−n
ρ˜k′eik
′θ
)
dθ (7)
=
n∑
k,k′=−n
ρ˜k ρ˜k′
∫ 2pi
0
eikθ e−ik
′θdθ
= 2pi
n∑
k,k′=−n
ρ˜k ρ˜k′ δk,k′
= 2pi
n∑
k=−n
|ρ˜k|2,
where δk,k′ is the Kronecker delta symbol, which is equal to one if k = k
′ and equal to zero
otherwise. Equation (7) is an approximation to the well-known Parseval equality. Now let us
bring this equation into matrix-vector notation. To this end, we introduce the vectors
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ρ˜ :=
(
ρ˜−n, . . . , ρ˜−1 | ρ˜0 | ρ˜1, . . . , ρ˜n
)T
.
ρˆ =
(
ρˆ(θ1), ρˆ(θ2), . . . , ρˆ(θ2m)
)T
.
With this vector, (7) attains the form
I = 2piρ˜Hρ˜,
where ρ˜H = ρ˜T is the Hermitian transpose of ρ˜.
Now turning back to (4), we find that
ρˆ = Aρ˜. (8)
where
A =

e−inθ1 . . . e−iθ1 1 eiθ1 . . . einθ1
e−inθ2 . . . e−iθ2 1 eiθ2 . . . einθ2
...
...
...
...
...
e−inθ2m . . . e−iθ2m 1 eiθ2m . . . einθ2m
 ∈ C2m×(2n+1).
It can be seen from (5) that the unknown ρ˜0 is real. We bring this unknown quantity to the
left-hand side of (8),
ρˆ− ρ˜01 = F ρ˜′ (9)
where 1 is the vector of length 2m containing only ones,
F =

e−inθ1 . . . e−iθ1 eiθ1 . . . einθ1
e−inθ2 . . . e−iθ2 eiθ2 . . . einθ2
...
...
...
...
e−inθ2m . . . e−iθ2m eiθ2m . . . einθ2m
 ∈ C2m×2n,
ρ˜′ =
(
ρ˜−n · · · ρ˜−1 | ρ˜1 · · · ρ˜n
)T
. (10)
Suppose the matrix F is invertible (by imposing the constraint m = n), then
ρ˜′ = F−1(ρˆ− ρ˜01). (11)
Substituting (11) into (7), we finally get
ρ˜20 + [F
−1(ρˆ− ρ˜01)]H[F−1(ρˆ− ρ˜01)] = (2pi)−1I. (12)
This is a quadratic equation in ρ˜0, so we can solve it for ρ˜0 first. Subsequently, we can solve
(11) for ρ˜′, so that all the Fourier coefficients ρ˜ are found. This in turn allows for interpolation
of the given spectral values ρˆ(θ1), . . . , ρˆ(θ2m) on the circle. Note that the symmetry relations
(2) and (6) can be exploited here. Alternatively, an adequate algorithm for solving the system
(11) is the non-equispaced fast Fourier Transform (NFFT) of Potts et al. [2001]. This algorithm
and its so-called adjoint could also be used in the first step in an iterative scheme for solving
the quadratic equation (12) for ρ˜0. Performing the above-described procedure on a suitable
number of concentric circles, we can potentially interpolate the complete spectrum ρˆ of ρ. In
any case, from the interpolated spectral data, we can reconstruct the sought-after density ρ from
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its spectrum ρˆ via a discretized inverse Fourier transform, cf. (1). This last step can be carried
out using either a classical inverse FFT or the inverse NFFT of Potts et al., depending on the
points at which the spectrum ρˆ is interpolated.
Before we show how the above method for SAXS-EM data fusion generalizes to the three-
dimensional case, an important remark is in order. Of course, the above matrix F will be
invertible if and only if m = n and if the projection angles θi are pairwise different from each
other. If the number m of EM projection angles is smaller than the approximation order n, than
the Moore-Penrose pseudo inverse of the matrix F , or any other method for solving the linear
system (9) could be used. However, it clearly makes sense to choose the approximation order n
such that it matches m, so that the above-described method for SAXS-EM data fusion results
in a quadratic and invertible matrix F . If some of the EM projection angles θi are very similar
to each other, it could be numerically more stable to exclude the “redundant” angles, and to
choose the approximation order n accordingly. The over-determined case m > n is neither of
practical nor of theoretical interest for here the information of SAXS would theoretically already
be included in the EM data.
Due to the geometric properties of the two-dimensional unit sphere, which are different from
those of the three-dimensional unit sphere, the situation in the three-dimensional case is slightly
more complicated than this, as we will see later. But the same conceptual framework applies.
3.2 Numerical illustration - Fusion on a unit circle
In this subsection, the basic principle behind SAXS-EM data fusion is illustrated numerically.
To show the general concept, the experiment is performed in real space. But the calculation
method can be implemented in Fourier space as well.
The following function on a unit circle is used as a testing model,
f(θ) = (2 sin5 θ + cos θ + 2 cos3 θ)2
In the experiment, it is supposed that values of the function are known when θ ∈ [30◦ 35◦ 38◦ 40◦
95◦ 105◦ 110◦ 120◦], which is used as EM data.
The SAXS information can then be calculated as
I(1) =
∫ 2pi
0
|f(θ)|2dθ (13)
Both the EM reconstruction and SAXS-EM fusion reconstruction have been performed.
Results are shown in Fig. 2, in which the two dashed lines (in red and green) are results from
the SAXS-EM fusion, the black dotted line shows the EM result, and the blue dashed line with
black dots is the original function.
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Figure 2. Reconstruction results of EM and SAXS-EM comparing with the original function
It can be seen from the figure, the SAXS-EM fusion technique provides two very different
results. One fits the original function pretty well, but the other one goes far from the ground
truth. The two result phenomenon can be explained since (12) is a quadratic equation solving
for ρ˜0, which yields two solutions. However, as shown in the figure, one of the two solutions is
definitely wrong.
In this 1D example, the value of the function can be used as the filter. Since the original
function indicates the density of a model must be positive in each point, the red dash line
can be easily eliminated. In the 2D and 3D cases, the minimum mean square error has been
adopted to choose the solution which gives a more stable intensity value, I(ρ). However, this
is a computationally intensive procedure and the origin of the two solutions obtained as well as
the filtering steps will be explained in detail later in Section 4.
3.3 The three-dimensional case
In single-particle cryo EM, we have many copies of the same biomolecular structure (each called
a “particle”) oriented in many different ways. If ρ : R3 → R≥0 is the density function of the
particle as described in its own body-fixed frame, and if Ri is the rotation matrix describing
the orientation of the ith particle relative to the laboratory frame, then the projection along the
laboratory z-axis will be
pii(x, y) :=
∫ ∞
−∞
ρ(RTi x)dz =
∫ ∞
−∞
ρ(xRTi e1 + yR
T
i e2 + zR
T
i e3)dz,
where x = (x, y, z)T ∈ R3, while e1, e2, e3 ∈ R3 are respectively the canonical unit vectors in
x-, y-, and z-direction.
This means that in the body-fixed frame of the ith particle, the projection direction ni is
ni = R
T
i e3.
8
From the Fourier slice theorem, this then means that the two-dimensional Fourier transform
pˆii of the projection pii(x, y) is a slice of the three-dimensional Fourier transform,
ρˆ(ω) =
∫
R3
ρ(x)e−iω
Txdx
of the density function ρ in the plane through the origin with normal ni. Explicitly, the Fourier
slice theorem here reads
pˆii(ω) = ρˆ(ω1R
T
i e1 + ω2R
T
i e2), ω = (ω1, ω2)
T ∈ R2. (14)
The density function ρ can be recovered from its Fourier transform ρˆ via the inverse Fourier
transform,
ρ(x) = (2pi)−3
∫
R3
ρˆ(ω)eiω
Txdω. (15)
Let us assume that an existing EM reconstruction method has determined R1, . . . , Rn, where
n is the total number of particles. Our goal is to fuse the experimental EM information for
i = 1, ..., n given in the left-hand-side of (14) with the SAXS experimental measurements. The
SAXS data is the square average of the Fourier transform ρˆ over spheres centered at the origin,
I(r) :=
∫
S2
|ρˆ(ru)|2du =
∫
S2
ρˆ(ru)ρˆ(ru)du, (16)
where S2 is the two-dimensional unit sphere in R3.
Figure 3. Geometric situation in the three-dimensional case (conceptual plot).
Our approach for SAXS-EM data fusion in the three-dimensional case will be a direct gener-
alization of the two-dimensional case discussed in the previous section. We wish to reconstruct ρˆ
by viewing the Fourier space as consisting of an infinite number of concentric spheres. On each
of these spheres will be a certain number of so-called great circles, arising from the intersection
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of a plane containing the origin with the respective sphere, cf. Fig. 3. The values of the spectrum
ρˆ on these great circles are provided by EM data, cf. (14). The SAXS information (16) will serve
to improve the reconstruction in the potentially large “gaps” between the great circles.
Apart from that, the main difference between the three-dimensional and the planar case is
that instead of the classical Fourier basis eikθ, we will now employ spherical harmonics that we
briefly review below.
3.3.1 A brief review of spherical harmonics
On the two-dimensional unit sphere S2 in R3, let us introduce spherical coordinates θ and φ
such that for any point u = (x, y, z) on the unit sphere S2 it holds
x = sin θ cosφ,
y = sin θ sinφ,
z = cos θ.
The angle θ ∈ [0, pi] is called the polar angle, while φ ∈ [0, 2pi) is referred to as the azimuthal
angle. The integral of any integrable function f : S2 → C can be computed via∫
S2
f(u)du =
∫ pi
0
∫ 2pi
0
f(θ, φ)dφ sin θ dθ.
If a function f is square-integrable over S2, i. e.,∫
S2
|f(u)|2du < ∞,
then it can be expanded in terms of the spherical harmonics. These are defined as
Ylm(θ, φ) :=
√
(2l + 1)
4pi
(l −m)!
(l +m)!
Pml (cos θ)e
imφ, l ∈ {0, 1, 2, . . . }, m ∈ {−l, . . . , l},
where
Pml (x) :=
(−1)m
2ll!
(1− x2)m/2 d
l+m
dxl+m
(x2 − 1)l, x ∈ [−1, 1],
is an associated Legenrde polynomial. This is possible because the spherical harmonics consti-
tute an orthonormal basis for L2(S2), the set of all square-integrable functions on the sphere.
Such an expansion reads as
f =
∞∑
l=0
l∑
m=−l
f˜lmYlm, (17)
where
f˜lm =
∫
S2
f(u)Ylm(u)du (18)
are the generalized, spherical Fourier coefficients of the function f . Equality in (17) holds in the
L2 sense, but in general not pointwise. However, as is commonly done, we can use a truncated
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version of the Fourier series as a pointwise approximation to the function f of interest, which
will be smooth in general.
Without going into too much detail, we note that the spherical harmonics have nice properties
under rotation. Indeed, for a given rotation matrix R we find that
Ylm(R
Tu) =
l∑
m′=−l
D
(l)
mm′(R)Ylm′(u),
whereD
(l)
mm′ are the well-studied Wigner-D functions (see Biedenharn and Louck [1981]; Chirikjian
and Kyatkin [2016] for example). In particular, this means that a rotated spherical harmonic
can be written as a linear combination of spherical harmonics of the same degree.
3.3.2 Data fusion
As in the two-dimensional case, without loss of generality, let us confine ourselves to the unit
sphere S2, i. e., the sphere with radius r = 1 in R3. We can approximate the sought-after density
spectrum ρˆ restricted to the unit sphere with a truncated spherical Fourier series,
ρˆ|S2 =
N−1∑
l=0
l∑
m=−l
ρ˜lmYlm,
where l ∈ {1, 2, 3, . . . } is the approximation order, and ρ˜lm are the spherical Fourier coefficients
of ρˆ|S2 , cf. (18).
The SAXS experiment gives
I := I(1) =
∫
S2
(N−1∑
l=0
l∑
m=−l
ρ˜lmYlm(u)
)(N−1∑
l′=0
l′∑
m′=−l′
ρ˜l′m′Yl′m′(u)
)
du (19)
=
N−1∑
l=0
l∑
m=−l
N−1∑
l′=0
l′∑
m′=−l′
ρ˜lm ρ˜l′m′
∫
S2
Ylm(u)Yl′m′(u)du
=
N−1∑
l=0
l∑
m=−l
N−1∑
l′=0
l′∑
m′=−l′
ρ˜lm ρ˜l′m′ δll′ δmm′
=
N−1∑
l=0
l∑
m=−l
|ρ˜lm|2.
Let us assume that the EM data ρˆ(u1), . . . , ρˆ(uM ) are given on the unit sphere at points
u1, . . . ,uM ∈ S2. Note that these points will lie on a certain number of great circles, cf. Fig. 3.
Analogous to (2), in the three-dimensional case we have that
ρˆ(u) = ρˆ(−u). (20)
Note that in spherical coordinates, −u parity transforms a point u with coordinates (θ, φ)
to (pi− θ, pi+φ). From (20) and with the well-known relation Ylm = (−1)mYl,−m, it can further
be derived that (cf. (6))
ρ˜lm = (−1)l+m ρ˜l,−m. (21)
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Let us introduce the EM-data vector
ρˆ := (ρˆ(u1), . . . , ρˆ(uM ))
T,
as well as the sought-after frequency vector
ρ˜ := (ρ˜0,0 | ρ˜1,−1, ρ˜1,0, ρ˜1,1 | ρ˜2,−2, . . . , ρ˜2,2 | . . . | ρ˜N−1,1−N , . . . , ρ˜N−1,N−1)T.
The SAXS data (19) thus attain the form
I = ρ˜Hρ˜. (22)
Now we can state the EM reconstruction problem in matrix-vector notation as
ρˆ = Bρ˜ (23)
where
B =

Y0,0(u1) Y1,−1(u1) Y1,0(u1) Y1,1(u1) . . . YN−1,N−1(u1)
Y0,0(u2) Y1,−1(u2) Y1,0(u2) Y1,1(u2) . . . YN−1,N−1(u2)
...
...
...
...
...
Y0,0(uM ) Y1,−1(uM ) Y1,0(uM ) Y1,1(uM ) . . . YN−1,N−1(uM )
 ∈ CM×N2 .
When l = m = 0, from (21), we have ρ˜0,0 = ρ˜0,0 and so ρ˜0,0 is real. Bringing this unknown
to the left-hand side while noting that Y0,0 = (4pi)
−1/2, the system (23) transforms into
ρˆ− ρ˜0,0√
4pi
1 = F ρ˜′ (24)
where 1 is the vector of length M containing only ones,
F =

Y1,−1(u1) Y1,0(u1) Y1,1(u1) . . . YN−1,N−1(u1)
Y1,−1(u2) Y1,0(u2) Y1,1(u2) . . . YN−1,N−1(u2)
...
...
...
...
Y1,−1(uM ) Y1,0(uM ) Y1,1(uM ) . . . YN−1,N−1(uM )
 ∈ CM×(N2−1),
ρ˜′ =
(
ρ˜1,−1 ρ˜1,0 ρ˜1,1 | · · · | ρ˜N−1,N−1
)T
.
With the Moore-Penrose pseudo inverse F † of F , the system (24) can be solved as
ρ˜′ = F †(ρˆ− ρ˜0,01/
√
4pi). (25)
Inserting this equation into (22) then yields
ρ˜20,0 + [F
†(ρˆ− ρ˜0,01/
√
4pi)]H[F †(ρˆ− ρ˜0,01/
√
4pi)] = I. (26)
As in the two-dimensional case, this is a quadratic equation with respect to the first unknown
Fourier coefficient ρ˜0,0. After solving this quadratic equation, the remaining Fourier coefficients
ρ˜′ can be determined by solving the linear system (25) subject to (20) and (21), so that all the
Fourier coefficients ρ˜ are found by inverting (23), which we do via the pseduo inverse based on
the SVD. An alternative tool for this task is the well-known fast non-equispaced spherical Fourier
transform of Kunis and Potts [2003]. This fast algorithm and its adjoint can also be used in the
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first step, in which the quadratic equation (26) would then be solved for ρ˜0,0 with a suitable
iterative technique. Once the spherical Fourier coefficients ρ˜ are determined, the spectral EM
data ρˆ can be interpolated on the sphere. After this is done on a suitable number of concentric
spheres, the spectrum ρˆ of ρ can potentially be interpolated in R3. The sought-after density
function ρ can now be reconstructed from the interpolated spectral data via a discretized inverse
Fourier transform, cf. (15).
To close this section, let us comment on the relation between the number M of EM data
points considered on the unit sphere S2 above and the approximation order N . In the two-
dimensional case, we saw that this relation was very clear: As long as the different projection
angles θi in EM are not too similar to each other, the approximation order m should be chosen to
be equal to the number of projection angles n, for this will result in a quadratic and invertible
Fourier matrix F in (9). As mentioned above, the situation in the three-dimensional case is
slightly more complicated than that. In particular, it would in general not be sufficient to
choose the approximation order N equal to
√
M , although this would mean that we had as
many data points as spherical Fourier coefficients that we wish to reconstruct (N2). The reason
for this is that the EM data will always lie on great circles (again, cf. Fig. 3), which is an inherent
problem in EM imaging if reconstruction is performed using concentric spheres. Indeed, it is
well known from constructive approximation theory on the sphere that N2 pairwise different
sample points on one great circle are not sufficient for reconstructing a spherical polynomial of
degree N−1 with N2 Fourier coefficients (see Freeden et al. [1998], for instance). The situation is
slightly relaxed by the fact that there will be more than one great circle in practical applications.
The number of different projection angles, however, can be quite limited, and there might be
large gaps between the projection planes, where information is missing. This makes including
information available from SAXS even more desirable.
3.3.3 Numerical illustration - Fusion on a unit sphere
This numerical experiment shows the difference between the EM reconstruction and the SAXS-
EM reconstruction. The aim is to illustrate that when additional data from SAXS experiments
is supplemented, the reconstruction is better for the three-dimensional case. The calculation is
performed in Fourier space directly.
The 3D function used in this experiment is
f(x) = e−12(x−xo1)
2 − e−12(x−xo2)2
where xo1 =
[
1/
√
2 0 1/
√
2
]
, xo2 =
[
0 −1 0].
The value of the function on a unit sphere (r = 1) is shown in Fig. 4. In the numerical
experiment, 20 projections of the function were randomly generated. On each projection, which
is a unit sphere, 50 evenly distributed points are selected with known values. This constitutes
the EM data.
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Figure 4. Geometric situation in the three-dimensional case (conceptual plot).
The roots that the quadratic equation in (26) is expected to generate can be compared with
an analytical solution calculated using (18),
ρ˜0,0 =
pi√
4pi
(
1− e−4×12
12
− 1− e
−4×12
12
)
and hence, ρ˜0,0 = 0.
Figure 6(a) shows the reconstruction result using only the EM data. Qualitatively the
reconstruction creates fictitious spots on the sphere and does not reproduce the peaks of the
Gaussian correctly. This is reflected in the absolute error plot adjoining it. The reconstruction
result from SAXS and EM fusion and the corresponding absolute error are shown in Fig. 5.
(a) (b)
Figure 5. Result of SAXS-EM reconstruction and its absolute error
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(a) (b)
Figure 6. Result of EM reconstruction and its absolute error
By comparing Fig. 6(b) and Fig. 5(b), the reconstruction error has been reduced 50% by
fusing SAXS data. Furthermore, it is worth to note that the coarser the EM data sampling,
the greater the reconstruction error. In such instances, the role of SAXS data becomes more
valuable.
4 Structure and Selection of the Quadratic Roots
In this section, we describe in greater detail the origin, underlying structure as well as the
method of selection employed to choose between the roots of the quadratic equations in (12)
and (26).
Let a represent the coefficient of the zero-order term in the Fourier or spherical harmonic
expansion (i. e. ρ0 and ρ0,0 respectively). The two roots of the quadratic equation, a
1 and a2,
and they can be used to derive two different sets of ρ˜ from (11) and (25): ρ˜1 and ρ˜2 . From the
intensity constraint ((19) for 2D and (22) for 3D), we observe that for any ρ˜ that satisfies the
constraint, a transformed coefficient vector, U ρ˜ where U is a unitary matrix (i. e. UUH = I)
also satisfies the constraint. Hence, we can write ρ˜2 = U ρ˜1. We now concentrate on the 2D
case, although a similar analysis can be performed for the 3D scenario as well.
4.1 Origin of the roots in 2D
We let 2n+ 1 denote the dimension of the ρ˜ vector (the superscript will henceforth be omitted
and the relationship between the two solutions be made clear through the unitary matrix) and
let m = 2n be the dimension of the EM data, ρˆ. As we proceed to explain, the difference
of 1 between the two dimensions leaves the system under-determined and therefore allows the
intensity constraint to close the system of equations. If the difference between the two dimensions
were larger, one would require the Moore-Penrose pseudo inverse to approximate the solutions
(as is performed in the three-dimensional scenario). We proceed by making some observations
regarding the under-determined nature of the system of equations. Since ρ˜ and U ρ˜ both satisfy
equation (8),
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ρˆ = Aρ˜ = AU ρ˜. (27)
This implies that,
A(U − I)ρ˜ = 0. (28)
Hence, the matrix U−I transforms a non-zero ρ˜ such that it finds itself in the null space of A.
This result implies that A has linearly independent rows but linearly dependent columns. This is
a consequence of finite discretization: EM data that is known at some points can allow for more
than one interpolation of the Fourier transform between the data points. The quadratic nature
of the intensity constraint narrows the space of admissible solutions (that satisfy the discrete
set of equations) to two. Roots generated after gradual refinement of the EM data with more
slices can be expected to converge towards the true root. A related method to select the true
root without needing refined EM data would be to selectively block data obtained at various
angles and evaluate the roots. The spurious root would be expected to fluctuate significantly
whereas the true root would be fairly stable throughout this blocking and calculation procedure.
However such a method is also computationally intensive especially in two or three dimensional
cases. In such scenarios other techniques of root selection would be important, and these would
be highlighted later.
4.2 Origin of the roots in 3D
A similar procedure can be performed for 3D although the situation is more complicated. We let
N2 denote the dimension of the ρ˜ vector and let M be the dimension of the EM data, ρˆ. Again
the set of equations would be under-determined since due to the interpolation conditions on a
sphere,
√
N data points are not sufficient to interpolate anN−1 degree spherical harmonic on the
spherical surface and we would obtain an interpolation of lower “effective” order. Recognizing
this fact, we yet again have a system that allows two roots to be connected by a unitary
transformation such that the difference between the two roots falls in the null space of the
matrix, B in (23). Note that the fundamental assumption is that the system of equations is
originally under-determined and allows for the (approximate) evaluation of a root. As mentioned
earlier, over-determined systems would not be of practical interest.
4.3 Types of roots and relationship with intensity
The quadratic equation (12) in the two-dimensional problem can be expanded as,(
1 + 1HM1
)
ρ˜20 − 2ρˆHM1ρ˜0 + ρˆHMρˆ−
I
2pi
= 0 (29)
where M = (FFH)−1 is a Hermitian matrix that contains information about the distribution
of the EM sampled points. The roots of this equation are,
ρ˜0 =
ρˆHM1±
√
(1 + 1HM1)[ I2pi − ρˆH(M − M11
HM
1+1HM1
)ρˆ]
1 + 1HM1
. (30)
We also observe that the intensity only appears in the discriminant, which is proportional to
the term under the square root in (30). In fact, since 1HM1 ≥ 0 using the positive semi-definite
property of the Hermitian matrix, M , the nature of roots is solely controlled by the sign of
[ I2pi − ρˆH(M − M11
HM
1+1HM1
)ρˆ].
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Now, we define I∗ as the following expression,
I∗ = 2piρˆH
(
M − M11
HM
1 + 1HM1
)
ρˆ. (31)
Here, I∗ can be interpreted as an intensity since it has a similar form as the original intensity
constraint in (22). Moreover, it will be shown that I∗ is in fact the lowest possible intensity
that the EM data can admit, and is associated with the Fourier interpolation with the lowest
norm that is used to fit the EM data. All values of I 6= I∗ will allow for two different roots
to exist. If I < I∗ then the roots are complex whereas when I ≥ I∗ the roots are real. In
fact, the difference between the two roots would be proportional to
√
I − I∗. The constant
of proportionality would be related to the sampling of angles in the EM data since the scalar
1 + 1HM1 is related to the angular spacing between various sampling points (and will have a
considerably simple structure if the samples are uniformly spaced). A similar form of I∗ exists
for the three-dimensional problem where we have,
I∗ = ρˆH
(
M − M11
HM
4pi + 1HM1
)
ρˆ. (32)
where M = (FFH)† and is now expressed in terms of the pseudo-inverse.
The special case of complex conjugate roots: Since the matrix M = (FFH)−1 is Her-
mitian, the coefficients of the quadratic equation (12) are real (a similar conclusion can also
be drawn for the three-dimensional case in (26)). The three possible solutions of ρ˜0 would be
repeated real roots, distinct real roots and a complex conjugate pair. Here, we make a remark
on the significance of the complex conjugate pair of roots. A complex conjugate pair of roots
would imply that ρ˜1 = ρ˜2. Relating the two vectors by the unitary matrix transformation, we
get,
ρ˜1 = U ρ˜1. (33)
Multiplying both sides by the inverse of the Hermitian matrix, UH and taking the conjugate
of both sides,
ρ˜1 = UT ρ˜1. (34)
Equating the right hand side of (33) and (34), we obtain U = UT for a non-zero ρ˜1. We also
point out that a symmetric unitary matrix has many interesting properties, especially under the
decomposition, U = A+ iB for symmetric real matrices, A and B. We observe from UUH = I
that A2 +B2 = I and AB = BA. Particularly, if we define Y = B + iA, then Y U = UY = iI.
However, the existence of complex roots violates the important symmetry condition in equation
(6) and its corresponding form in the three-dimensional case (21). A complex root suggests that
no real value of ρ˜0 can satisfy both the intensity as well as the EM data fitting constraint in
the given set of EM data. Complex roots (since it appears in pairs) are yet again symptoms of
discretisation introduced by the finite set of EM data and will disappear with finer sampling. A
simple numerical technique to deal with complex roots would be to find the closest real root to
approximate a given complex root that in this case would be the real component of the complex
root since it corresponds to the minimum point of the parabola representing the quadratic
expression. However it must be noted that by removing the imaginary component of the root,
one also removes the information provided by the SAXS fusion data (since the intensity appears
in the discriminant, which finds itself only in the imaginary component of the complex root). In
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such scenarios, the SAXS-EM fusion would degenerate to a reconstruction from EM data alone.
The situations when the SAXS information fusion degenerates to an EM reconstruction will be
explained in the following section in greater detail.
4.4 Lower bound for SAXS intensity in SAXS-EM fusion
In this subsection, we aim to establish a connection between the results obtained from the
SAXS-EM fusion and those obtained from EM data alone. By doing so, it is possible to shed
light on the characteristics of the roots obtained in (30).
Let a vector, ρ˜, be evaluated in the EM experiment such that,
ρ˜ = C†ρˆ. (35)
Here, C is a matrix that corresponds to A (8) in the two-dimensional case or B (23) in the
three-dimensional case. It is important to point out that since C† is usually under-determined,
(35) would have an infinite number of solutions and without any other constraint, the Moore-
Penrose pseudo inverse would select the solution, ρ˜ with the lowest Euclidean norm. The value
of the norm is proportional to the intensity obtained from the EM calculations, i. e.,
IEM = 2piρ˜
H ρ˜. (36)
Substituting (35) in (36) and expressing C† as CH(CCH)−1 (which is true for under-determined
systems), we obtain,
IEM = 2piρˆ
H(CCH)−1ρˆ (37)
using the Hermitian property of CCH . The matrix, CCH , can be related to the F matrix
defined in equations (10) and (24) as CCH = FFH + 11H where 1 is a column vector of ones.
The inverse of CCH appears in (37) and the formula derived by Sherman and Morrison [1950]
allows us to express,
(CCH)−1 = (FFH + 11H)−1
= (FFH)−1 − (FF
H)−111H(FFH)−1
1 + tr(1H(FFH)−11)
. (38)
Here tr represents the trace operator. Substituting M = (FFH)−1 in (38) and using the
result in (37), we see that,
IEM = I
∗ (39)
where I∗ was defined in (32).
The result has important implications in understanding the usefulness of the SAXS intensity
information in the fusion procedure. Firstly, we emphasize that IEM sets a minimum bound
to the intensity value that can be used to set a constraint on a given set of EM data. When
the SAXS intensity information is greater than this value, i. e. I > IEM , one obtains two
real solutions. As shown earlier, these solutions are related by a unitary transformation and
geometrically they can be visualized as two points on a constant intensity sphere in ρ˜ space
that can be related through reflections or rotations. When I = IEM the SAXS-EM fusion
degenerates to an EM reconstruction alone and the SAXS intensity information adds no further
information to the EM data. Geometrically, the solution space collapses to a point and the only
unitary transformation that can exist is the identity transformation. When I < IEM , it is not
possible to fuse the SAXS information with the given set of EM data without violating some
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of the constraints (in this case, the symmetry conditions). In practical usage, the imaginary
term is dropped such that we yet again obtain the situation where I = IEM and the SAXS-EM
fusion degenerates to an EM reconstruction. Hence, SAXS intensity information can only add
additional information to the results from the EM experiment when I > IEM .
We also make a final remark that when the EM data is sampled over concentric circles
or spheres, the lower bound of intensity applies separately for each radius. In overall, it is
reasonable to expect that for some, but not necessarily all, radii the SAXS-EM fusion would
degenerate to an EM reconstruction. Additionally, this result as of yet makes no prediction
on whether the SAXS-EM reconstruction is “better” than the EM reconstruction. This would
depend on other factors as well such as sampling, form of function to be reconstructed and order
of the harmonic interpolation and on the conditioning of the relevant matrices.
4.5 Root Selection Procedure
In the development of the numerical algorithm to implement SAXS-EM fusion, the important
question of how to select the “correct” root needs to be answered. For the case of complex and
repeated roots, this is not a problem since in both cases the real part of the two roots are the
same. However, for the case of real but distinct roots, an additional root selection method needs
to be devised. The underlying concept behind the creation of such a method is to observe that
the spurious root would be more highly dependent on discretiszation parameters such as the
sample points and their spacing. On the other hand, the true root would tend to be stable as the
mesh is refined or the sample points modified. For instance, consider the Fig. 7 that shows the
variations of the two roots with increasing refinement of samples of EM data for the problem in
Section 3.3.3: roughly, the higher the number of great circles sampled, the lesser the difference
in the absolute values of the two roots. Both roots converge to the analytic solution of zero as
the number of great circles increases. However, the convergence is not monotonic since the great
circles are randomly chosen for each step of sample refinement. Hence, the fluctuations depend
on the sensitivity of a given root to the set of sample points; the greater the fluctuation the
greater the likelihood that a given root can be considered as “spurious”. The yellow markers
indicate the root that is ultimately selected by the algorithm to perform the SAXS-EM fusion
for the given set of data. In this specific case, root 1 appears to experience fluctuations of lower
amplitude and is selected in preference to root 2 for most part. The selection was carried out
by a direct summation method, which will be explained further in the subsequent paragraphs.
19
Figure 7. Convergence of the absolute magnitudes of the roots with increasing number of sampled
great circles.
The problem of selecting the correct root is complicated by the fact that with the discrete set
of EM data, one does not usually have a priori knowledge of the final reconstructed function. In
some cases, it may be possible to assume that the final reconstruction should be fairly smooth
and hence spurious Fourier interpolations that fluctuate greatly over the domain of EM data
can be eliminated. This can be done by integrating (5) or (18) numerically, using the EM
data, to obtain an approximate value for ρ0 or ρ0,0 respectively. This value forms a guess or
a “selector” and would then be compared with the roots of the quadratic equation and the
value with a lower absolute difference is chosen. This working assumption would then be that
the numerical integration of the original EM data to obtain the zeroth order Fourier coefficient
would be similar to the numerical integration of the interpolated data and this may be true,
roughly, if the fluctuations have a period greater than the average spacing between the discrete
EM data samples.
There are many ways to carry out this integration. One way would be to interpolate the orig-
inal EM data (using a polynomial for instance) over the sphere of interest and then evaluate the
integrals in (5) and (18) through a quadrature rule. Another method would be to approximate
the integral as a summation over the EM data as the following in three-dimensions,
ρ˜0,0 ≈ 1√
4pi
2m∑
i=1
ρˆ(θi, φi) sin θi∆θ∆φ (40)
and as,
ρ˜0 ≈ 1
2pi
2m∑
i=1
ρˆ(θi)∆θ. (41)
for the two-dimensional case.
Here, there are 2m points in the EM data set and ∆θ and ∆φ represent an average grid
spacing in the polar and azimuthal directions respectively. The following plot presents the
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convergence rates of the roots along with that of the selector, again applied to the example in
Section 3.3.3.
Figure 8. The variation of the real parts of the roots as well as that of the root selectors (evaluated
by direct summation or interpolation) with increasing number of sampled great circles. The imaginary
parts of the roots are of order 10−15 and have been neglected.
From the figure it is clear that interpolating the EM data over the sphere followed by in-
tegration to obtain the zeroth order Fourier series coefficient is worse as a selector as opposed
to approximating the root through a direct sum method in (40) or (41). The analytic solution
for the root is zero for this particular example and it can be seen that the selector evaluated
through an interpolation followed by numerical integration converges too slowly with sample
refinement. The roots are therefore selected through (40) and plotted as the green circles. The
root evaluated directly from the EM data is also plotted; this corresponds to the value of ρ0,0
that results in a unique real solution for (26). Since we know from Section 4.4 that this solution
is the average of the two roots evaluated from SAXS-EM fusion, the EM root would not select
one root in the preference of another as both SAXS-EM fusion roots differ by the same absolute
magnitude from it; hence, the EM solution forms an unbiased reference to compare various root
selection strategies against each other.
Another approach to selecting roots is to repeatedly block angles of EM information, one
data point at a time, and calculate the roots for the angles that remain. This is repeated for
all angles in the set of EM data and the root whose value is nearly stable in this blocking and
calculating procedure is selected. Although this does allow for a good reconstruction, as shown
in Section 5.1, it is a computationally intensive procedure and was replaced by (40) and (41)
for more complicated shapes such as the “smiley” and “minion” tested later.
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5 Numerical Experiments
5.1 Sum of two co-origin Gaussian functions
An experiment involving the reconstruction of a sum of two two-dimensional Gaussian functions
is performed in this section. The original function in real space is displayed in Figure 9 and has
the following expression,
f(x, y) =
1
2piσ1σ2
exp
(
−1
2
(
x2
σ21
+
y2
σ22
))
+
1
2piσ3σ4
exp
(
−1
2
(
x2
σ23
+
y2
σ24
))
(42)
where σ1 = 0.1, σ2 = 0.3, σ3 = 0.05 and σ4 = 0.25.
Figure 9. Sum of two co-origin Gaussian Functions in real space (conceptual plot).
The Fourier transform of this function is the sum of another two Gaussian functions, as
shown in Fig. 10. The analytical expression for this Fourier transform would then be,
F (ω1, ω2) = exp
(−σ21ω21 − σ22ω22
2
)
+ exp
(−σ23ω21 − σ24ω22
2
)
. (43)
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Figure 10. Fourier transform of the sum of two co-origin Gaussian Functions in Fourier space (con-
ceptual plot).
A comparison of the Fourier transform of the original density with that obtained by SAXS-
EM fusion and EM alone with the projection angle gap [60◦, 110◦] is shown in Fig. 11. The
known EM data is evenly distributed in the meshed range, while the unmeshed region indicates
the gap in the data.
Figure 11. Sampling of EM data
Figure 12 shows the result with the projection angle gap [60, 110]. As can be seen from
the figure, SAXS-EM fusion gives results close to the original function while EM alone cannot
reconstruct the values well. This result therefore shows a success of the synergism between
cryo-EM and SAXS in the 2D case. More tests were run with different original functions, input
angles, regions and widths of gaps, showing consistent results.
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Figure 12. Comparison of the Fourier transform of original density with that obtained by SAXS-EM
fusion and EM alone
5.2 2D smiley face
5.2.1 Numerical experiment procedure
A two-dimensional smiley face was constructed using (47) and substituting N = 2 in the defi-
nition of the Gaussian in (45). Here, the mean vector, µk would represent the two-dimensional
coordinates of a point on a discretized smiley face, with each coordinate in the smiley face
mapping to a µk and a corresponding Gaussian, f(x;µk,Σk). The weighting coefficient Ak
was adjusted for each Gaussian to modify the amplitude of each function and a smiley face was
created as shown in Fig. 13. The analytical Fourier transform, F (ω) was evaluated for each
Gaussian using (46) with N = 2 and summed using (48).
Figure 13. Smiley Face constructed by sum of 2D Gaussian distributions
Since the SAXS experiment provides the square average of the function F (ω) along circles
with different radii, we let ω = [r cos θ, r sin θ]; the Fourier transform plotted in polar coordinates
is shown in Fig. 14. Then, the SAXS data can be obtained by integrating the square of the
amplitude of the analytical Fourier transform along each circle with radius r. Similar to (13),
the SAXS information is,
I(r) =
∫ 2pi
0
|F (r, θ)|2dθ . (44)
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Figure 14. Geometric situation of Smiley Face
after Fourier transform
Figure 15. Reconstruction of 2D smiley face
with no projection gap
In our numerical experiment, the Fourier transform of the original smiley face is discretized
into 65 circles whose radii are evenly spaced. Along each circle, 65 points are distributed evenly.
Following this, a gap is introduced in the projection directions in order to simulate the EM
experiment. All numerical simulations were performed with a MATLAB R2018b, i5-4690 CPU.
Both the EM reconstruction and SAXS-EM fusion reconstruction were completed along each
circle where a quadratic (29) was solved. Equation (30) gives the analytical expression of the
root. But instead of selecting the true root by selectively blocking data obtained at various
angles and choosing the fairly stable one, we obtain an approximate value of the root calculated
by (41) as a reference to to select root. The one closer to this approximated value is chosen as
the right root. On the other hand, if the roots are complex, we only take the real part of the root.
During the numerical experiment, when the radius in Fourier space gets larger, the root tends
to transform from real to complex, introducing relatively large errors when compared with the
analytical solution for the true roots. But in a real EM experiment, we have no way to do such a
comparison with an analytical result because only discrete data from EM is provided. Therefore,
the root solved from the quadratic equation that is closest to the approximated selecting root
is the one that we use to fuse the SAXS and EM information.
5.2.2 Results and discussion
30◦ Projection Angle Gap
Figure 15 provides the ground truth of the smiley face reconstruction using complete EM
data alone (i. e. there are no missing wedges in the EM data). Figure 16 shows the result with
the projection angle gap [60◦, 90◦]. As can be seen from the figure, SAXS-EM fusion restores
most information in the projection gap that EM alone cannot. EM data alone also gives a false
restoration at the edge of the region. These high frequency artefacts in Fourier space correspond
to sharp discontinuities or changes in the reconstructed smiley face in real space. The presence
of such artefacts can also lower the resolution of the final reconstructed smiley face.
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Figure 16. Comparison of Fourier transform of original density with that obtained by SAXS-EM
fusion and EM alone
With the results provided by the two methods above, a real smiley face can be reconstructed
by interpolating from the discrete data in polar coordinates to Cartesian coordinates to set-up
the data for an inverse FFT. To improve the accuracy of coordinate transformation, oversampling
is used here to increase the density of radius and angle distribution. Based on the intensive data,
two-dimensional cubic spline interpolation is used to evaluate the value at each point given in
the Cartesian coordinate. The output domain of the polar to Cartesian transformation and
interpolation is a square whose side length equals to the diameter of the biggest circle that can
be drawn in the polar coordinates; outside this circle, the Fourier transform values are set to
zero, consistent with the analytical condition.
Figure 17 gives the results and comparison of reconstruction of the smiley face obtained by
SAXS-EM fusion and EM alone. In Fourier space, the EM reconstruction adds two more peaks
in addition to the central peak, resulting in large errors when filling the missing wedge. The
mean error in magnitude compared of the SAXS-EM result compared with the analytical smiley
face Gaussian distribution is 0.82591 while EM alone without the SAXS fusion gives an error
of 2.0562 when compared with the analytical smiley face result. This shows a success of the
synergism between cryo-EM and SAXS in 2D case when reconstructing to real space.
Figure 18 depicts the results and comparison of reconstruction with a 30◦ projection angle
gap when the start angle is 5◦. The result shows a higher error in SAXS-EM fusion reconstruction
in the case when information in [5◦, 35◦] is missing as opposed to that when [60◦, 90◦] is missing;
nevertheless, the SAXS-EM fused result outperforms the EM-only reconstruction. Figure 19
shows the results and comparison of a reconstruction with a 30◦ projection angle gap when the
start angle is 100◦. In such a condition, the SAXS-EM fusion does not show any distinctive
advantage and both EM alone and SAXS-EM reconstruct a relatively good smiley face. In
conclusion, the reconstruction effect is related to the information contained in the projection
gap. Only when a certain amount of key information is contained in the gap will the advantage
of SAXS-EM fusion be more pronounced.
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Figure 17. Comparison of smiley face reconstruction obtained by SAXS-EM fusion and EM alone for
[60◦, 90◦] missing wedge
Figure 18. Comparison of smiley face reconstruction obtained by SAXS-EM fusion and EM alone
[5◦, 35◦] missing wedge
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Figure 19. Comparison of smiley face reconstruction obtained by SAXS-EM fusion and EM alone
under [100◦, 130◦] missing wedge
Two Projection Angle Gaps
Up to this point, we have investigated the case of one gap in the projection angle. In this
subsection, two projection angle gaps of 15◦ and 25◦ each are considered. Figure 20 shows
the result when the gaps are [5◦, 20◦] and [60◦, 75◦]. The EM experiment helps to reconstruct a
smoother smiley face while SAXS-EM fusion provides additional artefacts that result in a higher
mean error. But judging from the color, the SAXS-EM fusion result is closer to the ground truth
in the outline and the eyes of the face. Since 15◦ is so small that each gap does not contain
much information, we increased the missing wedge and tested [5◦, 30◦] and [60◦, 85◦]. Figure 21
shows the reconstruction result of two wedges when each angle gap is 25◦. By using SAXS-EM
fusion, most of the smiley face is reconstructed except for some diagonal streaks in the centre,
which are also present in the EM results. Nevertheless, SAXS-EM fusion has a considerably
lower error. This illustrates again that the difference between a SAXS-EM fusion reconstruction
and an EM-alone reconstruction is greater if the missing wedges contain important information
about the object.
Figure 20. Comparison of smiley face reconstruction obtained by SAXS-EM fusion and EM alone
under two gaps of 15◦ each.
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Figure 21. Comparison of smiley face reconstruction obtained by SAXS-EM fusion and EM alone
under two gaps of 25◦ each.
Larger Gaps and Fewer Sampling points
In the cases of a larger projection angle gap such as [60◦, 110◦], Fig. 22 gives the results where
both SAXS-EM and EM-alone reconstructions fail to reconstruct a smiley face. In Fourier space,
we find that the largest error occurs when the points in the gap are far from the centre. However,
the reconstructed smiley face using SAXS-EM information fusion still has some advantages due
to the display of the face outline and the lower mean error compared with that given by using
EM data alone. In other cases, when the projection angle gap gets smaller (i. e. 10◦), the two
methods can both reconstruct the 2D smiley face successfully with low error.
Another remark is that the reconstruction effect is also related to grid size in real space.
When we sample 33 different radii and 33 discrete points evenly spaced along each circle, SAXS-
EM fusion fails to show its superiority in the smiley face reconstruction. This is partly because of
an ill-conditioning in the matrix, M−1 = (FFH), leads to numerical errors in the computation of
M in (29) at certain angle gaps and starting angles. Moreover, since the root selection procedure
is not entirely foolproof, it is possible that for some radii a “wrong” root is selected in a coarse
grid —where the sampling is not fine enough to ensure that both roots have converged—allowing
the possibility of the SAXS reconstruction performing worse than the EM reconstruction.
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Figure 22. Comparison of smiley face reconstruction obtained by SAXS-EM fusion and EM alone
under 50◦ missing wedge
Figure 23. Comparison of smiley face reconstruction obtained by SAXS-EM fusion and EM alone
under 50◦ missing wedge
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5.3 3D smiley face
5.3.1 Numerical experiment procedure
A three-dimensional smiley face was constructed using (47) and substituting N = 3 in the
definition of the Gaussian in (45). Here, the µ of each Gaussian distribution is similar to that
in the two-dimensional case in Sec. 5.2. The only difference between the two-dimensional and
three-dimensional mean vector is in the component of µ perpendicular to the plane containing
the two-dimensional smiley face explored in Sec. 5.2. In this example, we construct a three-
dimensional smiley face such that µ = (µx, µy, µz) and (µx, µy) is the mean vector corresponding
to a given Gaussian on the two-dimensional smiley face in Sec. 5.2. Then, µz is defined as 10
values divided evenly from 0 to 1.4. In effect, the three-dimensional smiley face is constructed
by extruding the two-dimensional smiley face and discretizing it into spherical Gaussians; the
result would be a cylindrical object as shown in Fig. 24. The Fourier transform of the three-
dimensional smiley face is then calculated by (46) with N = 3 and summed using (48).
Figure 24. 3D smiley face
The Fourier transform of the smiley face in spherical coordinate for several values of radius
can be seen in Fig. 25.
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Figure 25. Fourier transform of the smiley face (r = 1, 3, 5, 10)
Since it is possible to deduce the Fourier transform of the 3D smiley face analytically, we can
generate multiple great circles and obtain the value of the Fourier transform on sampled points
on each great circle using the analytical function. This sampling was done at discrete points
and great circles to simulate the incompleteness of the data generated by the EM experiment.
Figure 26 shows all the sampled points from all great circles considered in Fourier space. At
the moment, the number of sampled points for each sphere with different radii in Fourier space
is the same but this need not always be the case, and the case where the number of sampled
points is a non-constant function of sphere radius will be discussed later.
Figure 26. Sampled points in Fourier space
Now, we proceed to discuss the results obtained in Fourier space by SAXS-EM fusion and an
EM-alone experiment. With that, a real smiley face can be reconstructed by interpolating from
discrete data in spherical coordinate to Cartesian coordinate that is prepared for inverse FFT.
Based on the data in spherical coordinates, a three-dimensional cubic spline interpolation is
used to evaluate the value at each point given in Cartesian coordinates. Like the 2D case (5.2),
the whole region of Cartesian coordinate is a cube whose side length equals the diameter of the
biggest circle given in spherical coordinates whereas outside the spherical range the value of the
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Fourier transform is set to zero, consistent with the analytical condition. After that, we take
the inverse Fourier transform to real space. The reconstruction obtained by the two methods
is showed in Fig. 27 and Fig. 28. In Fig. 27 and Fig. 28, the first row shows three slices of the
reconstruction to make a better comparison and the second row is the 3D model in a different
view. To show a better comparison, we define “bad points” as the points at which the error
between the original and the reconstructed function is greater than 20% of the original value.
Figure 27. Result of SAXS-EM reconstruction Figure 28. Result of EM reconstruction
We can see that the two reconstructions are all good since there are many sampled points in
Fourier space and the simulation covers almost all the information. However, we may lose some
information in a real experiment.
5.3.2 Results and discussion
Random Great Circles with Constant Sampling Number
To simulate what happens in the real experiment, we also set some cones in the sphere
in Fourier space and exclude all the great circles whose directions are outside these cones. As
shown in Fig. 29, the red points represent the direction perpendicular to the plane containing the
great circles and the blue cones represent the collection of those directions whose corresponding
great circles are sampled in the EM data. Those red points which are not in the blue cones are
excluded. The center axes of these blue cones are generated by several different sets of θ and ϕ,
where
ϕ ∈ [0 pi2 pi]
θ ∈ [0 pi4 pi2 3pi4 pi] .
The angle around each center axes is 9◦.
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Figure 29. Direction of great circles removed Figure 30. Sample points after exclusion
The reconstruction result by two methods are showed in Figure 32 and Figure 31.
Figure 31. SAXS-EM reconstruction by random
great circle and constant sampling points
Figure 32. EM reconstruction by random great
circle and constant sampling points
The reconstruction by SAXS-EM fusion is more like a smiley face than that obtained by
EM alone especially in z = 0 plane. Though we may not see an obvious difference between two
results, the number of bad points can show the advantage of SAXS-EM fusion.
Uniformly Distributed Great Circles with Constant Sampling Number
In the simulation above, since the normal direction of great circles are generated randomly,
the normal vectors will tend aggregate in some areas and be sparsely distributed in other regions.
Hence, we generate the great circles evenly on the sphere, as shown in Fig. 33, and remove the
information obtained by great circles whose normal vectors, which are the red points, are in the
blue cones.
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Figure 33. Normal direction of great circles re-
moved
Figure 34. Sample points after exclusion
With the same process mentioned above, we could get the reconstruction of smiley face in
real space. The result obtained by SAXS-EM and EM alone can be seen in Fig. 35 and Fig. 36.
Figure 35. SAXS-EM reconstruction by uniform
great circles and constantly sampling
Figure 36. EM reconstruction by uniform great
circles and constantly sampling
We can see that the outline of the smiley face is missed in plane z = 0 and z = 1.4 and the
helix above the smiley face, which is an artefact, is denser when reconstructing using only EM.
Uniformly Distributed Great Circles with Radius Dependent Sampling Number
In the process of reconstruction above, the sampled points for each great circle in Fourier
space is constant for each sphere with different radii. Since the perimeter of a great circle is linear
with respect to the radius, if we take sample points like that, we may miss much information in
sphere with a larger radius and get too much information in sphere with smaller radius, which
is not true in the real experiment.
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Hence, we modify the number of sample points in each great circle to be linear to the radius
of the sphere. We take the same great circles and missing wedges as showed in Fig. 33. In this
case, the number of the sampled points in each great circles is linear to the radius, num = dkre.
We set k = 1.5 in our first simulation and the sampled points in sphere with different radius are
showed in Figure 37.
Figure 37. Sampled points in sphere with different radius
With same process, we can get the reconstruction of two methods and the results obtained
by SAXS-EM and EM alone are in Fig. 38 and Fig. 39.
We can see that the reconstruction obtained by SAXS-EM looks quite similar to the original
one while we can hardly say that the reconstruction obtained by EM alone looks like a smiley
face. Also, the number of bad points of the reconstruction by using EM alone is much greater
than that by using SAXS-EM fusion.
At a higher value of k, when k = 3, there is a greater improvement in the results. In this
case, for the SAXS-EM reconstruction, one can clearly see the smiley face. Using EM alone, we
can also get a good reconstruction since we obtain enough information with a higher value of k.
The results are shown in Fig. 40 and Fig. 41.
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Figure 38. SAXS-EM reconstruction (k=1.5) Figure 39. EM reconstruction (k=1.5)
Figure 40. SAXS-EM reconstruction (k=3) Figure 41. EM reconstruction (k=3)
A lower value of k, where k = 1, also been simulated. The result can be seen in Fig. 42 and
Fig. 43. In this case, the EM reconstruction looks messy. Moreover, the SAXS-EM reconstruc-
tion also does not look like a smiley face. Nevertheless, we can see the outline of the smiley face
in SAXS-EM reconstruction and the number of bad points is also much less in the SAXS-EM
reconstruction.
37
Figure 42. SAXS-EM reconstruction (k=1) Figure 43. EM reconstruction (k=1)
5.4 Minion
Before we apply the technique to a real biological macromolecule, we create a minion as the sum
of a set of 3D Gaussian distributions by separating different means of the Gaussian function
in space similar to the 3D smiley face in Sec. 5.3. The center of each Gaussian function is the
position of atoms and we seek to reconstruct the electron density in these atoms. As Fig. 44
shows, the colorbar from yellow to red indicates the magnitude of Gaussian function at certain
points which represents the density in real space. We also use the magnitude to set the size of
each points in this space for better visual effect. We can clearly see the different body parts of
this character. Actually, the whole space is full of points indicating the density but when the
density gets very low, the points there are too small to be visible. Hence, most atoms center at
the outline of the minion.
Figure 44. Minion created in real space
Figure 45 shows what the minion is like in Fourier space. We pick spheres with radius 0.5,
1 and 2 to illustrate its Fourier transform magnitude. Similar to what we have experimented
in 3D smiley face first, Fig. 46 shows the reconstruction results of the minion without cones to
exclude sampling points in Fourier space.
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Figure 45. Fourier transform of minion in spheres of radius 0.5, 1 and 2
Figure 46. Reconstruction of Minion without exclusion of sampling points
And then cones are set in the sphere to exclude all the great circles whose normal direction
are inside these cones in Fourier space. The center axis direction vector is defined in Sec. 5.3.2
and the great circles are generated uniformly in space. We still keep the radius dependent
sampling number on each great circle here. The reconstruction result is shown in Fig. 47.
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Figure 47. Comparison of Minion reconstruction by SAXS-EM fusion and EM-alone
SAXS-EM fusion successfully restores the main body of the minion and especially the two
hands which are the two clouds of black points on both sides of the body. Although we can
see fuzzy blue eyes and feet by EM reconstruction alone, the main yellow body is separated
in the whole space. It means the places where density should be extremely small are given
comparatively higher density.
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6 Discussion, Conclusion, and Outlook
In this paper, we presented a novel method of fusing information obtained from Small Angle
X-ray Scattering (SAXS) and cryo-EM experiments. Despite the fact that SAXS data is of
a lower resolution than EM data, it can be shown that information fusion greatly improves
an EM reconstruction especially when the EM data is sparse or misses important regions of
high information density. Numerical experiments with shapes in two and three-dimensions
demonstrated the advantages of implementing a SAXS-EM fusion as opposed to an EM-only
reconstruction. On the other hand, there also exists a theoretical lower bound for the minimum
intensity that a given sample of EM data can accommodate and the SAXS information fusion
would only add new information if the intensity is above this value for a given radius in Fourier
space. Finally, we make the following set of observations that we hope would spur further
research in the capabilities of SAXS-EM fusion and particularly, with applications to problems
involving the elucidation of macromolecule structure from sparse EM data:
1. Application of the SAXS-EM fusion to complex biological macromolecules. In this paper,
we tested the SAXS-EM fusion with a model of a “minion”, with encouraging results. It reveals
that the SAXS-EM fusion technique would be useful to obtain important information that
EM experiments may otherwise miss by virtue of having the slice planes not pass through
important structural details of biological macromolecules. Since the SAXS information is a
spherical average, outstanding structural information would be recorded and can be used to
enrich the EM data.
2. The matrices involved in the solution of the quadratic equation tend to become ill-
conditioned when the angles sampled are too close to each other. To allow the possibility
of finely sampled EM data, the solution method to obtain the roots for the governing quadratic
equation may need improvement so as to avoid the need to deal with ill-conditioned matrices.
3. Allowing the number of sample points on a given great circle to vary linearly with the
radius of the sphere leads to large improvements in the SAXS-EM reconstruction, and this
technique can be utilized in further implementations of SAXS-EM fusion.
4. The root selection procedure proposed in the paper was computationally efficient and also
accurate. Nevertheless, it may also be possible to formulate more robust selection rules through
integral quadratures (specifically, the stable and accurate integration over scattered data on a
sphere) and allow for a more accurate identification of spurious roots. In fact, it may be possible
to add further terms to “correct” the roots obtained from the quadratic equation to obtain more
accurate results.
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Appendix A - The N-dimensional Gaussian
The definition of the N -dimensional Gaussian is reviewed in the following. Shapes in two-
dimensions and three-dimensions can be constructed as a superposition of two-dimensional and
three-dimensional Gaussians respectively. The N -dimensional Gaussian function defined at x,
and with a mean of µ and covariance matrix, Σ, is,
f(x;µ,Σ) =
1
(2pi)
N
2 |det Σ| 12 exp
{
−1
2
(x− µ)TΣ−1(x− µ)
}
(45)
The Fourier transform of the Gaussian function is also a Gaussian function in Fourier space,
and can be written as a function of ω as,
fˆ(ω;µ,Σ) = exp
(
−ω
T Σω
2
− iµ
)
. (46)
Hence, it is possible to approximate a general shape φ(x) as a linear combination of n
Gaussians through,
φ(x) ≈
n∑
k=1
Ak f(x;µk,Σk) (47)
where Ak is the area of the k
th Gaussian function, and used to control the weight of the Gaussian
and thereby alter its contribution to the total sum. Since the Fourier transform is a linear
operator, the Fourier transform of φ(x) would be,
φˆ(ω) ≈
n∑
k=1
Ak fˆ(ω;µk,Σk). (48)
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