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EXPANDING MEASURES
VILTON PINHEIRO
Abstract. We prove that any C1+α transformation, possibly with a (non-flat) critical
or singular region, admits an invariant probability measure absolutely continuous with
respect to any expanding measure whose Jacobian satisfies a mild distortion condition.
This is an extension to arbitrary dimension of a famous theorem of Keller [37] for maps
of the interval with negative Schwarzian derivative.
We also show how to construct an induced Markov map F such that every expanding
probability of the initial transformation lifts to an invariant probability of F . The induced
time is bounded at each point by the corresponding first hyperbolic time (the first time the
dynamics exhibits hyperbolic behavior). In particular, F may be used to study decay of
correlations and others statistical properties of the initial map, relative to any expanding
probability.
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1. Introduction
In this work we propose a general construction of Markov structures for non-uniformly
expanding transformations. A distinctive feature is that these Markov structures capture
all trajectories with expanding behavior.
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In particular, we are able to use them to prove existence of ergodic invariant measures
absolutely continuous with respect to any expanding reference measure with Ho¨lder con-
tinuous Jacobian. In the special case when Lebesgue measure is the reference, this yields
the physical measures of the transformation. Our Markov structures open the way for
further development of the ergodic theory of this class of systems. In this direction, we
construct Markov transformations induced from the original one, and we prove that any
expanding invariant measure of the initial map lifts to invariant measure of these Markov
transformations.
Markov partitions were the principal tool for analyzing the qualitative behavior of uni-
formly hyperbolic (Axiom A) or even uniformly expanding systems (see [56]). For uni-
formly hyperbolic dynamics, the systematic introduction of these partitions was due to
Sinai [57, 58, 59] and Bowen [12, 13] and became a key technical tool in the ergodic theory
of uniformly hyperbolic/expanding systems (see [14]). Sinai, Ruelle, Bowen used Markov
partitions to associate these dynamical systems with symbolic ones, prove existence and
uniqueness of equilibrium states, and several other properties, in a neighborhood of every
transitive hyperbolic set. Recall that a Markov partition for a map f : Λ → Λ is a cover
P = {P1, · · · , Ps} of Λ satisfying
(a) intPi ∩ intPj = ∅ if i 6= j;
(b) if f(Pj) ∩ intPi 6= ∅ then f(Pj) ⊃ Pi.
Our setting is much more general than the classical family of uniformly expanding maps.
Indeed we assume our systems to be non-uniformly expanding. In this setting one can
not expect, in general, the existence of a classical finite Markov partition as there exist
parts of the system that spend arbitrarily large time to present some expanding behavior.
Nevertheless, we shall prove the existence of a quite similar partition that will be called
an induced Markov partition. An induced Markov partition is an at most countable cover
P = {P1, P2, P3, · · · } of Λ satisfying
(a) intPi ∩ intPj = ∅ if i 6= j;
(b) for each Pj there is a Rj ≥ 1 such that
(b.1) if ℓ < Rj and f
ℓ(Pj) ∩ intPi 6= ∅ then f ℓ(Pj) ⊂ Pi;
(b.2) if fRj(Pj) ∩ intPi 6= ∅ then fRj (Pj) ⊃ Pi.
Let us be more precise about the kind of systems we will deal with in this paper. Formal
statements will appear later. Let f : M → M be a C1+α transformation outside some
critical/singular set C ⊂ M (the case C = ∅ is a possibility). A positively invariant set
H ⊂M is called expanding if every point x ∈ H satisfies
lim sup
n→∞
1
n
n−1∑
i=0
log ‖(Df(f i(x)))−1‖−1 > 0 (1)
and if H satisfies the condition of slow approximation to the critical set, i.e., for each ε > 0
there is a δ > 0 such that
lim sup
n→+∞
1
n
n−1∑
j=0
− log distδ(f
j(x), C) ≤ ε (2)
for every x ∈ H, where distδ(x, C) denote the δ-truncated distance from x to C defined as
distδ(x, C) = dist(x, C) if dist(x, C) ≤ δ and distδ(x, C) = 1 otherwise.
A probability measure is called expanding if there is an expanding set H such that
µ(H) = 1. If f is a C1+α endomorphism then any invariant measure satisfying (1) almost
everywhere is automatically an expanding measure (Corollary 10.3).
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Given any expanding set H, we construct an induced Markov partition P of H with
respect to f (or an iterate of it). Associated to this partition there is an induced map
F : Λ→ Λ, F (x) = fR(x)(x),
which is Markov, with an appropriate upper bound on the inducing time.
Given any reference measure ν which gives positive weight to H, we can use the induced
Markov map to construct f -invariant probabilities absolutely continuous with respect to
ν, and study decay of correlations and others statistical properties.
A crucial point to be noted is that every f -invariant measure µ that gives positive weight
to H can be lifted to the level of the induced map (the induced map does not depend on
the measure µ).
We also give several examples of expanding measures and applications of these results.
1.1. Statement of main results. Let M be a compact Riemannian manifold of dimen-
sion d ≥ 1 and f : M →M a map defined on M .
The map f is called non-flat if it is a local C1+ ( i.e., C1+α with α > 0 ) diffeomorphism
in the whole manifold except in a non-degenerate critical/singular set C ⊂M . We say that
C ⊂ M is a non-degenerate critical/singular set if ∃β,B > 0 such that the following two
conditions hold.
(C.1)
1
B
dist(x, C)β ≤
‖Df(x)v‖
‖v‖
≤ B dist(x, C)−β for all v ∈ TxM .
For every x, y ∈M \ C with dist(x, y) < dist(x, C)/2 we have
(C.2)
∣∣log ‖Df(x)−1‖ − log ‖Df(y)−1‖ ∣∣ ≤ B
dist(x, C)β
dist(x, y).
If dim(M) = 1 and f satisfies the usual one dimensional definition of non-flatness (see
[41]), then it also satisfies the definition given above.
In the whole paper, a measure will be a countable additive measure defined on the Borel
sets. A measure µ is called f -non-singular if f∗µ ≪ µ, where f∗µ (= µ ◦ f−1) is the
push-forward of µ by f .
Let f be a non-flat map with critical/singular set C ⊂ M . A finite measure µ is called
f -non-flat if it is f -non-singular, µ(C) = 0, Jµf(x) is well defined and positive for µ-almost
every x ∈M , and for µ-almost every x, y ∈M \ C with dist(x, y) < dist(x, C)/2 we have∣∣∣∣log Jµf(x)Jµf(y)
∣∣∣∣ ≤ Bdist(x, C)β dist(x, y).
1.1.1. Expanding sets and measures.
Definition 1.1. A positively invariant set H ⊂M (i.e., f(H) ⊂ H) is called λ-expanding,
λ ≥ 0, if
lim sup
n→∞
1
n
n−1∑
i=0
log ‖(Df(f i(x)))−1‖−1 > λ, (3)
for every x ∈ H, and H satisfies the slow approximation condition, i.e., for each ε > 0
there is a δ > 0 such that (2) holds for every x ∈ H.
An expanding set is a positively invariant set but, in general, it is not a compact one.
In the one-dimensional case (3) reduces to the Lyapunov exponent of f on x to be bigger
than λ, i.e.,
lim sup
n→∞
1
n
n−1∑
i=0
log |f ′(fn(x))| = lim sup
n→∞
|(fn)′(x)| > λ.
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Definition 1.2 (Expanding measures). We call a measure µ (non necessarily invariant)
a λ-expanding measure (with respect to f) if µ is f -non-singular and there exists a λ-
expanding set H such that µ(M \ H) = 0.
Theorem A (Existence of absolutely continuous invariant measures). Let f : M → M be
a non-flat map. If µ is a f -non-flat λ-expanding measure, λ > 0, then there exists a finite
collection of µ absolutely continuous ergodic f -invariant probabilities such that µ-almost
every point in M belongs to the basin of one of these probabilities.
Recall that the basin of measure η is the set B(η) of the points x ∈M such that
lim
n→+∞
1
n
n−1∑
j=0
ϕ ◦ f j(x) =
∫
ϕdη,
for every continuous function ϕ : M → R.
1.1.2. Markov partitions. Let f : U → U a measurable map defined on a Borel set U of
a compact, separable metric space X . A countable collection P = {P1, P2, P3...} of Borel
subsets of U is called a Markov partition if
(1) int(Pi) ∩ int(Pj) = ∅ if i 6= j;
(2) if f(Pi) ∩ int(Pj) 6= ∅ then f(Pi) ⊃ int(Pj);
(3) #{f(Pi) ; i ∈ N} <∞;
(4) f |Pi is a homeomorphism and it can be extended to a homeomorphism sending Pi
onto f(Pi);
(5) limn diameter(Pn(x)) = 0 ∀x ∈
⋂
n≥0 f
−n(⋃
i Pi
)
,
where Pn(x) = {y ; P(f j(y)) = P(f j(x)) ∀ 0 ≤ j ≤ n} and P(x) denotes the element of P
that contains x.
Definition 1.3 (Induced Markov partition). A countable collection P = {P1, P2, P3...} of
Borel subsets of U is called a induced Markov partition if it satisfies all conditions of a
Markov partition except the second one which has to be substituted by the following
(2) for each Pi ∈ P there is a Ri ≥ 1 such that
(2.1) if ℓ < Ri and int(f
n(Pi))∩int(Pj) 6= ∅ then int(fn(Pi)) ⊂ int(Pj) or int(fn(Pi))
⊃ int(Pj);
(2.2) if fRi(Pi) ∩ int(Pj) 6= ∅ then fRi(Pi) ⊃ int(Pj).
Definition 1.4 (Markov map). The pair (F,P), where P is a Markov partition of F :
U → U , is called a Markov map defined on U . If F (P ) = U ∀P ∈ P, (F,P) is called a
full Markov map.
Note that if (F,P) is a full Markov map defined on an open set U then the elements of
P are open sets (because F (P ) = U and F |P is a homeomorphism ∀P ∈ P).
Consider a measurable map f : M → M from M to M (or, more in general, from the
metric space X to X).
Definition 1.5 (Induced Markov map). A Markov map (F,P) defined on U is called a
induced Markov map for f on U if is there is a function R : U → N = {0, 1, 2, 3, ...} (called
inducing time) such that {R ≥ 1} =
⋃
P∈P P , R|P is constant ∀P ∈ P and F (x) = f
R(x)(x)
∀ x ∈ U .
If an induced Markov map (F,P) is a full Markov map, we call (F,P) an induced full
Markov map.
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Given an induced Markov map (F,P), an ergodic f -invariant probability µ is said liftable
to F if there exists F -invariant finite measure ν ≪ µ such that
µ =
∑
P∈P
R(P )−1∑
j=0
f j∗ (ν|P ) ,
where R is the inducing time of F , ν|P denotes the measure given by ν|P (A) = ν(A ∩ P )
and f j∗ is the push-forward by f
j .
Definition 1.6 (Markov structure). A Markov structure for a set U ⊂ M (or X) is an
at most countable collection F = {(Fi,Pi)}i of induced Markov maps such that if µ is an
ergodic f -invariant probability with µ(U) = 1 then ∃(Fi,Pi) ∈ F such that µ is liftable to
Fi.
Theorem B (Markov structure for an expanding set). Every λ-expanding set with λ > 0
admits a finite Markov structure F = {(F1,P1), ..., (Fs,Ps)}. Furthermore, each (Fi,Pi) ∈
F is a full Markov map defined on some topological open ball Ui (also the elements of Pi
are topological open balls).
See Theorem 5 for a more complete version of this Theorem B.
As an expanding set H is positively invariant, it follows from Theorem B that every
ergodic f -invariant probability having µ(H) > 0 is liftable to one of the full induced
Markov map F1, ..., Fs given by the Theorem B.
We say that a Borel set A is an essentially open set if interior(A) ⊃ A, that is, the
closure of the interior of A contains A. The theorem below shows that any expanding set
H admits a Markov structure composed by a single induced Markov map (F,P) with P
being a collection of essentially open sets.
Theorem C (Global expanding induced Markov map). If H is a λ-expanding set with
λ > 0 then there exist ℓ ≥ 1 and ε0 > 0 such that for every 0 < ε < ε0 there are an induced
Markov map (F,P), with inducing time R, and a finite partition P0 of M by essentially
open sets satisfying the following conditions.
(i) sup{diameter(P ) ; P ∈ P} ≤ max{diameter(P ) ; P ∈ P0} < ε.
(ii) For each Q ∈ P there exists P ∈ P0 such that int(Q) ⊂ P .
(iii) F (P ) ∈ P0 ∀P ∈ P(in particular, the elements of P are essentially open sets).
(iv) dist(F (x), F (y)) ≥ 8 dist(x, y) ∀ x, y ∈ P and ∀P ∈ P;
(v) For all x, y ∈ P , P ∈ P and 0 ≤ n ≤ R(P ),
dist(fn(x), fn(y)) ≤
(
e−λ/8
)(R(P )−n)
dist(F (x), F (y)).
(vi) If µ is f -non-flat measure (not necessarily invariant) with µ(M \H) = 0 then ∃ ρ > 0
such that ∣∣∣∣log JµF (x)JµF (y)
∣∣∣∣ ≤ ρ dist(F (x), F (y)),
for µ almost every x, y ∈ P and ∀P ∈ P.
(vii) If µ is an ergodic f -invariant measure with µ(H) > 0 then µ
∣∣T
j≥0 f
−ℓ j({R>0}) is an
invariant measure with respect to f ℓ.
(viii) There is a good relation between the tail of the partition and the tail of the hyperbolic
times (see Section 8 for the definition), i.e.,
{R > n} ∩ H ⊂ H \
n⋃
j=1
Hℓ j ,
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where Hi denotes the set of points having i as a (e
−λ/4, ε)-hyperbolic time.
(ix) Every ergodic f -invariant probability µ with µ(H) > 0 is liftable to F .
(x) If H is an uniformly expanding set (i.e., H = H, H ∩ C = ∅ and ∃n ≥ 1 such that∥∥(Dfn(x))−1∥∥−1 > 1 ∀ x ∈ H) then the partition P is finite.
We want to observe that in Section 5 we introduce the zooming sets (that generalizes
the expanding sets) and the theorems above are corollaries of Theorems D, E and F for
zooming sets.
A second note is that, if f is a C1+ endomorphism, P is an induced Markov partition of
H, with respect to f ℓ, and the estimate of the item (viii) of Theorem C can be rewritten in
a more direct dependence on the expansion (3) and on the recurrence to the critical region
(2) (see Theorem 9).
1.2. Overview of the paper. In Section 2 we introduced the notion of nested sets adapted
to the kind of pre-images we want to deal with (for example, pre-images with some con-
traction).
In Section 3 we study the ergodic components for non (necessarily) invariant measures
for maps on metric spaces.
In Section 4 we obtain a statistical characterization of the liftable measures for a given
induced map.
Although we are basically interested in expanding measures (Section 1.1), we weakened
the expansion condition to permit more flexibility in the applications. For this we introduce
the zooming measures in Section 5.
In Section 6 and 7 we show most of the results for zooming sets and measures. In
particular the existence of induced Markovian maps for zooming sets (Theorem E and F)
and the existence of an invariant measure ν≪µ that is absolutely continuous with respect
to a given zooming measure with some distortion control (Theorem D).
Section 8 is dedicated to the definition and properties of expanding measures, as well as
to establish the connection between these measures with the zooming ones. The existence
of an absolutely continuous invariant measure for a given expanding measure, the induced
Markovian maps for expanding sets and so on are consequences of the analogous result
for zooming measures and in this section we use the zooming results to get the expanding
ones.
In Section 9 we give many examples of expanding and zooming sets and measures. We
give also some applications of the results of the previous sections. In particular, we study
the decay of correlations for general expanding measures.
Acknowledgments. We thank V. Arau´jo, P. Branda˜o A. Castro and K. Oliveira for
comments and for useful conversations. We thanks also IMPA, Brazil, and Universidade
do Porto, Portugal, for the hospitality (specially J. Alves, M. F. Carvalho and J. Rocha)
and the opportunity to present and discuss this work. We are specially grateful to P.
Varandas, M. Todd, M. Viana and J. Palis not only for useful conversations but also for
the incentive.
2. Nested sets
The notion of nice interval, introduced by Martens in [40], is a useful tool in the theory
of real and complex one-dimensional dynamical systems (see, for instance, [41, 51]). A nice
interval is an open interval I such that the forward orbit O+(∂I) of the boundary of I
does not return to I, i.e., O+(∂I)∩ I = ∅. Note that nice intervals are natural and easy to
construct for interval maps. For instance, two consecutive points of a periodic orbit define
EXPANDING MEASURES 7
a nice interval. Its main property is that there are no linked pre-images of a nice interval,
that is, if I1 and I2 are sent homeomorphically onto an open nice interval I by f
n1 and fn2
respectively then either I1 ∩ I2 = ∅, I1 ⊂ I2 or I2 ⊂ I1.
In the multidimensional case, the boundary of topological open balls are connect topo-
logical manifolds and if a chaotic transitive dynamic is not much symmetric, it is natural
to expect that this dynamic will spread these boundaries to the whole manifold, forbidding
any “nice ball”. In general, the same seems true for any set whose the boundary is not
totally disconnected.
In this section we present the abstract construction of nested sets. This reformulates
and generalizes the concept of nice interval. In Section 5 we show their abundance in the
presence of some expansion (see Lemma 5.12).
Let f : X → X be a map defined on a complete, separable metric space X . Fixed some
K ⊂ X , a set P ⊂ X is called a regular pre-image of order n ∈ N of K if fn sends P
homeomorphically onto K. Denote the order of P (with respect to K) by ord(P ).
Let us fix in all Section 2 a collection E0 of connected open subsets of X (for instance,
E0 can be the collection {fn(Vn(x)) ; x ∈ Hn and n ∈ N} of all hyperbolic balls of X , see
Proposition 8.2). For each n ∈ N and V ∈ E0 consider some collection En(V ) of regular
pre-images of order n of K. Set En = (En(V ))V ∈E0 . We call the sequence E = (En)n a
dynamically closed family of (regular) pre-images if f ℓ(E) ∈ En−ℓ ∀E ∈ En and ∀ 0 ≤ ℓ ≤ n.
Given Q ∈ En we denote fn|Q by fQ and we denote the E-inverse branch of associated to
Q, (fn|Q)−1, by f−Q.
Let E = (En)n be a dynamically closed family of pre-images. A set P is called an E-
pre-image of a set W ⊂ X if there is n ∈ N and Q ∈ En such that W ⊂ fn(Q) and
P = f−Q(W ).
Remark 2.1. Two distinct E-pre-images X1 and X2 of some set X ⊂ X having the same
order cannot intersect. Indeed, write n = ord(X1) = ord(X2) and for each i ∈ {1, 2} write
Xi = f−Qi(X ), with Qi ∈ En. Let Pj = f−Qj(Q1 ∩ Q2), for j = 1, 2. It follows that
P1 ∩ P2 ⊃ X1 ∩ X2 6= ∅. Of course P1 6= P2, otherwise X2 = f−Q2(X ) = (fn|P2)
−1(X )
= (fn|P1)
−1(X ) = f−Q1(X ) = X1. Thus P1 ∩ ∂P2 6= ∅ or P2 ∩ ∂P1 6= ∅. Assume that
P1 ∩ ∂P2 6= ∅. So, ∅ 6= fn(P1 ∩ ∂P2) ⊂ fn(P1)∩ ∂
(
fn(P2)
)
⊂ (Q1 ∩Q2)∩ ∂
(
Q1 ∩Q2
)
= ∅.
An absurd.
Definition 2.2 (Linked sets). We say that two open sets U1 and U2 are linked if both
U1 \ U2 and U2 \ U1 are not empty sets.
Note that two connected open sets U1 and U2 are linked if and only if ∂U1 ∩ U2 and
U1 ∩ ∂U2 are not empty sets.
Definition 2.3 (E-nested set). A set V is called E-nested if V is an open set and V is not
linked with any E-pre-image of V .
The fundamental property of a nested set is that any E-pre-images P1 and P2 of it are
not linked (see Corollary 2.6).
We can extend the concept of E-nested set to a collection of sets in the following way.
Definition 2.4 (E-nested collection of sets). A collection A of open sets is called an E-
nested collection of sets if every A ∈ A is not linked with any E-pre-image of an element
of A with order bigger than zero. Precisely, if A1 ∈ A and P is an E-pre-image of some
A2 ∈ A, then either A1 and P are not linked or P = A2.
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P0
A
P1
P2
P3
Figure 1. A chain (P0, P1, P2, P3) of pre-images beginning in A.
It follows from the definition of an E-nested collection of sets that every sub-collection
of an E-nested collection is also an E-nested collection. In particular, each element of an
E-nested collection is an E-nested set.
Lemma 2.5 (Main property of a nested collection). If A is an E-nested collection of open
sets and P1 and P2 are E-pre-images of two elements of A with ord(P1) 6= ord(P2) then P1
and P2 are not linked.
Proof. Let ℓj = ord(Pj) for j = 1, 2. We may assume that ℓ1 < ℓ2 and, by contradiction,
assume that P1 and P2 are linked. Let, for i = 1, 2, pj ∈ Pj ∩ ∂P3−j , Qi ∈ Eℓi and Ai ∈ A
be such that Pi = f
−Qi(Ai). As E is a dynamically closed family of pre-images of elements
of E0, Q = f ℓ1(Q2) ∈ Eℓ2−ℓ1 and P = f
ℓ1(P2) = f
−Q(A2) is an E-pre-image of A2. On
the other hand f ℓ1(P1) = A1 ∈ A. As f ℓ1(p1) ∈ f ℓ1(P1) ∩ ∂
(
f ℓ1(P2)
)
= A1 ∩ ∂P and
f ℓ1(p2) ∈ f ℓ1(P2) ∩ ∂
(
f ℓ1(P1)
)
= P ∩ ∂A1, it follows that P and A1 are linked, but this is
impossible because A is E-nested.

Corollary 2.6 (Main property of a nested set). If V is an E-nested set and P1 and P2 are
E-pre-images of V then P1 and P2 are not linked. Furthermore,
(1) if P1 ∩ P2 6= ∅ then ord(P1) 6= ord(P2);
(2) if P1 $ P2 with ord(P1) < ord(P2) then V is contained in an E-pre-image of itself
with order bigger than zero,
f ord(P2)−ord(P1)(V ) ⊂ V.
Proof. Lets suppose that P1 6= P2 are E-pre-images of V and set ℓj = ord(Pj) for j = 1, 2.
By Remark 2.1, ℓ1 6= ℓ2. Thus, we may assume that ℓ1 < ℓ2. By Lemma 2.5 it follows that
P1 and P2 are not linked.
Now, suppose in addition that P1 ⊂ P2. Then V = f ℓ1(P1) ⊂ f ℓ1(P2) (f ℓ1(P2) is an
E-pre-image of V ) and this will imply that f ℓ2−ℓ1(V ) ⊂ f ℓ2(P2) = V . 
2.1. Constructing nested sets. In this section (Section 2.1) let A be a collection of
connected open sets such that the elements of A are not contained in any E-pre-image of
order bigger than zero of an element of A.
A finite sequence K = (P0, P1, · · · , Pn) of E-pre-images of elements of A is called a chain
of pre-images of A beginning in A ∈ A (Figure 1) if
(1) 0 < ord(P0) ≤ · · · ≤ ord(Pn−1) ≤ ord(Pn);
(2) A and P0 are linked;
(3) Pj−1 and Pj are linked ∀1 ≤ j ≤ n;
(4) Pi 6= Pj ∀ i 6= j.
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A A*
Figure 2. On the left side it is shown a ball A (in grey) and the boundaries
of the pre-images of A that belong to the chains. On the right side A⋆ is
shown.
Denote by chE(A) the collection of all chain of pre-images of A beginning in A ∈ A. As
the elements of A are connected and open, it is easy to check the following remark.
Remark 2.7. If (P0, P1, · · · , Pn) ∈ chE(A), with A ∈ A, then
⋃n1
j=n0
Pj is a connected open
set ∀ 0 ≤ n0 ≤ n1 ≤ n.
For each A ∈ A define the open set
A⋆ = A \
⋃
(Pj)j∈chE(A)
⋃
j
Pj . (4)
Proposition 2.8 (An abstract construction of a nested collection). For each A ∈ A such
that A⋆ 6= ∅ choose a connected component A′ of A⋆. If A′ = {A′ ; A ∈ A and A⋆ 6= ∅} is
not an empty collection then A′ is an E-nested collection of sets.
Proof. Suppose that A′ 6= ∅. By contradiction, assume that there exist A1, A2 ∈ A and
a E-pre-image P of A′2 such that A
′
1 and P are linked. So, as A
′
1 and P are connected
sets, ∃ p ∈ P ∩ ∂A′1. Let ℘ = ord(P ) and let E ∈ E℘ be such that P = f
−E(A′2). Setting
Q = f−E(A2), we get P ⊂ Q.
Claim. Q ⊂ A1.
Proof. First note thatQ∩A1 ⊃ Q∩A′1 ⊃ P∩A
′
1 6= ∅. On the other hand, if Q∩∂A1 6= ∅, the
unitary sequence (Q) will be a chain of E-pre-images beginning in A1, i.e., (Q) ∈ chE(A1).
But this is a contradiction to the definition of A⋆1 because Q ∩ A
⋆
1 ⊃ Q ∩ A
′
1 6= ∅. Thus,
Q ∩ ∂A1 = ∅. As Q and A1 are connected sets and Q ∩ A1 ⊃ Q 6= ∅, we get Q ⊃ A1 or
Q ⊂ A1. The first option is not possible because (by hypothesis) the elements of A are
not contained in any E-pre-image of order bigger than zero of an element of A. Therefore,
Q ⊂ A1. 
As p ∈ ∂A′1, for a given ε > 0 there exists a chain (Q0, · · · , Qn) ∈ chE(A1) such that
dist(p,∪nj=0Qj) < ε. On the other hand, as P and Q are open sets and p ∈ P ⊂ Q, taking
ε small enough, P ∩ (∪nj=0Qj) 6= ∅ and so,
Qm ∩Q ⊃ Qm ∩ P 6= ∅, (5)
for some 1 ≤ m ≤ n. As Q0∪· · ·∪Qm is a connected set (Remark 2.7) and Q0∩ (X \Q) ⊃
Q0 ∩ (X \ A1) 6= ∅ (because Q0 and A1 are linked), there exists 0 ≤ j ≤ m such that
Qj ∩ ∂Q 6= ∅. Let ℓ = min{0 ≤ j ≤ m ; Qj ∩Q 6= ∅}.
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We have two cases, either ord(Qℓ) ≤ ord(Q) or ord(Qℓ) > ord(Q). Suppose first that
ord(Qℓ) ≤ ord(Q). By the minimality of ℓ, Q 6= Qj ∀ 0 ≤ j ≤ ℓ. Thus, it is easy to
check that K = (Q0, · · · , Qℓ, Q) ∈ chE(A1). As Q ∩ A⋆1 ⊃ Q ∩ A
′
1 6= ∅, the existence of
the chain K is a contradiction to (4) and so, this case cannot occur. For the second case
(ord(Qℓ) > ord(Q)), consider the sequence K = (f℘(Qℓ), · · · , f℘(Qm)). It is also easy to
check that K ∈ chE(A2) (note that, as f℘(Q) = A2, f℘(Qℓ) ∩ ∂A2 = f℘(Qℓ ∩ ∂Q) 6= ∅).
But, as f℘(P ) = A′2 ⊂ A
⋆
2, it follows from (5) that f
℘(Qm) ∩ A
⋆
2 ⊃ f
℘(Qm ∩ P ) 6= ∅,
contradicting (4) again and concluding the proof. 
An easy way to assure the existence of nested sets (or collections) is to show that the
chains have small diameter, where the diameter of a chain (Pj)j is defined as the diameter
of
⋃
j Pj .
Corollary 2.9. Let ε ∈ (0, 1/2) and let A = Br(p) be a connected open ball with radius
r centered in p ∈ X such that fn(A) 6⊂ A ∀n > 0. If every chain of E-pre-images of A
has diameter smaller than 2εr then the set A⋆, given by (4) contains the ball Br(1−2ε)(p).
Moreover, the connected component A′ of A⋆ that contains p is a E-nested set containing
Br(1−2ε)(p).
Proof. Set A = {A}. As fn(A) 6⊂ A ∀n > 0, it follows that A is not contained in any
E-pre-image of itself (with order bigger than zero). Let Γ be the collection of all chains
of E-pre-images of A. If (Pj)j ∈ Γ then
⋃
j Pj is a connected open set intersecting ∂A
with diameter smaller than 2εr. Thus,
⋃
j Pj ⊂ B2εr(∂A), ∀ (Pj)j ∈ Γ. As a consequence,
A⋆ = A \
⋃
(Pj)j∈Γ
⋃
j Pj ⊃ A \ Bε(∂A) ⊃ Br(1−2ε)(p) is a non-empty open set. Taking A
′
as the connected component of A⋆ that contains p (and so, contains Br(1−2ε)(p)), it follows
from Proposition 2.8 that A′ is a E-nested set. 
3. Ergodic components
Before constructing the Markov partition using the adapted nested sets, we need also
some preliminary knowledge of the so called ergodic components for non (necessarily)
invariant measures. This knowledge is important to assure good statistical properties for
these nested sets with respect to the class of measures that we are working on.
Let µ be a finite measure defined on the Borel sets of the compact, separable metric
space X and let f : X → X be a measurable map. A subset U ⊂ X is called an invariant
set (with respect to f) if f−1(U) = U , and it is called a positively invariant set if f(U) ⊂ U .
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Definition 3.1 (Ergodic components). An invariant set U with µ(U) > 0 is called an
ergodic component (indeed, a µ ergodic component with respect to f), if it does not admit
any smaller invariant subset with positive measure, that is, if V ⊂ U is invariant, f−1(V ) =
V , then either µ(V ) or µ(U \V ) is zero. The measure µ is called ergodic if X is an ergodic
component.
We stress that in the definition of ergodic measure and ergodic components we are not
assuming the invariance of the measure µ with respect to f . Let us give some examples of
non-invariant ergodic measures.
Example 3.2. Given any p ∈ X\Fix(f), the Dirac measure δp is ergodic and non-invariant
(Fix(f) is the set of fixed points of f). More in general, given a finite subset U ⊂ O−f (p)
of the pre-orbit of a point p ∈ X, let µ = 1
#U
∑
q∈U δq. If f
−1(U) 6= U then µ is an ergodic
probability but not invariant.
Example 3.3. Given an ergodic (not necessarily invariant) measure µ, let Y ⊂ X be such
that µ(Y )µ(f−1(Y ) \ Y ) > 0. Then µ|Y , the restriction of µ to Y , is non-invariant and
ergodic.
Example 3.4. By Martens [40], the Lebesgue measure is ergodic and non-invariant for
every non-flat S-unimodal map f without a periodic attractor. In particular when f is an
infinitely renormalizable map the Lebesgue measure is ergodic but there is no absolutely
continuous invariant measure (for multimodal maps, see Blokh-Lyubich [9, 10] and Vargas-
van Strien [60]).
Following Milnor’s definition of attractor (indeed, minimal attractor [42]), a compact
positively invariant set A will be called a µ-attractor, or for short, an attractor, if its basin
of attraction Bf(A) = {x ∈ X ;ωf(x) ⊂ A} has positive measure and, in contrast, the
basin of every positively invariant compact subset A′ $ A has zero measure. Here, ωf(x)
denotes the ω-limit set of x ∈ X .
A collection P of sets with positive measure is called a partition mod µ of U ⊂ X if
this collection covers U almost everywhere (µ(U \
⋃
P∈P P ) = 0) and µ(P ∩ Q) = 0 for
every P,Q ∈ P with P 6= Q. The diameter of a partition P is defined by diameter(P) =
sup{diameter(P ) ; P ∈ P}.
Proposition 3.5 (Ergodic attractors). Given an ergodic component U ⊂ X, there exists
a unique attractor A ⊂ X that attracts almost every point of U . Moreover, ωf(x) = A for
almost every point of U .
Proof. Let P1 be any finite partition (mod µ) of U formed by open subsets and with
diameter(P1) < 1. We will construct by induction a sequence of partitions P1 < P2 < ...
of U in the measure-theoretical sense. Thus, suppose that the collection Pn−1 has already
been constructed. Set, for each P ∈ Pn−1, UP = {x ∈ U ;ωf(x) ∩ P 6= ∅}. As U is an
ergodic component and f−1(UP ) = UP (because ωf(x) = ω(f(x)) ∀ x), either UP or U \UP
is a zero measure set.
Given P ∈ Pn−1, we define a partition PP (mod µ) of P as follows. If µ(UP ) = 0, we set
PP as the trivial refinement, i.e., PP = {P}. On the other hand, if µ(UP ) > 0, we choose
any PP in the collection of finite partitions (mod µ) of P ∈ Pn−1 formed by open subset
of P with diameter smaller that 1
2
diameter(P ) (see Lemma 10.1). Now, define
Pn = {Q ∈ PP ;P ∈ Pn−1}.
For each n ∈ N, set P∗n = {P ∈ Pn ;U \ UP is a zero measure set} and Kn =
⋃
P∈P∗n P .
As K1 ⊃ K2 ⊃ ... ⊃ Kn ⊃ ... is a nested sequence of non-empty compact sets, A =
⋂
nKn
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is also a non-empty compact set. By construction, for almost every point x ∈ U and
∀n ∈ N, ωf(x) ⊂ Kn and ωf(x) ∩ P ∀P ∈ P∗n. Moreover, as diameter(P ) < 2
−n ∀P ∈ P∗n,
it follows that sup{dist(y,Of(x)) ; y ∈ A} ≤ 2−n and ωf(x) ⊂ Kn ⊂ B2−n(A) = {p ∈
X ; dist(p, A) ≤ 2−n} for every n ∈ N and almost every point x ∈ U . Thus, ωf (x) = A for
µ-almost every point x ∈ U . 
Consider for each point x of a positively invariant set U ⊂ X , a subset U(x) ⊂ O+(x)
of the positive orbit of x.
Definition 3.6. The collection U = (U(x))x∈U is called asymptotically invariant if for
every x ∈ U ,
(1) #{j ∈ N ; f j(x) ∈ U(x)} =∞ and
(2) U(x) ∩ O+(fn(x)) = U(f(x)) ∩ O+(fn(x)) for every big n ∈ N.
Definition 3.7 (ωf,U). Given an asymptotically invariant collection U = (U(x))x∈U , define
for each x the omega-U limit set of x (omega-U of x, for short), denoted by ωf,U(x), as
the set of accumulation points of U(x) and, that is, the set of points p ∈ X such that there
is a sequence nj → +∞ satisfying U(x) ∋ fnj(x)→ p.
It is easy to check that ωU(x) is a non-empty compact set but not necessarily invariant.
We say that the asymptotically invariant collection U = (U(x))x∈U has positive frequency
if lim sup 1
n
#{1 ≤ j ≤ n ; f j(x) ∈ U(x)} > 0, for every x ∈ U .
Definition 3.8 (ω+,f,U). If U is an asymptotically invariant collection with positive fre-
quency, define ω+,f,U(x), the set of U-frequently visited points of x orbit, as the set of points
p ∈ X such that lim sup 1
n
#{1 ≤ j ≤ n ; f j(x) ∈ U(x) ∩ V } > 0 for every neighborhood V
of p.
Lemma 3.9. Let U = (U(x))x∈U be an asymptotically invariant collection defined in an
ergodic component U and let A ⊂ X be the attractor associated to U . There is a compact
set AU ⊂ A such that ωf,U(x) = AU for µ-almost every x ∈ U . Furthermore, if U has
positive frequency then there is also a compact set A+,U ⊂ AU such that ω+,f,U(x) = A+,U
for µ-almost every x ∈ U .
Proof. We construct the compact sets AU andA+,U in the same way we did for A in the proof
of Proposition 3.5. For AU the only difference is that we have to change ωf(x) by ωf,U(x)
in the proof. Note that the key property of ωf(x) used there is that ωf(x) = ωf(f(x)) and
we also have the same property for ωf,U , i.e., ωf,U(x) = ωf,U(f(x)).
For A+,U we have, of course, to change in the proof ωf by ω+,f,U (again ω+,f,U(x) =
ω+,f,U(f(x)) ∀ x) and we have also to change the definition of the set UP . For this we
proceed as follows. Given a point x ∈ U and a set K ⊂ X denote the U-visit frequency of
x to K by φK(x) = lim sup
1
n
#{0 ≤ j < n ; f j(x) ∈ K ∩ U(x)}. Set, for each P ∈ Pn−1,
UP = {x ∈ U ;φP (x) > 0}. As we are using lim sup in the definition of φK , we get
φK(x) > 0 or φX\K(x) > 0. This is important to ensure that Kn 6= ∅ ∀n (see proof of
Proposition 3.5).
To finish the proof, we remark that every point of A+,U =
⋂
nKn is accumulated by the
sequence {fn(x) ;n ∈ N and fn(x) ∈ U(x)} for almost every point x ∈ U and so, A+,U is
contained in AU which is contained in A. Moreover, if B is an open set with B ∩A+,U 6= ∅
then for any big n there will be some element P of P∗n contained in B. Therefore, by
construction, lim sup 1
n
#{0 ≤ j < n ; f j(x) ∈ B ∩ U(x)} ≥ lim sup 1
n
#{0 ≤ j < n ; f j(x) ∈
P ∩ U(x)} > 0. 
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UA
Au
Figure 4. U is an ergodic component with its attractor A and its omega-U
set AU .
As defined in Section 5, a measure µ is f -non-singular if the pre-image by f of any set
with zero measure has also zero measure (f∗µ ≪ µ). The ergodic measures that appears
in Example 3.2 and 3.3 are not in general f -non-singular. The lemma below gives a way
to construct new f -non-singular ergodic measures.
Lemma 3.10. If µ is a f -non-singular ergodic measure (not necessarily invariant) then
1
µ(E)
µ|
E
is a f -non-singular ergodic probability whenever E ⊂ X is a positively invariant
Borel set with positive measure (i.e., f(E) ⊂ E and µ(E) > 0).
Proof. As in Example 3.3, 1
µ(E)
µ|
E
is an ergodic probability. We need only to show that
this probability is f -non-singular. Given Y ⊂ X , we have µ(f−1(Y ) ∩ E) ≤ µ(f−1(Y ) ∩
f−1(f(E))) = µ(f−1(Y ∩f(E))). Thus, if µ|
E
(Y ) = µ(Y ∩E) = 0 then 0 ≤ µ|
E
(f−1(Y )) ≤
µ(f−1(Y ∩ f(E))) = 0 (because µ is f -non-singular). As a consequence, 1
µ(E)
µ|
E
is f -non-
singular.

Lemma 3.11. Let µ be a finite measure. If there exists some δ > 0 such that every
invariant set has µ measure either zero or bigger than δ, then X can be decomposed into a
finite number of µ ergodic components.
Proof. Let W1 ⊂ X be any invariant subset of X (for example, W1 = X) with non zero µ
measure and let F(W1) be the collection of all invariant subsets U ⊂ W1 with µ measure
bigger than zero. Note that F(W1) is non-empty, because W1 ∈ F(W1). Let us consider
the inclusion (mod µ) as a partial order on F(W1).
Claim. Every totally ordered subset Γ ⊂ F(W1) is finite. In particular, it has an upper
bound.
Proof. Otherwise there is an infinite sequence γ0 ⊃ γ1 ⊃ γ3 ⊃ · · · with µ(γk \ γk+1) > 0
∀k. But as
∑
k µ(γk \ γk+1) = µ(γ0) < ∞, it follows that µ(γk \ γk+1) < δ for k big and
this contradicts our hypothesis as every γk \ γk+1 is an invariant set. 
From Zorn’s lemma, there exists a maximal element U1 ∈ F(W1) and this is necessarily
an ergodic component.
As W2 = X \ U1 is an invariant set, either it has zero µ measure or we can use the
argument above to W2 and obtain a new ergodic component U2 inside X \U1. Inductively,
we can construct a collection of ergodic components U1, ..., Ur while µ(X \U1∪ ...∪Ur) > 0.
But, as µ(Uj) > δ, this processes will stop and we will get the decomposition of X into µ
ergodic components as desired.

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Proposition 3.12 (A criterion for ergodicity). Let µ be a f -non-singular finite measure.
If there exists some δ > 0 such that every positively invariant set has µ measure either zero
or bigger than δ, then X can be decomposed into a finite number of µ ergodic components.
Moreover, the attractor associated to each ergodic component has positive µ measure.
Proof. As every invariant set is positively invariant, it follows from Lemma 3.11 that X
can be decomposed into a finite number of µ ergodic components.
From Proposition 3.5 each ergodic component U of X is the basin of some attractor
A. Let us, for instance, suppose that µ(A) = 0. In this case, one can choose an open
neighborhood V of A such that µ(V ) < δ and an integer n0 such that µ(U
′) > 0, where
U ′ = {x ∈ U ; fn(x) ∈ V ∀n ≥ n0}. Note that µ(fn0(U ′)) > 0 because µ is f -non-singular.
As U ′ is positively invariant, fn0(U ′) is a positively invariant set with 0 < µ(fn0(U ′)) <
µ(V ) < δ, but this is impossible by ours hypothesis. So, µ(A) > 0 (indeed, µ(A) > δ). 
We end this section relating the number of µ ergodic components with respect to f to
the number of µ ergodic components with respect to fk.
Lemma 3.13. Let µ be a f -non-singular finite measure. If U is an ergodic component with
respect to f then U can be partitioned in at most k ergodic components with respect to fk.
Furthermore, if U1, U2 ⊂ U are ergodic components with respect to fk then U2 = f−j(U1)
(mod µ) for some 0 ≤ j < k.
Proof. First we will prove by induction that U can be partitioned (mod µ) in a finite
number of ergodic components with respect to fk. Of course this claim is true for k = 1.
Thus, suppose by induction that for every 1 ≤ j ≤ k − 1 we can decompose U (mod µ) in
a finite number of ergodic components with respect to f j.
If U is ergodic with respect to fk there is nothing to prove. Thus, we may assume that
there is an invariant set Y ⊂ U (that is, f−k(Y ) = Y ) with 0 < µ(Y ) < µ(U).
Let {j1, ..., js} be a maximal subset of {1, ..., k} (with respect to the inclusion) such that
µ(Y ∩ f−j1(Y ) ∩ ... ∩ f−js(Y )) > 0. Set Y1 = Y ∩ f−j1(Y ) ∩ ... ∩ f−js(Y ). Note that
f−k(Y1) = Y1. Furthermore, by maximality, if µ(f−ℓ(Y1) ∩ Y1) > 0 then f−ℓ(Y1) = Y1
(mod µ). Let a1 = min{1 ≤ ℓ ≤ k ; f
−ℓ(Y1) = Y1}. Of course, f−1(
⋃a1−1
j=0 f
−j(Y1)) =⋃a1−1
j=0 f
−j(Y1) (mod µ). As U is ergodic component for f , we get
U =
a1−1⋃
j=0
f−j(Y1) (mod µ).
Claim. Y1 is an ergodic component for f
a1.
Proof of the claim. Suppose that Y1
′ ⊂ Y1 is fa1 invariant and µ(Y1\Y1′) > 0. As f−a1(Y1\
Y1
′) = Y1 \ Y1
′, we get f−1(
⋃a1−1
j=0 f
−j(Y1 \ Y1
′)) =
⋃a1−1
j=0 f
−j(Y1 \ Y1
′) and, as U˜ is ergodic
component for f , U˜ =
⋃a1−1
j=0 f
−j(Y1 \ Y1
′) (mod µ). Thus
a1−1∑
j=0
µ(f−j(Y1)) = µ(U˜) =
a1−1∑
j=0
µ(f−j(Y1 \ Y1
′)), (6)
because µ(f−i(Y1) ∩ f−j(Y1)) = 0 ∀ 0 ≤ i < j ≤ a1 − 1 (here we are using that µ is f -
non-singular). As µ(f−j(Y1)) ≥ µ(f−j(Y1 \ Y1
′)) ∀ j, it follows from (6) that µ(f−j(Y1)) =
µ(f−j(Y1 \ Y1
′)) ∀ j and so, µ(Y1
′) = 0. 
Denote by U the collection of all ergodic component U˜ ⊂ U with respect to some iterate
f j, j = 1, · · · , k − 1. By induction U is finite and so, δ = min{µ(U˜) ; U ∈ U} > 0.
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From the claim above follows that if U is not an ergodic component with respect to fk
then every fk-invariant set Y ⊂ U with 0 < µ(Y ) < µ(U) contains some element of U .
Thus, every positively invariant subset of U has µ measure either zero or bigger than δ.
Applying Lemma 3.11 to µ (indeed to µ˜ = µ|U), it follows that U can be decomposed into
a finite number of µ ergodic components with respect to fk.
To finish the proof of the lemma, let W ⊂ U be an ergodic component with respect to
fk. As f−k(W ) = W , f−1(
⋃k−1
j=0 f
−j(W )) =
⋃k−1
j=0 f
−j(W ). Thus, by the ergodicity of U ,
U =
⋃k−1
j=0 f
−j(W ) (mod µ). Note that, if W˜ ⊂ U is an ergodic component with respect
to fk and µ(W˜ ∩ f−j(W )) > 0, then W˜ = f−j(W ) (mod µ), because f−k(W˜ ∩ f−j(W )) =
W˜ ∩ f−j(W ) and W˜ is ergodic with respect to fk. As U =
⋃k−1
j=0 f
−j(W ) (mod µ), we can
conclude that any ergodic component W˜ ⊂ U with respect to fk is (mod µ) an element of
{W, f−1(W ), ..., f−(k−1)(W )}.

4. Characterizing the liftable measures
In this section we obtain a statistical characterization of the liftable measures for a given
induced map (see Corollary 4.6). Differently of Zweimu¨ller’s results [72], this character-
ization is given by a statistical condition, condition (7), not by the integrability of the
induced time with respect to the reference measure (the one that we want to lift). This is
important to avoid an additional condition of integrability of the induced time with respect
to the reference measure (in our context this is not a natural condition).
Let X be a compact separable metric space and f : X → X a measurable map defined
on X .
Definition 4.1 (Markov map compatible with a measure). We say that a Markov map
(F,P) defined on an open set Y ⊂ X is compatible with a measure µ if
(1) µ(Y ) > 0;
(2) µ is F -non-singular;
(3) µ(
⋃
P∈P P ) = µ(Y ) (in particular, µ(∂P ) = 0 ∀P ∈ P).
We say that a measure µ has a Jacobian with respect to the map f : X → X if there is
a function Jµf ∈ L
1(µ) such that
µ(f(A)) =
∫
A
Jµfdµ
for every measurable set A such that f |A is injective. When the Jacobian exists, it is
essentially unique. In general, the Jacobian may not exist, but if, for instance, µ is a
f -invariant measure and f is a countable to one map then the Jacobian of µ with respect
to f is well defined (see [45]).
Definition 4.2 (Markov map with µ-bounded distortion). We say that a Markov map
(F,P) defined on an open set Y ⊂ X has bounded distortion with respect to a measure µ
(for short, has µ-bounded distortion) if (F,P) compatible with µ, µ has a Jacobian with
respect to F and ∃K > 0 such that∣∣∣∣log JµF (x)JµF (y)
∣∣∣∣ ≤ K dist(F (x), F (y)),
for µ almost every x, y ∈ P and for all P ∈ P.
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The remark below is a well known fact about projections of invariant measures of induced
maps, see for instance Lemma 3.1 in Chapter V of [41].
Remark 4.3. Let (F,P) be an induced Markov map for f defined on some Y ⊂ X and let
R be its induced time. If ν is a F -invariant finite measure such that
∫
Rdν <∞ then
η =
∑
P∈P
R(P )−1∑
j=0
f j∗ (ν|P )
(
=
+∞∑
j=0
f j∗ (ν|{R>j})
)
is a f -invariant finite measure.
Note that, if (F,P) is compatible with a measure µ, the σ-algebra generated by {F−n(P )
; P ∈ P and n ≥ 0} is equal to the Borel sets of U (mod µ). Thus, using for example
Lemma 4.4.1 of [1], it is easy to obtain the following result.
Proposition 4.4 (Folklore Theorem). Let µ be f -non-singular measure. If (F,P) is an
induced full Markov map for f with µ-bounded distortion then there exists an ergodic F
invariant probability ν ≪ µ whose density belongs to L∞(µ). Indeed, log dν
dµ
∈ L∞(µ|{ dν
dµ
>0}).
Moreover, if the inducing time R of F is ν-integrable, then η =
∑
P∈P
∑R(P )−1
j=0 f
j
∗ (ν|P )
is a µ absolutely continuous ergodic f -invariant finite measure.
In Theorem 1 we obtain an absolutely continuous F -invariant measure ν replacing the
condition of bounded distortion (that appears in Proposition 4.4) by µ being f -invariant
and the statistical condition (7). Furthermore, this statistical condition assures that pro-
jecting ν by the dynamics of f we recover µ. That is, every invariant measure satisfying
(7) can be lifted (indeed this is necessary and sufficient condition, see Corollary 4.6).
Theorem 1. Let (F,P) be an induced full Markov map for f defined on an open set
B ⊂ X. Let R be the inducing time of F and µ be an ergodic f -invariant probability such
that µ({R = 0}) = 0. If there exist Θ > 0 such that
lim sup
1
n
#{0 ≤ j < n ; f j(x) ∈ O+F (x)} ≥ Θ (7)
for µ almost every x ∈ B, where O+F (x) = {F
j(x) ; j ≥ 0} is the positive orbit of x by F ,
then there is a non trivial ( 6≡ 0) finite F -invariant measure ν such that ν(Y ) ≤ µ(Y ) for
all Borel set Y ⊂ B and such that
∫
Rdν ≤ Θ−1.
Proof. Let B = {x ∈ B ; F j(x) ∈
⋃
P∈P P ∀ j ≥ 0}. Of course, B is a metric space with
the distance of X and B = B (µ mod).
Let W be a collection of subsets of B formed by the empty set ∅ and all Y ⊂ B such
that Y = (F |P1)
−1 ◦ · · · ◦ (F |Ps)
−1(B) for some sequence of P1, ..., Ps ∈ P. That is, the
elements of W are the empty set and all homeomorphic F pre-image of B. Note that W
is a collection of open sets of B. Given Y ⊂ B and r > 0, let W(r, Y ) be the set of all
countable covers {Ii} of Y by elements of W with diameter(Ii) ≤ r ∀ i. It is clear that
W(r, Y ) 6= ∅ ∀Y ⊂ B and ∀ r > 0.
Given a Borel set Y ⊂ B, let τ(Y ) ∈ [0, 1] be such that
τ(Y ) = lim sup
n→+∞
1
n
{0 ≤ j < n ; f j(x) ∈ Y ∩ O+F (x)},
for µ almost every x ∈ X .
Claim 1. The function τ has the following properties.
(1) τ(∅) = 0;
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(2) τ(B) ≥ Θ > 0;
(3) τ(Y1) ≤ τ(Y2) whenever Y1 ⊂ Y2 are Borel subsets of B;
(4) τ(
⋃∞
i=1 Yi) ≤
⋃∞
i=1 τ(Yi) ∀Y1, Y2, Y3, . . . Borel subsets of B;
(5) τ(Y ) ≤ µ(Y ) for all Borel set Y ⊂ B;
(6) τ(F−1(Y )) = τ(Y ) for all Borel set Y ⊂ B.
Proof of Claim 1. The first four items follows from (7) and the definition of τ . From
Birkhoff Theorem follows the fifth item. Indeed, µ(Y ) = lim 1
n
#{0 ≤ j < n ; f j(x) ∈ Y }
for every Borel set Y ⊂ B and µ almost every x. Thus, τ(Y ) ≤ µ(Y ) for every Borel
set Y ⊂ B. To check the last item considers a Borel set Y ⊂ B. As F j(x) ∈ Y ⇔
F j−1(x) ∈ F−1(Y ) ∀ j ≥ 1 and ∀ x ∈ B, we get τ(F−1(Y )) = τ(Y ). 
Following the definition of pre-measure of Rogers [52], τ restricted toW is a pre-measure
(Definition 5 of [52]). Given Y ⊂ B, define
ν(Y ) = sup
r>0
νr(Y )
(
= lim
rց0
νr(Y )
)
,
where νr(Y ) = infI∈W(r,Y )
∑
I∈I τ(I) andW(r, Y ) is the set of all countable covers I = {Ii}
of Y by elements of W with diameter(Ii) ≤ r ∀ i. The function ν, defined on the class of
all subset of B, is called in [52] the metric measure constructe from the pre-measured τ by
Method II (Theorem 15 of [52]).
As (F,P) is a full Markov map,
either I1 ⊂ I2 or I2 ⊂ I1 or I1 ∩ I2 = ∅, ∀ I1, I2 ∈ W. (8)
Thus,
νr(Y ) = inf
I∈fW(r,Y )
∑
I∈I
τ(I),
where W˜(r, Y ) =
{
{Ii} ∈ W(r, Y ) ; Ii ∩ Ij = ∅ ∀ i 6= j
}
.
Claim 2. ν(Y ) ≤ µ(Y ) for every Borel set Y ⊂ B.
Proof of Claim 2. Let Y ⊂ B. As we are working only with countable additive mea-
sures defined on the Borel sets (see Section 1.1), µ is a regular measure. So, µ(Y ) =
inf
I∈fW(r,Y ) µ
(⋃
I∈I I
)
= inf
I∈fW(r,Y )
∑
I∈I µ(I) ≥ infI∈fW(r,Y )
∑
I∈I τ(I) = νr(Y ) for every
r > 0. Thus ν(Y ) ≤ µ(Y ). 
It follows from Claim 1 and 2 that ν restricted to the Borel subsets B is finite and
non trivial, i.e., ν 6≡ 0. Indeed, ν(∅) = 0 < θ ≤ τ(B) ≤ ν(B) ≤ µ(B). Therefore,
Theorem 19 and 3 of [52] assures that ν restrict to the Borel subsets of B is a countable
additive measure.
Before we show that ν is F -invariant (Claim 3) let us introduce some notation.
Notation 4.5. Let Y being Borel subset of B and r, r′ > 0.
• Given I ∈ W˜(r, Y ), set F ∗I = {(F |P )−1(I)}I∈I,P∈P.
• Given I ∈ W˜(r, Y ) and x ∈ B, let I(x) be the element of I that contains x, if
x ∈
∑
I∈I I. Otherwise, I(x) = ∅.
• Given I ∈ W˜(r, Y ) and I ′ ∈ W˜(r′, Y ), define I ∩Y I ′ = {I(x) ∩ I ′(x) ; x ∈ Y }.
Given I ∈ W˜(r, Y ) and I ′ ∈ W˜(r′, Y ), follows easily from (8) that
I ∩Y I
′ ∈ W˜(min{r, r′}, Y ). (9)
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Furthermore, (8) and Claim 1 give∑
I∈I∩Y I′
τ(I) ≤ min{
∑
I∈I
τ(I),
∑
I∈I′
τ(I)}. (10)
Claim 3. ν is F -invariant.
Proof of Claim 3. Let Y be a Borel subset of B. Let be a sequence of a1 > a2 > · · · >
aj ց 0 a sequence of positive real numbers and I1, I2, . . . a sequence of covers of Y by
elements of W satisfying the follows properties.
(P1) νaj (Y ) ≤ νaj+1(Y ) ∀j ≥ 1;
(P2) νaj (Y ) ≤ ν(Y ) < νaj (Y ) + (1/j) ∀j ≥ 1;
(P3) Ij ∈ W˜(aj, Y ) ∀j ≥ 1.
Given ε > 0, let δ > 0 be such that
µ
( ⋃
P∈P1
P
)
<
ε
6
, (11)
where P1 = {P ∈ P ; µ(P ) < δ}.
Set P0 = {P ∈ P ; µ(P ) ≥ δ}. Of course, n0 := #P0 < ∞. For each P ∈ P0, let
0 < bp < diameter(P ) be such that
νbP ((F |P )
−1(Y )) ≤ ν((F |P )−1(Y )) ≤ νbP ((F |P )
−1(Y )) +
ε
6n0
, (12)
and let JP ∈ W(bP , (F |P )−1(Y )) such that
νbp((F |P )
−1(Y )) ≤
∑
J∈JP
τ(J) ≤ νbP ((F |P )
−1(Y )) +
ε
6n0
. (13)
As bP < diameter(P ), it follows from (8) that J ⊂ (F |P )−1(B) = P ∩B ∀J ∈ JP . Thus,
for every P ∈ P with R(P ) ≤ n0 we have
(F |P )
−1(Y ) ⊂
⋃
J∈JP
J ⊂ P
As
⋃
J∈JP J ⊂ P and F |P is a homeomorphism, it follows that {F (J)}J∈JP ∈ W˜(rB, Y )
∀P ∈ P0, where rB = diameter(B). So, by (9),
J0 :=
⋂
Y
P∈P0{F (J)}J∈JP ∈ W˜(rB, Y )
and
Ij ∩Y J0 ∈ W˜(aj, Y ) for every j ≥ 1.
Given P ∈ P0, note that
{(F |P )
−1(I)}
I∈Ij∩Y
J0
= K1 ∩YP JP ∩YP K2, (14)
where YP = (F |P )−1(Y ), K1 = {(F |P )−1(I)}I∈Ij and
K2 =
⋂
YP
P 6=Q∈P0
{(F |P )−1(I)}I∈JQ.
It follows from (9) and (14) that
{(F |P )
−1(I)}
I∈Ij∩Y
J0
∈ W˜(bP , (F |P )
−1(Y )), ∀P ∈ P0. (15)
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Furthermore, by (10) and (14) we get∑
I∈{(F |P )−1(I)}I∈Ij∩Y J0
τ(I) ≤
∑
I∈JP
τ(I), ∀P ∈ P0. (16)
Using the definition of νbp , (15), (16) and (13), we obtain for all P ∈ P0 that
νbP ((F |P )
−1(Y )) ≤
∑
I∈{(F |P )−1(I)}I∈Ij∩Y J0
τ(I) =
=
∑
I∈Ij∩Y J0
τ((F |P )
−1(I)) ≤
∑
I∈JP
τ(I) ≤ νbP ((F |P )
−1(Y )) +
ε
6n0
. (17)
Therefore ∣∣∣∣ν(F−1(Y ))− ∑
I∈F ∗(Ij∩Y J0)
τ(I)
∣∣∣∣ =
=
∣∣∣∣∑
P∈P
ν((F |P )
−1(Y ))−
∑
P∈P
∑
I∈Ij∩Y J0
τ((F |P )
−1(I))
∣∣∣∣ ≤
≤
∑
P∈P0
∣∣∣∣ν((F |P )−1(Y ))− ∑
I∈Ij∩Y J0
τ((F |P )
−1(I))
∣∣∣∣+
+
∑
P∈P1
ν((F |P )
−1(Y )) +
∑
P∈P1
∑
I∈Ij∩Y J0
τ((F |P )
−1(I)) <
<
∑
P∈P0
∣∣∣∣ν((F |P )−1(Y ))− ∑
I∈Ij∩Y J0
τ((F |P )
−1(I))
∣∣∣∣+
+
∑
P∈P1
µ((F |P )
−1(Y ))︸ ︷︷ ︸
∗
+
∑
P∈P1
∑
I∈Ij∩Y J0
µ((F |P )
−1(I))︸ ︷︷ ︸
∗∗
.
As ∗ ≤ µ(
⋃
P∈P1 P ) and also ∗∗ ≤
∑
P∈P1 µ((F |P )
−1(
⋃
I∈Ij∩Y J0 I)) ≤
∑
P∈P1 µ(P ) =
µ(
⋃
P∈P1 P ), it follows from (11) that∣∣∣∣ν(F−1(Y ))− ∑
I∈F ∗(Ij∩Y J0)
τ(I)
∣∣∣∣ <
<
∑
P∈P0
∣∣∣∣ν((F |P )−1(Y ))− ∑
I∈Ij∩Y J0
τ((F |P )
−1(I))
∣∣∣∣︸ ︷︷ ︸
∗∗∗
+ε/3.
By (12) and (17),
∗ ∗ ∗ ≤
∣∣∣∣ν((F |P )−1(Y ))− νbP ((F |P )−1(Y ))∣∣∣∣+
+
∣∣∣∣νbP ((F |P )−1(Y ))− ∑
I∈Ij∩Y J0
τ((F |P )
−1(I))
∣∣∣∣ < ε3n0 .
Therefore, ∣∣∣∣ν(F−1(Y ))− ∑
I∈F ∗(Ij∩Y J0)
τ(I)
∣∣∣∣ < 23ε. (18)
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Let j > 3/ε. Using the properties of τ (Claim 1), the fact that Ij ∩Y J0 ∈ W˜(aj , Y ),
(P2) and (18), we get
ν(Y ) <
1
j
+ νaj (Y ) ≤
1
j
+
∑
I∈Ij∩Y J0
τ(I) =
=
1
j
+
∑
I∈Ij∩Y J0
τ(F−1(I)) =
1
j
+
∑
I∈Ij∩Y J0
τ
(∑
P∈P
(F |P )
−1(I)
)
≤
≤
1
j
+
∑
I∈Ij∩Y J0
∑
P∈P
τ
(
(F |P )
−1(I)
)
=
1
j
+
∑
I∈F ∗(Ij∩Y J0)
τ(I) ≤
≤
1
j
+ ν(F−1(Y )) +
2
3
ε < ν(F−1(Y )) + ε.
Thus, given a Borel set Y ⊂ B, we can conclude that ν(Y ) < ν(F−1(Y )) + ε for every
ε > 0. That is,
ν(Y ) ≤ ν(F−1(Y )) for all Borel set Y ⊂ B.
To conclude the proof of Claim 3, let us assume the existence of a Borel set L ⊂ B such
that ν(L) < ν(F−1(L)). As ν(B\L) ≤ ν(F−1(B\L)), we obtain ν(B) = ν(L)+ν(B\L) <
ν(F−1(L)) + ν(F−1(B \ L)) = ν(B), which is an absurd. 
Now, suppose that
∫
Rdν ∈ (γ,+∞], for some 1
Θ
< γ ∈ R. As ν is F invariant and
R ≥ 0, it follows from Birkhoff Theorem that ∃ B˜ ⊂ B with ν(B˜) > 0 such that for every
x ∈ B˜ there is some nx ∈ N satisfying
∑n
k=0R ◦ F
k(x) > γ n ∀n ≥ nx. In this case, for
every n > γ nx (≥ nx) and every
1
γ
n ≤ j < n we get
∑j
k=0R ◦ F
k(x) > γ j = γ j
n
n ≥ n.
Thus,
sup{j ≥ 0 ;
j∑
k=0
R ◦ F k(x) < n} ≤
1
γ
n < Θn,
for all n ≥ γ nx and all x ∈ B˜.
Because {j ≥ 0 ;
∑j
k=0R ◦ F
k(x) < n} = {0 ≤ j < n ; f j(x) ∈ O+F (x)} and sup{j ≥ 0 ;∑j
k=0R ◦ F
k(x) < n} = #{j ≥ 0 ;
∑j
k=0R ◦ F
k(x) < n}, it follows that
#{0 ≤ j < n ; f j(x) ∈ O+F (x)} = sup{j ≥ 0 ;
j∑
k=0
R ◦ F k(x) < n}. (19)
So, for every x ∈ B˜, we get
lim sup
1
n
#{0 ≤ j < n ; f j(x) ∈ O+F (x)} < Θ (20)
But this is a contradiction. Indeed, as ν ≪ µ, we have by hypothesis that ν({x ∈
B ; (20) holds}) = ν(B \ {x ∈ B ; (7) holds}) = 0. This proves that
∫
Rdν ≤ Θ−1.
To finish the proof of the theorem, we extend ν to B by setting ν(B \B) = 0. 
Using Theorem 1 we obtain the following characterization of the liftable measures.
Corollary 4.6. Let (F,P) be an induced full Markov map for f defined on an open set
B ⊂ X. Let R be the inducing time of F and µ be an ergodic f -invariant probability such
that µ({R = 0}) = 0. The following statements are equivalent.
(i) There is a F -invariant finite measure ν ≪ µ such that µ =
∑+∞
j=0 f
j
∗ (ν|{R>j}).
(ii) For µ almost every x ∈ B, lim supn
1
n
#{0 ≤ j < n ; f j(x) ∈ O+F (x)} > 0.
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(iii) For µ almost every x ∈ B, lim supn
1
n
supj{j ≥ 0 ;
∑j
k=0R ◦ F
k(x) < n} > 0.
(iv) There is a F -invariant finite measure ν ≪ µ such that 0 <
∫
Rdν <∞.
Proof. By (19) follows that (ii)⇔(iii). As µ =
∑+∞
j=0 f
j
∗ (ν|{R>j}) implies that
∫
Rdν =∑+∞
j=0 f
j
∗ (ν|{R>j})(X) = µ(X), it follows that (i)⇒(iv). We get (i)⇐(iv) from Proposi-
tion 4.4. As (ii)⇒(i) follows from Theorem 1, only (iv)⇒(iii) remains to be proved.
Suppose that (iv) holds. For every n ∈ N and each x ∈ B := {x ∈ B ; F j(x) ∈
⋃
P∈P P
∀ j ≥ 0}, let ix(n) = supj{j ≥ 0 ;
∑j
k=0R ◦ F
k(x) < n}. Thus, for every x ∈ B,
1
ix(n) + 1
ix(n)+1∑
k=0
R ◦ F k(x) ≥
1
ix(n) + 1
n =
n
ix(n)
(
ix(n)
ix(n) + 1
)
. (21)
If, by contradiction, lim supn
1
n
supj{j ≥ 0 ;
∑j
k=0R◦F
k(x) < n} = 0 for µ almost every
x ∈ B, then limn n/ix(n) = ∞ for µ almost every x ∈ B. Using (21) it follows that
lim supk
1
k
∑k−1
j=0 R ◦ F
j(x) = ∞ for µ almost every x ∈ B. This contradicts (iv) as, by
Birkhoff Theorem, lim supk
1
k
∑k−1
j=0 R ◦ F
j(x) =
∫
Rdν < ∞ for ν for a.e. x ∈ B and so,
µ({x ∈ B ; lim supk
1
k
∑k−1
j=0 R ◦ F
j(x) <∞}) > 0.

Lemma 4.7 just below will be useful to bound the space average of the induced time by
having some information about the time average of the induced time. This will be necessary
for projecting an invariant measure of the induced map onto a f -invariant measure.
Lemma 4.7. Let {Gj}j∈N be a collection of subsets of X such that f j(x) ∈ Gn−j ∀ 0 ≤
j < n ∀ x ∈ Gn. Let B ⊂ X and let x ∈ B be a point such that #{j ≥ 0 ; x ∈ Gj and
f j(x) ∈ B} = ∞. Let T : O+(x) ∩ B → O+(x) ∩ B be a map given by T (y) = f g(y)(y),
with 1 ≤ g(y) ≤ min{j ∈ N ; y ∈ Gj and f j(y) ∈ B}. Then
#{1 ≤ j ≤ n ; x ∈ Gj and f
j(x) ∈ B} ≤ #{j ≥ 0 ;
j∑
k=0
g(T k(x)) ≤ n}.
Moreover, If lim supn
1
n
#{1 ≤ j ≤ n ;x ∈ Gj and f j(x) ∈ B} > Θ > 0 then
lim inf
n→∞
1
n
n−1∑
j=0
g ◦ T j(x) ≤ Θ−1.
Proof. Given n ∈ N, set Γn = {1 ≤ j ≤ n | x ∈ Gj and f j(x) ∈ B} and Σn = {j ≥ 0 ;∑j
k=0 g(T
k(x)) ≤ n}.
As Γ0 = ∅ = Σ0, we have #Γ0 ≤ #Σ0. By induction, assume that #Γj ≤ #Σj ∀ 0 ≤ j <
n. To prove that #Γn ≤ #Σn we may assume that n ∈ Γn, otherwise #Γn−1 = #Γn and
so, #Γn = #Γn−1 ≤ #Σn−1 ≤ #Σn. Let ℓ = max{j ; j ∈ Σn−1} and s =
∑ℓ
k=0 g(T
k(x)).
As s ≤ n − 1 and x ∈ Gn, we have T ℓ+1(x) = f s(x) ∈ Gn−s. Moreover, we also know
that f s(x) ∈ B, fn−s(f s(x)) = fn(x) ∈ B and so, g(f s(x)) ≤ n− s and, as a consequence,∑ℓ+1
k=0 g(T
k(x)) =
∑ℓ
k=0 g(T
k(x)) + g(T ℓ+1(x)) ≤ s + (n − s) ≤ n. Therefore, ℓ + 1 ∈
Σn \ Σn−1 and so, #Γn = #Γn−1 + 1 ≤ #Σn−1 + 1 ≤ #Σn (as n ∈ Γn, Γn = {n} ∪ Γn−1),
completing the induction.
Assume now that lim supn
1
n
#{1 ≤ j ≤ n ; x ∈ Gj and f j(x) ∈ B} > Θ > 0. If
lim infn
1
n
∑n−1
k=0 g ◦ T
k(x) > Θ−1, there is some n0 such that
∑n
k=0 g ◦ T
k(x) > Θ−1 n
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∀n ≥ n0. In this case, if n0 ≤ Θn ≤ j ≤ n then
∑j
k=0 g ◦ T
k(x) > Θ−1j = Θ−1 j
n
n ≥ n.
So, #Σn(x) ≤ Θn ∀n ≥ n0 and, as a consequence of #Γn ≤ #Σn ∀n,
lim sup
n→+∞
1
n
#{1 ≤ j ≤ n ;x ∈ Gj and f
j(x) ∈ B} = lim sup
n→+∞
1
n
#Γn ≤ Θ,
contradicting our hypotheses. 
5. Zooming sets and measures
In this section we introduce the notion of zooming times. This notion captures and
weakens the geometric aspects of the hyperbolic times (Section 8), allowing more flexibility
in the applications and examples.
Let f : X → X be a measurable map defined on a connected, compact, separable metric
space.
Definition 5.1 (Zooming contraction). A sequence α = {αn}1≤n∈N of functions αn :
[0,+∞)→ [0,+∞) is called a zooming contraction if it satisfies the following conditions
• αn(r) < r ∀ r > 0 and ∀n ≥ 1;
• αn ◦ αm(r) ≤ αn+m(r) ∀ r > 0 and ∀n,m ≥ 1;
• sup0≤r≤1
(∑∞
n=1 αn(r)
)
<∞.
For instance, an exponential contraction corresponds to a zooming contraction αn(r) =
λnr with 0 < λ < 1. We note that we can deal with polynomial contractions (αn(r) =
n−ar, a > 1) and also with contractions that becomes in small scales as weak as we want
(αn(r) := (
1
1+n
√
r
)2r defines a zooming contraction and limr→0
an(r)
r
= 1, see Example 9.13).
Let α = {αn}n be a zooming contraction and δ > 0 be a positive constant.
Definition 5.2 (Zooming times). We say that n ≥ 1 is a (α, δ)-zooming time for p ∈ X
(with respect to f) if there is a neighborhood Vn(p) of p satisfying
(1) fn sends Vn(p) homeomorphically onto Bδ(fn(p));
(2) dist(f j(x), f j(y)) ≤ αn−j
(
dist(fn(x), fn(y))
)
, for every x, y ∈ Vn(p) and every
0 ≤ j < n.
The ball Bδ(f
n(p)) is called a zooming ball and the set Vn(p) is called a zooming pre-ball.
Denote by Zn(α, δ, f) the set of points of X for which n is a (α, δ)-zooming time.
Definition 5.3 (Zooming sets). A positively invariant set Λ ⊂ X is called a zooming set
if (22) holds for every x ∈ Λ.
Definition 5.4 (Zooming measures). A f -non-singular finite measure µ defined on the
Borel set of X is called a weak zooming measure if µ almost every point has infinitely
many (α, δ)-zooming times. A weak zooming measure is called a zooming measure if
lim sup
1
n
#{1 ≤ j ≤ n ;x ∈ Zj(α, δ, f)} > 0, (22)
for µ almost every x ∈ X.
Definition 5.5 (Bounded distortion). We say that a weak zooming measure µ has bounded
distortion if ∃ ρ > 0 such that, ∀n ∈ N and µ almost every p ∈ Zn(α, δ, f), the jacobian of
fn with respect to µ, Jµf
n, is well defined on Vn(p) and∣∣∣∣log Jµfn(x)Jµfn(y)
∣∣∣∣ ≤ ρ dist(fn(x), fn(y)),
for µ-almost every x and y ∈ Vn(p).
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Remark 5.6. We use the connectivity (indeed, local connectivity is enough) only in the
proof of Lemma 5.12 (the local connectivity is necessary to apply Proposition 2.8, where
A = {Br(x)}). This Lemma assures the existence of nested sets containing a given point
x ∈ X. Thus, to obtain all the results of Sections 5, 6 and 7 we can remove the additional
hypotheses above if the existence of sets like (Br(x))
⋆ can be ensured in another way.
Lemma 5.7. The zooming times have the following properties.
(1) If p ∈ Zj(α, δ, f) then f ℓ(p) ∈ Zj−ℓ(α, δ, f) for all 0 ≤ ℓ < j.
(2) If p ∈ Zj(α, δ, f) and f j(p) ∈ Zℓ(α, δ, f) then p ∈ Zj+ℓ(α, δ, f).
(3) If p ∈ Zjℓ({αn}n, δ, f) then p ∈ Zj({αℓ n}n, δ, f
ℓ).
Proof. Follows easily from the properties of zooming times. 
It follows from Lemma 5.7 that if x ∈ Zkm+j({αn}n, δ, f), with 0 ≤ j < k, then f j(x) ∈
Zkm({αn}n, δ, f) ⊂ Zm({αkn}n, δ, fk). Thus,
lim sup
m
Zm({αn}n, δ, f) ⊂
k−1⋃
j=0
f−j
(
lim sup
m
Zkm({αn}n, δ, f)
)
⊂
⊂
k−1⋃
j=0
f−j
(
lim sup
m
Zm({αkn}n, δ, f
k)
)
. (23)
Let Z be the set of all points of X with positive frequency of ({αn}n, δ)-zooming times,
that is, (22) holds.
Notation 5.8. Denote by EZ = (EZ,n)n as the collection of all (α, δ)-zooming pre-balls,
where EZ,n = {Vn(x) ; x ∈ Zn(α, δ, f)} is the collection of all (α, δ)-zooming pre-balls of
order n.
One can check easily that the collection of all (α, δ)-zooming pre-balls is a dynamically
closed family of pre-images as defined in Section 2.
Given x ∈ X and 0 < r < δ let (Br(x))⋆ be the set defined by (4). If x ∈ (Br(x))⋆,
it follows from Proposition 2.8 (taking A = {Br(x)}) that the connected component of
(Br(x))
⋆ which contains x is an EZ-nested set.
Definition 5.9 (Zooming nested balls). If x ∈ (Br(x))⋆, define the (α, δ)-zooming nested
ball (with respect to f) of radius r and center on x, denoted by B⋆r (x), as the connected
component of (Br(x))
⋆ which contains x.
Note that, as we have contraction in any zooming time, Br(x) cannot be contained in
any zooming pre-image (with order bigger than zero) of itself. So A = {Br(x)}, in the
definition above, is indeed a collection of open sets as desired on Section 2.1.
Remark 5.10. As two distinct EZ-pre-images of the same set cannot intersect (Remark 2.1),
the order of the elements of a chain are strictly increasing. That is, if (P0, ..., Pn) is a chain
of EZ-pre-images of Br(x) then 0 < ord(P0) < ord(P1) < · · · < ord(Pn).
Definition 5.11 (Backward separated map). We say that f is backward separated if
inf
{
dist
(
x,
n⋃
j=1
f−j(x) \ {x}
)
; x ∈ X
}
> 0 ∀n ≥ 1. (24)
For instance, every continuous map f with bounded number of pre-images (sup{#f−1(x)
; x ∈ X} < +∞) is backward separated.
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Lemma 5.12 (Existence of zooming nested balls). If for some 0 < r < δ/2 we have∑
n≥1 αn(r) < r/4 then the zooming nested ball B
⋆
r (x) is well defined and B
⋆
r (x) ⊃ Br/2(x),
∀ x ∈ X. Furthermore, if f is backward separated and supr>0
(∑
n≥1 αn(r)/r
)
< +∞ then
there exists 0 < r0 < δ/2 such that given 0 < γ < 1 one can find 0 < rγ < r0, depending
only on δ, α and γ, such that B⋆r (x) ⊃ Bγr(x) ∀x ∈ X and ∀0 < r ≤ rγ.
Proof. If
∑
n≥1 αn(r) < r/4, 0 < r < δ/2, as the order of the elements of a chain of
A = {Br(x)}, 0 < r < δ, are strictly increasing (Remark 5.10), the diameter of any
chain is smaller than
∑
n≥1 αn
(
diameter(Br(x))
)
< r/2. Thus, using Corollary 2.9, we get
B⋆r (x) ⊃ Br/2(x).
Let suppose now that f is backward separated and supr>0
(∑
n≥1 αn(r)/r
)
< +∞.
Given 0 < γ < 1, let n0 ∈ N be such that
∑
n>n0
αn(r) < (1 − γ)r/2. Let ε > 0 be
such that infx dist(x,
⋃n0
j=1 f
−j(x) \ {x}) > ε ∀ x ∈ X , rγ = 13 min{ε, δ} and 0 < r ≤ rγ.
Note that if j < n0 then Br(x) ∩ P = ∅ ∀P ∈ EZ,j (because P ∩
(⋃n0
j=1 f
−j(x)
)
6= ∅
and diameter(P ) < r < ε/2). Thus, every chain of EZ-pre-images of Br(x) begins with a
pre-image of order bigger than n0. By Remark 5.10, the diameter of any chain is smaller
than
∑
n>n0
αn
(
diameter(Br(x))
)
< (1 − γ)r and, as a chain intersects the boundary of
Br(x), we can conclude that a chain cannot intersect Bγr(x). So, (Br(x))
⋆, and also B⋆r (x),
contains Bγr(x).

Notation 5.13. Given any sequence of sets {Un}n, denote by lim supn Un the set of points
that belong to infinitely many elements of this sequence, i.e.,
lim supnUn =
⋂
n≥1
⋃
j≥n
Uj .
Using the notation above, f -non-singular finite measure µ is weak zooming if µ(X \
lim sup Zm(α, δ, f)) = 0 (see Definition 5.4).
If x ∈ X has a zooming time, we can define the first zooming time of x as min{n ;x ∈
Zn(α, δ, f)}. It is easy to show that, if µ is a finite f -non-singular measure and the first
zooming time is well defined for µ-almost everywhere, then µ is a weak zooming measure.
That is,
µ
(
X \
∞⋃
j=1
Zj(α, δ, f)
)
= 0 =⇒ µ(X \ lim sup Zm(α, δ, f)) = 0.
Notation 5.14 (The zooming images set). Denote the collection of zooming images of f
by z = (z(x))x∈lim supZm(α,δ,f), where z(x) = {f
m(x) ;m ∈ N and x ∈ Zm(α, δ, f)} is the set
of zooming images of x by f .
It is easy to see that if x ∈ Zm(α, δ, f) then fm−j(x) ∈ Zm−j(α, δ, f), ∀ 0 ≤ j < m. Thus,
using this information and Lemma 5.7, one can prove that z is an asymptotically invariant
collection. Indeed, if x ∈ Z and m0 is the first zooming time for x then
{
fm(x) ;m ≥ 2
and x ∈ Zm(α, δ, f)
}
=
{
fm(f(x)) ;m ≥ max{m0 − 1, 1} and f(x) ∈ Zm(α, δ, f)
}
.
In the lemma below, let µ be a weak (α, δ)-zooming measure with bounded distortion
(see Definition 5.5), where α = {αn}n.
Lemma 5.15. Suppose that for some 0 < r0 < δ/2 and p ∈ X the (α, δ)-zooming nested
open ball B⋆r0(p) is well defined and contains Br0/2(p). If U ⊂ X is positively invariant,
µ(U) > 0 and µ({x ∈ U ; Br0/2(p)∩ωz(x) 6= ∅}) > 0 then µ(Br0/2(p)∩U) = µ(Br0/2(p)) > 0.
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Proof. Let ρ > 0 be the distortion constant that appear in Definition 5.5 and let K ⊂ {x ∈
U ; Br0(p) ∩ ωz(x) 6= ∅} be a compact set with positive µ measure.
Given ℓ > 0 choose an open neighborhood V ⊃ K of K such that µ(V \K) < µ(K)/ℓ.
Choose for each x ∈ K a zooming time n(x) such that Vn(x)(x) ⊂ V and f
n(x)(x) ∈ Br0/2(p).
As Vn(x)(x) is mapped diffeomorphically by f
n(x) onto Bδ(f
n(x)(x)) and Bδ(f
n(x)(x)) ⊃
B⋆r0(p) (because r0 < δ/2), set, for each x ∈ K,
W (x) = (fn(x)|Vn(x)(x))
−1(B⋆r0(p)).
By compactness K ⊂ W (x1) ∪ ... ∪W (xs) for some x1, ..., xm ∈ K. As B⋆r0(p) is a nested
set, we can assume that W (xj) ∩ W (xi) = ∅ whenever j 6= i. Thus, at least for one
j we have µ(W (xj) \K) < µ(W (xj))/ℓ. Otherwise, µ(V \K) ≥ µ
((⋃
j W (xj)
)
\ K
)
=∑
j µ(W (xj)\K) ≥
∑
j µ(W (xj))/ℓ = µ(
⋃
j W (xj))/ℓ ≥ µ(K)/ℓ. Therefore, for each ℓ ∈ N
we can find some pre-ball Wℓ which is sent by some iterate f
nℓ of f diffeomorphically onto
B⋆r0(p) and with the distortion bounded by ρ. Furthermore, µ(Wℓ \K) < µ(Wℓ)/ℓ ∀ ℓ. By
the bounded distortion we get
µ(B⋆r0(p) \ U)
µ(B⋆r0(p))
≤
µ(B⋆r0(p) \ f
nℓ(K))
µ(B⋆r0(p))
≤ ρ
µ(Wℓ \K)
µ(Wℓ)
<
ρ
ℓ
→ 0.
As B⋆r0(p) ⊃ Br0/2(p), we conclude the proof.

Corollary 5.16. If µ is a weak zooming measure with compact support and bounded dis-
tortion, then there is ε > 0 such that every positively invariant set has either µ-measure
bigger than ε or equal to zero.
Proof. Let µ be a weak (α, δ)-zooming measure with compact support and bounded dis-
tortion, where α = {αn}n. Let U be a positively invariant set with µ(U) > 0.
First, assume that
∑
n≥1 αn(r0) < r0/4 for some 0 < r0 < δ/2. It follows from
Lemma 5.12 that for every p ∈ X the (α, δ)-zooming nested open ball B⋆r0(r) is well
defined and contains Br0/2(p). Let p be any point on the support of µ such that µ({x ∈
U ;ωf,z(x) ∩Br0/2(p) 6= ∅}) > 0 (of course at least one of such point exist). It follows from
Lemma 5.15 that µ(U) ≥ µ(Br0/2(p) ∩ U) = µ(Br0/2(p)) > 0. Let ε := inf{µ(Br0/2(x)) ;
x ∈ supp µ}. It is easy to see that ε > 0, ε does not depend on U and µ(U) ≥ ε > 0.
In the general case, let r0 =
δ
3
and f˜ = fk, where k ≥ 1 is such that
∑
n≥1 αk n(r0) <
r0
4
.
By (23), there is 0 ≤ j < k such that µ
(
f−j
(
lim supm Zm({αkn}n, δ, f
k)
)
∩ U
)
> 0 and,
as µ ◦ f−1 ≪ µ and f(U) ⊂ U , we get
µ
(
lim sup
m
Zm({αkn}n, δ, f
k) ∩ U
)
> 0. (25)
Taking µ˜ = µ|lim supm Zm({αkn}n,δ,fk), it is easy to see that µ˜ is a weak ({α˜n}n, δ)-zooming
measure with respect to f˜ , where α˜n = αkn. Moreover µ˜ has compact support, bounded
distortion and
∑
n≥1 α˜n(r0)/r0 < 1/4. As f˜(U) ⊂ U and, by (25), µ˜(U) > 0, we can apply
the particular case and get ε > 0, not depending on U , such that µ(U) ≥ µ˜(U) > ε. 
As a consequence of Proposition 3.5, Proposition 3.12, Corollary 5.16 and Lemma 3.9
we have the following result.
Theorem 2. If µ is a weak zooming measure with bounded distortion then X can be par-
titioned into a finite collection of µ-ergodic components. Inside each µ-ergodic component
U there exists a fat attractor A (i.e, µ(A) > 0) such that ωf(x) = A for µ-almost every
point x ∈ U .
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Furthermore, there is a compact set Az ⊂ A such that ωf,z(x) = Az for µ-almost every
point x ∈ U and, if µ is a zooming measure, there is a compact set A+,z ⊂ Az such that
ω+,f,z(x) = A+,z for µ-almost every point x ∈ U .
6. Constructing a local inducing Markov map
Section 6 and 7 are the kernel of this paper. Most of the results for zooming sets and
measures are proved in these sections, and from them we will obtain their analogues for
expanding sets and measures. The existence of an invariant measure ν≪µ that is absolutely
continuous with respect to a given zooming measure with some distortion control is given
by Theorem D. In Theorem E we prove the existence of Markov structures for zooming
sets. The existence of global induced Markov maps for zooming sets is given in Section 7
by Theorem F. Note that our approach to construct induced Markov map for dynamics
with some hyperbolic behavior has to be very different from the one of Alves, Luzzatto,
Pinheiro [5, 6], Goue¨zel [35], Pinheiro [50] and Young [67]. That is because this construction
in those papers depends in an essential way on the good relation between the diameter
and the volume (Lebesgue measure) of balls and this is not true for general zooming (or
expanding) measures.
Let X , f , δ, α = {αn}n and z = (z(x))x∈lim supZn(α,δ,f) be as in Section 5. Let
Λ ⊂ lim sup
n→∞
Zn(α, δ, f) ⊂ X
be a positively invariant set.
Let ∆ be a (α, δ)-zooming nested open ball, that is, ∆ is a topological open ball and
also a (α, δ)-zooming nested set. Assume also that diameter(∆) < δ/2. For exam-
ple, if
∑
n≥1 αn(r) < r/4 for some 0 < r < δ/4 (or if f is backward separated and
supr>0
∑
n≥1 αn(r)/r < +∞) we can take ∆ as any zooming nested ball B
⋆
r (q) given by
Lemma 5.12.
It is sometimes useful not to use all the zooming times but a sub-collection of them in
the construction of the induced Markov map (for instance, this is necessary in the proof of
item (4) of Theorem C). This motivates the definitions below.
For each x ∈ Λ consider a set z˜(x) ⊂ z(x). We say that n is a z˜-time for x if fn(x) ∈ z˜(x).
A zooming pre-ball Vn(x) is called a z˜-pre-ball if n is a z˜-time for x. Let E˜Z ⊂ EZ be the
collection of all z˜-pre-balls Vn(x) for all x ∈ Λ and all z˜-time for x.
Definition 6.1. We say that z˜ =
(˜
z(x)
)
x∈Λ is a proper zooming sub-collection if
(1) z˜ is asymptotically invariant;
(2) z˜(x) ⊂ z(x) for all x ∈ Λ;
(3) z˜ has positive frequency whenever z has positive frequency;
(4) E˜Z is a dynamically closed family of pre-images.
The zooming collection itself is an example of a proper zooming sub-collection. Another
example of proper zooming sub-collection that we are interested in is the following. Fixed
ℓ ≥ 1, set f˜ = f ℓ and α˜ = {α˜n}n, where α˜n = αℓ n. For instance, denote the collection
of (α, δ)-zooming images of f by z
f
= (z
f
(x))x∈lim supn Zn(α,δ,f) and the collection of (α˜, δ)-
zooming images of f˜ by z ef = (z ef (x))x∈lim supn Zn(eα δ, ef). It follows from Lemma 5.7 that
lim supn Zℓ n(α δ, f) ⊂ lim supn Zn(α˜, δ, f˜). Thus, taking z˜ ef (x) = {f˜
n(x) ; f ℓ n(x) ∈ z
f
(x)},
the collection z˜ = z˜ ef = (˜z ef (x))x∈lim supn Zℓ n(α,δ,f) is a proper (α˜, δ)-zooming sub-collection
for the map f˜ . This sub-collection will be necessary in the proof of item (3.2) of Teorem F
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Figure 5. ∆ = B⋆r (x)
(and, as a consequence, item (v) of Theorem C) to acquire more contraction on the pre-
balls (changing α for α˜ and f for f˜) maintaining the distortion control even for each iterate
of the original map. We emphasize that for all the other results we do not really need to
work with a sub-collection.
Now, let z˜ =
(˜
z(x)
)
x∈Λ be a proper zooming sub-collection and let E˜Z ⊂ EZ be the
collection of all z˜-pre-balls. Given x ∈ ∆, let Ω(x) be the collection of E˜Z-pre-images V of
∆ such that x ∈ V .
The set Ω(x) is not empty for every x ∈ ∆ that has a z˜-return to ∆. Indeed, if x ∈ ∆
and fn(x) ∈ ∆ ∩ z˜(x) then Bδ(f
n(x)) = fn(Vn(x)) ⊃ ∆ (because diameter(∆) < δ/2).
Thus, for each z˜-return time of a point x ∈ ∆ we can associated the E˜Z-pre-image P =
(fn|Vn(x))
−1(∆) of ∆ with x ∈ P .
Definition 6.2. The inducing time on ∆ associated to “the first E˜Z-return time to ∆” is
the function R : ∆→ N given by
R(x) =
{
min{ord(V ) ; V ∈ Ω(x)} if Ω(x) 6= ∅
0 if Ω(x) = ∅
. (26)
Note that R(x) is smaller than or equal to the first z˜-return time to ∆, i.e., R(x) ≤
min{n ≥ 1 ; fn(x) ∈ z˜(x) ∩∆}.
Definition 6.3. The induced map F on ∆ associated to “the first E˜Z-return time to ∆”
is the map F : ∆→ ∆ given by
F (x) = fR(x)(x), ∀x ∈ ∆. (27)
As the collection of sets Ω(x) is totally ordered by inclusion, it follows from Corollary 2.6
that there is a unique I(x) ∈ Ω(x) such that ord(I(x)) = R(x), whenever Ω(x) 6= ∅.
Lemma 6.4. If Ω(x) 6= ∅ 6= Ω(y) then either I(x) ∩ I(y) = ∅ or I(x) = I(y).
Proof. We claim that, if Ω(x) 6= ∅, I(x) ⊃ V ∀V ∈ Ω(x). Indeed, if I(x) $ V with
V ∈ Ω(x), as ord(I(x)) < ord(V ), it follows from Corollary 2.6 that ∆ is contained in an
E˜Z-pre-image of itself of order bigger than zero. But this is impossible because we have
contraction in the zooming times, i.e., the diameter of an E˜Z-pre-image of ∆ has diameter
smaller than the diameter of ∆.
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Let x, y ∈ X with Ω(x) 6= ∅ 6= Ω(y). As I(x) and I(y) are E˜Z-pre-images of ∆, if
I(x) ∩ I(y) 6= ∅ then I(x) ⊃ I(y) or I(x) ⊂ I(y). Thus, I(x) ∩ I(y) 6= ∅ implies that
I(x) ∈ Ω(y) or I(y) ∈ Ω(x). In any case, by uniqueness, I(x) = I(y). 
Definition 6.5. The Markov partition associated to “the first E˜Z-return time to ∆” is the
collection of open sets P given by
P = {I(x) ; x ∈ ∆ and Ω(x) 6= ∅}. (28)
The Corollary below shows that P is indeed a Markov partition of open sets.
Corollary 6.6 (Existence of a full induced Markov map for a zooming set). Let F be given
by (27), R given by (26) and P by (28). If P 6= ∅ then (F,P) is an induced full Markov
map for f on ∆.
Proof. By construction the elements of P are open sets. By Lemma 6.4, P satisfies the
first condition of a Markov partition for F . As F (P ) = ∆ ⊃ Q ∀P,Q ∈ P, P also
satisfies the second and third conditions of a Markov partition. On the other hand, as
F |P = f
ord(P )|P and P is a E˜Z-pre-image of order n = ord(P ), there is a zooming pre
ball Vn(x), x ∈ Zn(α, δ, f), containing P and F |P can be extended to a homeomorphism
between P and ∆ (because fn|Vn(x) is a homeomorphism). Given x ∈
⋂
n≥0 F
−n(⋃
P∈P P
)
,
set Pj = P(F j(x)). As diameter(Pn(x)) = diameter(F |
−1
P1
◦ F |−1P2 ◦ · · · ◦ F |
−1
Pn
(∆)) <∏n
j=1 αord(Pj)(diameter(∆)) ≤ α
Pn
j=1
ord(Pj)
(diameter(∆)) → 0, we conclude that P is a
Markov partition for F . Finally, as {R > 0} =
⋃
P∈P P and F (P ) = ∆ ∀P ∈ P, it
follows that the Markov map (F,P) is indeed an induced full Markov map. 
Let µ be a (α, δ)-weak zooming measure with µ(X \ Λ) = 0 and let U ⊂ X be an µ
ergodic component. Let A be the attractor associated to U and Aez ⊂ A the compact set
such that ωf,ez(x) = Aez for µ-almost every point x ∈ U (given by Proposition 3.5 and by
Lemma 3.9 applied to U = z˜).
Lemma 6.7. Let (F,P) be as in Corollary 6.6 and suppose that ∆∩Aez 6= ∅. Then (F,P)
is an induced full Markov map defined on ∆ and it is compatible with µ|U .
Proof. Let p ∈ ∆ ∩ Aez. As p ∈ ωf,ez(x) for µ almost every x ∈ U , we get µ|U(U \⋃
n≥0 f
−n(∆)) = 0. Thus, as µ|U ◦ f−1 ≪ µ|U , µ|U(∆) > 0.
By Corollary 6.6, we only need to show that µ|U(∆\
⋃
P∈P P ) = µ
(
(∆\
⋃
P∈P P )∩U
)
= 0.
As p ∈ ωf,ez(x) for µ almost every x ∈ U , it follows that Ω(x) 6= ∅ for µ almost every x ∈ ∆.
Thus, µ|U({R = 0}) = µ|U(∆ \
⋃
P∈P P ) = 0. 
Theorem 3. Suppose that for some 0 < r0 < δ/2 and every x the (α, δ)-zooming nested
open ball B⋆r0(x) is well defined and contains Br0/2(x). Let Λ ⊂ lim supn Z(α, δ, f) be a
positively invariant set and z˜ = (˜z(x))x∈Λ a proper (α, δ)-zooming sub-collection. Let µ be
a (α, δ)-weak zooming probability with bounded distortion and µ(Λ) = 1. Let U ⊂ X an
ergodic component for µ and Aez be the compact set such that ωf,ez(x) = Aez for µ-almost
every point x ∈ U (given by Theorem 2). Let ∆ be a (α, δ)-zooming nested open ball with
diameter(∆) ≤ r0/2 and such that ∆ ∩ Aez 6= ∅.
If (F,P) is the induced Markov map associated to “the first E˜Z-return time to ∆” (as in
Corollary 6.6) then (F,P) is an induced full Markov map with µ-bounded distortion. Fur-
thermore, there exists ν ≪ µ an ergodic F -invariant probability with log dν
dµ
∈ L∞(µ|{ dν
dµ
>0})
and ν(∆) = 1.
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Proof. Let us show that, as µ has bounded distortion, µ|U(∆) = µ(∆). To prove this, let
p ∈ ∆ ∩ Aez. By Lemma 5.15, µ(Br0/2(p) ∩ U) = µ(Br0/2(p)). As diameter(∆) ≤ r0/2,
∆ ⊂ Br0/2(p). So, µ|U(∆) = µ(∆).
As µ|U(∆) = µ(∆), Lemma 6.7 implies that (F,P) is an induced full Markov map defined
on ∆ compatible with µ.
Finally, as
∣∣∣log JµF (x)JµF (y) ∣∣∣ ≤ ρ dist(F (x), F (y)), ∀ x, y ∈ P and ∀P ∈ P (because P is
contained in a zooming pre-ball of order R(P ) and µ has bounded distortion at the zooming
times), we obtain that (F,P) has µ-bounded distortion.
Applying Proposition 4.4, we obtain a F -invariant ergodic probability ν ≪ µ with
log dν
dµ
∈ L∞(µ|{ dν
dµ
>0}) and, of course, ν(∆) = 1. 
Given θ > 0 and n ∈ N, let Zn(α, δ, θ, f) be the set of points x ∈ X such that #{1 ≤
j ≤ n ; x ∈ Zj(α, δ, f)} ≥ θn. Thus, the set of points of X with infinitely many moments
with θ-frequency of (α, δ)-zooming times (with respect to f) is
lim sup
n
Zn(α, δ, θ, f) =
+∞⋂
j=1
⋃
n≥j
Zn(α, δ, θ, f).
If µ is a (α, δ)-zooming measure with bounded distortion, X can be decomposed in
a finite collection of {U1, ..., Us} of µ-ergodic components (Theorem 2). By ergodicity,
∃ θi > 0 such that
lim sup
1
n
#{1 ≤ j ≤ n ; x ∈ Zj(α, δ, f)} ≥ θi
for µ almost every x ∈ Ui ∀ i. Furthermore, if z˜ = (˜z(x))x∈Λ is a proper zooming sub-
collection and µ(X \ Λ) = 0, there are also θ˜1, · · · , θ˜s > 0 such that
lim sup
1
n
#{1 ≤ j ≤ n ; j is a z˜-time to x} ≥ θ˜i
for µ almost every x ∈ Ui and all 1 ≤ i ≤ s. Thus, we get the following remark.
Remark 6.8. Let Λ be a zooming set and z˜ = (˜z(x))x∈Λ a proper zooming sub-collection.
Let µ be a zooming measure with µ(X \ Λ) = 0. If µ has bounded distortion or, more in
general, has a finite number of ergodic components then ∃ θ˜ > 0 such that
lim sup
1
n
#{j ≤ n ; is a z˜-time to x} ≥ θ˜
for µ almost every x ∈ X. In particular, for every zooming measure µ with bounded
distortion (or having a finite number of ergodic components) there is θ > 0 such that
µ
(
X \ lim sup
m
Zm(α, δ, θ, f)
)
= 0.
Theorem 4. Suppose that for some 0 < r0 < δ/2 and every x the (α, δ)-zooming nested
open ball B⋆r0(x) is well defined and contains Br0/2(x). Let Λ ⊂ X be a (α, δ)-zooming set
and µ an ergodic f -invariant zooming probability with µ(Λ) = 1. Let z˜ = (˜z(x))x∈Λ be a
proper (α, δ)-zooming sub-collection and A+,ez the compact set such that ω+,f,ez(x) = A+,ez
for µ-almost every point x ∈ X (given by Lemma 3.9 applied to U = z˜). Let ∆ be a
(α, δ)-zooming nested open ball with diameter(∆) ≤ r0/2 and such that ∆ ∩A+,ez 6= ∅.
If R is “the first E˜Z-return time to ∆” and (F,P) is the induced Markov map associated
to R (as in Corollary 6.6) then (F,P) is a full induced Markov map compatible with µ and
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there exists a F -invariant finite measure ν ≪ µ (indeed, ν(Y ) ≤ µ(Y ) for every Borel set
Y ⊂ ∆) such that
∫
Rdν < +∞ and
µ =
1
γ
+∞∑
j=0
f j∗(ν|{R>j}),
where γ =
∑+∞
j=0 f
j
∗(ν|{R>j})(X).
Proof. Let Aez be the compact set (given by Lemma 3.9) such that ωf,ez(x) = Aez for µ-
almost every x ∈ X . As A+,ez ⊂ Aez, we have ∆∩Aez 6= ∅. Thus, it follows from Lemma 6.7
that (F,P) is an induced full Markov map defined on ∆ and compatible with µ (see
Definition 4.1).
Let B = {x ∈ ∆ ;F j(x) ∈
⋃
P∈P P, ∀ j ≥ 0}. Because µ is f -invariant (in particular,
f -non-singular), we get ∆ = B (mod µ). As ∆ ∩ A
+,ez 6= ∅ and µ is f -ergodic, there is
Θ > 0 such that
lim sup
n→∞
1
n
#{1 ≤ j ≤ n ; x ∈ Gj and f
j(x) ∈ ∆} ≥ Θ
for µ almost every x ∈ ∆, where Gj = {x ∈ Λ ; j is a z˜-time to x}. Thus, taking B = ∆,
g = R and applying the first part of Lemma 4.7 to f we get
lim sup
n→∞
1
n
#{j ≥ 0 ;
j∑
k=0
R ◦ F k(x) ≤ n} ≥ Θ (29)
for µ almost every x ∈ ∆. Because
{j ≥ 0 ;
j∑
k=0
R ◦ F k(x) < n} = {0 ≤ j < n ; f j(x) ∈ O+F (x)},
it follows form (29) and Theorem 1 that there exists a non trivial F -invariant measure such
that ν(Y ) ≤ µ(Y ) for every Borel set Y ⊂ ∆ (in particular, ν ≪ µ) with
∫
Rdν < +∞.
Thus, η =
∑+∞
j=0 f
j
∗(ν|{R>j}) is a f -invariant finite measure (see Remark 4.3). Note that,
if η(Y ) > 0 for some Borel set Y ⊂ X then ν(f−j(Y )) > 0 for some j ≥ 0 and, as ν ≪ µ,
µ(Y ) = µ(f−j(Y )) > 0. Thus, η ≪ µ. As µ is f -ergodic probability, we get
µ =
1
η(X)
η =
1
η(X)
+∞∑
j=0
f j∗(ν|{R>j}).

Lemma 6.9. For every k ≥ 1,
lim sup
m
Zm({αn}n, δ, θ, f) ⊂
k−1⋃
j=0
f−j
(
lim sup
m
Zkm({αn}n, δ, θ/k, f)
)
⊂
⊂
k−1⋃
j=0
f−j
(
lim sup
m
Zm({αkn}n, δ, θ/k, f
k)
)
.
Proof. Let k ≥ 1. For each x ∈ lim supm Zm({αn}n, δ, f) and 0 ≤ i < k, set Nx(i) = {kj+ i
; j ∈ N and x ∈ Zkj+i({αn}n, δ, f)}. So, x ∈ Zm({αn}n, δ, f) ⇔ m ∈
⋃k−1
i=0 Nx(i). Note also
that Nx(j) ∩ Nx(i) = ∅, whenever i 6= j.
So, for each x ∈ lim supZm({αn}n, δ, θ, f) ⊂ lim sup Zm({αn}n, δ, f) one can choose
ℓ(x) ∈ {0, ..., k − 1} such that lim supm
1
m
#{1 ≤ j ≤ m ; j ∈ Nx(ℓ(x))} ≥ θ/k. Otherwise,
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lim supm
1
m
#{1 ≤ j ≤ m ; x ∈ Zj({αn}n, δ, f)} < θ, contradicting x ∈ lim supZm({αn}n,
δ, θ, f). As j ∈ Nx(ℓ(x)) ⇔ x ∈ Zjk+ℓ(x)({αn}n, δ, f) ⇔ f ℓ(x)(x) ∈ Zjk({αn}n, δ, f), it
follows from Lemma 5.7 that
j ∈ Nx(ℓ(x))⇒ f ℓ(x)(x) ∈ Zk j({αn}n, δ, f) ⊂ Zj({αkn}n, δ, fk).
Therefore,
lim sup
m
1
m
#{1 ≤ j ≤ m ; f ℓ(x)(x) ∈ Zk j({αn}n, δ, f)} ≥
≥ lim sup
m
1
m
#{1 ≤ j ≤ m ; f ℓ(x)(x) ∈ Zj({αkn}n, δ, f
k)} ≥ θ/k.
As a consequence, if x ∈ lim supm Zm({αn}n, δ, f) then f
ℓ(x)(x) ∈ lim supmZm({αkn}n,
δ, θ/k, fk), with 0 ≤ ℓ(x) < k. 
Corollary 6.10. Let µ be a f -ergodic (α, δ)-zooming measure (not necessarily invariant).
For each k > 0 there is a positively invariant set E ⊂ X with µ positive measure and such
that 1
µ(E)
µ|
E
is an ({αk n}, δ)-zooming ergodic probability with respect to fk. Furthermore, if
µ is f -invariant then E is a µ-ergodic component with respect to fk, 1
µ(E)
µ|
E
is fk-invariant
and µ = (
∑k−1
j=0 f
j
∗)µ|E.
Proof. It follows from Remark 6.8 that ∃ θ > 0 such that µ
(
X \ lim supnZn(α, δ, θ, f)
)
= 0.
By Lemma 6.9, there is 0 ≤ j < k such that µ(f−j(Z˜)) > 0, where Z˜ = lim supnZn
(
{αk n}, δ, θ/k, fk
)
. As µ is f -non-singular (by the definition of zooming measure), we get
µ(Z˜) > 0.
Because µ has at most k ergodic components with respect to fk (Lemma 3.13), there
is one of these ergodic components E0 ⊂ X such that µ(E0 ∩ Z˜) > 0. Set E = E0 ∩ Z˜.
As Z˜ ⊃ fk(Z˜) and fk
−1
(E0) = E0, we have f
k(E) ⊂ E ⊂ E0. Because µ|E0 is f
k-
ergodic and fk-non-singular, it follows from Lemma 3.10 that 1
µ(E)
µ|
E
= 1
µ(E)
(µ|
E0
)|
E
is a
probability fk-non-singular and fk-ergodic. Of course 1
µ(E)
µ|
E
(Z˜) = 1 and so, 1
µ(E)
µ|
E
is
an ({αk n}, δ)-zooming ergodic probability with respect to fk.
Suppose now that µ is f -invariant. In this case, as E ⊂ f−k(E), it follows that E =
f−k(E) (mod µ). Thus, changing E by
⋂
j≥0 f
−j k(E), it follows that E is a µ-ergodic
component with respect to fk. So, it is easy to conclude that µ|
E
is fk-invariant and
µ = (
∑k−1
j=0 f
j
∗)µ|E. 
Theorem D (Existence of invariant zooming measures). If µ is a zooming measure with
bounded distortion then there exists a finite collection of ergodic f -invariant probabilities
absolutely continuous with respect to µ such that µ-almost every point in X belongs to the
basin of one of these probabilities.
Proof of Theorem D. By Theorem 2, X can be partitioned in a finite collection of µ-
ergodic components with respect to f . Let U be one of these ergodic components. Choose
any 0 < r0 < δ/2 and let k ≥ 1 be such that
∑+∞
n=1 αkn(r˜) < r˜/4 for r˜ = r0/4 and for
r˜ = r0.
By Lemma 3.13, U can be decomposed into a finite collection of disjoint ergodic com-
ponents with respect to fk. As U is invariant (in particular, f(U) ⊂ U), it follows from
Lemma 3.10 that µ|
U
is f -non-singular. Thus, µ|
U
is an ergodic (α, δ)-zooming measure.
From Corollary 6.10, there is E ⊂ U ⊂ X , with f(E) ⊂ E and µ|
U
(E) > 0, such that
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µ˜ = 1
µ(E)
µ|
E
= 1
µ|
U
(E)
(µ|
U
)|
E
is a (α˜, δ)-zooming ergodic probability with respect to f˜ = fk,
where α˜ = {αk n}n.
Denote the set of (α˜, δ)-zooming images of f˜ by z˜ = (˜z(x))x∈Λ, where z˜(x) = {f˜ n(x) ;
n ∈ N and x ∈ Zn(α˜, δ, f˜)} is the set of (α˜, δ)-zooming images of x by f˜ and Λ =
lim sup Zn(α˜, δ, f˜).
By Theorem 2, there exists a fat attractor A (with respect to f˜) such that ω ef (x) = A
for µ˜-almost every point x ∈ X . Moreover, there are compact sets A
+,ez, Aez ⊂ A, with
A
+,ez ⊂ Aez, such that ω ef,ez(x) = Aez and ω+, ef,ez(x) = A+,ez for µ˜-almost every point x ∈ X .
Let r = r0/4 and choose any point q ∈ A+,ez. As A+,ez ⊂ Aez, we get B
⋆
r (q) ∩ Aez ⊃
B⋆r (q) ∩ A+,ez 6= ∅, where B
⋆
r (q) is the (α˜, δ)-zooming nested ball with respect to f˜ , radius
r and center on q (see Definition 5.9 and Lemma 5.12).
Taking ∆ = B⋆r (q) and E˜ as the collection of all (α˜, δ)-zooming pre-balls with respect
to f˜ (see Notation 5.8), let R be the first E˜-return time to ∆ (with respect to f˜) given by
(26), let F = f˜R be induced map associated to R and let P be the Markov partition given
by (28).
Applying Theorem 3 to f˜ , α˜, ∆ = B⋆r (q) (note that diameter(∆) = r0/2), (F,P) and µ˜,
we obtain a F -invariant measure ν ≪ µ˜. To prove the existence of a f˜ -invariant ergodic
probability η˜ ≪ µ˜ we need only to show that the induced time R is ν integrable (see
Proposition 4.4).
Let B = {x ∈ B⋆r (q) ;F
j(x) ∈
⋃
P∈P P ∀ j ≥ 0}. Note that µ˜(B
⋆
r (q) \B) = ν(B
⋆
r (q) \
B) = 0. Let B be the set of x ∈ B such that lim supn
1
n
#{1 ≤ j ≤ n ; x ∈ Zj(α˜, δ, f˜) and
f˜ j(x) ∈ B} > 0. As B⋆r (q) ∩ A+,ez 6= ∅, ν(B \B) = µ˜(B \B) = 0.
Taking Gj = Zj(α˜, δ, f˜), g = R and T = F , it follows from Lemma 4.7 that
lim inf
n
1
n
n−1∑
j=0
R ◦ F j(x) < +∞
for every x ∈ B. By Birkhoff’s Ergodic Theorem,
∫
Rdν = limn
1
n
∑n−1
j=0 R ◦ F
j(x) for
ν-almost every x ∈ B. Thus,
∫
Rdν < +∞. As a consequence, the projection η˜ =∑
P∈P
∑R(P )−1
j=0 f˜
j
∗ (ν|P ) is a µ˜ absolutely continuous f˜ -invariant finite measure.
Taking η = 1
k
∑k−1
j=0 f
j
∗ η˜, it is easy to see that η is f -invariant finite measure and η ≪ µ.
So, to finish the proof of the theorem we only need to verify that U belongs to the basin
of η.
By Birkhoff’s Theorem, η(B(η)∩U) = η(B(η)) > 0 and, as η ≪ µ, we get µ(B(η)∩U) >
0. As B(η) is a f invariant set and U is a µ ergodic component with respect to f , we
conclude that U = B(η) (mod µ).

Before we begin the proof of Theorem E which gives the existence of a Markov structure
for a zooming set, we want to emphasize a difference between the proof of Theorem D and
proof of Theorem E.
In both proofs we begin with a reference measure µ and we need to show the existence
of an induced invariant measure ν ≪ µ and also the ν integrability of the inducing time R.
In the hypothesis of Theorem D, we have a zooming measure µ with bounded distortion,
but we do not know if µ is invariant. On the other hand, in Theorem E, we want to
study zooming measures for which we do not know anything about distortion, but we
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know that they are invariant measures. In the proof of Theorem D the existence of ν is
given by Proposition 4.4 (this proposition is used to prove Theorem 3) and in the proof of
Theorem E the existence of ν is assured by Theorem 1 (this theorem is central in the proof
of Theorem 4). In both case, the estimate to get the integrability of the inducing time is
given by Lemma 4.7 (this lemma appears in the proof of Theorem 3 and 4).
Theorem E (Markov Structure for the zooming set). Every zooming set Λ admits a
finite Markov structure F = {(F1,P1), ..., (Fs,Ps)}. Furthermore, each (Fi,Pi) ∈ F is a
full Markov map defined on some topological open ball Ui (also the elements of Pi are
topological open balls).
Proof of Theorem E. If f is backward separated and supr>0
∑
n≥1 αn(r)/r <∞, choose
any 0 < r ≤ 1
4
r0, where r0 is given by Lemma 5.12, and set m0 = 1. Otherwise, choose
0 < r0 < δ/2, set r = r0/4 and let m0 be an integer big enough such that
∑
n≥1 αm0n(r˜) <
r˜/4 for r˜ = r0 and r˜ = r. Set also f˜ = f
m0 , θ˜ = θ/m
0
, α˜j = αm0 j and α˜ = {α˜j}j .
Let z˜ be the proper zooming sub-collection for f˜ given by z˜ = (˜z(x))x∈eΛ, where
z˜(x) = {f˜ n(x) ;n ∈ N and x ∈ Zm0 n(α, δ, f)}
and
Λ˜ = Λ ∩ lim sup
n→∞
Zm0 n(α, δ, f) ⊂ Λ ∩ lim sup
n→∞
Zn(α˜, δ, f˜).
One can easily check that z˜ is indeed a proper (α˜, δ)-zooming collection with respect to f˜
(see comments just below Definition 6.1).
As X is compact, one can find q1, q2, ..., qs ∈ X such that {B
⋆
r (q1), ..., B
⋆
r (qs)} is a finite
cover of X by (α˜, δ)-zooming nested balls, with respect to f˜ .
For each 1 ≤ j ≤ s, let F˜j : B
⋆
r (qj) → B
⋆
r (qj) be the induced map (with respect to f˜)
on B⋆r (qj) associated to “the first E˜-return time to B
⋆
r (qj)” given by (27), where E˜ is the
collection of all z˜-pre-balls Vn(x, f˜) (with respect to f˜) such that x ∈ Λ and n ≥ 1 is a
z˜-time (with respect to f˜) for x. Note that Vn(x, f˜) is a (α˜, δ)-zooming pre-ball of order n
with respect to f˜ and also a (α, δ)-zooming pre-ball of order m0 n with respect to f
Let R˜j be the inducing time of F˜j (with respect to f˜ ) and let Pj be the Markov partition
associated to “the first E˜-return time to B⋆r (qj)” (see (28)).
Set, for every x ∈ B⋆r (qj), Fj(x) = f
m0
eRj(x)(x). As f˜ = fm0 , it is easy to see that (Fj ,Pj)
is also an induced full Markov map with respect to f with inducing time Rj = m0R˜j. Of
course, as it is a Markov map, (Fj ,Pj) = (F˜j ,Pj).
Remark 6.11. Note that F = {(F1,P1), ..., (Fs,Ps)} is a finite collection of induced full
Markov maps for f and satisfies the following additional properties.
(1) Each Fj is defined on a topological open ball. Indeed, each Fj is defined on a (α˜, δ)-
zooming nested ball with respect to f˜ .
(2) For every 1 ≤ j ≤ s, each P ∈ Pj is a topological open ball. Furthermore, setting
n = R˜j |P , we get P ⊂ Vn(x, f˜) for some x ∈ P ∩Zm0 n(α, δ, f)∩Λ, where Vn(x, f˜) is
a (α, δ)-zooming pre-ball of order m0 n with respect to f (and also a (α˜, δ)-zooming
pre-ball of order n with respect to f˜).
Thus, to finish the proof we only need to show that F is a Markov structure for Λ.
Let µ be an ergodic f -invariant probability such that µ(Λ) > 0. By ergodicity, µ(Λ) = 1
(we are also using that Λ is positively invariant and µ is invariant). As µ is f -non-singular
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(because µ is f -invariant) and Λ is a (α, δ)-zooming set, it follows that µ is a (α, δ)-zooming
measure.
It follows from Corollary 6.10 that there is a µ-ergodic component U ⊂ X with respect
to f˜ such that µ˜ = 1
µ(U)
µ|U is a (α˜, δ)-zooming ergodic invariant probability with respect
to f˜ and µ = (
∑m0−1
j=0 f
j
∗)µ|U .
By Proposition 3.5, there exists a f˜ -attractor A ⊂ X which attracts µ˜-almost every
point of X and such that ω ef(x) = A for µ˜-almost every x ∈ X (indeed, as µ˜ is f˜ -invariant,
A = supp µ˜). By Lemma 3.9, there are compact sets A
+,ez and Aez, with A+,ez ⊂ Aez ⊂ A,
such that ω ef,ez(x) = Aez and ω+, ef,ez(x) = A+,ez for µ˜-almost every x ∈ X (see Definition 3.7
and 3.8).
Let 1 ≤ j
0
≤ s be such that B⋆r (qj0 )∩A+,ez 6= ∅. It follows from Theorem 4 that (F˜j0 ,Pj0 )
is an induced full Markov map (with respect to f˜) defined on B⋆r (qj0 ) and compatible with
µ˜. As a consequence, (Fj0 ,Pj0 ) is an induced full Markov map with respect to f (defined on
B⋆r (qj0 ) and compatible with µ˜). Also by Theorem 4, there exists a F˜j0 -invariant measure
ν ≪ µ˜ such that
µ˜ =
1
γ˜
+∞∑
j=0
f˜ j∗(ν|{ eRj0>j}
),
where γ˜ =
∑+∞
j=0 f˜
j
∗(ν|{ eRj0>j}
)(X).
It follows from the relation Rj0 = m0R˜j0 that
{Rj0 > m0 j + k} = {Rj0 > m0 j}, (30)
∀ 0 ≤ k < m0 and ∀ j ≥ 0.
Setting γ = γ˜/µ(U), we get
µ = (
m0−1∑
k=0
fk∗)µ|U = µ(U)(
m0−1∑
k=0
fk∗)µ˜ =
=
µ(U)
γ˜
(
m0−1∑
k=0
fk∗)
+∞∑
j=0
f˜ j∗(ν|{ eRj0>j}
) =
1
γ
(
m0−1∑
k=0
fk∗)
+∞∑
j=0
f
m0 j∗ (ν|{Rj0 /m0>j}) =
=
1
γ
m0−1∑
k=0
+∞∑
j=0
f
m0 j+k∗ (ν|{Rj0>m0 j}) =︸︷︷︸
(30)
1
γ
+∞∑
j=0
m0−1∑
k=0
f
m0 j+k∗ (ν|{Rj0>m0 j+k}) =
=
1
γ
+∞∑
n=0
fn∗ (ν|{Rj0>n}),
finishing the proof of Theorem E.

The Corollary 6.12 follows from the Remark 6.11.
Corollary 6.12. If F = {(F1,P1), ..., (Fs,Ps)} is the induced Markov structure given by
the Theorem E and, for each 1 ≤ j ≤ s, Rj is the induced time of Fj then F has the
following additional properties.
(1) There is some m0 ≥ 1 such that each Fj is defined on an ({αm0 n}n, δ)-zooming
nested ball B∗j with respect to f
m0.
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(2) Each P ∈ Pj is a topological open ball, ∀ 1 ≤ j ≤ s. Furthermore, there is a (α, δ)-
pre-ball Vn with respect to f , where n = Rj |P , such that P = (fn|Vn)
−1(Pj) ⊂ Vn.
In particular,
dist(f ℓ(x), f ℓ(y)) ≤
( ∑
k>n−ℓ
αk
)
dist(Fj(x), Fj(y)) ∀ x, y ∈ P.
(3) If µ is an ergodic (not necessarily invariant) zooming measure with bounded distor-
tion and µ(B∗j ) > 0 then ∃K > 0 such that∣∣∣∣log JµFj(x)JµFj(y)
∣∣∣∣ ≤ K dist(Fj(x), Fj(y)),
for µ almost every x, y ∈ P , all P ∈ Pj and 1 ≤ j ≤ s.
7. A global induced Markov map
In [5], Alves Luzzatto and Pinheiro study the decay of correlations of non-uniformly
expanding maps using a local induced Markov map. Using a global induced map, Goue¨zel
[35] could improve the results of [5] to deal with decay faster then super-polynomially. The
advantage of a global induced map is the possibility of dominating the induced time by the
first hyperbolic time. In this section we construct a global induced map (adapted to any
zooming measure) with the induced time smaller or equal to the first zooming time with
respect f or, when we do not have enough backward contraction, with respect to a fixed
iterate of the original map.
It was introduced in Section 2 the notion of an open set being nested and this notion
can be extended straightforwardly to essentially open sets (definition in Section 1.1.2). For
this, consider a connected, compact, separable metric space X .
Definition 7.1 (Essentially open linked sets). We say that two essentially open sets U1
and U2 are linked if their interior are linked.
Let f : X → X be a measurable map and let E = (En)n be a dynamically closed family
of pre-images.
Exactly as we have done to open sets, we say that a collection of essentially open sets
A is a E-nested collection if every A ∈ A is not linked with any E-pre-image of an element
of A with order bigger than zero.
Note that a collection A = {A1, . . . , As} of essentially open sets is E-nested if and
only if the collection int(A) := {int(A1), . . . , int(As)} is a E-nested collection of sets as in
Definition 2.4. As a consequence, we get the following remark.
Remark 7.2. Lemma 2.5 is also valid for collections of essentially open sets. That is, if
A is an E-nested collection of essentially open sets and P1 and P2 are E-pre-images of two
elements of A with ord(P1) 6= ord(P2) then P1 and P2 are not linked.
Let δ > 0 and let α = {αn}1≤n∈N be a zooming contraction (Definition 5.1).
Theorem F (Global zooming induced Markov map). Given an (α, δ)-zooming set Λ ⊂ X
there are an induced Markov map (F,P) defined on X with induced time R, a finite partition
P0 of X by essentially open sets and an integer ℓ ≥ 1 satisfying the following properties.
(1) For each Q ∈ P there exists P ∈ P0 such that int(Q) ⊂ P .
(2) F (P ) ∈ P0 ∀P ∈ P(in particular, the elements of P are essentially open sets).
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(3) Given P ∈ P there is a zooming pre-ball VR(P )(x), x ∈ ZR(P )(α, δ, f)∩Λ, such that
F |P =
(
fR(P )
∣∣
VR(P )(x)
)∣∣∣∣
P
. In particular,
(3.1) dist(F (x), F (y)) ≥ 8 dist(x, y) ∀ x, y ∈ P and ∀P ∈ P;
(3.2) for all x, y ∈ P , P ∈ P and 0 ≤ n < R(P ),
dist(fn(x), fn(y)) < α
R(P )−n
dist(F (x), F (y));
(3.3) if µ is (α, δ)-zooming measure (not necessarily invariant) with bounded distor-
tion (with respect to f) and µ(X \ Λ) = 0 then ∃ ρ > 0 such that∣∣∣∣log JµF (x)JµF (y)
∣∣∣∣ ≤ ρ dist(F (x), F (y)),
for µ almost every x, y ∈ P and ∀P ∈ P.
(4) There is a good relationship between the tail of the partition and the tail of zooming
times, i.e.,
{R > n} ∩ Λ ⊂ Λ \
n⋃
j=1
Zℓ j(α, δ, f) ⊂ Λ \
n⋃
j=1
Zj(α˜, δ, f
ℓ),
where α˜ = {αℓ n}n.
(5) If µ is a f -invariant measure with µ(Λ) > 0 then µ
∣∣T
j≥0 f
−ℓ j({R>0}) is an invariant
measure with respect to f ℓ.
(6) Every ergodic f -invariant zooming probability µ with µ(Λ) > 0 is liftable to F .
Proof of Theorem F. Choose 0 < r0 < δ/2 and set r = r0/4. Let ℓ be an integer big
enough such that
∑∞
j=1 αℓ j(r˜) ≤ r˜/8 for r˜ = r0 and r˜ = r. Set f˜ = f
ℓ, θ˜ = θ/ℓ, α˜j = αℓ j
and α˜ = {α˜j}j. As in the proof of Theorem E, let z˜ be the proper zooming sub-collection
for f˜ given by z˜ = (˜z(x))x∈eΛ, where
z˜(x) = {f˜ n(x) ;n ∈ N and x ∈ Zℓ n(α, δ, f)}
and
Λ˜ = Λ ∩ lim sup
n→∞
Zℓ n(α, δ, f) ⊂ Λ ∩ lim sup
n→∞
Zn(α˜, δ, f˜).
It is clear that Λ˜ is f˜ -positively invariant. Also note that Λ˜ is a large portion of Λ.
Indeed, it follows from (23) that
Λ ⊂ Λ˜ ∪ f−1(Λ˜) ∪ · · · ∪ f−(ℓ−1)(Λ˜).
As a consequence
µ(Λ) > 0 =⇒ µ(Λ˜) > 0
for every f -non-singular measure µ.
Denote by EZ, ef = (EZ, ef,n)n, where EZ, ef,n = {Vn(x, f˜) ; x ∈ Zn(α˜, δ, f˜)} is the collection
of all (α˜, δ)-zooming pre-balls with respect f˜ of order n. Let us denote the order with
respect to f˜ by ord ef .
Let E˜ ⊂ EZ, ef be the collection of all z˜-pre-ball Vn(x, f˜) (with respect to f˜) for all x ∈ Λ
and all z˜-time n for x with respect to f˜ .
Let {q1, ..., qs} ⊂ X be a maximal r/2 -separated set and consider the collection A =
{Br(q1), ..., Br(qs)} of open balls. As we have contraction in zooming times, the elements of
A are not contained in any EZ, ef -pre-image of an element of A with order bigger than zero
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(see Notation 5.8). As
∑
n α˜n ≤ 1/8, every chain of EZ, ef -pre-images of A has diameter
smaller that r/4, that is, if (P0, ..., Pn) ∈ chE
Z, ef (Br(qi)) then
diameter(
⋃
j
Pj) <
∑
j
diameter(Pj) <
∑
j
αj diameter(Br(qi)) < r/4.
Thus,
(Br(qi))
⋆ = Br(qi) \
( ⋃
(Pj)j∈chE
Z, ef (Br(qi))
⋃
j
Pj
)
⊃ B(3/4)r(qi),
for all 1 ≤ i ≤ s.
Let A′ = {∆1, ...,∆s}, where ∆i is the connected component of (Br(qi))⋆ containing
B(3/4)r(qi). It follows from Proposition 2.8 that A′ is a EZ, ef -nested collection of sets.
Moreover, as {q1, ..., qs} ⊂ X is maximal r/2 -separated, A′ is a cover of X by opens sets.
Setting Ps = {∆1 ∩ · · · ∩∆s} and, for 1 ≤ ℘ < s,
P℘ =
{
∆i1 ∩ · · · ∩∆i℘ \
( ⋃
1≤k1<···<k℘+1≤s
∆k1 ∩ · · · ∩∆k℘+1
)
; 1 ≤ i1 < · · · < i℘ ≤ s
}
,
it follows that P0 := P1 ∪ · · · ∪ Ps is a partition of X by essentially open sets. Note that,⋃
P∈P0 ∂P ⊂
⋃s
j=1 ∂∆j .
Claim 4. Let Q be a EZ, ef -pre-image (with respect to f˜) of some ∆i ∈ A
′ with ord ef (Q) > 0
and let P ∈ P0. If Q ∩ P 6= ∅ then Q ⊂ int(P ).
Proof of Claim 4. Suppose that Q ∩ P 6= ∅ and Q 6⊂ int(P ). As Q is a connected
open set, Q ∩ ∂P 6= ∅. Thus, there exists ∆k ∈ A′ such that Q ∩ ∂∆k 6= ∅. As A′
is EZ, ef -nested collection of open sets and ord ef(Q) > 0, ∆k ⊂ Q. As diameter(Q) <(∑ord ef (Q)
j=1 α˜j
)
diameter(∆i) < r/8. But this leads to a contradiction because B(3/4)r(pk) ⊂
∆k. 
Claim 5. If Q1 and Q2 are EZ, ef -pre-images (with respect to f˜) of respectively P1, P2 ∈ P0
then Q1 and Q2 are not linked. In particular, P0 is an EZ, ef -nested collection (with respect
to f˜) of essentially open sets. Furthermore,
(1) if Q1 ∩Q2 6= ∅ then ord ef(Q1) 6= ord ef(Q2);
(2) if Q1 $ Q2 then ord ef(Q1) > ord ef(Q2).
Proof of Claim 5. Note that if Q1∩Q2 6= ∅ then ord ef (Q1) 6= ord ef (Q2). Otherwise P1∩P2 =
f ord ef (Q1)(Q1 ∩Q2) 6= ∅. This shows the first item.
Suppose that int(Q1∩Q2) 6= ∅, with Q1 6= Q2. We may assume that P1 6= P2 (if P1 = P2,
the claim follows from Corollary 2.6). Set ℘j = ord ef(Pj) (with respect to f˜) for j = 1, 2.
By the first item, assume for instance that ℘1 < ℘2.
Write Q2 = (f
℘2|V℘2(x, f˜))
−1(P2), with x ∈ Z℘2(α˜, δ, f˜). Let ∆j2 ∈ A
′ be such that
int(P2) ⊂ ∆j2 and set ∆˜j2 = (f
℘2 |V℘2(x, f˜))
−1(∆j2). Thus,
int(P1 ∩ f˜
℘1(∆˜j2)) ⊃ int(P1 ∩ f˜
℘1(Q2)) = f˜
℘1(int(Q1 ∩Q2)) 6= ∅. (31)
As f˜℘1(∆˜j2) is a EZ, ef -pre-image of ∆j2 with order ℘2 − ℘1 > 0, it follows from Claim 4
that int(P1) ⊃ f˜℘1(∆˜j2). So, int(P1) ⊃ int(f˜
℘1(Q2)). Using (31), we get
f˜℘1(int(Q1)) = int(P1) ⊃ f˜
℘1(int(Q1 ∩Q2)).
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As a consequence, int(Q1) ⊃ int(Q2).
So, we obtain that int(Q1 ∩Q2) 6= ∅ and ℘1 < ℘2 implies that int(Q1) ⊃ int(Q2) (or, if
℘1 > ℘2, int(Q1) ⊂ int(Q2)). From this we conclude that Q1 and Q2 are not linked and
also the second item of the claim. 
Define an inducing time R˜ : X → {0, 1, 2, . . .} on X as follows. Given x ∈ X , let Ω(x)
be the collection of all E˜-pre-images Q of any P ∈ P0 such that x ∈ Q. That is, Q ∈ Ω(x)
if x ∈ Q and there are n ∈ N, y ∈ Λ˜ and P ∈ P0 such that Q = (f˜ n|Vn(y, ef))
−1(P ), where
n ≥ 1 is a z˜-time (with respect to f˜) for y. Note that Vn(y, f˜) is both a (α˜, δ)-zooming pre-
ball of order n with respect to f˜ and a (α, δ)-zooming pre-ball of order ℓ n with respect to
f . If Ω(x) 6= ∅ let R˜(x) = min{ord ef(V ) ; V ∈ Ω(x)} and let R˜(x) = 0 whenever Ω(x) = ∅.
Note that if x ∈ Λ˜ then R˜(x) is smaller than or equal to the first z˜-time of x, i.e., R˜(x)
≤ min{n ; n is a z˜-time (with respect to f˜) to x} = min{n ; x ∈ Zℓ n(α, δ, f)}. Thus,
{R˜ > n} ∩ Λ ⊂ Λ \
n⋃
j=1
Zj(α˜, δ, f˜) ⊂ Λ \
n⋃
j=1
Zℓ j(α, δ, f). (32)
Define the induced map F˜ on X associated to the first E eZ time by
F˜ (x) = f˜
eR(x)(x), ∀x ∈ X. (33)
If Ω(x) 6= ∅, it follows from Claim 5 that the collection of sets Ω(x) is totally ordered by
inclusion. Moreover, there is a unique Q ∈ Ω(x) such that ord ef(Q) = R˜(x). In this case,
set I(x) = Q.
Also by Claim 5, ord ef(I(x)) < ord ef(J) ∀ I(x) 6= J ∈ Ω(x) and ∀ x ∈ X . Furthermore, if
I(x) ∩ I(y) 6= ∅ then I(x) = I(y) (see the proof of Lemma 6.4 which is analogous).
Proceeding as in the proof of Corollary 6.6, one can easily conclude that
P := {I(x) ; x ∈ X and Ω(x) 6= ∅}
is a Markov partition for F˜ . Besides, defining R(x) = ℓ R˜(x) and F (x) = fR(x)(x) =
f˜
eR(x)(x) = F˜ (x), one can see that P0,P, F and R satisfy the first four items of the theorem.
Remark 7.3. For future references we note that P|eΛ = {P ∩ Λ˜ ; P ∈ P} is an induced
Markov partition of Λ˜ with respect to f˜ = f ℓ (this follows from Claim 5).
Let µ be a f -invariant measure with µ(Λ) > 0. To check the item (5) set E =⋂
j f˜
−j({R > 0}). As f˜−1(E) ⊃ E ⊃ Λ˜, we get f˜−1(E) = E (mod µ) and µ(E) ≥ µ(Λ˜) > 0.
Thus µ|E is f˜ -invariant.
To prove the last item we will construct a local Markov map induced from F˜ .
Constructing a local induced map from the global one. Let µ be a f -invariant ergodic
probability with µ(Λ) > 0. By ergodicity, µ(Λ) = 1 (we are also using that Λ is positively
invariant and µ is invariant). As Λ˜ is f˜ -positively invariant and µ is also f˜ -invariant, µ|eΛ
is f˜ -invariant. On the other hand, as X can be decomposed into at most ℓ µ-ergodic
components with respect to f˜ , there is a µ-ergodic component U ⊂ Λ˜.
Thus, µ˜ = 1
µ(U)
µ
∣∣
U
is a (α˜, δ)-zooming ergodic invariant probability with respect to f˜ ,
µ˜(Λ˜) = 1 and µ = (
∑ℓ−1
j=0 f
j
∗)µ|U .
By Proposition 3.5, there exists a f˜ -attractor A ⊂ X which attracts µ˜ almost every point
of X (indeed A = supp µ˜ because µ˜ is f˜ -invariant). By Lemma 3.9, there are compact sets
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A
+,ez and Aez, with A+,ez ⊂ Aez ⊂ A, such that ω ef,ez(x) = Aez and ω+, ef,ez(x) = A+,ez for µ˜-almost
every x ∈ X (see Definition 3.7 and 3.8). Let 1 ≤ j0 ≤ s be such that ∆j0 ∩ A+,ez 6= ∅.
As in (26), we define the first E˜-return time to ∆j0 (with respect to f˜). Precisely, given
x ∈ ∆j0 , let Ω0(x) be the collection of E˜-pre-images V of ∆j0 such that x ∈ V (i.e.,
x ∈ V = (f˜ n|Vn(y))
−1(∆j0 ) for some y ∈ Zℓ n(α, δ, f) ∩ Λ and n ∈ N) and define the first
E˜-return time to ∆j0 as the map R˜0 : ∆j0 → N given by
R˜0(x) =
{
min{ord(V ) ; V ∈ Ω0(x)} if Ω0(x) 6= ∅
0 if Ω0(x) = ∅
. (34)
Thus, the induced map F˜0 on ∆j0 (with respect to f˜) associated to “the first E˜-return time
to ∆j0” is given by
F˜0(x) = f˜
eR0(x)(x), ∀x ∈ ∆j0 . (35)
We claim that F˜0 is also an induced map with respect to F˜ .
Claim 6. For each x ∈ ∆j0 there is k˜(x) ∈ N such that F˜0(x) = F˜
ek(x)(x).
Proof of Claim 6. By definition, V ∈ Ω0(x) if and only if ∃ y ∈ Zℓ n(α, δ, f) ∩ Λ such that
x ∈ V = (f˜ n|Vn(y, ef))
−1(∆j0 ), where n = ord ef (V ) and Vn(y, f˜) is the (α, δ)-zooming pre-ball
with respect to f of order ℓ n “centered on y” (as noted before, Vn(y, f˜) is also a (α˜, δ)-
zooming pre-ball with respect to f˜ of order n “centered on y”). If P is the element of
P0 that contains f˜ n(x), we get P ⊂ Bδ(f˜ n(y)) = f˜ n(Vn(y, f˜)) (because diameter(P ) ≤
r0/2 < δ/4). Thus, V
′ := (f˜ n|Vn(y, ef))
−1(P ) ∈ Ω(x) and ord ef(V
′) = n. As a consequence,
0 ≤ R˜(x) ≤ R˜0(x) ∀ x ∈ ∆j0 .
Let x ∈ ∆j0 be such that m := R˜0(x) > 0. In this case set s =
∑℘x−1
n=0 R˜ ◦ F˜
n(x), where
℘x = max{j ≥ 1 ;
j−1∑
n=0
R˜ ◦ F˜ n(x) < m}.
Let P ∈ P be such that F˜0(x) ∈ P and let y ∈ Zℓm(α, δ, f) ∩ Λ be such that I0(x)
= (f˜ m|Vm(y, ef))
−1(∆j0), where I0(x) ∈ Ω0(x) is the unique element of Ω0(x) such that
ord ef(I0(x)) = m = R˜0(x) (see the comment just above Lemma 6.4). As P ⊂ ∆j0 ⊂
Bδ(f˜
m(y)) = f˜ m(Vm(y, f˜)), I := (f˜
m|Vm(y, ef))
−1(P ) ∈ Ω(x). Thus, f˜ s(I) ∈ Ω(f˜ s(x)) and,
as a consequence, R˜(f˜ s(x)) ≤ m− s (because ord ef (f˜
s(I)) = m− s). On the other hand,
as F˜ ℘x(x) = f˜ s(x) and R˜(F˜ ℘x(x))+ s =
∑℘x
n=0 R˜ ◦ F˜
n(x) ≥ m, we get R˜(f˜ s(x)) ≥ m− s.
Thus, R˜(f˜ s(x)) = m−s. This implies that R˜0(x) = m = R˜(f˜ s(x))+s =
∑℘x
n=0 R˜◦ F˜
n(x),
i.e., F˜0(x) = f˜
eR0(x)(x) = F˜ ek(x), where k˜(x) = ℘x + 1. 
Now, to finish the proof, we will show the existence of a F -invariant finite measure ν ≪ µ
such that µ =
∑+∞
j=0 f
j
∗(ν|{R>j}).
Because
∑
n≥1 α˜n(r0) ≤ r0/8, the (α˜, δ)-zooming nested open ball B
⋆
r0(x) (with respect to
f˜) is well defined and contains Br0/2(x) for every x ∈ X (Lemma 5.12). As diameter(∆j0) ≤
1
2
r0, ∆j0∩A+,ez 6= ∅ and µ˜ is an ergodic f˜ -invariant (α˜, δ)-zooming probability, we can apply
Theorem 4 and obtain a finite F˜0-invariant finite measure ν0 ≪ µ˜ with
∫
R˜0dν0 < +∞ and
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such that
µ˜ =
1
γ˜
+∞∑
j=0
f˜ j∗(ν0|{ eR0>j}),
where γ˜ =
∑+∞
j=0 f˜
j
∗(ν0|{ eR0>j})(X). As F˜0(x) = F˜
ek(x)(x) and
∫
k˜ dν0 ≤
∫
R˜0dν0, it follows
from Remark 4.3 that ν = 1eγ
∑+∞
j=0 F˜
j
∗(ν0|{ eR0>j}) is a F˜ -invariant finite measure (note
that ν is not necessarily a probability). Moreover, it is straightforward to check that∑+∞
n=0 f˜
n
∗ (ν|{ eR>n}) =
1
eγ
∑+∞
n=0 f˜
n
∗
(( ∑+∞
j=0 F˜
j
∗(ν0|{ eR0>j})
)
|{ eR>n}
)
= 1eγ
∑+∞
n=0 f˜
n
∗ (ν0|{ eR0>n}) =
µ˜ (see, for instance, Lemma 4.1 of [72]). That is
µ˜ =
+∞∑
n=0
f˜ n∗ (ν|{ eR>n}).
Proceeding as in the end of the proof of Theorem E (or alternatively, using Lemma 4.1
of [72]) we get
µ =
1
γ
+∞∑
n=0
fn∗ (ν|{R>n}),
where γ = 1/µ(U). 
8. Expanding measures
Let M be a compact Riemannian manifold of dimension d ≥ 1 and f : M → M is a
non-flat map with a critical/singular set C ⊂M .
Hyperbolic Times. The idea of hyperbolic times is a key notion on the study of
non-uniformly hyperbolic dynamics and was introduced by Alves et al [2, 4]. Let us fix
0 < b < 1
2
min{1, 1/β}. Given 0 < σ < 1 and ε > 0, we will say that n is a (σ, ε)-hyperbolic
time for a point x ∈ M (with respect to the non-flat map f with a β-non-degenerate
critical/singular set C) if for all 1 ≤ k ≤ n we have
∏n−1
j=n−k ‖(Df ◦ f
j(x))−1‖ ≤ σk and
distε(f
n−k(x), C) ≥ σbk. We denote the set of points of M such that n ∈ N is a (σ, ε)-
hyperbolic time by Hn(σ, ε, f).
Proposition 8.1. [4] Let U ⊂ M be a set satisfying the slow approximation condition.
Given λ > 0 there exist θ > 0 and ε > 0 such that, for every x ∈ U ,
#{1 ≤ j ≤ n ; x ∈ Hj(e
−λ/4, ε, f)} ≥ θ n,
whenever
∑n−1
i=0 log ‖(Df(f
i(x)))−1‖−1 ≥ λn.
It follows from Proposition 8.1 that the points of an expanding set (recall Definition 1.1)
have infinitely many moments with positive frequency of hyperbolic times. In particular,
they have infinitely many hyperbolic times.
The proposition below assures that the hyperbolic times are indeed zooming times.
Proposition 8.2. [4] Given σ ∈ (0, 1) and ε > 0, there is δ > 0, depending only on σ, ε
and on the map f , such that if x ∈ Hn(σ, ε, f) then there exists a neighborhood Vn(x) of x
with the following properties:
(1) fn maps Vn(x) diffeomorphically onto the ball Bδ(fn(x));
(2) dist(fn−j(y), fn−j(z)) ≤ σj/2 dist(fn(y), fn(z)) ∀y, z ∈ Vn(x) and 1 ≤ j < n;
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The sets Vn(x) are called hyperbolic pre-balls and their images f
n(Vn(x)) = Bδ(f
n(x)),
hyperbolic balls.
Given σ ∈ (0, 1), ε > 0 and θ ∈ (0, 1], define Hn(σ, ε, θ, f) as the set x ∈ Hn(σ, ε, f) such
that #{1 ≤ j ≤ n ;x ∈ Hj(σ, ε, f)} ≥ θ n.
Remark 8.3. It follows from Proposition 8.1 that if x is a λ-expanding point then there
are ε > 0 and θ ∈ (0, 1) such that x ∈ lim supHn(e
−λ/4, ε, θ, f). That is, every λ-expanding
point x belongs not only to lim supHn(e
−λ/4, ε, f) but also to lim supHn(e−λ/4, ε, θ, f). In
particular, if µ is a λ-expanding measure then there exists ε > 0 and θ ∈ (0, 1) such that
µ(M \ lim supHn(e
−λ/4, ε, θ, f)) = 0.
The proof of Lemma 8.4 just below is easy and straightforward. For instance, replacing
detDf by Jµf , the proof proceeds exactly as in the Lebesgue case of Proposition 2.5. of
[50].
Lemma 8.4. If µ is a f -non-flat measure then there is ρ > 0 such that∣∣∣∣ log Jµfn(p)Jµfn(q)
∣∣∣∣ ≤ ρ dist(fn(p), fn(q))
for every x ∈ Hn(σ, ε, f) and µ-almost every p and q ∈ Vn(x).
By Proposition 8.2, if n ∈ N is (σ, ε)-hyperbolic time for x ∈M then n is an ({αn}n, δ)-
zooming time to x, where αn(r) = σ
n/2r. Thus, using Proposition 8.1 and 8.2, it follows
that if λ > 0 and H is a λ-expanding set then there is δ > 0 such that H is an ({αn}n, δ)-
zooming set, where αn(r) = e
−(λ/8)nr (in particular, every λ-expanding measure is an
({αn}n, δ)-zooming measure). Furthermore, using Lemma 8.4, we easily get the following
lemma.
Lemma 8.5. Given λ > 0 there is δ > 0 (depending only on λ and f) such that every
f -non-flat λ-expanding measure is an ({αn}n, δ)-zooming measure with bounded distortion
at the zooming times, where αn(r) = e
−(λ/8)nr.
Proof of Theorem A. The proof of Theorem A follows straightforwardly from Lemma 8.5
and Theorem D. 
Remark 8.6. If in Theorem A we set λ = 0, then the results will be the same with one
difference only: the collection of measures is not finite but countable.
To prove the remark above, let M ′ be the set of points y ∈ M such that Equation (3)
holds for every x ∈
⋃+∞
k=0 f
−k(y). As µ ◦ f−1 ≪ µ, µ(M \M ′) = 0. For each 0 < n ∈ N, let
Mn be the set of x ∈M ′ such that
lim sup
n→∞
1
n
n−1∑
i=0
log ‖(Df(f i(x)))−1‖−1 ∈
(
1
n+ 1
,
1
n
]
.
Note that Mn is an invariant set ∀n ∈ N, i.e, f−1(Mn) =Mn. Let N ⊂ N the set of n ∈ N
such that µ(Mn) > 0. For each n ∈ N , we can apply Theorem A to µ|Mn. Thus, we only
have to consider the collection of all measure ν such that ν is µ|Mn absolutely continuous
ergodic f -invariant probabilities for some n ∈ N .
Proof of Theorem B. Observe that Theorem 5 below is a more complete result than
Theorem B. On the other hand, the proof of Theorem 5 is a direct consequence of The-
orem E, Corollary 6.12 and the fact that the λ-expanding set H is an (α, δ)-zooming set,
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where α = {αn}n, αn(r) = e
−(λ/8)nr, δ is given by Proposition 8.2 and θ is given by Propo-
sition 8.1. The case λ = 0 follows directly from the case λ > 0 by taking any sequence
λn ց 0 and setting the Markov structure as
F = {(F,P) ; (F,P) ∈ F(λn) and n ∈ N},
where F(λn) is the Markov structure for λn.

Theorem 5 (Markov Structure for an expanding set). Let M be a compact Riemannian
manifold and f : M → M a non-flat map. Let λ ≥ 0 and H be a λ-expanding set. Then
there is a Markov structure F = {(Fi,Pi)}i for H. Furthermore, denoting the domain of
Fi by Ui and its inducing time by Ri, we have the following additional properties.
(1) If λ > 0 then F = {(Fi,Pi)}i is a finite collection;
(2) Ui is a topological open ball ∀ i;
(3) Each (Fi,Pi) ∈ F is a full Markov map, i.e., is a Markov map with Fi(P ) = Ui
∀P ∈ Pi. In particular, every P ∈ Pi is a topological open ball ∀ i;
(4) For each (Fi,Pi) ∈ F there is λi > 0 such that
log ‖(DFi(x))
−1‖−1 > λi, ∀ x ∈
⋃
P∈Pi
P.
(5) Every P ∈ Pi is contained in a hyperbolic pre-ball of order Ri(P ), i.e., there is x ∈
HRi(P ) (e
−λi/4, ε, f) such that P ⊂ VRi(P )(x), where ε is given by Proposition 8.1.
Proof of Theorem C. Let ℓ = min{k ∈ N ; k ≥ (16 log 3)/λ}. Similar to the proof of
Theorem B, the proof of Theorem C is a consequence of the zooming version of the theorem
(in this case, Theorem F) and the fact that the λ-expanding set H is an (α, δ)-zooming set
for any δ ∈ (0, ε], where α = {αn}n, αn(r) = e(−λ/8)nr and ε > 0 is given by Proposition 8.2.
Indeed, as ℓ = min{k ∈ N ; k ≥ (16 log 3)/λ}, we get ℓ = min{k ∈ N ;
∑∞
n=1 αk j(r) ≤ r/8}
∀ r ≥ 0. Thus, follows from Theorem F the first nine items of Theorem C.
Let us show the last item. If H is uniformly expanding, then there are 1 < τ < ρ < ∞
such that τ < ‖Dfn(x)−1‖−1 < ρ ∀ x ∈ H. This implies that both R and DF is bounded
from above. Thus there is γ > 0 such that Leb(P ) > γ ∀P ∈ P (because F (P ) ∈ P0
∀P ∈ P and P0 is a finite collection of sets with non-empty interior), where Leb is a
volume measure associated to the Riemannian structure of M. From this we get #P ≤
Leb(M)/γ <∞. 
9. Examples and applications
The purpose of the current section is to give examples of expanding and zooming mea-
sures and also to give some illustrative applications of the theorems and ideas previously
developed.
For now, consider a compact Riemannian manifold M of dimension d ≥ 1. Let f : M →
M be a non-flat map and C ⊂M its critical/singular set.
We say that a point x ∈M has all Lyapunov exponents positive if
lim sup
1
n
log |Dfn(x) v| > 0 ∀ 0 6= v ∈ TxM. (36)
A periodic repeller is a periodic point p such that Dfn(p) is well defined and all eigen-
values of Dfn(p) is bigger that 1, where n is the period of p. In this case, this condition is
equivalent to all Lyapunov exponents of p being positive. Furthermore, as
lim
ℓ→∞
∥∥((Dfn(p))−1)ℓ∥∥ 1ℓ = min{λ−1 ; λ is an eigenvalue of Dfn(p)}, (37)
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the periodic point p is a repeller if and only if there is ℓ > 0 such that p is a periodic point
for f˜ = f ℓ with period n and such that log
∥∥(Df˜n(p))−1∥∥−1 > 0 (for this take any prime
ℓ ∈ N big enough).
Lemma 9.1. If p is a periodic repeller of period n and O−f (p) ∩ C = ∅ then there exists
ℓ > 0 such that p is a periodic point of period n with respect to f˜ = f ℓ and the pre-orbit of
p with respect to f is a (24 log 2)-expanding set for f˜ .
Proof. Let m ≥ 1 and set Cfm =
⋃m−1
j=0 f
−j(C), the critical set of fm. As O−f (p) ∩ C = ∅,
we get O−f (p)∩Cfm = ∅. From this, it follows that, for every 0 < δ < dist(O
+
f (p), Cfm) and
all y ∈ O−f (p),
lim
j→+∞
1
j
j−1∑
i=0
− log distδ((f
m)i(x), Cfm) = lim
j→+∞
1
j
j−1∑
i=0
− log distδ((f
m)i(p), Cfm) = 0.
Thus, O−f (p) satisfies the slow approximation condition with respect to f
m (and the critical
set of fm), for every m ≥ 1.
Let n0 be such that λ0 := log
∥∥(Dfnn0(p))−1∥∥−1 > 0. Let n1 be such that eλ0 n1/8 > 8.
Let ℓ be a prime number such that ℓ ≥ n0 n1. Thus log
∥∥(Dfn ℓ(p))−1∥∥−1 > 24 log 2 and p
is a periodic point with period n for the map f˜ = f ℓ.
As p is a periodic point, O−f (p) is a positively invariant set (indeed O
−
f (p) is an invariant
set) with respect to f and, as a consequence, it is a positively invariant set with respect to
f˜ .
Finally, as
lim
j→∞
1
j
log ‖(Dfnj(y))−1‖ = lim
j→∞
1
j
log ‖(Dfn j(p))−1‖
for all y ∈ O−f (p), it follows that O
−
f (p) is a (24 log 2)-expanding set with respect to f˜ .

Recall that the α-limit set of a point x, denoted by αf (x), is the set of accumulating
points of O−f (x) =
⋃∞
j=0 f
−j(x), the pre-orbit of x. As there is a substantial number of
example of dynamics exhibiting periodic repellers whose α-limits have non-empty interior,
the proposition below show an easy way to find expanding measures with big support in
the topological sense (non-empty interior).
Proposition 9.2. Let f : M → M be a non-flat map and C its critical/singular set.
If there is a periodic repeller p contained in the interior of its α-limit set and such that
O−f (p) ∩ C = ∅ then there is an open neighborhood ∆ of p and an uncountable collection
M of ergodic invariant probabilities such that if µ ∈M then all of its Lyapunov exponents
are positive and the support of µ contains ∆. Furthermore, ∃ ℓ ≥ 1 such that every µ ∈M
is an invariant ergodic zooming probability for f˜ = f ℓ and
lim
1
n
n−1∑
j=0
log ‖Df˜(f˜ j(x))−1‖−1 ≥ 8
for µ almost every x ∈ M .
Proof. Let ℓ be as in Lemma 9.1 and f˜ = f ℓ. It follows from Proposition 8.1 that there
are δ and θ0 > 0 such that
lim sup
n→∞
1
n
#{1 ≤ j ≤ n ; x ∈ Hj(e
−6 log 2, δ, f˜)} ≥ θ0
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for every x ∈ O−f (p).
From Proposition 8.2 it follows that each (e−6 log 2, δ)-hyperbolic time is a (α, δ)-zooming
time and every (e−6 log 2, δ)-hyperbolic pre-ball is a (α, δ)-zooming pre-ball (all with respect
to f˜), where α = {αn} and αn(r) = (1/8)
n(r). In particular, O−f (p) is a (α, δ)-zooming
set.
Noting that
∑
n αn(r) < r/4 ∀ r > 0, let 0 < r < δ/4 be small such that Br(p) ⊂
int(αf(p)). Thus ∆ := B
⋆
r (p) is a (α, δ)-zooming nested ball (with respect to f˜) containing
Br/2(p).
Let z˜ = (z(x))x∈lim supHn(e−6 log 2,δ, ef) be the collection of zooming images of f˜ that are
(e−6 log 2, δ)-expanding images and let E˜ be the collection of all z˜-pre-balls. Let R be the
“first E˜-return time to ∆”, F be the induced map associated to the “first E˜-return time
to ∆” and P be the Markov partition associated to the “first E˜-return time to ∆” as in
Definition 6.2, 6.3 and 6.5 (all this definitions applied to f˜ instead to f). By Corollary 6.6,
(F,P) is an induced full Markov map for f˜ on ∆ with inducing time R.
As the zooming points are dense on ∆ (because O−f (p) is dense), {R > 0} =
⋃
P∈P P is
an open and dense subset of ∆. Let B =
⋂
j≥0 F
−j({R > 0}), that is, B is the set of points
x ∈ ∆ such that F j(x) ∈ ∆ ∀ j ≥ 0. Of course, B is a residual set of ∆. Furthermore, B
is a metric space with the distance induced by the distance of M and its topology is the
induced topology.
Let W be the collection of subsets of B formed by the empty set ∅ and all Y ⊂ B such
that Y = (F |P1)
−1 ◦ · · · ◦ (F |Ps)
−1(B) for some sequence of P1, ..., Ps ∈ P. Note that W
generates all open sets of B.
Let A be the collection of all sequence of numbers {aP}P∈P satisfying aP ∈ (0, 1),∑
P∈P aP = 1 and
∑
P∈P aP R(P ) <∞.
Choose any {aP}P∈P ∈ A. Given any Y ∈ W \ {∅,B}, there is a unique sequence
P1, ..., Ps ∈ P such that Y = (F |P1)
−1 ◦ · · · ◦ (F |Ps)
−1(B). In this case, define ν(Y ) =∏s
j=1 aPj . Set also ν(∅) = 0 and ν(B) = 1. It easy to see that ν(A ∪ B) = ν(A) + ν(B)
for every A,B ∈ W with A ∩ B = ∅. Moreover, ν(A) ≤ ν(B) for every A,B ∈ W
with A ⊂ B. As W generates the Borel algebra of B, ν can be extended as a measure
on the Borel set of B. Furthermore, ν is F -invariant. Indeed, given Y ∈ W, say Y =
(F |P1)
−1 ◦ · · · ◦ (F |Ps)
−1(B), we get
ν
(
F−1(Y )
)
= ν
(
F−1
(
(F |P1)
−1 ◦ · · · ◦ (F |Ps)
−1(B)
))
=
=
∑
P∈P
ν
(
(F |P )
−1
(
(F |P1)
−1 ◦ · · · ◦ (F |Ps)
−1(B)
))
=
=
∑
P∈P
aP aP1 · · · aPs = aP1 · · · aPs
∑
P∈P
aP︸ ︷︷ ︸
1
= ν(Y ).
Note that if x ∈ B and P0, P1, P2, · · · is the itinerary of x by F (i.e., Pj is the element
of P that contains F j(x) ∀ j ≥ 0) then x =
⋂∞
j=0Cn(x), where Cn(x) = (F |P0)
−1 ◦ · · · ◦
(F |Pj)
−1(B) is the n-th cylinder containing x. As
µ(F (Cn(x))
µ(Cn(x))
=
aP1 aP2 · · · aPn
aP0 aP1 aP2 · · · aPn
=
1
aP0
∀n > 0,
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one can prove that the Jacobian of F with respect to µ, JµF (x) is well defined and it is
constant on every P ∈ P (indeed, JµF |P = aP ). This implies that
JµFn(x)
JµFn(y)
= 1 for all
y ∈ Cn(x). As a consequence, one can easily conclude that µ is ergodic with respect to F .
As
∫
Rdν =
∑
P∈P R(P )ν(P ) =
∑
P∈P R(P ) aP <∞, it follows from Remark 4.3 that
µ˜ =
∑
P∈P
R(P )−1∑
j=0
f˜ j∗ (ν|P )
is a f˜ -invariant finite measure. Furthermore, as ν is F -ergodic, it follows that µ˜ is f˜ -ergodic.
Applying Corollary 4.6, we conclude that
lim sup
n
1
n
#{0 ≤ j < n ; f˜ j(x) ∈ O+F (x)} > 0 (38)
for µ˜ almost every x ∈ ∆. If for some n and i we have f˜n(x) = F i(x) then, by construction,
x belongs to some (e−6 log 2, δ)-hyperbolic pre-ball Vn(y, f˜) with respect to f˜ . As a conse-
quence, n is a zooming time for x (with respect to f˜) and 1
n
∑n−1
j=0 log ‖Df˜(f˜
j(x))−1‖−1 ≥((
e−6 log 2)1/2
)−1
= 8, whenever f˜n ∈ O+F (x). Thus
lim sup
n
1
n
#{0 ≤ j < n ; x ∈ Zj(α, δ, f˜)} > 0 (39)
and
lim sup
1
n
n−1∑
j=0
log ‖Df˜(f˜ j(x))−1‖−1 ≥ 8 (40)
for µ˜ almost every x ∈ ∆. As µ˜(∆) > 0, it follows by ergodicity that (39) and (40) holds
for µ˜ almost every point x ∈M .
One can easy check that µ =
∑ℓ−1
j=0 f
j
∗ µ˜ is an ergodic f -invariant measure such that (39)
and (40) holds for µ almost every point x ∈ M . Therefore, µ is a zooming measure (with
respect to f˜) and it follows from (40) that all Lyapunov exponent are positive for µ almost
every point of M .
Of course distinct elements of A give rise to distinct ergodic F -invariant probabilities.
By ergodicity these probabilities are mutually singular and so the f -invariant measures
generated from them are also mutually singular. So, as A are uncountable, this process
gives an uncountable collection of f -invariant measures.
To finalize the proof, note that µ(U) ≥ ν(U) > 0 for every open subset of ∆, because
every open subset of ∆ contains a non-empty Y ∈ W, and ν(Y ) > 0 for all ∅ 6= Y ∈ W.
This implies that supp µ ⊃ ∆.

Definition 9.3. A map f : M → M is called strongly topologically transitive if we get⋃
n≥0 f
n(U) =M for all open set U ⊂ M .
Theorem 6. Let f : M → M be a C1+ map, possible with a critical region C. If f is
strongly topologically transitive and it has a periodic repeller then some iterate of f admits
an uncountable number of ergodic invariant expanding probabilities whose supports are the
whole manifold.
46 VILTON PINHEIRO
0.2 0.4 0.6 0.8 1.0
0.2
0.4
0.6
0.8
1.0
Figure 6.
Proof. As f is strongly topologically transitive, αf(x) = M for every point x ∈ M . In
particular, if p is a periodic repeller, we get αf(p) = M ∋ p. Thus, we can apply Proposi-
tion 9.2. Let ∆, ℓ and M be given by Proposition 9.2.
Let µ ∈ M. As f is strongly topologically transitive, given any open set U ⊂ M there
is n ≥ 0 such that f−n(U) ∩ ∆ 6= ∅. Thus µ(U) = µ(f−n(U)) ≥ µ(f−n(U) ∩ ∆) > 0 for
every µ ∈M (because ∆ ⊂ supp µ). This implies that supp µ = M ∀µ ∈M.
Given µ ∈ M, we have that
lim
1
n
n−1∑
j=0
log ‖Df˜(f˜ j(x))−1‖−1 ≥ 8
for µ almost every x ∈ M . As the equation above implies that there are no negative
Lyapunov exponents with respect to any iterate of f and for µ-almost all point, it follows
from Lemma 10.2 that µ is an expanding measure with respect to f˜ . 
Corollary 9.4. If a C1+ map f : M → M , possibly with a critical region C, is strongly
topologically transitive and it has a periodic repeller then the set of periodic repeller is dense
on M .
Proof. This corollary follows from Theorem 6 and the fact that the support of any expand-
ing invariant measure is contained in the closure of the periodic repellers (see Lemma 10.6
of the appendix). 
Example 9.5 (See figure 6). Let f : [0, 1]→ [0, 1] be given by
f(x) =
{
g(x) if x < 1/2
1− g(1− x) if x ≥ 1/2
where g(x) = x+ 2x2.
The map f can be seen as a C∞ map of the circle S1 = R/Z and this map is topologically
conjugated to the uniformly expanding map h(x) = 2x (mod Z). Thus, f is strongly
topologically transitive. Note that f has expanding periodic points. Indeed, f has a periodic
point p ∈ (0, 1) of period two (because h does) and, as Df 2(x) > 1 ∀ x ∈ (0, 1), it follows
that p is an expanding periodic point. Thus, follows from Theorem 6 that some iterate of f
admits an uncountable number of ergodic invariant expanding probabilities whose supports
are the whole circle.
In [68] Young shows that for maps like f of Example 9.5 1
n
∑n−1
i=0 δf i(x) converges weakly
to the Dirac measure at 0 for Lebesgue almost every x. In particular, f admits no invariant
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measures that is absolutely continuous with respect to the Lebesgue measure. Furthermore,
for Lebesgue almost every point the Lyapunov exponent is zero. In contrast, it follows from
Theorem 6 that f admits an uncountable number of ergodic invariant probabilities whose
supports are the whole manifold and whose Lyapunov exponents are positive.
Example 9.6. Let F : [0, 1]2 → [0, 1]2 be the skew product given by
F (x, y) =
(
f(x), (1 + x)φ(y)
)
where f is as in Example 9.5 and φ(y) = 1/2 − |y − 1/2| is the “tent” map of slope
one. Taking any periodic point p ∈ (0, 1) for f , it is easy to see that ψ(y) = G(p, y) is
an uniformly expanding map, where (fn(x), G(x, y)) = F n(x, y) and n is the period of p.
Thus taking any periodic point q ∈ (0, 1) with respect to ψ, it follows that (p, q) ∈ (0, 1)2
is an expanding periodic point of F . It is not difficult to check that F
∣∣
F ([0,1]2)
is strongly
topologically transitive and so it follows from Theorem 6 that some iterate of F admits
an uncountable number of ergodic invariant expanding probabilities whose supports are
F ([0, 1]2).
As in Example 9.5, the scenario of the expanding invariant measures of Example 9.6 is
much richer than the Lebesgue measure scenario. Indeed, as
DF n(x, y) =
(
(fn)′(x) 0
∗ (+/−)
∏n−1
j=0 (1 + f
j(x))
)
,
it follows that the Lyapunov exponents of a point (x, y) are lim sup 1
n
log |(fn)′(x)|, the Lya-
punov exponent of x with respect to f , and lim sup 1
n
log
∏n−1
j=0 (1+ f
j(x)). As lim sup 1
n
log
|(fn)′(x)| = 0 and 0 ≤ lim sup 1
n
log
∏n−1
j=0 (1 + f
j(x)) ≤ lim sup 1
n
∑n−1
j=0 f
j(x) = 0 for
Lebesgue-a.e. x ∈ [0, 1] (Theorem 5 of [68]), we conclude that the all Lyapunov exponents
for Lebesgue almost every point are zero.
One can find other examples of expanding measures in, for instance, [11] and [33].
Let us apply Theorem 6 to unimodal maps. For this, we note that every non-flat S-
unimodal map f : [0, 1] → [0, 1] without a periodic attractor has an expanding periodic
point p ∈ (0, 1). Moreover, one can show that a non-flat S-unimodal map f has an
expanding periodic p ∈ (0, 1) with dense pre-orbit if and only if f is not an infinitely
renormalizable map and f does not have a periodic attractor. Thus, we get from Theorem 6
the following corollary.
Corollary 9.7. If f : [0, 1] → [0, 1] is a non-flat S-unimodal map then one and only one
of the following alternatives can occur.
(1) f has a periodic attractor.
(2) f is an infinitely renormalizable map.
(3) f admits an expanding invariant probability whose support has non-empty interior
(indeed an uncountable number of these probabilities).
The corollary above shows that the dynamic of any S-unimodal map in the complement
of the Axiom A and the infinitely renormalizable maps exhibits uncountable many non
trivial expanding measures, even when there are not SRB measures.
Theorem 7 (Markov structure for expanding sets of local diffeomorphisms). If f :M →M
a C1+ map is a local diffeomorphism then the set of points with all Lyapunov exponents
positive admits a Markov structure. Furthermore, given any finite collection of ergodic
invariant probabilities {µ1, · · · , µs} with all Lyapunov exponents positive there is an induced
map (F,P) as in Theorem C such that every µj is liftable to this map.
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Proof. Let λ > 0 and, for each ℓ ∈ N, let Λℓ be the set of λ-expanding points of M with
respect to f ℓ (as f is a local diffeomorphism there is no slow approximation condition).
It follows from Lemma 10.4 that
⋃
ℓ∈NΛℓ contains the set of points with all Lyapunov
exponents positive (indeed, it is equal). As each Λℓ has a Markov structure with respect
to f ℓ (and so, a Markov structure with respect to f), it follows that
⋃
ℓ∈NΛℓ has a Markov
structure with respect to f .
Given any finite collection of ergodic invariant probabilities {µ1, · · · , µs} with all Lya-
punov exponents positive, there is some ℓ ∈ N such that µj(Λℓ) = 1 for all j = 1, · · · , s.
Thus, applying Theorem C, there is an induced map (F,P) such that every µj is liftable
to this map, ∀ j = 1, · · · , s. 
9.1. Maps with a dense expanding set. Besides the previous examples there are many
examples of maps with a dense expanding set. Indeed, most of the results of the so called
“non-uniformly expanding maps” was done with the hypothesis of an expanding set of full
Lebesgue measure, in particular, a dense expanding set. This is, for instance, the case of
Viana maps (see Example 9.10 below).
The crucial property used in the proof of Proposition 9.2 and Theorem 6 is indeed the
existence of an expanding (or zooming) set that is dense and also some condition to spread
open sets to the whole manifold. In the theorem below the hypotheses are chosen to obtain
these properties again.
Theorem 8. Let f : M → M be a transitive non-flat map with #f−1(x) < ∞ ∀ x ∈ M .
If f has a dense λ-expanding set, λ > 0, then there is an uncountable collection of ergodic
invariant λ′-expanding probabilities, λ′ ≥ λ/8, whose support are the whole manifold.
Proof. Given any x ∈ Hn(e−λ/4, ε, f), let Vn(x) is the (e−λ/4, δ)-hyperbolic pre-ball of center
x and order n, where ε, δ > 0 follows from Proposition 8.1 and 8.2. Note that
W :=
∞⋂
j=0
⋃
n≥j
( ⋃
x∈Hn
Vn(x)
)
is a residual set, where Hn = Hn(e
−λ/4, ε, f). Thus, the set of points x ∈ W that are
transitive (ω(x) =M) is also a residual set (because the set of transitive points is residual).
Choose a transitive point q ∈ W . As q ∈ W , there are sequences nk → ∞ and xk ∈ Hnk
such that q ∈ Vnk(xk) ∀ k ∈ N and limk→∞ f
nk(xk) = p, for some p ∈ M . Of course that
xk → q, indeed, dist(xk, q) ≤ e−(λ/8)nk δ, ∀ k.
Let α = {αn}n, where αn(r) = e−(λ/8)nr. As f is backward separated (because #f−1(x) <
∞ ∀ x ∈ M) and as supr>0
∑
n≥1 αn(r)/r < +∞, we can choose any 0 < r < r0 and con-
sider the (α, δ)-zooming nested ball B⋆r (p), where 0 < r0 < δ/2 is given by Lemma 5.12.
We claim that there is Λ ⊂ B⋆r (p) dense in B
⋆
r (p) and such that every x ∈ Λ has as
hyperbolic return to B⋆r (p), that is, given x ∈ Λ there is s ≥ 1 such that x ∈ Hs and f
s(x) ∈
B⋆r (p). Indeed, for each y ∈ B
⋆
r (p) and γ > 0 one can find y˜ ∈ O
+(q), say y˜ = f i(q), so
that dist(y˜, y) < γ/2. Taking k > i big enough so that dist(f i(xk), y˜) = dist(f
i(xk), f
i(q))
< γ/2, it follows that dist(f i(xk), y) < γ, f
i(xk) ∈ Hnk−i and f
nk−i(xk) ∈ B⋆r (p).
Now, the proof follows as the proof of Proposition 9.2 with a single difference. Here we
do not need to consider an iterate f˜ = f ℓ of f . Taking f˜ = f and ∆ = B⋆r (p), construct
the induced map F and everything else as in the proof of Proposition 9.2. 
9.2. Decay of correlation and the Central Limit Theorem. In [5, 6] Alves, Luzzatto
and Pinheiro study the decay of correlation associated to the decay of the tail of expanding
moments. There it was proved that a polynomial decay of the tail of expanding moments,
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measured by the Lebesgue measure, implies a polynomial decay of correlation for the ab-
solutely continuous invariant measure with respect to the Lebesgue measure (the SRB
measure). It was also proved that the Central Limit Theorem holds for the SRB whenever
the tail of expanding moments decays more then quadratically. In [35] Goue¨zel comple-
mented this study for Lebesgue measure by showing that an exponential (or a stretched
exponential) decay of the tail of expanding moments, measured by the Lebesgue measure,
implies an exponential (or a stretched exponential) decay of correlation for the SRB mea-
sure. Here our construction permits to extend the results of [5, 35] for general expanding
measures.
9.2.1. Tail estimate for Maps with bounded derivative. Follows from Lemma 10.5 of the
appendix that if f : M → M is a local C1+ diffeomorphism in the whole manifold except
in a non-degenerate critical/singular set C ⊂ M and sup{‖Df(x)‖ ; x ∈ M \ C} < +∞
then every set U satisfying the slow approximation condition with respect to f also satisfies
the slow approximation condition with respect to fm, ∀m ≥ 1. On the other hand, a direct
calculation shows that for every big n
1
n
n−1∑
i=0
log ‖
(
Df(f i(x))
)−1
‖−1 > λ
=⇒ (41)
1
[n/m]
[n/m]−1∑
i=0
log ‖
(
Dfm((fm)i(x))
)−1
‖−1 > λ,
where [n/m] = max{j ∈ Z; j ≤ n} is the integer part of n/m. Thus, it is easy to obtain
the following result.
Lemma 9.8. If f : M → M is a local C1+ diffeomorphism in the whole manifold except
in a non-degenerate critical/singular set C ⊂ M and sup{‖Df(x)‖ ; x ∈ M \ C} < +∞
then every λ-expanding set with respect to f is (mλ)-expanding with respect to fm for every
m ≥ 1.
As a consequence of the lemma above, every λ-expanding measure with respect to f is
a (mλ)-expanding measure with respect to fm ∀m ≥ 1, whenever ‖Df‖ is bounded.
Theorem 9 (Global expanding induced Markov map for maps with bounded derivative).
Let f : M → M be a local C1+ diffeomorphism in the whole manifold except in a non-
degenerate critical/singular set C ⊂ M and suppose that sup{‖Df(x)‖ ; x ∈ M \ C} <
+∞. Given λ > 0, let ℓ = min{k ∈ N ; k ≥ (16 log 3)/λ}. If H is a λ-expanding set with
λ > 0 then there exist an induced Markov map (F,P) with inducing time R, and a finite
partition P0 of M by essentially open sets satisfying all items of Theorem C and also the
following ones.
• H ⊂ {R > 0}.
• P|H = {P ∩ H ; P ∈ P} is an induced Markov partition of H with respect to f ℓ.
• There are r > 0, ε > 0 and n0 ∈ N such that
{R > n} ∩ H ⊂ {h > n/ℓ} ∀n ≥ n0,
where
h(x) = inf{j > 0 ;
1
j
j−1∑
k=0
log ‖Df(fk(x))−1‖−1 ≥ λ and
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1
j
j−1∑
k=0
− log distε(f
k(x), C) ≤ r}.
Proof. As Df is bounded, f ℓ is also a non-flat map with a critical region Cℓ =
⋃ℓ−1
j=0. In this
case, follows from Lemma 9.8, Proposition 8.1 and 8.2 that (1) H ⊂ lim supnHn(1/9, εℓ, f
ℓ)
for some εℓ > 0; (2) the whole H is a (α, δℓ)-zooming set (with respect to f ℓ) for some
δℓ > 0 and with α = {αn}n and αn(r) = (1/9)nr. Furthermore, one can take 0 < ε < εℓ so
that
Hℓ j(e
−λ/4, ε, f) ⊂ Hj(1/9, εℓ, f
ℓ), ∀ j ≥ 1. (42)
This produces a proper zooming sub-collection z˜ = (˜z(x))x∈H associated to the (e−λ/4, ε)-
hyperbolic time (both with respect to f). The important point here is that z˜ is defined
on the whole H (in the proofs of Theorem F and C we didn’t have any warranty that the
zooming sub-collection covered all the given zooming set when ℓ > 1). Thus, applying
Theorem F, we can get all items of Theorem C. Furthermore, in this case H ⊂ {R > 0}
=
⋃
P∈P P and, by Remark 7.3, we get that P|H is an induced Markov partition of H with
respect to f ℓ.
Let r = b
4
λ and b = 1
3
min{1, 1/β}, with β > 0 being the constant that appears in
the definition of non-flatness (see Section 8). It follows from (41), (49) and from Propo-
sitions 8.1 that Hℓ j(e
−λ/4, ε, f) can be estimate by h(ℓ j + s) for any 0 ≤ s < ℓ. That is,
Hℓ j(e
−λ/4, ε, f) ⊂ {h = n} if j = [n/ℓ] and n is big enough. Thus, the last item of the
theorem follows from item (viii) of Theorem C.

Theorem 10 (Decay of correlation). Let f : M → M a C1+ map with a non-degenerate
critical set C ⊂ M . Suppose that µ is a non-flat λ-expanding probability, λ > 0, and that
fn
∣∣
suppµ
is transitive for all n ≥ 1. Then there is a unique absolutely continuous invariant
probability ν ≪ µ. The probability ν is mixing and it basin contains µ almost every point
of M . Furthermore, there exist r, ǫ > 0 such that, if we set
h(x) = inf{j > 0 ;
1
j
j−1∑
k=0
log ‖Df(fk(x))−1‖−1 ≥ λ and
1
j
j−1∑
k=0
− log distε(f
k(x), C) ≤ r},
then we have the following estimates for the decay of correlation
Cor(φ, ψ ◦ fn) =
∣∣∣∣ ∫ φψ ◦ fndν − ∫ φdν ∫ ψdν∣∣∣∣
for any given functions φ, ψ : M → R with φ Ho¨lder and ψ bounded.
(1) If µ{h > n} = O(n−γ) for some γ > 0, then Cor(φ, ψ ◦ fn) = O(n−γ/ℓ), where
ℓ = min{k ∈ N ; k ≥ (16 log 3)/λ}.
(2) If µ{h > n} = O(exp(−ρ nγ)) for some ρ, γ > 0, then there exist ρ˜, γ˜ > 0 such that
Cor(φ, ψ ◦ fn) = O(exp(−ρ˜ neγ)).
Proof. Let (F,P), R and P0 be the global induced Markov map, the inducing time and
the finite partition of M by essentially open sets given by Theorem 9. Furthermore, we
can assume that (F,P), R and P0 are also given by Theorem F. Indeed, for some δ > 0,
α = {αn}n and αn(r) = e−(λ/4)nr, µ is a (α, δ)-zooming measure and so, Theorem C and 9
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are straightforward application of Theorem F (considering for instance that Λ ⊂M is the
set of (α, δ)-zooming points).
Of course there is a natural identification of an induced full Markov map with µ-bounded
distortion (see Definition 4.2 and 1.5) with a Young Tower. To construct the Young Tower
[67, 68] (or equivalently, an induced full Markov map with µ-bounded distortion) we can
proceed as in the proof of Theorem 4.1 of [35]. In this theorem a global induced Markov
map as in Theorem 9 induces a Young Tower with essentially the same estimates of the
tail of the partition. We note that the Lebesgue measure is not important to the proof.
Indeed the fundamental ingredient of Theorem 4.1 of [35] is the Lemma 9.9 below.
Let ν ≪ µ be the f -invariant probability given by Theorem A. The construction of the
local induced Markov map associated to the global one was already done in the proof of
Theorem F, this is precisely the induced map F˜0 given by (35) and defined in the topological
open ball ∆j0 .
To emphasize f instead of its iterate f˜ = f ℓ, set τ(x) = ℓ R˜0 and F0(x) = f
τ(x)(x) =
F˜0(x). Recall that as µ is a λ-expanding measure, ℓ = min{k ∈ N ; (16 log 3)/λ} (see
Theorem 9).
Let k(x) = ℓ k˜(x), where k˜(x) is given by Claim 6. Thus, F0(x) = F
k(x)(x). Set
tj(x) =
∑j−1
i=0 R(F
i(x)), for every j ≤ k(x). Of course that τ(x) = tk(x)(x).
Let Pn be the partition of M given by Pn =
⋂n−1
i=0 F
−i(P0). As ∆j0 is contained a
ν-ergodic component U ⊂ M with respect to f ℓ (see the proof of Theorem F), there is
some L > 0 such that every element of P0 contains an element of P
n whose image under
F n is ∆j0. From the distortion control it follows that there exist constants C0, ε > 0 such
that
µ
(
{τ = tj or ... or τ = tj+L−1 ; t1, . . . , tj−1, τ > tj−1}
)
≥ ε
and
µ
(
{tj+1 − tj > n ; t1, . . . , tj}
)
≤ C0µ({R > n}).
Thus, applying Lemma 9.9 and Theorem 3 of [68] the theorem follows.
Remark. Although there is no explicit reference to the stretched exponential decay in the
statement of Theorem 3 of [68], Young proofs can be adapted to the general case (see the
comments in the proof Lemma 4.2. of [35] and also the comments in the begging of Section 4
of the same paper).

Lemma 9.9 (Goue¨zel [35]). Let (X, µ) be a space endowed with a finite measure and
k : X → N and t0, t1, t2, . . . : X → N measurable functions such that 0 = t0 < t1 < t2 < . . .
almost everywhere. Set τ(x) = tk(x)(x), and assume that there exist L > 0 and ǫ > 0 such
that
µ{τ = tj or . . . or τ = tj+L−1 ; t1, . . . , tj−1, τ > tj−1} ≥ ǫ. (43)
Assume moreover that there exist a positive sequence un and a constant C0 such that
µ{tj+1 − tj > n ; t1, . . . , tj} ≤ C0un. (44)
Then
(1) If un has polynomial decay, µ{τ > n} = O(un).
(2) If un = e
−cnη with c > 0 and η ∈ (0, 1], then there exists c′ > 0 such that µ{τ >
n} = O(e−c
′nη).
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Theorem 11 (Central Limit Theorem). Let f , µ, ν and h being as in Theorem 10. If
µ{h > n} = O(n−(1+γ)) for some γ > (16 log 3)/λ then the Central Limit Theorem holds
for any Ho¨lder function φ : M → R such that φ ◦ f 6= ψ ◦ f − ψ for any ψ.
Proof. As Theorem 10, this result follows from Theorem 9, Lemma 9.9 and from [68]
(Theorem 4). 
Example 9.10 (Viana maps). An important class of non-uniformly expanding dynamical
systems (with critical sets) in dimension greater than one was introduced by Viana in [64].
This class of maps can be described as follows. Let a0 ∈ (1, 2) be such that the critical point
x = 0 is pre-periodic for the quadratic map Q(x) = a0− x2. Let S1 = R/Z and b : S1 → R
be a Morse function, for instance, b(s) = sin(2πs). For fixed small α > 0, consider the
map
fˆ : S1 × R −→ S1 × R
(s, x) 7−→
(
gˆ(s), qˆ(s, x)
)
where qˆ(s, x) = a(s)− x2 with a(s) = a0 + αb(s), and gˆ is the uniformly expanding map of
the circle defined by gˆ(s) = ds (mod Z) for some integer d ≥ 16. It is easy to check that
for α > 0 small enough there is an interval I ⊂ (−2, 2) for which fˆ(S1 × I) is contained
in the interior of S1 × I. Thus, any map f sufficiently close to fˆ in the C0 topology has
S1 × I as a forward invariant region. We consider from here on these maps restricted to
S1 × I.
Most of the results for f ∈ N are summarized below:
(1) ∃H ⊂ S1 × I, with full Lebesgue measure on S1 × I, and λ > 0 such that H is a
λ-expanding set with respect to f [64] (indeed, to be coherent with the estimate (45)
we may assume that H is a 2λ-expanding set);
(2) for each 0 < c < 1/4 and ε > 0 there are constants C(c, ε) and δ(x) > 0 such that
Leb({x ; hε(x) > n}) ≤ C(c, ε)e
−c√n
for every n ≥ 1 [3, 64], where
hε(x) = inf{j > 0 ;
1
j
j−1∑
k=0
log ‖Df(fk(x))−1‖−1 ≥ λ and
1
j
j−1∑
k=0
− log distδ(ε)(f
k(x), C) ≤ ε}; (45)
(3) f
∣∣
f(S1×I) is strongly topologically transitive and has a unique ergodic absolutely con-
tinuous invariant (thus SRB) measure whose support is f(S1 × I) [2];
(4) the Central Limit Theorem holds for f [5];
(5) the correlations of Ho¨lder functions decay at least like e−c
′
√
n, for some c′ > 0 [35].
Of course Viana maps satisfies most of hypothesis of the theorems in this section (Sec-
tion 9). In particular, it follows from Theorem 8 that there is an uncountable collection
M of ergodic invariant probabilities such that all Lyapunov exponents of every µ ∈M are
positive and the support of any µ ∈M is the whole manifold. Furthermore, every µ ∈M
is an f invariant ergodic zooming probability and
lim
1
n
n−1∑
j=0
log ‖Df(f j(x))−1‖−1 ≥ λ/2
for µ almost every x ∈M and every µ ∈ M.
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We can also apply Theorem A, B and C to the Viana maps. From Theorem A, we
conclude that all non-flat expanding measure admits an absolutely continuous invariant
measure (in particular one can apply this theorem to obtain the SRB measure). Further-
more, we can apply Theorem 10 (or Theorem 11) to study the decay of correlation (or the
Central Limit Theorem) of any expanding invariant measure with bounded distortion (in
particular, this gives a new proof of the decay of correlation of the SRB measure for the
Viana maps). We can also study the decay for the measures that come from Theorem 6 or
Theorem 8.
Theorem 12. If f is a Viana map then there exist an uncountable number of ergodic
invariant expanding measures with exponential decay of correlation and whose support is
the whole f(S1 × I).
Proof. The construction of the collection of expanding measures given by Theorem 8 or
Theorem 6 comes from that proof of Proposition 9.2. This measures are associated to an
induced full Markov map (F,P) defined on a topological ball ∆ and to the collection A of all
sequence {aP}PP satisfying
∑
P∈P aP = 1 and
∑
P∈P aPR(P ) <∞, where R is the induced
time of F . As one can see in the proof of Proposition 9.2, each a = {aP}PP ∈ A generates
a F -invariant measure νa and also a f -invariant measure µa, with νa ≪ µa. Moreover, we
have a very good distortion control of JνaF
n in every cylinder Cn. Indeed
JνaF
n(x)
JνaF
n(y)
= 1
∀y ∈ Cn(x) (see details in the proof of Proposition 9.2). Let a = {aP}PP ∈ A be any
sequence satisfying limn
1
n
log
(∑
P∈Pn aP
)
= γ < 0, where Pn = {P ∈ P ; R(P ) = n}.
Thus, νa({R > n}) =
∑
j>n νa(
∑
P∈Pj ap) = O(e
−γ n) and it follows from [68] that µa has
exponential decay of correlation.

9.3. Expanding measures on metric spaces. In Section 1.1 and 8 we deal with ex-
panding sets and measures on Riemannian manifold because the standard way to define
these objects is using the derivative of the map. Precisely, using ‖(Df)−1‖−1. So, to extend
the notion of expanding sets or measures we need to rewrite this expression in terms of the
distance. For this, note that if f : M →M is differentiable at a point p ∈M then
‖(Df(p))−1‖−1 = lim inf
x→p
dist(f(x), f(p))
dist(x, p)
.
Thus, given a metric spaces X and Y and a map f : X → Y define
D−f(p) = lim inf
x→p
dist(f(x), f(p))
dist(x, p)
,
where we are using the notation dist to assign the distance on both spaces. Define also
D+f(p) = lim sup
x→p
dist(f(x), f(p))
dist(x, p)
.
Of course one can rewrite the expanding condition (3) in terms of D−f , that is,
lim sup
n→∞
1
n
∞∑
j=0
log(D−f) ◦ f j(x) > 0, (46)
and use this condition to define the expanding condition on a metric space. The crit-
ical/singular set C can be defined as the set of points x ∈ X having D−f(x) = 0 or
D+f(x) = ∞. In the condition of non-degenerateness we only need to replace the expres-
sions (1) and (2) by
54 VILTON PINHEIRO
(1)
1
B
dist(x, C)β ≤ D−f(x) ≤ D+f(x) ≤ B dist(x, C)−β.
and
(2)
∣∣logD−f(x)− logD−f(x) ∣∣ ≤ B
dist(x, C)β
dist(x, y).
It is straightforward to check that, Proposition 8.1, Proposition 8.2 et cetera remain true
if we change ‖(Df)−1‖−1 by D−f . In particular, the expanding sets and measures with this
definition are zooming sets and measures. As a consequence, if X is a connected, compact,
separable metric space there are results analogues to Theorem A, B and C for this context
(see Remark 5.6 if X is not connected).
Definition 9.11. The map f is called conformal at p ∈ X if D+f(p) = D−f(p). In this
case the conformal derivative of f at p is
Df(p) = lim
x→p
dist(f(x), f(p))
dist(x, p)
.
It is easy to check that the chain rule holds for the conformal derivative. Moreover, it
is obvious that one can rewrite the expanding condition (3) or (46) in terms, if it exists,
of the conformal derivative Df .
An example of a conformal in this definition is the shift with the usual metric.
Example 9.12 (Expanding sets on a metric space). Consider the one-side shift σ :
∑+
2 →∑+
2 with its usual metric, that is,
dist(x, y) =
+∞∑
n=1
|xn − yn|
2n
,
where x = {xn}n and y = {yn}n. It is easy to verify that σ is a conformal map and that
Dσ(x) = 2 ∀ x ∈
∑+
2 .
As we could have expected, every positively invariant set (in particular the whole
∑+
2 )
and all invariant measure for the map σ of the Example 9.12 are expanding.
In this paper we are basically interested in zooming and expanding measures. As we saw,
the set of zooming measures contains the expanding measures. Now we will give examples
of zooming sets and measures that are not expanding, i.e., examples of sets and invariant
measures that are zooming with only a polynomial backward contraction.
Note that if f : X → X is a conformal map defined on a compact metric space X and
Df ≤ 1 then it follows by compactness that given any ε > 0 there is δ > 0 such that
dist(f(x), f(y)) ≤ (1 + ε) dist(x, y)
∀ x, y ∈ X satisfying dist(x, y) < δ. So, given any ε > 0 there is δ > 0 such that if x, y ∈ X ,
n ≥ 1 and dist(f j(x), f j(y)) < δ ∀0 ≤ j < n then
dist(fn(x), fn(y)) ≤ (1 + ε)n dist(x, y),
that is, Df ≤ 1 prohibits any exponential backward contraction. In particular, it does not
admit any expanding set or measure.
Example 9.13 (Zooming but not expanding). Consider the one-side shift σ :
∑+
2 →
∑+
2
with its usual topology. Consider the compatible metric given by
dist(x, y) =
{
0 if x = y(
φ(x, y)
)−2
if x 6= y
.
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where x = {xn}n, y = {yn}n and φ(x, y) = min{n ≥ 1 ; xn 6= yn}. It is easy to verify that
σ is a conformal map and that Dσ(x) = 1 ∀ x ∈
∑+
2 . In particular,
lim
n→∞
1
n
logDσn(x) = lim
n
1
n
∞∑
n=0
logDσ(σn(x)) = 0, ∀ x ∈
∑+
2
.
So, σ does not admit any expanding set or measure. In contrast, given any p ∈
∑+
2 and
x, y ∈ Cn(p) = {q ∈
∑+
2 ; p1 = q1 . . . pn = qn}, we have φ(σ
jx, σjy) = φ(σnx, σny)+(n−j),
for 0 ≤ j ≤ n. Thus,√
dist(σjx, σjy) =
1
φ(σnx, σny) + (n− j)
=
√
dist(σnx, σny)
1 + (n− j)
√
dist(σnx, σny)
and so,
dist(σjx, σjy) =
(
1
1 + (n− j)
√
dist(σnx, σny)
)2
dist(σnx, σny).
As a consequence, the cylinder Cn(p) is a (α, 1)-zooming pre-ball for p, where α = {αn}n
and αn(r) := (
1
1+n
√
r
)2r (one can check that αn ◦αj(r) = αn+j(r)). This implies that every
positively invariant set of
∑+
2 is an (α, 1)-zooming set and any σ-invariant measure is
(α, 1)-zooming.
Future applications. Recently there was an increasing development of the study of the
thermodynamic formalism beyond the uniformly hyperbolic context (including countable
Markov shift) by several authors (this list is certainly not complete): Araujo [7], Arbieto,
Matheus, Oliveira, Varandas, Viana [8, 43, 44, 62, 63], Bruin, Keller, Todd [17, 16, 18,
19, 20], Buzzi, Paccaut, Sarig, Schmitt [25, 22, 24, 53, 54, 55], Dobbs [34], Denker, Keller,
Nitecki, Przytycki, Rivera-Letelier, Urban´ski [27, 30, 28, 29, 31, 32, 51, 61], Leplaideur,
Rios [39], Pesin, Senti, Zhang [46, 47, 48, 49], Wang, Young [66], Yuri [69, 70, 71].
In many cases, a natural place to look for an equilibrium state is the set of expanding
measures. Thus, as we have shown the existence of an expanding invariant measure that
is absolutely continuous with respect to any given reference expanding measures with a
“nice” Jacobian (the Jacobian of conformal measures associated to a Ho¨lder potential has
a “nice” Jacobian), one can expect to get among the invariant expanding measures a (non-
lacunary) Gibbs measure that is a candidate to the equilibrium state. Furthermore, as
we have constructed an induced Markov map such that every ergodic expanding invariant
measure is liftable to it (in particular, allowing a symbolic study of these measures), we
believe that the results presented in this paper can be useful to the program of extending
the thermodynamic formalism to the general non-uniformly hyperbolic setting.
10. Appendix
Let µ be a finite measure defined on the Borel sets of the compact, separable metric space
X . The proof of the following fact can be found in, for instance, [36] (Lemma A.6.8.).
Lemma 10.1. Let U ⊂ X be a measurable set. Given ε > 0 there exists a finite partition
(mod µ) P of U by open sets of U (in the induced topology) such that diameter(P) < ε.
Now, let M be a compact Riemannian manifold of dimension d ≥ 1.
Lemma 10.2. Let f : M → M be a C1+ map. If µ is a f -invariant ergodic probability
with all of its Lyapunov exponent finite then µ satisfies the slow approximation condition,
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that is, for each ε > 0 there is a δ > 0 such that
lim sup
n→+∞
1
n
n−1∑
j=0
− log distδ(f
j(x), C) ≤ ε,
for µ almost every x ∈ M .
Proof. Let C be the critical region of f (of course we may assume that C 6= ∅). As f is C1+,
C is a compact set and also detDf is Holder. That is, ∃ k0, k1 > 0 such that | detDf(x)−
detDf(y)| ≤ k0 dist(x, y)
k1 ∀ x, y ∈M . Given x ∈M there is yx ∈ C such that dist(x, yx) =
dist(x, C). Thus, we get | detDf(x)| = | detDf(x) − detDf(yx)| ≤ k0 dist(x, yx)k1 =
k0 dist(x, C)k1 . That is, log | detDf(x)| ≤ log k0 + k1 log dist(x, C). If
∫
log | detDf | dµ =
−∞, it follows from Birkhoff that
∑
i λi = lim
1
n
∑n−1
j=0 log | detDf(f
j(x))| = −∞ for
µ-almost every x, contradicting our hypothesis as
∑
i λi is the sum of the Lyapunov expo-
nents. So, −∞<
∫
log | detDf | dµ−log k0 ≤ k1
∫
log dist(x, C) dµ(x)≤ k1 log diameter(M).
As the logarithm of the distance to the critical set is integrable, it follows that∫
log diste−n(x, C) dµ(x) =
∫
{x ; log dist(x,C)<−n}
log dist(x, C) dµ→ 0
when n→∞. This implies (by Birkhoff) the slow approximation condition. 
From Lemma 10.2 follows the Corollary 10.3.
Corollary 10.3. Let f : M → M be a C1+ map. An ergodic invariant probability µ is an
expanding measure if and only if (1) holds for µ almost every x ∈M
The lemma below is a remark that appears in Section 1.1 of [4].
Lemma 10.4. Let f : M → M be a C1 local diffeomorphism and let µ be a f -invariant
probability. If for µ-almost every x ∈ m we have
lim
n→∞
log |Dfn(x) v| > 0, ∀ |v| = 1, (47)
then there exist an iterate f˜ = f ℓ of f such that
lim
n→∞
1
n
n−1∑
j=0
log ‖Df˜(f˜ j(x))−1‖−1 > 0 (48)
for µ-almost every x ∈ M .
Proof. By the compactness ofM , (47) implies that there is λ > 0 such that for each x ∈M
∃nx ∈ N satisfying log |Dfn(x) v| ≥ 2λ ∀ |v| = 1 and ∀n ≥ nx, that is,
log ‖(Dfn(x))−1‖−1 ≥ 2λ ∀n ≥ nx.
Let K = |minx∈M log ‖(Dfn(x))−1‖−1| and let ε > 0 be such that ε(1 + K/λ) < 1. Let
ℓ ≥ 1 be so that µ(U) > 1− ε, where U = {x ∈M ; log ‖(Df ℓ(x))−1‖−1 > λ}. Thus,∫
log ‖(Df ℓ)−1‖−1dµ > λµ(U)−K(1− µ(U)) = λ(1− ε(1 +K/λ)) > 0
and the proof of the lemma follows from Birkhoff. 
Lemma 10.5 (Transporting the slow approximation from f to fm). Let f : M →M be a
local C1+ diffeomorphism in the whole manifold except in a non-degenerate critical/singular
set C ⊂M . Suppose that K = sup{‖Df(x)‖; x ∈M \C} < +∞. Given m > 1, let F = fm
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and let CF be the critical region of F , i.e., CF =
⋃m−1
j=0 f
−j(C). If δ < K−m then, for every
n ∈ N,
n−1∑
j=0
− log distδ/Km(F
j(x), CF ) ≤ 2
mn−1∑
j=0
− log distδ(f
j(x), C). (49)
Proof. Given δ < K−m, x ∈M and n ∈ N, set
Jn = {0 ≤ j < n ; dist(F
j(x), CF ) < δ/K
m}.
Of course we may assume that
∑mn
j=0− log distδ(f
j(x), C) < +∞.
Given j ∈ Jn, let 0 ≤ sj < m be such that dist(F j(x), CF ) = dist(F j(x), f−sj(C))
and let γ : [0, 1] → M a continuous path from F j(x) to f−sj(C) with length equal to
dist(F j(x), f−sj(C)). Note that γ([0, 1)) ⊂ M \
⋃m−1
j=0 f
−j(C) and so, f i(γ([0, 1))) ∩ C = ∅
∀ 0 ≤ i < m. Thus, dist(f jm+sj(x), C) = dist(f s(F j(x)), f sj(f−sj(C))) ≤ length(f sj ◦ γ) ≤
Ksj length(γ) ≤ Km dist(F j(x), CF ). That is,
dist(f jm+sj(x), C) ≤ Km dist(F j(x), CF ). (50)
As j ∈ Jn, we get Km dist(F j(x), CF ) < δ < K−m and then
dist(f jm+sj(x), C) < δ < K−m. (51)
Multiplying (51) by dist(f jm+sj(x), C),
(dist(f jm+sj(x), C))2 < K−m dist(f jm+sj(x), C). (52)
Combining (50) and (52),
(dist(f jm+sj(x), C))2 < dist(F j(x), CF ), ∀j ∈ Jn. (53)
From (53), we get for every j ∈ Jn
− log dist(F j(x), CF ) < −2 log dist(f
jm+sj(x), C) =
=︸︷︷︸
using (51)
−2 log distδ(f
jm+sj(x), C) ≤ 2
m−1∑
i=0
− log distδ(f
jm+i(x), C).
Therefore,
n−1∑
j=0
− log distδ/Km(F
j(x), CF ) =
∑
j∈Jn
− log dist(F j(x), CF ) ≤
≤ 2
∑
j∈Jn
m−1∑
i=0
− log distδ(f
jm+i(x), C) ≤
≤ 2
n−1∑
j=0
m−1∑
i=0
− log distδ(f
jm+i(x), C) = 2
mn−1∑
j=0
− log distδ(f
j(x), C)

Lemma 10.6. The support of any ergodic invariant expanding measure µ, with respect to
a non-flat map f : M →M (possibly with a critical/singular region C), is contained in the
closure of the set of periodic repellers of f . Furthermore, for each ε > 0 there is a periodic
repeller whose orbit is ε-dense on the support of µ.
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Proof. Let µ be an ergodic invariant expanding measure and p ∈ M be a µ-generic point.
Thus, ω(p) = supp µ. By Proposition 8.2, there is a sequence nj →∞ of hyperbolic times
for p and a sequence of hyperbolic pre-balls Vnj (p) with f
nj mapping Vnj(p) diffeomorphi-
cally onto the ball Bδ(fnj (p)).
Letm ≥ 1 be big enough so that {p, f(p), · · · , fm(p)} is δ/10 dense on supp µ. Given any
ε > 0, let k0 be big enough so that {fm(p), fm+1(p), · · · , fk0(p)} is ε/2-dense on suppµ.
Let 0 < r0 be small so that f
m
∣∣
Br0 (p)
is a diffeomorphism and diameter
(
f j(Br0(p))
)
< δ/10
∀ 0 ≤ j ≤ m (as x is an expanding point, note that {p, f(p), · · · , fm(p)} ∩ C = ∅). Choose
0 < r < ε/3 so that Br(fm(p)) ⊂ fm(Br0(p)) and let U =
(
fm
∣∣
Br0 (p)
)−1(
Br(f
m(p))
)
.
Note that every ball of radius δ/2 and center on a point of supp µ contain at least one of
the pre-images U, f(U), · · · , fm(U) = Br(fm(p)) (because {p, f(p), · · · , fm(p)} be δ/10 is
dense).
Let k >> k0 be a very big hyperbolic time for f
m(p). Thus, the diameter of the associated
pre-ball Vk(f
m(p)) is smaller then r/2 and so, Vk(fm(p)) ⊂ Br(fm(p)). As noted before,
Bδ/2(f
k+m(p)) contains the closure of some f s(U). So fk(Vk(f
m(p))) = Bδ(f
k+m(p)) ⊃
f s(U). Let W =
(
fk
∣∣
Vk(fm(p))
)−1
(f s(U)) ⊂ Vk(fm(p)) ⊂ Br(fm(p)). Thus, fk+m−s maps
W ⊂ U diffeomorphically onto U . Furthermore, as we can choose k as big as we want, the
expansion of fk|W is as big as we want. On the other hand, we can loose expansion only
on the transport of f s(U) to fm(U) = Br(f
m(p)) and this is at most m steps. Therefore, it
follows that g = (fk+m−s|W )−1 is a contraction. In particular, fk+m−s has a repeller fixed
point q˜ ∈ W . Of course, q˜ is a periodic repeller for f and, as the diameter of W is as small
as k is big, q˜ is as close of fm(p) as we want. From this follows that {q, f(q), · · · , fk0(q)}
is ε-dense. 
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