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Теорема 4. Высота треугольника с известными углами делит-
ся (считая от вершины) медианой в отношении, равном отно-
шению суммы котангенсов углов треугольника, прилежащих 
к стороне, к которой проведена высота, к модулю котангенса 
угла треугольника, из которого проведена медиана. 
 
Теорема 5. Медиана треугольника с известными углами де-
лится (считая от вершины) его высотой в отношении, равном 
модулю отношения удвоенного котангенса угла треугольни-
ка, из которого выходит медиана, к котангенсу угла, из кото-
рого не выходит ни медиана, ни высота. 
 
Теорема 6.Высота треугольника с известными углами делит-
ся (считая от вершины) биссектрисой внутреннего угла тре-
угольника в отношении, равном произведению двух отноше-
ний: первое равно отношению синуса угла треугольника, из 
которого не выходит ни высота, ни биссектриса, к синусу 
угла треугольника, из которого выходит высота; второе равно 
модулю отношения суммы котангенсов углов треугольника, 
прилежащих к стороне, к которой проведена высота, к котан-
генсу угла треугольника, из которого выходит биссектриса. 
 
Теорема 7. В треугольнике с известными углами биссектриса 
внутреннего угла треугольника делится (считая от вершины) 
высотой треугольника в отношении, равном произведению 
двух отношений; первое равно модулю отношения котангенса 
угла треугольника, из которого выходит биссектриса, к котан-
генсу угла треугольника, из которого не выходит ни биссек-
триса, ни высота; второе равно отношению суммы синусов 
углов треугольника, прилежащих к стороне, к которой прове-
дена биссектриса, к синуса угла треугольника, из которого не 
выходит ни биссектриса, ни высота треугольника. 
 
Теорема 8. В треугольнике с известными углами высота 
(первая) делится (считая от вершины) другой высотой в от-
ношении, равном модулю произведения двух отношений; 
первое равно отношению котангенса угла треугольника, из 
которого выходит первая высота к котангенсу угла треуголь-
ника, из которого не выходит ни первая, ни вторая высота; 
второе равно отношению суммы котангенсов углов треуголь-
ника, прилежащих к стороне, к которой проведена первая 
высота, к котангенсу угла треугольника, из которого выходит 
вторая высота. 
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1. ВВЕДЕНИЕ 
Хаотическое поведение характеризуется высокой чувст-
вительностью к начальным условиям и наблюдается во мно-
гих системах (котировки акций, ЭЭГ мозговой активности, 
центральная нервная система и др.). Обработка хаотических 
временных рядов может быть разделена на три этапа, пока-
занных на рисунке 1. Первый этап – анализ временного ряда. 
В результате его идентифицируется хаотичность поведения и 
оцениваются параметры вложения. С использованием данных 
этого этапа возможно представить псевдофазовый портрет 
системы или построить нейронную сеть для оптимального 
предсказания ряда. Общим параметром хаотичности является 
вычисление наибольшего показателя Ляпунова, который 
должен быть положительным [1]. Такой показатель Ляпунова 
является статистической мерой расхождения двух траекто-
рий, исходящих из близких точек. Пусть 0d  является началь-
ным расстоянием между двумя точками, а nd  - расстояние 
между этими же точками через n шагов. Тогда наибольший 
показатель Ляпунова определяется соотношением 
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Имея дело с одномерными временными рядами необхо-
димо прежде всего произвести псевдофазовую реконструк-
цию поведения системы. Она основана на теореме вложения 
Такенса [2], которая гарантирует всё знание о поведении сис-
темы во временном ряде только одного измерения. В резуль-
тате получается полный многомерный фазовый портрет, по-
строенный только из одного временного ряда.  
Для применения теоремы вложения необходимо опреде-
лить подходящие размерность пространства вложения и вре-
менную задержку. Оценивание этих параметров приводит к 
максимальной предсказуемости временных рядов и использу-
ется для выбора оптимального размера окна (количества 
входных элементов) в нейронной сети для предсказания ряда. 
В разделах 2 и 3 описывается подход к выбору временной 
задержки и размерности пространства вложения. Разделы 4 и 
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Рисунок 1 – Функциональная диаграмма обработки данных. 
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5 посвящены определению наибольшего показателя Ляпуно-
ва. 
 
2. ВЫБОР ВРЕМЕННОЙ ЗАДЕРЖКИ 
Для выбора оптимальной временной задержки τ могут 
быть использованы следующие подходы: автокорреляционная 
функция, взаимная информация и др. Оптимальная временная 
задержка обычно выбирается в соответствии с первым нулем 
автокорреляционной функции или первым минимумом функ-
ции взаимной информации.  
Функция взаимной информации описывается следующим 
соотношением [3]: 
 ∑
⋅
⋅−=
j,i ji
ij
ij PP
)(P
ln)(P)(I τττ , (2) 
где iP  - вероятность найти точку временного ряда в i-ом 
интервале, а )(Pij τ  - совместная вероятность нахождения 
точки временного ряда в i-ом интервале и этой же точки в j-
ом интервале спустя время τ . 
Оценив τ таким образом, мы получаем координаты неза-
висимыми на сколько это возможно. 
На рисунках 2 и 3 представлены графики взаимной ин-
формации для аттракторов Энона и Лоренца соответственно. 
Как видно из рисунка 2, первый минимум функции взаимной 
информации равен 0.16 для данных Лоренца. Для данных 
Энона не возможно определить минимум. В данном случае 
мы берем 1=τ  непосредственно из уравнений Энона. 
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Рисунок 2 – График взаимной информации )(I τ  от τ  для 
аттрактора Энона. 
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Рисунок 3 – График взаимной информации )(I τ  от τ  для 
аттрактора Лоренца. 
 
3. РАЗМЕРНОСТЬ ПРОСТРАНСТВА ВЛОЖЕНИЯ 
Как отмечалось раньше, размерность пространства вло-
жения используется для псевдофазовой реконструкции и оп-
ределения размера окна для прогнозирующей нейронной се-
ти. 
Предположим, имеется временной ряд представленный N 
точками. Такенс доказал, что реконструкция динамики воз-
можна при размерности пространства вложения  
 [ ] 1d2m +≥ , (3) 
где d – фрактальная размерность настоящего аттрактора, [ ]d  
- обозначает целую часть фрактальной размерности. Тогда 
[ ]d21mk =−=  характеризует размер окна. В этом случае 
восстановленный аттрактор в m-мерном псевдофазовом про-
странстве сохраняет важнейшие топологические свойства 
исходного аттрактора.  
Существует множество методов для оценки размерности 
пространства вложения таких, как метод ложных ближних 
соседей, фрактальная размерность, метод главных компонент 
и т.д. Рассмотрим, к примеру, метод ложных ближних сосе-
дей [4]. Он основан на идее, что геометрические свойства 
исходного и восстановленного аттракторов должны совпа-
дать. 
Алгоритм метода ложных ближних соседей следующий: 
1. Пусть 1m = . Находим для каждой точки )i(x  вре-
менного ряда ближайшего «соседа» )j(x  в m-мерном 
пространстве. 
2. Вычисляем разность )j(x)i(x − .  
3. После этого проводим одну итерация и определяем 
)j(x)i(x
)j(x)i(x
Ri
−
+−+
=
11
. 
4. Если ti RR > , где tR  подходящий порог, то такая точ-
ка является ложным ближним соседом. Как результат 
подсчитывается количество таких ложных ближних со-
седей Р. 
5. Вычисляется NP  и алгоритм повторяется для 
1mm += . 
6. Алгоритм продолжается до тех пор, пока частное 
NP  не станет близким к нулю. 
На рисунках 4 и 5 представлены графики для определения 
размерности пространства вложения для данных Энона и 
Лоренца соответственно. Из рисунков определяется размер-
ность равная 3 для данных Энона и 5 для данных Лоренца. 
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Рисунок 4 – Определение размерности пространства вложе-
ния для аттрактора Энона. 
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Рисунок 5 – Определение размерности пространства вложе-
ния для аттрактора Лоренца. 
 
4. АНАЛИТИЧЕСКИЙ ПОДХОД К ОПРЕДЕЛЕНИЮ 
НАИБОЛЬШЕГО ПОКАЗАТЕЛЯ ЛЯПУНОВА 
Стандартный подход к вычислению λ  заключается в 
следующем: 
1. Берем две точки из области притяжения аттрактора 
отдаленных друг от друга на расстояние 0d . Обычно 0d  
выбирается меньшим чем 
810 − . 
2. Определим значения точек через одну итерацию вперёд и 
вычисляем новый разбег между траекториями используя 
метрику Евклида. Как результат оцениваем )dln( 1 . 
3. Повторяем последний шаг n раз, вычисляя 
)dln()dln(),dln( n21 … . 
4. Рисуем график )dln( n  от n. 
5. Использую метод наименьших квадратов строим прямую 
регрессии, беря в расчет только точки, для которых 
0)dln( < . Наклон регрессионной прямой оценивает 
наибольший показатель Ляпунова. 
Оценка λ  выше приведенным способом является слож-
ной задачей, так как требуется временной ряд с очень боль-
шой выборкой для того, чтобы найти точки, отстоящие друг 
от друга на расстояние меньшее чем 
810 − . Это очень про-
блематично для реальных данных. Поэтому традиционный 
подход ограничен в применении ко многим реальным дан-
ным. Одним из путей преодоления этого является использо-
вание нейронных сетей для вычисления наибольшего показа-
теля Ляпунова. 
 
5. НЕЙРОСЕТЕВОЙ ПОДХОД 
Ключевой идеей предлагаемого метода [5] является вы-
числение при помощи прогнозирующей нейронной сети рас-
хождения двух близлежащих траекторий на n шагов вперёд, 
используя итерационный подход. Эта процедура может быть 
представлена следующим алгоритмом: 
1. Обучаем нейронную сеть на прогноз по методу скользя-
щего окна. 
2. Выбираем любую точку )t(x  из обучающей выборки и 
формируем следующий набор данных: 
{ }))1k(t(x)t(x),t(x ττ −−− … , где k – размер 
окна. 
3. Вычисляем { })nt(x)2t(x),t(x τττ +++ …  ис-
пользуя многошаговый прогноз ( )))ki(t(x))2i(t(x),)1i(t(xF)it(x ττττ −−−−−−=+ …
где n,1i = , F – функция определяющая выход прогнози-
рующей нейронной сети. 
4. Вычисляем 0d)t(x)t(x +=′ , где 80 10d −≈  и пода-
вая на сеть { }))1k(t(x)t(x),t(x ττ −−−′ …  по-
вторяем шаг 3 для получения )it(x τ+′ , n,1i = . 
5. Оцениваем )it(x)it(xlndln i ττ +−+′= , 
n,1i =  и выбираем только точки, где 0dln < . 
6. Строим график  )dln( n  от n. 
7. Строим прямую регрессии для выбранных точек и вычис-
ляем её наклон, который равен наибольшему показателю 
Ляпунова. 
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Рисунок 6 – I – изменение расстояния между двумя близкими 
траекториями для аттрактора Энона, II – прямая 
регрессии. 
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Рисунок 7 – I – изменение расстояния между двумя близкими 
траекториями для аттрактора Лоренца, II – пря-
мая регрессии. 
 
Данный метод для вычисления λ  был опробован исполь-
зуя многослойной персептрон. Для эксперимента использова-
лась нейронная сеть с 7 входными элементами, 5 скрытыми и 
1 выходным нейроном для предсказания временных рядов 
Лоренца и Энона. Элементы скрытого слоя имели сигмоид-
ную функцию активации, а выходной элемент – линейную. 
Для обучения сети использовался алгоритм обратного рас-
пространения ошибки с адаптивным шагом. Обучающая вы-
борка состояла из 1500 элементов, смоделированных через 
1=τ , для Энона и 930 элементов, взятых через 16.0=τ , 
для данных Лоренца соответственно. Среднеквадратичная 
ошибка обучения сети для данных Энона составила 
51092.5 −⋅  после 1000 итераций. Рисунок 6 показывает гра-
фик )dln( n  от n и прямую регрессии, которая определяет 
показатель Ляпунова. Оцененное значения 43.0=λ
⌢
 близко 
к эталонному значению 0.419. Среднеквадратичная ошибка 
для ряда Лоренца составила 
4102.9 −⋅  после 700 итераций. 
Прямая регрессии и функция )dln( n  от n представлены на 
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рисунке 7. Наибольший показатель Ляпунова равен 0.98 
(ожидаемое значение 0.906). Можно заметить, что нейронная 
сеть осуществляет довольно точную оценку. 
Как видно очевидное преимущество предложенного под-
хода в сравнении с традиционным – простота и точность. 
 
6. ЗАКЛЮЧЕНИЕ 
В данной статье приведены стандартный и новый подход 
к анализу временных рядов. Они необходимы для идентифи-
кации хаотичности поведения временного ряда. Предложен 
новый подход к вычислению наибольшего показателя Ляпу-
нова, основанный на использовании нейронной сети для 
уменьшения сложности вычислений. 
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1. ВВЕДЕНИЕ 
Одним из наиболее перспективных направлений нейросе-
тевых технологий является проектирование систем для реше-
ния класса задач, связанных с моделированием и прогнозиро-
ванием временных процессов в различных областях знаний. 
Традиционные подходы к анализу временных рядов основаны 
на линейной математике. Однако линейность не является 
приемлемым средством для исследования процессов, харак-
теризующихся хаотическим поведением. Переход от простых 
регрессионных и других традиционных статистических моде-
лей прогноза к нелинейным высокоадаптивным экстраполи-
рующим фильтрам, реализованным в виде сложных нейрон-
ных сетей, позволяет во многих случаях значительно улуч-
шить качество прогнозных моделей. 
Хаотическое поведение характеризуется высокой чувст-
вительностью к начальным условиям и наблюдается во мно-
гих системах (котировки акций, ЭЭГ мозговой активности, 
центральная нервная система и др.). Ключевой проблемой 
анализа хаотических систем является их непредсказуемость 
на большой промежуток времени. Это связано с экспоненци-
альным ростом ошибок прогноза на каждом шаге прогнози-
рования. Поэтому улучшение точности прогноза имеет важ-
ное значение при решении широкого круга практических 
задач. Это позволяет также понять поведение наблюдаемых 
нелинейных процессов и воспроизвести фазовую траекторию. 
Такая возможность основана на теореме вложения [1], кото-
рая гарантирует, что знание о поведении системы содержится 
во временном ряде только одного измерения. Как результат 
полное многомерное фазовое пространство может быть по-
строено только из одного временного ряда. 
Для применения теоремы вложения необходимо опреде-
лить приемлемые временную задержку τ и размерность про-
странства вложения m. Существует много методов для опре-
деления оптимальной временной задержки (автокорреляци-
онная функция, взаимная информация и др.) и размерности 
пространства вложения (метод ложных ближних соседей, 
фрактальная размерность, метод главных компонент) [2,3]. 
Оценка этих параметров приводит к максимальной предска-
зуемости хаотического временного ряда и может быть ис-
пользована для выбора оптимального размера окна (количе-
ство входных нейронов) в прогнозирующей нейронной сети.  
 
2. ПРОГНОЗИРОВАНИЕ И ПСЕВДОФАЗОВАЯ РЕ-
КОНСТРУКЦИЯ 
Цель предсказания временного ряда может быть описана 
следующим образом: для данной последовательности 
)l(x)2(x),1(x …  необходимо найти продолжение 
…)2l(x),1l(x ++  Нелинейная модель для предсказа-
ния может быть представлена как 
))kt(x,),2t(x),1t(x(F)t(x −−−= … , где 
N,1kt += , F – нелинейная функция, построенная с по-
мощью искусственной нейронной сети, и k – размер скользя-
щего окна, который равен числу входных нейронов сети. В 
качестве базовой архитектуры для прогнозирования времен-
ных процессов в работе использован многослойный персеп-
трон (Multialyer Perceptron, MLP). Доказано, что данная ней-
ронная сеть способна аппроксимировать любую непрерывную 
функцию со сколь угодно высокой точностью. Другим важ-
ным свойством MLP является способность к обобщению ин-
формации, представленной в множестве обучения. Следова-
тельно, MLP является мощным инструментом для построения 
прогнозирующих систем. 
Рассмотрим более детально применение многослойного 
персептрона для прогнозирования хаотических временных 
рядов. В качестве исследуемых хаотических систем будем 
использовать аттракторы Лоренца и Энона.  
Аттрактор Лоренца описывается системой трех диффе-
ренциальных уравнений: 
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. (1) 
Процесс Лоренца является хаотической системой для зна-
чений параметров G=10, r=28 и b=8/3. Последователь-
ность значений координаты x, полученная путем численного 
решения системы (1) с использованием метода Рунге-Кутта 
четвертого порядка с шагом 0.01, изображена на рисунке 1. 
Рисунок 2 иллюстрирует трёхмерный аттрактор Лоренца.  
