Let K be a self-similar set in R n which has similarity dimension n and nonempty interior. In this paper it is shown that the topological boundary of K has Hausdorff dimension less than n. Examples are given to show that although the dimension of the boundary is strictly less than n, it may be arbitrarily close to n.
Introduction
Let X be a complete metric space. Let f : X → X be a mapping. We say that f is a similitude if there is a c > 0 such that d(f (x), f (y)) = cd(x, y) for all x, y ∈ X. If c < 1, then we say that f is a contraction similitude. Let {f 1 , . . . , f N } be a set of N contraction similitudes. Then we say that this set of functions is an iterated function system (IFS) on X. Let C(X) denote the set of all nonempty compact subsets of X with the Hausdorff metric. Then C(X) is a complete metric space. Let F : C(X) → C(X) be defined by F (A) = N i=1 f i (A) . Then F is a contraction mapping and has a unique fixed point in C(X). This fixed point for F , K = N i=1 f i (K) , is said to be the invariant set for the IFS, {f 1 , . . . , f N }. Now let {c 1 , . . . , c N } be the constants for the functions {f 1 , . . . , f N }, respectively, and suppose that α satisfies the equation [10] who showed that in R n if an IFS satisfies the OSC, then dim H K = α and H α (K) > 0. Schief [13] showed that in R n the OSC and the SOSC are equivalent.
We also use the following shorthand. Let I = (i 1 , . . . , i k ) ∈ {1, . . . , N} k . Then let f I = f i 1 • f i 2 • · · · • f i k and let c I = c i 1 c i 2 · · · c i k . Let X be an arbitrary separable metric space and let α 0. Then we let H α (X) denote the Hausdorff α-measure of X and let dim H X denote the Hausdorff dimension of X. See [4, 6, 7] , or [12] as good references for Hausdorff measure and dimension.
Let X = R n and suppose that K is the invariant set for {f 1 , . . . , f N } on R n such that K has similarity dimension n and nonempty interior in R n . In these circumstances we show in Section 1 that R n can be tiled by sets similar to K. This was shown in a slightly more general setting by Gummelt in [9] , but we include a simple proof for completeness. In Section 2 we show that the Hausdorff dimension of the topological boundary of K must be less than n. This answers a question of Edgar in [5, p. 236] . We also give examples in this section showing that the Hausdorff dimension of the boundary of K can be arbitrarily close to n. The author wishes to acknowledge the help of P. Duvall in correcting a mistake in an early formulation of these examples. In [3] Duvall, Vince and the author give a general method for computing the dimension of the boundary of a self-similar tile.
In Section 3 more general self-similar sets are considered. In this section we let K be a self-similar set in a complete metric space X. Suppose that K satisfies the SOSC and that the similarity dimension is α. By the results of A. Schief in [14] it must be that dim H K = α. We show in Section 3 that if O is the open set given by the SOSC, then dim H (K \ O) < α. The O satisfying the SOSC is not unique, but for any choice our result dim H (K \ O) < α holds. Krishnamurthi [11] has defined a natural boundary for self-similar sets which we denote by ∂ S K. It follows from the results of Section 3 that if ∂ S K is inverse invariant under the IFS and not all of K, then dim H ∂ S K < α.
Self-similar tiles in Euclidean space
In 1938 Paul Lévy gave an example of a self-similar set in R 2 which could be used to tile R 2 [5] . This famous set is now known as the Lévy Dragon. In [5, p. 238] Edgar asked several questions about this set and about self-similar tiles in general. In Sections 2 and 3 of this paper we give very general answers to several of these questions. In papers [2, 3] Duvall, Vince and the author give precise algorithms for computing the dimension of the boundary of self-similar tiles. In particular, the precise dimension of the boundary of the Lévy Dragon is calculated.
In this section we give some general results about self-similar tiles in R n . These results can be found in [1, 9, 13, 14] , but we feel that it will be convenient to the reader to have these results proved here in a convenient form. We first consider a self-similar set K in R n such that the similarity dimension of K is n and K has nonempty interior in R n . Under these conditions we will show that R n can be tiled by a collection of sets {A i } ∞ i=1 such that each A i is similar to K. We start with a lemma.
Proof. We have the following inequality
This implies that
. Now H α (K) < ∞ and consequently this equality just established cannot hold unless
We now state and prove the main theorem of this section. Suppose that the similarity dimension of K is n and that K has nonempty interior in R n .
Then there is a collection of closed sets
Proof. We first observe that under the assumptions of the theorem, K is tiled by similar copies of itself. In fact we will show that {f 1 
Proof. It is clear from the fact that K is the invariant set that
What we need to show is that the interiors of
Since f i is a similitude which contraction factor c i , it must be the case that
We have now shown that the interiors of {f 1 (K), f 2 (K), . . . , f N (K)} are disjoint and that K is tiled by this collection. This proves Claim 1.
We leave Claim 2 for the reader to verify.
Claim 3. There is an k such that for some
Proof. Let x ∈ int K and let ε > 0 be such that B ε (x) is contained in the interior of K. Let k be large enough that max{c
Proof. It should be clear that {f
Since the invariant set is unique, we only need to show that if L = f
I f J (K). This gives us
Now the last part of Claim 4 follows from the fact that f
This completes the proof of Claim 4. Now we can easily complete the proof of Theorem 1.2. Now {f Theorem 1.2 is made more interesting by the fact that a host of self-similar tiles can be produced by the methods used by Bandt [1] and Vince [15] . In [1] and [15] the interest was in self-affine tiles and so in one sense they are dealing with a more general type of tile. However, it is also true that [1] and [15] restrict attention to lattice tilings of R n which is not required in Theorem 1.2. One can adapt the proof of Theorem 1.2 to prove the following. Suppose that one has a self-affine set K with nonempty interior in R n and which is the invariant set for a set of affine contraction mappings {f 1 , . . . , f N }. If K is tiled by {f 1 (K) , . . . , f N (K)}, then there is a tiling of R n by affine copies of K. In [9] P. Gummelt proved a more general version of Theorem 1.2. Corollary 1.3 is an adaptation of Theorem 1.2 using some recent results of Schief [13] . Proof. Since λ(K) > 0 and the similarity dimension of K is n, it follows from [13] that int K = ∅. Then use Theorem 1.2 to produce the tiling of R n .
The topological boundary of self-similar tiles
Let K be any self-similar tile in R n . By this we mean a self-similar set K in R n with similarity dimension n such that R n can be tiled by sets similar to K. In this section we show that the topological boundary of such a K, ∂K, must have Hausdorff dimension less than n. This answers a question posed by Edgar in [5, p. 238].
Theorem 2.1. Let K be a self-similar set in R n with similarity dimension n and with nonempty interior. Then dim H ∂K < n.
Proof. Suppose that K satisfies the conditions of the theorem. Let k be such that f I (K) ⊂ int(K) for some I ∈ J k as in Claim 3 in the proof Theorem 1.2. Then K is the invariant set for {f J | J ∈ J k } by Claim 2 in the proof of Theorem 1.2. Let
Claim 1. Let L be the invariant set for {f
J | J ∈ A}. Then ∂K ⊂ L.
Proof. It should be clear that ∂K ⊂ J ∈A f J (K). This is because
and A contains all the J such that f J (K) ∩ ∂K = ∅. However, each similitude f J is a homeomorphism from R n onto itself. Thus,
Since L is the invariant set for {f J | J ∈ A}, the last named containment implies that ∂K ⊂ L.
Claim 2. If L is the invariant set for {f
Proof. Now n is the unique α which satisfies the equation J ∈J k c α J = 1. Let β be the solution to J ∈A c β J = 1, then β < α = n since A is a proper subset of J k . However, {f J | J ∈ A} satisfies the OSC since {f J | J ∈ J k } satisfies the SOSC. Therefore dim H L = β < n.
Putting together Claims 1 and 2 completes the proof of Theorem 2.1.
We now proceed by examples to show that for every n and every ε > 0, there is a selfsimilar set K in R n with nonempty interior and having similarity dimension n such that dim H ∂K > n−ε. We describe the examples and compute the precise Hausdorff dimension of their boundaries by a straightforward argument. A more detailed account of computing the dimension of boundaries of self-similar tiles will be found in [3] . Example 2.2. For each pair of positive integers n and k we will construct a selfsimilar set K n,k having similarity dimension n with nonempty interior in R n such that lim k→∞ dim H ∂K n,k = n. We first do this in dimension one. So, let n = 1 and let k be any positive integer. We describe an IFS on the reals and denote the invariant set for the IFS by K 1,k . There will be 4k + 3 functions in the IFS. Let 1 i 4k + 3 and define f i : R → R by the following formula.
The IFS {f 1 , . . . , f 4k+3 } is now defined. Let K 1,k be the invariant set for this IFS. Clearly the similarity dimension for K 1,k is 1. As in [1] , the Baire Category Theorem implies that K 1,k must have nonempty interior in R since
. Then F n (I ) → K 1,k in the Hausdorff metric. Now F n (I ) is a union of (4k + 3) n intervals in R each of length (4k + 3) −n . Let M n denote this collection of intervals. Let us group M n into four disjoint subsets O n , L n , R n , and B n . Let J ∈ M n . We let J be in O n provided that J is disjoint from all the other intervals in M n . We let J be in L n if J has a left neighbor that is in M n but no right neighbor that is in M n . We let J be in R n if J has a right neighbor that is in M n but no left neighbor that is in M n . We let J be in B n provided that it has both a right and left neighbor in M n . Clearly,
is the cardinality of R n , and v B (n) is the cardinality of B n . Then
Now the intervals in the set B n deserve special attention. From the definition of our IFS and F it must be the case that B n ⊂ B n+1 . This implies that if J ∈ B n , then J is completely contained in the limit set K 1,k and the interior of J is contained in the interior of K 1,k .
For n = 0 we have V (0) = (1, 0, 0, 0) since in that case we have only the interval I and it has no neighbors. Now one can determine the vector V (n) by matrix multiplication. Let M be the following 4 × 4 matrix.
Then the invariant set for this IFS is just
and therefore for every n it is the case that
since this last union covers [0, 2]. Now observe that the boundary of K 1,k is contained in 2 i=−1 g i (M n \ B n ) since this latter set contains all the elements of 2 i=−1 g i (F n (I )) except those points which are in the interior of g i (B n ) which we have argued are in the interior of the corresponding limit tiles. Such interior points cannot be part of the boundary of K 1,k . We now use these observations to obtain an upper bound for the Hausdorff dimension of the boundary of K 1,k .
Let α k be defined as follows.
Then by the definition of Hausdorff dimension it is clear that α k dim H ∂K 1,k . One can also see using Perron-Frobenius theory that α k = ln(λ)/ln(4k + 3) where λ is the largest eigenvalue of the matrix
The eigenvalues of A are {0, 1, 2k + 1} with the largest being 2k + 1. Thus, we have shown that dim H ∂K 1,k ln(2k + 1) ln(4k + 3) .
Now subdivide the reals into intervals of length (4k + 3) −n in the usual way. Let J be one of these intervals. Suppose that J ∈ M n \ B n . Then at least one endpoint of J will meet the boundary of K 1,k . So, the lower box counting dimension of ∂K 1,k can be seen to be
Using Perron-Frobenius theory again the limit on the right-hand side above can be seen to be ln(2k + 1)/ln(4k + 3). Now ∂K 1,k is a sub-self-similar set and in [8] Falconer has shown that for such a set
Thus, we have shown that
Thus, we can conclude that
One can also easily verify that
Thus, for any ε > 0, there is a k with dim H K 1,k > 1 − ε. It is also reassuring to observe that
so that we are not contradicting Theorem 2.1 by our example.
We now generalize this example to higher dimensions. Let n > 1 be fixed. Let k be a positive integer. Let {f 1 , . . . , f 4k+3 } be the functions f i : R → R just described above. Let {g 1 , . . . , g 4k+3 } be another IFS on R given by
Now let (i 1 , . . . , i n ) be an n-tuple of integers such that 1 i j 4k + 3 and define h (i 1 ,...,i n ) : R n → R n to be the product of n functions as follows.
So defined {h (i 1 ,. ..,i n ) } will be an IFS on R n consisting of (4k + 3) n similitudes each having contraction factor 1/(4k + 3). Let K n,k be the invariant set for this IFS. Then one can use the Baire Category Theorem again to argue that the interior of K n,k is nonempty in R n . It is also clear that the similarity dimension of K n,k is n. By a proof similar to that given for the one-dimensional case it can be shown that the Hausdorff dimension of the boundary of K n,k is given by ln λ/ ln(4k + 3) where λ is the largest eigenvalue of the matrix given below.
The eigenvalues of M are just {0, (4k
One can also easily verify that lim k→∞ (dim H K n,k ) = n. To help visualize the set K n,k we include a graphical approximation of K 2,2 consisting of two iterations of the IFS having K 2,2 as limit. The approximation starts with the unit square in R 2 . This is given in Fig. 1 .
Generalization to closed inverse invariant sets
In this section we suppose that K is an invariant set for an IFS {f 1 , . . . , f N } on a general complete metric space X. Suppose that A is a closed subset of K having the property that f
When this occurs we say that A is inverse invariant under the IFS. In this section we show that if A is an inverse invariant set under the IFS and A is not all of K, then Hausdorff dimension of A is less than the Hausdorff dimension of K. This is not much more than an observation on the proof of Theorem 2.1, but it shows that the techniques used in the rest of the paper have a wider applicability than just to tiles in R n . The results in this section have application to the natural boundary of a self-similar set as defined by Krishnamurthi [11] .
