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Temporal variability in Ocean Mesoscale and Submesoscale turbulence
Anirban Sinha
Turbulence in the Ocean is characterized by a highly nonlinear interaction of
waves, eddies and jets drawing energy from instabilities of the large-scale flow
and spans a wide range of scales. Turbulent mesoscale eddies are well known
as the dominant reservoir of kinetic energy in the ocean and are suspected
to contribute significantly to the transport of heat, momentum, and chemi-
cal tracers, thereby playing an important role in the global climate system.
The intermediate-scale flow structures (i.e. the submesoscale), often mani-
fest as fronts, filaments, wakes and coherent vortices and pose considerable
theoretical challenges due to the breakdown of balanced dynamics and the
overlapping of scales with inertia-gravity waves. The full role of these subme-
soscale motions in transport and mixing, therefore remains unknown. This
thesis is divided into three chapters focusing on different aspects of turbulence
in the mesoscale and submesoscale range.
In Chapter 1, we develop an analytical framework for understanding the
time dependent mesoscale eddy equilibration process in the Southern Ocean
using theory and idealized numerical simulations. In the Southern Ocean,
conventional wisdom dictates that the equilibrium stratification is determined
by a competition between westerly-wind-driven Ekman upwelling and baro-
clinic eddy restratification. The transient picture however, is not well es-
tablished. To study the time dependent response of the stratification in the
Southern Ocean to changing winds, we derive a simple theoretical framework
describing the energetic pathways between wind input, available potential en-
ergy (APE), eddy kinetic energy (EKE), and dissipation. By characterizing
the phase and amplitude of the APE and EKE response to oscillating wind
stress, with a transfer function, we show that the transient ocean response
lies between - a high frequency (Ekman) limit, characterized by the isopycnal
slopes responding directly to wind stress, and a low frequency (“eddy satu-
ration”) limit, wherein a large fraction of the anomalous wind work goes into
mesoscale eddies. Both the phase and amplitude responses of EKE and APE
predicted by the linear theory agrees with results from numerical simulations
using an eddy resolving isopycnal-coordinate model. Furthermore, this the-
ory can be used to explain certain features, like the lagged EKE response to
winds, observed in previous modeling studies and observations.
In Chapter 2, we investigate the role of submesoscale flows and inertia-
gravity waves (IGW) on lateral transport, and lagrangian coherence, using ve-
locity fields and particle trajectories from a high resolution ocean general cir-
culation model (MITgcm llc4320). We use a temporal filter to partially filter
the fast timescale processes, which results in a largely rotational/geostrophic
flow, with a rapid drop off in energy at scales away from the mesoscales. We
calculate and compare various Lagrangian diagnostics from particle advec-
tion simulations with these filtered/unfiltered velocities. At large length/time
scales, dispersion by filtered and unfiltered velocities is comparable, while at
short scales, unfiltered velocities disperse particles much faster. For the tem-
porally filtered velocity fields, we observe strong material coherence similar
to previous studies with altimetry derived velocities. When temporal filtering
is reduced/removed, this material coherence breaks down with the particles
experiencing enhanced vertical motion, which indicates that vertical advec-
tion is mainly associated with small scale, high frequency motions embedded
within the larger scale flows. This study suggests that Lagrangian diagnos-
tics based on satellite-derived surface geostrophic velocity fields, even with
improved spatial resolution, as in the upcoming SWOT mission, may over-
estimate the presence of coherent structures and underestimate small scale
dispersion.
These high-frequency unbalanced motions are likely to alias the estima-
tion of surface currents from low temporal resolution satellite altimetry, and
the high-wavenumber sea surface height (SSH) variability may represent a
dynamically different ageostrophic regime, where geostrophy might not be
the best route to infer velocities. In Chapter 3, we explore statistical models
based on machine learning (ML) algorithms, as an alternate route to infer
surface currents from satellite observable quantities like SSH, wind and tem-
perature. Our model is simply a regression problem with sea surface height,
sea surface temperature, windstress (quantities that are directly observable
by satellites) as input (regressors) and the surface currents (which are typi-
cally inferred by physical models like geostrophy, Ekman etc.) as the output
(regressands). To help the model learn physical principles like geostrophy
(which relies on taking spatial gradients), we also provide the spatial coor-
dinates and information in the neighboring gridpoints as additional features.
Using output from an ocean general circulation model (CESM POP) simu-
lation as data, we first train a linear rigression model on small domains and
show that linear models only work up to a certain extent in small localized
regions far from the equator (no large variation in the Coriolis parameter
f). We then train a deep neural network on the whole globe for a relatively
short period of time and use it to make predictions. Even with a short train-
ing period, the NN can make fairly accurate predictions of surface currents
over most of the global ocean just as well as the physical models themselves.
At its present state the NN fails to pick up on some mesoscale and subme-
soscale turbulent flow features. We discuss some possible ways to address
these present problems in future studies.
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Chapter 1
Timescales of Mesoscale Eddy
Equilibration
Note: This Chapter has been published in Jornal of Physical Oceanography
(2016), Vol. 46, pp. 2785–2805, https://doi.org/10.1175/JPO-D-16-0041.1 1
Abstract
Stratification in the Southern Ocean is determined primarily by a competition between
westerly-wind-driven upwelling and baroclinic eddy transport. We investigate the timescales
of equilibration of the Southern Ocean in response to changing winds through an idealized
channel model. An analytical framework describing the energetic pathways between wind
input, available potential energy (APE), eddy kinetic energy (EKE), and dissipation pro-
vides a simple theory of the phase and amplitude response to oscillating wind stress. The
transient ocean response to variable winds lies between the two limits of Ekman response
1AUTHORS: Anirban Sinha a*, Ryan P. Abernathey b,
a Applied Physics and Applied Mathematics Department, Columbia University, NY 10027, USA
b Department of Earth and Environmental Sciences and Lamont Doherty Earth Observatory of Columbia
University, 61 Route 9W, Palisades, NY 10964, USA
* corresponding author: as4479@columbia.edu
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(high frequency), characterized by the isopycnal slope responding directly to wind stress,
and “eddy saturation” (low frequency), wherein a large fraction of the anomalous wind work
goes into mesoscale eddies. The crossover timescale is the timescale of meridional eddy dif-
fusive transport across the ACC front. For wind variability with a period of 3 months (high
frequency forcing), the relative conversion of wind work to APE/EKE is 11, while for a
period of 16 years (low frequency forcing), the relative conversion to APE/EKE reduces to
3. The system’s frequency response is characterized by a complex transfer function. Both
the phase and amplitude response of EKE and APE predicted by the linear analytic frame-
work are verified using multiple ensemble experiments in an eddy resolving (4 km horizontal
resolution) isopycnal-coordinate model. The results from the numerical experiments show
agreement with the linear theory and can be used to explain certain features observed in
previous modeling studies and observations.
1.1 Introduction
On account of the Southern Ocean’s unique geometry, the Antarctic Circumpolar Current
(ACC) is, compared to other regions, a dynamically unique ocean current, with large zonal
transport and deep stratification (Rintoul and Naveira Garabato, 2013). In the contempo-
rary theory (e.g., Johnson and Bryden, 1989; Marshall and Radko, 2003; Abernathey and
Cessi, 2014), the steady-state equilibrium for ACC stratification and overturning circula-
tion is determined by a competition between buoyancy transport by wind driven upwelling
and baroclinic eddy transport. Strong westerly winds over the Southern Ocean steepen
the meridional isopycnal slopes through Ekman upwelling, which causes baroclinic insta-
bility, leading to vigorous eddies. These eddies transport heat poleward and momentum
vertically, flattening the isopycnal slopes. The sensitivity of the isopycnal slopes and the
associated thermal wind transport to the wind forcing has been studied extensively through
many eddy-permitting and eddy-resolving models (Hallberg and Gnanadesikan, 2001; Hen-
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ning and Vallis, 2005; Hallberg and Gnanadesikan, 2006; Meredith and Hogg, 2006; Hogg
et al., 2008; Viebahn and Eden, 2010; Farneti and Delworth, 2010; Treguier et al., 2010;
Abernathey et al., 2011; Meredith et al., 2012; Morrison and Hogg, 2013; Munday et al.,
2013; Abernathey and Cessi, 2014; Pennel and Kamenkovich, 2014; Hogg et al., 2015; Mun-
day and Zhai, 2015; Wilson et al., 2015; Marshall et al., 2016). These studies have collectively
shown that mesoscale eddies strongly damp the sensitivity of isopycnal slopes to decadal-
scale wind changes, a phenomenon often called “eddy saturation.” Eddy saturation requires
an approximately linear proportionality between winds and eddy kinetic energy (Meredith
et al., 2012). Most of the work cited above has emphasized the long-term “equilibrium sen-
sitivity” of the Southern Ocean to wind changes. Here we investigate the physical processes
and timescales involved in the transient response to time-variable winds.
The most studied transient variation in Southern Ocean winds is the well-known increase
in the Southern Annual Mode over the past 30 years (Marshall, 2003). During this time, the
maximum zonal wind stress forcing has increased by at least 20% (Swart and Fyfe, 2012).
Consistent with the eddy saturation concept, estimates from observations and models have
suggested that there has been little change in ACC transport over this period (Cunningham
et al., 2003; Hallberg and Gnanadesikan, 2006; Boning et al., 2008; Chidichimo et al., 2014)
although there is some evidence for small but non-zero dependence of ACC transport response
to the SAM on interannual timescales, with small (near zero) lag (Meredith et al., 2004).
However, the winds exhibit variability on all timescales. To characterize this variability,
in Fig. 1.1 we present frequency power spectra of the surface zonal jet speed, jet latitude
and wind stress from the high frequency (6 hourly) NCEP-NCAR (Kalnay et al., 1996) (for
the period 1948 - 2013) and ERA-Interim (Dee et al., 2011) (1979 - 2013) reanalyses. The
jet was identified using the method described in Barnes and Polvani (2013) and Grise and
Polvani (2014). We also show the meridionally-averaged zonal wind over the latitude belt
35◦ S - 70◦ S. The spectra are red, with significantly more power at lower frequencies. We
also observe a clear peak around 1/2 year period, the well-known Semi Annual Oscillation
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(a) NCEP-NCAR (b) ERA- Interim
FIG. 1: Power spectral density of the jet speed, jet latitude, wind stress and mean zonal wind over the latitude region 35o S - 70o S for the (a)
NCEP - NCAR reanalysis (for the period 1948 - 2013) and (b) ERA - Interim (for the period 1979 - 2013) datasets with 6 hourly data. The power
spectrum is computed using multi taper spectral methods and has been smoothed with a 10 point smoothing Hanning window. Note the dominant
peak is the semi-annual timescale (1/2 year). This is the well known Semi Annual Oscillation (Taschetto et al. 2007)
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Figure 1.1: Power spectral density of the jet speed, jet latitude, wind stress and mean zonal
wind over the latitude region 35o S - 70o S for the (a) NCEP - NCAR reanalysis (for the
period 1948 - 2013) and (b) ERA - Interim (for the period 1979 - 2013) datasets with 6
hourly data. The power spectrum is computed using multi taper spectral methods and has
been smoothed with a 10 point smoothing Hanning window. Note the dominant peak is the
semi-annual timescale (1/2 year). This is the well known Semi Annual Oscillation (Taschetto
et al., 2007)
(Taschetto et al., 2007). These spectra make it clear that the Southern Ocean experiences
significant variability in wind forcing on timescales from monthly to decadal. Does the eddy
saturation principle apply across all these scales?
From analyzing satellite altimetry data, Meredith and Hogg (2006) observed that the
Southern Ocean eddy kinetic energy (EKE) exhibits anomalously high values around 2-3
years after a transient peak in zonal wind stress (see also Hogg et al., 2015). Such a scenario
was investigated with a quasigeostrophic (QG) eddy-resolving ocean model (Meredith and
Hogg, 2006; Hogg et al., 2008), which exhibited the same 2-3 year lagged EKE response
to a transient wind perturbation. To explain the lag, the authors proposed a mechanism
wherein the initial wind energy perturbation is stored as potential energy (PE) and slowly
transferred to EKE over several years. By considering a step-function wind increase in a
similar QG model, Meredith et al. (2012) showed that, after a similar 2-3 equilibration
period, the EKE eventually reached a linear proportionality to the winds, as necessary for
eddy saturation. A recent study (Patara et al., 2016) with high resolution (1/12o in the ACC)
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ocean model revealed that EKE exhibits this lagged response to wind stress anomalies but
with significant spatial non uniformity. The response of EKE variability to wind stress is
masked by stochastic variability in certain regions of the ACC. An obvious question is, what
determines this 2-3 year timescale, which is much longer than the baroclinic growth rate
from linear stability analysis (Tulloch et al., 2011)?
There have been several other recent studies of the transient response problem. Using
a global eddy-permitting ocean circulation model driven with both idealized and realistic
wind forcing, Langlais et al. (2015) examined the ACC response to interannual wind vari-
ability and observed that the response (barotropic transport, baroclinic transport, and EKE)
depended on the spatial pattern of the changes in wind forcing. An enhancement of the west-
erlies over the ACC belt in their numerical model led to an increase of both barotropic and
baroclinic transport, with lagged enhancement of EKE, while an increase in wind forcing
near Antarctica was observed to drive a largely barotropic change in transport, with little
change in eddy activity. Finally, Wilson et al. (2015) explored further the mechanisms of
the transient reponse to a linear increase in wind stress using ensemble runs of a three-layer
idealized Southern Ocean QG model. As with prior QG models, they reported no increase
in circumpolar volume transport in response to the increased wind stress. By calculating
the power spectrum of the energy budget, Wilson et al. (2015) showed that different terms
dominated at low vs. high frequencies, suggesting that qualitatively different regimes are
possible at different timescales. Our spectral approach is similar to theirs.
In this paper, we seek to understand the nature of the Southern Ocean response to
different frequencies of forcing. We argue that the response to changing winds lies between
the two limits of “Ekman” (fast) response and an “eddy saturated” (slow) response and that
the mechanisms that govern the response are different in these two regimes. In the limit
of high frequency forcing, the ocean responds by converting all the excess wind work into
available potential energy by Ekman upwelling and tilting isopycnals, and the isopycnals
adjust before energy can be transferred effectively into the eddies. In the low frequency
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limit (slow limit), most of the additional wind work is converted into eddy kinetic energy via
baroclinic eddies. At intermediate forcing frequencies, the response goes through a regime
shift, determined by the effectiveness of the eddies at extracting energy through baroclinic
instability. Using the energy budget, we develop a quantitative theory for the ACC response
to time-varying winds as a function of forcing frequency which includes the wind power input,
conversion to EKE via baroclinic instability, and dissipation. This theory makes specific
predictions regarding the phase and amplitude response of isopycnal slopes and EKE, which
we then test using idealized, adiabatic eddy-resolving numerical simulations.
This chapter is organized as follows. In section 1.2 we derive a simple conceptual model
of the energy pathways in the ACC and introduce a “transfer function” approach to obtain
solutions to the simple system of equations. In section 1.3, we describe the suite of numerical
experiments used, describe the analysis employed, and discuss the results. The results from
the numerical simulations are compared quantitatively with the conceptual model in section
1.4. We summarize the results and discuss the implications of the present work in section
1.5.
1.2 Conceptual Model: Energy Pathways
In this section we derive a theoretical framework for understanding the energetic pathways
involved in the Southern Ocean response to variable wind forcing. In an adiabatic ocean,
conservation of energy dictates that whatever energy is input into the system via wind work
has to be used either to raise the available potential energy (APE) or to increase kinetic
energy, which can be dissipated through boundary friction. Anomalous Ekman pumping
acts directly to advectively tilt isopycnals. APE is proportional to the mean isopycnal slope
and also, via thermal wind, to the baroclinic zonal transport (UT ) (Abernathey and Cessi,
2014). EKE is expected to respond more slowly, since eddies derive their energy from APE
via baroclinic instability.
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For our present study, we consider an adiabatic channel flow forced at the surface by
oscillating winds and ignore all diapycnal fluxes of buoyancy and surface buoyancy fluxes.
By doing so, we essentially eliminate thermodynamics, isolating the dynamical response of
the ocean. Of course, in the real Southern Ocean, time-dependent thermodynamic processes
will also be involved in the response to changing winds (e.g. Ferreira et al., 2014), which
could be investigated by applying the same approach in future studies. Here the focus is on
the behavior of mesoscale turbulence.
Under quasigeostrophic scaling, the energy budget (Lorenz, 1960; Holland, 1978) for the
system can be expressed as:
d(APE)
dt
= W − C (1.1)
d(EKE)
dt
= C −D (1.2)
where W = wind power input = 1
ρ0
s





dV , b is the buoyancy, N2




(u′2 + v′2)dV , C = −t (w′b′)dV is the conversion term, and D is the rate of frictional
dissipation. Here primes denote the deviation from time mean quantities. A derivation of
these equations is given in the Appendix. In this system, the rate of change of APE is
directly proportional to the wind power input, and energy is removed from APE into EKE
by means of the conversion term C, which acts as a sink of energy in the APE budget and
a source in the EKE budget. D is the rate at which energy is dissipated by frictional drag
(predominantly bottom friction).
Standard mesoscale parameterizations (Gent and Mcwilliams, 1990; Gent et al., 1995a;
Tandon and Garrett, 1996) suggest that the conversion rate should be proportional to APE
itself. The constraint of adiabatic eddy fluxes (Marshall and Radko, 2003) requires that
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w′b′ ≈ KGM (APE)
L2y
. (1.5)
This closure employs a constant eddy diffusivity (KGM) which is independent of EKE, ne-
glecting potential eddy feedbacks (which we will consider later). As a result, the conversion
of APE to EKE is linearly proportional to the APE. In fact, a large motivation for the Gent-
McWilliams scheme is to extract APE from the flow in a manner consistent with baroclinic
instability (Tandon and Garrett, 1996; Chelton et al., 1998; Stammer, 1998; Smith, 2007).
We will henceforth refer to this mechanism of conversion of APE to EKE at a rate propor-
tional to the APE reservoir as linear baroclinic conversion. The timescale for this mechanism
is given by the constant of proportionality c = KGM/L
2
y. Plugging in representative values
for the ACC, KGM = 1000 m
2s−1 and Ly = 106 m, we obtain c = 10−9 s−1, or roughly (3
years)−1. Note this is very close to the equilibration timescale found empirically by previous
authors (Hogg et al., 2008; Meredith et al., 2012).
For ease of representation, we denote f(t) as the external forcing (wind power input),
P (t) the APE and K(t) the EKE. For now, we also assume that EKE is dissipated linearly
(i.e. linear bottom drag), with a frictional inverse timescale r. For this case we can express




= f(t)− cP (t) , (1.6)
dK(t)
dt
= cP (t)− rK(t) . (1.7)
Motivated by an analogy to linear, time-invariant electrical signals (?), we derive the “trans-
fer functions” for the outputs P (t) and K(t) given a time-periodic input signal f(t) with
input frequency ω. We take the Fourier transform of (1.6) and (1.7), thereby assuming
periodic solutions: f = fˆ eiωt, P = Pˆ eiωt, K = Kˆeiωt where the hatted variables are the com-
plex Fourier amplitudes. (The initial value problem can instead be solved with a Laplace
transform.) The energy equations become
iωPˆ = fˆ − cPˆ , (1.8)
iωKˆ = cPˆ − rKˆ . (1.9)
The output solutions in the frequency domain are given by
Pˆ (ω) =




∣∣∣Kˆ(ω)∣∣∣ eiφK(ω) = rc− ω2 − iω(r + c)
(rc− ω2)2 + ω2(r + c)2 cfˆ(ω) . (1.11)
The output functions Pˆ and Kˆ are complex: the modulus represents the amplitude of the
response and the phase describes the time lag between input and output. For a given input
fˆ , the response is characterized by the gains (|Pˆ /fˆ | and |Kˆ/fˆ |) and phase shifts (φP and
φK).
The gains and phase shifts for APE and EKE are calculated and plotted in Fig. 1.2 for
different values of drag r. Both ω and r are non-dimensionalized by c. In the low frequency
limit (ω  c), the APE and EKE gain plateau to a constant maximum value. The maximum
EKE gain is determined by the linear drag coefficient (Abernathey and Cessi, 2014). As seen
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Figure 1.2: The gain (left panel) and phase shift (right panel) of EKE and APE for the
analytical model of time dependent eddy compensation with no eddy feedback (equations 1.6
to 1.11) as a function of non-dimensionalised ω. The parameter r is also non-dimensionalized
by c. Note, in particular, the qualitative difference in behavior between the high frequencies
(ω/c > 1) and the low frequencies (ω/c < 1).
in Fig. 1.2, EKE saturates at the largest value for the smallest drag coefficient and equals
the maximum APE when r = c, i.e. when the frictional dissipation rate is the same as the
rate of baroclinic conversion. In the high frequency limit (ω  c), APE gain is proportional
to ω−1 while EKE gain is proportional to ω−2. This means that high frequency variability
will have a much greater impact on APE than EKE. The high frequency limit corresponds
to Ekman pumping of the isopycnals up and down.
Since the conversion term in (1.7) is proportional to APE only (linear baroclinic conver-
sion), this solution fails to capture an important nonlinear interaction: the feedback of the
EKE on the conversion rate through enhanced eddy mixing. We can incorporate this feed-
back into the conversion term by invoking mixing-length arguments (Ferrari and Nikurashin,
2010; Klocker et al., 2012; Abernathey et al., 2013; Klocker and Abernathey, 2014a; Aber-
nathey and Ferreira, 2015a). We replace the constant KGM with an effective eddy coefficient
(Abernathey and Ferreira, 2015a)
Keff = ΓmixvrmsLmix (1.12)
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where Γ is a constant mixing efficiency and Lmix is the mixing length, which is related to eddy
length scales. vrms is related to EKE as vrms = |v′2|1/2 = (EKE)1/2. Using this relationship,





where all the constants Γmix, Lmix and Ly are incorporated into the constant k as k =
ΓmixLmix/L
2
y. To enable tuning of this eddy feedback, we can allow a more general relation-
ship between conversion and EKE by setting C = k(APE)(EKE)α. Here α (0 ≤ α ≤ 1)
indicates the efficiency of the EKE feedback; a higher α indicates higher sensitivity of the
conversion rate to EKE. Equivalently, we can accommodate different types of drag using
D = r∗Kβ, where β depends on the drag power law used: for linear drag, β = 1 and for
quadratic drag, β = 3/2.
To incorporate these potential nonlinearities, we modify (1.6) and (1.7) as
dP
dt
= f − kPKα , (1.14)
dK
dt
= kPKα − r∗Kβ . (1.15)
The steady state solution (indicated by an overbar) is obtained by taking time mean of
equations (1.14) and (1.15)
f = kPKα , (1.16)
r∗Kβ = kPKα (1.17)
If the fluctuations from the time mean quantities are small, we can linearize by neglecting
the time varying correlations between EKE and APE and solve for the constants k and r∗.
A posteriori, based on the numerical simulations, this approximation is well justified for the
11













In order to apply the transfer-function approach, a linear system of equations is required.
Linearizing about the time mean state, we obtain












P ′K ′ (1.21)
where the time-varying part is denoted by primes. Neglecting higher order terms, the time-
varying equation can now be written as
dP ′
dt







K ′ − r∗βKβ−1K ′ (1.23)
We define constants c1 = kK








′ + c2K ′ − rK ′ . (1.25)
Note that this system of equations is very similar to (1.6) and (1.7), with a single extra
term (c2K
′); upon setting c2 = 0 we get back our previous solution without eddy feedbacks.
The sum c1P
′ + c2K ′ now denotes the total rate at which energy is converted from APE to
EKE. The first part of this conversion is c1P
′, identical to the linear baroclinic conversion
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we obtained using a constant Gent-McWilliams coefficient in (1.5). This term continues to
represent the influence of the isopycnal slopes themselves on the conversion rate. The second
part (c2K
′) represents the eddy feedback due to the dependence of eddy mixing on EKE.
The constant c2 is dependent both on the steady-state APE as well as the steady-state EKE.
r, the linearized frictional drag parameter, depends on the steady-state EKE in addition to
the frictional drag coefficient r∗. The Fourier solution is obtained as:
Kˆ =
c1
−ω2 + rc1 + iω(c1 − c2 + r) fˆ , (1.26)
Pˆ =
(iω − c2 + r)
−ω2 + rc1 + iω(c1 − c2 + r) fˆ . (1.27)
The gain and phase shift of the APE and EKE for different values of the constants are
plotted in Fig. 1.3. The forcing frequency ω and the parameters r and c2 are normalized
by the transfer rate c1. Overall, the picture is similar to that given by the simpler model
with no eddy feedback (Fig. 1.2). However, important differences also emerge; including the
eddy feedback has opened the door to behavior that resembles eddy saturation. The APE
gain is no longer monotonically dependent on frequency: for certain parameter combinations
(e.g. when r = c2), it decreases as ω approaches zero. For weak friction, a near-resonance
occurs, causing a peak in the gain for both APE and EKE.
Given the wide range of possible parameter combinations, and the parameter dependence
on the mean state, it is not immediately obvious which combinations are relevant to the ACC
in its present state. In order to test this analytic framework quantitatively, we now turn to
numerical simulations which explicitly resolve the energy pathways described above. This
allows us to estimate the parameters and verify the applicability of the transfer function
approach.
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Figure 1.3: The gain (top) and phase shift (bottom) of APE (left) and EKE (right) for
the analytical model of time dependent eddy compensation with the eddy feedbacks (equa-
tions 1.14 to 1.27) as a function of non-dimensionalised ω (normalized by c1) for different




With our numerical simulations, we attempt to realize the scenario described above as di-
rectly as possible. We conduct simulations using the isopycnal GOLD model of Hallberg and
Gnanadesikan (2006) (Hallberg, 1997). The use of an isopycnal model enables the flow to
be exactly adiabatic. However, in contrast to the QG models used in previous studies (e.g.
Hogg et al., 2003, 2008; Meredith et al., 2012; Wilson et al., 2015), the model imposes no
constraints on isopycnal slope.
We employ an idealized zonally periodic channel geometry (3200 km × 1600 km × 4 km)
in Cartesian coordinates. A topographic ridge of 1 km height is present, blocking the abyssal
zonal flow. The Rossby radius of deformation is of the order of 55km in the middle of the
domain. This configuration is identical to that described in Howard et al. (2015), with three
stably stratified layers with densities 1025.0, 1030.0 and 1032.5 kgm−3. In contrast with
global eddy resolving models, this idealized model can be run at high horizontal resolution
(4km) at a relatively low computational cost. The model solves the primitive equations of
motion on a β plane, in isopycnal coordinates, as described in Killworth and Nanneh (1994)
and Ward and Hogg (2011), using three reduced-gravity layers. We explore a range of forcing
















where T is the time period of the forcing frequency, and Ly is the meridional extent of
the channel. (Alternately we can represent the frequency of forced oscillations as ω = 2pi
T
.)
Figure 1.4 shows the magnitude of the wind stress and the configuration of the bottom
topography. A snapshot of the model showing the three isopycnal layers and the relative
vorticity in the top layer is also shown.
We conducted a series of ensemble numerical experiments with different forcing frequen-
cies, with the forcing periods chosen as powers of two years. For each forcing period T ,
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(a) wind stress (b) bottom topography
(c) snapshot of model spinup
FIG. 4: (a)Wind stress used for the numerical simulations with a steady part represented by the thick black line and oscillating between the two thin
lines with a frequency given by the forcing frequency of the particular experiment. (b) The bottom topography used in the numerical simulations
showing a meridionally symmetric gaussian ridge running down the middle of the domain. (c) Snapshot of the model spinup showing the isopycnal
layers and the relative vorticity computed from the u and v fields for the top layer.
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Figure 1.4: (a)Wi d stress us d for th numerical simulations with steady part epresented
by the thick black line and oscillating between the two thin lines with a frequency given by
the forcing frequency of the particular experiment. (b) The bottom topography used in the
numerical simulations showing a meridionally symmetric gaussian ridge running down the
middle of the domain. (c) Snapshot of the model spinup showing the isopycnal layers and
the relative vorticity computed from the u and v fields for the top layer.
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M ensemble members with different initial conditions are run for NT years, so as to have
the same number of forcing cycles of integration for each set (NT×M
T
). The oscillating wind
experiments consist of six sets with forcing periods T ∈ {1/4, 1/2, 1, 2, 4, 8, 16} years, along
with an ensemble of control runs with time-invariant wind forcing. The details of the inte-
gration time and the number of ensembles used for each of these sets are provided in Table
2.1. In each of the variable-wind-forcing experiments, the peak wind stress of the half sine
jet described in (1.28) is chosen to be 0.2 Nm−2 and the magnitude of the oscillating part
is chosen to be 0.1 Nm−2. The control run equilibrates statistically after an 11 year spinup.
Initial conditions for each ensemble member were taken from this control.



















1/4 4 15 2 240
1/2 4 25 5 200
1 4 50 5 200
2 8 50 5 200
4 8 100 10 200
8 8 200 20 200
16 8 400 40 200
Steady 4 50 5 —
From the model variables (u, v, η, h, and τ), the time series for EKE, APE, and wind
work is constructed for each ensemble member. The timeseries information is analyzed in
two different ways, as described in the next two subsections.
1.3.1 Spectral Analysis
The frequency power spectrum provides information about the variability of the system at
different timescales and is a natural starting point for analyzing the simulations. The power
spectral density is computed for EKE, APE, and wind work from each ensemble member
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using the multitaper spectral method (Thomson, 1982, 2007; Millman and Brett, 2007) and
then averaged across ensembles.2
The power spectral density for each variable is shown in Fig. 1.5 along with the ensemble
standard deviation. Each set of experiments (T ∈ {1/4, 1/2, 1, 2, 4, 8, 16} years and steady
wind forcing) is shown in a different color. Unsurprisingly, we see a clear peak in each
spectrum at the corresponding forcing frequency. The wind oscillation amplitude is exactly
the same for each forcing frequency, and consequently the maximum power spectral density
in the wind work input is also roughly the same across the experiments. However, there is a
slight decrease in peak wind work with increasing forcing frequency. The wind work is given
by the product of the wind stress and the surface zonal-mean velocity. The slightly higher
wind power input for low forcing frequencies can be attributed to a correlation between
the forcing frequency and internal variability of the zonal mean flow. In fact, even the
steady-wind power spectrum shows higher wind power input at low frequencies.
APE and EKE clearly have different responses at different forcing frequencies. A striking
feature is the lack of any observable peaks in EKE for high frequency forcing (T < 1 year). At
low frequencies, in contrast, strong EKE peaks emerge. This behavior is in agreement with
the analytical model, which predicted decreased EKE gain at high frequencies. (As a side
note, secondary peaks are observed in the APE power spectral density at higher multiples
of the forcing frequency.)
The magnitudes of the peaks in EKE, APE and wind work are all different for the
different cases. To assess the response of EKE and APE, we examine their peak amplitudes
normalized by the peak amplitude of wind work, i.e. the gain, for each forcing frequency in
Fig. 1.6. The 1/ω line is included to show that APE is inversely proportional to ω in the
limit of high forcing frequency. In this respect as well, the diagnosed gain is in agreement
with the analytical model. A more quantitative evaluation of the theory is presented in the
2While multitapering reduces estimation bias compared to ensemble averaging by obtaining multiple
independent estimates from the same sample, the use of ensembles is computationally more efficient than
one long simulation, since the ensembles can be run in parallel.
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Figure 1.5: Power spectral density of wind work input, Eddy Kinetic Energy, and Potential
Energy for the different forcing experiments. Note that the spectra is dominated by peaks
at the corresonding forcing frequencies. Also note the lack of any observable peaks in EKE























Figure 1.6: Amplitude of oscillation for EKE and APE, computed from the power spectral
densities of EKE and APE, normalized with the maximum amplitude of the wind work for
each of the variable wind forcing experiments as a function of the forcing frequency.
next section.
Although our theory focused on the energy cycle, the zonal transport is also a quantity of
interest. We diagnose timeseries of the total, barotropic, and baroclinic components of the
zonal transport and calculate the power spectral density of these three quantities (shown in
Fig. 1.7). The barotropic transport is defined as the transport by bottom velocities and the
baroclinic component as the difference between the total (depth integrated) transport and
the barotropic component. The comparison of the spectra reveals that the low frequency
transport variability is dominated by the baroclinic component, while the high frequency
variability is barotropic. The peaks in the baroclinic transport at the forcing frequencies are
much stronger than those of the barotropic transport. The background slope of the power
spectral density of baroclinic transport resembles the background slope of EKE, while the
barotropic transport has an oppositely sloped spectrum for T > 1/4 yr. and displays a broad
peak near the monthly timescale.
The spectral analysis reveals useful information about the qualitative nature of the am-
plitude response in the EKE and APE to variable wind forcing. The power spectra show that
the response to oscillating winds is generally characterized by a peak at the corresponding
forcing frequency, with little or no peak in EKE for high forcing frequency and relatively
smaller APE response to low forcing frequency. To obtain a more mechanistic description
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Figure 1.7: Power spectral density for the total zonal transport and the barotropic and
baroclinic parts for the different experiments.
of this response, we now perform a “composite analysis” to examine both the phase and
amplitude response of the forced variability.
1.3.2 Composite Analysis
For a periodic wind forcing at period T , the composite in wind work, EKE and APE is
constructed by treating each T periodic segment in the time series as an independent signal
of length T and then taking the mean over all such T periods present in the time series
and over all the M composite members. Thus for M ensemble members and NT years of
integration, this gives us M×NT
T
independent signals of length T over which we take the
mean and standard deviation to give the composite signal and the error in its estimation.
This procedure effectively reduces the original noisy signal into a smooth periodic signal
with period T . This is comparable to isolating a single frequency from the power spectrum.
(Such an approach is common, for example, in characterizing the annual cycle (Qiu et al.,
2014).) A schematic of the composite approach is shown in Fig. 1.8.
Fig. 1.9 shows the composite mean and standard deviation of EKE, APE, and wind work
for each forcing frequency. An obvious feature is that the amplitude of oscillation in EKE is
very small (almost absent in the 1/4 year forcing experiment) and increases as the forcing
frequency decreases, in agreement with the results from the spectral analysis. As the forcing
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Figure 1.8: Schematic describing the method used for calculating the composite of a partic-
ular variable for the composite analysis.
period increases, the amplitude of the response increases as well and falls more into phase
with the forcing.
The amplitude of oscillation of EKE and APE is computed by subtracting the mean
from the composite signal and then calculating the root mean squared (r.m.s.). The gain
for APE and EKE is given by normalizing by the amplitude of the wind work composite.
This may differ slightly from the gain found through spectral analysis because the composite
analysis explicitly removes the internal variability at the forcing frequency. We show these
normalized amplitudes for each experiment in Fig. 1.10 (a). As with Fig. 1.6, the 1/ω line is
plotted to show that APE follows the predicted scaling for the high frequency range. This is
in strong agreement with the amplitude characteristics obtained from the spectral analysis
(Fig. 1.6). They differ only at the higher frequencies (T < 1 year) in EKE because the gain
calculated from the peaks in power spectral density is affected by the background slope of
the power spectra. This background slope is due to natural variability, as demonstrated by
the fact that it is also present in the steady-wind experiment. We therefore consider the
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(a) T = 1/4 year (b) T = 1/2 year
(c) T = 1 year (d) T = 2 years
(e) T = 4 years (f) T = 8 years
FIG. 9: Composites of EKE, APE and wind work calculated over all ensemble members and all forcing cycles plotted as periodic signals with
period corresponding to the external forcing frequency. Shading indicates the standard deviation. Note that for both APE and EKE, as the forcing
frequency decreases, not only does the amplitude of oscillation increase, but also approaches the wind work in phase.
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Figure 1.9: Composites f EKE, APE and wind work calculated over all ensemble members
and all forcing cycles plotted as periodic signals with period corresponding to the external
forcing frequency. Shading indicates the standard deviation. Note that for both APE and
EKE, as the forcing frequency decreases, not only does the amplitude of oscillation increase,
but also approaches the wind work in phase.
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(a) Amplitude (b) Phase
FIG. 10: (a) r.m.s amplitude of oscillations of EKE and APE normalized by the r.m.s. amplitude of wind power plotted as a function of the forcing
period shown alongside the standard deviation (“noise floor”) in each of these quantites (dashed lines) for the different ensemble experiments (b)
phase shift of APE and EKE as a function of the forcing period with the standard deviation shown by shading.
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Figure 1.10: (a) r.m.s amplitude of oscillations of EKE and APE normalized by the r.m.s.
amplitude of wind power plotted as a function of the forci g period shown alongside the
standard deviation (“noise floor”) in each of these quantites (dashed lines) for the different
ensemble experiments (b) phase shift of APE and EKE as a function of the forcing period
with the standard deviation shown by shading.
estimate of the forced response from the composite analysis to be the more robust one.
To characterize the phase of the response, the lag correlation of each ensemble-member
composite EKE and APE signal with the wind work computed and averaged, giving the
mean lag in each quantity for each experiment set. This lag (in days) for each experiment is
then normalized by the corresponding forcing period to calculate the phase shift (in radians)
in EKE and APE relative to the wind work (which is in phase with the wind stress by
definition). The standard deviation in this lag correlation over all the ensemble members
is used to represent the error in the lag calculation. The phase lag along with error bars
is shown in Fig. 1.10(b). In the limit of high forcing frequency, the error is much higher
compared to the low frequency cases. This is expected, since, as is evident from Fig. 1.9,
the amplitude of oscillation is negligible for high forcing frequencies. As a result the lag
correlation becomes statistically meaningless. While the mean phase lag in APE is zero at
low frequency, it is out of phase by ≈ pi/2 at the high frequency limit. On the other hand,
while EKE is shifted in phase by φ ≈ pi at the high frequency limit, the phase difference
approaches zero in the low frequency range. Thus, the phase response characteristics of APE
and EKE calculated from the numerical simulations are in accordance with the theoretical
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model.
The composites are also calculated for the barotropic and baroclinic parts of the zonal
transport and shown in Fig. 1.11. (The mean has been subtracted, since the mean barotropic
and baroclinic transports differ greatly in magnitude.) The barotropic part does not exhibit
significant periodicity, and its amplitude of oscillation remains fairly constant with forcing
frequency. However, the baroclinic part oscillates more at lower forcing frequencies and also
falls into phase with the wind work. A curious feature observed is that the envelope of
variability in barotropic transport exhibits significant periodicity at lower frequencies.
In the next section we revisit our simple analytical model and compare with our findings
from the numerical simulations quantitatively.
1.4 Comparing Analytical Model with Numerical Model
In the analytical model derived in Section 2, the constants k, c1, c2 and r can be evaluated
from the steady-state balance. Examining (1.24) and (1.25), we identify 4 possible cases,
depending on the choices for α and β which we enumerate below.
Case 1
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For α = 1, and β = 3/2 (strong eddy saturation and quadratic drag)
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For α = 1/2, and β = 1 (weak eddy saturation with linear drag)
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(a) T = 1/4 year (b) T = 1/2 year
(c) T = 1 year (d) T = 2 years
(e) T = 4 years (f) T = 8 years
FIG. 11: Composites of barotropic and baroclinic zonal transport calculated over all ensemble members and all forcing cycles plotted as periodic
signals with period corresponding to the external forcing frequency. Both of these quantites are shown about a zero mean and where the shading
represents the standard deviation.
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Figure 1.11: Composites of barotropic and baroclinic zonal transport calculated over all
nsembl members a d all forcing cycles plotted as periodic signals with period corresponding
to the external forcing frequency. Both of these quantites are shown about a zero mean and
where the shading represents the standard deviation. The wind power is also shown for an
easier phase comparison.
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For α = 1, and β = 1 (strong eddy saturation with linear drag)
k = f
PK
, r∗ = kP , c1 = kK = f/P , c2 = kP = f/K, and r = r∗ = kP = f/K
Using the steady-state values of EKE, APE, and wind work calculated from the nu-
merical experiments and using those values in equations 1.26 and 1.27, we can calculate the
predicted gain and phase shift for APE and EKE. The constants c1, c2 and r all have units of
inverse time. For the range of forcing frequencies explored in our experiments, c−11 = 551±1
days while c−12 = 156± 2 days for α = 1/2, and 77± 1 days for α = 1. On the other hand,
r−1 = 53 ± 1 days for quadratic drag and 79 ± 1 days for linear drag. These timescales
provide a useful way of understanding the mechanisms governing the transient response.
As discussed in Sec. 2, c1 represents the linear baroclinic conversion (due to isopycnal
slope changes), while c2 represents the feedback of EKE on the conversion via its control
over eddy mixing. Evidently the eddy feedback operates on a faster timescale than the
simple slope-change mechanism. This perhaps helps explain why models with constant
Gent-McWilliams coefficients do not correctly reproduce the Southern Ocean response to
changing winds (Gent, 2016). This was demonstrated in Hofmann and Morales Maqueda
(2011), wherein non-eddy-resolving model simulations with constant and uniform GM eddy
diffusivities were unable to appropriately represent eddy compensation. This result was
further confirmed by analyzing a suite of ocean models using the CORE II forcing (Farneti
et al., 2015), which showed that eddy compensation occured only when GM coefficient is
variable. The fastest process, however, is still the frictional dissipation, which accounts for
the small amplitude response in EKE at high forcing frequencies; at a high forcing frequency,
energy is removed by bottom friction before the eddy feedback can act.
Our numerical model implements a quadratic drag law, so, for the quantitative compar-
ison, we only focus on cases 1 and 2. We compare the results from the composite analysis
with the theory using the parameter values derived as described above; the comparison is
plotted in Fig. 1.12. The numerical simulation results agree quite well with the conceptual

















































Figure 1.12: Amplitude and phase of EKE and APE calculated for the 2 analytic cases: weak
eddy feedback( α = 1/2, blue) and strong eddy feedback (α = 1, green) with quadratic drag.
The values calculated from the numerical model (black) are shown alongside the ensemble
standard deviation (black dashed lines for the gain, gray shading for phase angle). Note the
excellent agreement between the analytical model and numerical simulations.
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the high frequencies in EKE. However, it must be noted that, at high frequencies, the forced
EKE oscillation amplitude is far below the noise floor of the internal variability. The fact
that α = 1 gives the better agreement suggests the eddy feedback is even stronger than that
predicted by the mixing-length scaling (α = 1/2) of (1.13). In the α = 1 solution, and in the
numerical model results, APE gain displays a weak maxima near the forcing period T = 4
years. This agreement suggests that our analytical framework is capable of capturing rather
subtle aspects of the periodically forced system.
1.5 Discussion and Conclusion
We have explored the adiabatic Southern Ocean response to oscillating wind stress with the
goal of understanding the timescales of mesoscale eddy equilibration. We have hypothesized
that the transient ocean response lies between the two limits of Ekman response (when the
time period of wind variability, T ≤ 2 years) and eddy-saturated response (when T ≥ 8 years)
and this crossover timescale is effectively the timescale for eddy diffusive transport across the
ACC (∼ KGM/L2y). We developed a conceptual model of the energetic pathways between
wind work, EKE, and APE and devised a “transfer function” characterizing the response of
these variables to oscillatory winds as a function of forcing frequency. This hypothesis and
conceptual energetic framework was tested using a suite of ensemble numerical simulations
with an isopycnal model. We examined the power spectra of wind work, EKE, and APE
and also used composite time series analysis to characterize the forced phase and amplitude
response of these variables. We find that, in the high frequency limit (T ≤ 2 years), the
energy exchange is predominantly with APE and the subsequent conversion to EKE is small.
In this limit, mesoscale turbulence is too slow to efficiently remove energy input by the winds,
which is stored as APE in the sloping isopycnals. At low frequencies (T ≥ 8 years), the eddies
are more efficient at extracting this energy. As a consequence, the ratio of the wind work
converted to APE relative to EKE goes from 11 when T = 1/4 years, to 3 when T = 16
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years. The phase characteristics indicate that, in the low frequency limit, although the
energy conversion to EKE is more efficient, the APE still leads EKE in phase. In the high
frequency limit, energy is transferred from wind work to APE with a phase lag of pi/2 by
means of tilting isopycnals. At high frequencies, the EKE is predicted to be almost exactly
out of phase with the wind stress, although the forced EKE response is too weak compared
to the natural variability to reliably diagnose from the simulations.
The linearized framework for the energy pathway between wind work, APE, EKE, and
dissipation reveals three constants, c1, c2 and r, which represent the characteristic inverse
timescales of the three key processes involved. These three processes acting in conjunc-
tion determine the nature of the transient response. c−11 is the linear baroclinic conversion
timescale, c−12 is the timescale of eddy feedback on the mixing, and r
−1 is the timescale of
dissipation by frictional drag. Our numerical simulations are characterized by c1 < c2 < r.
The analytical model exhibits qualitatively different behavior for different combinations
of c1, c2 and r. A special case occurs when r = c2, in which the K
′ term cancels completely
on the r.h.s. of (1.25). In this unique case, EKE gain becomes independent of drag and is
only governed by the conversion term c1P
′, which does not depend on ω. The APE response,
on the other hand, has both c1P
′ and c2K ′ acting as sinks to remove energy. Since c2K ′
remains strongly frequency dependent, the APE gain drops at low frequency while EKE
saturates (Fig. 1.3). This is one possible mechanism that can explain eddy saturation.
Of course, in a realistic context, it is unlikely that r = c2 exactly. However, similar
behavior does occur when the two are close. Using the parameter values estimated from the
numerical simulation assuming α = 1 (strong eddy feedback), we find r = (53 days)−1 and
c2 = (78 days)
−1, relatively close compared to c1 = (560 days)−1. In the analytical solution
for these parameters, we do observe a significant divergence between APE and EKE gain at
low frequencies. This solution agrees with the numerical model response, which also shows
reduced APE gain compared to EKE at low frequencies. We do not obtain such behavior
from the analytical model when we assume α = 1/2 (weak eddy feedback). In this case, we
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estimate r = (53 days)−1 and c2 = (156 days)−1, bringing the analytical solution closer to
the model without eddy feedback at all (Fig. 1.2). Only when c2 approaches r do we see
divergent behavior in APE and EKE gain. From this, we conclude that relatively strong
eddy feedback is necessary to produce eddy saturation.
The zonal transport can be decomposed into a baroclinic part, directly related to APE via
thermal wind, and a barotropic part. In the steady wind experiments, barotropic variability
dominates the high frequencies, while the low frequency variability is strongly baroclinic
(Fig. 1.7). The forced response mirrors this division; low frequency forcing provokes a much
stronger baroclinic response than barotropic response, while at high frequencies, the forced
response is swamped by the internal barotropic variability. Like the APE, the baroclinic
transport falls into phase with wind power at low frequencies. While the barotropic mode
does not respond directly to low frequency forcing, its variability (indicated by the error
envelope in Fig. 1.11) does; this is likely associated with the periodic oscillations in EKE.
In this study we have derived a transfer function which predicts the phase and amplitude
response of EKE and APE to time-variable wind forcing. The constants c1, c2 and r used
to evaluate this transfer function were computed from the time-mean values of EKE, APE
and wind work diagnosed from an idealized numerical model. In future studies, we intend
to extend this analysis to calculate the transfer function from realistic ocean models and
observations of the Southern Ocean. In Fig. 1.1, we showed that the wind forcing signal
over the Southern Ocean is comprised of a broad spectrum of forcing frequencies of varying
strength. The transfer function inferred from observations could be used to calculate the
forced APE and EKE responses without the need to actually run an eddy-resolving model.
This would represent a significant conceptual and computational advantage. More generally,
the concept of transfer functions has wide applicability in climate studies (Hasselmann, 1976;
Laepple and Huybers, 2014). Our approach could be applied to many different problems with
time-variable forcing
Our results also have implications for the parameterization of mesoscale eddies in coarse-
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resolution models. Out study, together with previous work with satellite altimetry and
models (Meredith and Hogg, 2006; Hogg et al., 2008; Meredith et al., 2012), shows that
conversion from APE to EKE via baroclinic instability and dissipation of EKE by friction
are separated in time. This separation strongly affects the transient response to changes in
forcing. Between their generation and dissipation, finite amplitude eddies can feed back on
the conversion rate itself via their role in mixing. Most mesoscale parameterizations in use
in global-scale ocean models, including those based on linear baroclinic growth rates (e.g.
Visbeck et al., 1997; Danabasoglu and Marshall, 2007), in contrast, will never capture this
“memory effect” of mesoscale turbulence, which instead requires a time-dependent reservoir
of EKE. However, new parameterizations which prognostically model the subgrid EKE (e.g.
Eden and Greatbatch, 2008; Marshall and Adcroft, 2010), would in theory fare much better
in the scenario considered here. We therefore propose the problem of a channel flow forced
by oscillating winds as an ideal test case for mesoscale parameterization.
A key ingredient in the Southern Ocean equilibration problem, which we have ignored
in this study, is thermodynamics. The real ocean is, of course, not adiabtic. The South-
ern Ocean response to changing winds includes many thermodynamic factors such as the
adjustment of surface turbulent and radiative heat fluxes and changes in sea ice cover (Fer-
reira et al., 2014). Furthemore, the thermodynamic forcing itself contains many different
timescales, from the seasonal cycle in insolation to decadal-scale ozone depletion (Polvani
and Smith, 2013; Solomon et al., 2015). Combining all of these processes is only possible
in a comprehensive global climate model. Our idealized modeling approach and conceptual
model have shed light on one difficult aspect of the problem: the mesoscale eddy feedbacks
on the isoypcnal-slope response to changes in winds. In the future, the transfer function
approach could be used in conjunction with more comprehensive models to explore the role
of thermodynamic processes associated with sea ice changes and ozone depletion, leading to
a general and more complete theory for the variability of the Southern Ocean.
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1.6 Appendix
1.6.1 Derivation of Analytical Formulation from Kinematics
In Section 2, we described a simple analytical model involving energetic pathways. Here we
derive the energy equations described by equations (1.1) and (1.2).
The inviscid, adiabatic, Boussinesq equations of motion are written as
Du
Dt
















We separate the flow into time and zonal mean ( ) and a perturbation ( )′. Using this
decomposition, the buoyancy equation for the background state may be written as
∂b
∂t
= −u · ∇b−∇ · u′b′ (1.33)
The perturbation buoyancy equation is written as
∂b′
∂t
= −u · ∇b′ − u′ · ∇b−∇ · u′b′ +∇ · u′b′ (1.34)
Under quasigeostropic scaling (Molemaker and McWilliams, 2010), which is suitable for the
conceptual model developed here, the APE density is given by b2/N2, where ∂b/∂z = N2.
This can be decomposed into a mean and a transient part as

















Note that Pm  Pt. Multiplying (1.33) with −b/N2 and taking the global integral, we
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= CKm→Pm − CPm→Pt (1.37)


























The first term on the right is the conversion to transient (eddy) kinetic energy (CPt→Kt =
−t
dV




= CPm→Pt − CPt→Kt (1.39)
Similarly the momentum equation for the background state is expressed as
∂u
∂t





And the time varying part is
∂u′
∂t















(u2 + v2) is obtained by taking a dot product of (1.36) with u. We drop the shear
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(τsus − τbub) . (1.42)
Here the subscripts s and b denote surface and bottom respectively. The second integral in
(1.42) is the “useful wind work” (Cessi et al., 2006; Abernathey et al., 2011). This is the
amount of power available to drive baroclinic eddies. 3
Continuing to neglect Reynolds stresses, the evolution equation for eddy kinetic energy









(u′2 + v′2) is obtained by taking










τ ′b · u′b (1.43)
The second term, which is the frictional drag (D), can be written as D ≈ rb(Kt) for linear
bottom drag. For quadratic frictional drag, this relation is replaced by D ≈ Cd(Kt)3/2. Using









= wind work− CPt→Kt (1.44)






= CPt→Kt −D (1.45)
3From our numerical simulations, we actually computed the total wind work. A more accurate comparison
would be obtained if we computed useful wind work only; unfortunately, the necessary variables were not
saved for all the experiments. We did compute the useful wind work for some of the experiments and for
these experiments, 95% of the wind work was useful wind work. Also, given the very small amplitudes
of oscillation in the barotropic transport (Fig. 1.11), and the already good agreement with the theory, we




































= CKm!Pm   CPt!Kt
Figure 1.13: Box model of the energy pathways involved in the simple analytical model
derived in the Appendix.

































The subscripts denote the layers, η is the interface height relative to mean sea level, h is the
layer thickness, and gk the reduced gravity of layer k. All terms in the energy budget can
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Modulation of Lateral Transport by
Submesoscale Flows and Inertia
Gravity Waves
Note: This Chapter has been submitted to JAMES (2018) 1
Abstract
We investigate of the role of small-scale, high-frequency motions on lateral transport in
the ocean, by using velocity fields and particle trajectories from an ocean general circulation
model (MITgcm-LLC4320) that permits submesoscale flows, inertia-gravity waves and tides.
Temporal averaging/filtering removes most of the submesoscale turbulence, inertia-gravity
waves and tides, resulting in a largely geostrophic flow, with a rapid drop off in energy at
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scales smaller than the mesoscales. We advect two types of Lagrangian particles, (a) 2D
particles (surface restricted), and (b) 3D particles (advected in full 3 dimensions) with the
filtered and unfiltered velocities and calculate Lagrangian diagnostics. At large length/time
scales, Lagrangian diffusivity is comparable for filtered and unfiltered velocities, while at
short scales, unfiltered velocities disperse particles much faster. We also calculate diagnostics
of Lagrangian Coherent Structures : rotationally coherent Lagrangian Vortices detected
from closed contours of the Lagrangian-averaged Vorticity deviation and material transport
barriers formed by ridges of maximum Finite time Lyapunov Exponent. For temporally
filtered velocities, we observe strong material coherence, which breaks down when the level
of temporal filtering is reduced/removed, due to vigorous small scale mixing. In addition,
for the lowest temporal resolution, the 3D particles experience very little vertical motion,
suggesting that degrading temporal resolution greatly reduces vertical advection by high
frequency motions. Our study suggests that Lagrangian diagnostics based on satellite-derived
surface geostrophic velocity fields, even with higher spatial resolutions as in the upcoming
SWOT mission, may overestimate the presence of coherent structures and underestimate
dispersion.
2.1 Introduction
Lateral mixing in the upper ocean plays an important role in Earth’s climate system. For
instance, near-surface lateral mixing processes help determine the ocean’s rate of uptake of
tracers such as anthropogenic CO2 (Abernathey and Ferreira, 2015b; Gnanadesikan et al.,
2017; Balwada et al., 2018). Lateral mixing also strongly influences the global water mass
distribution and overturning circulation (Groeskamp et al., 2017, 2018). Our ability to
accurately model the ocean’s impact on the global climate is consequently constrained by
how effectively we parameterize lateral transport processes in the coarse-resolution models
(Gent and Mcwilliams, 1990; Gent et al., 1995b; Fox-Kemper et al., 2008; Grooms and Zanna,
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2017; Marshall et al., 2017). In addition to influencing the large scale circulation and tracer
distribution, lateral mixing also plays a major role in controlling the structure of synoptic
oceanographic processes such as pollutant dispersal on the surface ocean (e.g. oil spills
and plastics Mariano et al., 2011; Van Sebille et al., 2012) and local phytoplankton bloom
evolution (Mahadevan and Campbell, 2002; Martin, 2003; Mahadevan, 2016).
Methods for characterizing lateral mixing and stirring in the ocean can be categorized
broadly into two groups: analysis of spatial and temporal averages of dispersal (Okubo, 1971;
Zhurbas and Oh, 2004; Rypina et al., 2012; Abernathey and Marshall, 2013; Roach et al.,
2016, 2018), and identification of individual kinematic coherent flow features that might
play a special role in transport. Absolute dispersion, relative dispersion, eddy diffusivity,
scale dependent relative diffusivities, and area-averaged finite scale lyapunov exponents are
some of the commonly used metrics in the first category (see review by LaCasce, 2008). The
later category is mostly falls under the umbrella of Lagrangian Coherent Structures (LCS; see
review by Haller, 2015). Spatial maps of finite-time Lyapunov exponents (FTLE; Haller and
Yuan, 2000), finite scale lyapunov exponent (FSLE; d’Ovidio et al., 2009), geodesic transport
barriers (Haller and Beron-Vera, 2013), and Lagrangian averaged vorticity deviation (LAVD;
Haller et al., 2016) are some of the commonly used LCS techniques. (Detailed descriptions
of these diagnostics can be found in Sections 3 and 4.)
The prevailing assumption is that mesoscale ocean flows, with horizontal scales of ∼
100km and evolutionary times of months, are the dominant contributor to lateral stirring
on scales relevant for the large-scale circulation and transport. Phenomenologically, the
mesoscale is characterized by distinctive coherent structures such as vortices (i.e. eddies),
fronts, and filaments. The relationship between these structures and the overall mixing rate
is a matter of ongoing debate. For instance, Dong et al. (2014) and Zhang et al. (2014)
both proposed, based on Eulerian methods, that trapping of fluid within coherent eddies
and subsequent long-range transport is a major contributor to the overall mesoscale flux of
mass and tracers. On the other hand, Wang et al. (2016) and Abernathey and Haller (2017),
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using objective Lagrangian methods, estimated that such coherent transport is only a small
fraction of the total flux, and that chaotic stirring occuring outside of eddy cores is the
dominant transport mechanism. Despite their different conclusions, the studies above, and
indeed a large fraction of all global-scale studies of the oceanic mesoscale, relied on satellite
altimetry observations.
By enabling a global synoptic view of the mesoscale, satellite altimetry, and the associated
geostrophic flow obtained by taking gradients of sea-surface height (SSH), has transformed
the field of oceanography fundamentally over the past 30 years (White, 2018). In particular,
the AVISO gridded geostrophic velocity product (Ducet et al., 2000) is ubiquitous in recent
studies of near-surface lateral transport (e.g. Abraham and Bowen, 2002; Waugh et al., 2006;
Beron-Vera et al., 2008; Waugh and Abraham, 2008; Beron-Vera et al., 2008; Abernathey
and Marshall, 2013; Klocker and Abernathey, 2014b; Wang et al., 2016; Abernathey and
Haller, 2017). However, a new altimetry mission, the Surface Water and Ocean Topography
(SWOT) satellite, is now on the horizon (Fu and Ferrari, 2008). This satellite will use
a Ka-band radar interferometer to provide a high-resolution swath measurement of SSH,
possibly providing useful data at spatial scales of 10 km or less (Fjortoft et al., 2014). The
community is now grappling with the question of what this satellite will observe, and what
might be missing from our current generation of altimeters. In addition to the mesoscale, the
SWOT SSH observations are expected to include significant signals from both submesoscale
flows and inertia-gravity waves. Submesoscale flows have been recognized for playing a
leading order role in providing a conduit for energy transfer towards microscale dissipation
and diapycnal mixing (Capet et al., 2008; D’Asaro et al., 2011; McWilliams, 2016), and
are also potentially important in controlling the rate of lateral spreading (Poje et al., 2014)
and vertical transport (Omand et al., 2015; Klein et al., 2008) of tracers near the surface
ocean. Inertial oscillations, tides and inertia-gravity waves (IGWs) are ubiquitous in high
frequency current measurements from moored instruments and surface drifters (Alford et al.,
2016; Ferrari and Wunsch, 2009; Elipot et al., 2016). These higher frequency flows project
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significant amount of kinetic energy on spatial scales comparable to those of the submesoscale
flows (< 50km) (Callies et al., 2014; Rocha et al., 2016a; Balwada et al., 2016; Bu¨hler et al.,
2014).
The central goal of this contribution is to understand how motions from these differ-
ent dynamical regimes and timescales influence Lagrangian transport in the near-surface
ocean. A related question is, how reliable are transport estimates obtained from current
and future satellite altimetry missions? Several past studies have examined these questions
already. Beron-Vera (2010) calculated FLTEs from altimetry SSH-observations as well as
from a low-resolution (1/4◦) and high-resolution (1/12◦) HYCOM simulation. He found that
the FLTE distribution and spatial pattern from the low-resolution model agreed well with
the observations; however, the high resolution model exhibited significantly different FTLE
distributions and finer-scale structures. The conclusion was that, while current-generation
altimeters capture the large-mesoscale flow structure, quantitative estimates of trajectories
and mixing rates would be improved by higher spatiotemporal resolution in the observing
system. Taking a more idealized route, Keating et al. (2011) calculated dispersion in simple
models of baroclinic turbulence and explored the dependence on the spatiotemporal sampling
of the velocity fields. Lagrangian diagnostics that depend strongly on small scales, such as
relative dispersion and FTLE, were found to be highly sensitive to spatial sampling. Tempo-
ral sampling error was found to have a more complicated behavior, with particle overshoot
sometimes leading to scrambling of Lagrangian diagnostics. The nature of the turbulence
itself (i.e. the slope of the kinetic energy wavenumber spectrum) strongly constrained the
required sampling, with shallower spectra requiring more resolution. In addition to simula-
tions, Lagrangian floats, which experience advection by the full flow, can be used to probe the
limitations of satellite altimetry. For instance, Rypina et al. (2012) showed that the eddy
diffusivity calculated from surface drifters in the North Atlantic was nearly twice of that
estimated from synthetic drifters generated from satellite-altimeter-derived geostrophic ve-
locity fields. They argued that Ekman flows alone do not explain the discrepancy, and small
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scale unresolved geostrophic and ageostrophic velocities might be contributing to drifter-
based eddy diffusivities being higher than those estimated from satellite fields. Finally, in a
more recent pair of papers, Beron-Vera et al. (2018) and Olascoaga et al. (2017) attempted
to determine whether a Gulf of Mexico Loop Current eddy detected from AVISO-derived
Lagrangian trajectories was truly materially coherent, given the possible presence of un-
resolved velocities in the AVISO product. Beron-Vera et al. (2018) took advantage of a
data-assimilating model of the region with 1km grid spacing to produce virtual Lagrangian
trajectories in the presence of a developed submesoscale field. The LAVD-based Lagrangian
eddy detection method (Haller et al., 2016) was applied to these trajectories to extract the
boundary of a coherent mesoscale structure with approximately the same position as the
one identified from AVISO data. Olascoaga et al. (2017) validated the existence of the same
materially coherent eddy using drifters and ocean color observations.
Since the earlier studies described above were conducted, a transformative new technology
has emerged: ultra-high-resolution global ocean models which resolve, at least partially, the
mesoscale, the submesoscale, the tides, and the IGW continuum. In the modeling studies of
Beron-Vera (2010) and Keating et al. (2011), the advecting flow was assumed to be purely
geostrophic, submesoscale motions were not resolved, and no tides were present. The model
used by Beron-Vera et al. (2018) did permit submesoscale flow, but it encompassed only the
Gulf of Mexico, a region with rather unique dynamics. Here we examine the question of
how different scales contribute to transport using a groundbreaking new global simulation,
focusing on a much larger region which includes the Agulhas and the Antarctic Circumpolar
Current. We extract the velocity field from such a model, apply different levels of filtering,
and calculate a range of Lagrangian mixing and transport diagnostics. This study can thus
be seen as an update to and extension of prior work by Beron-Vera (2010), Rypina et al.
(2012), and Beron-Vera et al. (2018).
To filter out motions from different dynamical regimes: we apply simple time averaging to
the velocity fields. Specifically, we take the raw velocity fields (sampled at hourly resolution)
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and average them over intervals of one day and one week. We do not explicitly apply any
spatial filtering (e.g. Aluie et al., 2018), although the time averaging does result in smoother
velocity fields (see Sec. 3 for more details). Below are some of the reasons why we choose to
examine time-averaged velocities:
1. Since different dynamical regimes (e.g. waves vs. balanced motions) are most reliably
separated in time rather than in space (Wagner and Young, 2016), temporal filtering
is a straightforward way to remove different processes from a given dataset.
2. The SWOT science team has effectively adopted the daily-averaged or 3-day-averaged
flow as the “truth” signal for evaluating methods to separate balanced and unbalanced
motions (Qiu et al., 2016; Wang et al., 2018; Qiu et al., 2018).
3. Ocean model simulations commonly output time-averaged velocity fields such as daily,
5-day, or monthly averages.
4. The processing algorithms used to map along-track SSH observations to gridded maps
(e.g. AVISO Ducet et al., 2000) involve some temporal smoothing.
5. Time averaging is computationally tractable even with very large datasets.
Although we are motived by the relevance to SWOT and other altimetry missions, our
study is not an observing-system simulation experiment; we have not attempted to repro-
duce the complex pattern of spatiotemporal sampling associated with real satellite obser-
vations. Rather, our focus is on the basic physics, for which time averaging is the most
obvious filter. We are aware that more sophisticated methods exist for filtering waves and
balanced motions (e.g. Barkan et al., 2017; Shakespeare and Hogg, 2017), but these methods
are computationally infeasible for our datasets. Future studies may choose to employ the
diagnostic framework described here, but with different filters on the velocity field.
In this chapter, we seek to answer the following three key questions: (1) How do fast-
timescale velocities (sub-daily and sub-weekly) affect near-surface lateral particle dispersion
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statistics? (2) How do these these motions impact Lagrangian coherent structures? (3)
What is the relative effect of the fast-timescale motions on vertical transport? The chapter
is organized as follows. In section 2.2, we introduce the llc4320 simulation velocity fields and
examine the frequency and horizontal wavenumber power spectral density in our region of
interest. In section 2.3, we describe the Lagrangian Particle advection experiments used to
calculate the different Lagrangian diagnostics. In section 2.4, we study the relative diffusivity
from particle dispersion and discuss the potential implication for Lagrangian coherence. In
section 2.5, we examine Lagrangian coherent structures via FTLE and LAVD. Section 2.6
summarizes the results and presents conclusions.
2.2 Model Domain and Power Spectra
We analyze model output from a primitive equation (PE) global ocean simulation that re-
solves mesoscale eddies, internal tides, inertia-gravity waves, and other hydrostatic ageostrophic
flows that maybe present. The simulation analyzed here is the MIT general circulation model
(MITgcm) lat-lon-polar cap 4320 (llc4320), which is the highest resolution (1/48◦) run in a
hierarchy of simulations(Rocha et al., 2016a). The llc4320 simulation is based on a global
ocean and sea ice configuration of the MITgcm, which was run with a time step of 25 s
and with 90 vertical levels. The depth-based vertical grid varies in thickness from 1m at
the surface to 480m near the bottom, with a maximum model depth of 7km. (Control
files and details of the high- resolution llc model setups and forcing files are available at
http://mitgcm.org/viewvc/MITgcm/MITgcm_contrib/llc_hires.)
The model is forced at the surface with six-hourly atmospheric fields from the 0.14◦
European Center for Medium-Range Weather Forecasts (ECMWF) atmospheric operational
model analysis, which, starting in 2011, is converted to surface fluxes using the bulk formulae
of Large and Yeager (2004). The model also includes atmospheric pressure forcing and tidal
forcing for 16 tidal constituents, which is applied to MITgcm as additional atmospheric
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pressure forcing. The details of the tidal forcing constituents used can be found in Savage
et al. (2017).
This model develops a realistic tidal flow field and an inertia gravity wave (IGW) con-
tinuum that is reminiscent of the observed Garrett-Munk spectrum (Munk, 1981), which is
thought to arise from nonlinear interactions between near-inertial waves driven by winds and
internal tides generated by the interaction of the barotropic tide and topography. Savage
et al. (2017), examining the frequency horizontal wavenumber spectra of dynamic sea surface
height (SSH) variance in both HYCOM (1/12.5◦ and 1/25◦ resolutions) and MITgcm (1/12◦,
1/24◦ and 1/48◦ resolutions) simulations, reported that the choice of horizontal resolution
affects the strength of the IGW continuum and that over most regions the higher resolution
simulations captured the observed spectra more accurately at the higher frequencies (su-
pertidal). They further showed that there are large peaks at the diurnal and semi-diurnal
frequencies in regions where diurnal and semi-diurnal tides are known to be large.
The prognostic model variables were saved at hourly intervals as instantaneous snap-
shots (not averages). The use of instantaneous snapshots means that very high frequency
(sub-hourly) oscillations may be aliased, potentially introducing spurious motion into the
Lagrangian trajectories. We have no means to quantify this effect, other than by comparing
with the temporally averaged velocity fields, for which any potential aliasing is smoothed
away. We extract 73 days (starting From September 13, 2011) of hourly llc4320 model output
from a broad region in the South Atlantic which includes the Agulhas leakage and Antarctic
Circumpolar Currents. The region spans 15.5◦W - 29.5◦E , 57◦S - 26.6◦S). A snapshot of
the surface Kinetic Energy in the model domain is shown in Fig. 2.1. This region exemplifies
different regimes of flow, namely strong shear flow in the ACC and coherent eddies in the
Agulhas. Qualitatively, the ACC would be dominated by hyperbolic coherent structures,
and the Agulhas leakage by elliptic coherent structures (Haller, 2015).
In the following sub-sections we examine the frequency and wavenumber kinetic energy
spectra to provide a sense of the relative amplitudes of the tides, IGWs and balanced motions.
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Figure 2.1: The domain with the specific sub-domains used for the relative diffusivity cal-
culation. A snapshot of the surface KE in the domain, with the Agulhas / ACC regions
marked in red / yellow. The relative diffusivity calculations (described in Section 4) were
done in these two regions separately to study dispersion characteristics of flows dominated
by coherent eddies (Agulhas) and strong zonal shear (ACC).
2.2.1 Time Averaging
As described in the introduction, we employ time averaging of the velocity fields to filter out
the fast timescales associated with tides, IGWs, and submesoscale flow. This is accomplished
by grouping the hourly snapshots into daily and weekly blocks and taking the mean. This
mean is representative of the time at the midpoint of each block. We refer to the daily- and
weekly-averaged velocities generically as the filtered velocities. These three different velocity
datasets constitute the main inputs to our analysis. The outputs are the different diagnostics
described in subsequent sections.
2.2.2 Frequency Spectra
To assess how much energy is contained at different timescales, we calculate the rotary power
spectrum of the surface velocities. The velocity is represented as complex valued time series,
u(t) = u(t) + iv(t), for the 73 day period at each grid point. A Hanning window is applied
to the time series before calculating the corresponding spectrum at each grid point, denoted
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by uˆuˆ∗(ω), where uˆ(ω) is the Fourier transform of the complex valued time series, multiplied
by a Hanning window. The power spectrum at each latitude is calculated by averaging over
the range of longitudes in the domain. The advantage of calculating the rotary spectrum is
that the positive and negative frequencies correspond to the counter clockwise and clockwise
motions. For the purpose of frequency spectral analysis, the filtered velocities as linearly
interpolated in time back to the original hourly temporal resolution, as this is how they are
treated later when used for advecting Lagrangian particles.
We show the frequency power spectrum at 46.005◦S latitude in Fig 2.1 as a representative,
as the frequency spectra at different latitudes in the domain did not vary qualitatively. The
spectrum is characterized by sharp peaks at frequencies greater than that corresponding to
a day. The inertial oscillations (ω = f
2pi
), and tides (M2, M4, M6 and higher) are clearly
visible. Savage et al. (2017) had shown that a few locations in the North Pacific, where
McLane profiler observations were available, the tides in the modeled velocity time series
were similar or greater in amplitude when compared to the observations.
In addition to inertial oscillations and tides, there is also a background level of power
that presumably results from IGWs, and balanced and ageostrophic flows. However, the
frequency decomposition does not allow us to differentiate between these. In the next sec-
tion we attempt to shed some light on the dynamics of the modeled flows by performing a
decomposition of the wavenumber spectrum into rotational and divergent components.
The affect of time averaging is, unsurprisingly, to attenuate the signal power strongly
above the averaging frequency. Time averaging plus linear re-interpolation is clearly not a
perfect filter, however; residual high-frequency peaks and valleys remain in the filtered power
spectra, with valleys corresponding to harmonics of the averaging time. While these stand
out clearly on the log-log plot of Fig. 2.2, we note that the power level at frequencies above
the averaging frequency is everywhere smaller by at least a factor of 100 than the raw power
level.
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Figure 2.2: The frequency power spectral density (psd) of surface Kinetic Energy at 45◦S
for 73 days: The thick solid lines show the zonal mean (over 15.5◦W - 29.5◦E) of psd from
the hourly velocities output by the MITgcm llc4320. The thin lines corresponds to zonal
mean of the psd calculated from the daily averaged velocities linearly interpolated to hourly
intervals and the thick dashed lines correspond to the weekly averaged velocities also linearly
interpolated to hourly intervals. The shading denotes the 1 standard deviation error (across
the longitude bands). The spectra is split into a clockwise (blue) and a counter-clockwise
(red) part by separating the positive and negative frequencies to isolate inertial oscillations.
2.2.3 Wavenumber Spectra
In this section we investigate the wavenumber power spectra of the raw and filtered velocity
fields. Further, we decompose these spectra into horizontally non-divergent and divergent
components following a methodology described in Bu¨hler et al. (2014). The mesoscale mo-
tions in the ocean are largely balanced/geostrophic, and hence non-divergent, while the tides,
inertial oscillations and IGWs project onto both the divergent and non-divergent parts of
the horizontal flow. Submesoscale flows have a dominant balanced component, but at high
Rossby number can have some projection onto the divergent component too (McWilliams,
2016). We also compare the effect of the temporal filtering on the wavenumber spectra of the
surface KE under the Helmholtz decomposition. This helps us assess what fraction of the en-
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ergy in the spectra at different scales is due to the non-divergent/rotational (mesoscale and
balanced submesoscales) and divergent (tides, inertial oscillations, IGWs and unbalanced
submesoscale) flows.
We calculate the 1D horizontal spectra along each latitude line in a subdomain spanning
the full range of longitudes as in our domain, but spanning ∼ 40◦S − 50◦S in latitude for
the surface velocity field. The top panel in Fig 2.3 shows the rotational (solid) and divergent
(dashed) parts of the longitudinal (zonal) and transverse (meridional) KE spectra for the
hourly unfiltered velocity (blue), daily-averaged velocities (red) and weekly-averaged (green)
velocities. The thick lines represent the meridional mean of the 1D Fourier decomposition
along each latitude line from ≈ (40◦S − 50◦S), and the shading represents the one standard
deviation error. We also calculated the power spectral density of isotropic surface KE (E(K))
in two smaller regions, spanning the Agulhas (3◦ W - 15◦E , 42◦ - 27◦S ), and the ACC
(10◦W - 10◦W , 54◦ - 42◦S) (as shown in Fig. 2.1) from the 2D wavenumber spectra in these
regions by integrating azimuthally over each K (K =
√





The bottom panel in Fig. 2.3 shows the ratio of unfiltered to filtered isotropic power spec-
tral density at the surface. The red lines show the ratio of the power between hourly :
weekly velocities (Eh(K)/Ew(K)) and the blue lines correspond to hourly : daily velocities
(Eh(K)/Ed(K)). The spectra are mostly flat at large scales and start dropping off at scales
smaller than 200km. The drop off in energy at length scales smaller than 10km is very rapid,
presumably a result of the viscous dissipation. In the discussion here, we restrict our atten-
tion to the 10 - 200 km range, which is influenced by the temporal filter but not strongly
influenced by dissipation. We observe a consistent decrease in power with filtering in both
the rotational and divergent components at length scales smaller than ∼ 100km. This is
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Figure 2.3: Top panel: Surface KE wavenumber spectra decomposed into the Rotational
(solid) and Divergent (dashed) parts, (following Bu¨hler et al., 2014) for the hourly velocities,
daily averaged velocities, and weekly averaged velocities from the llc4320 numerical model
simulations. Top panel, upper inset: The ratios of the Rotational: Divergent components.
Top panel, lower inset: The ratios of hourly:daily (blue) and daily:weekly (green) divergent
KE . Bottom panel: The ratios of the unfiltered (hourly) and filtered (daily,weekly) isotropic
surface KE, calculated separately for the Agulhas and ACC sectors shown in Fig. 2.1. The
ratio of daily to weekly filtered velocities have also been shown for comparison.
associated with small spatial scales. The non-divergent component of the spectra is more
energetic than the divergent component, even for the unfiltered velocities. The ratio of the
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non-divergent to divergent energy increases with low pass filtering (top panel, upper inset,
Fig. 2.3). The difference of the divergent KE between the hourly unfiltered and daily filtered
KE is larger than the difference of divergent KE between daily and weekly filtered KE at
all intermediate length scales (lower inset, top panel). This indicates that the superinertial
motions have a large divergent component. The isotropic KE is 30 times lower for the weekly
filtered velocities and 3 times lower for the daily filtered velocities at the smallest scales (< 10
km). This indicates that while at intermediate scales, the daily filter removes most of the
divergent KE, the total KE loss is much greater going from the daily filter to the weekly
filter. At the smallest scales, similar amounts of energy are lost at each successive filtering.
The spectral slope for the rotational component of the unfiltered velocity field roughly fol-
lows a k−3 power law in the 50-200km range, and flattens out to k−2 at smaller length scales.
The corresponding divergent component of the unfiltered velocity follows approximately a
k−2 at all length scales. With temporal filtering the power of the divergent component is
reduced, but the spectral slope is relatively uninfluenced. However, the spectral slope of the
non-divergent component of energy becomes steeper with temporal filtering, getting close to
k−3 power law in the 10-200km range with the weekly temporal filter. This suggests that
the weekly filtered velocity fields, where the influence of the fast ageostrophic flows has been
removed, are smooth and might be kinematically similar to interior-QG dynamics (Le Traon
et al., 2008; Keating et al., 2011).
2.3 Offline Lagrangian Particle Advection Experiments
The goal of this work is to understand the lateral transport mechanisms that are active in
the surface ocean. We use numerical particles to elucidate the influence of the Eulerian flow
field on the Lagrangian transport. We employ the offline mode (Abernathey and Marshall,
2013) of the MITgcm, where the dynamical core is disabled, and the velocity fields for our
region (15.5◦W - 29.5◦E , 57◦S - 26.6◦S) are taken directly from the llc4320 hourly model
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output to advect Lagrangian particles injected at the surface.
While many past LCS studies have relied on advecting particles with surface geostrophic
velocities, we take advantage of the llc4320 model to examine the particle trajectories without
the geostrophic assumption, and permitting 3D motion. We set up experiments with two
kinds of particles: 2D and 3D. 2D particles are restricted to stay at the surface layer and are
advected only by the horizontal component of the surface velocity, while the 3D particles are
allowed to be advected by the full three dimensional velocity field. The 3D particles are most
representative of the true Lagrangian trajectories, while the 2D particles can be thought of as
the approximate trajectories of inertial particles whose strong buoyancy effectively constrains
them to remain close to the sea surface (Haller and Sapsis, 2011; Maxey and Riley, 1983),
similar to surface drifters. The 3D particles can give us some insight into the influence of
the strong vertical velocities that are often seen in high resolution simulations (Klein and
Lapeyre, 2009; Choi et al., 2017) on Lagrangian transport and shed light on the limitations
of assuming 2D geostrophic flow.
Table 2.1: Lagrangian particle advection experiments carried out
Experiment Hourly Velocities Daily Averaged Velocities Weekly Averaged Velocities
3D particles 3D-h 3D-d 3D-w
2D particles 2D-h 2D-d 2D-w
Table 2.1 summarizes the six experiments conducted for our present study and the short-
hand we will use for referring to these experiments. Here the 2D-w experiment represents the
case that is closest to Lagrangian particle advection using satellite altimetry derived veloci-
ties, which have a nominal temporal resolution of 7-10 days. As noted in the introduction,
none of these cases should be considered an observing-system simulation, since the sampling
and processing behind real satellite altimetry products is considerably more complex than
simple time averaging. If we were to arrange these experiments in order of most to least
realistic, the closest to the “real” ocean would be the 3D-h case, and the least realistic, and
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the closest to geostrophic trajectories inferred from satellite altimetry, would be the 2D-w
case, with realism decreasing downward and right in Table 2.1. Surface drifter experiments
(Lumpkin and Johnson, 2013) are closest to the 2D-h case, as drifters do not track the fluid
vertically.
In each case, the particles are initialized on a regular horizontal grid spacing of 1/100◦×
1/100◦ at the surface, a total of 4450 × 2900 particles. For each of the simulations, when
a particle reaches the edge of the domain, it stops moving due to the imposed boundary
conditions and therefore “dies”. We remove the “dead” particles from the analysis that is
performed in this study to ensure that all trajectories used here are of the same temporal
length. This effectively creates a spatial mask (seen in Fig. 2.6) over the domain.
For comparison with some (but not all) diagnostics, we also computed particle trajec-
tories in the Agulhas region (20◦W - 30◦E , 60◦S - 20◦S, roughly the same region as our
Agulhas sector for llc) from a previous MITgcm offline simulations for the entire globe. In
this global offline simulation, particles were initialized on a 1/32◦ horizontal grid, and had
the trajectories output daily. The details of the MITgcm offline simulations with AVISO
velocities can be found in Abernathey and Haller (2017).
In the following sections we describe the characteristics of the Lagrangian transport, using
relative dispersion statistics and Lagrangian coherence, that is experienced by the particles
in the different experiments.
2.4 Relative Dispersion and Diffusivity
Dispersion is one of the most basic metrics that can be used to quantify the influence of
turbulent motions on transport. Similarly to the variance, it gives a measure of the size
of a group of particles. Generally, dispersion is measured as either the absolute dispersion,
relative to the initial release point of particles, or the relative dispersion, relative to the
evolving center of mass of the group of particles. In the absence of a background mean
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flow and for Brownian/uncorrelated motion, absolute dispersion and relative dispersion are
the same. However, in more complex flows like in the ocean, relative dispersion provides a
better measure of the spread of particles by turbulence alone and is not influenced by mean
advection. Babiano et al. (1990); Bennett (1984); LaCasce (2008); Foussard et al. (2017)
provide excellent reviews of relative dispersion, and theoretical relationships for a inertial
ranges of 2D turbulent flows. Here we use relative dispersion as a measure to see how the
bulk transport properties change with time-averaged velocity fields.
Relative dispersion (Drel) is defined as the mean squared separation over all particle
pairs, where the choice of pairs provides a conditional averaging. Here we define pairs as all







where N is the number of particles, and Xi and Xj are position vectors of the two particles








We can also, albeit coarsely, relate the relative diffusivity to a length scale by replacing the
time dependence by the corresponding square root of the relative dispersion,
Krel(r, ro) = Krel(Drel(t, ro)
1
2 , ro), (2.4)
where r is the separation length scale.
Two regions—Agulhas (3◦ W - 15◦E , 42◦ - 27◦S ), and ACC (10◦W - 10◦W , 54◦ - 42◦S)—
were chosen for calculating the relative dispersion and diffusivity from the simulations with
the filtered and unfiltered velocities (as shown in Fig 2.1). We chose ro to be the grid






















































Figure 2.4: Surface relative dispersion (top), relative diffusivities (middle) and ratios of the
relative diffusivities (bottom) as a function of time, in the Agulhas (solid) and the ACC
(dashed), for the three 2D experiments.
transport to sampled down to the smallest length scales in the system. Except for the
differences in magnitude, the two regions exhibit qualitatively similar behavior. Therefore,
unless otherwise noted, the following discussion applies equally to both regions. In Fig. 2.4,
the relative dispersion, the relative diffusivity and the ratios of relative diffusivities for the
particles advected by the unfiltered and filtered velocities are plotted as a function of time
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in the two sectors. The unfiltered hourly velocities disperse particles faster and farther than
the daily or weekly filtered velocities. At small time, < 5-10 days, the diffusivity calculated
from the rate of change of dispersion is small, O(100 m2/s), and increases by 3-4 orders of
magnitude with time for both filtered and unfiltered velocities. This increase in diffusivity
can be understood as a result of the larger, more energetic eddies starting to play a more
dominant role in dispersion at longer times. The smaller eddies in the unfiltered velocity
fields are able to spread particles apart more rapidly than the filtered velocity fields, allowing
the influence of the larger eddies to be felt sooner.
The relative diffusivity is the largest for the unfiltered hourly velocity fields. The ratio
of the hourly to weekly diffusivities goes from 8 at small times to ∼ 3 at the end of the
simulation period (∼ 60 days) in the Agulhas. In the ACC, the diffusion by hourly velocities
is 3− 5 times higher than the weekly velocities at all times, and the relative magnitude does
not decay post ∼ 10 days. The absolute magnitudes of the relative diffusivity at initial times
are also smaller for the ACC compared to the Agulhas region. This is an indication that
the smaller eddies, which influence the dispersion initially, in the ACC are weaker or less
efficient at dispersing particles than in the Agulhas. This might be due to one or both of
the following reasons: (a) the scales of submesoscale might just be smaller in the ACC and
so are not resolved in the llc4320 or (b) the presence of a strong mean flow suppresses the
growth of the submesoscale modes (Taylor et al., 2018).
It should also be noted that the difference in tracer spreading between the hourly and
daily velocity fields is smaller than the difference between the hourly and weekly. This is
to be expected as we damp out a larger fraction of the kinetic energy with a longer time
filter (see Fig. 2.2). However, this is also an indication that tidal and wave motions, which
are present only at time scales smaller that 1 day, are less efficient at inducing turbulent
transport. Small amplitude linear waves in a homogeneous background would indeed be
expected to cause zero dispersion.








































Figure 2.5: Surface relative diffusivities (top) and ratios of the diffusivities (bottom) in the




function of separation length scale (Equation 3, Figure 2.5). From this perspective, the
difference between the turbulent transport by hourly unfiltered and daily filtered velocity is
less: the relative diffusivity due to the hourly velocity fields in only about 20-30% greater
than the daily filtered velocity fields at small length scales, and almost in distinguishable at
large length scales. The relative diffusivity for the weekly velocity field is about half the size
of the hourly velocity field. The reason for this difference is that the mapping from Krel(t) to
Krel(r) uses the dispersion D itself to define the length scale, which means that, at a given
value of r, we are comparing dispersion from the different experiments at different times
in the particle evolution. This collapses the distinct curves of Fig. 2.4 into a much tighter
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relationship.
This section has shown that fast-timescale motion make a considerable contribution to
mixing, particularly at small scales but also at scales of hundreds of km / months. Such fast-
timescales are absent from current generation altimetry-derived velocity products. Thus, in
agreement with Rypina et al. (2012) and Beron-Vera (2010), we conclude that altimetry-
inferred mixing diagnostics in the upper ocean may underestimate dispersion significantly.
This enhanced mixing at small scales by high-frequency velocities can be explained, at least
qualitatively, due to the influence of reduced KE at small length scales (seen in Figure
2.3). In addition, we also note that the spectral slopes are steeper in the ACC than the
Agulhas region (not shown in the figures), indicating weaker overall submesoscale energy
and correspondingly a relatively smaller influence on dispersion. It appears that we are
likely to underestimate lateral mixing at small scales by a factor of at least 2, dependent
on the region of the ocean, if we neglect the fast timescales. A factor of 2 discrepancy was
also observed (Rypina et al., 2012) between diffusivity estimates from drifters and satellite
altimetry in the North Atlantic.
While relative dispersion and diffusivity provide bulk estimates of differences in turbu-
lent transport, they do not provide a detailed picture of the mechanisms at work in the
dispersion of particles. Further understanding can be developed by looking at the details
of the kinematics. In the subsequent sections we examine how small scales can affect La-
grangian coherence, by studying different Lagrangian coherent structure diagnostics in the
presence/absence of these high frequency motions.
2.5 Lagrangian Coherence Diagnostics
A visual survey of the ocean mesoscale suggests the presence of structures in the flow, rather
than a random diffusive transport. These structures, which often show coherent motion
in space and time, are referred to as Lagrangian Coherent Structures (LCSs; see review by
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Haller, 2015). There exist a plethora of different methods for detection of LCSs. Hadjighasem
et al. (2017) present a very detailed summary of the various existing diagnostics in the context
of idealized 2D turbulence examples. Each of these methods has its merits and drawbacks.
For our study we have chosen to focus on two of these methods - Finite time Lyapunov
exponents (FTLE) and Lagrangian averaged vorticity deviation (LAVD). FTLE has been
around for quite some time as a method for detecting material transport barriers and is
useful for detecting jets and other strong shear flows (attracting and repelling hyperbolic
LCSs)(Pierrehumbert and Yang, 1993; Haller, 2002). On the other hand, the recently devised
LAVD method has been shown to be a robust, objective method for detecting materially
bounded vortices (elliptic LCSs) (Haller et al., 2016; Beron-Vera et al., 2018). As such,
FTLEs and LAVD serve as complementary methods for detecting different types of LCSs.
2.5.1 Finite Time Lyapunov Exponent
Many previous studies (Waugh et al., 2006; Waugh and Abraham, 2008; Keating et al., 2011;
Waugh et al., 2012; Beron-Vera et al., 2008) have computed FTLEs from the advection of
Lagrangian particles with ocean velocity fields. We briefly review the basic theory in the
following paragraphs. Following Haller (2011); Farazmand and Haller (2012), for Lagrangian
particles initially located at (x0, y0) at time t0 are advected to (X, Y ) at time t, then the
flow map at time t is defined by their instantaneous positions as
Ftt0(x0, y0) := (X(x0, y0, t), Y (x0, y0, t)) (2.5)
From the flow map Ftt0 we calculate the Jacobian as ∇Ftt0(x0, y0). Then, the right Cauchy-
Green stress tensor Ctt0 is calculated as
Ctt0(x0, y0) =
(∇Ftt0(x0, y0))T∇Ftt0(x0, y0) (2.6)
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This symmetric, positive definite tensor, Ctt0(x0, y0) admits two real positive eigenvalues, λi
and real orthogonal eigenvectors, ξi, defined by
Ctt0(x0, y0)ξi = λiξi, ‖ξi‖ = 1, i = 1, 2
and
0 < λ1 ≤ λ2
where λi and ξi are functions of (x0, y0, t). The maximum eigenvalues of this C-G tensor, λ2
gives the forward time FTLE as follows
FTLE =
1
t− t0 log(λ2). (2.7)
For each time t, (2.7) provides a measure of the integrated strain along the trajectory of each
particle for the time period t− t0 and can be plotted at the initial position (x0, y0) of each
particle. Similarly the backward time FTLE at the location (X(x0, y0, t), Y (x0, y0, t)) can




the initial position (x0, y0) (Haller and Sapsis, 2011). Unless otherwise mentioned we refer
to the forward time FTLE, mapped at the initial positions (x0, y0), as FTLE in this study.
In Fig. 2.6, the FTLE after 30 days is shown for each of the six experiments described in
Table 2.1.
We also consider the 30 day FTLE fields, for particles advected with AVISO velocities
in Fig. 2.7 (left panel) for comparison. The FTLE field shown is for the region (15.5◦W -
29◦E , 56◦S - 27◦S, the same region as our Agulhas sector for llc). We note that although
the FTLE shown for the AVISO is for a 30 day period, it is not the same 30 day period, so
we are not offering a direct comparison here. Also, as opposed to our simulations where we
had to impose boundary conditions on the limited domain under consideration, the AVISO
particle simulation was done on the entire globe and thus does not show masked out regions
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Figure 2.6: Finite time Lyapunov Exponents (FTLEs) after 30 days, for Lagrangian particles
in the Agulhas sector advected by Hourly velocities (left), Daily averaged velocities (middle),
and Weekly averaged velocities (right) from the llc4320 numerical model simulations. The
top panels are for the 2D particles and bottom panels are for 3D particles. The mask (white)
represents the initial positions of all particles that reached the edge of the domain at the
end of the integration.





































Figure 2.7: Finite time Lyapunov Exponents (FTLEs) (left panel) and Lagrangian averaged
vorticity deviation (LAVD) (right panel) for particles advected by AVISO velocities after 30
days, shown for the Agulhas sector.
corresponding to particles that left the domain.
We observe that the FTLE field from the AVISO velocities is qualitatively very similar to
the FTLE field from the llc model experiments with the weekly averaged velocities. When
we compare the two panels on the right of Fig. 2.6, with the left panel in Fig. 2.7, we notice
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Figure 2.8: Snapshots of the FTLE field, zoomed in, near an eddy at different times, for the
three 2D particle advection experiments with filtered and unfiltered llc4320 velocities.
the maxima of FTLE to be the same order of magnitude and distributed similarly in the
domain in both these figures. In addition, the coherent patterns traced out by the high
FTLE ridges have roughly the same length scales. This is not surprising, since, by filtering
out timescales smaller than a week, we are effectively reducing the resolution of the llc model
to that obtained from AVISO.
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We start with a qualitative description of the structures observed in the FTLE maps
and examine the sensitivity of FTLE to the time interval. The FTLEs (zoomed in near a
coherent mesoscale eddy observed in 2Dw) at 5, 15, 30 and 60 day periods, for the three
2D experiments are shown in Fig. 2.8. The ridges (maxima) of FTLE represent regions
of high fluid strain which may act as material transport barriers. We observe that these
ridges are long, smooth and well defined only for weekly filtered velocities at long times.
At short times (< 15 days), clear, well defined fine scale FTLE ridges are observed for the
hourly and daily averaged velocities, revealing a strong submesoscale signature. At times
longer than 30 days, for the daily velocities, we observe some coherent FTLE ridges with
complex large amplitude fine scale structure. However, at such long timescales, due to
vigorous mixing at small scales by the hourly velocities, the large scale patterns of FTLE
traced out by the mesoscale eddy are completely engulfed by the small scale features and
the FTLE field appears blurry. This finding is somewhat different from Beron-Vera (2010),
who found that high resolution (1/12◦) SSH-inferred geostrophic velocities produced FTLE
fields with very intricate fine scale structure which was still discernible. Our experiments
use a higher resolution model velocity fields with a strong unbalanced component, and as a
result, vigorous mixing by submesoscale turbulent flows and inertia gravity waves evidently
leads to complete scrambling of coherent FTLE ridges. For the weekly filtered velocities,
there is little qualitative difference as the time period is changed, but the overall magnitude
of the FTLE value decreases.
A useful quantitative way to assess the effect of filtering on the FTLEs is via their
distributions. The PDFs of the same FTLE fields are shown in Fig. 2.9. For comparison, we
also show the the 30 day FTLE fields from a similar region produced from AVISO surface
geostrophic velocities. As discussed by Beron-Vera (2010), an FTLE PDF with a long tail
suggests that most of the mixing in the flow is accomplished in a few special regions of strong
stretching (such as coherent filaments). In contrast, a more Gaussian PDF indicates that a
range of structures at all scales contribute to mixing. Beron-Vera (2010) found that FTLEs
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from AVISO and those from a 1/4◦ model exhibited a very similar PDF, which peaked
between 0 and 0.1, with a long tail extending to larger values.
As shown in Fig. 2.9, in strong contrast to the AVISO distribution, the FTLE from both
the hourly and daily experiments is skewed towards high values, with peaks in the range
of 0.2 - 0.3. Daily filtering shifts the distribution somewhat towards lower values, but only
weekly filtering induces a qualitative change; the weekly PDF is more symmetric and peaks
close to 0.1. The median FTLE value for AVISO velocities is shifted even further left than
the weekly velocities. This again is in agreement with the hypothesis that satellite altimetry
represents the 2D-w corner of Table 2.1. None of the PDFs diagnosed from our experiments
displays a skewness similar to the AVISO-derived FTLE, whose PDF peaks around 0.05.
This means that the mixing process in the LLC simulation is generally more intense and
homogeneous. This finding is somewhat similar to Beron-Vera (2010), who showed that the
distribution of FTLE was skewed towards higher growth rates when high resolution (1/12◦,
HYCOM) velocities (computed from SSH) were used to advect particles and towards low
values when low resolution (interpolated to 1/4◦) velocities were used. In addition, at short
times (< 15 days), the hourly and daily averaged FTLE distributions are markedly different
from each other; however, at long times ( 60 days), they almost overlap.
Furthermore, vertical motion strongly affects the character of the FTLE ridges. When
the fastest timescales are considered, there is significant difference between the FTLE fields
between particles that are restricted to one vertical plane and particles that are advected in
three dimensions. This difference is more clearly seen in the PDF of the FTLE for the 2D
and 3D particles. With hourly velocities, the distribution differs markedly between 2D and
3D particles; with the 2D particles having smaller FTLE overall, and the distribution is less
peaked. This difference decreases for the daily averaged velocities, and the 2D and 3D FTLE
distributions are almost exactly the same for the weekly averaged velocities. This shows that,
by filtering out faster timescale processes we are also filtering out vertical motions associated
with these fast timescales.
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Figure 2.9: The distribution of the FTLE probability density function for the 6 particle
advection experiments with filtered and unfiltered llc4320 velocities along with the FTLE
distriution for the particle tracking experiment with AVISO velocity fields in the Agulhas
sector.
FTLE tells us about strain rates in the flow field, which represents one kind of coherence,
namely material transport barriers due to fluid stretching. As we get further away from the
satellite altimetry (non-divergent) like velocity fields, and get closer to velocity fields with
unbalanced flows (as we might expect with a more realistic representation of the ocean), we
observe higher and smaller-scale strain in the domain.
In the next section, we describe the methodology used to detect materially bounded
eddies (coherent Lagrangian vortices) from our Lagrangian particle advection experiments
and investigate the role of temporal filtering on the presence or absence of these structures.
2.5.2 Lagrangian Averaged Vorticity Deviation
The role of coherent mesoscale eddies in ocean transport is currently a topic of great interest
and debate. Do such eddies trap material and transport it over long ranges, without exchange
with the outside environment, or are they “leaky?” Agulhas rings are perhaps the best-known
example of such coherent eddies (Van Sebille et al., 2012), which partly motivated the choice
of our study region. In the following paragraphs, we describe a method for objectively
detecting such coherent vortices and then describe how this method was applied to the LLC
velocity dataset.
There have been numerous Eulerian and Lagrangian techniques developed to attempt
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identify coherent mesoscale eddies (e.g. Isern-Fontanet et al., 2006; Chelton et al., 2007;
Beron-Vera et al., 2013; Haller and Yuan, 2000; Haller, 2002; Haller and Beron-Vera, 2013;
Haller et al., 2016). Here we apply the recently developed method of Haller et al. (2016) based
on Lagrangian-averaged vorticity. The essence of this method is that it searches for compact
regions of the fluid which experience similar rotation over their lifetime—this definition fits
well with most oceanographers’ intuitive understanding of a vortex or eddy.
Our method and numerical approach to identifying such eddies is identical to the one de-
scribed in Abernathey and Haller (2017). We begin with the instantaneous two-dimensional







In our experiments, the vorticity is calculated from the input velocity fields and interpolated
linearly in space and time to the positions of all the Lagrangian particles. To maintain the
frame-invariance of the method (Haller et al., 2016), it is necessary to remove any solid body
rotation. For that purpose, the vorticity deviation is obtained by subtracting the spatial
mean vorticity (denoted by 〈·〉): ζ ′(x, y, t) = ζ(x, y, t) − 〈ζ〉 (t). The Lagrangian Averaged
Vorticity Deviation (LAVD) is then defined as the average of the instantaneous Lagrangian
vorticity (ζ ′) along the flow trajectory (Haller et al., 2016; Abernathey and Haller, 2017):





|ζ ′ (X(x0, y0, t), Y (x0, y0, t), t)| dt (2.9)
where X, Y is the Lagrangian position of the particle initial released at point x0, y0. Thus, the
LAVD is a function of initial position (x0, y0) and also the time interval t0, t1. In Fig. 2.10, the
LAVD, integrated for 30 days, is shown for all 6 experiments. For comparison, we also show
the the 30 day LAVD fields from a similar region produced from AVISO surface geostrophic
velocities in Fig. 2.9 (right panel).
Coherent vortices can be thought of as collectively rotating fluid that is organized into
concentric bands around a rotating near-circular core. In our study, this is represented by a
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Figure 2.10: LAVD integrated after 30 days, for Lagrangian particles in the Agulhas sector
advected by Hourly velocities (left), Daily averaged velocities (middle), and Weekly averaged
velocities (right) from the llc4320 numerical model simulations. The panels on the top are
for the 2D particles and the panels on the bottom are for 3D particles. The mask (white)
represents the initial positions of all particles that reached the edge of the domain at the
end of the integration.
family of closed LAVD contours surrounding an innermost LAVD maximum (grey contours
in Fig. 2.12). The outer boundary of the rotationally coherent Lagrangian vortex (RCLV)
is determined by a threshold on the convexity of the contour (Haller et al., 2016). For this
purpose, we utilize the convexity deficiency (CD), as a measure of the convexity of a 2D
LAVD contour. This is the primary tuning parameter of the LAVD method. CD is defined
as the difference in area enclosed by the contour and its convex hull divided by the area
enclosed by the contour. Once a local maximum of LAVD is detected, we move outwards
from this maximum across the LAVD contours using a bisection search algorithm until we
hit the outermost contour with the target CD. The method does not discriminate between
cyclonic or anticyclonic vortices, since absolute values of vorticity are used for the definition.
The procedure is implemented using the scikit-image package in Python (van der Walt






































Figure 2.11: Number of RCLVs detected in the domain for the different 2D experiments (h
- hourly, d - daily, w - weekly) at different times for different choices of convexity deficiency
(CD).
(in pixels) of the RCLV and the minimum distance between the center of two RCLVs. Details
of the numerical computation and the choice of tuning parameters can be found in Haller
et al. (2016); Abernathey and Haller (2017); Tarshish et al. (2018), (https://github.com/
rabernat/floater). The coherency and population of the identified RCLVs are acutely
sensitive to CD, as can be seen in Fig. 2.11.
In Fig. 2.11, we plot the number of RCLVs detected for each choice of CD for all our
2D particle experiments. For the 2D cases, we identify RCLVs at long time for the daily
and hourly velocities only when we relax the CD to very large values (≥ 0.05) and set the
minimum area and the minimum distance between RCLVS to very small values (≈ 200 km2
and ≈ 50 km, respectively). We observe very convex coherent vortices (CD < 0.05) only
for weekly averaged velocities. For the hourly and daily averaged velocities, there are no
coherent eddies identified at low values of CD.
How does CD affect the character of the identified RCLVs? In Fig. 2.12, we show the
outermost LAVD contours for each particular choice of CD for one of the prominent RCLVs
detected from the 2Dw case and show the initial and final positions of the particles inside
this RCLV for each choice of CD in Fig. 2.13. These two figures show that, if we choose
a large CD (0.25), the boundary of the RCLV becomes less defined and exhibits extreme
filamentation, and for a low CD (0.001), the permitted RCLV is very small (≈ 100km2). So
we settle on 0.1 to be an optimum choice for CD for our study. For this particular choice
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Figure 2.12: Closed convex contours of LAVD in 2D-w for different choices of CD overlaid
on the 60 day LAVD field in Gray.
of CD, with more conservative choices of minimum area (> 400km2) and minimum distance
(> 100km), we only detect about 10 - 20 RCLVs for the 2D-w and 3D-w cases and none for
the rest of the cases. For smaller choices of CD, most of the RCLVs are very small and/or
short lived. So while we detect many RCLVs when the particles are advected with weekly
averaged velocities, for the same choice of parameters, the algorithm does not detect large/
long-lived coherent vortices for small enough choice of CD.
2.5.3 Case Studies of a few Coherent Vortices
The analysis above shows that only the weekly-averaged velocities produce substantial num-
bers of RCLVs. In order to determine what causes this breakdown of coherence for daily
and hourly velocities, when we travel diagonally from 2D-w to 3D-h in Table 2.1, select-
ing a few of the relatively large and long-lived RCLVs detected from the 2D-w case and
compare the 3D trajectories of those particles with the same initial positions for the three
cases—3D-w, 3D-d and 3D-h—at different times. Fig. 2.14 shows the evolution of two such
RCLVS (represented by the colors, red and green) over 5, 15, 30 and 60 days. The left panels
show the initial positions of particles inside 2 RCLVs detected from closed convex contours
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Figure 2.13: Trajectories of particles over 60 days inside an RCLV (identified from closed
convex contours of LAVD in 2D-w) for different choices of CD overlaid on the 60 day LAVD
contours in Gray. The cyan circles represent the initial positions and the magenta ones are
the final positions.
(CD = 0.1) of LAVD from the 2D-w simulation. The top two rows show the horizontal
and vertical positions of the particles inside the RCLV at different times in the 3D-w case.
The middle two rows correspond to evolution of those same particles in the 3D-d case, and
the bottom two rows correspond to the 3D-h simulation. In the top panels for each case
(horizontal), in the background in grayscale is the backward-time FTLE. In the vertical, the
trajectory for every 10th particle is shown in gray.
At short times (< 15 days), the trajectories from daily velocities show minor filamentation
near the vortex edges, but most of the particles stay close to the eddy core. However, at
longer times (30 and 60 days), a large number of the particles are scattered horizontally quite
far from the eddy core. The scattering of particles is enhanced for the hourly velocity fields.
Interestingly, while we see strong filamentary motion with daily velocities, the filaments
themselves appear blurry in the hourly cases. This might be the influence of tides and
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Figure 2.14: Snapshots at 0, 5, 15, 30, and 60 days showing the evolution of two different
RCLVs (represented by the red and green dots) detected from closed convex contours (CD =
0.1) of LAVD in 3D-w (top), in the horizontal and vertical directions. The middle and bottom
two rows show the trajectories of the same particles (with the same initial positions) in 3D-d
and 3D-h respectively. The grayscale background in the horizontal represents the backward
time FTLE mapped on to the particle positions at each time. In the vertical, the particle
trajectories for every 10th particle is shown in gray. (See Supplementary Information for
animations.)
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Figure 2.15: Trajectories of particles inside three different kinds of RCLVs identified from
the closed convex contours (CD=0.1) of LAVD in 3D-w experiments : An expanding eddy
(left), and a shrinking eddy (right). The cyan dots represent the initial positions and the
magenta dots represent the positions reached by the particles after 60 days . The trajectories
for every 10th particle are shown in gray.
IGWs, or it could be spurious, due to aliasing of even higher motions in the hourly velocity
snapshots.
Vertical motion is also strongly dependent on filtering. For all the eddies, the particles
are contained within the eddy boundary for the 3D-w case, with no or minimal vertical
migration. While at short times (< 15 days), the 3D particles stay pretty close to the
surface for daily averaged velocities, they exhibit significant vertical motion at long times
(> 50 days). Vertical motion is the strongest for hourly velocities and the particles are
subducted deeper than 200 m in certain regions.
After examining a large number of structures, we noticed two main categories of RCLV:
expanding, and contracting. Such patterns were also observed by Tarshish et al. (2018), and
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the dynamics driving this motion are the subject of an ongoing study. We show particle
trajectories from example RCLVs drawn from each of these two categories in Fig. 2.15 for
the 3D-w case. The first kind (RCLV 1, which is the same as the red RCLV in Fig. 2.14) is
an expanding eddy. We notice that, for the 3Dw case, the area covered by the eddy at the
start of particle advection (represented by the cyan dots) is smaller than the area covered by
the eddy at 60 days (magenta dots). This is due to a divergence inside the eddy, presumably
associated with upwelling inside the eddy core. However, such upwelling cannot be observed
directly in our particle advection experiments, since all the particles were initialized at the
surface, but is more clearly demonstrated in the salinity field. The second RCLV (right
panel, RCLV 2) is a case of a shrinking eddy. Shrinking is likely due to convergence inside
the eddy, which can be observed from the pronounced downwelling of the particles at 60
days, even for the weekly velocities.
In Figs. 2.16 - 2.17, the positions of the same particles (cyan dots in Fig. 2.15), advected
offline by the 3D hourly velocities, are plotted alongside the salinity field (calculated online
in the llc4320 simulation) at initial and final times (60 days).
This scattering of particles away from the eddy core, observed in Fig. 2.14 by unfiltered
velocities, is most pronounced for the expanding eddy (RCLV 1; Fig. 2.16) and least pro-
nounced for the contracting eddy (RCLV 2; Fig. 2.17), for which the large-scale divergence
counteracts the dispersion.
Fig. 2.17 shows that the downwelling of particles in the shrinking eddy case is associated
with increasing salinity anomaly inside the core of the eddy (bottom panels), whereas the
expanding eddy corresponding to RCLV 1 in Fig. 2.15 is associated with decreasing salinity
anomaly inside the eddy core at depth (bottom right panel Fig. 2.16), likely indicative of
net upwelling.
In all these cases, while the eddies do leak particles, the overall eddy signature is still visi-
ble as a central cluster of particles. This indicates that, while the overall shape and structure
of the eddy inferred from the weekly averaged velocities is persistent, there exist no clear
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Figure 2.16: An expanding RCLV: Snapshots of the initial (left) and final (right) positions
of 3D particles with the same initial positions as RCLV 1 (left column of Fig. 2.15) advected
offline by hourly velocities superimposed on salinity concentration in the region from online
llc4320 simulation output. The colors in the top panels show the salinity at the surface.
The bottom panels show a cross section (taken along a latitude line, across the eddy) of the
salinity field and the particles are shown in black. The cross section of salinity at different
times show clear upwelling inside the eddy core.
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Figure 2.17: A shrinking RCLV: Snapshots of the initial (left) and final (right) positions of
3D particles with the same initial positions as RCLV 2 (middle column of Fig. 2.15) advected
offline by hourly velocities superimposed on salinity concentration in the region from online
llc4320 simulation output. The colors in the top panels show the salinity at the surface.
The bottom panels show a cross section (taken along a latitude line, across the eddy) of the
salinity field and the particles are shown in black. The salinity at depth inside the eddy is
higher at 60 days indicating that there is downwelling inside the eddy core.
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material contour to define the eddy boundary that can be identified by the LAVD technique.
Thus, from a Lagrangian point of view, the eddies inferred to be closed and coherent from
weekly-averaged velocities are generally leaky for velocities with resolved submesoscales and
IGWs/tides.
2.5.4 Vertical Motion
To get a comprehensive view of the vertical motion with the filtered and unfiltered velocities,
we examine the depths reached by the 3D particles at different times. Fig. 2.18 shows a
map of particle depths at the end of 30 days for the three velocities for example. The
hourly velocity fields transport particles vertically to depths of few 100m, with the strongest
migration being qualitatively collocated with regions of strongest vorticity. This vertical
excursion of particles is greatly reduced by temporal filtering, as a consequence of which, for
the lowest temporal resolution (i.e for the weekly filter) the particles are surface restricted
for the most part. In addition, the distribution of the particle depth at different times
(Fig. 2.19) throws some light on the time dependence of vertical migration of particles. For
hourly velocities, the particles migrate to a few hundred meters very quickly, and the median
depth stays around 120 m for all times, with the number of particles reaching such depths
increasing with time. For the daily velocities, a lot of the particles stay near the surface
in the beginning (up to 40 days) with enhanced downelling at later times. The fact that
there is reduced vertical motion with the low pass filtering indicates that there is a strong
signature of vertical upwelling/downwelling due to submesoscale/IGWs inside the mesoscale
eddies that is lost by temporal filtering. This is also in line with our earlier observation that
the temporal filter makes the flow more rotational, filtering out the submesoscale/IGWs,
and therefore results in a more 2D flow.
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Figure 2.18: Depth after 30 days, for Lagrangian particles in the Agulhas sector advected by
(a) Hourly velocities, (b) Daily averaged velocities, and (c) Weekly averaged velocities from
the llc4320 numerical model simulations. The mask (white) represents the initial positions
of all particles that reached the edge of the domain at the end of the integration.













































Figure 2.19: Histogram showing the pdf of particle depth after 15 days (left), 30 days (middle)
and 60 days (right) for all the 3D particle advection simulations.
2.6 Discussion and Conclusions
In this study, we studied the Lagrangian transport properties associated with model veloc-
ities from a very high resolution (1/48◦ horizontal) numerical model (MITgcm) simulation
(llc4320) in a part of the South Atlantic Ocean, covering the Agulhas retroflection and part
of the ACC. Our primary aim was to identify the influence of fast-timescale motions on
Lagrangian transport in this new type of ocean model.
The power spectral density in frequency space of the surface KE from the hourly model
output velocity fields revealed the presence of strong IGWs and tides in the domain. We
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time averaged this hourly output over daily and weekly timescales to generate two additional
velocity records. The wavenumber power spectrum corresponding to the three velocity fields
(hourly unfiltered, daily filtered and weekly filtered) showed that time averaging predomi-
nantly acts to remove energy from smaller length scales. A Helmholtz decomposition of the
1D wavenumber spectrum (Bu¨hler et al., 2014; Rocha et al., 2016a) into horizontally non-
divergent and divergent components revealed that temporal filtering removes unbalanced
divergent motions more effectively than the balanced geostrophic motions. Although we did
not explictly perform an observing system simulation experiment, we noted that, among our
different experiments, the weekly filtered velocities represent the closest approximation to
velocities inferred from satellite altimetry.
We then used the three sets of velocity fields to advect particles at the surface using only
the horizontal components of the velocity field (2D particles), and in full depth using all
three components of the velocity field (3D particles). Using these Lagrangian trajectories,
we computed some bulk transport statistics, relative dispersion and diffusivity, and measures
of kinematic coherence, FTLE and LAVD.
Relative dispersion and relative diffusivity calculations showed that the high frequency
motions play a significant role in lateral transport, particularly at small scales. Temporal
filtering reduced the effectiveness of turbulent diffusion at smaller scales and faster times,
with the reduction in diffusion being greater for the weekly filter than the daily filter. The
diffusivity at the largest scales was also reduced, but this impact was smaller than the reduc-
tion at the smaller scale. For the Agulhas region, the difference between the diffusivities from
unfiltered and filtered velocities at small scales was greater than that for the ACC region.
This might be caused by the ACC having a less energetic submesoscale velocity field than
the Agulhas region, which can also be seen in the KE spectrum. A weaker submesoscale field
might be a result of the model resolution being inadequate in the ACC, where the deforma-
tion radius is smaller, or because of the mean flow suppressing the growth of submesoscale
instabilities (Taylor et al., 2018).
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Our coherent structure diagnostics generally showed that Lagrangian coherence was de-
graded when using the unfiltered and daily velocities, compared to the weekly averaged
velocities. FTLE fields appeared noisy for hourly velocities at long times, and we did not
observe the characteristic large scale, well defined FTLE ridges that are typically seen in
studies with altimetry derived velocities (Beron-Vera et al., 2008) even with daily averaged
velocities, as the large scale transport barriers got drowned in the intricate submesoscale
structures. Weekly averaged velocity fields produced more coherent material transport bar-
riers in the FTLE field.
Using the LAVD method of Haller et al. (2016), we identified RCLVs over a range of
convexity deficiency parameters for the raw and filtered velocities. We found that large-scale
coherent RCLVs are only readily identifiable in weekly averaged velocities. While we found
RCLVs with daily filtered velocities, they were very small and short lived. With hourly
velocites, we only found RCLVs with unreasonably large convexity deficiency values. We
examined the trajectories in the vicinity of the RCLVs identified from the weekly data to
further understand how high-frequency flows caused material coherence to break down. At
daily resolution, strong filaments appeared around the boundaries of the eddies. At hourly
resolution, these filaments blurred into broader patches.
Perhaps the most important and controversial finding of our study relate to the nature
of coherent mesoscale eddies (Agulhas rings specifically). A major question for mesoscale
oceanography is what fraction of the overall turbulent transport of tracers arises from trapping
and translation of fluid within coherent eddies. Some studies using Eulerian eddy tracking
methods (e.g. Dong et al., 2014) have estimated this fraction to be quite high. Recently,
objective Lagrangian methods, driven by AVISO-derived velocities, have been applied to
this question in different regions of the ocean (Wang et al., 2016; Abernathey and Haller,
2017), largely concluding that Eulerian eddy tracking approaches overestimate the coherent
transport. However, despite the precision and objectivity of the Lagrangian approach, these
estimates are only as reliable as the velocities used to generate the trajectories. Do subme-
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soscale flows, tides, and IGWs substantially alter mesoscale Lagrangian coherent structures?
To date, the most comprehensive studies of this question can be found in a recent pair of
papers focused on a single eddy in the Gulf of Mexico. Olascoaga et al. (2017) identified this
eddy using the objective geodesic method (Haller and Beron-Vera, 2013; Wang et al., 2015)
applied to AVISO-derived velocities. They argued that evidence from other observations,
particularly drogued surface drifters and remotely sensed ocean color, confirmed the coherent,
material nature of the identified eddy boundary and was consistent with the ∼ 200 day
lifetime. However, the same geodesic method applied to velocities from a submesoscale
permitting, data-assimilating simulation at 1 km resolution failed to identify any coherent
structure, despite the fact that relative dispersion statistics from the simulated trajectories
agreed well with drifter statistics. The authors speculated that this failure could be an
artifact of the data assimilation process, related to more general challenges of ocean data
assimilation in the submesoscale regime (Sandery and Sakov, 2017). Studying the same eddy,
however, (Beron-Vera et al., 2018) reached a slightly different conclusion: while the geodesic
eddy method was too strict to find any Lagrangian coherent structure, the LAVD method was
more successful. With a high enough choice of convexity deficiency, mesoscale eddies were
shown to persist, even though their boundaries exhibited increased filamentation relative to
the extremely coherent boundaries inferred from satellite altimetry. Taken together, these
studies give a mixed assessment of the role of the submesoscale: is the difficulty of finding
coherent mesoscale eddies in submesoscale-permitting simulations a problem with the model,
or with the method? More broadly, how general are the conclusions that can be drawn from
the study of single eddy?
Our experiments avoid the confounding effects of data assimilation and examine a much
broader spatial area. The submesoscale (Rocha et al., 2016a,b) and IGW / tidal variability
(Savage et al., 2017) in the LLC simulation agrees reasonably well with in-situ observations
in the wavenumber and frequency domain, showing that the amplitude of these motions is
physically plausible. We find that the Agulhas rings detected from weekly averaged velocities
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are much more coherent than the “true” Agulhas rings, as represented by the daily or
hourly velocities. The high-frequency motions cause material to leak substantially across
the eddy boundaries identified from the weekly averaged flow. While visual examination
of the trajectories shows there appears to be a Lagrangian core to the eddies, material
boundaries are not readily identifiable using the LAVD approach. Most LCS identification
methods have been validated using two-dimensional turbulence as a test case (Hadjighasem
et al., 2017), which is arguably dynamically similar to the weekly averaged flow. Our study
thus suggests that new approaches to identifying materially coherent eddies may be needed
in the regime represented by the LLC simulation.
We attribute this breakdown of observed coherence at high temporal resolutions to the
submesoscale and IGW/tidal signature in high frequency data. The absence of small scale
motions associated with the IGW and submesoscale currents, in low temporal resolution data,
may lead to overestimating Lagrangian coherence in satellite altimetry derived fields. As
such we should exercise caution and account for these biases when make transport estimates
from high-spatial-resolution but temporally sparse satellite altimetry derived geostrophic
velocities. The present results therefore have implications for high resolution altimeters,
for example, the upcoming Surface Water and Ocean Topography (SWOT) mission. As
in current altimeter technology, swath altimetry (SWOT) will likely alias high-frequency
motions. Further, unbalanced flows may upset the estimation of O(10 km) resolution surface
geostrophic velocities. That is, the high-wavenumber sea surface height variability may
represent a different, ageostrophic, physical regime, where geostrophy might not be the best
route to infer velocities. Tidal and supertidal motions, aliased by satellite altimetry, will
need to be properly understood if we are to gain meaningful insight regarding the dynamics
of both high and low-frequency motions at small scales from this upcoming mission. These
are some of the problems that merit further investigation.
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Chapter 3
Using Machine Learning to Estimate
Surface Currents from Satellite
Observable Quantities
3.1 Introduction
The most reliable, spatially continuous estimates of global surface currents in the ocean come
from geostrophic balance applied to the sea surface height (SSH) field observed by altimeters.
For the most part, the dynamics of slow large-scale currents (up to the mesoscale) can be
approximated by geostrophy, by filtering out fast timescale processes like inertia-gravity
waves/ submesoscale currents. However, current meter observations for the past few decades
and some of the newer generation ultra-high-resolution numerical model simulations like the
llc4320 MITgcm have revealed the presence of an energized submesoscale with high frequency
waves/ tides. These high frequency unbalanced motions are likely to alias the estimation
of surface currents from low temporal sampling in current generation of satellite altimeters
as well as the upcoming Surface Water and Ocean Topography (SWOT) mission. That is,
the high-wavenumber SSH variability may represent a different, ageostrophic regime, where
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geostrophy might not be the best route to infer velocities. In this study we explore statistical
models based on machine learning (ML) algorithms, starting with a multiple linear regression
model, before moving on to deep learning methods like neural networks, as an alternate route
to infer surface currents from satellite observable quantities like SSH, wind and temperature.
Our traditional method of calculating the surface currents from sea surface height relies
on the following physical principles. Assuming 2D flow and shallow water pressure, the
momentum equation at the ocean surface can be written as:
∂u
∂t
+ u · ∇u + f × u = −g∇η + F (3.1)
where F is the frictional term due to wind stress. For a sufficiently low Rossby number (accel-
eration terms small), the largest order balances can be derived from geostrophy and Ekman
flow. Therefore for low Rossby numbers, the surface flow can be split into a geostrophic and
an ageostrophic, Ekman component (u = ug + ue), and the leading order force balances can
be written as
f × ug = −g∇η (3.2)
f × ue = F (3.3)
Satellite altimeters measure the anomaly of sea surface height (SSH, η). The geostrophic








Since geostrophic balance does not hold at the equator (f ≈ 0), typically (Ducet et al., 2000),
a more sophisticated treatment is used to compute velocities near the equator (Lagerloef
et al., 1999), which essentially matches the flow regime with the geostrophic regime away from
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the equator. Usually, the data-assimilative processing algorithms used to map along-track
SSH observations to gridded maps (e.g. AVISO Ducet et al., 2000) also involve some form of
temporal smoothing. The process of combining measurements from multiple satellites and
filtering can also lead to spurious physical signals (Arbic et al., 2012) leading to exaggerated
forward-cascades of energy.
In addition to the geostrophic velocities, some products like OSCAR (Ocean Surface
Current Analysis Real Time, Bonjean and Lagerloef, 2002), or GEKCO (Geostrophic and
Ekman Current Observatory, Sudre and Morrow, 2008; Sudre et al., 2013) provide an addi-
tional ageostrophic component due to Ekman flow (which is typically small). The Ekman
velocity is related to friction, which in the upper layer of the ocean is provided by wind stress
















Since the Coriolis parameter f changes sign at the equator, we can show that the functional
relationship between velocity and wind stress is different between the two hemispheres. In












(−τx + τy) (3.11)
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(τx + τy) (3.13)
where Az is the linear drag coefficient representing vertical viscosity as a body force on the
Ekman velocity. Alternatively we can write these equations in terms of the Ekman layer






Both of these quantities (Az,hEk) are largely unknown for the global ocean and are estimated
based on empirical multiple linear regression from Lagrangian surface drifters (Lagerloef
et al., 1999; Sudre et al., 2013). Typical values of Ekman depth hEk in the ocean range from
10 to 40 meters .
So geostrophy + Ekman is the essential underlying physical/dynamical “model” currently
used for calculating surface currents from satellite observations. This procedure, combining
observations with physical principles, represents a top-down approach, while a more bot-
tom up approach would be a data driven regression model that extracts information about
empirical relationships from data. Recently, machine learning (ML) methods have grown in
popularity and have been proposed for a wide range of problems in fluid dynamics : Reynolds-
averaged turbulence models (Ling et al., 2016), detecting eddies from altimetric SSH fields
(Lguensat et al., 2017), reconstructing subsurface flow-fields in the ocean from surface fields
(Chapman and Charantonis, 2017; Bolton and Zanna, 2018), sub-gridscale modeling of PDEs
(Bar-Sinai et al., 2018), predicting the evolution of large spatio-temporally chaotic dynamical
systems (Pathak et al., 2018), parameterizing unresolved processes, like convective systems
in climate models (Gentine et al., 2018), or eddy momentum fluxes in ocean models (Bolton
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and Zanna, 2018).
In this study we aim to tackle a relatively simpler problem: i.e. to train a deep learning
based model to “learn” the empirical relationships between the different observable quan-
tities (sea surface height, wind stress etc.) and surface currents (u, v). The hypothesis
to be tested is the following: Can we use machine learning to provide surface current
estimates that resolve small scale (balanced/unbalanced) turbulent processes better than
geostrophy+Ekman? The motivation for doing this exercise is two-fold:
1. It will help us understand how machine learning can be applied in the context of
traditional physics-based theories. ML is often criticised as a ”black box.” But can
we use ML to augment our physical understanding? This present problem serves as
a good test bed since the physical model, that the ML model has to learn is quite
straightforward.
2. It will be of practical value when SWOT mission launches.
This chapter is organized as follows. In section 3.2, we introduce the dataset that was used
and the framework of the problem. We start with multiple linear regression applied to small
localized regions in section 3.3, before moving on to deep learning in section 3.4 for one such
domain. In section 3.5 we train a deep neural network regression on the whole globe and make
predictions. In section 3.6 we summarize some of the accomplishments and shortcomings of
the present approach, propose some solutions for overcoming them and outline some of the
future goals for this project.
3.2 Dataset and Methods
We train our ML models with data from available primitive equation ocean GCM simulation
outputs of the globe and test the prediction from the ML models against the GCM output
for a period different from the training period. The dataset used for this present study
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is the surface fields from the ocean component of the Community Earth System Model
(CESM), called the Parallel Ocean Program (POP) simulation (Smith et al., 2010) which
has a ≈ 0.1◦ horizontal resolution, with daily averaged outputs. Details about the model
physics and simulations can be found in Danabasoglu et al. (2012); Uchida et al. (2017). The
key quantities of interest for our statistical model are SSH, zonal and meridional wind stress
(τx and τy), SST, and the latitude and longitude values at the grid points. Since geostrophic
balance involves spatial derivatives, we also extract the SSH and lat and lon coordinates of
the eight surrounding grid points. Therefore we provide the ML models with physical insight
in the form of information about the grid and the neighboring points as a stencil around











to transform the spherical polar lat-lon coordinate into a homogeneous three dimensional
coordinate (Gregor et al., 2017). This transformation gives the 3D position of each point in
Euclidean space, rather than the geometrically warped lat / lon space (which has a singularity
at the poles and a discontinuity at the dateline). For the purposes of our ML model, each
point in space and time are treated as statistically independent and the final input to the
ML model is comprised of 39 columns : τx, τy, SST, 9 columns for SSH (η) (each grid point
with eight neighbors), and 9 columns for each of the 3 transformed coordinates (X,Y ,Z).
Before diving into more complex machine learning methodologies we start with the sim-
plest statistical model, i.e. multiple linear regression.
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3.3 Multiple Linear Regression
Now that we know what variables are needed for calculating geostrophic and Ekman flow,
we can treat them as an input to a statistical model. The simplest statistical model is a
multiple linear regression model where the input can be represented by an feature vector
X = [xi1, ..., xip]
n
i=1, n being the number of samples, and p being the number of features
(in our case, p = 39). We can now write the linear regression problem as U = XT · β + δ.
where β ∈ [β1, ..., βp] are the coefficients or weight vector. The aim therefore is to find the
coefficients β that minimize the loss (error) represented by δ for a training set of X and U
(Xtrain,Utrain) and use these coefficients for a test set of X (Xtest) to make predictions for
U (Upred).
We used the Python statistical learning package, scikit-learn (Pedregosa et al., 2011;
Buitinck et al., 2013), for implementing the linear regression methods. We used two different
methods for linear regression, shown below -
• The matrix method or Normal equation method (where we solve for the coefficients
β that minimize the squared error ‖δ‖2 = ‖U−XT · β‖2 and involves computing the
pseudo-inverse of XT ·X).
• A stochastic gradient descent (SGD) method (which represents a more general proce-
dure that can be used for different regression algorithms and is more scalable for larger
datasets).
We should note that the normal-equation method is less computationally tractable for
large datasets (large number of samples) since it requires loading the full dataset into memory
for calculating the pseudoinverse of XT·X, whereas the SGD method works well even for large
datasets, but requires tuning of the learning rate. In any case, the normal equation results
represent the best case scenario for gradient descent, and are therefore shown for comparison.
The normal-equation method is hereafter referred to as “lin-reg” and the stochastic gradient
descent method is referred to as “SGD”. For SGD, the input features need to be normalized.
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We used the standard-scaler operation which scales the quantities (xj) by subtracting the





for j ∈ [1, p], where p is the number of features. We calculated the weights for the lin-reg
method for the scaled as well as unscaled quantities. We start with a small box far from
the equator, namely the Agulhas region (i.e., f does not change sign). The goal for the







(upred − utrue)2 + (vpred − vtrue)2
)
(3.17)
where N is the number of samples. The data used to build and evaluate the model is usually
split up into multiple datasets. The part of the dataset that the model is trained on or the
set of examples that is used to fit the parameters of the model, is called the training dataset.
The part of the dataset (usually a set of examples which the model has not seen during
training) that is used to evaluate model predictions is called the test data. Additionally
we could have some fraction of the training data withheld from the model during training,
called the validation dataset. The validation dataset provides an unbiased evaluation of a
model fit on the training dataset while tuning the model’s parameters. So during training,
we can calculate the loss for both the training examples as well as the validation examples,
but the model’s weights are updated based on the Training loss only. The validation loss
informs us if the model is overfitting to the training dataset. All three models were trained
with 500 days of training data. For SGD, varying the batch-size, i.e., the number of samples
the model sees at each iteration, does not have a significant effect on model performance,
and the figures shown here represent the predictions from a model which sees the full 500
day dataset, at each iteration.
This shows that for a small domain, far from the equator, linear regression is good enough,
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Figure 3.1: Snapshot at a random timestep showing the predictions of U and V from the
different linear rigression models of the Agulhas compared with the true U and V.
Figure 3.2: Snapshot at a random timestep showing the mean absolute errors in predictions
of U and V from the different linear rigression algorithms (Agulhas).
to predict the surface currents, with a mean absolute error of < 10 cm/s. However, when
we apply the same methods to a slightly bigger box, (including the equator where f changes
sign) in the Kuroshio region, we see that the predictions from the regression fit is significantly
poorer, especially at low latitudes. Even with SGD being trained on the full dataset at each
iteration, the loss (mean squared error) asymptotes to ≈ 410 cm2/s2 (mean absolute error
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Figure 3.3: Snapshot at a random timestep showing the predictions of U and V from the
different linear rigression algorithms compared with the true U, V values (Kuroshio).
≈ 14 cm/s) for the training dataset, while for a test/validation data (data that the model
hasn’t seen), the mean squared error saturates around ≈ 900 cm2/s2 (mean absolute error
≈ 22 cm/s), suggesting that SGD is largely overfitting.
Since geostrophy relies on non-linear combination of the Coriolis parameter (f) with
the spatial gradients, linear regression is ineffective at predicting velocities beyond localized
regions with small variation of f or little mesoscale activity. This shows that a single linear
model fails in a region that includes significant variation in the Coriolis parameter f . Even
in regions far enough from the equator such that the variation in f is not significant, the
performance of such a linear model does not improve with more training examples and/or
starts overfitting. We suspect that the failure of the linear model is largely due to the fact that
this linear model is trying to fit the velocities as a linear combination of the different features,
whereas realistic surface current predictions should be based on non linear combinations of
features. These non-linear combinations between the different features can be incorporated
by using deep learning or artificial neural networks. In the following section, we describe
the working principles of neural networks and demonstrate the feasibility of using neural
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Figure 3.4: Snapshot at a random timestep showing the mean absolute errors in predictions
of U and V from the different linear rigression algorithms for the Kuroshio region.
networks to extract the nonlinear relationships from data.
3.4 Deep Learning: Artificial Neural Networks
Artificial neural networks (or neural networks for short) are machine learning algorithms that
are loosely modeled after the neuronal structure of a biological brain but on a much smaller
scale. A neural network is composed of layers of connected units or nodes called artificial
neurons (LeCun et al., 2015; Nielsen, 2015; Goodfellow et al., 2016). A node combines input
from the data with a set of coefficients, or weights, thereby assigning significance to inputs
for the task the algorithm is trying to learn. These input-weight products are summed and
the sum is passed through a node’s activation function along with a bias term, to determine
whether and to what extent that signal progresses further through the network to affect the
ultimate outcome (just like how a neuron in the brain fires when it encounters sufficient
stimuli). For our case the task is minimizing the loss, J for the regression problem. Neural
nets are typically organized into layers of nodes, and they’re “feed-forward,” meaning that
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data moves through them in only one direction. An individual node might be connected
to several nodes in the layer beneath it, from which it receives data, and several nodes in
the layer above it, to which it sends data. A layer is called densely connected when each
node in that layer is connected to every node in the layers immediately above and below it.
Deep learning, or deep neural networks is the name used for “stacked neural networks” - i.e.,
networks composed of several layers.
In the past few years, there have been several studies applying machine learning tools, and
more specifically deep learning methods to model physical/dynamical processes. For exam-
ple, deep neural networks (DNN) have been used to develop Reynolds-averaged turbulence
models (Ling et al., 2016) to show that a neural network can be trained to preserve Galilean
invariances. Lguensat et al. (2017) developed a convolutional neural network (CNN) based
architecture for automated eddy detection and classification from Sea Surface Height (SSH)
maps. Chapman and Charantonis (2017) constructed a form of neural network known as a
self-organising map to reconstruct sub-surface velocities in the Southern ocean using satellite
altimetry data and Argo floats. Pathak et al. (2018) used yet another recently developed ma-
chine learning algorithm, known as reservoir computing, to make predictions for the evolution
of a very large spatiotemporally chaotic dynamical systems. Another recent study (Bar-Sinai
et al., 2018) demonstrated the capabilities of a CNN based method for coarse-graining partial
differential equations. This study has strong potential implications for future data-driven
subgrid scale paramterizations in atmospheric and oceanographic models. In a recent pub-
lication, Gentine et al. (2018) used deep neural networks (DNN), trained with a outputs
from a superparameterized climate model, to successfully predict most of the key features of
embedded convection necessary for climate simulation, thereby suggesting a strong future for
data-driven convection parameterizations in climate models. On the oceanographic modeling
side, Bolton and Zanna (2018) used CNNs trained on spatio-temporally degraded data from
a high-resolution quasi-geostrophic ocean model to successfully replicate the spatio-temporal
variability of the eddy momentum forcing. Furthermore, the CNN based method was shown
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to be generalizable to a range of dynamical behaviours, and could be forced to respect global
momentum conservation. One of the common criticisms of deep-learning methods has been
that, they are a “black-box”, i.e., lacking any simple intuitive physical interpretations. Some
of these recent works (Ling et al., 2016; Bolton and Zanna, 2018; Gentine et al., 2018) work
help to show that data-driven approaches, even with limited data, can be used in conjunc-
tion with physical models, to help speed up some of the time intensive/ memory intensive
processes in the physical models, while still respecting physical principles.
Our neural network code was written using the Python library Keras (https://keras.io)
(Chollet et al., 2015), a high-level wrapper around TensorFlow (http://www.tensorflow.org).
The feedforward Neural Nets consist of interconnected layers, each of which have a certain
number of nodes. The first layer is the input layer, which in our case is a stacked vector
containing the input variables including their vertical variation for a specific column. The
last layer is the output layer, which is a stacked vector of the two outputs (U,V). All layers
in between are called hidden layers. The activation function, i.e. the function acting on each
node – is a weighted sum of the activations in all nodes of the previous layer plus a bias
term, passed through a non-linear activation function. For our study, we used the Rectified
Linear Unit (ReLU) as an activation function. The output layer is purely linear without an
activation function. Training a NN means optimizing the weight matrices and bias vectors to
minimize a loss function – in our case the mean squared error - between the NN predictions
and the true values of U, V.
We start by replacing the linear regression model with a 2 hidden layer neural network in
the Kuroshio region (described in the previous section). The structure of the neural network
used for this is shown in Fig. 3.5. The Neural network is fed the same 500 days of data
as the linear regression model. During training, the NN is fed a shuffled mini-batch of the
training data with 2000 samples in each batch and the loss (m.s.e) is computed for the batch.
Of these 2000 samples 20 % of the data (shuffled) is withheld from the NN, and the NN is
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Figure 3.5: (a) Structure of the Neural network used for the Kuroshio region (b) progress of
the errors during training
seen all data points (except for 20% kept aside for validation) for a particular time snapshot
(or after 100 steps) and the NN is trained for 500 epochs (500 days of data). To reduce
the loss, the gradient of the loss function with respect to all weights and biases is computed
using a backpropagation algorithm, followed by stepping down the gradient – using stochastic
gradient descent (SGD). In particular we use a version of SGD called Adam (Kingma and
Ba, 2014). Although most neural network strategies involve normalizing the input variables,
we did not use any normalization. The predictions of U, V from the Neural Network are
shown in Fig. 3.6. The NN manages to get the signature of the equatorial currents better
than the linear regression models described in the previous section and gets the absolute
error down to ≈ 7. In addition, it should be mentioned that the results here represent a
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Figure 3.6: Snapshot showing the Neural Network predictions of U, V at some time (not in
the training period), the true values and the mean absolute error for the NN predictions.
NN trained on only one pass through the 500 days of data. With repeated passes the error
decreases even further (not shown). In comparison to our linear model, even a relatively
shallow two-hidden-layer neural network seems to perform quite well at predicting U and V.
This is to be expected since the largest order balance, i.e., geostrophy relies on non-linear
combination of the Coriolis parameter (f) with the spatial gradients, and therefore these
non-linear combinations are not represented by linear regression and are better captured by
a neural network with dense interconnected layers with non-linear activation functions.
3.5 Neural Network for the Globe
Finally we train a neural network on the whole globe. We used the CESM POP model
output surface fields as input for the neural network. A schematic of the NN architecture is
shown in Fig. 3.7(a).
The memory intensive process was the pre-processing and streaming of netcdf data (POP
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Figure 3.7: (a) Structure of the Neural network used for the globe (b) progress of the errors
during training
//github.com/rabernat/xbatcher. We tested neural networks of different sizes (depth,
height) and with different batch sizes. But a more rigorous sensitivity study needs to be
carried out in the future. In this study, we only discuss the predictions from one of the neural
networks we trained. The hyperparameters of the NN – depth, height that were chosen are
shown in Fig. 3.7. The POP model output is on a approximately 0.1◦ horizontal grid, with
the whole globe made up of 3600 X 2400 grid boxes. For the purposes of training the neural
network, each day of the POP model output for the globe is split up into six 1200X1200
boxes, which are then appropriately masked by the land masses corresponding to that box.
At each step of training, the NN is fed one such box (masked), of which 20 % (randomly
chosen data points) is withheld for the purpose of validation. The loss is calculated for both
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Batch Size = 3600X2400

Epoch = 2 days
Batch Size = 1200X1200

Epoch = 1 day
Batch Size = 600X600

Epoch = 1 day
Figure 3.8: Evolution of the mean absolute error (MAE) for NNs (same architecture as
Fig. 3.7(a)) trained with different batch sizes. Note that, an epoch is defined differently for
the different cases. The NNs for the left and middle panels are trained for 1000 days and
the one on the right is trained for 750 days.
the training and validation data, but the weights are only updated based on the loss from
the training data. While, technically an Epoch is defined as one pass through the entire
dataset (Goodfellow et al., 2016), since no repeat passes through the data is carried out in
our NN training, our definition differs slightly. We defined an Epoch as when all six boxes
corresponding to one day, has been seen by the NN. After this, the NN moves on to the
next day. The neural network we used was trained for 750 epochs (750 days of POP model
output). Training took on the order of 16 hours on a CPU. Fig. 3.7(b) shows some of the
model metrics - the loss (mean squared error), mean absolute error and model accuracy
(represented as a fraction, 1 being when the model is 100 % accurate at reproducing the
output), during training. The loss and MAE goes down with more data as the weights are
updated at every step, and the model accuracy goes up. Training is stopped around 750
days since it appears that the model accuracy saturates around 90% at that point. Varying
the batch size does not have a significant effect on the metrics (MSE, MAE, Accuracy) at
the end of 750 epochs, although smaller batch sizes generally makes the NN train faster
(Fig. 3.8).
This trained NN is then used to make predictions of U and V for a one year (365 days) of
data (different from that used for training). Fig. 3.9 shows snapshots of the U and V fields
predicted by the NN at a particular day (June, 1951), compared against the true values
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Figure 3.9: Snapshots of U and V - true values (top), from our Neural Network predictions
(second row), geostrophic velocities (third from top) and sum of geostrophic and Ekman
flow components (bottom). The mean absolute error, root mean square error and the bias
is shown for the U and V predicted by NN, geostrophy, and geostrophy + Ekman.
(from POP model output), the geostrophic velocities, and the sum of the geostrophic and
Ekman velocities (geo+ ekman) calculated from the POP model SSH and wind stress fields.
The mean absolute error (MAE), square root of the mean squared error (RMSE) and the
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bias over the whole domain for U and V is shown for the NN, geostrophy only, (geo) and
geostrophy+Ekman (geo+ ekman). The bias is defined as
Bias(Upred) = (〈Utrue〉 − 〈Upred〉) (3.18)
where 〈·〉 denotes domain mean (in our case, over the whole globe). For calculating the
Ekman velocity, we used constant values for vertical diffusivity (Az = 100cm
2/s) and density
of water at the surface, (ρ = 1027kg/m3). It should be noted that both these quantities vary
both spatially and temporally in the real ocean. In the CESM high res POP simulations,
the vertical viscosity used is the sum of individual viscosities corresponding to a number
of different physical processes (background mixing, convective mixing and shear mixing)
and was capped around 100 cm2/s (Smith et al., 2010). The vertical viscosity in POP is
calculated from the vertical diffusivity assuming Prandtl number, Pr = 10, as is typically
done in other parameterizations (e.g. KPP) (Smith et al., 2010). We note that for this
particular day the NN predictions have relatively similar global mean bias, MAE and RMSE
compared to geo+ekman. However NN generally predicts weaker velocities near the Equator
(5◦N − 5◦S, not shown) where the true values of the surface currents are quite large (due
to strong Equatorial currents). This can lead to large errors for the global mean, which get
magnified when the differences are squared. We know that geostrophic and Ekman balance
also doesn’t hold near the Equator. So for a fairer comparison with geo and geo + ekman,
we masked out the region (5◦N − 5◦S) for both the statistical model (i.e. NN predictions)
as well as for the physical model (geo+ ekman).
We also calculated the error in angle (θ) as the angular difference between the predicted







To examine the efficacy of the neural network predictions in more detail we zoom in on
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Figure 3.10: Snapshot showing the absolute errors of U in the Southern Ocean
the Southern Ocean region since the Southern Ocean is widely regarded as a dynamically
unique and active ocean basin and therefore known to play a major role in transporting
heat, momentum and tracers over the global ocean (see Chap.1). In Figs. 3.10 and 3.11,
the absolute errors of U and V for the same timestep (same day) are shown in the Southern
Ocean region for the three models (NN, geo and geo+ ekman). For this particular day, the
NN predictions have lower domain-mean MAE, RMSE and θ compared to geo+ekman. The
domain mean bias is lower for the zonal velocities but higher for the meridional velocities.
Even though the domain averaged errors are lower for the NN predictions, there are localized
hotspots, for example, in regions of high mesoscale activity, like the Agulhas retroflection.
These regions are also erroneous for the physical model. This leads us to speculate that
103
Figure 3.11: Snapshot showing the absolute errors of U in the Southern ocean.
higher order balances are possibly necessary to close the momentum budget in those regions.
The reason the neural network fails in these regions is because even though it has partially
learned the physics of low Rossby number flows (where geostrophic and Ekman balance
holds), in its current form it hasn’t yet managed to learn higher order balances (like gradient
wind, or cyclostrophic balance, where the acceleration terms are no longer negligible). This
becomes evident when we examine the structure of the Rossby number (expressed as the
ratio of the relative vorticity ζ = vx − uy, to the planetary vorticity f) and compare it with
the spatial structure of the squared errors ((upred−utrue)2+(vpred−vtrue)2) in Fig. 3.12. This
shows that the errors are particularly large in regions where Ro is large, which indicates that
the neural network fails to predict the unbalanced part of the velocities. Additionally we
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Figure 3.12: Snapshot showing the Rossby Number along with the squared errors in the
Southern Ocean
also compute the joint histograms of the squared errors from the different model predictions
(statistical–NN and physical–geo+ ek and geo) and the Rossby number, shown in Fig. 3.13.
We also calculated the domain averaged total kinetic energy (TKE) and eddy kinetic
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Figure 3.13: Scatterplot showing the squared errors for the different models (NN, geo+ ek,









〈(u− u)2 + (v − v)2〉 (3.21)
where (·), represents time average and 〈·〉 represents domain average over the Southern Ocean
region (20◦ - 70◦ S). The time series of TKE and EKE are shown in Fig. 3.14.



























































〈(utrue − upred)2 + (vtrue − vpred)2〉 (3.22)
MAE = 〈‖utrue − upred‖+ ‖vtrue − vpred‖〉 (3.23)
The timeseries of each of these domain-mean errors (MAE, RMSE, θ, error in EKE, and bias
(u and v)) is shown in Fig. 3.15 for the one year that was used to make NN predictions. The
different colors (red, green, blue) represent the predictions from NN, geostrophy, and geo+
ekman respectively. Firstly, we note that in a time-mean sense the NN does just as well (if not
better) as geo+ekman. For the NN predictions, while the zonal velocities have an almost zero
bias with no seasonal variation, the meridional velocities have a strong positive bias for the
months May-November. All three quantities - RMSE, MAE and EKE error are large for these
months even though the angle error θ remains almost constant throughout the year (lower
than geo + ekman). This can be explained by the fact that the NN doesn’t quite capture




















































































































Figure 3.15: Timeseries of Errors for the Southern ocean.
phase is wrong. The seasonality of surface EKE is largely associated with the submesoscale
range (roughly 10 − 100 km) of the turbulent kinetic energy, as has been demonstrated by
a large number of recent observational and modeling studies (Boccaletti et al., 2007; Mensa
et al., 2013; Qiu et al., 2014; Brannigan et al., 2015; Callies et al., 2015, 2016; Buckingham
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et al., 2016; Rocha et al., 2016c; Uchida et al., 2017). While there exist several proposed
mechanisms to explain this seasonality, there is no strong consensus regarding the relative
importance of these mechanisms. Regardless, it is well agreed upon that the seasonality
is due to sub-mesoscale turbulent motions. While this model (CESM POP) is not strictly
speaking submesoscale resolving, it has been shown (Uchida et al., 2017) to produce some
of the inverse energy cascade associated with submesoscale flows generated by mixed-layer
baroclinic instabilities (which is one of the proposed drivers of this seasonality). We note,
that even though domain-mean errors are small for the NN predictions, for this particular
NN trained in this particular way, with this particular dataset, there are large localized
errors in certain specific hotspots (e.g. Agulhas). These regions are typically associated
with heightened submesoscale activity. This demonstrates that the NN doesn’t fully capture
the small scale variability associated with these motions and can therefore explain why the
it doesn’t get the correct EKE seasonality. There can be three possible explanations for this.
Firstly, it is likely that this error is due to the Neural networks inability to capture higher
order balances (e.g. gradient wind) as is demonstrated by Figs. 3.12-3.13. Secondly, this
NN has only been trained for ≈ 2 years of data, which does not represent enough variability
for such a statistical model to learn seasonality. The third reason is - the NN is trained
on model output which is inherently not submesoscale resolving (the MLI is significantly
damped by dissipation in the mixed layer). Therefore, the NN doesn’t necessarily learn the
dynamics represented by small scale turbulent processes. The most likely solution for all
these problems (as is typical with most data-driven modelling approaches), is simply more
data. Practically, this can be achieved by two means - training on more spatio-temporally
diverse data, or by training on higher spatio-temporal resolution data. We discuss some
potential strategies to achieve that in the following section.
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Lin Reg False Agulhas — 500 ≈ 9 ≈ 2
SGD True Agulhas — 500 ≈ 150 ≈ 8
Lin Reg False Kuroshio — 500 ≈ 400 ≈ 12
SGD True Kuroshio — 500 ≈ 900 ≈ 20
NN False Kuroshio 2 (40X20) 500 ≈ 140 ≈ 7
NN False Globe 3 (40X20X10) 750 ≈ 70 ≈ 6
geo+ ekman — Globe — — ≈ 50 ≈ 6
3.6 Summary and Future Directions
The goal of this study was to use machine learning to make predictions of ocean surface cur-
rents from satellite observable quantities like SSH wind stress, SST etc. Our central question
was: Can we train deep learning based models to learn physical models like geostrophy, Ek-
man flow from data?
We used the output from the CESM POP model surface fields as the data for this study.
We summarize our different statistical models that we used and their scores in Table. 3.1.
As a first order example, we tested a linear regression model for a couple of small domains
using both traditional linear regression techniques (normal equation method/method of least
squares) as well as stochastic gradient descent. Linear regression works reasonably well for
small enough regions, far enough from the equator. But even for a local domain that includes
the equator, the linear regression method proves inadequate at predicting surface currents.
This showed that a single linear model can not be trained for a region that includes significant
variations in f . In addition, providing more data does not necessarily improve the predictive
ability of a linear model. Whereas for the same domain, using a neural network we can get the
loss (MSE) down much lower and much faster, since neural networks can learn functional
relationships between regressors (input features) with only a small amount of data. The
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model’s ability to make predictions is also shown to improve with more data. Furthermore,
compared to a linear regression model, a NN even with a relatively small network of densely
connected nodes, with a suitable non-linear activation function (like ReLU), allows us to
have a large number of weights that can be optimized to reduce the loss. The activation
function is what allows the different non-linear combinations between the different regressors
(input features).
Motivated by the success of NNs at predicting surface currents in these localized regions,
we then trained a neural network on the whole globe with ≈ 2 years of data and used it
to make predictions of surface currents for a different year. We used the velocities calcu-
lated using geostrophic balance (with an added Ekman flow component) as the yardstick
for evaluating the NN predictions. For calculating the Ekman flow component, we used a
constant (in space and time) value of vertical eddy diffusivity Az. At present, Az is largely
unknown for most of the global ocean. Present methods of estimating Ekman currents rely
on inferring the global distribution of Az based on an empirical multiple linear regression
from Lagrangian surface drifter data. An added advantage of using a NN based approach
is, that we do not need to provide the global distribution of Az. By examining the errors
between the NN predictions and true surface currents, and comparing them with predictions
from physically motivated models (like geostrophy and Ekman dynamics), we showed that
overall, the NN captures most of the large scale flow features just as well as the physical
models.
However, some key aspects of the flow, associated with mesoscale and sub-mesoscale
turbulence are not reproduced. We hypothesize that this is due to the fact that the neural
network does not capture the higher order balances (gradient wind) that are at play since
these hotspots of high errors are collocated with regions of High Ro where balance breaks
down (see Figs. 3.12-3.13). This is complicated by the fact that the NN is trained with
only 2 years of data from a model with spatiotemporal resolution, not fine enough to resolve
submesoscale turbulent processes. Although the NN predictions show some seasonality, the
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phase is incorrect, since seasonality cannot be inferred from only 2 consecutive years of data
by a statistical model. Also, at each step of training (weight update followed by gradient
descent), the NN is trained on a batch of data from one particular day. As a result the NN
has no idea about temporal variability within each batch.
We propose some strategies to overcome these challenges in the future. The first obvious
thing to check is, whether the NN’s performance gets better if trained for a longer period.
Secondly, we need to train the model with a more spatio-temporally diverse data at each
training step. This can be achieved by shuffling the data in space and time before feeding it
to the NN. For this we need to restructure our present method of streaming batches of data
from the netcdf files (POP model output) into the NN. One of the challenges associated with
these studies is figuring out efficient strategies to stream large volumes of data into a NN
model. The goal of this present study was to investigate whether deep learning methods can
be applied to calculate surface currents from SSH, winds etc. as a regression problem. So
before diving headfirst into the highest resolution global ocean model (currently available),
we wanted to test the feasibility of using a regression model based on deep learning as a
framework for estimating surface currents with a lower resolution model data (smaller/more
managable dataset), while still being eddy resolving. Hence we chose the CESM POP model
data for this present study. In the future, we propose to train a Neural Network with data
from a higher spatio-temporal resolution global ocean model like the MITgcm llc4320 model
that was discussed in the previous chapter. As a further step, we could coarse grain llc model
to SWOT like resolutions, or use the SWOT simulator, train neural net on that, and make
predictions for global surface currents.
With our present approach we are providing information about the spatial gradients
by providing a stencil of immediate neighboring grid points as additional features, thereby
expanding our feature vector space. Convolutional Neural Networks (CNNs) do something
similar, by taking convolutions of the dataset with different kernels. In some sense, with
our approach we are providing a kind of a convolutional layer. As for the weak surface
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currents predicted by our NN at the equator, we need to keep in mind that geostrophic
balance (defined by the first order dervatives of SSH) only holds away from the equator and
satellite altimetry datasets (e.g. AVISO, Ducet et al., 2000) typically employ a higher order
balance (Lagerloef et al., 1999) at the equator, to match the flow regime with the geostrophic
regime away from the equator. One way to train the NN to learn these higher order balances
would be by providing a larger stencil around each point. Another way would be to use
convolutional neural nets with multiple convolutional layers with different sized kernels. In
our present approach we provided the Neural Network with a stencil of only SSH, with the
aim of teaching it geostrophy. In future studies we should also provide stencils of SST, and
wind stresses, so that we can train the NN to learn about wind stress curl and thermal wind
balances.
The present work demonstrates that to a large extent, a simple 3-hidden-layer DNN can
be trained to extract functional relationships between SSH, wind stress etc. and surface
currents with quite limited data. It remains to be seen, if with some clever choices of NN
architecture and training strategies, we can improve upon this. In this study, we propose
various methodologies that can be implemented to improve upon our current results and
would like to investigate this in more detail in future studies. In addition, we believe that
data driven approaches, like the one shown in this present study, have strong potential




Abernathey, R., Cessi, P., 2014. Topographic Enhancement of Eddy Efficiency in Baroclinic
Equilibration. Journal of Physical Oceanography 44, 2107 – 2126.
Abernathey, R., Ferreira, D., 2015a. Southern ocean isopycnal mixing and ventilation changes
driven by winds. Geophysical Research Letters 42 (23), 10,357–10,365, 2015GL066238.
URL http://dx.doi.org/10.1002/2015GL066238
Abernathey, R., Ferreira, D., 2015b. Southern ocean isopycnal mixing and ventilation
changes driven by winds. Geophysical Research Letters 42 (23), 10,357–10,365.
URL https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2015GL066238
Abernathey, R., Ferreira, D., Klocker, A., 2013. Diagnostics of isopycnal mixing in a circum-
polar channel. Ocean Modelling 72, 1 – 16.
URL http://www.sciencedirect.com/science/article/pii/S1463500313001200
Abernathey, R., Haller, G., May 2017. Transport by Lagrangian Vortices in the Eastern
Pacific. ArXiv e-prints.
Abernathey, R., Marshall, J., Ferreira, D., 2011. The dependence of Southern Ocean merid-
ional overturning on wind stress. Journal of Physical Oceanography 41 (12), 2261–2278.
Abernathey, R. P., Marshall, J., 2013. Global surface eddy diffusivities derived from satellite
altimetry. Journal of Geophysical Research: Oceans 118 (2), 901–916.
Abraham, E. R., Bowen, M. M., 2002. Chaotic stirring by a mesoscale surface-ocean flow.
Chaos: An Interdisciplinary Journal of Nonlinear Science 12 (2), 373–381.
Alford, M. H., MacKinnon, J. A., Simmons, H. L., Nash, J. D., 2016. Near-inertial internal
gravity waves in the ocean. Annual review of marine science 8, 95–123.
Aluie, H., Hecht, M., Vallis, G. K., 2018. Mapping the energy cascade in the north atlantic
ocean: The coarse-graining approach. Journal of Physical Oceanography 48 (2), 225–244.
URL https://doi.org/10.1175/JPO-D-17-0100.1
Arbic, B. K., Richman, J. G., Shriver, J. F., Timko, P. G., Metzger, E. J., Wallcraft, A. J.,
2012. Global modeling of internal tides: Within an eddying ocean general circulation
model. Oceanography 25 (2), 20–29.
URL http://www.jstor.org/stable/24861340
114
Babiano, A., Basdevant, C., Le Roy, P., Sadourny, R., 1990. Relative dispersion in two-
dimensional turbulence. Journal of Fluid Mechanics 214, 535–557.
Balwada, D., LaCasce, J. H., Speer, K. G., 2016. Scale-dependent distribution of kinetic
energy from surface drifters in the gulf of mexico. Geophysical Research Letters 43 (20),
10,856–10,863, 2016GL069405.
URL http://dx.doi.org/10.1002/2016GL069405
Balwada, D., Smith, K. S., Abernathey, R., 2018. Role of (sub)mesoscale generated vertical
velocities in tracer subduction. Geophysical Research Letters.
Bar-Sinai, Y., Hoyer, S., Hickey, J., Brenner, M. P., Aug. 2018. Data-driven discretization:
a method for systematic coarse graining of partial differential equations. ArXiv e-prints.
Barkan, R., Winters, K. B., McWilliams, J. C., 2017. Stimulated imbalance and the enhance-
ment of eddy kinetic energy dissipation by internal waves. Journal of Physical Oceanog-
raphy 47 (1), 181–198.
URL https://doi.org/10.1175/JPO-D-16-0117.1
Barnes, E. A., Polvani, L., 2013. Response of the midlatitude jets, and of their variability, to
increased greenhouse gases in the cmip5 models. Journal of Climate 26 (18), 7117–7135.
Bennett, A. F., 1984. Relative dispersion: Local and nonlocal dynamics. Journal of the
Atmospheric Sciences 41 (11), 1881–1886.
URL https://doi.org/10.1175/1520-0469(1984)041<1881:RDLAND>2.0.CO;2
Beron-Vera, F., Hadjighasem, A., Xia, O., Olascoaga, M., Haller, G., 2018. Coherent la-
grangian swirls among submesoscale motions. Proceedings of the National Academy of
Sciences.
Beron-Vera, F., Olascoaga, M., Goni, G., 2008. Oceanic mesoscale eddies as revealed by
lagrangian coherent structures. Geophysical Research Letters 35 (12).
Beron-Vera, F. J., 2010. Mixing by low- and high-resolution surface geostrophic currents.
Journal of Geophysical Research: Oceans 115 (C10).
URL https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2009JC006006
Beron-Vera, F. J., Wang, Y., Olascoaga, M. J., Goni, G. J., Haller, G., 2013. Objective
detection of oceanic eddies and the agulhas leakage. Journal of Physical Oceanography
43 (7), 1426–1438.
Boccaletti, G., Ferrari, R., Fox-Kemper, B., 2007. Mixed layer instabilities and restratifica-
tion. Journal of Physical Oceanography 37 (9), 2228–2250.
URL https://doi.org/10.1175/JPO3101.1




Boning, C. W., Dispert, A., Visbeck, M., Rintoul, S. R., Schwarzkopf, F. U., 12 2008. The
response of the antarctic circumpolar current to recent climate change. Nature Geosci
1 (12), 864–869.
URL http://dx.doi.org/10.1038/ngeo362
Bonjean, F., Lagerloef, G. S. E., 2002. Diagnostic model and analysis of the surface currents
in the tropical pacific ocean. Journal of Physical Oceanography 32 (10), 2938–2954.
URL https://doi.org/10.1175/1520-0485(2002)032<2938:DMAAOT>2.0.CO;2
Brannigan, L., Marshall, D. P., Naveira-Garabato, A., Nurser, A. G., 2015. The seasonal
cycle of submesoscale flows. Ocean Modelling 92, 69 – 84.
URL http://www.sciencedirect.com/science/article/pii/S1463500315000803
Buckingham, C. E., Naveira Garabato, A. C., Thompson, A. F., Brannigan, L., Lazar, A.,
Marshall, D. P., George Nurser, A. J., Damerell, G., Heywood, K. J., Belcher, S. E.,
2016. Seasonality of submesoscale flows in the ocean surface boundary layer. Geophysical
Research Letters 43 (5), 2118–2126.
URL https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2016GL068009
Bu¨hler, O., Callies, J., Ferrari, R., 2014. Wave–vortex decomposition of one-dimensional
ship-track data. Journal of Fluid Mechanics 756, 1007–1026.
Buitinck, L., Louppe, G., Blondel, M., Pedregosa, F., Mueller, A., Grisel, O., Niculae, V.,
Prettenhofer, P., Gramfort, A., Grobler, J., Layton, R., VanderPlas, J., Joly, A., Holt,
B., Varoquaux, G., 2013. API design for machine learning software: experiences from
the scikit-learn project. In: ECML PKDD Workshop: Languages for Data Mining and
Machine Learning. pp. 108–122.
Callies, J., Ferrari, R., Bu¨hler, O., 2014. Transition from geostrophic turbulence to in-
ertia–gravity waves in the atmospheric energy spectrum. Proceedings of the National
Academy of Sciences 111 (48), 17033–17038.
URL http://www.pnas.org/content/111/48/17033
Callies, J., Ferrari, R., Klymak, J. M., Gula, J., 04 2015. Seasonality in submesoscale tur-
bulence. Nature Communications 6, 6862 EP –.
URL https://doi.org/10.1038/ncomms7862
Callies, J., Flierl, G., Ferrari, R., Fox-Kemper, B., 2016. The role of mixed-layer instabilities
in submesoscale turbulence. Journal of Fluid Mechanics 788, 5–41.
Capet, X., McWilliams, J. C., Molemaker, M. J., Shchepetkin, A. F., 2008. Mesoscale to
submesoscale transition in the california current system. part i: Flow structure, eddy flux,
and observational tests. Journal of Physical Oceanography 38 (1), 29–43.
URL https://doi.org/10.1175/2007JPO3671.1
Cessi, P., Young, W. R., Polton, J. A., Oct 2006. Control of large-scale heat transport by
small-scale mixing. Journal of Physical Oceanography 36 (10), 1877–1894, n/a.
URL <GotoISI>://WOS:000241559000001
116
Chapman, C., Charantonis, A. A., May 2017. Reconstruction of subsurface velocities from
satellite observations using iterative self-organizing maps. IEEE Geoscience and Remote
Sensing Letters 14 (5), 617–620.
Chelton, D. B., deSzoeke, R. A., Schlax, M. G., El Naggar, K., Siwertz, N., 2016/01/05
1998. Geographical variability of the first baroclinic rossby radius of deformation. Journal
of Physical Oceanography 28 (3), 433–460.
URL http://dx.doi.org/10.1175/1520-0485(1998)028<0433:GVOTFB>2.0.CO;2
Chelton, D. B., Schlax, M. G., Samelson, R. M., de Szoeke, R. A., 2007. Global observations
of large oceanic eddies. Geophysical Research Letters 34 (15).
URL https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2007GL030812
Chidichimo, M. P., Donohue, K. A., Watts, D. R., Tracey, K. L., 2016/01/05 2014. Baroclinic
transport time series of the antarctic circumpolar current measured in drake passage.
Journal of Physical Oceanography 44 (7), 1829–1853.
URL http://dx.doi.org/10.1175/JPO-D-13-071.1
Choi, J., Bracco, A., Barkan, R., Shchepetkin, A. F., McWilliams, J. C., Molemaker, J. M.,
2017. Submesoscale dynamics in the northern gulf of mexico. part iii: Lagrangian impli-
cations. Journal of Physical Oceanography 47 (9), 2361–2376.
URL https://doi.org/10.1175/JPO-D-17-0036.1
Chollet, F., et al., 2015. Keras. https://keras.io.
Cunningham, S. A., Alderson, S. G., King, B. A., Brandon, M. A., 2003. Transport and
variability of the antarctic circumpolar current in drake passage. Journal of Geophysical
Research: Oceans 108 (C5), n/a–n/a, 8084.
URL http://dx.doi.org/10.1029/2001JC001147
Danabasoglu, G., Bates, S. C., Briegleb, B. P., Jayne, S. R., Jochum, M., Large, W. G.,
Peacock, S., Yeager, S. G., 2012. The ccsm4 ocean component. Journal of Climate 25 (5),
1361–1389.
URL https://doi.org/10.1175/JCLI-D-11-00091.1
Danabasoglu, G., Marshall, J., 2007. Effects of vertical variations of thickness diffusivity in
an ocean general circulation model. Ocean Modelling 18 (2), 122–141.
D’Asaro, E., Lee, C., Rainville, L., Harcourt, R., Thomas, L., 2011. Enhanced turbulence
and energy dissipation at ocean fronts. Science 332 (6027), 318–322.
URL http://science.sciencemag.org/content/332/6027/318
Dee, D., Uppala, S., Simmons, A., Berrisford, P., Poli, P., Kobayashi, S., Andrae, U., Bal-
maseda, M., Balsamo, G., Bauer, P., et al., 2011. The era-interim reanalysis: Configu-
ration and performance of the data assimilation system. Quarterly Journal of the Royal
Meteorological Society 137 (656), 553–597.
117
Dong, C., McWilliams, J. C., Liu, Y., Chen, D., 02 2014. Global heat and salt transports by
eddy movement. Nature Communications 5, 3294 EP –.
URL http://dx.doi.org/10.1038/ncomms4294
d’Ovidio, F., Isern-Fontanet, J., Lopez, C., Hernandez-Garcia, E., Garcia-Ladona, E., 2009.
Comparison between eulerian diagnostics and finite-size lyapunov exponents computed
from altimetry in the algerian basin. Deep Sea Research Part I: Oceanographic Research
Papers 56 (1), 15 – 31.
URL http://www.sciencedirect.com/science/article/pii/S0967063708001672
Ducet, N., Le Traon, P. Y., Reverdin, G., 2000. Global high-resolution mapping of ocean cir-
culation from topex/poseidon and ers-1 and -2. Journal of Geophysical Research: Oceans
105 (C8), 19477–19498.
URL https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2000JC900063
Eden, C., Greatbatch, R. J., 2008. Towards a mesoscale eddy closure. Ocean Modelling
20 (3), 223 – 239.
URL http://www.sciencedirect.com/science/article/pii/S1463500307001163
Elipot, S., Lumpkin, R., Perez, R. C., Lilly, J. M., Early, J. J., Sykulski, A. M., 2016.
A global surface drifter data set at hourly resolution. Journal of Geophysical Research:
Oceans 121 (5), 2937–2966.
Farazmand, M., Haller, G., 2012. Computing lagrangian coherent structures from their vari-
ational theory. Chaos: An Interdisciplinary Journal of Nonlinear Science 22 (1), 013128.
Farneti, R., Delworth, T. L., 2016/01/04 2010. The role of mesoscale eddies in the remote
oceanic response to altered southern hemisphere winds. Journal of Physical Oceanography
40 (10), 2348–2354.
URL http://dx.doi.org/10.1175/2010JPO4480.1
Farneti, R., Downes, S. M., Griffies, S. M., Marsland, S. J., Behrens, E., Bentsen, M., Bi,
D., Biastoch, A., Bo¨ning, C., Bozec, A., Canuto, V. M., Chassignet, E., Danabasoglu, G.,
Danilov, S., Diansky, N., Drange, H., Fogli, P. G., Gusev, A., Hallberg, R. W., Howard,
A., Ilicak, M., Jung, T., Kelley, M., Large, W. G., Leboissetier, A., Long, M., Lu, J.,
Masina, S., Mishra, A., Navarra, A., Nurser, A. G., Patara, L., Samuels, B. L., Sidorenko,
D., Tsujino, H., Uotila, P., Wang, Q., Yeager, S. G., 2015. An assessment of antarctic cir-
cumpolar current and southern ocean meridional overturning circulation during 1958–2007
in a suite of interannual core-ii simulations. Ocean Modelling 93, 84 – 120.
URL http://www.sciencedirect.com/science/article/pii/S1463500315001183
Ferrari, R., Nikurashin, M., 2016/01/22 2010. Suppression of eddy diffusivity across jets in
the southern ocean. Journal of Physical Oceanography 40 (7), 1501–1519.
URL http://dx.doi.org/10.1175/2010JPO4278.1
Ferrari, R., Wunsch, C., 2009. Ocean circulation kinetic energy: Reservoirs, sources, and
sinks. Annual Review of Fluid Mechanics 41.
118
Ferreira, D., Marshall, J., Bitz, C. M., Solomon, S., Plumb, A., 2015/11/12 2014. Antarctic
ocean and sea ice response to ozone depletion: A two-time-scale problem. Journal of
Climate 28 (3), 1206–1226.
Fjortoft, R., Gaudin, J.-M., Pourthie´, N., Lalaurie, J.-C., Mallet, A., Nouvel, J.-F., Martinot-
Lagarde, J., Oriot, H., Borderies, P., Ruiz, C., Daniel, S., 2014. Karin on swot: Character-
istics of near-nadir ka-band interferometric sar imagery. IEEE Transactions on Geoscience
and Remote Sensing 52, 2172–2185.
Foussard, A., Berti, S., Perrot, X., Lapeyre, G., 2017. Relative dispersion in generalized
two-dimensional turbulence. Journal of Fluid Mechanics 821, 358–383.
Fox-Kemper, B., Ferrari, R., Hallberg, R., 2008. Parameterization of mixed layer eddies.
part i: Theory and diagnosis. Journal of Physical Oceanography 38 (6), 1145–1165.
URL https://doi.org/10.1175/2007JPO3792.1
Fu, L. L., Ferrari, R., 2008. Observing mesoscale to submesoscale dynamics today, and in
the future with SWOT. EOS 89, 2689–2691.
Gent, P. R., 2011. The gent–mcwilliams parameterization: 20/20 hindsight. Ocean Modelling
39 (1–2), 2 – 9, modelling and Understanding the Ocean Mesoscale and Submesoscale.
URL http://www.sciencedirect.com/science/article/pii/S1463500310001253
Gent, P. R., 2016. Effects of southern hemisphere wind changes on the meridional overturning
circulation in ocean models. Marine Science 8.
Gent, P. R., Mcwilliams, J. C., 2016/01/04 1990. Isopycnal mixing in ocean circulation
models. Journal of Physical Oceanography 20 (1), 150–155.
URL http://dx.doi.org/10.1175/1520-0485(1990)020<0150:IMIOCM>2.0.CO;2
Gent, P. R., Willebrand, J., McDougall, T. J., McWilliams, J. C., 2016/01/22 1995a. Param-
eterizing eddy-induced tracer transports in ocean circulation models. Journal of Physical
Oceanography 25 (4), 463–474.
URL http://dx.doi.org/10.1175/1520-0485(1995)025<0463:PEITTI>2.0.CO;2
Gent, P. R., Willebrand, J., McDougall, T. J., McWilliams, J. C., 1995b. Parameterizing
eddy-induced tracer transports in ocean circulation models. Journal of Physical Oceanog-
raphy 25 (4), 463–474.
URL https://doi.org/10.1175/1520-0485(1995)025<0463:PEITTI>2.0.CO;2
Gentine, P., Pritchard, M., Rasp, S., Reinaudi, G., Yacalis, G., 2018. Could machine learning
break the convection parameterization deadlock? Geophysical Research Letters 45 (11),
5742–5751.
URL https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2018GL078202
Gnanadesikan, A., Russell, A., Pradal, M.-A., Abernathey, R., 2017. Impact of lateral mixing
in the ocean on el nino in a suite of fully coupled climate models. Journal of Advances in
Modeling Earth Systems 9 (7), 2493–2513.
URL https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2017MS000917
119
Goodfellow, I., Bengio, Y., Courville, A., Bengio, Y., 2016. Deep learning. Vol. 1. MIT press
Cambridge.
Gregor, L., Kok, S., Monteiro, P. M. S., 2017. Empirical methods for the estimation of
southern ocean co2: support vector and random forest regression. Biogeosciences 14 (23),
5551–5569.
URL https://www.biogeosciences.net/14/5551/2017/
Grise, K. M., Polvani, L. M., 2014. The response of midlatitude jets to increased co2: Dis-
tinguishing the roles of sea surface temperature and direct radiative forcing. Geophysical
Research Letters 41 (19), 6863–6871.
Groeskamp, S., Abernathey, R. P., Klocker, A., 2018. Water mass transformation by cabbel-
ing and thermobaricity. Geophysical Research Letters 43 (20), 10,835–10,845.
URL https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2016GL070860
Groeskamp, S., Sloyan, B. M., Zika, J. D., McDougall, T. J., 2017. Mixing inferred from an
ocean climatology and surface fluxes. Journal of Physical Oceanography 47 (3), 667–687.
URL https://doi.org/10.1175/JPO-D-16-0125.1
Grooms, I., Zanna, L., 2017. A note on “toward a stochastic parameterization of ocean
mesoscale eddies”. Ocean Modelling 113, 30 – 33.
URL http://www.sciencedirect.com/science/article/pii/S146350031730032X
Hadjighasem, A., Farazmand, M., Blazevski, D., Froyland, G., Haller, G., 2017. A critical
comparison of lagrangian methods for coherent structure detection. Chaos: An Interdisci-
plinary Journal of Nonlinear Science 27 (5), 053104.
Hallberg, R., 1997. Stable split time stepping schemes for large-scale ocean modeling. Journal
of Computational Physics 135 (1), 54–65.
Hallberg, R., Gnanadesikan, A., 2016/01/04 2001. An exploration of the role of transient
eddies in determining the transport of a zonally reentrant current. Journal of Physical
Oceanography 31 (11), 3312–3330.
URL http://dx.doi.org/10.1175/1520-0485(2001)031<3312:AEOTRO>2.0.CO;2
Hallberg, R., Gnanadesikan, A., 2006. The role of eddies in determining the structure and
response of the wind-driven Southern Hemisphere overturning: Results from the Modeling
Eddies in the Southern Ocean (MESO) project. Journal of Physical Oceanography 36 (12),
2232–2252.
Haller, G., 2002. Lagrangian coherent structures from approximate velocity data. Physics of
fluids 14 (6), 1851–1861.
Haller, G., 2011. A variational theory of hyperbolic lagrangian coherent structures. Physica
D: Nonlinear Phenomena 240 (7), 574–598.
Haller, G., 2015. Lagrangian coherent structures. Annual Review of Fluid Mechanics 47,
137–162.
120
Haller, G., Beron-Vera, F., 2013. Coherent lagrangian vortices: The black holes of turbulence.
Journal of Fluid Mechanics 731.
Haller, G., Hadjighasem, A., Farazmand, M., Huhn, F., 2016. Defining coherent vortices
objectively from the vorticity. Journal of Fluid Mechanics 795, 136–173.
Haller, G., Sapsis, T., 2011. Lagrangian coherent structures and the smallest finite-time lya-
punov exponent. Chaos: An Interdisciplinary Journal of Nonlinear Science 21 (2), 023115.
Haller, G., Yuan, G., 2000. Lagrangian coherent structures and mixing in two-dimensional
turbulence. Physica D: Nonlinear Phenomena 147 (3), 352–370.
Hasselmann, K., 1976. Stochastic climate models part i. theory. Tellus 28 (6), 473–485.
URL http://dx.doi.org/10.1111/j.2153-3490.1976.tb00696.x
Henning, C. C., Vallis, G. K., 2016/01/04 2005. The effects of mesoscale eddies on the
stratification and transport of an ocean with a circumpolar channel. Journal of Physical
Oceanography 35 (5), 880–896.
URL http://dx.doi.org/10.1175/JPO2727.1
Hofmann, M., Morales Maqueda, M. A., 2011. The response of southern ocean eddies to
increased midlatitude westerlies: A non-eddy resolving model study. Geophysical Research
Letters 38 (3), n/a–n/a, l03605.
URL http://dx.doi.org/10.1029/2010GL045972
Hogg, A. M., Meredith, M. P., Chambers, D. P., Abrahamsen, E. P., Hughes, C. W., Morri-
son, A. K., 2015. Recent trends in the southern ocean eddy field. Journal of Geophysical
Research: Oceans 120 (1), 257–267.
URL http://dx.doi.org/10.1002/2014JC010470
Hogg, A. M. C., Dewar, W. K., Killworth, P. D., Blundell, J. R., 2003. A quasi-geostrophic
coupled model (q-gcm). Monthly weather review 131 (10), 2261 – 2278.
Hogg, A. M. C., Meredith, M. P., Blundell, J. R., Wilson, C., 2008. Eddy heat flux in the
Southern Ocean: Response to variable wind forcing. Journal of Climate 21 (4), 608–620.
Holland, W. R., 2016/01/22 1978. The role of mesoscale eddies in the general circulation of
the ocean—numerical experiments using a wind-driven quasi-geostrophic model. Journal
of Physical Oceanography 8 (3), 363–392.
URL http://dx.doi.org/10.1175/1520-0485(1978)008<0363:TROMEI>2.0.CO;2
Howard, E., Hogg, A. M., Waterman, S., Marshall, D. P., 2015. The injection of zonal momen-
tum by buoyancy forcing in a Southern Ocean model. Journal of Physical Oceanography
45, 259–271.
Isern-Fontanet, J., Garcia-Ladona, E., Font, J., 2006. Vortices of the mediterranean sea: An
altimetric perspective. Journal of Physical Oceanography 36 (1), 87–103.
URL https://doi.org/10.1175/JPO2826.1
121
Johnson, G. C., Bryden, H. L., 1989. On the size of the Antarctic Circumpolar Current.
Deep Sea Research Part A. Oceanographic Research Papers 36 (1), 39–53.
Kalnay, E., Kanamitsu, M., Kistler, R., Collins, W., Deaven, D., Gandin, L., Iredell, M.,
Saha, S., White, G., Woollen, J., et al., 1996. The ncep/ncar 40-year reanalysis project.
Bulletin of the American meteorological Society 77 (3), 437–471.
Keating, S. R., Smith, K. S., Kramer, P. R., 2011. Diagnosing lateral mixing in the up-
per ocean with virtual tracers: Spatial and temporal resolution dependence. Journal of
Physical Oceanography 41 (8), 1512–1534.
Killworth, P. D., Nanneh, M. M., 1994. Isopycnal momentum budget of the Antarctic Cir-
cumpolar Current in the Fine Resolution Antarctic Model. Journal of physical oceanog-
raphy 24 (6), 1201–1223.
Kingma, D. P., Ba, J., 2014. Adam: A method for stochastic optimization. CoRR
abs/1412.6980.
URL http://arxiv.org/abs/1412.6980
Klein, P., Hua, B. L., Lapeyre, G., Capet, X., Le Gentil, S., Sasaki, H., 2008. Upper ocean
turbulence from high-resolution 3d simulations. Journal of Physical Oceanography 38 (8),
1748–1763.
Klein, P., Lapeyre, G., 2009. The oceanic vertical pump induced by mesoscale and subme-
soscale turbulence. Annual review of marine science 1, 351–375.
Klocker, A., Abernathey, R., 2016/01/22 2014a. Global patterns of mesoscale eddy properties
and diffusivities. Journal of Physical Oceanography 44 (3), 1030–1046.
URL http://dx.doi.org/10.1175/JPO-D-13-0159.1
Klocker, A., Abernathey, R., 2014b. Global patterns of mesoscale eddy properties and dif-
fusivities. Journal of Physical Oceanography 44 (3), 1030–1046.
URL https://doi.org/10.1175/JPO-D-13-0159.1
Klocker, A., Ferrari, R., LaCasce, J. H., 2016/01/22 2012. Estimating suppression of eddy
mixing by mean flows. Journal of Physical Oceanography 42 (9), 1566–1576.
URL http://dx.doi.org/10.1175/JPO-D-11-0205.1
LaCasce, J., 2008. Statistics from lagrangian observations. Progress in Oceanography 77 (1),
1–29.
Laepple, T., Huybers, P., 2014. Ocean surface temperature variability: Large model–data
differences at decadal and longer periods. Proceedings of the National Academy of Sciences
111 (47), 16682–16687.
Lagerloef, G. S. E., Mitchum, G. T., Lukas, R. B., Niiler, P. P., 1999. Tropical pacific near-
surface currents estimated from altimeter, wind, and drifter data. Journal of Geophysical
Research: Oceans 104 (C10), 23313–23326.
URL https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/1999JC900197
122
Langlais, C. E., Rintoul, S. R., Zika, J. D., 2015/05/14 2015. Sensitivity of antarctic circum-
polar current transport and eddy activity to wind patterns in the southern ocean. Journal
of Physical Oceanography 45 (4), 1051–1067.
URL http://dx.doi.org/10.1175/JPO-D-14-0053.1
Large, W. G., Yeager, S., 2004. Diurnal to decadal global forcing for ocean and sea-ice
models: The data sets and flux climatologies. Tech. rep., NCAR/UCAR.
Le Traon, P. Y., Klein, P., Hua, B. L., Dibarboure, G., 2008. Do altimeter wavenumber
spectra agree with the interior or surface quasigeostrophic theory? Journal of Physical
Oceanography 38 (5), 1137–1142.
URL https://doi.org/10.1175/2007JPO3806.1
LeCun, Y., Bengio, Y., Hinton, G., 2015. Deep learning. nature 521 (7553), 436.
Lguensat, R., Sun, M., Fablet, R., Mason, E., Tandeo, P., Chen, G., 2017. Eddynet: A deep
neural network for pixel-wise classification of oceanic eddies. CoRR abs/1711.03954.
URL http://arxiv.org/abs/1711.03954
Ling, J., Kurzawski, A., Templeton, J., 2016. Reynolds averaged turbulence modelling using
deep neural networks with embedded invariance. Journal of Fluid Mechanics 807, 155–166.
Lorenz, E. N., 1960. Energy and numerical weather prediction. Tellus 12 (4), 364–373.
URL http://dx.doi.org/10.1111/j.2153-3490.1960.tb01323.x
Lumpkin, R., Johnson, G. C., 2013. Global ocean surface velocities from drifters: Mean,
variance, el nino southern oscillation response, and seasonal cycle. Journal of Geophysical
Research: Oceans 118 (6), 2992–3006.
URL https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/jgrc.20210
Mahadevan, A., 2016. The impact of submesoscale physics on primary productivity of plank-
ton. Annual Review of Marine Science 8 (1), 161–184, pMID: 26394203.
URL https://doi.org/10.1146/annurev-marine-010814-015912
Mahadevan, A., Campbell, J. W., 2002. Biogeochemical patchiness at the sea surface. Geo-
physical Research Letters 29 (19), 32–1–32–4.
URL https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2001GL014116
Mariano, A., Kourafalou, V., Srinivasan, A., Kang, H., Halliwell, G., Ryan, E., Roffer, M.,
2011. On the modeling of the 2010 gulf of mexico oil spill. Dynamics of Atmospheres and
Oceans 52 (1-2), 322–340.
Marshall, D. P., Adcroft, A. J., 2010. Parameterization of ocean eddies: Potential vorticity
mixing, energetics and arnold’s first stability theorem. Ocean Modelling 32 (3), 188–204.
Marshall, D. P., Munday, D. R., Allison, L. C., Hay, R. J., Johnson, H. L., 2016. Gill’s model
of the antarctic circumpolar current, revisited: The role of latitudinal variations in wind
stress. Ocean Modelling 97, 37 – 51.
URL http://www.sciencedirect.com/science/article/pii/S1463500315002346
123
Marshall, G., 2003. Trends in the southern annular mode from observations and reanalyses.
J. Climate 16, 4134–4144.
Marshall, J., Radko, T., 2003. Residual-mean solutions for the Antarctic Circumpolar Cur-
rent and its associated overturning circulation. Journal of Physical Oceanography 33 (11),
2341–2354.
Marshall, J., Scott, J. R., Romanou, A., Kelley, M., Leboissetier, A., 2017. The dependence
of the ocean’s moc on mesoscale eddy diffusivities: A model study. Ocean Modelling 111,
1 – 8.
URL http://www.sciencedirect.com/science/article/pii/S146350031730001X
Martin, A., 05 2003. Phytoplankton patchiness: The role of lateral stirring and mixing 57,
125–174.
Maxey, M. R., Riley, J. J., 1983. Equation of motion for a small rigid sphere in a nonuniform
flow. The Physics of Fluids 26 (4), 883–889.
URL https://aip.scitation.org/doi/abs/10.1063/1.864230
McWilliams, J. C., 2016. Submesoscale currents in the ocean. In: Proc. R. Soc. A. Vol. 472.
The Royal Society, p. 20160117.
Mensa, J. A., Garraffo, Z., Griffa, A., O¨zgo¨kmen, T. M., Haza, A., Veneziani, M., Aug 2013.
Seasonality of the submesoscale dynamics in the gulf stream region. Ocean Dynamics
63 (8), 923–941.
URL https://doi.org/10.1007/s10236-013-0633-1
Meredith, M. P., Hogg, A. M., 2006. Circumpolar response of Southern Ocean eddy activity
to a change in the Southern Annular Mode. Geophysical Research Letters 33 (16).
Meredith, M. P., Naveira Garabato, A. C., Hogg, A. M., Farneti, R., 2016/01/04 2012.
Sensitivity of the overturning circulation in the southern ocean to decadal changes in
wind forcing. Journal of Climate 25 (1), 99–110.
URL http://dx.doi.org/10.1175/2011JCLI4204.1
Meredith, M. P., Woodworth, P. L., Hughes, C. W., Stepanov, V., 2004. Changes in the
ocean transport through drake passage during the 1980s and 1990s, forced by changes in
the southern annular mode. Geophysical Research Letters 31 (21), n/a–n/a, l21305.
URL http://dx.doi.org/10.1029/2004GL021169
Millman, K. J., Brett, M., May 2007. Analysis of functional magnetic resonance imaging in
python. Computing in Science Engineering 9 (3), 52–55.
Molemaker, M. J., McWilliams, J. C., 2 2010. Local balance and cross-scale flux of available
potential energy. Journal of Fluid Mechanics 645, 295–314.
URL http://journals.cambridge.org/article_S0022112009992643
124
Morrison, A. K., Hogg, A. M., 2016/01/04 2013. On the relationship between southern ocean
overturning and acc transport. Journal of Physical Oceanography 43 (1), 140–148.
URL http://dx.doi.org/10.1175/JPO-D-12-057.1
Munday, D., Zhai, X., 2015. Sensitivity of southern ocean circulation to wind stress changes:
Role of relative wind stress. Ocean Modelling 95, 15 – 24.
URL http://www.sciencedirect.com/science/article/pii/S1463500315001572
Munday, D. R., Johnson, H. L., Marshall, D. P., 2016/01/04 2013. Eddy saturation of
equilibrated circumpolar currents. Journal of Physical Oceanography 43 (3), 507–532.
URL http://dx.doi.org/10.1175/JPO-D-12-095.1
Munk, W., 1981. Internal waves and small-scale processes. In: Warren, B. A., Wunsch,
C. (Eds.), Evolution of Physical Oceanography: Scientific Surveys in Honor of Henry
Stommel. No. 9. MIT Press, pp. 264 – 291.
Nielsen, M. A., 2015. Neural networks and deep learning. Vol. 25. Determination press USA.
Okubo, A., 1971. Oceanic diffusion diagrams. Deep Sea Research and Oceanographic Ab-
stracts 18 (8), 789 – 802.
URL http://www.sciencedirect.com/science/article/pii/0011747171900465
Olascoaga, M., Beron-Vera, F., Wang, Y., Trin˜anes, J., Pe´rez-Brunius, P., 2017. On the
significance of coherent lagrangian eddies detected from satellite altimetry. arXiv preprint
arXiv:1704.06186.
Omand, M. M., D’Asaro, E. A., Lee, C. M., Perry, M. J., Briggs, N., Cetinic´, I., Mahadevan,
A., 2015. Eddy-driven subduction exports particulate organic carbon from the spring
bloom. Science 348 (6231), 222–225.
Patara, L., Bo¨ning, C. W., Biastoch, A., 2016. Variability and trends in southern ocean eddy
activity in 1/12◦ ocean model simulations. Geophysical Research Letters 43 (9), 4517–4523,
2016GL069026.
URL http://dx.doi.org/10.1002/2016GL069026
Pathak, J., Hunt, B., Girvan, M., Lu, Z., Ott, E., Jan 2018. Model-free prediction of large
spatiotemporally chaotic systems from data: A reservoir computing approach. Phys. Rev.
Lett. 120, 024102.
URL https://link.aps.org/doi/10.1103/PhysRevLett.120.024102
Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O., Blondel,
M., Prettenhofer, P., Weiss, R., Dubourg, V., Vanderplas, J., Passos, A., Cournapeau, D.,
Brucher, M., Perrot, M., Duchesnay, E., 2011. Scikit-learn: Machine learning in Python.
Journal of Machine Learning Research 12, 2825–2830.
Pennel, R., Kamenkovich, I., 2016/01/04 2014. On the factors controlling the eddy-induced




Pierrehumbert, R. T., Yang, H., 1993. Global chaotic mixing on isentropic surfaces. Journal
of the Atmospheric Sciences 50 (15), 2462–2480.
URL https://doi.org/10.1175/1520-0469(1993)050<2462:GCMOIS>2.0.CO;2
Poje, A. C., O¨zgo¨kmen, T. M., Lipphardt, B. L., Haus, B. K., Ryan, E. H., Haza, A. C.,
Jacobs, G. A., Reniers, A., Olascoaga, M. J., Novelli, G., et al., 2014. Submesoscale disper-
sion in the vicinity of the deepwater horizon spill. Proceedings of the National Academy
of Sciences 111 (35), 12693–12698.
Polvani, L. M., Smith, K. L., 2013. Can natural variability explain observed Antarctic sea
ice trends? New modeling evidence from CMIP5. Geophysical Research Letters 40 (12),
3195–3199.
Qiu, B., Chen, S., Klein, P., Sasaki, H., Sasai, Y., 2016/01/03 2014. Seasonal mesoscale and
submesoscale eddy variability along the north pacific subtropical countercurrent. Journal
of Physical Oceanography 44 (12), 3079–3098.
URL http://dx.doi.org/10.1175/JPO-D-14-0071.1
Qiu, B., Chen, S., Klein, P., Ubelmann, C., Fu, L.-L., Sasaki, H., 2016. Reconstructability
of three-dimensional upper-ocean circulation from swot sea surface height measurements.
Journal of Physical Oceanography 46 (3), 947–963.
URL https://doi.org/10.1175/JPO-D-15-0188.1
Qiu, B., Chen, S., Klein, P., Wang, J., Torres, H., Fu, L.-L., Menemenlis, D., 2018. Season-
ality in transition scale from balanced to unbalanced motions in the world ocean. Journal
of Physical Oceanography 48 (3), 591–605.
URL https://doi.org/10.1175/JPO-D-17-0169.1
Rintoul, S., Naveira Garabato, A., November 2013. Dynamics of the southern ocean circu-
lation. In: Siedler, G., Griffies, S., Gould, J., Church, J. (Eds.), Ocean Circulation and
Climate: A 21st Century Perspective. 2nd Ed. 103. Academic Press, pp. 471–492.
URL http://eprints.soton.ac.uk/358928/
Roach, C. J., Balwada, D., Speer, K., 2016. Horizontal mixing in the southern ocean from
argo float trajectories. Journal of Geophysical Research: Oceans 121 (8), 5570–5586.
URL http://dx.doi.org/10.1002/2015JC011440
Roach, C. J., Balwada, D., Speer, K., 2018. Global observations of horizontal mixing from
argo float and surface drifter trajectories. Journal of Geophysical Research: Oceans 123 (7),
4560–4575.
URL https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2018JC013750
Rocha, C. B., Chereskin, T. K., Gille, S. T., Menemenlis, D., 2016a. Mesoscale to subme-
soscale wavenumber spectra in drake passage. Journal of Physical Oceanography 46 (2),
601–620.
126
Rocha, C. B., Gille, S. T., Chereskin, T. K., Menemenlis, D., 2016b. Seasonality of subme-
soscale dynamics in the kuroshio extension. Geophysical Research Letters 43 (21), 11,304–
11,311.
URL https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2016GL071349
Rocha, C. B., Gille, S. T., Chereskin, T. K., Menemenlis, D., 2016c. Seasonality of subme-
soscale dynamics in the kuroshio extension. Geophysical Research Letters 43 (21), 11,304–
11,311.
URL https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2016GL071349
Rypina, I. I., Kamenkovich, I., Berloff, P., Pratt, L. J., 2012. Eddy-induced particle dis-
persion in the near-surface north atlantic. Journal of Physical Oceanography 42 (12),
2206–2228.
Sandery, P. A., Sakov, P., 2017. Ocean forecasting of mesoscale features can deteriorate
by increasing model resolution towards the submesoscale. Nature Communications 8 (1),
1566.
URL https://doi.org/10.1038/s41467-017-01595-0
Savage, A. C., Arbic, B. K., Alford, M. H., Ansong, J. K., Farrar, J. T., Menemenlis, D.,
O’Rourke, A. K., Richman, J. G., Shriver, J. F., Voet, G., Wallcraft, A. J., Zamudio, L.,
2017. Spectral decomposition of internal gravity wave sea surface height in global models.
Journal of Geophysical Research: Oceans 122 (10), 7803–7821.
URL http://dx.doi.org/10.1002/2017JC013009
Shakespeare, C. J., Hogg, A. M., 2017. Spontaneous surface generation and interior amplifi-
cation of internal waves in a regional-scale ocean model. Journal of Physical Oceanography
47 (4), 811–826.
URL https://doi.org/10.1175/JPO-D-16-0188.1
Smith, K. S., 2007. The geography of linear baroclinic instability in earth’s oceans. Journal
of Marine Research 65, 655–683.
Smith, R., Jones, P., Briegleb, B., Bryan, F., Danabasoglu, G., Dennis, J., Dukowicz, J.,
Eden, C., Fox-Kemper, B., Gent, P., et al., 2010. The parallel ocean program (pop)
reference manual ocean component of the community climate system model (ccsm) and
community earth system model (cesm). Rep. LAUR-01853 141, 1–140.
Solomon, A., Polvani, L. M., Smith, K. L., Abernathey, R. P., 2015. The impact of ozone
depleting substances on the circulation, temperature, and salinity of the southern ocean:
An attribution study with cesm1(waccm). Geophysical Research Letters 42 (13), 5547–
5555.
Stammer, D., 1998. On eddy characteristics, eddy transports, and mean flow properties. J.
Phys. Oceanogr. 28, 727–739.
Sudre, J., Maes, C., Garcon, V., 2013. On the global estimates of geostrophic and ekman
surface currents. Limnology and Oceanography: Fluids and Environments 3.
127
Sudre, J., Morrow, R. A., May 2008. Global surface currents: a high-resolution product for
investigating ocean dynamics. Ocean Dynamics 58 (2), 101.
URL https://doi.org/10.1007/s10236-008-0134-9
Swart, N. C., Fyfe, J. C., 2012. Observed and simulated changes in the southern hemisphere
surface westerly wind-stress. Geophysical Research Letters 39 (16), n/a–n/a, l16711.
URL http://dx.doi.org/10.1029/2012GL052810
Tandon, A., Garrett, C., 2016/01/22 1996. On a recent parameterization of mesoscale eddies.
Journal of Physical Oceanography 26 (3), 406–411.
URL http://dx.doi.org/10.1175/1520-0485(1996)026<0406:OARPOM>2.0.CO;2
Tarshish, N., Abernathey, R., Zhang, C., Dufourd, C. O., Frenger, I., Griffies, S. M., 2018.
Identifying lagrangian coherent structures in a mesocale eddy-permitting ocean model.
Ocean Modelling.
Taschetto, A., Wainer, I., Raphael, M., 2007. Interannual variability associated with semian-
nual oscillation in southern high latitudes. Journal of Geophysical Research: Atmospheres
112 (D2), n/a–n/a, d02106.
URL http://dx.doi.org/10.1029/2006JD007648
Taylor, J. R., Bachman, S., Stamper, M., Hosegood, P., Adams, K., Sallee, J.-B., Torres, R.,
2018. Submesoscale rossby waves on the antarctic circumpolar current. Science Advances
4 (3).
URL http://advances.sciencemag.org/content/4/3/eaao2824
Thomson, D., Sept 1982. Spectrum estimation and harmonic analysis. Proceedings of the
IEEE 70 (9), 1055–1096.
Thomson, D., July 2007. Jackknifing multitaper spectrum estimates. Signal Processing Mag-
azine, IEEE 24 (4), 20–30.
Treguier, A. M., Le Sommer, J., Molines, J. M., de Cuevas, B., 2015/11/11 2010. Response of
the southern ocean to the southern annular mode: Interannual variability and multidecadal
trend. Journal of Physical Oceanography 40 (7), 1659–1668.
Tulloch, R., Marshall, J., Hill, C., Smith, K. S., 2011. Scales, growth rates, and spectral
fluxes of baroclinic instability in the ocean. Journal of Physical Oceanography 41 (6),
1057–1076.
Uchida, T., Abernathey, R., Smith, S., 2017. Seasonality of eddy kinetic energy in an eddy
permitting global climate model. Ocean Modelling 118, 41 – 58.
URL http://www.sciencedirect.com/science/article/pii/S1463500317301221
Vallis, G. K., 2006. Atmospheric and Oceanic Fluid Dynamics. Cambridge University Press,
Cambridge, U.K.
van der Walt, S., Scho¨nberger, J. L., Nunez-Iglesias, J., Boulogne, F., Warner, J. D., Yager,
N., Gouillart, E., Yu, T., 6 2014. scikit-image: Image processing in python. PeerJ 2, e453.
128
Van Sebille, E., England, M. H., Froyland, G., 2012. Origin, dynamics and evolution of
ocean garbage patches from observed surface drifters. Environmental Research Letters
7 (4), 044040.
Viebahn, J., Eden, C., 2010. Towards the impact of eddies on the response of the southern
ocean to climate change. Ocean Modelling 34 (3–4), 150 – 165.
URL http://www.sciencedirect.com/science/article/pii/S1463500310000806
Visbeck, M., Marshall, J., Haine, T., Spall, M., 1997. Specification of eddy transfer coeffi-
cients in coarse-resolution ocean circulation models*. Journal of Physical Oceanography
27 (3), 381–402.
Wagner, G. L., Young, W. R., 2016. A three-component model for the coupled evolution of
near-inertial waves, quasi-geostrophic flow and the near-inertial second harmonic. Journal
of Fluid Mechanics 802, 806–837.
Wang, J., Fu, L.-L., Qiu, B., Menemenlis, D., Farrar, J. T., Chao, Y., Thompson, A. F.,
Flexas, M. M., 2018. An observing system simulation experiment for the calibration and
validation of the surface water ocean topography sea surface height measurement using in
situ platforms. Journal of Atmospheric and Oceanic Technology 35 (2), 281–297.
URL https://doi.org/10.1175/JTECH-D-17-0076.1
Wang, Y., Beron-Vera, F., Olascoaga, M., 2016. The life cycle of a coherent lagrangian
agulhas ring. Journal of Geophysical Research: Oceans 121 (6), 3944–3954.
Wang, Y., Olascoaga, M. J., Beron-Vera, F. J., 2015. Coherent water transport across the
south atlantic. Geophysical Research Letters 42 (10), 4072–4079, 2015GL064089.
URL http://dx.doi.org/10.1002/2015GL064089
Ward, M. L., Hogg, A. M., 2011. Establishment of momentum balance by form stress in a
wind-driven channel. Ocean Modelling 40 (2), 133–146.
Waugh, D. W., Abraham, E. R., 2008. Stirring in the global surface ocean. Geophysical
Research Letters 35 (20).
Waugh, D. W., Abraham, E. R., Bowen, M. M., 2006. Spatial variations of stirring in the
surface ocean: A case study of the tasman sea. Journal of Physical Oceanography 36 (3),
526–542.
Waugh, D. W., Keating, S. R., Chen, M.-L., 2012. Diagnosing ocean stirring: Comparison of
relative dispersion and finite-time lyapunov exponents. Journal of Physical Oceanography
42 (7), 1173–1185.




Wilson, C., Hughes, C. W., Blundell, J. R., 2015. Forced and intrinsic variability in the
response to increased wind stress of an idealized southern ocean. Journal of Geophysical
Research: Oceans 120 (1), 113–130.
URL http://dx.doi.org/10.1002/2014JC010315
Zhang, Z., Wang, W., Qiu, B., 2014. Oceanic mass transport by mesoscale eddies. Science
345 (6194), 322–324.
URL http://science.sciencemag.org/content/345/6194/322
Zhurbas, V., Oh, I. S., 2004. Drifter-derived maps of lateral diffusivity in the pacific and
atlantic oceans in relation to surface circulation patterns. Journal of Geophysical Research:
Oceans 109 (C5).
URL https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2003JC002241
130
