Introduction
Let A = {a 0 < a 1 < a 2 < . . .} which does not include 0 or 1 and η the order type of the rationals. When A can be represented by a computable linear order of the order-type η + a 0 + η + a 1 + η + a 2 + η . . .
where each a i consists of a i elements linearly ordered then such a set has a strong η-representation. When A can be represented by such a computable linear order but the blocks a i may occur in any order and repetitions of blocks of the same size allowed, then A has an η-representation. And when A can be represented by such a computable linear ordering where the blocks a i may occur in any order, but only one block of size a i may occur, then A has a unique η-representation. A Turing degree has a (strong, unique) η-representation if some set in that degree has one. This paper answers several questions on these representations which have been open since the early days in the investigation of computable linear orders.
Any set with a (unique) η-representation is Σ 3 , and any set with a strong η-representation is ∆ 3 . On the other hand, all Σ 2 and Π 2 sets have even a strong η-representation (see [Dow98] .) But Lerman ([Ler81] ) produced a ∆ 3 set which does not even have an η-representation. So there is no simple characterization of the sets with η-representations in the arithmetic hierarchy.
Question 1 (Downey) . Is there a classification of the sets with η-representations which highlights interesting properties of these sets? What about the sets with unique η-representations? Or the sets with strong η-representations?
The dynamic nature of constructing η-representations led us to draw their connection with limitwise monotonic functions which have played an important role in several investigations in computable algebra and model theory ([Khi98] , [KNS97] , [CDK98] [CHKS04]). We show in Theorem 5.4 that the ranges of 0 -computable limitwise monotonic functions are precisely the sets with η-representations. We show a similar characterization of the sets with unique η representations as the ranges of 1-1 0 -computable limitwise monotonic functions (Theorem 6.2.) It might be hoped that there is a characterization of the sets with strong η-representations as the ranges of strictly increasing 0 -computable limitwise monotonic functions, but we show in Theorem 7.3 that there there is a set with a strong η-representation but which is not the range of such a function. The problem of classifying strong η-representations is still open.
Representing degrees is considerably easier since this only requires representing some set in that degree. Lerman provided a characterization of the degrees with η-representations: they are the Σ 3 -degrees. Lerman additionally asked I would like to thank Rod Downey for the inspiration behind this paper. I have benefitted immeasurably by his enthusiasm for this subject and his wealth of knowledge. I would like to thank Robert Soare for the perspiration required to see this paper through. I am grateful to the referee for his invaluable suggestions.
Question 2 ([Ler81]). Do the Σ 3 degrees have unique η-representations?
We prove that all sets which have an η-representations have also have a unique η-representation (Theorem 6.4.) As a consequence, the Σ 3 degrees do have unique η-representations. Downey asked whether there was a similar characterization of the degrees with a strong η-representation in the arithmetic hierarchy:
Question 3 ( [Dow98] ). Do the ∆ 3 degrees have strong η-representations?
We show in Theorem 7.1 that there is a ∆ 3 degree which has no strong η-represention.
Basic Definitions
There are two equivalent formulations of computably presentable linear-ordered sets:
Definition 2.1 (Computable Linear Orderings). A linear ordering of the natural numbers L = (N, ≤ L ) is computable if ≤ L is a computable relation. A linear order L is computably presentable if there is a computable linear ordering of the natural numbers which is orderisomorphic to L. An order-type τ is computably presentable if there is a computable linear order whose order-type is τ .
In this definition of computable (computably presentable) linear order, the domain of the order is taken to be the natural numbers. Let Q be a computable linear ordering whose ordertype is the rational numbers. By effectivising the usual proof that countable linear orders can be isomorphically embedded in the rationals (see [Dow98, Theorem 2 .1]) we obtain a second formulation of a computable linear order: Theorem 2.2. A linear order is computably presented if and only if is computably isomorphic to a computable subset of Q under the usual ordering of the rationals.
The advantage of either account is that to build a computable linear order we can either construct a computable ordering on the natural numbers, or a computable subset of the rationals Q, whichever is convenient.
Let η be the order-type of the rationals and ζ the order-type of the integers. Note that these order types are computably presentable. For integer n, n is the order-type of the nelement linear order. Given two order-types α and β, α + β is the order type of a linear order P = (P, < P ) with two suborderings L = (L, < P L × L) and M = (M, < P M × M ) where (a) The order-type of L is α, and the order-type of M is β.
(c) For every a ∈ L and b ∈ M , a < P b.
Our interest in the following definition is when the order type τ is η or ζ: Definition 2.3. Let τ be an order-type and A = a 0 < a 1 < . . . an infinite subset of the natural numbers which does not include 0 or 1. Then
is computably presentable.
(ii) A has a unique τ -representation if there is a permutation π : N → N such that
is computably presentable. A degree d has a (strong, unique) τ -representation if there is an A ∈ d with a (strong, unique) τ -representation.
The sets and degrees with η-and ζ-representations have been the primary focus of investigation. We assume that 0, 1 ∈ A since η + 0 + η = η = η + 1 + η. Let L = L, ≤ L be a computable linear order. For distinct members x and y of L, say that x and y are adjacent if ¬∃z(x < L z < L y), so a 0 -oracle can decide if x and y are adjacent. A sequence of distinct elements x 1 , . . . , x k from L, are a block if for each i < k, x i and x i+1 are adjacent. For each block σ and number n ∈ ω, 0 can decide if either σ n is a block or if n σ is a block in L. A block σ is maximal if there is no number n ∈ ω such that either σ n is a block or n σ is a block. A 0 -oracle can decide if a block is a maximal block.
Lerman in [Ler81] has given a classification of the sets and degrees with (strong, unique) ζ-representations.
Theorem 2.4. The sets with (unique, strong) ζ-representations are exactly the Σ 3 sets. The degrees with (unique, strong) ζ-representations are exactly the Σ 3 degrees.
So, in the case of ζ-representations, the three flavors of representations offer no real distinction. This is not the case of η-representations, and the classification problem for the sets and degrees with (strong, unique) η-representations was open at the time we began our investigation.
Constructing η-Representations
We now turn to constructing η-representations. The construction presented here is the only method we have seen for constructing η-representations. We formalize the construction, to extract-out the essential features that must be met for the construction to succeed. This will also motivate one of our characterizations of the η-representable sets.
We want to start by building a basic block of the order type η + n, where at each stage of the construction we look to a computable approximation for the size of the finite block. Let f : ω → ω be computable, where for s ∈ ω we will use the value f (s) as the stage s approximation of the size of the finite block under construction. Let L s be the finite linear order we have built at stage s, and which looks as follows:. . .xxx . . . xxx where the q represent the part of the order that at stage s is to be the dense η portion, and the x represent f (s) points which are currently expected to be a finite block of adjacencies. At stage s + 1, if f (s + 1) ≤ f (s), then we must incorporate some of the xs into the rational part, and densify the rational part: pqpqpqp . . . pqpqpqrprpr x . . . xxx where p represents new points added to ensure we have a copy of η and some of the x which were to be in the finite block, have been corralled into the dense copy (and converted to r) to make the finite block have size f (s + 1). If, on the other hand, f (s + 1) > f (s), then the corralling must occur in the other direction pqpqpqp . . . pqpqp yyxxx . . . xxx where y represents points which had been in the dense copy at the previous stage, and now are incorporated into the finite block. We want the limit of this process
for some target n. What conditions on f must be met to ensure that this process actually creates the target block? The goal in this section is to show that a necessary and sufficient condition that a block of size n is constructed is that
The following definition makes precise this construction.
Definition 3.1. Let f : ω → ω and L a linear order. Then we will say L is densified according to f , if there is a sequence of finite linear orders L s : s ∈ ω with L = ∪ s L s and where L s is given by:
is given by adding new elements (represented by p) so that
ω → ω and L densified according to f . Then for n ∈ ω, the order-type of L is η + n if and only if n = lim inf s f (s).
Proof. Let L s : s ∈ ω be a sequence of finite linear orders as in Definition 3.1. Note that L = ∪ s L s is a linear order. Suppose n = lim inf s f (s). Let s large enough so that for all t ≥ s, both n ≤ f (t) and n < |L t |. Let x n , . . . , x 1 be the last n elements in L s . For each t > s and each i < n, there is no p with x i+1 < p < x i , since n ≤ f (t). Thus, the order-type of L is τ + n for some linear order τ . Let q, r ∈ L t where q is in the sub-ordering of type τ , and let u > t such that n = f (u). Then there is an p with q < p < r, since L u comes from L u−1 by case (b) or case (d). Thus, τ = η, and the order-type of L is η + n. Conversely, suppose that lim inf s f (s) does not exist. Then for any n there are only finitely many stages s with n > f (s). Let s large enough so that for all t ≥ s, both n ≤ f (t) and n < |L t |. From stage s onward, the right-most block x n , . . . , x 1 of L s remain intact. Thus, L contains a right-most block of adjacencies of size at least n. Since this is true for every n, L contains a right-most block whose order-type is ω * (an infinite descending sequence of adjacent elements.)
Then then A has a unique η-representation.
(c) Suppose that whenever m < n, F (m) < F (n). Then A has a strong η-representation.
Proof. We will construct a linear order L = ∪ n L n whose domain is a computable subset of Q and whose order type is n τ n where τ n = η + F(n) is the order-type of L n . Let {q 0 , q 1 , . . . , } be a computable enumeration of Q. For each n, the linear-order L n = ∪ s L s n where L s n s∈ω is a finite sequence of linear orders which are constructed by densifying according to f (n.·), as in Definition 3.1. To ensure L is computable, any new elements added to L s+1 n will be enumerated after q s in the computable enumeration of Q. By Lemma 3.2 the order-type of L n will be η + F(n).
What was Known about η-Representable Sets and Degrees
This section summarizes what was known about the sets and degrees with (strong, unique) η-representations. Proofs of all these results are sketched in [Dow98, Section 4 ].
An upperbound on the complexity of sets with (strong, unique) η-representations is Theorem 4.1. All sets with an η-representation or unique η-representation are Σ 3 . All sets with a strong η-representation are ∆ 3 .
Some lower bounds on the complexity of sets with strong η-representations are Theorem 4.2. Every Σ 2 set and every Π 2 set has a strong η-representation.
Unfortunately, classifying the classes of sets which have (unique, strong) η-representations will not be by means of the arithmetical hierarchy by the following result of [Ler81, Theorem 3.1] Theorem 4.3. There is a ∆ 3 set which has no η-representation.
Corollary 5.5 shows that the ∆ 3 counterexample set A can be made so that A ⊕ 0 is low over 0 .
Lerman [Ler81] showed though that the η-representable degrees could be classified within the arithmetical hierarchy:
Theorem 4.4. The degrees with η-representations are exactly the Σ 3 degrees.
Lerman conjectured (see [Ler81, ) that all Σ 3 degrees actually have a unique η-representation, but the proof of theorem 4.4 is not refined enough for this. We will confirm Lerman's conjecture (Corollary 6.5) by showing that the sets with η-representations are exactly the sets with unique η-representations (Theorem 6.4.)
It might be hoped that the ∆ 3 degrees could be characterized by the degrees with strong η-representations, but we will show (Theorem 7.1) that this is not the case.
η-Representations

1
The main result in this section, Theorem 5.4, is the classification of the sets with η-representations as the ranges of 0 -computable limitwise monotonic functions. 
whenever m = n, and F is order-preserving if F (m) < F (n) whenever m < n.
For any 0 -computable limitwise monotonic function F , there is a ternary computable function g such that F (n) = lim s lim t g(n, s, t). But, it is possible to do better in this case, Lemma 5.2. For any set A, the following are equivalent:
(i) A is the range of a (1-1, order-preserving) 0 -lmf.
(ii) There is a total (1-1, order-preserving) function G and a binary computable function g such that G(n) = lim inf s g(n, s), and A is the range of G.
Given a binary computable function g with G(·) = lim inf s g(·, s), the proof will produce a 0 -lmf F with F (n) = G(n) for all n. So 1-1 and order-preserving carry over to F as well. We construct a 0 -computable function f in stages s, and let F (·) = lim s f (·, s).
Constuction.
stage 0 : Let f (n, 0) = 0 for all n.
stage s+1 : Given f (n, s) use the 0 -oracle to decide whether (∃t > s) g(n, t) < g(n, s) .
If yes, then let f (n, s) = f (n, s + 1). If no, then let f (n, s + 1) = g(n, s). This ends the construction.
Verification. f is monotonic: We will show for each n that f (n, s) ≤ g(n, t) for every s and every t ≥ s. Fixing n, the argument is by induction on s. When s = 0, f (n, 0) = 0 ≤ g(n, t) for all t ≥ 0. Suppose that for a given s, f (n, s) ≤ g(n, t) for every t ≥ s. Either f (n, s + 1) = f (n, s) ≤ g(n, t) for all t ≥ s + 1, or f (n, s + 1) = g(n, s), but in this case g(n, s) ≤ g(n, t) for all t ≥ s + 1. Thus, f (n, s + 1) ≤ g(n, t) for all t ≥ s + 1. Finally, f is monotonic:
lim s f (n, s) = G(n) for each n: Let s be a stage such that for all t ≥ s, g(n, t) ≥ G(n) = g(n, s). Then f (n, s + 1) = g(n, s) = G(n). For any t > s, if g(n, t) = G(n), then there is a u > t with G(n) = g(n, u) < g(n, t). So, for any t ≥ s + 1, f (n, t) = f (n, s + 1) = G(n). Thus, lim s f (n, s) = G(n).
(i) ⇒ (ii): Given a 0 -lmf F the proof will produce a binary computable function g setting G(·) = lim inf s g(·, s), and satisfying F (n) = G(n) for all n. So 1-1 and order-preserving carry over to G as well. Let
By the Limit Lemma (see [Soa87] , Lemma II.3.3) there is a computable h with
for every n.
We will approximate F (n) in stages s using an s-reasonable sequence: A sequence σ is s-reasonable if
The strategy is to let g(n, s) = σ(|σ| − 1) = h(n, |σ| − 1, s) for some s-reasonable sequence σ. The trick is to decide on how long σ will be. The problem is that if we always choose s-reasonable σ of maximal length we may have h(n, |σ| − 1, s) > F (n) for all s. So, we need a more conservative guess of how long our approximation sequence to F (n) will be. To formalize the strategy for choosing s-reasonable sequences, prioritize sequences by σ < τ (σ has higher priority than τ ) if |σ| < |τ |. At each stage s + 1, the construction chooses the highest priority s-reasonable sequence for each n. Note that there is exactly one s-reasonable sequence of each length for each n. Construction. The construction produces a binary computable g in stages. We will label each sequence active or retired during the construction in order to determine which sequences will influence the construction. (This labeling will be carried-out independently for each argument n.) stage 0 : g(n, 0) = 0 for all n. All sequences are active. Retire ε, the empty sequence.
stage s+1 : Suppose g(n, s) has been defined for each n. Let σ be the highest priority active s-reasonable sequence, and let g(n, s + 1) = σ(|σ| − 1). Retire σ. This ends the construction.
Sublemma 1. For every n, each correct sequence for n is eventually retired.
Proof. Let σ be a correct sequence for n, and suppose that all correct sequences τ with |τ | < |σ| are retired before stage t. Since f (n, i) = lim s h(n, i, s) for all i ∈ ω, there is a stage s ≥ t such that for all i < |σ|, h(n, i, s) = f (n, i). If σ has not yet been retired by stage s, then since σ is the highest priority s-reasonable sequence, σ will determine the construction at stage s and be retired.
It follows from Sublemma 1, that for each k ∈ ω there is a stage s with g(n, s) = f (n, k):
Since σ is correct for n, there is a stage s at which σ is retired. It follows from the construction that g(n, s) = σ(lh(σ)) = f (n, k).
lim inf s g(n, s) = F (n): Since for each k there is an s with g(n, s) = f (n, k), it follows that lim inf s g(n, s) ≤ F (n). For the reverse inequality, let f (n, k) = F (n). By the monotonicity of f , for all j ≥ k f (n, j) = F (n). Let s be a stage satisfying the following (i) For all t ≥ s and i ≤ k, h(n, i, t) = f (n, i).
(ii) If σ = f (n, 0), . . . , f (n, i) and i < k then σ has been retired by s. Then for all t ≥ s and all t-reasonable τ ,
The following lemma was stated (in slightly more generality) and proven in [CDK98] . We learned this after producing our proof.
Lemma 5.3. The sets which have an η-representation are the ranges 0 -lmfs.
Proof. Let L be a linear order which η-represents a set A, and whose domain, L, is a computable subset of the rationals Q with the usual order < Q . Let x n , y n n∈ω be a 0 -enumeration of adjacent elements in L. (Since A is infinite, this set is infinite.) The strategy for each n ∈ ω is to let f (n, ·) start with a pair x, y which is a block, then try to extend the block by searching for an integer w such that w, x, y or x, y, w is a block. If such a w can be found the value of f (n, s) is incremented, and the construction looks for an extension of this new block.
Construction. The construction will build a 0 -computable function f satisfying for each argument n, f (n, s) ≤ f (n, s + 1) for every stage s, and will track the following data items:
• σ n,s : The current block of L being tracked by f (n, ·), and satisfying f (n, s) = |σ n,s | for each stage s.
• w n,s : The current integer value that will be used to try to extend the block σ n,s . stage 0 : For each n, set
• f (n, 0) = 0, • σ n,0 = ε and • w n,0 = 0. stage s+1 : The construction has determined for each n, f (n, s), σ n,s and w n,s . For each n < s do the following: If σ n,s w n,s is a block (or, if w n,s σ n,s is a block ) then set
• f (n, s + 1) = 1 + f (n, s), • σ n,s+1 = σ n,s w n,s (or, σ n,s+1 = w n,s σ n,s ) and • w n,s+1 = 0. and otherwise set
• f (n, s + 1) = f (n, s),
• w s,s+1 = 0. This ends the construction.
Verification. For each stage s and n < s, σ n,s is a block in L and |σ n,s | ≤ |σ n,s+1 |. Since f (n, s) = |σ n,s |, f (n, s) ≤ f (n, s + 1), and as all blocks of L are finite, lim s f (n, s) exists for all n. Let σ n = lim s σ n,s . Then σ n is a maximal block of L: σ n is a finite block since each σ n,s is a block, and all blocks of L are finite. Let s be the first stage where σ n = σ n,s , so that σ n,s−1 is a subblock of σ n,s . Then w n,s = 0, and for t ≥ s, w n,t = w n,s + (t − s). If σ n is not maximal then let x be least such that either σ n x is a block or x σ n is a block. At stage t = s + x, w n,t = x and at stage t + 1 the construction will expand σ n,t+1 from σ n,t = σ n,s to include x. This contradicts the hypothesis that σ n,s = σ n . Thus, each σ n is a maximal block. Let F (n) = lim s f (n, s) for all n. Then A is the range of F .
We have now established each piece of the classification theorem for η-representable sets:
Theorem 5.4. Let A be an infinite set which does not include 0 or 1. Then the following are equivalent:
(1) A has an η-representation.
(2) A is the range of a 0 -lmf.
(3) There is a total function G and binary computable function g such that G(·) = lim inf s g(·, s), and A is the range of G. There is now an alternative means for producing a ∆ 3 set which has no η-representation (Theorem 4.3.) [KNS97, Lemma 2.7] produced a ∆ 2 set which is not the range of any computable limitwise monotonic function. This construction can be relativized to 0 . Recently [HMP, Theorem 3 .1] showed that a lowness requirement can be added to the construction of [KNS97] to produce a low set which is not the range of any computable limitwise monotonic function. This construction can also be relativized to 0 to yield,
2 There is a ∆ 3 set A with (A ⊕ 0 ) = 0 which has no η-representation.
Unique η-Representations
In this section we will establish a corresponding classification of the sets with a unique η-representation and the sets which are the range of a one-to-one 0 -computable limitwise monotonic function (Theorem 6.2), then use this classification to show that the sets with η-representations have unique η-representations (Corollary 6.4.) Lemma 6.1. Every set with a unique η-representation is the range of a 1-1 0 -lmf.
Proof. Let L be a linear order which η-represents an infinite set A, and whose domain, L, is a computable subset of the rationals Q with the usual order < Q . Let x n , y n n∈ω be a 0 -enumeration of adjacent elements in L. (Since A is infinite, this set is infinite.) The construction of Lemma 5.3 fails to produce a 1-1 function F , so the construction will be modified to ensure uniqueness. Let σ and ρ be two blocks, and say σ and ρ clash if they share at least one point in common. The problem in the construction for Lemma 5.3 arises if at some stage s σ n,s and σ m,s clash for some n = m. We will resolve clashes assigning a new block of the same size which does not clash with any other blocks being constructed. This is possible since A is infinite, so there are blocks of every length.
Construction. The construction will build a 0 -computable function f satisfying for each argument n, f (n, s) ≤ f (n, s + 1) for every stage s and will track the following data items:
• σ n,s : The current block of L being tracked by f (n, ·), and satisfying f (n, s) = |σ n,s | for every s.
• w n,s : The current integer value that will be used to try to extend σ n,s .
stage 0 : For each n, set f (n, 0) = 0, σ n,0 = ε and w n,0 = 0.
stage s+1 : The construction has determined for each n, f (n, s), σ n,s and w n,s , For each n < s in increasing order perform the following: Provided σ n,s does not clash with any σ m,s+1 for any m < n do the following: if σ n,s w n,s is a block (or, if w n,s σ n,s is a block ) set
• f (n, s + 1) = 1 + f (n, s), • σ n,s+1 = σ n,s w n,s (or, σ n,s+1 = w n,s σ n,s ) and • w n,s+1 = 0.
If σ n,s cannot be extended to a block by adding w n,s then set
If for some m < n there is a clash of σ n,s with σ m,s+1 then do the following:
• Let the size of σ n,s be k. Use a 0 -oracle to find a block, x 1 , . . . , x k , which does not clash with any other block under construction, and set
To avoid clashes, we modify the treatment of the n = s case from Lemma 5.3:
• Let x, y be least which avoids clashes and set σ s,s+1 = x, y and • w s,s+1 = 0.
For n > s, set f (s, s + 1) = 0, σ s,s+1 = ε and w s,s+1 = 0. This ends the construction.
Verification. We'll show that for each n there is a stage s and maximal block σ such that for all t ≥ s, σ n,t = σ. Suppose this is true for all m < n. Let s be a stage such that for all m < n and t ≥ s, σ m,t = σ m (so σ m is a maximal block.) Then for any t > s, σ n,t does not clash with any block σ m where m < n, and so σ n,s+1 is a subblock of σ n,t for all t ≥ s + 1. Let σ n be the maximal block containing σ n,s+1 . Then for each t ≥ s + 1, σ n,t ⊆ σ n , and so as in Lemma 5.3, σ n = lim s σ n,s . Thus, we also have lim inf s f (n, s) = |σ n |. Since L is a unique η-representation, |σ n | = |σ m | whenever m = n , and therefore F (n) = lim inf s f (n, s) is 1-1.
Theorem 6.2. Let A be an infinite set which does not include 0 or 1. Then the following are equivalent:
(1) A has a unique η-representation.
(2) A is the range of a 1-1 0 -lmf. The key result of this section is that the ranges of injective 0 -lmfs are exactly the ranges of 0 -lmfs. This theorem relativizes to other degrees, Theorem 6.3. Let A be an infinite set. If A is the range of a d-lmf then A is the range of 1-1 d-lmf.
Proof. The proof is a movable marker construction, The Greedy Marker Game. The game play lasts ω stages. The playing board is ω which is empty at the beginning of the game. A d-computable f is the adversary, which is required to satisfy (i) f (n, s) ≤ f (n,
The adversary f has an infinite set of markers Φ n n∈ω . The position of the nth marker at stage s is denoted by Φ s n , which is determined by the value f (n, s). We are also given an infinite set of markers, Γ n n∈ω , with the position of the nth marker at stage s denoted by Γ s n , and which determines the value of g(n, s). The Greedy Marker Game is given by the rules and conditions for successful play.
Rules of Play.
(1) At the start of the game, stage −1, the board is completely empty, all markers placed on −∞ (off board). Our win at the end of play guarantees that the four requirements for constructing g will be fulfilled. Let g(n, s) = 0 for all stages s in which the marker Γ n is not on the board. Suppose we have fulfilled the four conditions for winning at the end of play.
(R.a) g(n, s) ≤ g(n, s + 1) for all n and s by adherence to Rule 2. 
Play of the Game. We will assign a priority to our markers as part of a strategy to guarantee a win. The marker Γ n has higher priority than the marker Γ m when n < m. Let k s denote the total number of Γ markers on the board at the end of state s. Our strategy will ensure that if Γ n is on the board, then Γ m is on the board for all m < n and that at least one new marker is placed on the board in every stage after the first stage.
Stage -1. The board is empty. k −1 = 0.
Stage s. The markers in play at the beginning of stage s are
g's movement. The strategy for placing markers will be carried out in several steps.
Greedy movement. Select in order of priority the markers Γ n in place on the board and move according to the following conditions:
(i) Γ n lies on a position that is unoccupied by a Φ marker and there is a marker Φ i at a higher position which is occupied by only lower priority Γ markers or no Γ markers. Move marker Γ n to the first position Φ s i satisfying this condition. (ii) Γ n lies on a position occupied by a higher priority marker and there is a marker Φ i at a higher position which is occupied by only lower priority Γ markers or no Γ markers. Move marker Γ n to the first position Φ s i satisfying this condition. Conflict resolution. For each marker Γ n which is on a board position occupied by a higher priority marker, move to the first unoccupied position greater than max{Φ s m : m < n}. for all t ≥ s.
By Conflict resolution, Γ n is moved to a higher position if Γ n lands on a position Γ t m for m < n, so there is a stage t ≥ s where Γ n will never again move to a position occupied by Γ m for any m < n. Let u ≥ t be the first state for which some marker Φ i lies on a position Φ u i ≥ Γ u n , and which is unoccupied by any markers with higher priority than Γ n . (There must be such a stage u since the range of F is infinite.) By Conflict resolution, Γ u n = Γ t n at the beginning of stage u, so by Greedy movement, Γ u n = Φ u i . Since no higher priority marker will force Γ n off positions occupied by Φ i , it follows by Conflict resolution that
Proof of Sublemma 3. Let t be a stage such that Φ t i = lim s Φ s i . If Φ t i is unoccupied by a marker from Γ, then by Covering at stage t some marker Γ n is moved to position Φ t i . By point (iv) above, there will be a Γ marker on the position Φ u i for all u ≥ t. It is possible that for some u ≥ t, Γ n occupies position Φ u i but at stage u + 1, Γ m occupies Φ This completes Theorem 6.3.
Corollary 6.4. A set has an η-representation if and only if it has a unique η-representation.
Corollary 6.5. The degrees with unique η-representations are exactly the Σ 3 degrees.
Strong η-Representations
This section consists of two negative results: there is a ∆ 3 degree with no strong η-representation (Theorem 7.1), and the ranges of order-increasing 0 -computable limitwise monotonic functions do not characterize the sets with strong η-representations (Theorem 7.3.)
Although not all ∆ 3 sets have η-representations (Theorem 4.3), all Σ 3 degrees have η-representations (Theorem 4.4); so, it may be hoped that all ∆ 3 degrees have strong η-representations. The next theorem shows this is not the case, Theorem 7.1.
3 There is a ∆ 3 degree which has no strong η-representation. This degree can be taken to be minimal among the Turing degrees.
Proof. The proof uses a tree splitting argument, which is a variant of Spector's construction of a ∆ 3 minimal degree, as presented in [Soa87, Theorem IV.5.6]. The construction here also produces a minimal degree: a degree d is minimal if whenever a < d then a = 0. We allow access to a 0 -oracle in the proof. Let Φ X 0 , Φ X 1 , . . . be a listing of the Turing functionals and L 0 , L 1 , . . . be a listing of all computable subsets of Q, where the underlying ordering is taken to be ≤ Q . (This enumeration is possible using 0 since the set of indices of computable subsets of Q is Π 2 .) We will construct a set A ∈ ∆ 3 satisfying the requirements: R e,i : If L i is a strong η-representation of the set C, and Φ A e = C, then C is computable. We introduce splitting trees (see [Soa87, Section VI.5]), and then explain how this will be used in the construction to satisfy the requirements. Let T be a binary branching tree, T ⊂ {0, 1} <ω , and σ ∈ T then σ e-splits in T if there are ρ, τ ∈ T such that (i) σ ⊂ ρ and σ ⊂ τ (ii) Φ ρ e and Φ τ e are incompatible: ∃x Φ ρ e,|ρ| (x) ↓ = Φ τ e,|τ | (x) ↓ Given a computable tree T and σ ∈ T , we can use a 0 -oracle to determine if σ e-splits in T . If σ does e-split in T then a computable procedure can produce witnesses ρ, τ ∈ T and argument x such that ρ and τ are incompatible on argument x. A binary branching tree T an e-splitting tree, if each σ ∈ T e-splits in T . If T is a computable tree which contains an e-splitting subtree, then there is a computable subtree of T which is an e-splitting tree. If T is a computable tree which does not contain an e-splitting subtree, then there is a string ρ ∈ T such that for every path B extending ρ through T , either Φ B e is partial or Φ B e is computable ([Soa87, Lemma IV.5.2].) We can use 0 to decide whether a computable tree T has an e-splitting subtree, since this is a Π 2 question.
If we are given a linear ordering L i which is a strong η-representation of a set C, then C is ∆ 3 by Theorem 4.1. To determine if n ∈ C, find a block of n adjacencies, and continue to search for new blocks containing n adjacencies and lying entirely below the given block. Eventually a least block of n adjacencies will be found, and if this is maximal then n ∈ C, and otherwise n ∈ C. Suppose we have determined in the construction an initial segment σ of A, and want to try to satisfy requirement R e,i . We can use 0 to find extensions ρ and τ of σ, and an argument n ∈ ω so that
(If there are no such strings ρ and τ and argument n, then Φ A e is either partial or computablein either case the requirement is satisfied.) If L i is a strong η-representation of a set C, then we can use 0 to extend σ to ρ or τ so that Φ A e = χ C . The difficulty with meeting requirement R e,i is that we cannot use our access to 0 to decide if a linear order actually strongly η-represents a set. If a linear order is not a strong η-representation then a search for a maximal block of n adjacencies need not ever terminate. (This could be the case, for example, if there is a ζ block in the linear order and the search finds lower and lower n-sized blocks in this ζ block.) The construction cannot block lower priority requirements from acting. Our solution is to use e-splitting trees to allow lower priority requirements to act without frustrating the search of higher priority requirements.
Suppose we have determined in the construction an initial segment σ of A, and want to try to satisfy requirement R u , where u = e, i . We can use 0 to determine if there is an e-splitting tree, T u , whose root is σ. (If there is no e-splitting tree then there is an extension of σ which will ensure that Φ A e will be either partial or computable, and so R u will be satisfied.) The requirement fixes an argument n ∈ ω for an e-split in the tree T u and use 0 to search for a maximal block of n adjacencies. Lower priority requirements must restrict their extensions to strings in T u , so the splitting trees they use must be subtrees of T u . Suppose a lower priority requirement wants to extend σ to ρ where ρ ∈ T u . The subtree of T u rooted at ρ is also an e-splitting tree, but it is possible that none of the e-splittings extending ρ split with the current argument n. In this case, there must be an m > n such that m is an argument for which there is an e-splitting in T u above ρ. The requirement R u attempts to extend its current n-sized block of adjacencies to a block of size m. If this is possible, then R u can allow the lower priority requirement to extend to ρ, and continue its search for m-sized blocks of adjacencies. If the current block cannot be extended to an m-sized block of adjacencies, then we can act to satisfy requirement R u , since the search for a maximal block of n adjacencies can be restricted (even if L i is not a strong η-representation.)
Construction.
We will construct A by stages, determining σ s at stage s whose length is at least s and which extends σ t for all t < s. This will determine the set A by χ A = lim s σ s . For each requirement R e,i we will associate the following data (which will depend upon the stage s, which is suppressed in the notation)
• T e,i is a computable tree (possibly an e-splitting tree),
• x e,i is a witness to defeat L i , and
• X e,i is a block of adjacencies of length x e,i in the linear order L i . A requirement may be satisfied only modulo conditions which may later fail to hold, so we will also maintain a classification of the current status of requirements for each stage s in the construction:
• waiting: A requirement is waiting for an opportunity to begin actively searching for satisfaction.
• active: A requirement is actively searching for satisfaction.
• retired : A requirement has been confirmed by 0 to be currently satisfied. We will ensure the following invariant conditions hold at the end of each stage.
(a) For any requirements R u and R v with u < v, T u ⊇ T v . (b) If requirement R u is waiting, then T u = ∅ and for any v > u, R v is waiting as well.
(c) If a requirement R u is either active or retired, then T u is a nonempty computable tree and σ s ∈ T u . (d) If a requirement R u is active then (i) T u is an e-splitting tree, (ii) T u e-splits for argument x u , and (iii) X u is a block of adjacencies of size x u in L i . stage 0 : Let σ 0 = ε and T e,i = ∅, x e,i = 0, and X e,i = ε for all e and i. All requirements are waiting.
stage s + 1: Let u 1 , . . . , u k be the active requirements at the end of stage s, and assume all the invariant conditions hold at the end of stage s. We first determine which requirements, if any, are ready-to-act for satisfaction. For each u j = e j , i j use 0 to answer the following question Is there a block of adjacencies Y in the linear order L i j of cardinality x u j which lies strictly below the block X u j in the order?
If Yes, update X u j = Y (the requirement R u j is not ready-to-act), and otherwise, mark the requirement R u j as ready-to-act. If no active requirement has been marked ready-to-act, then let R e,i be the highest priority requirement which is waiting. Let R u be the lowest priority requirement which is either active or waiting and use 0 to check if there is an e-splitting subtree of T u . (If there is no such requirement, let T u be the full binary branching tree.) If there is no e-splitting subtree of T u , then mark R e,i ready-to-act and set T e,i = T u . If there is an e-splitting subtree of T u then mark R u active and set u k+1 = e, i , T u k+1 to an e-splitting subtree of T u rooted at σ s , x u k+1 to the first witness to a splitting in T u , and X u k+1 to a block of adjacencies of size x u k+1 If no such block of adjacencies exists, then mark the requirement R e,i ready-to-act. (In this case, if L i does strong η-represent a set, the set is finite and all its members are smaller than x u k+1 .) If there is still no requirement ready-to-act then the construction will have to force an extension of σ s . Note that these assignments preserve the invariant conditions.
A requirement R u , with u = e, i , which is ready-to-act must choose an extension ρ ⊃ σ s . There are several cases which determine the ρ selected (1) If R u is ready-to-act because no e-splitting tree could be found, then let ρ be the left-most extension of σ s in T u with no e-splitting above ρ. (2) If R u is ready-to-act because either X u is a maximal block of size x u , or that there is no maximal block of this size to the left of block X u in the order L i , then u = u i for some i ≤ k + 1. By invariant condition (d.iii) for active requirements, x u is an argument on the e u -splitting tree, T u . If X u is a maximal block of size x u , then choose ρ ∈ T u such that Φ ρ e,|ρ| (x u ) ↓= 0 and otherwise choose ρ ∈ T u such that Φ ρ e,|ρ| (x u ) ↓= 1 (3) If no requirements are currently ready-to-act, then choose the left-most node ρ ⊃ σ s in T u k+1 .
Before an extension of σ s to ρ will be permitted, requirements must seek permission among all active higher priority requirements. If no requirement was ready-to-act, then the construction must seek permission from each R u j for j ≤ k + 1 before extending σ s . Suppose the requirements that must grant permission to extend are R u 0 ,. . . ,R u i . For each j ≤ i the following check is performed, in order of priority:
(1) Let y be the argument of the first e u j -splitting in T u j above ρ with y > x u j . Such a node exists in the tree since above each node there are infinitely many e u j -splittings. (2) Try to extend the block X u j to a block of adjacencies Y of size y. If this is impossible, then mark requirement R u j as ready-to-act, and otherwise update T u j to the e u jsplitting subtree rooted at ρ, x u j to y, and X u j to Y . (3) If R u j has been marked ready-to-act, then it has higher priority, so the procedure of obtaining permission from higher priority requirements continues for R u j . Otherwise R u j gives permission to R u to act.
If all higher priority R u j give permission then it is permissible to extend σ s . If a requirement R u was ready-to-act , then set σ s+1 = ρ and mark R u retired. For every requirement R v of lower priority than R u which is marked active or retired, re-set T v = ∅, x v = 0, X v = ∅ and mark R v waiting. If no requirement was marked ready-to-act, then set σ s+1 to ρ. There are no further changes to the state of the requirements. This ends stage s + 1. Note that the construction preserves the invariant conditions for all requirements.
Let A = s σ s . For each s, |σ s | ≥ s and if t ≥ s, then σ t ⊃ σ s . Since the construction only uses a 0 -oracle, it follows that A is ∆ 3 .
Verification.
We will say that the status of a requirement R u is stable at stage s if the status of R u at any stage t ≥ s is the same as the status at the beginning of stage s, and R u is never marked ready-to-act at any stage t ≥ s.
Sublemma
Proof. The proof is by induction on the priority ordering of requirements. Assume for the inductive hypothesis that there is a least stage s such that For each v < u, the requirement R v is stable at stage s. So, for each v < u and each stage t ≥ s, the requirement R v is either retired at stage t or is active but not marked ready-to-act at stage t. We first show that R u is the highest priority requirement marked waiting at the beginning of stage s. At stage s − 1 either some higher priority requirement was moved from waiting to active, so R u must be waiting at stage s; or some higher priority requirement was ready-to-act, in which case some requirement of higher priority actually extended σ s−1 and moved from active to retired, which forced all lower priority requirements (including R u ) to waiting status. Since only one requirement is moved from waiting to active (or retired), R u is the highest priority requirement waiting at the opening of stage s. R u will become active or retired in stage s (since no higher priority requirement will be marked ready-to-act at stage s.) The only way the status of R u can change from active or retired to waiting is if some higher priority requirement is marked ready-to-act, but this cannot happen after stage s − 1 by the inductive hypothesis. So, R u will be active or retired for all stages t ≥ s. If R u is never marked ready-to-act at any stage t ≥ s, then it will be stable at stage s+1. If there is a stage t ≥ s in which R u is marked ready-to-act, then all higher priority requirements will give R u permission to act (the only way a higher priority requirement could fail to give permission is if it becomes marked ready-to-act, which cannot happen after stage s − 1.) So, R u will act at stage t and change status to retired, and become stable at stage t + 1. Therefore, there will be a stage t ≥ s such that R u will be stable.
Sublemma 2. Let s be the least stage at which all higher priority requirements than R u are stable. Then A is a path in T s u . Proof. Let s be the least stage such that all higher priority requirements than R u are stable. By Sublemma 1, R u was waiting at the beginning of stage s, and is the highest priority waiting at stage s. Since all higher priority requirements are stable, a nonempty tree is assigned to R u at stage s, and for all stages t ≥ s, T s u = T t u (since all higher priority requirements are stable.) By the invariant condition (c) for nonempty trees, σ t ∈ T t u for all stages t ≥ s. Thus, A is a path in T s u . Sublemma 3. R e,i is satisfied for each e and i.
Proof. Let u = e, i . From Sublemma 1, let s be the least stage such that for all higher priority requirements are stable. At the beginning of stage s, R u is the highest priority requirement which is marked waiting. R u will be given a chance to act at stage s, since no higher priority requirement will ever be ready-to-act.
Suppose no e-splitting tree is found for R u at stage s. Then R u is marked ready-to-act at stage s. The tree T u is a computable tree rooted at σ s and is a subset of all higher priority tree (by the invariant condition (a).) Since no higher priority requirement will be ready-to-act at stage s (all are stable), R u will be given permission to act at stage s. The choice of extension ρ ⊃ σ s by R u guarantees that for any infinite path B ⊃ ρ in T u either Φ B e is computable or Φ B e is partial. By Sublemma 2, A will be a path in T s u and extends σ s+1 = ρ. Thus, R u will be satisfied by the construction.
Suppose R u is marked active at stage s (so that an e-splitting tree was found.) Then x u is set to an argument at a splitting of T u and X u is a block of adjacencies of L i of size x u (possibly empty if none were found, in which case R u will be marked ready-to-act.) For all stages t ≥ s in which R u is marked active, the following conditions hold:
(1) T t u = T s u and for all R v of lower priority, T t v ⊆ T t u . (2) If R u does not act at stage t, then one of the following conditions hold at stage t + 1:
, with equality only when R u is ready-to-act, or (ii) Let y ∈ X t u be smallest in the block X t u and z ∈ X t+1 u be largest in the block X t+1 u , then z < Q y. (The block X t−1 u lies entirely below the block X t u .) (3) x t u is the cardinality of X t u and there is a splitting in T t u with argument x t u . (1) is true by the stability of all higher priority requirements, and the invariant condition (a). (2) is true: at the beginning of stage t + 1, the construction searches for a new block entirely below the block X t u . If a block is found then (ii) holds, otherwise R u is marked ready-to-act and X t u = X t+1 u so that (i) holds. If R u must extend permission to another requirement to act at stage t + 1, then the construction will look to extend the the block X t+1 u . (3) is true by invariant condition (d).
Suppose L i is a strong η-representation. Then for any block of adjacencies B of L i , there are only finitely many adjacencies in the same block or in blocks located below B. For all t ≥ s (2) holds, so by (2a) and (2b) there will eventually be a stage t ≥ s in which X t u is either maximal or there is no block of size x t u below X t u . At stage t, R u will be marked ready-to-act, and since all higher priority requirements are stable, R u will extend σ t to σ t+1 . If X t u is a maximal block of size x t u , then by (3), R u can choose an extension ρ ⊃ σ t such that Φ ρ e,|ρ| (x) ↓= 0. If there is no block of size x t u below X t u , then there is no maximal block of size n in L i and by (3), R u can choose an extension ρ ⊃ σ t such that Φ ρ e,|ρ| (x) ↓= 1. The requirement R u is satisfied since ρ = σ t+1 ⊂ A. There is an e-splitting subtree of any splitting tree, and so at any stage at which R e,i is marked ready-to-act, the tree T e,i = ∅. By Sublemma 1, R e,i is eventually satisfied, so that at some stage s, we have strings ρ and τ satisfying σ s−1 ⊂ ρ, τ ∈ T e,i , and a number n such that Φ ρ e,|ρ| (n) ↓ = Φ τ e,|τ | (n) ↓ . At stage s, σ s is chosen to be either ρ or τ so that Φ σs e (n) = C(n), but Φ σs e (n) = σ s (n) = A(n).
The theorem follows from Sublemma 3 and Sublemma 4: By Sublemma 3, each requirement R e,i : If L i strong η-represents a set C and Φ A e = C, then C is computable. is satisfied. Suppose L i is a strong η-representation of C. If for any e, Φ A e = C, then C is computable. But by Sublemma 4, A is non-computable, so A = C. Thus, for a the degree of A, a > 0 and if c ≤ a has a strong η-representation, then c = 0.
Sublemma 5. A is minimal in the Turing degrees.
Proof. Suppose Φ A e is total, but not computable. We will show that A ≤ T Φ A e . Let L i be any computable subset of Q. Let u = e, i . Fix a stage s as in Sublemma 1, so that all requirements with higher priority than R u are stable. By Sublemma 1, R u is the highest priority requirement waiting at stage s, and will be given a chance to act at stage s. Let R v be the lowest priority requirement whose tree is nonempty at the beginning of stage s. Since Φ A e is total and not computable, there is an e-splitting subtree of T v (otherwise the construction would have chosen σ s+1 to ensure Φ A e was partial or computable.) By Sublemma 2, A is a path in the e-splitting tree T u .
We will use Φ A e to compute a sequence of strings (σ s ) s∈ω such that A = ∪ s σ s . Let σ 0 = ε. Suppose σ s has been determined with σ s ⊂ A (and so, σ s ∈ T u .) Let ρ and τ be the shortest pair of strings in T u which extend σ s and such that
(There must be such strings since T u is e-splitting.) Finding strings ρ and τ and argument x is computable given σ s , since T u is a computable tree. If (ii) There is a total order-preserving G and computable g such that G(·) = lim inf s g(·, s), and A is the range of G.
By Theorem 3.3 these sets have strong η-representations; but we will show that the reverse inclusion does not hold. Constructing a strong η-representation by densification allows changing from building η + n for some n > 1 to building a copy of η for a step. If carried-out infinitely often, a copy of η is produced, which can then be absorded into an adjacent block of η. This process of rubbing-out a block cannot be matched by an order-preserving 0 -lmf, and is partly captured in the following lemma:
Lemma 7.2. Let g : ω × ω → ω be a computable function and G(·) = lim inf s g(·, s) a total function satisfying the following condition • Whenever m < n and 1 < G(m), G(n), then G(m) < G(n). Then the set ran(G) \ {0, 1} has a strong η representation.
Proof. By Theorem 3.3, there is an η-representation L of the set ran(G) \ {0, 1}, constructed by densification according to g. The order of the maximal blocks, whose size is greater than one, in the ordering of L will be strictly increasing in size (by the condition in the Lemma.) But since η + η = η = η + 1 + η = η, the blocks of size zero or one absorbed into adjacent copies of η. So, L is actually a strong η-representation.
Theorem 7.3. There is a set which has a strong η-representation but which is not the range of an order-preserving 0 -lmf.
Proof.
4 Let ψ 0 , ψ 1 , . . . be an enumeration of partial computable binary functions and let Ψ e (·) = lim inf s ψ e (·, s), where Ψ e (n) exists if and only if both ψ e (n, s) ↓ for every s ∈ ω and lim inf s ψ(n, s) exists. We will produce a set A with a strong η representation but such that for each e ∈ ω, if Ψ e is total and order-preserving, then A is not the range of Ψ e . (This is sufficient by Lemma 5.2.) The construction actually builds a binary computable function g(·, ·) satisfying the properties (a) g(2e, s) = 0 or g(2e, s) = 2e + 2 for all e and s.
(b) g(2e + 1, s) = 2e + 3 for all e and all s. Let G(·) = lim inf s g(·, s), so that G is a total function and ran(G) \ {0, 1} satisfies the condition of Lemma 7.2, so has a strong η-representation.
Let a 0 , a 1 , . . . be an enumeration of ran(G) \ {0, 1} in increasing order. For each e ∈ ω there is an index n(e) ≤ 2e + 1 with a n(e) = 2e + 3. The strategy is to place 2e + 3 in the enumeration to ensure that Ψ e fails to place 2e + 3: Ψ e (n(e)) = 2e + 3 = a n(e) . We will use arguments 2e and 2e + 1 of G to attack Ψ e . Consider the strategy against the single function Ψ 0 : we will ensure G(1) = 3, but G(0) may be either 0 or 2. If Ψ 0 (0) ≥ 3 and Ψ 0 is order-preserving then Ψ 0 (1) > 3; but, we will construct G(0) = 2 and G(1) = 3, so that a 1 = 3 but Ψ 0 (1) = 3 = G(1). If Ψ 0 (0) < 3 then we will construct G(0) = 0 and G(1) = 3, so that a 0 = 3 but Ψ 0 (0) = 3 = G(1). The way we will construct G, is to set g(1, s) = 2e + 3 for all s, but set g(0, s) = 0 on stages t where ψ(0, t) < 3 and set g(0, s) = 2 on stages t where ψ(0, t) ≥ 3. (The stages t may lag behind the stages s, since the construction must wait for ψ(0, t) to converge.) If Ψ 0 (0) ≥ 3, then then for all sufficiently large stages t, ψ(0, t) ≥ 3, so that for almost all stages s, g(0, s) = 2, and thus G(0) = 2. But if Ψ 0 (0) < 3, then there will be infinitely many stages t in which ψ(0, t) < 3, so there will be infinitely many stages s in which g(0, s) = 0, and thus G(0) = 0.
The construction against two functions throws in an added complication, since we will need to guess which argument we are attacking. Consider the strategy against two functions, Ψ 0 and Ψ 1 . In this case G(0) = 0 or 2 and G(1) = 3 to force Ψ 0 to fail, and G(2) = 0 or 4 and G(3) = 5 to force Ψ 1 to fail. But now we must also guess whether G(0) = 0 or G(0) = 2 to determine whether we are constructing against Ψ 1 (1) or Ψ 1 (2). Suppose that G(0) = 2, then a 2 = 5 or a 3 = 5, and we need to construct against Ψ 1 (2). But, since G(0) = 2, for almost every stage s, g(0, s) = 2, so that for almost every stage s we can set g(2, s) against ψ 1 (2, s), just as in the case against a single function. But, if G(0) = 0 then a 1 = 5 or a 2 = 5, so we need to construct G(2) against Ψ 1 (1). The problem is that there may infinitely stages with g(0, s) = 2, so that we incorrectly target ψ 1 (2, s), as well as infinitely many stages with g(0, s) = 0 so that we correctly target ψ 1 (1, s) . If Ψ 1 is really order-preserving then Ψ 1 (1) < Ψ 1 (2), so that if Ψ 1 (1) ≥ 5 then there is no harm done by infinitely often constructing against ψ 1 (2, s) since Ψ 1 (2) ≥ 5 as well. If Ψ 1 (1) < 5 then for infinitely many stages s, we will set g(2, s) = 0, so that it will not matter what the construction does on stages against ψ 1 (2, s). Thus, the construction will succeed against both Ψ 0 and Ψ 1 .
There is one last complication in the construction, which can arise when building against three or more functions. In the previous paragraph, we assumed Ψ 1 (1) ≤ Ψ 1 (2), and there is no harm to the strategy against Ψ 1 since if this is not true, since Ψ 1 fails to be orderpreserving and is automatically defeated. But, Ψ 1 (1) > Ψ 1 (2) could lead to our attacking the wrong argument against Ψ e where e ≥ 2. Suppose that G(0) = 0, so that Ψ 1 (1) is the correct argument to attack, yet it is possible that we infinitely often attack Ψ 2 (2) as well. But suppose that Ψ 1 (1) ≥ 5 and Ψ 1 (2) < 5. Whenever we build against Ψ 1 (1) we are guessing G(0) = 0, G(1) = 3, G(2) = 4 and G(3) = 5, so that we attack Ψ 2 (3); and whenever we build against Ψ 1 (2) we are guessing G(0) = 2, G(1) = 3, G(2) = 0 and G(3) = 5, so we again attack Ψ 2 (3). In fact, G(0) = 0 (by hypothesis) and G(2) = 0 (provided infinitely often we construct against Ψ 1 (2)), and so we should be attacking Ψ 2 (2). To guard against this possibility, we will build against the minimum of Ψ 1 (1) and Ψ 1 (2) whenever we build against Ψ 1 (1). More generally to defeat Ψ e we build against the minimum of Ψ e for all arguments between the current guess (which is at least e, the fewest possible non-zero G values in the first 2e arguments of G) and 2e (the most possible non-zero G values in the first 2e arguments of G.)
Construction.
For each e ∈ ω and each stage s of the construction we will associate several values
• n s e ∈ [e, 2e], the current argument against Ψ e . • u s e,m where m ∈ [e, 2e], at stage s we are building against ψ e (n s e , u s e,n s e ).
• g 2e (s), g 2e+1 (s) where g(2e, s) = 0 if ψ e (m, u t e,j ) < 2e + 3 for some m ∈ [n s e , 2e] and t ∈ [s , s] where s was the last stage (or 0) where n s e = n s e , or g(2e, s) = 2e + 2 if ψ e (m, u t e,j ) ≥ 2e + 3 for all m ∈ [n s e , 2e] and t ∈ [s , s] where s was the last stage (or 0) where n s e = n s e , and g(2e + 1, s) = 2e + 3 for all s.
For simplicity in the notation, we will add the following condition for all e ∈ ω and m ∈ [e, 2e] ψ e (j, −1) = 2e + 3.
stage 0 : Set the following values: n 0 e = 2e and u e,m = −1 for all m ∈ [e, 2e]. Set g(2e, 0) = 2e + 2 and g(2e + 1, 0) = 2e + 3 for all e.
stage s + 1: Start with n = 0, then for each e < s + 1 update as follows, starting with e = 0:
(1) Set n s+1 e = n. If z ≥ 2e + 3, then let g(2e, s + 1) = 2e + 2 and increment n by 2. Otherwise, (where z < 2e + 3) let g(2e, s + 1) = 0 and increment n by 1. (5) Proceed to e + 1 provided e + 1 < s + 1. If e ≥ s + 1 then
• n s+1 e = n s e , u s+1 e,j = u s e,j for all j ∈ [e, 2e], and • g(2e, s + 1) = g(2e, s), g(2e + 1, s + 1) = 2e + 3. This ends the construction.
Let G(·) = lim inf s g(·, s), and let A = ran(G) \ {0, 1}. Then G is total, and A has a strong η-representation by Lemma 7.2. We will show that for each e ∈ ω, if Ψ e is total and orderpreserving, then A is not the range of Ψ e .
Verification. Sublemma 1. For each e ∈ ω, the following conditions hold:
(a) n s e ∈ [e, 2e] for all s ∈ ω. (b) If A ∩ [0, 2e − 1] = n e , then lim inf s n s e = n e . Proof. Part (a) is satisfied as is clear from the construction.
The proof of (b) is by induction on e. (b) holds for e = 0, since n s e = 0 for all s. Suppose (b) holds for e, and we will show that if A ∩ [0, 2e + 1] = n e+1 then lim inf s n s e+1 = n e+1 . Either G(2e) = 2e + 2 or G(2e) = 0.
Suppose G(2e) = 2e + 2, so that n e+1 = n e + 2. Then lim inf t g(2e, t) = 2e + 2 so that for almost every stage t, g(2e, t) = 2e + 2. Using the induction hypothesis for e, n s e ≥ n e for sufficiently large stages s with equality infinitely often. Choose s sufficiently large such that for all t ≥ s, g(2e, t) = 2e + 2 and n t e ≥ n e . Then by construction n t e+1 = n t e + 2 ≥ n e + 2, with equality holding at the infinitely many stages t where n t e = n e . Therefore, lim inf s n s e+1 = n e + 2 = n e+1 .
Suppose G(2e) = 0, so that n e+1 = n e + 1. Since G(2e) = 0, lim inf t g(2e, t) = 0, so that there are infinitely many stages t where g(2e, t) = 0. For this to occur there is some m ∈ [n e , 2e] with lim inf s ψ e (m, u s e,m ) < 2e + 2, and so for infinitely many states s, ψ e (m, u s e,m ) < 2e + 2. By the inductive hypothesis for e, n s e ≥ n e for all sufficiently large s with equality at infinitely many stages s. Using step (4) of the construction update procedure, there must be infinitely stages s at which n s e = n e and ψ e (m, u t e,m ) < 2e + 2 where t ∈ [s , s] and s < s was the last stage for which n s e = n e . Thus, at infinitely many stages s, n s e+1 = n s e + 1 = n e + 1, and so lim inf s n s e+1 = n e+1 . Write A = {a 0 < a 1 < a 2 < . . .}.
Sublemma 2. For each e ∈ ω, if Ψ e is total and order-preserving, then Ψ e (n e ) = a ne .
Proof. By Sublemma 1, there is a stage s such that n e ≤ n t e ≤ 2e for all t ≥ s. If Ψ e is total and order-preserving s can be chosen sufficiently large so that for all t ≥ s, Ψ e (n e ) ≤ ψ e (n t e , u t e,n t e ).
We may additionally assume that for any stage t ≥ s, if n t e = m then there is a stage s with t > s ≥ s and n s e = m. There are two cases to consider: (a) If Ψ e (n e ) ≥ 2e + 3, then ψ e (m, u t e,m ) ≥ 2e + 3 for all stages t ≥ s used to compute g(2e, t) on step (4) of the construction. Thus, g(2e, t) = 2e + 2 for all t ≥ s, and G(2e) = 2e + 2 = a ne , so that Ψ e (n e ) = a ne . (b) If Ψ e (n e ) < 2e + 3, then g(2e, t) = 0 for infinitely many t (namely at those stages t with n t e = n e and ψ e (n e , u t e,ne ) < 2e + 3 for some t ∈ [t , t] where t < t was the last stage with with n t e = n e .) Thus, G(2e) = 0 and a ne = 2e + 3, so that Ψ e (n e ) = a ne .
It follows from Sublemma 2, that for any e ∈ ω, if Ψ e is total and monotonic, then A is not the range of Ψ e .
