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This paper deals with statistical inference for a certain class of bivariate 
distributions. The class of marginal distributions is given and is shown to 
include distributions with only location and scale parameters. A normalizing 
transformation is applied to the marginal distributions and the parameters are 
estimated by maximum likelihood. For this class there is a great deal of simplifica- 
tion in the calculations for the asymptotic covariance matrix of the vector of 
parameter estimators. Statistics for tests of zero correlation are discussed. 
Also, the analysis is carried out for exponential marginal distributions. 
1. INTRODUCTION 
Bivariate distributions are not completely specified by their marginal distribu- 
tions. The method of construction of the joint distribution of the variates must 
also be specified. One such method of construction is the version of the transla- 
tion method suggested by Nataf [18]. Moran [17] used such a construction to 
study the statistical analysis of a bivariate gamma distribution, useful for its 
applications in meteorology and hydrology. It is shown here that if the conditions 
for maximum likelihood estimation and one further condition on the marginal 
cumulative distribution functions (c.d.f.‘s) are satisfied, then quite genera1 
results can be obtained for the elements of the asymptotic covariance matrix for 
the vector parameter estimator found by maximum likelihood. This facilitates 
hypothesis testing involving the various parameters. The vector parameter 
estimator is consistent and, if additional conditions proposed by Wald [23] are 
satisfied, has an asymptotic multivariate normal distribution. The further 
condition on the marginal c.d.f.‘s required for our discussion is always satisfied 
by distributions which have only location and scale parameters. 
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Define the random variables X and Y to have respective c.d.f.‘s F(X; 0,) and 
F( Y, 0,). For simplicity we restrict X and Y to have the same distributional form 
each with one unknown parameter, where these unknown parameters are of the 
same type. For example, they can be both location or both scale parameters. 
Extensions to more parameters and differing marginal distributions involve no 
new principles, only more algebra. Here we apply a normalizing transformation 
to each marginal variable, to obtain a new pair of variables, A and B, having 
a standard bivariate normal distribution with correlation p. Much work has been 
done in obtaining and studying the distributional properties of constructed 
bivariate distributions which have prescribed marginals. For example, Kimeldorf 
and Sampson [IO] examined transformations to one parameter bivariate distri- 
butions, such as the one above, and examined [I I] in particular the bivariate 
uniform distribution and concepts of bivariate dependence. Here we will be 
more concerned with aspects of statistical analyses than distributional properties. 
The method of translation is adequately described in Section 4.3 of Mardia [14]. 
If we letf(X, 0,) andf(Y; 19,) be the probability density functions of X and Y, 
respectively, then the joint probability density of X and Y is written 
h(X, Y) = (1 - $-1/Z exp - p2A2 ~(~~“,s~ p2B2 1 f(X, e,)f(Y; e,), 
1 
where A = @-r[F(X; e,)], B = @-l[F(Y; f3,)], and @j-l is the inverse function 
of @, the c.d.f. of Jv(0, 1). 
For maximum likelihood estimation, F(X, 0,) and F(Y, f3,) must satisfy 
certain conditions. We require that the range of the random variable X does not 
depend on the unknown parameter t12 , and that F be twice differentiable with 
respect to X. We will also require the existence of higher derivatives off with 
respect to e2 . Similar conditions apply to Y and F(Y; 0,). The condition on the 
marginal c.d.f. is that 
wx e,pe, = wqg(e,) 
= #(A) gw, 
(1.1) 
where T(F) is a function of F alone, #(A) is a function of A alone, and g(8,) is a 
function of 0, alone. The following extension is required when the F’s have 
more than one parameter. Let e2 = (0,, ,8,, ,..., t?,,) be the vector of parameters 
for F, for some k; then 
Wx; e,wh = gL@>&(%) (1.2) 
must hold for-j = 1,2,. . . , k. Notice that gi( a) is a function of 0, and not just eri . 
With the extension to more than one parameter given, and the corresponding 
extension of the conditions for maximum likelihood assumed, we can prove that 
(1.2) is satisfied for distributions with scale and location parameters, as we will 
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see in Section 5. Initially it was the analysis of the bivariate gamma distribution 
of Moran [17] that was in mind. The logical place to start was to consider an 
exponential marginal. Although the analysis turned out to have a much wider 
range of application than the exponential marginal, in its present form it is not 
immediately applicable to a gamma marginal but the analysis is a first step 
toward that goal. 
Note that the normalizing transformation can be applied even when condition 
(1.1) does not hold. If (1.1) does hold, then the integrals required to evaluate the 
elements of the asymptotic covariance matrix of the vector of parameter esti- 
mators only involve functions of A and B which do not involve the unknown 
parameter values, except perhaps the correlation coefficient p. This simplifies the 
calculations. 
2. PARAMETER ESTIMATION 
From (1.1) 
and 
Thus 
g = (2~)~‘~ exp(&A2) g . 
I 3E 
a2F = WU g’(h) + (2~Y2g2(~,) #(A) #‘(A) exp($A2) at?,2 
and 
$ = 2aA exp(A2) ($1’ + (2~r)l!2 exp(JA2) g . 
2 
Given a sample of size tl, (X1 , Y1) ,..., (X, , Y,) if I = ET=, log h(Xi , Y,), the 
log-likelihood, and subscripts 1, 2, and 3 of I, A, and B refer to partial differen- 
tiation with respect to p, OX , and 0, , respectively, we obtain the following 
equations: 
n 
zl = np(l - py - (1 - p2)-2 2 {pA2 - (1 + p”) AB + PB’), 
i=l 
z2 = -(I - p2)-l i {p2AA2 - pA,B} + i a logf(& ; e,)/as, , 
i=l i-1 
(2.2) 
z,, = n(1 + p2)(1 - py 
- (1 - pz)-3 i ((1 + 3p2) A2 - 2(3p + p”) AB + (1 + 3p2) B2}, (2.3) 
i=l 
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z,, = --i (1 - pa)-2(2&l, - (I + p”) A$), (2.4) 
a=1 
l,, = -i (1 - p2)-‘{p2AA,, + p2A2” - pA,,B} + f  82 logf(X; 8,)/90,2, (2.5) 
i-l i=l 
43 = i (1 - PY PA&, , 
i=l 
(2.6) 
and similarly for 1s , Zis , and la3 . 
Since E(Zi) = E(Z,) = E(Zs) = 0, we easily obtain some identities, for example, 
W2A4 = -W’WB). (2.7) 
Remembering that A,, is a function of A, and not of B or Bv or Y, and that A 
and B have a bivariate normal distribution, we find that 
E(pBA,,) = E [pB f2rrileA'(~)" +(2,+'2 &A'~;] 
= E,[A,,EW I 41. 
Since A,, does not involve explicit functions of B, this is equal to 
E.h2A4d w4 
The actual evaluation of the estimates will have to be done iteratively. A 
reasonable starting point might be (p, 8, , 8,), where 0, and 8, are the marginal 
maximum likelihood estimates and p is the estimate obtained by substituting 8, 
and 8, into (2.1), also using 8, and 8, to get the A's and B's. I f  the log likelihood 
has several local maxima, which it might have for some marginal distributions, 
care is needed to ensure proper convergence. 8, and 8, should be fairly close to 
8, and 8, , especially for p near zero. 
Since A and B have a bivariate normal distribution, 
E(-Z,,) = n(l + ~')/(l - p212. (2.9) 
Now from (2.4) using identity (2.7), 
where 
E(--I,,) = np(1 - p")-'E(AA,), 
WA2) = -%WW/” e4M2) WV gW1 
= gW Irn MA) ,.QL -m 
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Thus 
where 
q--I,,) = np( I - p”)-lg(8,.) Cl 
*w Cl = I -‘h/J(A) dlf. .-m 
Similarly, 
E(--I,,) = np(l - p2)-‘g(B,) Cl . 
cr is a univariate integral involving only A and functions of A. It does not 
involve the parameters of the bivariate distribution except through A, due to 
the condition imposed on aF/ie, . From (24, 
E(-Z,,) = n(l - py E{p2AA,, + $A, - pA,,B) + nE [ - “7:;’ @‘) ] . 
Define m(19,) = E[--S2f(X; ~,)/LX?,z], the marginal information. Using the 
assumed existence of the second derivative of f(X; 0,) with respect to Oz , 
it can be shown that 
d aF 
( 1 
dA d 8F -__ 
dx as, = dx *dA ae, 0 
since 
m(e,) = g2(&) j-m {7V’(A)1)2 @‘(A) dA, -02 
Thus 
j-(x; 0,) dn: = @‘(A) dA. 
m(c) = g2&) Jo1 GYm2 ds = &2g2(u> say. 
Then from (2.5) and using (2.8) 
E(4.J = n(l - p”)-‘E(~“~2~) + @g”(4) 
when E(AA,,) is finite, which we assume. As before we can show that 
where 
a1 = (2T)“2 s m A exp(+A2) #(A) #‘(A) dA -L 
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and 
01~ = (21~)~‘~ jm A2 exp(&P) #2(A) &I, 
--m 
which we also assume to be finite. We can show 
where 
Thus 
E(P2A22) = P2c2g2(~*h 
c2 = (2741’” ja exp(&A2) 31r2(A) &I. 
--m 
and 
W-42) = ~g”Nz>b”(1 - P2YC2 + Bl 
q--l,,) = ~g2(uf2(l - P2YC2 + 81. 
All the expectations so far involve integrals independent of p, 8, , and Oy . 
Unfortunately although E(A,B,) is independent of O., and 8,) it does depend 
on p. We have for (2.6) using (1 .I) 
Write 
JV2%) = EL237 exp(W2 + W2) ICIW VW gW &4Jl. 
Then 
EC--l,,) = --np(l - f")-'g(hJ&) c3 * 
We then obtain the matrix 
(1 +P”)(l -py PdhJCl Ph%)C2 
D = n( 1 -p2)-1 tTAQc1 g2um2c2+u -P”Pl --P&J aJc3 - 
fd4JC2 --Pgw &4Jc3 .e%&2c2+(1--P2P1 1 
Let 
4 = P% + (1 - p2)B - PC, , d2 = P2C2 + (1 - p2)8 + pc3 * (2.10) 
The asymptotic variance-covariance matrix of (@, fi, , 8,) is D-l, and this gives 
Thus we have a multiplying factor of 
[ 
l _ 2$(1 - p2)c12 -1 
(1 + p2)4 1 
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which multiplies the asymptotic variance that 1 would have had were Bc and 0, 
known. Similarly 
1 ( 1 - p”) 
Var(4,) + m-7-- [ 
{(I -7 p’)(d, - pc3) - p2( 1 - p”)C& , 
z d,{( 1 + p2)dr - 2p2( 1 - pz)c12:- I 
where (nm(ti,))-l is the asymptotic variance of the marginal estimator 8X obtained 
by maximum likelihood using only the X values. The ratio of these asymptotic 
variances gives an indication of how much information about Ox is contained in 
the marginal sample distribution of X. 
Next we have 
1 (1 - pa)* 
cov(B, , 6) + - __ 
[ 
PC1 
g(0.r) 11 
-- > 
((1 + P2)4 - 2p2(1 - P2)Ci7 1 
cov(~, ) 4 ) + (l - @) [ Ml + P2k2 + P2C12(1 - P”)>%%>‘$4/) d2W + P2)4 7 2P2(1 - P2k12T . 1 
3. RESULTS FOR THE CORRELATION COEFFICIENTS 
Let w be the correlation coefficient of X and Y. Frechet [7] considered bounds 
for W, for given marginals. Let 
and 
F+(X, I’) = min{F(X; O,), F( Y; O,)} 
F-(X, Y) = max{F(X; 0,) + F( Y; 0,) - 1,0>, 
with W+ and W- the respective correlation coefficients; then 
Mardia [ 151 showed that these bounds are attainable in our case. 
To test the hypothesis p = 0, there are many statistics that can be considered. 
Let p^ be the maximum likelihood estimate of p, r the sample correlation coefficient 
between the A and B values, w the sample correlation coefficient between the X 
and Yvalues, and rs , rk, rF three rank correlation coefficients, that is, Spearman’s, 
Kendall’s, and Fisher-Yates correlation coefficients. In order to get the power 
of such tests we require the notion of asymptotic relative efficiency (ARE) in 
the Pitman sense (see Fraser [6, p. 2731). Stuart [21] gives a relationship between 
the ARE of two tests and the asymptotic ratio of the derivatives of the power 
function. 
As Fieller et al. [5] pointed out, the rank correlation coefficients are invariant 
under monotonic transformations applied to the marginal distributions. So the 
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ARE’s of rank correlation coefficients relative to r can be found from the 
literature. Thus 
ARE@, , y) = ARE(r, , Y) = 9/G N 0.91, for p = 0, 
and from Bhuchongkul [2] who stated it explicitly and Konijn [12] 
ARE@, , Y) = 1, for p = 0. 
The complicating factor is that r is unobtainable unless 8, and ey are known, 
since it requires the actual sample values of A and B, where the means of A 
and B are not assumed to be known. However, Kowalski and Tarter [13] 
defined a quantity r* as an approximation to I, and indicated that in certain 
simulated cases its power function was almost identical with that of Y. Now 
E(Y 1 p) can be obtained from Ghosh [9] and we can use Slater [20, Eq. (1.4.111 to 
differentiate with respect to p. Also Pitman [19] showed that at p = 0 the 
variance of a sample correlation coefficient based on n pairs is (n - 1)-i. 
Cook [3] and Gayen [8] gave E(w j w), and this is easy to differentiate with 
respect to p. Therefore we can show that 
ARE(w, r) = [% !,,I2 = os4, say. 
We need w as a function of p before we can proceed any further. 
From Cox and Hinkley [4, p. 3101, we can obtain E(b 1 p) and we can thus 
show that 
ARE@, Y) = 1. 
In the following section, we illustrate how the analysis carries through for 
the bivariate exponential distribution and mention a few additional interesting 
features that become apparent in this case. 
4. BIVARIATE EXPONENTIAL 
It is easy to show that the exponential distribution satisfies condition (1.1). 
We have F(X; 0,) = 1 - exp( -X/e,), so that 
a~(x; 6,) 
a4 
= -xe;2 exp + 
( 1 x 
= O;l[l - @(A)] ln[l - @(A)], since X = -e,ln[l - @(A)]. 
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In the notation of (l.l), g(B,) = 8;’ and r[@(A)] = [I - @(A)] In[l - @(A)]. 
Thus we can show that T’(x) = - 1 - ln( 1 - x), so that /3 = 1, and writing 
@ for @(A), for convenience, we get 
Cl = 
s 
m A(1 - CD) In(1 - CD) d/l = -0.2978, 
-00 
c2 = (2n)+1’2 
I 
cc exp($A2)[(1 - CD) ln(l - @)I” dA = 0.9067, 
--no 
s 
cc 011 = A(1 - @) ln(1 - @)[l - ln(1 - CD)] = -1.3535 < co, 
--co 
a2 = (27y 
s 
m A2 exp($A2)[(1 - @) ln(l - @)]a dA = 0.4806 < CO, 
-Lo 
c3 = (1 - ,D~)-“~ j-= T(@(A)) dA j= T(@(B)) 
-m -m 
xexp - i 
$A’ - 2pAB + p2B2 ) dB, 
2(1 - P"> 
w = (27+l(l - p’)-1’2 fz T(@(A)) dA s= T(@(B)) 
---r --lr 
x exp i 
A2 - 2pAB -+ B” 
- 
2(1 - p2) 1 
dB. 
’ 
w varies from 1 - 7r2/6 N -0.6449 at p = -1 to 1 at p = +l and for any 
value of p, w can be closely approximated by numerical integration. ca varies 
from 0.7377 at p = -1 to 0.9067 at p = +I, and can be closely approximated 
for any p by numerical integration. An interesting feature of cs is that it varies 
slowly with p. If we have a fairly good estimate of p, p*, then the value of ca 
at p* will not vary very much from the value at p. 
Since now we have w as a function of p, we can calculated ARE(w, r). At p = 0, 
it can be shown that 
aw -= 
ap 
[s-l A ln{l - @(A)) @‘(A) dA12 = 012. 
Now a2 = -0.9032, so 
ARE(w, r) = 0.6665, for p = 0. 
This is much less than the asymptotic efficiency of any of the rank tests relative 
to r. 
The integrals were numerically evaluated by replacing the integral by a sum. 
The normal c.d.f. values used were values to 10 decimal places taken from the 
tables of the U.S. National Bureau of Standards [22]. The integrals were also 
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checked using the normal approximation (Eq. (26.2.17)) due to Hastings, in 
Abramowitz and Stegun [l], which had a claimed error in CD of not more than 
7.5 x 10Ms. Some useful techniques used in studying convergence of series to 
integrals can be found in Moran [ 161. Four decimal point accuracy was assumed, 
although the accuracy in the series was generally very much greater. In fact 
variations in the fifth decimal place in ci , ca , or ca did not significantly affect the 
multiplying factor for b or Var(8,)/Var(8J. A no th er interesting point is that at 
p = 0, w is known to be zero, and this provided an additional check against 
errors in the normal distributional values. 
The multiplying factor 
1 1 _ 2p2(1 - p2)c12 -1 (1 + p2)4 1 
as a function of p increased from 1 at p = --I to 1.022 at p = -0.6, then 
decreased to 1 at p = 0 and then increased concavely to 1.194 at p = +l. This 
shows how much is lost, asymptotically, by not knowing the marginal parameters 
13~ and or, . For the bivariate exponential distribution it is not symmetric in p, 
unlike the case for the bivariate normal distribution, and is less than the coree- 
sponding value (1 + p”) for the bivariate normal. 
The ratio Var(d,)/Var(t?,) increases from 0.420 from p = - 1, to 1.000 at 
p = 0, then slowly decreases to 0.915 at p = +l. In the present case knowledge 
of the Y values gives information about the parameters of the X distribution. 
This is not the case in the bivariate normal, but here we actually have a reduction 
in the variance of the estimator of 8, because information from the values of Y 
influences the estimate of 8* . 
5. COMMENTS 
It would be interesting to determine the class of distributions which satisfy 
(1.1) since it does appear to be satisfied by distributions other than the exponen- 
tial. If F satisfies (1.1) then 
so that 
a log vwe, = g(44, 
log T(F) = f’ g(s,) dx + k(X), 
and therefore 
F = ~{g,te,) + 4-m (5.1) 
where K(X) is a function of X alone and g,(B,) = se” g(s) ds. A slight extension is 
required for marginal distributions with more than one parameter. It is obvious 
6831714-7 
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that 0, can be a location-type parameter, or replacing &3(.) by ill1 log(.), that 
0, can be a scale-type parameter. 
Unfortunately condition (1.1) cannot be extended to be applicable for variables 
whose range depends on an unknown parameter. For example, if we try to carry 
out the analysis for X distributed as R(0, e,.), then c1 becomes infinite and the 
analysis breaks down. 
Another question is raised by the form of the maximum likelihood equations 
for the estimates of the marginal parameters. For what distributions does 
(5.2) 
This is not at all an easy question to answer. Equation (5.2) is known to be true 
for the bivariate normal distribution. It does not hold for the exponential 
distribution as we have seen. Much more than this cannot be said without 
further work. 
The problem of what to do when condition (1.1) does not hold still remains. 
The univariate and bivariate integrals will now be functions of the unknown 
parameters Bx and 0, . All these integrals will have to be evaluated for a range of 
the parameters t9, and ey . If the integrals varied slowly with ez and 8, , perhaps 
they could be approximated using dz and 8, . An alternative is to see how much 
information is lost by using the marginal estimates (8, , 8,). Some distributions, 
such as the bivariate gamma distribution, which do not satisfy (1.1) are of 
enough practical interest to make it worthwhile to consider such a study. 
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