The atmospheres of close-in extrasolar planets are expected to both undergo hydrodynamic expansion due to strong heating and produce strong expanding ionospheres due to intense photoionization, while at the same time being exposed to strong stellar winds. This scenario can be expected to lead to new types of magnetospheres and previously unseen interactions between stellar wind plasma and ionospheres. Our aim is to start looking at these kinds of scenarios for close-in terrestrial planets using hybrid simulations. For this purpose we used a hybrid code, treating electrons as a massless, charge-neutralizing, adiabatic fluid and ions as macroparticles, to study the influence of a strongly expanding ionosphere on the stellar wind interaction for an unmagnetized close-in extrasolar terrestrial planet. For both with and without expansion, we can identify bow shock, magnetopause, and ion-composition boundary. The expanding ionosphere pushes the bow shock, magnetic draping, and ion composition boundary upstream and increases the size of the entire interaction region, creating a large wake behind the planet, largely void of electromagnetic fields and dominated only by the expanding ionosphere. On the dayside, little ionospheric radial bulk flow is actually observed since the ions are quickly thermalized after being added to the ionosphere.
Introduction
Of the ∼304 extrasolar planets 1 discovered to date, a substantial fraction (∼90 exoplanets or 30%) are so called close-in extrasolar giant planets, orbiting at close ranges of a < ∼ 0.1 AU. New research programs, like the now ongoing Convection Rotation and planetary Transits (CoRoT) mission and the future Kepler Mission will within the foreseeable future detect and investigate not only close-in giant planets but also close-in terrestrial planets (Bordé et al. 2003; Marcy et al. 2006) . The domination of giants planets among the already known close-in extrasolar planets is very likely an observational effect and we speculate, based on theory and simulations of planet formation as well as the statistics of known exoplanets (Lin 2006; Raymond et al. 2006; Lovis et al. 2006) , that there is also a significant population of close-in terrestrial planets, yet to be discovered.
Due to the proximity to their respective host stars one can expect close-in exoplanets to be exposed to very different stellar winds and plasma environments compared to the familiar bodies of the solar system, but whereas the solar wind interactions with various solar system bodies have for long been studied, not much is known about the equivalent extrasolar stellar wind interactions with close-in extrasolar planets.
The stellar wind interactions in these close-in orbits can be expected to be different for multiple reasons and there are several expected scenarios that may take place: 1) the close-in stellar wind is different from farther out, e.g. slower, hotter, denser and with a stronger frozen-in magnetic field and may lead to subsonic flows sufficiently close to the host star (Ip et al. 2004; Preusse et al. 2005 ) as opposed to in most of the solar system; 2) the high orbital velocities paired with the Parker spiral geometry of the interplanetary magnetic field leads to a range of orbits with quasiparallel interaction, i.e. the interplanetary magnetic field being approximately parallel to the direction of the stellar wind in the frame of the exoplanet; 3) strong tidal interactions with the star may slow down or even halt planetary rotation. Absence of planetary rotation in turn completely or mostly eliminates any internal dynamo and therefor intrinsic magnetic field, thus leaving the planet's atmosphere and ionosphere unprotected from the stellar wind (Griessmeier et al. 2004 ), similar to the situation for Venus; 4) the proximity to the star implies intense photoionization and thus stronger ionosphere, free to interact with the stellar wind; 5) intense dayside heating leading to hydrodynamically expanding as well as strongly expanded atmospheres up to altitudes of planetary radii (Vidal-Madjar et al. 2003 , 2004 Lammer et al. 2004; Yelle 2004; Tian et al. 2005) . All these scenarios speak for that we should expect very different and unexplored stellar wind interactions.
The now famous observations of transiting close-in extrasolar giant planet HD 209458 b (Vidal-Madjar et al. 2003 , 2004 seem to imply that the planet possesses an extended and constantly expanding atmosphere, reaching altitudes of several planetary radii and thus fitting the last category above. A great number of articles have followed trying to find out what such an atmosphere may look like, which mechanisms that can generate such an expansion and what kinds of mass loss rates one can expect as well as its subsequent implications for planetary evolution (Lammer et al. 2003 (Lammer et al. , 2004 Lecavelier des Etangs et al. 2004; Yelle 2004; Baraffe et al. 2004; Tian et al. 2005;  Article published by EDP Sciences Hubbard et al. 2007; Holmström et al. 2008) . In principle, this should not be an unusual scenario, given that there are many close-in extrasolar planets exposed to similar conditions. We are especially interested in the terrestrial counterparts to the above scenario. Therefore the aim of this article is to start looking at similar scenarios via simulations of the stellar wind interaction with the expanding ionosphere which should accompany the expanding atmosphere of a close-in extrasolar terrestrial planet. We do this with a hybrid code since it, as opposed to pure fluid approaches like magnetohydrodynamics (MHD), also can handle non-Maxwellian velocity distributions and resolve kinetic effects in regions with sufficiently low magnetic field strength, like the tail region in our simulation results, but also because we have a well tested hybrid code, "the Braunschweig code", available locally.
Stellar wind interaction with extrasolar planets has been simulated before by among others Ip et al. (2004, MHD) , Lipatov et al. (2005, both hybrid simulation and drift-kinetic) and Preusse et al. (2007, MHD) .
Model description

Code description
The plasma simulation code used, "The Braunschweig code", was introduced in Bagdonat & Motschmann (2002) to simulate the solar wind interaction with comets, but has since then been modified to simulate the solar wind interaction for extended celestial bodies, like Mars and Titan (see e.g. Boesswetter et al. 2004 Boesswetter et al. , 2007 Simon et al. 2006) . The basic premise for the simulations is an obstacle, e.g. a planet with an ionospheric plasma, located at the center of a three-dimensional simulation box which is then immersed in a stellar wind plasma flow and time integrated until reaching a quasistationary state. The time integration scheme is based on that introduced by Matthews (1994) .
The Braunschweig code is a hybrid code, meaning that it represents plasmas by simultaneously using a macroparticle description for the ions and a massless fluid description for the electrons. The macroparticles, each representing a larger number of physical ions, move solely under the influence of the Lorentz force, a drag force due to collisions with a prescribed neutral background atmosphere, and a planetary gravity field according to
where v s , q s and m s are the velocity, charge and mass of a particular macroparticle of ion species s. E and B are the electric and magnetic fields, η is a constant which determines the strength of the aforementioned drag force, n atm and u atm are the number density and velocity of the prescribed neutral background atmosphere, G is the gravitational constant, M p the planetary mass and r the distance from the center of the planet. We use the assumption of an electron fluid with a momentum equation
where n e is the electron number density, m e the electron mass, u e the electron bulk flow velocity, e the elementary charge and p e the total electron fluid pressure. 
where n e,s is the number density of electron fluid s, n 0 is the background stellar wind number density and κ s is the adiabatic exponent. p e,s,0 is a pressure constant which indirectly determines the initial temperature of the electron fluid s. Since the electrons effectively have two degrees of freedom because of the strong magnetic fields, we use the corresponding adiabatic exponents κ s = 2. We also assume quasineutrality within every ion species, i.e.
where n i,s is the ion number density of ion species s.
Using the aforementioned assumptions together with Faraday's law and the Darwin approximation
i.e. Ampère's law with ∂ t E = 0, one can derive a time evolution equation for the magnetic field
where u i is the ion bulk flow velocity and ρ c = en i the charge density. The electric field and the electron fluid(s) have been eliminated in the process, but can when necessary be computed from the ions and magnetic fields above.
The ion number density n i and the local ion bulk flow velocity u i are derived from the macroparticle distribution. Thus, Eqs. (1) and (6) with the help of Eq. (7) constitute enough information to determine the evolution of the system. To improve the stability of the algorithm we additionally use a smoothing procedure which once per time step sets the value of the electric and magnetic field to a weighted average of the old value and the surrounding values. This however also leads to an artificial diffusion of the electromagnetic fields. The planet itself is implemented as a spherical region in the simulation box with an imposed constant density and zero ion velocity. All macroparticles that enter it are removed. The planetary ionosphere is implemented as a continuosly plasma producing region surrounding the planet. No recombination process is implemented. The simulation box boundaries are all inflow boundaries, i.e. with imposed field and plasma values, except the downstream boundary (positive x boundary) which is an outflow boundary, i.e. plasma is removed and field values are copied from those in adjacent cells inside the simulation box.
Model parameters
Our scenario is in several aspects chosen to approximate that of an Earth-like body orbiting a Sun-like star at an orbital distance of a ∼ 0.1 AU. Thus we use a planetary mass of M p = M Earth and a planetary radius of R p = R Earth . Our planet does however not have an intrinsic magnetic field.
The size of our simulation box is 10 × 16 × 20 R p and it is divided into 73 × 117 × 147 approximately cube-shaped cells. The planet is located 0.5 R p downstream of the center of the simulation box. We also use two different ion species: one hydrogen species for the stellar wind and one hydrogen species for the ionospheric plasma. There are three reasons for numerically using two different hydrogen ion species: 1) to let us follow the plasmas of different origin; 2) to enable the code's use of different electron temperatures for stellar wind and ionospheric plasma; and 3) to enable the code's macroparticles to represent different numbers of physical ions for the different plasmas, which in turn saves memory and computations.
All simulations have been running for a time equivalent to an undisturbed stellar wind passing through the box more than seven times, at which point they have all reached a quasistationary state.
Stellar wind parameters
By using a Parker stellar wind model (Parker 1958) and fitting it to the Sun and the solar wind speed 425 km s −1 at a = 1 AU (Schwenn 1990 ) it is possible to calculate an approximate stellar wind speed of 267 km s −1 in a non-orbiting frame at a = 0.1 AU. At these small orbital distances it starts to become important to distinguish between absolute and relative stellar wind speed since the orbital velocity becomes comparable to the stellar wind speed. For the same reason, the stellar wind direction will appear to be different in that frame, thus changing the angle between the stellar wind velocity and the magnetic field (Zarka et al. 2001) .
Accounting for this orbital motion by assuming a stellar mass of M * = M Sun and rounding off gives us a stellar wind speed in the frame of the planet of v sw,0 = 300 km s −1 . Using the estimated solar wind mass loss rate in Mann et al. (1999) and assuming spherical symmetry together with a stellar wind as above gives us a stellar wind number density of n sw,0 = 1050 cm −3 at a = 0.1 AU. The frozen-in magnetic field (interplanetary magnetic field, IMF) used is B sw,0 = 6 nT.
The stellar wind temperatures are based on a scaling law for the solar wind used in Schwenn & Marsch (1991) ,
where T sw,e is the electron temperature, r is the distance to the star in units of AU and T 0 is the electron temperature at 1 AU. Using T 0 = 10 5 K and γ = 0.7 gives our used value T sw,e = 500 000 K. The ion temperature used is T sw,p = T sw,e /2 (Sonett et al. 1972) .
The above given values correspond to an Alfvénic Mach number of M A ≈ 74 and a magnetosonic Mach number of M s ≈ 2.7. The angle between the stellar wind flow and stellar wind magnetic field is α = 60
• . The magnetic field is parallel to the xy-plane of our simulation box. Since on average the stellar wind magnetic field is parallel to the ecliptic, we will refer to the xy-plane as the equatorial plane and the xz-plane as the polar plane. See Fig. 1 . A technical, limiting factor for hybrid codes in general is the strength of the magnetic field, in our case typically of order ∼B sw,0 , which implies a typical ion gyration frequency
where m p is the proton mass. Since our hybrid code models the ion trajectories in the form of a series of straight line segments, one per time step, and must resolve gyrations, the gyration timescale ω −1 i,0 effectively sets an upper limit to the size of the time step. Consequently, setting an upper limit on the computation time and thus a lower limit on ω −1 i,0 , implies an upper limit on the magnetic field strength. Therefore we have to work in a low magnetic field limit and use B sw,0 = 6 nT. The actual stellar wind at a ∼ 0.1 AU for a sun-like star can be either subsonic or supersonic depending on the exact parameters of the particular star (Preusse et al. 2005 (Preusse et al. , 2007 . Using a weak magnetic field however clearly puts us in the supersonic regime.
Ionosphere
The simulations naturally require information on where and how to insert ionospheric plasma in the simulation box. Ideally this would be in the form of ionospheric production rate profiles and initial radial ion velocity profiles, calculated from precipitation of energetic particles, photoionization etc applied to a neutral expanding atmosphere, processes which naturally create an ion producing layer, bounded at high altitudes by the scarcity of neutral particles to ionize and at low altitudes by the impenetrability of the thickening atmosphere (see e.g. Baumjohann & Treumann 1996) . The nature of these kinds of atmospheres however is highly nontrivial due to both several unknowns and some very special effects, e.g. intense dayside (i.e. asymmetric) heating and photoionization, dependence of radiative emissions on ion chemistry which complicates the thermodynamics, an atmosphere that reaches up to the very small Roche lobe, uncertainty in stellar conditions and atmospheric composition etc (see e.g. Yelle 2004; Tian et al. 2005 ; Lecavelier des Seager et al. 2005) . Due to these difficulties we have not been able to use ionospheric profiles based on a specific atmospheric model as input data.
The observations of the expanding atmosphere of extrasolar close-in giant HD 209458 b (Vidal-Madjar et al. 2003) imply that hydrogen leaves the planet at v atm ∼ 100 km s −1 in the anti-sunward direction and hinted that hydrogen is also expelled in the sunward direction at similar velocities. Various modelling efforts of HD 209458 b have however only yielded atmospheric expansion velocities of v atm ∼ 1−10 km s −1 at altitudes of r ∼ 2 R p (Yelle 2004; Tian et al. 2005 ).
Since we are interested in the effects of expanding ionospheres on the stellar wind interaction we choose to investigate scenarios with the higher range of atmospheric outflow velocities, and consequently, higher ionospheric outflow velocities. The scenarios we here use are: 1.) stationary, or very slowly expanding, atmosphere, i.e. v atm = 0 km s −1 ; 2) expanding atmosphere, with v atm ≈ 50 km s −1 ; and 3) high speed atmosphere, with v atm ≈ 100 km s −1 . The imagined expanding neutral atmosphere in each scenario gives rise to an ionosphere where the ions on average are produced with an initial velocity u equal to that of the neutral background atmosphere, i.e. u ≡ v atm . Note though that as opposed to the ionosphere, the neutral background atmosphere is not a part of our simulations but is only the conceptual background to why and how we insert ionospheric plasma into our simulation box. Note also that in the strictest sense we are using the word "ionosphere" to mean the region of space where ions originating from the ionization of an imagined neutral atmosphere are created and not necessarily where those ions will reside later on.
Since the detailed modelling of a real ionosphere and atmosphere is beyond the scope of this article we resort to postulating an ionosphere to use in our simulation runs. A first approach to an ionosphere would be a spherically symmetric and infinitely thin shell surrounding the planet, continuosly producing ionospheric plasma with a fixed initial radial velocity. Such an approach however would likely suffer from numerical problems in the stationary atmosphere scenario as ionospheric plasma would pile-up in very small volumes before being transported away due to stellar wind interaction or diffusion. It would also fail to model any kind of scenario where the stellar wind actually manages to reach the ionosphere where the production of ions takes place. A somewhat more refined approach would be an ionosphere with a production rate profile Q(r), and thus a thickness, combined with an initial ion velocity profile, u(r) ≡ v atm (r), thereby solving the above problems and enabling it to mimic some of the spreadth in u with altitude. Additionally, extended atmospheres may have extended ionospheres and therefore there may be some interest in letting the ionosphere be "deep" even if we have not here tried to quantify what that means.
The postulated ionosphere we have used follows the second approach above and is a spherically symmetric ionosphere described by one hydrogen ion production profile Q(r) used for all three scenarios, and three different initial ion velocity profiles u(r) for the respective three scenarios. Even though expansion velocity in itself does not influence ionization, it is not obvious that the change in circumstances which gives rise to different expansion velocities in an actual atmosphere would not also influence the ionization profiles. In principle it would be more adequate to choose our simulation scenarios by changing some underlying parameter such as e.g. degree of atmospheric heating and then calculate how the expansion velocity and ionosphere change. How the ionosphere and atmosphere are functions of such underlying parameters is however outside of the scope of this article and we find it wiser to change only one variable describing the ionosphere instead, i.e. the expansion velocity profile, and be able to draw qualitative conclusions from comparing the outcomes.
The initial radial ion velocity profile used is in the expanding scenario and c 1 = 7.5 × 10 20 m 3 s −1 in the high speed scenario. c 2 = 4.8 × 10 7 m regardless of scenario. These are by us postulated values. r is the distance to the center of the planet. The ion production rate is
where c 3 = 7.6 × 10 6 m −3 s −1 , r Q,max = 2 R p and Δr Q = 0.3 R p are again postulated values. The selected set of constants imply an ion production peak at r ≈ r Q,max where u = 0 km s −1 , u ≈ 50 km s −1 and u ≈ 100 km s −1 for the respective scenarios as advertised above and illustrated in Fig. 2 . The ion production rate Q(r) is cut off outside the range 1 R p < r < 3 R p . This production rate integrates to 4 × 10 3 kg s −1 yielding a ratio of approximately 60 between the total ionospheric production rate and the undisturbed stellar wind flow through a cross section the size of the planet. Thus we should expect mass loading.
Thermospheric temperatures in close-in extrasolar giant planets such as HD 209458 b are expected to be ∼10 4 K (Yelle 2004; Seager et al. 2005 ). Although we are not modelling a giant planet here we use this as motivation for giving our ionospheric plasma an initial ion temperature of T i = 10 000 K, equivalent to a thermal velocity of v i,th = 13 km s −1 , and an electron temperature T e ∼ 2T i . The initial electron temperature can not be set to a single well defined value since the electron fluid is adiabatic and is inserted under different pressures simultaneously.
Finally, it remains to consider the neutral drag term in Eq. (1). We estimate (order of magnitude) and compare the electromagnetic force and the drag force for photoions in the rest frame of the stellar wind where E = 0. Thus the electromagnetic acceleration is
and the drag acceleration is
respectively. The first estimation consists of known variables and is equal to ∼1.7 × 10 5 m s −2 . For the second estimation we can calculate η with the help of Schunk & Nagy (2000) Fig. 3 . Simulation results for the ionospheric plasma density in the stationary atmosphere scenario (left), expanding atmosphere scenario (middle) and high speed scenario (right). The density is normalized to the background stellar wind density. Parts of the simulation box with zero ionospheric density have been removed for easier viewing. to 1.2 × 10 −14 m 3 s −1 . From this one can now see that the neutral drag term term is neglible for neutral densities up to about ∼10 6 −10 7 cm −3 . To our knowledge there are no models for the kind of extremely expanding atmospheres/ionospheres treated in our paper to compare with (terrestrial planet, 0−100 km s −1 expansion, 0.1 AU etc.) but judging from the literature on some of the models for expanding atmospheres it is reasonable that this condition is satisfied at altitudes equal or greater than ∼2 planetary radii i.e. at and above our ionosphere (Kasting & Pollack 1983; Yelle 2004; Tian et al. 2005 ). Therefore we choose to neglect the neutral drag and set η = 0.
Results
The results of our three simulation runs are illustrated in Figs. 3−6. Figure 3 is an overview of the results in the form of one 3D graph per scenario, each showing the ionospheric densities on three different cross sections. Figures 4 and 5 show the magnetic fields, plasma densities and ionospheric ion velocities in the equatorial and polar plane respectively. Lastly, Fig. 6 shows graphs of parameters along the x axis through the simulation box and the planet.
Starting by looking at Fig. 4 , the equatorial plane, and Fig. 5 , the polar plane, we can see that as expected in all scenarios, the planet is preceeded by a bow shock, clearly visible as a strong gradient in both magnetic field and stellar wind density. One can however see that the bow shock in the magnetic field is not as wide in the equatorial plane as in the polar plane. In particular it is cut off in the negative y direction in the equatorial plane, as can be expected since this part of the bow shock is nearly a parallel shock. Closer scrutiny reveals that also the bow shocks seen in stellar wind density in Figs. 4d−f are actually mirror asymmetric, since the negative y flanks are somewhat further downstream.
Looking again at Figs. 4 and 5, the bow shock in turn constitutes the upstream boundary of the magnetosheath, most clearly visible as a region of high stellar wind density. In Fig. 6 one can also see at the bow shock and magnetosheath how the stellar wind density and magnetic field match each other as theoretically expected until encountering the dayside ionosphere. In the equatorial plane, Figs. 4a−c, we see a very clear case of magnetic pile-up and draping. The magnetic pile-up region however has progressed not only into the dayside ionosphere in all three runs but also even into the planet for the stationary atmosphere run in Fig. 4a , likely because of the artificial magnetic diffusion which results from our smoothing procedure.
In the stationary atmosphere run, Fig. 4a , the magnetic draping in turn leads to the formation of two lobes in the equatorial plane, downstream of the planet, and what could be considered a thick current sheet in between. This is a very different picture compared to the configuration in the polar plane, Fig. 5a , where the same tail region is much wider and defined by its very weak magnetic field. In Figs. 4a−c and 5a−c however, we see that as expansion of the ionosphere is turned on, the current sheet greatly widens to a tail region similar in size to that in the polar plane.
Looking at the stellar wind density in Figs. 5d−f and to a lesser extent in the magnetic field in Figs. 5b and 5c, we also note the existence of artifacts in the form of reflections from the rear corners of the polar plane. The impact of these on the tail structure however is neglible.
The downstream boundary of the magnetosheath, the so called ion composition boundary (ICB, see e.g. Boesswetter et al. 2004; Simon et al. 2007) , separates the incoming stellar wind from the ionospheric plasma. Looking at the stellar wind density on the dayside ICB in Figs. 4d−f and 5d−f, one can note that the ICB is less discrete for the stationary and expanding atmosphere run respectively but very discrete for the high speed atmosphere run. The picture is clearer when looking at the plasma densities along the x axis in Fig. 6 . Apparently, in the stationary and expanding atmosphere runs, the stellar wind manages to penetrate fairly deeply into the ∼0.6 R p thick plasma producing region surrounding the planet before being carried away around the planet, leading to ionospheric plasma being produced inside the stellar wind and thus a mixing of the two plasmas. In the high speed atmosphere run however, the ionospheric ram pressure is high enough to push the incoming stellar wind mostly out of this region, and thus not mix in the first place. Logically, as the same mixed or unmixed plasmas follow the ICB downstream, this pattern of "fuzzy" and discrete ICB should hold also for the ICB along the flanks. Looking at Figs. 4d−f and 5d−f, this seems to hold especially for the former. It is harder to say for Fig. 5f , since the different velocities on the different sides of the ICB here lead to the onset of a Kelvin-Helmholtz instability although not completely obvious if only analyzing the time step illustrated in this article. The "lumpy" structures on the ICB in Figs. 5h, 5i and 4i are also due to instability, most likely Kelvin-Helmholtz. Looking again at Fig. 6 and the effects of an expanding atmosphere, we see that it is clear that the added ionospheric ram pressure manages to displace all the major dayside structures upstream: bow shock, magnetic pile-up and ICB. Comparing the stationary atmosphere with the high speed atmosphere we see that the added ram pressure from the expanding ionosphere pushes the bow shock upstream by 1.5 R p . However, the initial dayside bulk velocity of the ionospheric plasma, u i,x,0 /v sw,0 = − 1 6 for the expanding atmosphere and u i,x,0 /v sw,0 = − 1 3 for the highspeed atmosphere, that is inherited from the postulated background atmosphere at ionization, is never really visible as a negative u i,x in Fig. 6 as one might expect. The typical distance a hydrogen ion can travel before being diverted by the magnetic field is the gyration radius
where v = −u i,x,0 ∼ 100 km s −1 is the speed of a just created ion relative to the already existing surrounding ionospheric plasma. B ∼ 2B sw,0 in the dayside ionosphere according to Fig. 6 implies that r g ∼ 10 −2 R p . This can only be interpreted as that the initial bulk velocity of just created dayside ions are very quickly diverted by the magnetic field and the kinetic energy thermalized. The bulk momentum is transferred to the surrounding plasma as a whole, pushing it upstream where it is pushed back by the ram pressure of the stellar wind.
Finally, we look at the ionospheric tail region, going from the stationary, to the expanding, to the high speed atmosphere run in Fig. 6 . We there see that as opposed to on the dayside, the ionospheric tail velocity increases, which is quite natural since this is the only region where the ionosphere can continue to expand several R p away from the planet relatively undisturbed by the stellar wind. This also fits with the tail density decrease as plasma is more rapidly being transported out of the simulation box. In Fig. 6 we have for comparison also plotted the calculated density in the case of ideal spherically symmetric ionospheric expansion with the different (constant) expansion velocities for the respective scenarios. For the stationary atmosphere scenario we have used the thermal velocity of the ions. The agreement between the ideal expansion density with the simulation results is particularly good for high speed atmosphere scenario.
Looking at Figs. 4g−l and 5g−l we can also see the structure of the tail change from being largely homogeneous in the stationary atmosphere run to dividing itself into two parts in the high speed atmosphere run: one undisturbed zone where the ionosphere can continue to expand and even maintain spherical symmetry, and a layer between this zone and the ICB which seems to be some kind of extension of the dayside ionosphere. Note the differences between the two planes: in the equatorial plane, the spherically symmetric tail region is wider, in the polar plane the ionospheric velocity in the layer is higher and thickens with distance from the planet.
Due to its weak magnetic field and thus large gyration radii of r g > ∼ R p , the forementioned undisturbed tail region is that region where one could suspect kinetic effects to be significant on scales larger than one cell. The apparent spherical symmetry however suggests that no such exists.
Looking at the polar plane for the lower outflow velocities in Figs. 5j−l, i.e. stationary and expanding atmosphere runs, we note the existence of a thin layer of ionospheric ions with higher velocities on the ICB, accelerated by the interaction with the stellar wind plasma.
A further minor simulation result can be obtained by counting the number of ionospheric macroparticles which manage to leave the simulation box rather than be removed from the simulation by reaching the surface of the planet. This number, as a percentage of the total production rate of 4 × 10 3 kg s −1 gives a hint to how large a fraction of the ionosphere that is lost to space rather than be "recombined" and returned to the lower parts of the planet's neutral atmosphere. We record 90% for the stationary atmosphere, and (virtually) 100% for the two other scenarios. Unsurprisingly, expansion prevents ions from reaching the planetary surface again. Plasma densities and ionospheric velocity have been removed in the interior of planet, |x| = r < R p . "Ideal expansion" refers to an ideal, spherically symmetric, expanding ionosphere with a constant radial expansion velocity v = v i,th ≈ 13 km s −1 , v = 50 km s −1 and v = 100 km s −1 respectively (all three with the same ionospheric production rate). The very uneven stellar wind density in the stationary atmosphere run is due to that low densities can not be smoothly represented with few macroparticles. Beware that the velocity scale (left y axis) is linear while the density and magnetic field scales (right y axis) are logarithmic.
Discussion and conclusions
We have studied the influence of very rapidly expanding ionospheres on the stellar wind interaction for an unmagnetized close-in extrasolar terrestrial planet by comparing the simulation results for three different scenarios corresponding to a stationary atmosphere, an expanding atmosphere and an extremely expanding atmosphere (here referred to as "high speed" atmosphere). For this we have used a hybrid code, representing the plasma ions as macroparticles while treating the electrons as a charge-neutralizing, adiabatic fluid.
We have found that the added ionospheric ram pressure from the expanding ionosphere manages to displace all the major dayside structures upstream: bow shock, magnetic pile-up and ICB, as well as expand the entire interaction region. However, on the dayside the initial ionospheric expansion velocity never manifests itself as upstream bulk flow of plasma. Instead, the bulk velocity the ions are given upon insertion into the simulation box (i.e. at ionization) is very quickly thermalized in the already existing ionospheric plasma. The ram pressure exerted on the ionosphere from this process however still helps push the ionosphere upstream.
The high speed expansion qualitatively changes the tail region by creating a large nightside tail region unaffected by the stellar wind and largely void of electromagnetic fields where the ionosphere can continue to expand virtually undisturbed.
Although in principle susceptible to large-scale kinetic effects (gyrations), this undisturbed tail region does not seem to display any such effects.
The postulated "deep" ionosphere (compared to solar system conditions) leads in the absence of expansion to more mixing of the ionospheric and stellar wind plasmas and to a partly less well defined ICB. We also note the onset of some Kelvin-Helmholtz instability for the two expanding atmosphere scenarios preventing a truly quasistationary state in our simulations.
Due to a lack of information on the nature of these ionospheres we have used a postulated ionosphere with inspiration from the expanding atmospheres of close-in extrasolar giant planets. We realize however that a more serious effort would require more intimate knowledge of these complex atmospheres. Future options for refining these kinds of simulations include constraining the ionosphere with some sort of rudimentary model, trying smaller angles between the stellar wind velocity and the stellar wind magnetic field as well as intrinsic planetary magnetic fields.
