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Universal shape profiles in a variety of systems contain crucial information on the 
underlying dynamics. We develop such shape profiles for earthquakes as a 
stronger test of theory against observations. The earthquake analysis shows good 
agreement between theory and observations, with a discrepancy in one universal 
profile, just as in magnets. The analysis provides a stronger support for the idea 
that earthquakes are associated with criticality rather than event statistics only. 
The results point to the existence of deep connections between the physics of 
avalanches in different systems. 
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Introduction: Earthquake phenomenology is characterized by several power law 
distributions. For example, the frequency-moment distribution n(M0) of regional and 
global earthquakes 1 has the form:2,3 
b--1
00 ~)( MMn   (1) 
where the seismic moment M0 ~ i
i
i Au DDå  with iuD and iAD being the local slip and 
rupture area during an earthquake, respectively, and the sum extends over the entire 
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fault. In terms of the magnitude M with )log(3/2~ 0MM  for large earthquakes
4, eqn. 
(1) is rewritten as: 
bMaMn -=))(log(  (2) 
where the constant a  characterizes the overall rate of activity in a region and the “b -
value” b5.1=b  gives the relative rates of events in different magnitude ranges.  
Observed b -values of global earthquakes with depth 50£ km and horizontal-shear 
(strike-slip), compressional and extensional mechanisms are about 0.75, 0.85, and 1.05, 
respectively5.  
Another observed power law is the modified Omori law for aftershock decay rates 
around large rupture zones2,3: 
/ ( ) pN t K t cD D +:  (3) 
where N is the cumulative number of aftershocks, t is the time after the mainshock, and 
K, c , and p are empirical constants. In observations6,7 p is roughly 1 (0.9 1.3p£ £ ). The 
association of earthquake statistics with power law relations like Eq. (1) and Eq. (3) led 
some to suggest that earthquake dynamics is associated with an underlying critical 
point8-14.  However, power law distributions can be generated by many other 
mechanisms15,16  and it is important to develop criteria that can provide stronger 
evidence for or against the association of earthquakes with criticality.  
Recently enough data have been collected to extract statistics of earthquakes on 
individual fault zones occupying long (order 100 km) and narrow (order 10 km) regions 
of space.  Wesnousky and collaborators 9,10 found that the frequency-size statistics of 
earthquakes on highly irregular fault zones, with many offsets and branches, as the San 
Jacinto fault in California, are also describe d by the Gutenberg-Richter power law 
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relation up to the largest events.  However, relatively regular fault zones (presumably 
generated progressively with increasing accumulated slip over time), such as the San 
Andreas fault in California, display power-law frequency-size statistics only for small 
events. These occur in the time intervals between roughly quasi-periodic earthquakes of 
a much larger ``characteristic'' size that is related to large-scale dimensions of the fault 
zone 2,9,10,17 -19.  Earthquakes of intermediate magnitude are typically not observed on 
these faults (other than, perhaps, during aftershock sequences). The corresponding 
frequency size statistics are called the “characteristic earthquake” distribution. 
Previously these two types of behaviour on individual fault zones have been 
modelled as statistics close-to and far-from an underlying critical point8,20 , using a 
model for a strike-slip fault (FIG. 1) that incorporates long-range interaction and strong 
heterogeneities17-19.  The different dynamic regimes were associated with competition 
between failure-promoting effects of elastic stress-transfer or dynamic weakening, and 
the opposing effect of strength inhomogeneities in the fault structure. Fisher et al.8 
found that near the critical point the frequency-size statistics follow a power law 
distribution (with a cutoff at large magnitude), with the same scaling exponent of 
observed data for strike-slip faults (i.e., a b-value of 75.0 ). A similar form of frequency-
size statistics and predicted b -value were obtained also for a critical parameter value in a 
stochastic branching model21. 
To provide an improved understanding of earthquake dynamics that can suggest 
additional observables, we focus on faults with Gutenberg-Richter like earthquake 
statistics (i.e. near-critical behaviour) and develop two universal scaling functions 
associated with mean moment -rate time profiles at either fixed total moment or fixed 
total earthquake duration.  Universal scaling functions (or shape profiles) give important 
information on the underlying dynamics, and can be found, for example, in Barkhausen 
noise in magnets 22, solar flares in astrophysics23, price fluctuations in financial 
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markets24, and, as shown here, also in earthquake phenomenology. If  the behaviour of 
fault zones with earthquakes following the Gutenberg-Richter statistics is indeed 
critical, then the shapes of these functions should be as universal as the exponent 
b5.1=b  in Eq. (1). The scaling functions can be used for a much stronger test of 
theory versus observed data via comparisons of entire functions as opposed to single-
valued exponents. In the following sections we compute the scaling functions for both 
model predictions and observational data and compare the results.   
 
The model: The model we use was developed originally by Ben-Zion and Rice17-19: a 
narrow irregular strike-slip fault zone of horizontal length L and vertical depth W is 
represented by an array of N ~  LW cells in a two dimensional plane, with constitutive 
parameters that vary from cell to cell to model the disorder (offsets etc.) of the fault 
zone structure (FIG. 1). The cells represent brittle patches on the interface between two 
tectonic blocks that move with slow transverse velocity v in the x direction at a great 
distance from the fault. The interaction between cells during slip events is governed by 
3-D elasticity and falls with distance r  from the failure zone as 1/r3. These interactions 
are sufficiently long range that scaling in mean field theory (where the interaction range 
is set to infinity) becomes exact, up to logarithmic corrections, in the physical fault 
dimension ( 2=d )8,17-19.  In mean field theory, the local stress it  on a given cell i  
( 1, , )i N= K  is20: 
iLLiLj iji
uJKvtKuJuvtKuuNJ )()()(/ +-+=-+-= åt                                    (4) 
where iu  is the total offset of cell i  in the horizontal x direction, 1u= /N
N
jj
u
=å  is the 
average displacement, J /N is the mean-field elastic coupling strength between cells, and 
NK L /1~  is the loading stiffness
20 of the moving blocks. Initially the stresses it  are 
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randomly distributed with a,i i s,it t t£ £ , where s,it  is a fixed local static failure 
threshold stress and a,it is the fixed local arrest stress.  The distributions of static failure 
stresses and arrest stresses represent the disorder in the fault system.  The differences 
between the failure and arrest stresses give the local distribution of stress drops during 
brittle failures; the earthquake dynamics depend only on the stress drop distribution. In 
addition, the scaling behaviour of the system is not sensitive to the exact form of the 
distributions as long as they are bounded and a,i s,it <t .  For additional deta ils see [17-
20]. 
The fault is stuck while the stress on each cell is increased uniformly as 
vKdtd Li =/t  as a result of the external loading which is increased adiabatically (that 
is, we take the limit 0®v ). When the stress on a cell reaches its failure threshold ,s it , 
the cell slips by the amount )/()( ,, JKu Liaisi +-=D tt . This stress drop is uniformly 
redistributed to all other cells; the resulting stress increase on the other cells can cause 
some of them to slip as well, leading to an avalanche of cell slips, or an earthquake.  
Phase Diagram: To include dynamic weakening effects during the failure process 17-19,  
after an initial slip in an earthquake, the strength of a failed cell is reduced to a 
dynamical value )( ,,,, iaisisid ttett --º , with 10 ££ e  parameterizing the relative 
importance of dynamical weakening effects in the system. This weakening represents 
the transition from static to dynamic friction during the rupture and the strength of a 
failed cell remains at the dynamic value throughout the remainder of the earthquake. In 
the time intervals between earthquakes all failure thresholds heal back to their static 
value s,it . At exactly e = 0 the model produces
8 a power law distribution of earthquake 
moments M0 following equation (1), cutoff by the finite fault size, with an analytical 
exponent b = 1/2 (FIG. 2). This corresponds to a b-value of 0.75, close to that 
associated with observed earthquakes on strike -slip faults5. In contrast, for a finite 
weakening e  > 0 the model produces the characteristic earthquake distribution, with 
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power law statistics for the small events up to a cutoff moment that scales like 
2
0 /1~ e
cutoffM , and quasi-periodically recurring large characteristic events that scale 
with the fault size (M0 ~ N3/2). 
The model can be expanded further to include dynamic strengthening represented 
by e  < 0. Ben-Zion and Sammis 25 summarized multidisciplinary observations which 
indicate that brittle failure of rock has an initial transient phase associated with strain 
hardening, distributed deformation, and continual creation of new structures. Thus e  < 0 
corresponds physically to regions off the main fault segments that are in an early 
deformation stage. To capture basic aspects of brittle deformation on such regions in the 
three-dimensional volume around the main fault (FIG. 1), we change the model as 
follows: when any cell i slips during an earthquake and reduces its stress by 
iaifi ,, ttt -ºD , the failure stress f,jt  of every cell j=1,...,N  is strengthened  by an 
amount Ni /|| te D . Once the earthquake is complete the failure stress of each cell is 
slowly lowered back to its original value. This represents in a simple way the brittle 
deformation that occurs during an earthquake in the off -fault regions, which are first in 
a strengthening regime and then have a weakening process. The events that are triggered 
as the failure stresses are lowered in the weakening period are referred to as aftershocks. 
The occurrence of aftershocks in this version of the model for off-fault regions is in 
agreement with the observation that a large fraction of observed aftershocks typically 
occur in off fault regions26. For this version of the model with e  < 0, both the primary 
earthquakes (i.e., mainshocks) and the triggered aftershocks are distributed according to 
the Gutenberg-R ichter distribution, up to a cutoff moment scaling as 1/e2 (FIG. 2). 
Assuming that the increased failure stress thresholds if ,t are slowly lowered with time as 
)log( t  towards their earlier static values is ,t , and that the stresses are distributed over a 
wide range of values, one can show analytically that the temporal decay of aftershock 
rates at long times is proportional to t/1 , as in the modified Omori law (3) with 1=p . 
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Remarkably, the long length scale behavior resulting from Eq. (4) and the phase 
diagram of FIG. 2 for 0e £  can be shown to be the same as that of the mean field 
version of a driven magnetic domain wall model with infinite range antiferromagnetic 
interactions27,28 (the 2 systems are in the same universality class). Similarly in a related 
model for Barkhausen Noise in hard magnets a very similar phase diagram is seen with 
high disorder corresponding to 0e >  and low disorder corresponding to 0e < 29 . The 
fact that the discussed simple model can capture many of the essential general features 
of earthquake statistics (or other systems with avalanches, such as driven magnetic 
domain walls) can be understood through the renormalization group30,31. When a model 
correctly captures certain basic features, such as symmetries, dimensions, and range of 
interaction, the results provide proper predictions for statistics, critical exponents, and 
universal scaling functions near a critical point. Consequently, many models that are in 
the same universality class lead to the same statistics and exponents8,20,30,31.  The 
universal scaling functions around the critical point, discussed in the next section, 
provide additional information that can be used to distinguish between different models 
and universality classes.  
Universal Mean Moment Rate Time Profiles: We now focus on fault zones with 
Gutenberg-Richter power law statistics. Recent analysis allowed researchers to obtain 
the moment rate dttdm /)(0 , which gives the slip on a fault per unit time during the 
propagation of earthquake rupture, for hundreds of large seismic events recorded on 
global networks 32. Motivated by works on statistical physics of magnetic systems 22,29, 
we are interested in studying the event-averaged moment rate time profile (FIG. 4) for 
earthquakes with given duration T , denoted with >< dtTtdm /)|(0 , and the event-
averaged moment rate time profile (FIG. 3) for earthquakes with given total moment 
M0, denoted with >< dtMtdm /)|( 00 .  Here )|(0 Ttm  is the (cumulative) moment at 
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time t  of the propagating earthquake of total duration T, and )|( 00 Mtm  is the 
cumulative moment at time t  of the earthquake of total moment M0. Theoretical 
analysis of phase diagrams similar to that shown in FIG. 2 implies that near the critical 
point there should be, in addition to scaling exponents, also universal scaling functions 
(up to a rescaling of the ordinate and abscissa)33.  In our model the two scalable 
functions in which we are interested, >< dtMtdm /)|( 00  and >< dtTtdm /)|(0 , obey 
respectively the following scaling relations33,34: 
)/(~//)|( 2/10
2/1
000 MtfMdtMtdm ><                                                                        (6) 
and 
)/(~//)|(0 TtgTdtTtdm ><  (7) 
We determined these scaling functions from corresponding results for magnets, using 
the fact that the mean field zero-temperature random field Ising model, which is a 
model for domain wall motion in magnets, is in the same universality class (i.e. has the 
same universal behaviour on long length scales) as our mean field version of the Ben-
Zion and Rice model of Eq. (4) 8,20.  
Exponents and Data Collapses: We compare the observation results with our model and 
find remarkable agreement in most cases. The frequency-moment distribution, D(M0) ~ 
M0-1-b of the observed data 32 has (inset of FIG. 2) three decades of scaling and an 
exponent of 05.02/1 ±=b , in close agreement with the model near 0e = .  The 
deviation from power law distribution at the low moment range is associated with the 
reduced resolution of the observational network for small events.  In mean field theory 
the universal scaling function )(xf in Eq. (6) is of the exact form34: 2/
2
)( Bxmf Axexf
-=  
with non-universal constants A=B=1. In FIG. 3 we present a collapse of the 
observational data of >< dtMtdm /)|( 00  for four different values of M0 to obtain the 
corresponding function )(exp xf  for observations with 
2/1
0/ Mtx = .  We fit the functional 
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form )(xf mf  with A = 4 and B = 4.9 to the collapse of the observed data. Although the 
observational scaling function )(exp xf  deviates from the mean field theory for small 
values of the ordinate, we find that the mean field exponent 1/2 in the scaling variable x 
is in close agreement with the observations. 
In mean fie ld theory, the function )(xg of Eq. (7) is of the symmetric form: 
)1()( xAxxg mf -= , where A is a non-universal constant. In FIG. 4 we collapse 
observational data for >< dtTtdm /)|(0  for three values of T to obtain the function 
)(exp xg  with Ttx /= . We also plot the mean field scaling function )(xg mf  with A = 
80. The results show that while the scaling exponents agree, there are notable 
differences between the observational function )(exp xg  and the mean field function 
)(xg mf , especially for small values of the ordinate.  The asymmetry in the observed 
data may result from a rupture process that begins with a failure of a large asperity.  
This is compatible with observations that hypocenter locations tend to be located close 
to the area on a fault that produce the largest moment release [e.g., ref. 35]. Additional 
observational work with a significantly larger data set (not presently available) and 
corrections to mean field predictions are required to verify the moment rate shape 
asymmetry and clarify its origin. 
Recently it has been shown that the corresponding magnetic domain-wall 
model22,29 predicts well the critical scaling exponents for Barkhausen noise experiments 
in magnets. Significantly, the experimental scaling function for magnetization 
avalanches or Barkhausen “pulses”22,29, that is the analogue of the moment-rate time 
profile for fixed earthquake duration of Eq. (7), shows the same type of asymmetry that 
is observed for earthquakes (FIG. 4). This raises the possibility that the origin of this 
asymmetry may be similar in both magnets and earthquakes. Our study shows that there 
are important theoretical and observational connections between processes in 
earthquake and magnetic systems. Additional high-resolution observations of small 
10 
events and theoretical analysis of modifications in the model may provide a deeper 
understanding of the dynamics of earthquakes and avalanches in other systems of 
condensed matter physics.   
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FIGURE 1. A planar representation of a 3-D segmented fault zone by a 2-D 
heterogeneous fault embedded in a 3-D solid17-19. The geometric disorder is modelled as 
disorder in strength properties of the planar fault. 
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FIGURE 2.  Phase diagram of model. The range 0>e  corresponds to ``mature'' 
(smooth) localized faults with a weakening rheology and characteristic earthquake 
statistics. The value e  = 0 corresponds to ``immature'' strongly inhomogeneous fault 
zones with Gutenberg-Richter statistics. The range e<0 corresponds to the fracture 
network away from the main fault, characterised by strengthening due to the creation of 
new structures and associated emerging aftershocks. Inset: Frequency-moment statistics 
of the observed earthquakes32. The bold line is a power law with an exponent of –1.5, 
which corresponds to the scaling behaviour near e=0, and also to the avalanche size 
distribution in mean field theory. 
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FIGURE 3. A collapse of averaged earthquake pulse shapes, >< dtMtdm /)|( 00 , with 
the size of the moment M0 in Newton meters within 10% of each size given in the 
legend respectively. In order to obtain each collapsed moment rate shape, five to ten 
earthquakes were averaged for each value of 0M .  The collapse was obtained using the 
mean field scaling relation34: )/(~//)|( 2/10
2/1
000 MtfMdtMtdm ><  (see text Eq. (6)). 
In our mean field theory the universal scaling function is 2/
2
)( Bxmf Axexf
-=  where 
2/1
0/ Mtx = .  We plot this functional form (bold curve) with 4=A and 9.4=B .  Insets: 
We show the raw data and the averaged data (before collapsed). 
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FIGURE 4. A collapse of averaged earthquake pulse shapes, >< dtTtdm /)|(0  with a 
duration of T (seconds) within 10% (given in legend), is shown. The collapse was 
obtained using the mean field scaling relation33: )/(~//)|(0 TtgTdtTtdm >< . In 
order to obtain each collapsed pulse shape, two to ten earthquakes were averaged for 
each value of T. In our mean field theory the universal scaling function is 
)1()( xAxxg mf -=  with Ttx /= . We plot this functional form (bold curve) with A = 
80.  Note the apparent asymmetry to the left in the observed data while the theoretical 
curve is symmetric around the maximum. Insets: We show the raw data and the 
averaged data (before collapsed). 
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