Abstract-Wireless sensor networks (WSNs) hosting multiple applications are gaining popularity over wireless sensor networks dedicated to a single application. The applications hosted by the WSN may have different characteristics. This research investigates the importance of using information about the characteristics of the applications and the state of the network while allocating the sensor nodes to requests for applications. A number of static and dynamic allocation algorithms are investigated.
INTRODUCTION
Advancement in the field of wireless communication and improvement in the capabilities and processing power of wireless devices have paved the way for new technologies that capitalize on the benefits of the convergence between computing and wireless communication technologies. The concept of a wired grid has been extended to wireless devices and wireless grids have become an extension to the wired grids [1] . Wireless grids are distributed resource-sharing networks comprising of wireless devices. Wireless grids have been characterized based on the characteristics of the devices comprising the grid and the relative mobility of the devices in the grid [2] . Three most important classifications of wireless grids are sensor grids, fixed wireless grids, and mobile/dynamic wireless grids [2] . Sensor grids are the integration of two technologies: wireless sensor network and the grid. In a sensor grid, the sensors comprising a wireless sensor network monitor a phenomenon of interest and communicate the monitored information to a sink node that acts as an interface between the WSN and the computing grid. The information is then transmitted by the sink node to the devices in the computing grid [3] . Similar to sensor grids, sensor cloud infrastructures that provide computing, storage, and software services for data obtained from wireless sensor networks are also becoming very popular [4] . Sensors provide information in real time to the cloud and the immense processing power of the cloud is used to provide quick response to the users [5] . Traditionally wireless sensor networks have been dedicated to a single application that may involve measurement of temperature, pressure, humidity, movement detection, radiation, and particulate levels. Multi-purpose wireless sensor networks that cater to multiple applications are gaining popularity over WSNs dedicated to a single application [6] [7] . Multi-purpose WSNs are more cost efficient than wireless sensor networks dedicated to a single application. Such WSNs may be used in case of applications that are deployed in the same geographic area. Also, with the advancement in sensor technology, the sensor nodes are multi-functional with capabilities of serving more than one application. When a wireless sensor network is shared by more than one application, management of sensor resources becomes a challenging task. Resource management on a WSN comprises two major functions: allocation and scheduling. Allocation refers to the task of selection of sensor nodes out of a set of available nodes, which will be used for executing an application request. Scheduling deals with the order in which the application requests will be executed. In our previous work [8] [9], we have proposed various scheduling algorithms for WSNs hosting multiple applications. The scheduling algorithms proposed in [8] and [9] attempt to improve the overall mean response time to the users of applications. This paper focuses on the sensor allocation problem. The aim of an allocation algorithm is to increase the lifetime (time for which the wireless sensor network is functional) of the wireless sensor network. In this work, we propose various allocation algorithms.The major contributions of this paper are:  New algorithms for allocation of sensor nodes to requests for various applications in a wireless sensor network are proposed.

The proposed algorithms use knowledge of characteristics of applications and system state for allocating sensor nodes to application requests.
The algorithms comprise both static as well as dynamic allocation algorithms.  Simulation results demonstrate that making allocation decisions using the knowledge of application characteristics can lead to a significant improvement in performance.  Superior performance is demonstrated by dynamic allocation algorithms. These algorithms either attempt to balance the energy consumption amongst the sensor nodes (by both the radio and CPU components) or assume complete knowledge about the energy level of the sensor nodes.  Simulation experiments are conducted to investigate the impact of system and workload parameters on system performance. Insights gained from the simulation results into the performance of the proposed algorithms are described. Section II describes the related work in this field. Section III discusses the simulation model. Section IV provides details of the system and workload parameters, performance measures, allocation algorithms, and the energy model. Section V describes the experiments. Section VI presents a performance analysis of the proposed algorithms and Section VII summarizes the important findings of this research.
II. BACKGROUND AND RELATED WORK
The problem of resource allocation has been addressed by various researchers in various kinds of networks like wireless networks [10] , grid [11] , and real time computing systems [12] . However, the objective of resource allocation in wireless sensor networks is different from the objective of resource allocation in the above mentioned networks. None of the above mentioned networks account for attributes like Quality of Monitoring (QoM) of the physical environment or the lifetime of the network. As many sensing applications are designed to estimate spatially correlated phenomenon, subsets of sensor nodes could be allocated to multiple contending applications. Allocation refers to the task of selection of sensor nodes, which will be used for executing a request for an application. The objective of allocation is to maximize the total weighted utility of applications (applications may be allocated different weights) [13] , or to maximize the network lifetime of the WSN. Wireless sensor networks comprise resource constrained sensors that have limited energy, memory, and bandwidth. Resource allocation in wireless sensor networks subject to the resource constrained sensor nodes has received significant attention from researchers. However, most of the researchers have focused their attention on WSNs serving a single application. Some researchers suggest that the life of a network can be increased by putting redundant sensors to sleep and awaken these sleeping sensors when they are needed to restore target coverage [14] . Algorithms have been proposed to partition the set of available sensors into disjoint sets and control the sleep/awake state of sensors so as to increase network lifetime [15] . Very few researchers have worked on resource allocation in shared WSNs. A representative work on resource allocation on shared sensor networks is presented. In [13] , the authors propose a Utility-based Multi-application Allocation and Deployment Environment (UMADE), which is an integrated system for application deployment in a shared sensor network. In [13] , the authors have worked on algorithms to maximize the total system utility given the memory constraints of the sensors. The authors demonstrate an improvement in system utility obtained with the proposed greedy allocation algorithm when compared to a random allocation algorithm [13] . In another work [16] , the researchers aim to enhance the total weighted quality of monitoring of the deployed applications subject to the memory and bandwidth constraints on the sensor nodes. The performance of the proposed algorithm is compared to a bin packing algorithm [16] . This work is complimentary to [13] . However, none of these research works have considered allocation of sensor nodes to application requests subject to the limited energy available on the sensor nodes with an aim to increase the lifetime of the sensor nodes and hence the lifetime of the wireless sensor network. In [17] , the authors have discussed load balancing techniques in the context of applications with firm deadlines. In this research, we aim to provide a best effort service to the users of the applications deployed in the WSN while attempting to increase the lifetime of the WSN. The number of sensors required by an application at each hop distance is known based on the acceptable QoM values for an application [13] . This paper presents a number of novel allocation algorithms. These algorithms are based on the knowledge of characteristics of applications and the state of the network. To the best of our knowledge no other existing research has used both the knowledge of characteristics of applications and system state to make an allocation decision. The CPU and the radio are the major energy consumers in a sensor node. The proposed algorithms focus on balancing the energy consumption amongst the CPU component and/or the radio component of the sensor nodes in the WSN. Both static and dynamic allocation algorithms are proposed in this research. A short version of this paper that discusses the performance of only dynamic allocation algorithms has already been published [18] . In this paper, performance of both static and dynamic allocation is discussed. Also, a performance comparison of both static and dynamic allocation for various system and workload parameters is done. The algorithms are described in detail in Section IV.
III. SIMULATION MODEL
As discussed earlier in Section I, a sensor grid comprises a computing grid and a WSN. We have considered an architecture in which a proxy is used as an interface between the WSN and the computing grid. The proxy provides protocols and API to access and manage the sensors in the underlying WSN. Similar architectures have been used by various other researchers (see [17] , and [19] for example). The simulator has been developed using J-Sim [20] . The simulation model is similar to the model used in our previous work on scheduling in WSNs hosting multiple applications and is shown in Figure 1 [9] . The entities used in the simulation model are described next.
Information about the phenomenon to be monitored may be obtained from the sensors comprising the WSN in two ways. Queries may be issued by users of the applications to get information from the sensors or the sensors may be programmed to transmit information at pre-defined intervals. We have used the former model in our research in which queries are submitted by users to get information from the WSN. A Similar approach has been used by other researchers (see [21] for example). The query based approach provides more accurate answers to users. When sensors are programmed to transmit information at pre-defined intervals, users may have to use not so accurate obsolete information. The application requests issued by the users of the applications are modeled using a traffic source with the stream of application requests following a Poisson arrival process. A similar distribution has been used by other researchers to model arrival of incoming application requests from users of applications in a sensor grid [17] . Figure 1 . The simulation model [9] The requests are submitted to a proxy that acts as an interface between the WSN and the grid. The proxy sends the request messages corresponding to an application request to the cluster head of the clustered WSN. Other researchers have also used clustered wireless sensor networks in their research [22] [23] . The cluster heads further transmit the request messages to the relevant sensors. The cluster heads also receive the responses back from the sensor nodes. A multi-hop cluster architecture is considered in this research: the sensor nodes that are not directly connected to the cluster head use multi-hop communication to transmit (receive) messages to (from) the cluster head [23] . Communication amongst the sensors in the WSN is performed via a wireless communication channel following the IEEE 802.11 Media Access Control (MAC) protocol. As the 802.11 protocol can make use of the existing wireless infrastructure, various researchers have recommended the 802.11 protocol in the context of WSNs [24, 25] . To account for the resource constrained sensor nodes, chip sets supporting the 802.11 protocol and with low power consumption have been introduced [25] . Also, a large number of wireless sensor networks including WSNs used in buildings, data centres, hospitals, and auto manufacturing plants are based on the 802.11 standard. The 802.11 protocol is a contention based protocol that is suitable for our research that aims to provide best effort service to the users of applications as compared to schedule based protocols that are more suitable for mission-critical applications that have hard deadlines [22] . Various researchers have proposed contention-based MAC protocols that are based on the 802.11 protocol, but have a lower power consumption as compared to the 802.11 protocol. S-MAC [26] is one of the pioneer MAC protocols in this category of contention-based MAC protocols for a WSN. The S-MAC protocol has a functionality that is similar to the 802.11 protocol with the sensor nodes having a periodic sleep mode in order to conserve the energy of the resource constrained sensors. The sleep mode adds more latency to the messages being transmitted in the WSN and may delay the execution of requests submitted to a sensor. However, all the requests that are submitted to a sensor will be executed at some point in time irrespective of the MAC protocol. Therefore, the energy consumption due to the allocation of a sensor node to a request from an application will be unaffected by the MAC protocol. The relative performance of the proposed algorithms and the findings of this research will not be affected by the choice of the contention based MAC protocol.
IV. SYSTEM AND WORKLOAD PARAMETERS
The details of the system and workload parameters, performance measures, allocation algorithms, the energy model and a number of key definitions are provided in this section.
A. Terminology
Application in a WSN is a program or software that is meant to collect and/or process data from some or all the sensor nodes. An Application Rrequest is a request for an application submitted by a user that arrives at the proxy. For each application request that arrives at the proxy, the proxy creates one or more Job Requests, one for each sensor that is required to participate in the application request. A Job Request may result, for example, from a call to a function already placed in the sensor. Similar systems have been used by other researchers as well [21] .
B. System Parameters
The system parameters include Ns (the number of sensors in the WSN) and Nc (the number of clusters in the WSN). The MAC layer and the Physical layer parameters take the standard values defined by the simulator [20] . In this research, a WSN comprising a single cluster with 100 sensor nodes that are uniformly distributed in the geographic area of interest is simulated. The sensor nodes are spread up to a maximum distance of 4 hops from the cluster head with 25 sensors at a distance of 1hop from the cluster head, 25 sensors at a distance of 2 hops from the cluster head, 25 sensors at a distance of 3 hops from the cluster head, and 25 sensors at a distance of 4 hops from the cluster head. Once the coordinates of the cluster head are determined, 25 sensors are uniformly distributed between 0 and the maximum transmission/receive radius of the cluster head. Similarly 25 sensors are located with a distance from the cluster head that is uniformly distributed between the transmission/receive radius of the cluster head and twice the transmission/receive radius of the cluster head and so on. Greedy Perimeter Stateless Routing (GPSR) uses greedy forwarding to send packets to nodes that are always progressively closer to the destination [27] .
C. Workload Parameters
Apart from the number of applications hosted by the WSN and the arrival rate of requests from various applications, the other parameters of interest are the number of sensors required by an application, size of request and response messages and execution time of a request from an application at the CPU. The size of request and response messages and execution time for an application at the CPU are likely to affect the energy consumption at the radio component and the CPU component of a sensor respectively whereas the number of sensors required by the application can determine the degree of sharing for each sensor that also is expected to have an impact on energy consumed at each sensor. Thus, these parameters are considered in devising the allocation algorithms and their effects on system performance are studied through the simulation experiments described in Section V. 1) N applications : This is the total number of applications that share the WSN. 2) Arrival rate (): It is the number of application requests generated per second for the entire system.
 appi denotes the arrival rate for requests for Application i from users of the application. For the default case, requests from the various applications have an equal probability of arrival denoted by p. It may be noted that each application request leads to the generation of multiple job requests, one for each sensor that is required to participate in the application request.
1) S appi : S appi denotes the number of sensors required by Application i. 2) Data Size: This is the size in bytes of the job request messages corresponding to an application request sent by the proxy to the WSN and the sensor response messages sent by the senors to the cluster head and finally the proxy in response to a request . 3) E appi : E appi denotes the execution time at the CPU of a sensor node for a job request belonging to a request from Application i. The sensors comprising the WSN are assumed to be homogeneous. Therefore, the execution time of job requests corresponding to an application request is the same for all sensors.
D. Energy Model
Energy Model is a key component in a WSN. The energy consumption of a sensor node may be divided into three parts: CPU energy consumption, sense energy consumption, and radio energy consumption. As the energy consumption due to sensing is very little, it may be ignored. Other researchers have also ignored the sense energy consumption [20] . The energy is provided by a battery. The battery is assumed to have an initial level of energy at the start of the simulation period. The CPU component and the radio component draw current from the battery component based on their state. The CPU component in a sensor node is in idle state except when it processes a job request corresponding to any application. The radio component of a sensor node may either be in a receive state or a transmit state. The current drawn by the CPU component and the radio component varies with all the possible states. For the CPU component, the value of current drawn in the active state is higher than the current drawn in the idle state. For the radio component, the current drawn in the transmit state is higher than the current drawn in the receive state. Whenever the state of the CPU component or the radio component changes, an event is sent to the battery component and a relevant value is subtracted from the sensor remnant energy. The values of the parameters assumed for the energy model are shown in Table I . Other researchers have used similar values [28] .
E. Performance Metrics
The aim of the allocation algorithms is to balance the energy consumption amongst the sensor nodes in a WSN. The following metrics have been used in this research in order to analyze the performance of the proposed algorithms.
Minimum Energy is the energy of a sensor node that has the least amount of remnant energy amongst all sensor nodes at the end of the simulation period. The performance of allocation algorithms may also be measured in terms of network lifetime.
Network Lifetime is defined as the time when the energy of any sensor node falls below a predefined threshold. In this research, threshold has been defined as 500 Joules that is 50% of the initial energy value of a sensor node.
Rate of Energy Drain at the sensor node which has minimum energy at the end of the simulation period is defined as the difference between the initial energy and the final energy of the sensor node divided by the simulation period. 
F. Allocation Algorithms
In this section, the static and dynamic allocation algorithms proposed in this research are described. With the static allocation algorithms, the sensor nodes are allocated when the application is first hosted by the WSN. This allocation is static and does not change with time. For every arrival of an application request, the job requests corresponding to an application request are always submitted to the same sensor nodes. With the dynamic allocation algorithms, the job requests corresponding to an application request are allocated dynamically when an application request arrives at the proxy. Thus, the nodes allocated for executing the job requests corresponding to an application request may be different for each request for the application.
Various algorithms that use no information or varying degree of information about the energy consumption at the CPU component, at the radio component, and the available energy at the battery component have been proposed.
The proposed allocation algorithms are presented next. Each algorithm has a static and a dynamic version.
1) Random Allocation (RA) and Dynamic Random Allocation (DRA)
The RA algorithm and the DRA algorithm do not use any information about the characteristics of the application or the network while making an allocation decision. For both of these algorithms, the sensor nodes are allocated to the various applications at random. Each sensor node has an equal probability of being selected. The RA algorithm is a static allocation algorithm. On each arrival of an application request at the proxy, the job requests corresponding to the application request are submitted to the sensor nodes that have been allocated a priori to that application. With the DRA algorithm, allocation is done every time an application request arrives at the proxy. RA and DRA do not attempt to balance the energy consumption amongst the sensor nodes in the network.
2) CPU Load Balanced Allocation (CLBA) and Dynamic CPU Load Balanced Allocation (DCLBA)
The CPU is one of the major power consumers in a sensor node. The CPU component draws more current in active state as compared to the current drawn in the idle state. The time the CPU component spends in the active state depends on the execution time of the application. The CLBA and the DCLBA algorithms attempt to balance the energy consumption due to the CPU component amongst the various sensor nodes. By using such an approach, difference between the sums of execution times of requests submitted to the sensor nodes is minimized. The CLBA algorithm performs static allocation by balancing the sum of execution time of applications to which the sensor nodes are allocated. Similar to the CLBA algorithm, the DCLBA algorithm attempts to balance the energy consumption at the CPU component of the various sensor nodes. However, with this algorithm each application request is allocated dynamically upon arrival at the proxy. For each sensor node, the proxy maintains information about the sum of execution time of job requests that have been allocated to the sensor nodes. The job requests are allocated to sensor nodes in non-decreasing order of sum of execution times of job requests that have been allocated to a sensor node.
3) Data Load Balanced Allocation (DLBA) and Dynamic Data Load Balanced Allocation (DDLBA)
Apart from the CPU, radio component of the sensor node is another major power consumer in a sensor node. The radio component consumes more energy while transmitting as compared to when it is in idle mode or receive mode. The energy spent while transmitting any message is proportional to the size of the message. The DLBA algorithm attempts to balance the energy consumed while transmitting the response messages corresponding to the requests processed by a sensor node.
The DLBA algorithm tries to balance the sum of data size of response messages of applications to which the sensor node is allocated amongst all sensor nodes. The DDLBA algorithm allocates job requests corresponding to an application request dynamically upon arrival of an application request at the proxy. With the DDLBA algorithm, for each sensor node, the proxy maintains information about the sum of the size of the various response messages that may have been transmitted by the sensor node corresponding to the job requests submitted to the sensor node. The sensor nodes are allocated in nondecreasing order of this sum.
4) Balanced Metric Allocation (BMA)
The Balanced Metric Allocation algorithm is a dynamic allocation algorithm that aims to balance the energy consumption, both due to the CPU component and the radio component amongst all the sensor nodes. For the CPU component, the additional energy consumed due to the allocation of job requests to a sensor node is considered. For example, if the current drawn by the CPU in idle mode is I CPUIdle and the current drawn by the CPU in the active state is I CPUActive , then the additional energy consumed by the sensor node for the CPU component due to the allocation of sensor node to job requests (E CPU ) is equal to the product of the battery voltage, difference in the current drawn by the CPU in the idle state and the active state and the sum of the execution times of the job requests to which the sensor node is allocated (Execution_Time Sum ).
E CPU = V Battery * (I CPUActive -I CPUIdle ) * Execution_Time Sum For the radio component, additional energy is consumed while transmitting a message. The message may be a sensor response corresponding to the request processed by the sensor node or any other message being relayed by the sensor node. As the number of messages relayed by any sensor node is not known a priori, this algorithm does not have a static counterpart. If the current drawn by the radio in idle/receive mode is I R and the current drawn by the radio in the transmitting state is I T , then the additional energy consumed by the sensor node due to the transmission of the messages is equal to the product of the battery voltage, difference in the current drawn by the radio in the transmitting state and the idle/receive state and the and the sum of the transmission times of the messages transmitted by the sensor node (Transmission_Time Sum ).
E Radio = V Battery * (I T -I R ) * Transmission_Time Sum The time required to transmit a message is proportional to the size of the message and may be computed by taking the ratio of the message size in bits and the transmission bandwidth in bits/second. A metric is defined as the sum of E CPU and E Radio. With the BMA algorithm, sensor nodes are allocated to job requests in non-decreasing order of this metric. E CPU is updated whenever a request for an application is processed by the CPU component of the sensor node. E Radio is updated whenever a message is transmitted by the radio component of the sensor node.
5) Maximum Energy First (MEF)
The MEF algorithm is a dynamic allocation algorithm. From the set of available nodes, the sensor nodes that have the highest available energy are selected for execution of the job requests. The rationale behind the algorithm is to balance the energy level amongst the various sensor nodes and to increase the network lifetime of the wireless sensor network by delaying the time when the energy level of any sensor node falls below the given threshold. This algorithm assumes complete knowledge about the energy levels of all sensor nodes, and allocates the job requests to the sensor nodes in non-increasing order of energy levels.
V. RESULTS OF SIMULATION EXPERIMENTS
Simulation experiments have been performed to study the effect of system and workload parameters on the performance of the proposed algorithms. The parameters varied during the simulation include arrival rate, execution time of application, data size of messages, number of applications, number of sensors required by applications, and probability of request arrival for a particular application on the performance of the proposed algorithms. A representative set of results is presented in this section. More data is available in [29] . Simulations were run long enough to ensure that system operates in the steady state. For each experiment, focusing on the impact of a specific parameter on system performance, the runtime was determined at the highest system load to ensure that the system was running in a steady state. Using such a run time ensures that the system is in the steady state as well for other parameter values that may result in lower system loads. Multiple runs of the simulation are carried out in the steady state in order to achieve an interval of +-5% or less at a confidence level of 95%. In order to study the effect of a given parameter on performance, a factor at a time approach has been used. The parameter of interest is varied while all the other parameters are held at their default levels (see Table II ). Other researchers have used similar values of system and workload parameters (see [30] for example).
A. Effect of Arrival Rate
In this experiment, the effect of arrival rate on the performance of the algorithms is studied.
1) Performance of Static Allocation Algorithms
The performance of the static allocation algorithms is shown in Figure 2 . Due to the small value of energy consumption at default values of application parameters, the difference in the performance of the algorithms is only nominal. For all the algorithms, the minimum energy at a sensor node at the end of the simulation period decreases with the increase in the arrival rate. This may be attributed to the fact that the number of messages being transmitted in the network during a simulation run increases with the increase in the arrival rate. Note that the node that exhibits the minimum energy is a sensor node at a distance of 1 hop from the cluster head. This node has a higher energy consumption due to relaying of request messages from the cluster head to the respective sensors at higher hop distances. Also, the maximum load that can be sustained by the WSN is determined by the utilization of the sensor nodes. The utilization of a sensor node is determined by the sum of the load on its CPU component due to the execution of requests from applications and the load on the radio component responsible for transmitting and receiving messages. At the highest arrival rate experimented with, the sensor node that has maximum energy drain due to relaying of messages is close to saturation. Thus the system is expected to become unstable at higher arrival rates.
In case of CLBA and DLBA algorithms, this node is not allocated as there are 25 sensors at each hop and each application requires only 5 sensors at each hop. For CLBA and DLBA, sensor nodes are selected from a list ordered by sensor ids. The node with higher energy consumption is not selected because of a higher value of its id. With Random Allocation algorithm, this node may be allocated and therefore at higher arrival rates, the RA algorithm performs slightly inferior to the DLBA and the CLBA algorithms. 
2) Performance of Dynamic Allocation Algorithms
The performance of the dynamic allocation algorithms is presented in Figure 3 . As in the case of static allocation algorithms, for all the dynamic algorithms, the minimum energy measured at the end of the simulation period decreases with the increase in the arrival rate. The BMA algorithm and the MEF algorithm demonstrate the best performance. BMA attempts to balance the total energy consumption amongst sensor nodes and MEF allocates sensor nodes based on their energy level. The DCLBA algorithm and the DDLBA algorithm attempt to balance the energy consumption only due to the CPU component and the transmission of response messages corresponding to requests processed by the node respectively. These algorithms do not consider the total energy consumption at the sensor nodes before allocating the sensor nodes to requests from applications. This seems to result in an inferior performance for DCLBA and DDLBA as compared to the BMA algorithm and the MEF algorithm. The DRA algorithm selects the sensor nodes to be allocated at random and may allocate sensor nodes with higher energy consumption to requests from applications, decreasing their energy further. BMA and MEF, that demonstrate the best performance based on higher values of minimum energy at a sensor node, also demonstrate higher values of network lifetime and lower values of rate of energy drain. This is true for all the experiments presented in this paper. However, due to space limitations graphs for network lifetime and rate of energy drain are shown only for this experiment. 
3) Comparison of Static and Dynamic Allocation
The dynamic allocation algorithms: the BMA algorithm and the MEF algorithm demonstrate the best performance. These algorithms allocate sensor nodes to job requests corresponding to an application request dynamically upon arrival of an application request at the proxy. The BMA algorithm attempts to balance the energy consumption both due to the CPU component and the radio component amongst all sensor nodes. The MEF algorithm allocates sensor nodes to requests based on the available energy at the sensor nodes. The DRA algorithm, the DDLBA algorithm, and the DCLBA algorithm demonstrate a inferior performance as they allocate sensor nodes to job requests without explicitly considering the energy level of the sensor nodes or their total energy consumption. The RA algorithm, the CLBA algorithm, and the DLBA algorithm, which are the static counterparts of the DRA, DCLBA, and the DDLBA algorithms respectively perform better than their dynamic counterparts. The static allocation algorithms allocate sensor nodes to applications and the allocation does not vary with each arriving application request. For static allocation algorithms, as each application requires only 5 sensor nodes out of the available 25 nodes, only 10 nodes are allocated at each hop distance. As discussed in Section A.1, the sensor node with higher energy consumption is not allocated to requests for applications because of a higher value of its id. Figure 4 presents a performance comparison of CLBA and BMA, which demonstrate best performance among the static and dynamic algorithms respectively. Note that as discussed in Section A.1 and Section A.2, DLBA provides a comparable performance to CLBA and MEF performs comparable to BMA. The ability of BMA to balance load dynamically seems to be more effective leading to a better performance in comparison to the static algorithm CLBA especially at higher arrival rates.
B. Effect of Execution Time
In this experiment, all system and workload parameters are held at the default values and only the execution time of Application 1 is varied. Execution time of only Application 1 is varied so that both the applications have different characteristics than one another.
1) Performance of Static Allocation Algorithm
The effect of execution time of Application 1 on the performance of static allocation algorithms is shown in Figure 5 . For lower values of execution time for Application 1, the CLBA, DLBA, and the RA algorithm demonstrate a comparable performance. At higher values of execution time of Application 1, the energy consumption due to the CPU component is very high for nodes that are allocated to Application 1. Hence, the rate of energy drain is very high for such a node and it has low value of minimum energy at the end of the simulation period. The RA algorithm provides the worst performance because due to random allocation, a sensor node that is allocated to execute the requests for Application 1 may also be allocated to execute requests of Application 2. The CLBA and DLBA algorithms attempt to balance the energy consumption at the CPU component and the radio component respectively. Therefore, CLBA and DLBA allocate different nodes to Application 1 and Application 2.
2) Performance of Dynamic Allocation Algorithms
The effect of execution time of Application 1 on the performance of dynamic allocation algorithms is shown in Figure 6 . Except for the BMA and the MEF algorithm, the minimum energy at a sensor node at the end of the simulation period decreases for all the other algorithms. For the DCLBA and the DDLBA algorithm, the sensor nodes are allocated irrespective of their total energy consumption or their remnant energy level. The BMA algorithm and the MEF algorithm do not allocate sensor nodes with high energy consumption or low value of available energy to requests. The BMA algorithm makes allocation decisions based on the total energy consumption of the sensor nodes and the MEF algorithm makes allocation decisions based on the current energy level of the sensor nodes. As a result, these algorithms avoid allocating the sensor node that exhibits the minimum energy to any application. In fact the energy drain at this node is due to the relaying of messages performed by its radio component and not due to CPU processing. Since the node does not get allocated for Application 1 the increase in its execution time does not affect the energy level of this node. 
3) Comparison of Static and Dynamic Allocation
The static allocation algorithms demonstrate a much inferior performance as compared to the dynamic allocation algorithms at higher values of execution time of Application 1. For static allocation algorithms, the sensor node that gets allocated to Application 1 has very high energy consumption at the CPU component for higher values of execution time of Application 1. The RA algorithm demonstrates the worst performance as a sensor node allocated to Application 1 may also be allocated to Application 2. This causes uneven distribution of load as a higher number of nodes will remain unallocated. With CLBA and DLBA, as the number of sensors at each hop is greater than the number of sensors required by both the applications, a sensor node does not get allocated to both the applications providing a better distribution of load as compared to the RA algorithm.
The performance comparison of CLBA and BMA, which demonstrate the best static and dynamic performance respectively, is shown in Figure 7 . The performance of CLBA is comparable to BMA at low values of execution time of Application 1. The difference in the performance of CLBA and BMA increases significantly with the increase in the execution time of Application 1. The dynamic algorithm BMA outperforms the static algorithm CLBA by a substantial margin at higher values of execution time of Application 1. For execution time of Application 1 equal to 2000 ms, the difference in the minimum energy at a sensor node with the CLBA algorithm and the BMA algorithm is close to 60%.
C. Effect of Data Size
In this experiment, the data size of request and response messages for Application 1 is varied and all other system and workload parameters are held at their default values.
1) Performance of Static Allocation Algorithms
The performance of the static allocation algorithms as the data size is varied is shown in Figure 8 . For all the algorithms, the minimum energy at a sensor node at the end of the simulation period decreases with increase in the data size. This may be attributed to the fact that energy expended while transmitting a message is proportional to the size of the message. At higher values of data size for Application 1, the RA algorithm demonstrates a slightly better performance than the CLBA and the DLBA algorithm. With the RA algorithm, some nodes are allocated to requests from both the applications and messages corresponding to Application 2 experience higher transmission delays due to queuing along with messages for Application 1 leading to a slower rate of drain of energy for the relay nodes. 
2) Performance of Dynamic Allocation Algorithms
The effectt of data size on the performance of the dynamic allocation algorithms is shown in Figure 9 . The results indicate that balancing the total energy consumption amongst sensor nodes leads to a superior performance. The BMA algorithm and the MEF algorithm demonstrate the best performance as they avoid allocating requests to sensor nodes that have high energy consumption. The DRA algorithm allocates requests at random. Also, the DCLBA and the DDLBA algorithms attempt to balance only some of the components of energy consumption amongst the sensor nodes and hence allocate sensor nodes irrespective of their total energy consumption. Figure 9 shows that using only partial knowledge of energy consumption leads to an inferior performance in comparison to the MEF algorithm and the BMA algorithm. Figure 9 . Effect of data size on the performance of dynamic allocation algorithms
3) Comparison of Static and Dynamic Allocation
The BMA and the MEF algorithm that perform dynamic allocation demonstrate the best performance. As described earlier in this section, the BMA algorithm balances the total energy consumption amongst all the sensor nodes. The MEF algorithm allocates sensor nodes based on their available energy and hence does not allocate sensor nodes with high energy consumption to requests corresponding to an application.
The performance comparison of RA and BMA, which provide the best performance amongst the static allocation algorithms and the dynamic allocation algorithms respectively, is shown in Figure 10 . The static allocation algorithms cause an uneven distribution of requests amongst the sensor nodes comprising the WSN and hence demonstrate an inferior performance as compared to BMA that is based on the total energy consumption at sensor nodes. With the dynamic allocation algorithm requests get distributed to a larger number of sensors as compared to the static algorithms; therefore provides a better load distribution that can effectively handle a change in the system state. For a data size of 100 bytes, both RA and BMA demonstrate a comparable performance. The difference in the performance of the algorithms increases with the increase in the size of the messages demonstrating the necessity of using dynamic algorithms at higher values of data size. At a data size of 1200 bytes, the Minimum Energy achieved with BMA is 7.4% higher than that achieved with RA. 
D. Effect of Number of Sensors
In this experiment, the numbers of sensors required by Application 1 and Application 2 are varied and all other system and workload parameters are held at their default values.
1) Performance of Static Algorithms
The performance of the static allocation algorithms for different number of sensors used by the applications is shown in Figure 11 .
For all the algorithms, as the number of sensors required by the applications is increased, minimum energy at a sensor node decreases. With the increase in the number of sensors required by applications, the number of messages being transmitted in the WSN increases causing an energy drain for the sensors. When the number of sensors required by the applications is 10 at each hop distance, the CLBA and the DLBA algorithms perform better than the Random Allocation algorithm. For reasons discussed in Section A.1, the node with maximum energy consumption is not allocated to any of the applications for CLBA and DLBA. For the RA algorithm, the probability of allocation of such a node increases as the number of sensors required by each of the applications is increased from 5 to 10 at each hop distance, and that accounts for the inferior performance of the RA algorithm. When the number of sensors required by the applications is increased to 15, the CLBA and the DLBA algorithms also allocate the sensor node with maximum energy consumption. In this case, each application requires 15 sensors at each hop distance and the number of available sensors at each hop is 25, hence every node is allocated. The RA, CLBA, and the DLBA algorithms provide a comparable performance. 
2) Performance of Dynamic Algorithms
The performance of the dynamic allocation algorithms for different numbers of sensors required by the applications is shown in Figure 12 . Once again, for all the algorithms, the minimum energy at the sensor node decreases with the increase in the number of sensors required by the applications. The BMA algorithm and the MEF algorithm demonstrate the best performance as they make allocations based on total energy consumption of sensors or the remnant energy of sensors respectively.
3) Comparison of Static and Dynamic Allocation
The performances of best performing static algorithm and the best performing dynamic algorithm are compared in Figure 13 . Amongst dynamic allocation algorithms, The BMA algorithm and the MEF algorithm demonstrate the best performance. The static algorithm CLBA provides a performance comparable to the BMA algorithm when the numbers of sensors required by the applications are 5 or 10. This is because the sensor node that has the lowest remaining energyis not allocated for these cases as the number of sensor nodes in the network is greater than the sensor nodes required by both the applications. When each of the applications requires 15 sensors at each hop, the sensor node with the lowest remaining energy is allocated for CLBA. Hence, its performance is inferior to the BMA algorithm. A similar behaviour is expected in other cases also where all sensors in the network are allocated. This demonstrates the utility of using dynamic allocation algorithms such as BMA for systems where applications require a larger number of sensor nodes.
E. Effect of Number of Applications
In this experiment the number of applications hosted by the WSN is varied. For a given arrival rate, the number of applications hosted by the WSN is increased from 2 to 3, and 5.
1) Performance of Static Algorithms
The performance of the static allocation algorithms is shown in Figure 14 .
When the number of applications is either 2 or 3, the performance of the RA algorithm is inferior to the CLBA and the DLBA algorithms. As each application requires only 5 sensor nodes at each hop out of the available 25 nodes, only 10 nodes or 15 nodes are allocated for the two application case and the three application case respectively. For the CLBA algorithm and the DLBA algorithm, the nodes with higher energy consumption are not allocated for reasons discussed earlier in Sub-section A of this section. For the RA algorithm all nodes have an equal probability of allocation. When the number of applications is increased to five, the CLBA algorithm and the DLBA algorithm also allocate all the available nodes and perform similar to the RA algorithm. 
2) Performance of Dynamic Algorithms
The performance of the dynamic allocation algorithms is shown in Figure 15 . Similar to the previous experiments, the BMA algorithm and the MEF algorithms demonstrate the best performance. The DRA algorithm, the DCLBA algorithm, and the DDLBA algorithm demonstrate an inferior performance as compared to BMA and MEF. The rationale for such a behaviour is that the DRA algorithm allocates the sensor nodes at random and the DCLBA or the DDLBA algorithm balance only partial components of energy consumption. The difference in the performance of the algorithms remains the same with the increase in the number of applications. Since the applications have similar characteristics and the arrival rate is equally split amongst the applications, the aggregate arrival rate of requests from all the contributing applications remains unchanged. As a result, the number of requests arriving per unit time at a sensor remains approximately the same, thus maintaining the energy level at the node with minimum energy at approximately the same level for the various experiments each of which is characterized by a different number of applications.
3) Comparison of Static and Dynamic Algorithms
Similar to the earlier experiments, the BMA algorithm and the MEF algorithm demonstrate the best performance amongst both the static and the dynamic allocation algorithms. CLBA and DLBA perform the best in the category of static allocation algorithms. The performances of best performing static allocation and the best performing dynamic allocation are compared in Figure 16 . BMA outperforms CLBA. Although the difference in performance between the static and the dynamic algorithm is small for two or three applications, the difference in performance of CLBA and the BMA algorithm increases as the number of applications is increased. As the number of applications is increased, the probability of allocation of sensor nodes with high energy consumption to requests from applications increases for the static allocation algorithms. BMA does not allocate these sensor nodes as it allocates sensor nodes based on total energy consumption of the sensor nodes.
F. Effect of Probability of Request for an Application
For the experiments described in this section, the default value of probability of arrival of request is the same for Application 1 and Application 2. Experiments have been performed for unequal probability of arrival of request from Application 1 and Application 2. BMA and MEF algorithm once again demonstrate the best performance amongst both the static and dynamic allocation algorithms.
G. Effect of Unequal Initial Energy of Sensor Nodes
In the previous experiments, the performance of allocation algorithms is studied for systems in which all sensor nodes had initial energy of 1000 Joules. In certain environments, the energy of sensors may become skewed after the sensors have been in operation for a certain period of time. To investigate such an environment, the sensor nodes are assumed to have an initial energy that is uniformly distributed between 750 Joules and 1000 Joules.
1) Performance of Static Algorithms
The performance of the static allocation algorithms is shown in Figure 17 . Similar to the observations in the experiment with sensor nodes having equal initial energy, the performance of the CLBA and the DLBA algorithms is slightly superior to that of the RA algorithm. Both the applications require 5 sensors out of the 25 available sensors at each hop. As only 10 sensor nodes are allocated out of the available 25, the CLBA and DLBA algorithms do not allocate the sensor node with the highest energy consumption. With the RA algorithm, each sensor node has an equal probability of allocation and therefore the sensor node with the highest energy consumption can also get allocated. Also, with the RA algorithm, a sensor node may be allocated to requests from both the applications. For CLBA and DLBA, the sensor nodes are not allocated to both the applications as the number of sensor nodes in the network is greater than the sensor nodes required by both the applications.
2) Performance of Dynamic Algorithms
The effect of arrival rate on the performance of dynamic algorithms for a WSN with sensor nodes having unequal initial energy is shown in Figure 18 . BMA demonstrates the best performance. Unlike the WSNs in which all the sensor nodes have the same initial energy, the MEF algorithm demonstrates an inferior performance as compared to the BMA algorithm. This is an interesting observation in case of WSNs with sensor nodes having unequal initial energy. This may be attributed to the nonuniform allocation of sensor nodes with the MEF algorithm. The MEF algorithm allocates sensor nodes based on their energy level. Therefore, with the MEF algorithm, sensor nodes with higher amount of energy are allocated to a higher number of requests as compared to sensor nodes with lesser amount of energy. This causes queuing of requests at sensor nodes with higher amount of energy, which disturbs the balance of load amongst the sensors comprising the network. For WSNs comprising of sensors with equal initial energy, sensors tend to get allocated in a round robin fashion that provides better load balancing amongst the sensors. The effects of additional parameters on the performance of algorithms on WSNs comprising sensors with unequal amounts of initial energy were investigated. In each experiment, BMA demonstrated the best performance. The performance of MEF was observed to be inferior to that of BMA. Due to space limitations, further discussion of the effect of these parameters on performance is not included in this paper. A detailed discussion is provided in [29] . Figure 18 . Effect of arrival rate on the performance of dynamic allocation algorithms for unequal amount of initial energy
3) Comparison of Static and Dynamic Algorithms
Amongst both the static and dynamic allocation algorithms, the BMA algorithm demonstrates the best performance. The BMA algorithm takes an allocation decision based on the total energy consumption of sensor nodes. Therefore, it produces a more uniform distribution of load amongst the sensor nodes. A performance comparison of CLBA and BMA is presented in Figure 19 . As explained earlier, for the default values of parameters the number of sensors required by the applications is much lower than the number of available sensors. For CLBA, the node that has consumed a high amount of energy so far is not allocated. Therefore, the performance of CLBA is only slightly inferior to that of BMA. 
VI. PERFORMANCE ANALYSIS OF ALLOCATION ALGORITHMS
An experiment has been performed to compare the performance of BMA to the best performance that can be achieved with a static allocation. Only static allocations are considered in order to keep the number of possible allocations contained. The achieved performance is measured in terms of network lifetime or the minimum energy at a sensor node at the end of the simulation period. In order to limit the number of possible allocations a 2 hop WSN is considered. There are 5 sensors at each hop. The WSN hosts two applications. Each application requires a total of 4 sensors (2 sensors at each hop). The rest of the parameters are the default parameters (see Table II ). For a larger WSN, the number of possible allocations will be large. As the default the parameter values for Application 1 and Application 2 are the same, allocation of sensor nodes to either of the application causes the same effect Also, in order to balance the load amongst the sensor nodes, none of the sensor nodes is allocated to both the applications. Therefore, at a distance of one hop or two hops from the cluster head, there will be one unallocated sensor node at each hop distance. For each unallocated node at one hop distance, there are five possibilities of an unallocated node at a distance of 2 hops as four out of the 5 sensor nodes are allocated ( 2 nodes allocated per application). This yields a total of 25 different allocation possibilities. All possible 25 static allocations are experimented with. The performance of the BMA algorithm is compared to all the possible allocations as the BMA algorithm is the best performing algorithm amongst the algorithms proposed in this research. Minimum energy level is observed at the end of the simulation period for the 25 possible static allocations and also for the BMA and the MEF algorithm. The minimum energy level observed with the BMA algorithm and the MEF algorithm is only 7.6% lower than the minimum energy level observed with the best performing allocation. The difference in the network lifetime observed with the BMA algorithm and the MEF algorithm and the best performing allocation is only 3.7%. This demonstrates that by balancing the total energy consumption amongst the sensor nodes or by allocating the sensor nodes based on their current energy, performance close to the best possible performance can be achieved.
VII. CONCLUSIONS
This research proposes static and dynamic algorithms for allocation of sensor nodes to requests for applications in a WSN hosting multiple applications. Simulation experiments have been performed to get insights into the effect of system and workload parameters on the performance of these algorithms. Experiments have been performed by varying the arrival rate of incoming application requests, execution time of applications, data size of request and response messages, number of applications, and probability of request arrival for various applications. The important conclusions derived from the simulation results are summarized.
Although in general the performance of static allocation is observed to be inferior to that of dynamic allocation, the performance of the best static algorithm is observed to be comparable to that of the best dynamic algorithm for smaller systems (low values of number of sensors required by applications, and number of applications) and low system load (as captured in low values of arrival rate, execution time of application, and data size). Since the static algorithms incur the allocation overhead only once at the beginning of system operation whereas the dynamic algorithms run for every request arrival, using the static approach may be considered for use in such systems only.
For medium and high system loads the dynamic algorithms demonstrate a significantly higher performance in comparison to the static algorithms for most of the configurations experimented with. The difference in the performances of static and dynamic allocation algorithms increases with the increase in the arrival rate of incoming requests, execution time of applications, data size of messages, and number of applications. Each of these corresponds to an increase in system load indicating the increasing importance of using dynamic allocation algorithms on systems operating under medium and high loads.
Dynamic allocation algorithms balance the load more uniformly as compared to static allocation algorithms. Static allocation algorithms cannot react to changes in system state and the allocation of sensor nodes to requests for applications remains the same for every arrival of an application request. This causes non-uniform loading of sensor nodes especially in cases of applications with higher demands.
For sensor nodes with equal amount of initial energy, the BMA and MEF algorithms demonstrate the best performance for the configurations experimented with. The BMA algorithm balances the total energy consumption that includes the energy consumption both due to the radio component and the CPU component amongst the sensor nodes. The MEF algorithm allocates the sensor nodes based on the current energy level of the sensor nodes. Thus, using the energy parameters seems to be important in making allocation decisions.
The other allocation algorithms, DRA, DCLBA, and DDLBA demonstrate an inferior performance as compared to BMA and MEF. DRA allocates sensor nodes at random without considering the total energy consumption of the sensor nodes or the available energy at the sensor nodes. The DCLBA algorithm and the DDLBA algorithm use the knowledge of energy consumption due to the CPU component and the radio component respectively. The superiority of BMA indicates the importance of using the knowledge of the total energy consumption (due to both the CPU and the radio components) at sensor nodes while making an allocation decision.
For systems comprising sensor nodes with unequal amount of initial energy, the performance of MEF is observed to be inferior to that of BMA. BMA demonstrates the best performance on such networks for all the configurations experimented with.
For a given network, BMA demonstrated the best performance when compared to every combination of static allocation of sensor nodes. This indicates that by balancing the total energy consumption amongst the sensor nodes, best possible performance can be achieved.
In this research, a simulation based approach has been used to study the performance of the proposed scheduling and allocation algorithms for wireless sensor networks hosting multiple applications. A number of topics for future research are presented next.
Analyzing the performance of the proposed algorithms on a real sensor network forms an interesting direction for future research.
Evaluating the performance of the proposed algorithms on a heterogeneous system comprising sensor nodes with different characteristics is another interesting area for research.
A single cluster based WSN is investigated in this research. Evaluating the performance of the proposed algorithms for multiple cluster based WSNs requires further investigation.
