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Re´sume´ – Les modulations a` enveloppes non constantes pre´sentent l’inconve´nient d’eˆtre sensibles aux non line´arite´s (princi-
palement de l’amplificateur de puissance) du fait d’importantes fluctuations du signal module´. Pour quantifier ces fluctuations,
on de´finit le ” facteur de creˆte ”, rapport de la puissance instantane´e maximale et moyenne du signal en question. Ce facteur de
creˆte est cependant de´cline´ dans la litte´rature sous diffe´rentes appellations comme CF pour Crest Factor, PAPR pour Peak to
Average Power Ratio ou encore PMEPR pour Peak to Mean Envelope Power. De plus, les signaux peuvent prendre des formes
diffe´rentes (continue ou e´chantillonne´e), eˆtre observe´s sur des dure´es diffe´rentes ou eˆtre traite´s a` des niveaux diffe´rents (en bande
de base ou en radio fre´quence).
Devant cette multiplicite´, nous e´tablissons dans un premier temps une de´finition ge´ne´rique du facteur de creˆte, le PR pour Power
Ratio synthe´tisant les de´finitions existantes. Ensuite, nous proposons une e´tude the´orique du PR en modulations monoporteuse
en fonction du facteur de sure´chantillonnage, puis du facteur de retombe´e d’un filtre de Nyquist. Des re´sultats de simulations
sont pre´sente´s en modulations QPSK et MAQ 16.
Abstract – In the past few years, many research activities have concerned the Peak to Average Power Ratio (PAPR) especially in
an Orthogonal Frequency Division Multiplexing (OFDM) context. Nevertheless, we have noticed that the PAPR definition is not
always the same from one author to the other, depending on the paper context which leads to confusions and bad interpretations.
That’s why we propose in this article to generalize the PAPR definition by introducting the Power Ratio (PR) parameter from
which we can derive all the possible PAPR versions. Then, we propose a theoretical analysis of the PR vs oversampling and the
roll off factor in single carrier modulation when a Nyquist filter is considered. We give an upper bound of the PR and simulations
for QPSK and 16QAM modulations.
1 Introduction
L’amplificateur de puissance est un des e´le´ments cle´s d’un
syste`me de te´le´communications, tout spe´cialement dans
des contextes radiomobiles. Le rendement des amplifi-
cateurs est cependant faible (de l’ordre de 50%), leurs
caracte´ristiques ne sont pas line´aires et une partie non
ne´gligeable (environ 60% dans le cas d’un terminal 2.5G)
de la consommation est attribue´e a` l’amplificateur de puis-
sance. Ainsi, l’utilisation de modulations a` enveloppes
constantes telles que la GMSK pour le GSM se justifie, op-
timisant ainsi l’efficacite´ de la fonction d’amplification en
se plac¸ant au point de saturation, e´vitant ainsi tout traite-
ment de non line´arite´s. Pour autant, la plupart des modu-
lations standardise´es aujourd’hui ne sont pas a` enveloppes
constantes, qu’elles soient mono ou multi porteuses et les
conse´quences d’une amplification de puissance non line´aire
du signal radio fre´quence doivent eˆtre examine´es avec la
plus grande attention.
Le facteur de creˆte est un parame`tre de´fini comme le
rapport entre la puissance instantane´e et moyenne d’un
signal donne´ et permettant de dimensionner ce dernier
vis a` vis de l’amplificateur de puissance (et vice versa).
Ce parame`tre apparait dans la litte´rature sous plusieurs
acronymes tel que PAPR (Peak To Average Power Ratio),
PMEPR (Peak to Mean Enveloppe Power Ratio) ou en-
core CF (Crest Factor). Devant cette multiplicite´, il nous
a paru ne´cessaire de synthe´tiser la notion de facteur de
creˆte en introduisant celle du Power Ration (PR), plus
ge´ne´rale et de´clinable en diffe´rentes versions permettant
de retrouver celles pre´-cite´es. Cette approche fait l’objet
de la premie`re partie de cet article.
Dans la deuxie`me partie de cet article, nous e´tudions
se´pare´ment l’influence du sure´chantillonnage et du filtrage
sur le PR. En effet, tous les e´tages d’une chaˆıne de commu-
nications modifient le signal instantane´ et donc la valeur
du PR. Cette e´tude est mene´e dans un cas monoporteuse.
2 De´finition du PR (Power Ratio)
2.1 De´finitions the´oriques
Plusieurs cas de figure doivent eˆtre conside´re´s suivant l’e´tat
du signal : continu (de´signe´ par c) ou e´chantillonne´ (de´signe´
par e) et suivant le temps d’inte´gration utilise´ dans le cal-
cul du PR : fini (de´signe´ par f) ou infini (de´signe´ par i).
Nous obtenons ainsi quatre e´tats possibles pour le PR :
PRc,f , PRc,i, PRe,f et PRe,i illustre´s sur la figure 1 :
Fig. 1: Les diffe´rentes configurations du PR
2.1.1 De´finition du PR infini
Nous pre´sentons le PR infini dans le cas continu (PRc,i)
sachant que cette de´finition est valable aussi dans un cas
e´chantillonne´. Dans ces conditions, soit s(t) un signal re´el
ou complexe, en bande de base ou radio fre´quence. Ainsi,
le PRc,i d’un signal s(t) est :
PRc,i{s(t)} = Max|s(t)|
2
E{|s(t)|2} =
Pmax
Pmean
. (1)
La variable t est re´elle et E{.} repre´sente l’espe´rance
mathe´matique. Pmax est le maximum de la puissance in-
stantane´e, pris sur un intervalle de temps infini. Ce PRc,i
est associe´ au signal pre´sente´ a` l’entre´e de l’amplificateur
de puissance. Les autres de´finitions du PR ne sont que
des approximations de celui-ci.
2.1.2 De´finition du PR fini
Nous nous plac¸ons dans le cas d’un signal continu, sachant
encore une fois que cette de´fintion s’applique aussi dans
un cas e´chantillonne´. PRc,f , pour un temps d’inte´gration
T , est alors de´fini par :
PRc,f (T ){s(t)} =
Max[0,T ]|s(t)|2
1
T
∫
T
|s(t)|2dt . (2)
Dans ces conditions, nous avons la relation :
lim
T→+∞
PRc,f (T ) = PRc,i. (3)
2.1.3 De´finition du PR dans le cas e´chantillonne´
Soit N le nombre d’e´chantillons du signal s(k). Le PR
d’un signal nume´rique s(k) (k variable entie`re) est :
PRe,f (N){s(k)} =
Maxk∈[0,N−1]|s(k)|2
1
N
∑N−1
k=0 |s(k)|2
. (4)
Comme pre´ce´demment, nous avons la relation suivante
pour le cas e´chantillonne´ :
lim
N→∞
PRe,f (N) = PRe,i, (5)
avec
PRe,i{s(k)} = Max|s(k)|
2
E{|s(k)|2} . (6)
3 Liens entre le PR et les de´finitions
usuelles du facteur de creˆte
Dans la suite, le signal conside´re´ est suppose´ continu et le
temps d’inte´gration infini.
3.1 Cas du PMEPR
Le PMEPR (Peak to Mean Envelop Power Ratio) est lie´
a` un signal en bande de base (en re´fe´rence a` la notion
d’enveloppe complexe) [3]. En utilisant la notation P˜R
pour spe´cifier que le signal est complexe, PMEPR =
P˜Rc,i.
3.2 Cas du PAPR
Le PAPR (Peak to Average Power Ratio) est ge´ne´ralement
utilise´ pour de´finir le facteur de creˆte de signaux radio
fre´quence [2]. Soit s˜(t) le signal en bande de base et f0 =
ω0
2pi la fre´quence porteuse. Le PAPR est alors de´fini par :
PAPR{s˜(t)} = Max|Re(s˜(t)e
jω0t)|2
E{|Re(s˜(t)ejω0t)|2} . (7)
En utilisant la notation PR pour spe´cifier que le signal
est radio fre´quence, PAPR = PRc,i.
3.3 Relation entre le PMEPR et le PAPR
De nombreux articles ont propose´ une relation entre le
PAPR et le PMEPR, tout en donnant des re´sultats con-
tradictoires. En effet, dans [2] ou [4] par exemple, les
auteurs montrent que PAPR ≤ PMEPR, et dans [5], il
est montre´ que PAPR ≈ 2PMEPR. Cette dernie`re ap-
proximation est correcte mais a` notre sens impre´cise. En
effet, comme :
|Re(s˜(t)ejω0t)|2 ≤ |s˜(t)|2 (8)
et que la puissance moyenne en fre´quence porteuse est
la moitie´ de celle en bande de base, alors :
PAPR ≤ 2PMEPR (9)
L’e´galite´ est obtenue lorque les puissances instantane´es
en radio fre´quence et bande de base ont meˆme maximum
et au meˆme instant. Ceci est en particulier re´alise´ lorsque
f0 ¿ 1Ts ou` Ts est le temps symbole. Cette condition est
toujours ve´rifie´e en te´le´communications. C’est pourquoi
l’on peut affirmer qu’en pratique, PAPR ≈ 2PMEPR,
soit PAPRdB = PMEPRdB + 3dB.
3.4 Cas du CF
Le facteur de creˆte (CF pour Crest Factor) peut eˆtre utilise´
et est de´fini comme la racine carre´e du PAPR [7] ou du
PMEPR [6] suivant le cas d’e´tude :
• CF = √PAPR =√PRc,i en fre´quence porteuse
• CF = √PMEPR =
√
P˜Rc,i en bande de base
4 Analyse du PR en modulations
monoporteuse
L’analyse du PR est effectue´e selon deux axes : le premier
consiste a` e´tudier l’influence du facteur de sure´chantillonnage
sur le PR ; le second consiste a` prendre en compte l’effet du
filtrage (ici de Nyquist) et de propose une borne supe´rieure
du PR.
4.1 Influence du sure´chantillonnage
En prenant comme exemple la modulation QPSK, le PRe,i,
calcule´ a` la fre´quence symbole vaut 0dB car les puissances
instantane´es et moyennes sont identiques. Cette valeur
n’a cependant pas de sens dans un cas continu car elle
ne prend pas en compte les valeurs des transitions entre
symboles. En prenant ainsi un sure´chantillonnage de 2,
les constatations sont les suivantes :
- pendant une demie pe´riode, on se situe a` Pmax
- pendant l’autre demie pe´riode, on se situe a` mi chemin
entre 2 symboles avec :
• une chance sur 4 que les symboles soient les meˆmes
(P = Pmax)
• une chance sur 2 que les symboles soient voisins
(P = Pmax2 )
• une chance sur 4 que les symboles soient diame´tralement
oppose´s (P = 0)
Dans ces conditions, le calcul de la puissance moyenne,
pour une QPSK avec un facteur de sure´chantillonnage de
2 donne :
Pmean =
Pmax
2
+
1
2
∗ (Pmax
4
+
Pmax
2 ∗ 2 +
0
4
), (10)
soit 1.25dB.
En effectuant le meˆme raisonnement sur une QPSK pour
un facteur N , on montre que l’on a :
• une probabilite´ de 14 de rester sur le meˆme symbole
(P0 = Pmax2 )
• une probabilite´ de 12 pour une transition d’un sym-
bole a` un symbole voisin avec une probabilite´ globale
e´gale a` :
P1 =
Pmax
2N
N−1∑
i=0
(N/2− i)2
2 ∗ (N/2)2 =
1 + 2N2
6N2
Pmax. (11)
• une probabilite´ de 14 pour une transition d’un sym-
bole a` un autre diame´tralement oppose´ avec une
probabilite´ globale e´gale a` :
P2 =
Pmax
4N
N−1∑
i=0
(N/2− i)2
(N/2)2
=
2 +N2
12N2
Pmax. (12)
Le PR global est alors 3N
2
1+2N2 soit 1.76dB pour valeur
limite quand N tend vers l’infini. Cette valeur est cepen-
dant sous estime´e car elle ne prend pas en compte l’effet
du filtrage. Ce point est de´veloppe´ dans la partie suivante.
4.2 Influence du filtre de Nyquist
Dans cette partie, on conside`re un filtre de Nyquist de
facteur de retombe´e β :
p(t) =
sin( piTs t)
pi
Ts
t
cos(piβTs t)
1− 4β2t2T 2s
. (13)
Ts est le temps symbole et le P˜Rc,i sera analyse´ pour
un temps continu (t re´el) ; le signal conside´re´ sera alors
s˜(t) de´fini par :
s˜(t) =
N−1∑
k=0
(ak + jbk)p(t− kTs). (14)
L’objectif de cette partie est de majorer le P˜Rc,i de
s˜(t) par le biais du calcul de la moyenne et du maximum
de la puissance instantane´e de s˜(t). Ces de´veloppements
seront effectue´s en modulations BPSK et e´tendus ensuite
a` toutes sortes de modulations.
Analyse de la puissance moyenne en BPSK: en
conside´rant e(t) =
∑N−1
k=0 akδ(t − kTs) et P(f) la trans-
forme´e de Fourier de p(t), la puissance moyenne du signal
s˜(t) est :
Pm = E{|s˜(t)|2} =
∫ ∞
−∞
γe(f)P 2(f)df, (15)
En supposant que les symboles sont non corre´le´s et de
moyennes nulles, γe(f) =
E{a2k}
Ts
= σ
2
a
Ts
. On montre de plus
que
∫∞
−∞ P
2(f)df = Ts(1− β4 )
En conclusion, Pm = σ2a(1− β4 ).
Analyse du maximum de la puissance instan-
tane´e : pour que l’e´quation (24) soit valable, il faut
e´tudier se´pare´ment les cas β = 0 et β 6= 0.
Pour β = 0, le signal pour un temps donne´ prend la forme
d’une se´rie dont il faut e´tudier la convergence. Si on con-
side`re ak = (−1)k et t = −Ts2 , on obtient :
s˜(t = −Ts
2
) =
2
pi
N−1∑
k=0
1
1 + 2k
, (16)
Cette se´rie est divergente. Cela nous assure qu’il existe
bien une configuration de symboles ck et un instant donne´
pour lesquels le signal et donc sa puissance instantane´e
tendent vers l’infini, ce qui se traduit par :
P˜Rc,i{s˜(t), β = 0} = +∞. (17)
Pour une meilleure lisibite´, conside´rons Ts = 1. Pour
β 6= 0, on montre que |s(t)| ≤ 1|1−4β2(t−k)2| . La puissance
instantane´e est ainsi majore´e par une se´rie de Rieman qui
converge.
On peut donc conclure que :
P˜Rc,i{s˜(t), β 6= 0} 6= +∞. (18)
Analysons maintenant le maximum de |s˜(t)|2 pour β 6=
0. Dans ce cas,
s˜(t) =
N−1∑
k=0
ak
sin(pi(t− k))
pi(t− k)
cos(piβ(t− k))
1− 4β2(t− k)2 . (19)
|s˜(t)|2 peut alors eˆtre majore´ par :
N−1∑
k=0
(
sin(pi(t− k))
pi(t− k) )
2
N−1∑
k=0
(
cos(piβ(t− k))
1− 4β2(t− k)2 )
2. (20)
Le premier terme est majore´ par 1. Analysons le second
terme par le biais de la fonction ϕ(t) =
∑N−1
k=0 (
cos(piβ(t−k))
1−4β2(t−k)2 )
2.
On montre aise´ment que ϕ est maximum en tn = N2 . Ceci
est illustre´ sur la figure 2 ou` la courbe supe´rieure est la
somme des N fonctions ( cos(piβ(t−k))1−4β2(t−k)2 )
2 de´cale´es.
Fig. 2: Fonction ϕ(t)
Pour t = N2 , ϕ(t =
N
2 ) = 1 + 2
∑N/2
k=1(
cos(piβk)
1−4β2k2 )
2. En
montrant que
lim
n→∞
∫ n
0
(
cos(piβt)
1− 4β2t2 )
2dt =
pi2
16β
β ∈]0, 1], (21)
on en de´duit que |s˜(t)|2 ≤ pi28β et donc
P˜Rc,i{s˜(t)}BPSK ≤ pi
2/8β
(1− β/4) . (22)
Cas des autres modulations : en conside´rant que les
symboles ak et bk ont la meˆme statistique, on montre que
dans le cas ge´ne´ral d’une modulation MAQ a` M e´tats,
P˜Rc,i{s˜(t)}QAM ≤ (Max(ak)
σa
)2
pi2/8β
(1− β/4) . (23)
Re´sultats de simulations : la figure 3 compare les
majorations obtenues en modulations BPSK, QPSK et
MAQ 16 avec des simulations pour quatre valeurs diffe´rentes
de β (0.9, 0.6, 0.3 et 0.1). Pour des valeurs de β proches de
1, les simulations ont e´te´ mene´es en ge´ne´rant 104 signaux
de N = 103 symboles. Pour ces valeurs de β, les densite´s
de probabilite´s de P˜Rc,i sont tre`s peu e´tale´es, donnant
ainsi des valeurs de facteur de creˆte tre`s proches les unes
des autres. Par contre pour des valeurs de β proches de 0,
du fait de la divergence de la se´rie de´crite au paragraphe
4.2, les valeurs de P˜Rc,i sont beaucoup plus disperse´es et
cela ne´cessite de ge´ne´rer 106 signaux de N = 105 sym-
boles.
Ces re´sultats montrent ainsi les tre`s fortes ade´quations
entre les majorations the´oriques propose´es et les simula-
tions.
Fig. 3: Le PRc,i en fonction de β
5 Conclusion
L’e´tude the´orique mene´e montre que le PR est fortement
influence´ par le sure´chantillonnage et le filtrage. Dans un
contexte monoporteuse, une borne supe´rieure tre`s fine du
PR avec un filtre de Nyquist est propose´e. Des travaux
sont en cours pour e´tendre ces re´sultats a` un filtre en
racine de Nyquist pour formaliser de fac¸on plus ge´ne´rale
l’influence du filtrage sur le PR, aussi bien en mono qu’en
multiporteuses.
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