I. INTRODUCTION
R ECENTLY, a large amount of video data has been made available. An effective video retrieval and searching system is demanded since it is often difficult to find relevant video manually. Although current keyword-based text search systems are sometimes useful for this purpose, they require metadata that describe the video contents. To automatically generate metadata, semantic indexing, i.e., assigning semantic concepts such as airplane, bus, outside, nighttime, and singing to video segments, is necessary. It has been a challenging task due to the semantic gap between the low-level features and high-level semantic concepts.
Most previous studies used statistical modeling to construct a model that describes the relationship between video and semantic concepts. In particular, statistical methods for generic object recognition in image processing have been effective for semantic indexing, since semantic indexing can be viewed as an extension of generic object recognition to video processing. The bag-of-visual-words (BoW) method [13] , [14] that uses lowlevel features such as scale-invariant feature transform (SIFT) [15] is the most widely used method for generic object recognition. In this method, hard clustering, vector quantization (VQ), of features is used, but its quantization errors often degrade the indexing performance. Several soft clustering methods [20] , [23] are introduced to solve this problem and have been proved to be effective. In particular, Gaussian mixture model (GMMs) are often preferred since it is a straightforward extension of VQ to a probabilistic framework.
In video semantic indexing, it is well known that not only image features but also video-specific features such as audio features and movement features are important to improve the performance of video semantic indexing [2] , [8] - [10] . In [2] , we have shown the effectiveness of the combination of the audio hidden Markov model and the multiframe feature extraction with GMM supervectors. Our method achieves higher accuracy than the best method of TRECVID 2010 semantic indexing [3] , [4] , [8] . However, video semantic indexing is more computationally expensive than image classification. In the testing phase of our method, 28.8%, 67.7%, and 3.5% of calculation time are spent for low-level feature extraction, GMM parameter estimation, and classification using SVM, respectively. Since the amount of video data to be processed is very large and rapidly increasing, it is strongly demanded to decrease these computational costs.
The speeded up robust features (SURF) [18] reduces the cost for low-level feature extraction by using integral images. The GPU implementation of SIFT [11] , [12] , and the BoW algorithm [7] have also been proposed. While these implementations are faster than a CPU implementation, the focus was not on the fast algorithm but on the fast implementation. In our method of GMM-supervector-based semantic indexing, 67.7% of calculation time is spent for estimation of GMM parameter. Therefore, we aim at reducing its computational cost.
In this paper, we propose a fast maximum a posteriori (MAP) adaptation method using a tree-structured GMM to reduce the cost of the estimation of GMM parameters. Its basic idea is to calculate probabilities only for important Gaussian components and to skip the calculation for others. We consider a Gaussian component to be important if it is located near the observed low-level feature. The tree structure is utilized to search the important Gaussian components. We expect that the performance of semantic indexing is not to be decreased by using the proposed method since probabilities for important Gaussian components are calculated precisely. We evaluated our system on the TRECVID 2010 video benchmark.
The remainder of this paper is organized as follows. Previous studies are summarized in Section II. Our semantic indexing system based on the proposing fast MAP adaptation and GMM supervectors is described in Section III. Experimental results and conclusions are given in Sections IV and V, respectively.
II. PREVIOUS STUDIES
A basic approach for semantic indexing is the BoW approach [13] , [14] , which classifies videos by creating histograms of quantized low-level features (visual words). The bag-of-visualwords algorithm consists of three steps: 1) low-level feature extraction; 2) feature coding; and 3) classification, all described here.
1) Low-level feature extraction: SIFT [15] is the most widely used method for low-level feature extraction since it is robust against changes in scale, rotation, and illumination. However, the original SIFT only uses grayscale intensities. To capture color information, color descriptors such as hue histogram [16] and color SIFT [17] have been proposed and used in image classification. These low-level feature extraction methods usually consist of two phases: interest point detection and feature description. Therefore, approaches to fast feature extraction have focused on either of the two phases. The fast Hessian detector used in SURF [18] improves the speed of interest point detection by using integral images. With dense sampling [19] , the phase of interest point detection can be skipped since grid-points are used as interest points. GPU implementations of SIFT [11] , [12] and color SIFT [7] have been also proposed for feature description.
To improve the accuracy of semantic indexing, the fusion of several types of low-level features has been used in recent studies. The combination of SIFT and color SIFT [8] have performed the best in semantic indexing at TRECVID [3] , [4] . In [2] , the multimodal approach that uses SIFT and mel-frequency cepstral coefficients (MFCCs) improved the accuracy of semantic indexing. The MFCCs have first been proposed for speech recognition to describe the short-time spectral shape of audio frames. 2) Feature coding: VQ techniques such as -means clustering are typically used in this step. Each low-level feature is assigned to one of clusters with VQ in order to create a histogram of low-level features. The soft assignment of low-level features [20] has been proposed to reduce quantization error in VQ. GMMs used in [23] can also be viewed as a soft-assignment clustering method. The GMMs usually perform better than the other clustering methods since it captures variances of low-level features for each cluster. Beyond the histogram-based method, the GMM supervector is first proposed as a speaker verification method [21] , and then supervector coding [5] has been used for image classification. GMM supervector is made by concatenated the parameters of mixture components in a GMM and is used instead of a histogram of low-level features. In these methods, an image (or an audio segment) is modeled by a GMM, i.e., a GMM parameter is estimated for each image. The Fisher vector [22] , which describes the derivative of the gradient of the likelihood function, has been applied to image classification in [24] . The Fisher vector is equivalent to the GMM supervector if a GMM is used to compute likelihood in the generation of the Fisher vector as in [24] .
Although the GMM-based method outperforms the histogram-based BoW, it is computationally more expensive to estimate their parameters. 3) Classification: The original BoW method [13] , [14] used support vector machines (SVMs) for image classification. Multiple kernel learning (MKL) [25] enables to learn a linear combination of base kernels (e.g., kernels for different features). The weight coefficient for each base kernel is optimized during its training phase. Multiple kernel Fisher discriminant analysis (MK-FDA) [26] is an extension of the FDA to multiple kernels. These multiple kernel methods are computationally more expensive than the SVM. A linear combination of SVM scores still often performs well in terms of accuracy.
III. PROPOSED METHOD
Here, we describe our fast and accurate system for video semantic indexing, which uses fast MAP adaptation and GMM supervectors.
A. Overview
The overview of our semantic indexing system is shown in Fig. 1 . We assume that videos are automatically segmented into shots in preprocessing. A shot consists of continuous frames without switching between cameras.
Our system consists of three parts. First, four types of low-level features (three types of SIFT features and MFCCs) are extracted from a video shot. The SIFT features are extracted by using three different interest point detectors: Harris-Affine [27] , Hessian-Affine [27] , and Dense [19] . The MFCCs, which describe the short-time spectral shape of audio frames, are extracted to capture audio information. The details of low-level feature extraction are described in Section IV-B. Second, a GMM supervector is created for each type of features. A GMM models the distribution of low-level features extracted from a video shot. Its parameter is estimated by using MAP adaptation, in which a tree-structured GMM is utilized to reduce the computational cost for parameter estimation. Here, basic idea is to calculate probabilities only for important Gaussian components. We consider a Gaussian component as important if it is located near the observed low-level feature. The tree structure enables fast search of important Gaussian components. Third, the outputs of SVMs for the four feature types are fused to compute a final score.
B. Gaussian Mixture Model
Let be a set of (one type of) low-level features extracted from a video shot. A probability distribution function (pdf) of a Gaussian mixture model (GMM) is given by (1) where is a low-level feature vector, is a set of parameters, is the number of mixture components, Fig. 1 . Overview of our semantic indexing system. Our system consists of three parts: 1) low-level feature extraction; 2) GMM supervector extraction by using fast MAP adaptation; and 3) SVM classification. First, four types of visual and audio features are extracted. Second, GMM parameters are estimated by using MAP adaptation. Tree-structured GMMs are used to improve the speed of MAP adaptation. Third, the outputs of SVMs for the four feature types are fused to compute a final score.
is a mixture coefficient, and is a Gaussian pdf with a mean vector and a covariance matrix . The GMM parameters are often estimated by using an expectation maximization (EM) algorithm with the maximum-likelihood criterion. However, a set of extracted feature vectors may not be sufficient to estimate the parameters precisely. In such cases, the alternative way is to use MAP adaptation. MAP adaptation, which is a parameter estimation using the MAP criterion, is robust against over-fitting caused by limited data since it uses a prior distribution. A GMM for prior distribution, namely a universal background model (UBM), is first estimated by applying the EM algorithm to all of the training data. The UBM presents the feature distribution for the whole database.
In the proposed method, only mean vectors are adapted for each shot. The MAP solution gives the following equations:
where is the number of feature vectors, is a mean vector of UBM, is a Gaussian component, is a responsibility of a Gaussian component for a feature vector , which is the posterior probability of being at th Gaussian component, and is a predefined hyper-parameter.
C. Tree-Structured GMMs
A tree structure of Gaussian components that makes calculation of (3) efficient is constructed from the UBM. Fig. 2 shows an example of a tree-structured GMM. Each leaf node corresponds to a Gaussian component of the UBM, and each other node has a single Gaussian obtained by combining corresponding Gaussian pdfs of descendant nodes. This tree structure is constructed by top-down clustering of Gaussian components. For a given set of Gaussian components , we define a combined single Gaussian by
To find a pair of Gaussian components which are close to each other, a distance measure between them is needed. The sum of Kullback-Leibler divergence from to and that of from to is used for this measurement as follows:
As for the following tree-construction algorithm, it is assumed that the maximum number of child nodes for each layer (with the exception of the leaf layer) is given. For example, if the maximum number of child nodes for the first layer (which only has a root node) is two and that for the second layer is three, the resulting tree will be designed as shown in Fig. 2 . In this case, a tree with a depth of three (including the leaf layer) is obtained. This tree-structured GMM is denoted as (10) where is a set of nodes, is a set of edges, and is a set of Gaussian pdfs. In general, a node at the th layer of a tree has, at most, child nodes. The node pdfs of a tree are created by the following algorithm. The basic idea is to apply hierarchical -means clustering for Gaussian components. Note that is a set of mixture components of the UBM, is a subset of corresponding to node , and is a Gaussian pdf for node .
Step 1) Prepare a queue and enqueue , where is the root node, , and .
Step 2) (Initialization for -means) Dequeue . Let be the child nodes of node . Select the initial cluster centers from the given set of Gaussian components , where the min-max selection method is used instead of random selection. The min-max selection method is explained in the Appendix.
Step 3) (Clustering by -means) Assign each Gaussian component in to the nearest child node, i.e.,
Update by using (5) as follows:
Repeat this step until the following sum of distance converges:
Step 4) For , enqueue if is not in the th layer and . Go to step 5) if the queue is empty; otherwise, return to step 2).
Step 5) For each node in the th layer, create leaf nodes for each and set (14)
D. Fast MAP Adaptation
A fast MAP adaptation technique which estimates in (3) efficiently by using a tree-structured GMM is explained in the following. For a constructed tree-structured GMM , node weights are first defined as follows. 1) For each leaf node , set (15) if . 2) Calculate weights for as follows. For each node in the th layer, we have (16) where is a set of child nodes of the node . The algorithm for estimating for feature vector is described as follows. The key idea is to construct a GMM of active nodes , which means vector will be assigned to descendants of nodes in .
is kept small by obtaining active nodes from the root node.
Step 1) Set , where is the root node.
Step 2) Expand active nodes by making child nodes of the active nodes active (17) where is a set of child nodes of the node . Here, is used for leaf nodes to keep the leaf nodes active.
Step 3) Consider a GMM for active node given by (18) where (19) Calculate (20) Step 4) Keep a node active if is larger than the predetermined threshold , i.e.,
Step 5) If all nodes in are leaf nodes, output otherwise
Otherwise, return to step 2).
Since the observed for nonactive nodes is 0, the sum in (2) can be calculated for nonzero only. Our fast MAP adaptation requires time which improves time for the basic MAP adaptation. Moreover, calculation speed and levels of approximation can be controlled by selecting the threshold in . Note that the same as given by (3) is obtained when is set to 0 (because all leaf nodes will be active at the final step).
E. GMM Supervector SVM
The combination of GMM supervectors and support vector machines (SVMs) was first proposed as a speaker recognition method [21] and has been applied to image and video recognition [2] , [6] . GMM supervectors are created for each shot and are given by
where is an adapted mean vector obtained from (2) and is the GMM parameter for the UBM. The dimension of GMM supervectors is , where is the number of Gaussian components and is the dimension of the low-level feature vector. The weighted sum of Mahalanobis distances between corresponding Gaussian pairs is obtained by calculating the squared Euclidean distance between two GMM supervectors. RBF kernels are used for SVM classification as (24) where is a kernel parameter. An SVM is trained for each semantic concept and for each type of features. Note that the proposed method can be used for creating the Fisher vectors [22] , [24] .
F. Score Fusion
SVMs for the four types of features described in Section IV-B are combined by calculating the weighted sum of detection scores as (25) where is a combination weight and is a detection score for the feature . The combination weights are optimized for each semantic concept by cross validation.
IV. EXPERIMENTS

A. Database and Task
Our experiments were conducted on the TRECVID 2010 dataset [3] , [4] . The dataset consists of 400 h of Internet archive videos with creative commons licenses. The shot boundaries and key-frame images are automatically detected and provided with the video data. Half of the videos were used for training, We evaluated our system on the TRECVID 2010 Semantic Indexing benchmark. The task is to detect the 30 semantic concepts (including objects, events and scenes) listed in Table I . They are considered useful for video searching.
The annotated labels for the 30 concepts are also provided with the video data (including testing videos for evaluation). The labels for training data are created using a collaborative annotation system [28] ; however, some of the training shots are still unlabeled. It was assumed that the unlabeled samples are negative since the annotation system is based on an active learning method that requires shots appearing to be positive samples to be annotated preferentially. On the other hand, labels for testing videos are attached on the basis of the submission pool of TRECVID 2010, which allows precise estimation of average precision.
The evaluation measures are mean average precision (Mean AP) and the calculation time of the testing phase. Mean AP is defined as the mean of APs over all 30 target concepts. APs are calculated as (26) where is the number of positive samples, is the number of testing samples, is the precision at the rank of , and takes a value of one if the th shot is positive; otherwise, it takes zero. The AP is estimated by using a method called inferred average precision (Inf AP), proposed in [31] .
B. Experimental Conditions
The following four types of visual and audio features are extracted from video data.
1) SIFT features with Harris-Affine detector (SIFT-Har): SIFT [15] is a low-level feature extraction method that is widely used for object categorization. The extracted features are invariant to image scaling and changing illumination. The Harris-Affine local region detector [27] , which is an extension of the Harris corner detector, provides affine-invariant local regions. The proposed method uses 32-dimension SIFT features, whose dimensions are [16] are combined. As a result, 164-dimensional low-level features (which consist of 128-dimension SIFT features and 36-dimension hue histograms) are obtained. PCA is also used to reduce the dimensions to 32. This feature is extracted only from key frames by using dense sampling, which provides a much larger number of low-level features than sparse sampling such as the Harris-Affine and Hessian-Affine detectors. 4) MFCC audio features (MFCC): MFCCs, which describe the short-time spectral shape of audio frames, are extracted to capture audio information. Semantic concepts related to people speaking, talking, and singing can be detected by using MFCCs since MFCCs are effective for speech recognition and audio classification. The 38-dimension audio features consist of 12-dimension MFCCs, 12-dimension MFCCs, 12-dimension MFCCs, 1-dimension log-power, and 1-dimension log-power are extracted. Here, " " means the derivative of the feature. SiftGPU [12] and Mikolajczyk's implementation [27] were used for SIFT feature extraction. MFCC features were extracted by using a speech recognition toolkit HTK [29] . The average numbers of features per shot are summarized in Table II. The number of mixtures (vocabulary size) for GMMs was 512 for visual features and 256 for audio features. For computational efficiency, it was assumed that covariance matrices are diagonal. Hyper-parameter in the MAP adaptation was set to 20.0, which is the standard value of the toolkit HTK. Parameter in the RBF kernel was , where is precalculated average distance between two GMM supervectors in training data. SVMs were trained for each semantic concept by using the libSVM implementation [30] . Combination weights for the fusion in (25) were optimized by using twofold cross validation on training data.
For tree-structured GMMs, the optimal tree structure was selected as (27) where is calculation time when the tree is used and (28) The trees , and were selected for SIFT-Har, SIFT-Hes, SIFTH-Dense, and MFCC, respectively. Parameter in (32) was fixed to 0.1.
Threshold for the fast MAP adaptation was set to 0.001. Here, a low threshold was set so as to keep detection performance high. Experiments using different thresholds were also conducted (see Section IV-C4).
In the experiments, calculation time was measured by using a single core of Intel Xeon 2.93-GHz CPU. Calculation time without feature extraction time is reported since some features were pre-extracted by using GPUs. The average feature extraction time per shot was 0.38 s by using a GPU NVIDIA Tesla M2050. Table III summarizes obtained Inf APs and Mean Inf AP for each type of low-level features and two fusion methods: visual fusion and multimodal fusion. The visual fusion is a combination of three types of visual features (SIFT-Har, SIFT-Hes, and SIFTH-Dense). The multimodal fusion combines the MFCC in addition to the visual features. As a result, we can see that the Mean Inf APs using tree-structured GMMs are comparable to those using no trees. Some example video shots for training and testing sets are shown in Fig. 3 .
C. Results
1) Mean Inf APs:
2) Calculation Time: Table IV lists calculation times for MAP adaptation using different features and different trees. The results for binary trees are also listed in the table. The calculation speed when the optimal tree is used on average 4.2 times faster than when trees were not used, that is, calculation time was reduced by 76.2%. Fig. 4 shows the calculation time for each step in the testing phase of the proposed semantic-indexing system. The testing cost was reduced, on average, by 56.6% by using tree-structured GMMs. The second and third highest costs were for the PCA projection and the SVM prediction (including calculation of kernels). The SVM prediction can be speed up by using linear kernels instead of RBF kernels. To avoid decrease in detection accuracy, a possible compromise is to use linear kernels for roughly ranking shots and reevaluate high-ranked shots by using RBF kernels.
3) Analysis of Estimation Error: Estimation errors of were evaluated from the mean absolute error (MAE), given as follows: (29) where and are given by (22) and (3), respectively. The MAE for SIFTH-Dense was 0.32 on average (note that ). Although we have estimation errors of in the fast MAP adaptation algorithm, they can be cancelled when the distance in (24) is calculated since the same errors occur in training and testing phases. (17)) and MAE are also listed in the table.
As gets higher, the calculation time shortens, but Mean Inf AP was decreased when 0.1 and 0.5. Moreover, the number of active leaf nodes decreases, and MAE increases. It can thus be concluded that calculation time should be reduced not by setting a high threshold but by selecting a betterstructured tree to keep detection performance high. In particular, should be equal to or smaller than 0.01. Fig. 5 shows calculation time obtained using different tree structures. The tree of was the best in terms of calculation time. We can see that the tree should not be too deep to improve the speed of MAP adaptation. Fig. 6 shows MAE obtained using different tree structures. MAE can be reduced by changing the tree structure. However, we conclude that any tree structures will not be Fig. 7 compares Mean Inf APs obtained in the above-described experiment with those were used). 1364 trees of depth at most five that have at most five children per node and the binary tree are tested. was the best tree and was selected as the optimized tree. values obtained by the other methods used at TRECVID 2010. Our fusion methods got better results than the best result reported at TRECVID 2010 (0.900). Fig. 8 shows the results of the significance test obtained by applying a partial randomization test . The mutimodal fusion was significantly better than the visual fusion. Our method performed better than the other methods in TRECVID 2010 for semantic concepts related to human and human actions such as "Singing" and "Dancing" since we used audio features. However, there was no significant difference between the mutimodal fusion and the top result in TRECVID 2010. This result shows that the performance can be improved by combining a larger number of visual features since the top ranked methods in TRECVID 2010 used more than ten types of visual features.
5) Effect of Using Different Tree Structures:
Although our final goal is to develop a generic methods for automatically assigning semantic concepts to videos, overall performances are still low compared with that of human annotation. One future challenge is detection of many kinds of semantic concepts; however, we have to consider which concepts are really useful for applications of video search.
V. CONCLUSION
A fast and accurate semantic-indexing system using fast MAP adaptation and GMM supervectors was proposed. A tree-structured GMM was constructed to quickly calculate posterior probabilities for each mixture component of a GMM. The calculation time for MAP adaptation was reduced by 76.2% from the conventional method, while high detection performance was maintained. Our future work will focus on a GPU implementation of the fast MAP adaptation and feature extraction.
APPENDIX
For the initialization for -means clustering [step 2) in the tree-construction algorithm in Section III-C], we use the min-max selection method. This method is known to provide better initial values than random selection. This method first selects from a node set whose nodes are distant from each other and then sets a cluster center at an internal dividing point between node and each of the selected nodes. 1) Choose the mixture component that has the largest distance to , i.e.,
2) For , choose from the rest of mixture components which belong to the node and not yet assigned to any child node, i.e., (31) where . If is an empty set, the child node is deleted from the tree.
3) For
, set the parameters of child Gaussian pdfs as follows:
where is a weight parameter to mix the selected pdf and their parent pdf .
