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PREFACE 
Solution-adaptive grid techniques are essential to the attainment of practical, 
user-friendly, computational fluid dynamics (CFD) applications. In this %day 
workshop, experts gathered together to describe state-of-the-art methods in  
solution-adaptive grid refinement, analysis, and implementation; assess the 
current practice; and discuss future needs and directions for research. This was 
accomplished through a series of invited and contributed papers. The workshop 
focused on a set of two-dimensional test cases designed by the organizers to aid in 
assessing the current state of development of adaptive-grid technology. These 
test cases are listed and described in the following section. In addition, a panel of 
experts from universities, industry, and government research laboratories 
discussed their views of needs and future directions in this field. 
The invited and contributed papers, as well as the transcript of the panel 
discussion, are included herein. In this preface, several observations regarding 
the general results of the workshop follow, condensed mainly from the panel 
discussion. One general observation is that not many of the ”benchmark” cases 
were attempted by all the participants, so it is difficult to rate the efficiency 
among the many current approaches. 
The second general observation is that the state of the art is characterized by 
approaches that refine meshes only in high-gradient regions, while ignoring 
some very important regions of the flow which are smoother but nonetheless 
crucial to obtaining the correct solution. The transonic airfoil case with the 
”fishtail” shock, wherein the location of the normal shock in the wake is 
extremely sensitive to the smooth supersonic flow over the airfoil ahead of the 
oblique shock at the trailing edge, illustrates this difficulty. 
The third general observation is that there is still a dearth of research regarding 
the analysis of accuracy and convergence of adaptive methods, especially for 
problems with embedded hyperbolic regions of flow. The vast majority of 
current research and demonstrations must resort to comparing results with 
those of a globally-refined numerical solution (the ”old fashioned way”), which 
still seems to be the only trustworthy method for assessing numerical 
convergence in practical nonlinear boundary-value problems. 
Finally, there was considerable discussion among the panelists and participants 
on the need for a “black box” CFD code in the future, meaning that the design 
engineer would be able to use a CFD code as a research tool without requiring 
intimate knowledge of the workings of the code itself. Certainly, solution- 
adaptive grids will be a key element in such a code of the future. One imagines a 
code which performs a preliminary grid generation based on the geometry and 
flow parameters input to the code, followed by adaptive refinement of the grid 
without intervention of the designer. If such ”black box” CFD codes become a 
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reality, they should provide an estimate for the engineer as to how much 
numerical error remains in the result. 
There was a feeling that a follow-on workshop would be highly profitable to the 
research community. A number of the algorithms presented at this workshop 
have the capability to treat three-dimensional flows. Thus, it is expected that 
another workshop will be organized in the near future, including one or more 
three-dimensional test cases. 
Our thanks go to Ms. Emily Todd for managing the workshop and to Ms. Lori 
Rowland and Ms. Lisa Kitchen for transcribing the panel discussion. 
Jerry C. South, Jr., NASA Langley Research Center 
James L. Thomas, NASA Langley Research Center 
John Van Rosendale, ICASE 
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Adaptive Grid Workshop Airfoil Cases 
1.0 AGARDOI 
1.1 Geometry 
The airfoil geometry for this case is that of a NACA 0012 airfoil with a closed trajling edge. 
Coordinates and cubic spline coefficients will be given. Because of the solution sensitivity of the 
outer boundary location, either of the following outer boundary definitions is recommended. 
I I 
Figure 1. Outer boundary definitions for NACA 0012 airfoil grid. 
1.2 Flow conditions 
The flow conditions for the AGARD 0 1 tesicase are M, = 0.8 and a = 1 .2S0. The fluid is assumed 
to be a perfect gas, 
1.3 Output 
The AGARD 01 test case has an upper and lower surfiace shock. The locations of these two 
shocks, along with the shape of the sonic line, will be compared between solutions. 
1 
2.0 AGARD03 
2.1 Geometry 
The airfoil geometry for this case is that of a NACA 0012 airfoil with a closed trailing edge. 
Coordinates and cubic spline coefficients will be given. Because of the solution sensitivity of the 
outer boundary, the adaptive methods should account for this sensitivity. Grid convergence stud- 
ies will be conducted for a series of outer boundary diameters to eliminate the outer boundary 
effect. If the adaptive calculation does not eliminate the outer boundary effects, then one of the 
outer boundary definitions from case 1 should be used. One way to eliminate the outer boundary 
effect would be to employ an adaptively movable outer boundary. 
2.2 Flow conditions 
The flow conditions for the AGARD 03 test case are M, = 0.95 and a = 0'. The fluid is assumed 
to be a perfect gas. 
2.3 Output 
The AGARD 03 test case has a fish-tail shock structure that is shown below. The distance X, from 
the trailing edge bf the airfoil to. the normal shock in the wake wifl be measured. Additionally, the 
shape of the sonic line will be compared between solutions. 
Supersonic n 
Sonic fltw\ 
Figure 2. Shock structure for AGARD 03. 
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3.0 Suddhoo and Hall four-element airfoil 
3.1 Geometry 
The geometry for the four-element airfoil case of Suddhoo and Hall is obtained by the applying 
the Karman-Trefftz mapping function. For this workshop, coordinates and spline coefficients for 
each of the elements will be given. Additionally, a coarse, block-structured grid which consists of 
14 blocks, and an unstructured triangular grid are available upon request. 
Figure 3. Suddhoo and Hall four-element airfoil configuration. 
3.2 Flow conditions 
The flow conditions for the Suddhoo and Hall four-element airfoil are M, = 0.2 and a = 0'. The 
fluid is assbmed to be a perfect gas. 
3.3 output 
The calculated coefficient of pressure for each of the elements will he required. 
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4.0 Douglas three-element airfoil (viscous) 
4.1 Geometry 
The geometry for this case is that of a Douglas three-element airfoil in a wind tunnel. Coordinates 
and spline coefficients for each of the elements will be given at a later date. 
M = 0.2 - 
Figure 4. Configuration of three-element airfoil in wind tunnel. 
4.2 Flow Conditions 
The flow conditions for this case are M = 0.2, a= i6', Re = 9 x IO'. The fluid is assumed to be a 
perfect gas. Inflow and outflow boundary conditions are specified at the left and right of the 
domain, and inviscid, solid-wall boundary conditions are specified at the top and bottom of the 
domain. 
4.3 'hrbulence Model 
The calculations for this case should be done with the assumption that the boundary layer is 
always turbulent on the airfoil; the flow is assumed to be inviscid on the tunnel wails. The turbu- 
lence model used should be the Spalart-Allmaras turbulence model as described in AIAA paper 
92-0439, :'A One-Equation Turbulence Model for Aerodynamic Flows." 
4.4 Output 
The calculated coefficient of pressure for each of the elemenis will be required. 
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5.0 Jameson airfoil with nonunique solution 
5.1 Geometry 
The airfoil geometry for this case is described in AIAA paper 91-1625, ‘‘Airfoils Admitting Non- 
unique Solution of the Euler Equations” by A. fameson. Coordinates and spIine coefficients wiIl 
be suppiied at a later date. 
Figure 5. Jameson airfoil geometry. 
5.2 Flow Conditions 
This case should.be calculated with an inviscid solver. As noted in Jameson’s report, this airfoil 
geometry exhibits nonunique solutions for a given angle of attack. Nonunique solutions occur 
within a specified angIe-of-attack range when the new sorution is started from the previous solu- 
tion while the angle of attack is first increased and then decreased. Two types of calculations are 
encouraged. 
I .  Steady-state spatially adaptive solutions that exhibit the nonuniqueness described by Jame- 
son. 
2. Unsteady, spatially adaptive solutions in the limit as the reduced frequency goes to 0. 
. c  
The angle of attack range is from - € .2” to - 0 . 8 O .  
5.3 output . 
Ptots of lift versus angle of attack will Be required. 
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6.0 Shock reflection from a double wedge (time dependent) 
6.1 Geometry 
Given the relative dimensions shown in the schematic, the geometry is fixed by the wedge angles 
a and p, which are set to 20" arid SS", respectively. 
\ 
Figure 6. Double wedge geometry. 
6.2 Initial conditions 
A shock is prescribed at the location shown i n  the schematic. The fluid is assumed to be a perfect 
gas for which the ratio of specific heats is taken to be i .4. The strength of the shock is determined 
from the shock Mach number M, (the ratio of the shock speed to the sound speed of the quiescent 
fluid), which shouid be taken as 2.16. To provide a common frame of reference, the density and 
the pressure of the quiescent fluid (state 2) should both be set to 1. Given these initial conditions, 
the simulation is performed by integrating the Euler equations forward in time. 
6.3 Output 
Details in regard to required output quantities will be given at a later date. 
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hp-ADAPTIVITY AND ERROR ESTIMATION FOR HYPERBOLIC 
N96- 18072 CONSERVATION LAWS 
Kim S. Bey 
NASA Langley Research Center 
Hampton, VA 
SUMMARY 
~ - .. 
This paper presents an hp-adaptive discontinuous Galerkin method for linear hyperbolic conser- 
vation laws. A priori and a posteriori error estimates are derived in mesh-dependent norms which 
reflect the dependence of the approximate solution on the element size (h) and the degree ( p )  of 
the local polynomial approximation. The a posteriori error estimate, based on the element residual 
method, provides bounds on the actual global error in the approximate solution. The adaptive 
strategy is designed to deliver an approximate solution with the specified level of error in three 
steps. The a posteriori estimate is used to assess the accuracy of a given approximate solution and 
the a priori estimate is used to predict the mesh refinements and polynomial enrichment needed 
to deliver the desired solution. Numerical examples demonstrate the reliability of the a posteriori 
error estimates and the effectiveness of the hp-adaptive strategy. 
INTRODUCTION 
Adaptive methods, based on successive refinement of an existing mesh or a complete re-meshing 
of the computational domain, have become invaluable tools in computational fluid dynamics. The 
amount of refinement or the clustering of grid points is often determined by an element refinement 
indicator, eK, of the form 
eK = h"lD"u1 (1) 
where h is a measure of the element size, a! is an exponent, and Dnu represents some higher-order 
derivative of a key variable. Since these indicators are based on interpolation or truncation error 
estimates, they are applicable to a large class of problems and are independent of the numerical 
method used to obtain an approximate solution. Although these indicators detect certain flow 
features, they may not relate to the actual error in the solution. Clften, these indicators only 
provide a relative measure of the error and do not provide a criteria for stopping the adaptive 
process. 
This paper summarizes some of the work presented in [4] aimed at developing hp-adaptive 
strategies based on reliable error estimates for hyperbolic conservation laws. The work focuses on 
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the discontinuous Galerkin method applied to a model class of linear hyperbolic conservation laws 
for which it is possible to develop mathematically rigorous a priori and a posteriori error estimates. 
The notion of discontinuous Galerkin methods for hyperbolic problems originated in the classical 
work of Lesaint and Raviart [I] over two decades ago. Johnson and Pitkaranta 121 generalized the 
theory of discontinuous Galerkin methods by introducing mesh-dependent norms and were able to 
derive a priori error estimates in such norms for linear hyperbolic problems. Discontinuous Gderkin 
methods were extended to nonlinear hyperbolic conservation laws by Cockburn, Hou, and Shu [3] 
who developed a local projection strategy to provide nonlinear stability. 
The local nature of the discontinuous Galerkin method makes it ideally suited for adaptive 
strategies which combine local mesh refinement (h) with local enrichment of the polynomial ap- 
proximation (p) in an element to improve solution accuracy. The theory of discontinuous Galerkin 
methods was extended to hp-finite element approximations by Bey in [4] for a class of linear hy- 
perbolic conservation laws. In 141, very high accuracies and convergence rates were observed in 
applying discontinuous Galerkin methods to representative test problems. 
The a posteriori error estimates developed in [4f are based on the element residual method and 
provide bounds on the global error. Error estimates are combined with an hp-adaptive strategy 
that predicts the mesh required to deliver a solution with the specified level of error. 
The theoretical developments of [4] are summarized in this paper. The discontinuous Galerkin 
method, the a priori error estimate which establishes the accuracy and convergence of the method, 
and the a poiteriori error estimate used to assess the accuracy of the numerical solution are pre- 
sented. The reliability of the a posteriori error estimate is assessed by solving two examples prob- 
lems with known discontinuous solutions. The eEectiveness of the adaptive strategy at delivering a 
solution with the specified level of error is”a1so demonstrated using the numerical examples. 
THE DISCONTINUOUS GALERKIN METHOD 
Consider the following hyperbolic conservation law 
where p = (/31,p2)’ denotes a constant unit velocity vector, n denotes the unit normal vector 
pointing outward to the domain boundary ail, I’- = {x E a$2 I p - n(z) < 0) denotes the inflow 
boundary, a = a(x) is a bounded measurable function on $2 such that 0 < a0 5 a(x), f E L2(R), 
and g E L2(I’-). While this is the simplest of hyperbolic conservation laws, solutions to  (2) may 
8 
contain discontinuities along characteristic lines x(s) defined by 
the space of functions V(Q)  = (v E L2(R) 1 vp E L2(R)} where vp = p - Vv. 
= p. Solutions to (2) belong to 
The starting point for the discontinuous Galerkin methods is to develop an appropriate weak 
formulation of (2) defined on a partition of R into elements, denoted by Ph. Here the elements 
K E Ph are general quadrilaterals of diameter h, with outward unit normals nK. The element 
boundaries dK have an inflow boundary d K -  = {X E dK : /3 - nK < 0) and an outflow boundary 
dK+ = dK \ dK-. The space of admissible solutions is extended to the partition using the broken 
space V(Ph) = I I K ~ P ~ V ( I < ) .  The standard conventions in finite element meshing are assumed to 
be in force: Ph is a family of partitions Fh and each element K of Ph is the image of an invertible 
map FK of a master element k = [-1, 112. The partitions Ph E Fh are regular and, in the present 
study, it is sufficient to take F, as affine maps. For each partition Ph, approximate solutions are 
sought in the subspace Vp(Ph) = (v E L2(Q) I 211, o Fi1 E Q " ( k ) }  where Q p K ( K )  denotes the 
space of functions formed by tensor products of Legendre polynomials of degree p K  on the master 
element k. Note that the polynomial degree, p, ,  may vary over different elements in the mesh 
and that functions v{ E h(Ph)  are discontinuous across element interfaces. The approximation 
properties of such spaces are typified by local interpolation estimates of the following type (see [SI): 
if u E H"(I<), there exists a constant C, independent of h, = diam(I--) and p K  (the minimal order 
of the polynomial shape functions for I<), and a polynomial w of degree p,, such that 
where 11 . l l r , ~  denotes the usual Sobolev norm. 
The following notation is used for functions v E V(Ph): 
v* = lim,,ov(xf@) 
x E d K  ,int K = vI,(z), 
The discontinuous Galerkin method applied to (2) is written in the following abstract form: 
Find ii E Vp(Ph) such that 
where (see [4]) 
and S is a parameter with a value of 0 or 1. The method with 6 = 1 in (7) and (8) is the so- 
called streamline-upwind discontinuous Galerkin method. The additional term $ 6 ~  in the element 
integrals adds diffusion in the streamline direction without compromising the accuracy of the ap- 
proximation. The method with S = 0 is the standard discontinuous Galerkin method which can be 
viewed as a higher-order extension of a cell-centered finite volume method where the coefficients of 
the higher-order terms in the polynomial approximation of the solution in an element are obtained 
from the conservation law and not by reconstruction. Integrating the first-order terms by parts in 
(6) with S = 0 and manipulating the result yields the familiar numerical flux formulation of the 
finite volume method 
PK 
The err"or in the discontinuous Galerkin solution satisfies the following a priori estimate [4]: 
Theorem 1 Let u E H"(Q) be a solution to (2), let ii be a solution to (6), and let (4,) hold. Then 
there exists a positive constant C ,  independent of h, , p,, and u, such that the approximation error, 
e = u - 6 ,  satisfies the following estimate 
1 where p K  = min(p, + 1,s) - 2, uK = s - 1, and 
The a priori estimate (11) establishes convergence of the method and is useful for predicting 
how the error in numerical solutions behaves with h-refinement or p-enrichment . Unfortunately, 
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its usefulness in assessing the accuracy of a given numerical solution is limited since the estimate 
involves unknown constants and the exact solution. 
A POSTERIORI ERROR ESTIMATION 
A posteriori error estimates used here are based on extensions of an element residual method of 
Ainsworth and Oden 161. Element error indicators are computed by solving a suitably-constructed 
local problem with the element residual as data. These local indicators are used in the adaptive 
strategy to assess the accuracy of the solution in an element. Moreover, they contribute to a 
global error estimate which is accurate enough to provide a reliable assessment of the quality of the 
approximate solution. Detailed derivation of the a posteriori estimate can be found in [4]. 
The local problem is constructed to result in an upper bound on the error. Let +K be the 
solution to the following local problem, 
where 
(14) 
&f h K  
PK 
A:.(+K,%) - T ( P  * V+,,P * V % ) K  + W K , % ) K  
and ii > 0 is a constant. Note that the local problem differs from the conservation law, in particular, 
it is symmetric and induces a norm on the space V ( K ) .  The solution to the local problem, measured 
in the norm, 
serves as an element error indicator in the adaptive strategy. The global error estimate is a sum of 
element contributions given by 
The solution to the local problem (13) provides an upper bound on the global error in the following 
sense 141: 
Lemma 1 Let + E V(Ph) be the solution to the following problem: 
Then there exists a positive constant IC such that 
An approximate solution to the local problem (13) in the corresponding norm serves as a local 
error indicator for the element. Since the discontinuous Galerkin solution satisfies the orthogonality 
condition, 
BK(e, V )  = o VV E Q'" ( K )  (19) 
the error indicator must be approximated with a polynomial of degree pK + a, where a, 2 1 in 
order for the discrete local problem to have a non-trivial solution. If a complete polynomial of 
degree p, + a, (on the master element) is used to approximate the solution to the local problem, 
then the discrete local problem requires the solution of a system of order (p, +a, + 1)2. This system 
can be fairly large compared to the system of (pK + 1)2 equations used to obtain the approximate 
solution for which we are estimating the error. Since (pK + 1)2 terms on the right hand side of the 
discrete local problem (corresponding to (19)) are zero, a simplification is made by approximating 
the solution to the local problem in the space Q*K+~K(K)  \ QPK(K). In other words, the solution 
to the local problem is approximated with incomplete polynomials of degree pK + a, by neglecting 
the terms associated with polynomials of degree p,. This simplification results in a system of 
a,(a, + 213, + 2) equations for each element. 
THE hp-ADAPTIVE STRATEGY 
The hp-adaptive strategy used here is an extension of the 3-step strategy developed by Oden, 
Patra, and Feng [7] for a large class of elliptic problems and, in several applications, was shown to 
yield exponential rates of convergence with respect to both CPU time and the number of unknowns. 
The goal of the adaptive strategy is to deliver a solution with the specified level of error in three 
adaptive steps: (1) estimate the error in the solution obtained on an initial mesh (2) construct a 
new mesh using h-refinement of the initial mesh, solve the problem on the new mesh, and estimate 
the error, and (3) enrich the approximation in regions where the solution is smooth by increasing 
the spectral order of the elements in the mesh from step (2), and if necessary, perform h-refinement 
in regions where the solution is of low regularity. If the level of error after step (3) exceeds the 
specified level, it is necessary to repeat steps (2) and (3) until the desired error is attained. 
The hp-adaptive strategy is based on the assumption that the a posteriori estimate is a rea- 
sonable approximation to the actual error in a particular solution. The a priori estimate (11) and 
some additional assumptions (see [4]) lead to expressions for estimating the local regularity of the 
solution and for predicting the mesh required to reduce the error to the specified level. The entire 
procedure is outlined below. Detailed development of the hp-adaptive strategy can be found in [4]. 
(i) Specify a target normalized error, qT. The target error is normalized by the solution 
in the same norm. Specify the parameter Q to determine the intermediate target error, 
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r] ,  = arl,. Specify the parameters as and Q, which establish reduction factors for the 
error in smooth and non-smooth regions as described below. Specify the parameters 
p, and uK in the a priori estimate (11). Formally these parameters depend on the 
global regularity of the solution. While there is little theoretical justification, local 
values can be used by computing the rate of convergence of the local error for a uniform 
h-refinement and p-enrichment of a coarse mesh. 
(ii) Construct an initial mesh PO containing N(P0) elements. The elements in PO have 
uniform pK = po and essentially uniform h, x ho. Find the approximate solution 
20 E V,(Po). Estimate the error 60 where 
and $, is the solution to the local problem (13). 
(iii) Construct a mesh PI by subdividing each element in PO into the number of elements, 
n,, required to equally distribute the error and reduce it to 61 = r], (I 1201 I,, f60). The 
number of elements, n,, is obtained by iteratively solving the following two equations: 
Find the approximate solution 21 E Vpo(P1) and estimate the error 61. 
(iv) Estimate the local regularity of the solution by computing the rate of convergence of 
the local error 
The value of p K  given by (23) is associated with an element K in the initial mesh and 
is simply inherited by the new elements generated by subdividing the element K .  The 
expected rate of convergence for smooth solutions is p K  + f ,  according to the a priori 
estimate (11). Divide the error into two contributions according to the value of p,: 
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Subdivide the elements in R, into the number of elements required to equally distribute 
the error and reduce it to 01~8, .  Enrich the approximation in R, to equally distribute 
the error and reduce it to 01~0, by increasing p K  according to 
Find the approximate solution on the new mesh and estimate the error. 
(v) If the estimated error in (iv) is larger than the target error, repeat step (iii) and (iv) 
until the target error is reached. 
In the current implementation, h-refinement is accomplished by successive bisection of an ele- 
ment and is limited to two levels for a particular adaptive step. The h-refinement in (iv) is necessary 
only when the error OD exceeds the target error. 
NUMERICAL EXAMPLES 
The discontinuous Galerkin method with 6 = 1 in ( 6 )  is used to solve the model problem (2) 
to assess the reliability of the error estimate and to irivestigate the performance of the hp-adaptive 
strategy for problems with discontinuous solutions. 
Example 1 
We solve the linear model problem (2) with the following data: 
The source term f in (2) is chosen so that the exact solution is the discontinuous function given by 
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and shown in Fig. 1. The discontinuity is aligned with element interfaces at y = 0 to illustrate the 
advantage of using a discontinuous method to capture discontinuities, particularly if the adaptive 
scheme includes some shock fitting which aligns the grid with the discontinuity. 
Adaptive step 
initial (8 x 8 mesh, p = 1) 
h-refinement 
p-enrichment 
The problem was solved using a variety of uniform meshes with h-refinements, p-enrichments, 
and the hp-adaptive strategy. The error history for an hp-adaptive solution starting from an initial 
8 x 8 mesh of p = 1 elements is listed in Table 1. The target error was nearly achieved at each step 
in the adaptive process. Recall that the target error is a global quantity obtained as the square 
root of the sum of the squares of the element error indicators (16). Therefore the error in a single 
element cannot exceed the target error. The global effectivity index, the ratio of the estimated error 
to the actual error, is also listed in Table 1. An effectivity index close to unity indicates that the 
error estimate is reliable and provides a good approximation to the actual error. The effectivity 
indices in Table 1 are slightly less than unity, indicating that the actual error is larger than the 
estimated error. However, the estimated error is sufficiently close to the actual error to result in an 
effective adaptive strategy. 
Target error Achieved error Effectivity index 
- 15.4% 0.998 
?.5% 3.3% 0.996 
5.0% 5.5% 0.901 
Table 1: Example 1 - Error history for an hp-adaptive solution 
The rate of convergence of the estimated and exact error is compared in Fig. 2. The exact error 
(denoted by a solid line in the figure) and the estimated error (denoted by a dashed line) are in 
close agreement, indicating the reliability of the estimate. Note that with the discontinuity aligned 
with element interfaces, the error behaves as if the solution is smooth; that is, algebraic rates of 
convergence are achieved with respect to mesh refinement , and exponential rates of convergence 
are achieved with respect to p-enrichment. When the discontinuity is aligned with the element 
interfaces, the most significant error reduction with fewest degrees of freedom results by specifying 
a target error for the h-step which is closer to the initial error than to the final target error. This is 
verified by the curves corresponding to two hp-adaptive solutions in Fig. 2. The error corresponding 
to the hp-adaptive solutions in Fig. 2 exhibits super-linear rates of convergence. 
The element residual method gives a global error estimate which bounds the actual global error, 
however, nothing in the theory indicates the reliability of the local element indicators. Since the 
local error indicators are used in the adaptive strategy, it is important that the indicators give an 
accurate approximation of the actual element error. The hp-adapted mesh resulting from an initial 
8 x 8 mesh of p = 1 elements and the local effectivity index for the element error indicators, qK, are 
shown in Fig. 3. Although there are some elements with low effectivity indices (indicating that that 
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actual error is much larger than the estimate), the local effectivity index for most of the elements 
falls between 0.8 and 1.2 indicating that the local error indicators are sufficiently accurate for use 
in the adaptive strategy. 
Example 2 
The following data is used in (2): 
(i) R = (-1,I) x (-1,I) 
(iii) a(x) = 1.0 
The source term f in (2) is chosen so that the exact solution is a function which is discontinuous 
along the domain diagonal given by 
and shown in Fig. 4. 
The global estimated error for a Sequence of uniform refinements and for several adaptive hp- 
meshes is shown in Fig. 5. The labels hp-adaptive in Fig. 5 refer to the adaptive strategy with 
only p-enrichment in the third adaptive step. The labels hhp-adaptive refer to the strategy with 
both h-refinement and p-enrichment in the third adaptive step. The hp-adaptive strategy delivers 
nearly linear rates of convergence with respect to the number of degrees of freedom. The rates of 
convergence (the slope of the lines in Fig. 5) for the adaptive strategy are higher than the rates of 
convergence for uniform refinement, indicating that a more accurate solution is obtained with far 
fewer degrees of freedom when using the &strategy. The rate of convergence obtained with the 
adaptive strategy determines the efficiency of the overall process, and as seen in Fig. 5, the rate of 
convergence depends significantly on the target and intermediate error specified. 
The error history for the hp-adaptive solution denoted by the solid triangles in Fig. 5 is listed in 
Table 2. The target error was nearly achieved at each step in the adaptive process. The effectivity 
index (the ratio of the estimated error to the exact error) is on the order of 0.6, quite good for a 
discontinuous solution, but indicating that the actual error is larger than the estimated error. 8 
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Figure 1: Example 1 - Exact solution. 
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Figure 2: Example 1 - Rates of convergence of the global error with respect to the 
unknowns. 
total 
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Figure 3: Example 1 - Reliability of the local error indicators for an hp-adapted mesh. 
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Adaptive step 
initial (16 x 16 mesh, p = 1) 
Target error Achieved error Effectivity index 
- 7.22% 0.62 
Recall that the global error is a sum of element error indicators. The primary source of the 
under-estimation of the global error is the under-estimation of the element error indicators near 
the discontinuity as shown in Fig. 6. Although the local error estimate provides a qualitative 
measure of the error at the discontinuity, the low local effectivity index indicates some severe 
under-estimation of the error in that region. Note, however, that the local error estimate in smooth 
regions is very accurate with effectivity indices near unity. 
h-step 
hp-step 
CONCLUDING REMARKS 
3.6% 4.1% 0.58 
2.2% 2.8% 0.57 
The development of an hp-adaptive discontinuous Galerkin method for hyperbolic conservation 
laws is presented in this work. The emphasis of the work is on a model class of linear hyperbolic 
conservation laws for which it is possible to develop a priori error estimates and reliable a posteriori 
estimates which provide bounds on the actual error. These estimates are obtained using a mesh- 
dependent norm which reflects the dependence of the error on the local element size and the local 
order of the approximation. 
The hp-adaptive strategy is designed to deliver solutions to a specified error level in an efficient 
way. This is accomplished using a three-step procedure in which the a posteriori estimate is used to 
determine the error in the solution at -a particular adaptive step and the a priori estimate is used 
to predict the mesh required to deliver a solution with the specified level of error. The hp-adaptive 
strategy makes further use of the a priori estimate to provide detection of discontinuities in the 
solution thereby identifying regions where h-refinement and p-enrichment are appropriate. 
Numerical experiments demonstrate the effectiveness of the a posteriori estimates in providing 
reliable estimates of the actual error in the numerical solution. Although local error estimates 
near discontinuities under-estimate the actual error, the local error estimates are very accurate in 
smooth regions. The numerical examples also illustrate the ability of the hp-adaptive strategy to 
deliver a final solution with the specified error. While the hp-adaptive strategy provides super-linear 
convergence rates with respect to the number of unknowns in the problem, the rate of convergence 
depends on the level of error requested at each step in the adaptive process. More numerical 
experiments are needed to provide guidelines for selecting the optimum user-specified parameters. 
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Figure 6: Example 2 - Reliability of the local error indicators for an hp-adapted mesh. 
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ABSTRACT 
.- 
This paper discusses the issues which arise when combining multigrid strategies with 
adaptive meshing techniques for solving steady-state problems on unstructured meshes. A 
basic strategy is described, and demonstrated by solving several inviscid and viscous flow 
cases. Potential inefficiencies in this basic strategy are exposed, and various alternate ap- 
proaches are discussed, some of which are demonstrated with an example. Although each 
particular approach exhibits certain advantages, all methods have particular drawbacks, and 
the formulation of a completely optimal strategy is considered to be an open problem. 
INTRODUCTION 
Although most work on adaptive meshing methods has concentrated on the logistics 
of refining the mesh and the formulation of suitable refinement criteria, efficient solution 
techniques for the resulting discrete equations are also required in order to enable both fast 
and accurate solutions. The use of multigrid methods as fast solvers for computational fluid 
dynamics problems on both structured and unstructured meshes is now well established. 
Adaptive meshing in particular provides a natural setting for the use of multigrid solvers. 
The various refined meshes generated from the adaptive process can be used to form the 
set of coarse and fine meshes of the multigrid sequence. The multigrid algorithm can then 
be used to accelerate the convergence to steady-state of the discrete equations on the finest 
adaptive mesh. In fact, the synergy between the two techniques is greater than may be 
initially apparent, and has roots in the ideas of multi-resolution (see Figure 1). The role of the 
adaptation process is to identify regions of the domain where the resolution of smaller scales is 
required and to generate these required new mesh levels, while the role of the multigrid solver 
is to eliminate the various high and low frequency errors of the solution on the grid level which 
best represents them. This has led to the development of methods such as the FAC (Full 
Adaptive Composite) method, [l], and to the notion of the dealgebraization of multigrid, as 
described by Brandt [2], where the multigrid procedure is no longer viewed as simply a fast 
solver for discrete equation sets, but rather as part of a complete strategy for approximating 
the solution to the continuous partial differential equation. Spatial convergence is achieved by 
the adaptation process, while temporal or numerical convergence is achieved by the multigrid 
procedure. Additionally, the multigrid defect-correction (i.e. coarse grid source term in the 
multigrid formulation) can be used to devise a refinement criterion. 
Although these ideas are appealing, their application to systems of non-linear equations 
such as those found in computational fluid dynamics is still a relatively unexplored research 
area. In the present work, various adaptive-meshing multigrid strategies are proposed, and 
evaluated both in practical terms ( i e .  speed of convergence, complexity of V or W cycle), 
and in terms of how well they obey the principles of multi-resolution. 
DESCRIPTION OF BASE STRATEGY 
The first adaptive-meshing multigrid strategy employed is denoted as the “basic strat- 
egy”. This method has been found to perform well in practice, and has been used to solve 
a number of inviscid and viscous steady-state cases. The approach relies exclusively on the 
use of unstructured meshes which greatly simplifies the task of adaptation. 
Single Grid Solver 
The Euler (inviscid) or Navier-Stokes (viscous) equations are discretized using a Galerkin 
finite element approach [3]. In the inviscid case, this reduces to a finite-volume scheme where 
the flow variables are stored at the vertices of the mesh, and the control volumes are formed 
by the union of all triangles which touch the considered vertex. This corresponds to a central 
difference scheme, and additional dissipative terms must be added in order to preserve sta- 
bility. These are constructed as a blend of an undivided Laplacian and biharmonic operator, 
with the Laplacian terms used to suppress oscillations near shocks, and the biharmonic terms 
used to prevent odd-even decoupling in regions of smooth flow. These discrete equations are 
integrated in time using a five-stage time-stepping scheme devised specifically to damp high 
frequency error modes (as is required in a multigrid scheme). Integration to steady-state is 
accelerated by the use of local time-stepping and residual averaging [3,4,5]. 
Adaptive Meshing Procedure 
Adaptively refined meshes are generated by inserting new points into the existing mesh 
in regions of large gradients, and connecting them to existing mesh points by Delaunay tri- 
angulation. The refinement criterion is based on simple undivided differences of one or more 
flow variables. The difference of the flow variables across each mesh edge is compared to the 
average difference across all edges of the mesh. When the difference along a given edge is 
larger than some fraction of the average difference, a new mesh point is added midway along 
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the edge. If one or more edges of a given triangle are flagged for refinement in this manner, 
then all three edges are refined. This ensures an isotropic refinement strategy, which is nec- 
essary to guarantee high quality meshes when using Delaunay triangulation, Once all the 
new mesh points have been determined, they are inserted into the existing mesh sequentially 
using Bowyer’s algorithm for Delaunay triangulation 161. Given an initial Delaunay triangu- 
lation, this method enables the insertion of a point anywhere in the mesh, and determines 
the reconnection of this point to the existing points, which is the Delaunay triangulation of 
this newly augmented point set. As illustrated in Figure 2, Bowyer’s algorithm first identifies 
all triangles whose circumcircle is intersected by the new point. These triangles are then 
removed creating a polygonal cavity, and the new triangulation is formed by joining the new 
point to all vertices of the polygonal cavity. New boundary points are repositioned onto 
the spline curves which define the geometry of the boundaries. After all points have been 
inserted, the mesh is smoothed and edges are swapped in order to preserve the Delaunay 
property [4,5,?]. Several passes of smoothing and swapping are usually performed. The use 
of Bowyer’s algorithm in this manner is ideally suited for adaptive meshing problems, since 
new meshes are constructed through local modifications of an existing mesh, which is much 
more efficient than global mesh regeneration. Furthermore, the Delaunay construction of 
the adaptive meshes prevents the appearance of degenerate connectivities which can arise 
with simple refinement schemes such as triangle subdivision. Although a reverse Bowyer’s 
algorithm is simple to formulate in two-dimensions, provisions for point removal have not 
been implemented, since the applications here concern exclusively steady-state problems. 
For transient problems, point removal capabilities are essential. 
Multigrid Approach 
There are various possible strategies for implementing a multigrid method with adaptive 
meshing techniques for unstructured meshes. One approach consists of using the adaptively 
refined meshes as the multigrid levels themselves [4,5]. If, for example, adaptively refined 
meshes are created by simply subdividing the appropriate mesh triangles into four finer 
nested triangles, multiple adaptive refinement passes result in a sequence of fully nested 
adaptive meshes to which multigrid can be applied in a straight-forward manner using simple 
restriction and prolongation (inter-grid) operators. This approach has been pursued by 
several authors in the literature [8,9]. One of the drawbacks of this approach is to restrict 
the type of adaptive refinement strategies which may be employed, and to tightly couple the 
multigrid process with the adaptive mesh generation procedure. Furthermore, if the initial 
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unadapted grid is relatively fine (which is most often required to resolve initial flow features), 
multigrid efficiency will be limited by the ability to efficiently solve the discrete equations of 
this mesh. 
The multigrid approach adopted in this work relies on a sequence of coarse and fine meshes 
which are essentially independent from one another [3,4,5,11]. The various meshes of the 
sequence are not required to be nested, or even to have common points. They simply must 
discretize the same physical domain. Linear interpolation is used to transfer flow variables, 
residuals and connections between the various meshes of the sequence. The intergrid transfer 
operators must be formed in a preprocessing operation, where for each vertex of a given 
grid, the enclosing triangle on the next coarser (or finer) grid must be determined. Once this 
information has been determined, grid transfer addresses and weights can be determined 
and stored for later use in the multigrid solution cycles. This multigrid strategy enables 
the adaptively refined meshes to be constructed by any means available, even global mesh 
regeneration. The Delaunay construction employed here, and described in the previous 
section, generally results in non-nested meshes, and meshes with no coincident points (due 
to the mesh smoothing operation which displaces the mesh points). Furthermore, additional 
coarser grids may be utilized to accelerate the solution of the initial grid itself. These are 
generated using the same global mesh generation procedure as the initial mesh, but with 
lower resolution throughout the domain. The basic procedure consists of generating the 
initial mesh, and several coarser meshes. The flow solution on the initial mesh is then 
obtahed using this sequence of meshes in the multigrid procedure. A new adaptively refined 
mesh is then constructed, based on the solution on the initial mesh, and this mesh is then 
added as a new finer mesh to the current stack of multigrid levels. The restriction and 
prolongation operators between the new and the initial mesh are then computed and stored. 
The flow solution is interpolated from the initial mesh to the new finer mesh using these 
operators, and multigrid cycling resumes, using the newly augmented sequence of meshes. 
This procedure can be repeated, each time adding a new finer mesh to the sequence, until 
the desired level of accuracy is obtained, as depicted in Figure 3. 
A third multigrid approach for unstructured meshes consists of constructing the sequence 
of coarse level meshes automatically, given a fine grid. This approach is embodied in algebraic 
multigrid methods [12], agglomeration strategies [13,14,15], as well as automated coarsening 
methods used in conjunction with the independent-mesh multigrid approach described above. 
Thus, in the context of adaptive meshing, each time a new finer mesh is generated, the history 
of adaptive refinement which resulted in this mesh is ignored, and an automated algorithm is 
used to generate a complete set of coarse mesh levels based on the new mesh. The philosophy 
in this approach is to employ multigrid simply as a fast solver for discrete equation sets, in 
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the same manner as an implicit method or direct solver may be used to solve the fine grid 
equations. Since the history of refinement is not utilized as part of the solution strategy, 
the multi-resolution concepts discussed previously are not exploited. Such methods have, 
however, proved to be advantageous, and will be discussed in more detail in the section on 
Adaptive Multigrid Issues. 
RESULTS 
The finite-volume method described above, combined with the non-nested multigrid strat- 
egy and the Delannay point-insertion adaptive mesh-refinement technique has been used to 
solve various inviscid and viscous flow cases. These techniques have been implemented in a 
single FORTRAN code, which takes as input a sequence of coarse initial meshes, the desired 
number of adaptive levels, the number of cycles on each level and the refinement criteria for 
each level, and outputs the sequence of adaptive meshes generated and the solution obtained 
on the finest mesh. 
Inviscid Flow Case 1 
The first case consists of the inviscid transonic flow over a NACA 0012 airfoil at Mach 
number 0.8 and 1.25 degrees incidence. For this case, the outer boundary was approximately 
circular and placed at a distance of 100 chords from the airfoil. The initial mesh contained 
2,112 points, and 5 coarser mesh levels were generated to accelerate the solution on this 
mesh. The coarsest mesh of this sequence contains only 40 points. Three levels of adaptivity 
were employed for this calculation. The final mesh is shown in Figure 4, and the solution 
in terms of Mach contours is depicted in Figure 5. This mesh contains a total of 14,219 
points. Mesh refinement is evident in the region of expansion near the leading-edge, and in 
the vicinity of both the upper and the weak lower shock. The slip line at the trailing edge 
of the airfoil is however poorly resolved. The undivided gradient of density was used as the 
refinement criterion. Figures 6 and 7 depict the computed surface pressures and entropy for 
this case. The shocks are well resolved, and the lift coefficient of 0.3587 is in agreement with 
previously reported values [16]. Entropy, computed as 
Po0 
should be zero for inviscid flow ahead of the shock waves. As can be seen from Figure 
7, the computed values near the leading edge are well below 1%) a good indication of the 
local accuracy of this solution. The convergence rate of the entire adaptive process is shown 
in Figure 8. At each state of adaptivity, 25 W-multigrid cycles were used to converge 
25 
the solutions, and 100 W-cycles were used on the final level, in order to demonstrate the 
asymptotic convergence rate of this method. The residuals were reduced by 6 orders of 
magnitude in 100 cycles, which corresponds to an average reduction rate of 0.89. This case 
was performed in about 45 minutes of CPU time on an SGI Indigo R4000 workstation. 
Inviscid Flow Case 2 
The second case consists of transonic flow over a NACA 0012 airfoil at a freestream Mach 
number of 0.95 and 0 degrees incidence. For this case, two oblique shock waves and a normal 
shock wave are set up downstream of the airfoil. The position of the normal shock is very 
sensitive to the accuracy of the solution. A similar strategy to that discussed for the previous 
case is employed; ie., five initial meshes, three levels of adaptivity, undivided difference of 
density as a refinement criterion. The final mesh and solution are depicted in Figures 9 and 
10 respectively. This mesh contains approximately 16,000 points. The normal shock shown 
in Figure 10 is located 3.06 chord lengths downstream of the trailing edges, which is slightly 
ahead of that reported elsewhere [17]. In this case, the outer boundary was located 130 
chords away from the airfoil leading edge. A previous run on a similar mesh with the outer 
boundary located at 42 chords yielded a normal shock position of 2.6 chords. This highlights 
the sensitivity of the solution to the position of the outer boundary. The use of a simple 
undivided difference as refinement criterion may also be partly responsible for the inexact 
shock location in this case. 
This case should be perfectly symmetric about the y = 0 axis, since the NACA 0012 
profile is symmetric, and the flow incidence is zero. An appealing feature of the present 
adaptation strategy is that, in such cases, given an initial symmetric grid, the adaptively 
refined grids remain perfectly symmetric, as can be seen from Figure 9. In the final solution, 
the lift coefficient remained zero, to 6 significant figures. 
Inviscid Flow Case 3 
The third test case involves the inviscid subsonic flow over the Sudhoo-Hall four element 
airfoil. The freestream Mach number is 0.2, and the incidence is 0 degrees. Three levels 
of adaptivity were used for this case, beginning with an initial mesh of 6,466 points. Four 
coarser meshes were employed to accelerate the convergence on the initial mesh. Thus, a total 
of 8 mesh levels were used in the final phase of the calculations. The final mesh contained a 
total of 22,792 points, and is depicted in Figure 11. Figures 12 and 13 depict the computed 
surface pressures and surface entropy on the finest mesh. As can be seen, the entropy is 
less than 0.1% over the entire configuration, indicating a good level of local accuracy in the 
solution. The lift and drag coefficients for this case were 4.9245 and -0.0038 respectively. 
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For inviscid isentropic flows, the overall drag should vanish. Thus the drag value of -38 
counts is a good indication of the global accuracy of the solution. Figure 14 depicts the 
convergence rate for this case, where 100 multigrid W-cycles were performed at each level of 
adaptivity. The slopes of the various multigrid convergence histories are nearly identical on 
the four different mesh levels, demonstrating the mesh independent convergence property of 
the multigrid algorithm. Convergence on the final mesh is only slightly slower than that on 
the initial levels, resulting in an average reduction rate of 0.925. The convergence history of 
the computed lift coefficient is also plotted. On each mesh level, the lift coefficient comes 
very close to its final value in less than 50 cycles. The effect of grid convergence can also be 
seen by the diminishing differences between the final lift values on consecutively finer meshes. 
Figure 14 thus illustrates the concept of using adaptive-multigrid as a method of solving for 
the continuous set of partial differential equations, with the lift coefficient converging to the 
infinite resolution value, and the multigrid procedure driving the numerical solution on each 
level. This entire run, including all mesh adaptivity, was achieved in approximately 2 hours 
on an SGI Indigo R4000 workstation. 
Viscous Flow Case 
This case consists of viscous turbulent flow over a three-element high-lift airfoil section. 
The far-field boundary was placed at a distance of 50 chords away from the airfoil (wind- 
tunnel walk were not modeled in this case). The finite-element discretization of the Navier- 
Stokes equations described previously was employed, and the single equation turbulence 
model of Spalant-Allamaras [18] was implemented to account for turbulence effects. The 
same multigrid strategy described previously was employed to solve both the flow equations 
and the turbulence equation in a loosely coupled approach. The mesh refinement procedure 
required some modification for the highly-stretched meshes which are typically used for 
viscous flows. The Delaunay in-circle criterion described above is used in a mapped space, 
(resulting in a Delaunay in-ellipse criterion) for both the initial mesh construction, and 
subsequent adaptive refinement operations [19]. When new boundary points are generated 
by the refinement procedure, these must be displaced in order to coincide with the surface 
splines which define the body shape. Whereas in the inviscid case this was easily achieved, in 
the viscous case, this displacement can require the restructuring of many layers of grid cells 
near the boundary. This is due to the possibility of the boundary point displacement being 
much larger than the local normal grid spacing for highly stretched meshes. Thus, a system 
of pointers is managed, in order to enable local mesh reconstruction near the boundary [19]. 
For this case, the freestream Mach number is 0.2, the incidence is 16 degrees, and the 
Reynolds number is 9 million. Three levels of adaptivity were employed. The initial mesh 
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contained approximately 25,000 points, while the final adaptive mesh which is depicted in 
Figure 15, contains 120,307 points. This mesh exhibits very high resolution in the regions 
of rapid expansions and in boundary layer and wake regions. A combination of (undivided) 
pressure and Mach number gradients were employed to identify inviscid and viscous phe- 
nomena for refinement. The solution in terms of computed surface pressure, is depicted in 
Figure 16. This case involved a total of 7 multigrid levels (three adaptive levels, four initial 
levels). The solution was obtained by running 100 multigrid W-cycles on each mesh, and 
300 cycles on the final mesh. The residuals were reduced by 2.5 orders of magnitude on the 
finest mesh in 300 cycles. This rate is substantially slower than for the inviscid cases, and 
is primarily due to the stiffness associated with high grid stretching. For the viscous flow 
cases, the mesh adaptivity operations are run as a separate job with a stand-alone code. 
This case has been computed previously on non-adapted meshes of high resolution (up 
to 240,000 points) and compared extensively with experimental data [20]. Although the 
solution in Figure 16 appears well resolved, there are certain features, (such as the wake of 
the slat element for example), which are lost prematurely when compared with the results 
of [20], due to inadequate grid resolution. This illustrates the difficulty in applying adaptive 
meshing to viscous flows, where features such as wakes are both spatially hyperbolic and 
nonisotropic, and highlights the need for better refinement criteria. 
ADAPTIVE MULTIGRID ISSUES 
Although the previous examples demonstrate the effectiveness of multigrid as an efficient 
solution strategy for adaptive meshing problems, certain characteristics of adaptive prob- 
lems can degrade the overall efficiency of the above multigrid approach. These manifest 
themselves, not as degradations of the observed convergence rates, but rather as unwanted 
increases in complexity (number of operations) of the multigrid cycle. For example, in the 
non-adaptive two dimensional case, the complexity of a V-cycle is bounded by 4/3 work 
units, and that of a W-cycle by 2 work units, where a work unit is defined as the equivalent 
work of one fine grid iteration (see Figure 17 for the definition of these cycles). Here, the 
meshes are not generated adaptively, and the above bounds are computed assuming each 
coarser mesh level contains 1/4 the number of points of the previous level. In the case of 
adaptively generated meshes, where such relations between the complexities of the various 
mesh levels no longer hold, the V-cycle complexity becomes equal to the sum of the com- 
plexities of all meshes in the sequence, while the W-cycle complexity can become so high as 
to make it impractical. 
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Even the V-cycle complexity is much higher than it need be. For adaptively refined 
meshes, refinement only occurs in localized regions of the mesh, and there are large regions 
of the domain where the mesh resolution is essentially unaltered between mesh levels. Re- 
peatedly time-stepping in these regions of the mesh on various levels represents a waste of 
computational effort. In this section, two strategies which overcome this increase in com- 
plexity for V-cycles are described. A third approach which results in optimum complexity, 
thus enabling the use of V or W cycles, is finally discussed. 
The Zonal Fine Grid Scheme 
The basic idea behind this scheme [21] is to omit time-stepping in regions of the mesh 
which have not been refined with regards to the previous level. A crude implementation 
consists of making use of the same multigrid strategy as described previously, but blanking 
out the appropriate vertices on each mesh level. In actual fact, the fine mesh consists only 
of the regions which have been refined, with possibly some extra buffer layers. The method 
can be implemented by only storing these regions at each level in order to save memory 
(although this has not been done in this work). 
As an example, consider the adaptive mesh used to compute the inviscid flow over a 
tandem airfoil configuration, shown in Figure 18. This mesh is the result of 6 levels of 
adaptivity. For the zonal fine grid scheme, the 3rd and 4th adaptive levels are depicted 
in Figure 19. Figure 20 compares the convergence rates of the zonal-fine grid scheme with 
that of the global multigrid scheme described previously for this case. There are in fact 8 
mesh levels in both multigrid cases, 2 initial global levels, and 6 adaptively generated levels. 
(The global levels are identical for both schemes). The freestream Mach number is 0.7, and 
the incidence is 3 degrees. The resulting transonic flow solution is qualitatively depicted in 
Figure 21. Both multigrid schemes converge at nearly identical rates, in terms of residual 
reduction per cycle. This result verifies the fact that multigrid time-stepping in regions 
where no change in resolution occurs is unnecessary. The advantage of the zonal fine grid 
scheme is the result of the reduction in complexity of the multigrid cycle, as shown in Figure 
20. For this case, the zonal fine grid scheme is seen to be roughly twice as efficient as the 
global multigrid approach. 
This so-called zonal fine grid scheme developed in E211 is the unstructured mesh equivalent 
of the fast-adaptive-composite scheme (FAC) [l], and as such embodies the multi-resolution 
principles outlined in the introduction. Each mesh level is responsible for resolving a partic- 
ular range of scales, and highly disparate length scales are not found on any common mesh, 
as is the case in a global mesh with localized regions of adaptive refinement. 
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One of the drawbacks of this method is that the final solution lies on a composite mesh 
which is spread over various multigrid levels. Aside from practical difficulties involved in 
postprocessing the solution, this complicates other issues, such as the requirement of con- 
structing a conservative discretization in the final solution, as well as the use of different 
schemes on fine and coarse mesh levels. 
Zonal Coarse Grid Schemes 
The idea of the zonal coarse grid scheme is to overcome the difficulties encountered in 
the zonal fine grid scheme due to the composite nature of the final solution, by maintaining 
a global fine grid upon which the final solution is based. In order to maintain favorable 
complexity, time-stepping is omitted on the coarser meshes in regions of the domain where 
no mesh refinement takes place between two consecutive levels. This strategy is illustrated 
in Figure 22, using one-dimensional linear meshes, and compared to the zonal fine-grid and 
global multigrid strategies. The overall complexity of the zonal fine grid and coarse grid 
schemes are necessarily equivalent. As can be inferred from the figure, the zonal fine grid 
and coarse grid schemes are equivalent, except that in the former case the non refined mesh 
regions are represented on the coarse level meshes, whereas in the latter, these are assigned 
to the finest possible mesh level. Hence, the zonal coarse grid scheme simply corresponds to 
a reordering of the local unrefined and refined mesh levels. 
The convergence rate of the zonal coarse grid scheme is compared with that of the zonal 
find grid scheme and the global multigrid scheme for the transonic tandem-airfoil case on 
the mesh of Figure 18. As expected, all three methods yield similar convergence rates on 
a per cycle basis, while the zonal fine and coarse grid schemes achieve a factor two gain in 
efficiency over the global multigrid scheme in this case due to the reduction in complexity, 
as shown in Figure 20. Thus the zonal coarse grid scheme is equivalent to the zonal fine grid 
scheme in terms of efficiency, but enables the final solution to be computed on a global fine 
grid. The disadvantage of this approach is that each time a new adaptively refined mesh is 
generated, the zonal coarse meshes must be reassigned to the appropriate levels. 
Aggressive Coarsening Strategies 
While the zonal fine and coarse grid schemes achieve substantial reduction in the com- 
plexity of a multigrid cycle for adaptively generated meshes, the use of a W-cycle with such 
schemes is still unpractical, due to the relative complexities of the. various mesh levels. Since 
the W-cycle performs frequent visits to the coarse level meshes within a single cycle, the 
mesh complexity must be reduced by at least a factor of four when going to the next coarser 
level in order to guarantee a bound on the overall W-cycle complexity, as the number of 
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mesh levels increases. Another characteristic of the zonal multigrid schemes described above 
is that they rely on the adaptive refinement history in order to identify the coarse and fine 
mesh levels. Such methods cannot be used effectively in the cases where this information is 
not available, or in the case of a mesh of arbitrary construction. 
Automated coarsening strategies can be employed to overcome these difficulties. Given a 
fine mesh, these methods automatically generate coarser level meshes for use in the multigrid 
algorithm. Algebraic multigrid [12], and agglomeration multigrid [13,14,15] are examples of 
automated coarsening strategies. Automated coarsening algorithms have also been devised 
for use with the fully nested multigrid approaches [lo] and the non-nested approach [22]. 
These methods are attractive because they are fully automated and can be applied to any 
given grid, regardless of its construction. These methods represent a philosophy in which 
multigrid is decoupled form the adaptive process, and employed simply as a fast solver for 
a discrete fine grid problem, much in the same manner as an implicit or direct solver would 
be employed. 
Aggressive coarsening relates to the attempt in an automated coarsening process to op- 
timize the complexity of the generated coarse mesh levels. For a multigrid smoother which 
is designed to damp high-frequency errors (as is usually the case), the optimal reduction 
in coarse grid complexity between two successive levels is 4:l in two dimensions, and 8:l 
in three dimensions. Aggressive coarsening strategies can be devised which result in such 
reductions of mesh complexity, thus resulting in an overall multigrid cycle of near optimal 
complexity, and enabling the use of V or W-cycles. Although the complexity of the multigrid 
cycle may be optimal, the overall solution efficiency can only be competitive provided the 
multigrid convergence rate does not degrade substantially. Figure 23 provides a comparison 
between the coarse mesh level obtained by two passes of aggressive coarsening on the fine 
mesh of Figure 18, and the equivalent mesh from the global multigrid sequence (6th level 
out of 8). Because each cell of the original grid is forced to “grow” at the same rate, the 
large outer boundary cells are seen to grow much more rapidly throughout the coarsening 
process than the small refined cells in the shock region of the fine mesh. This results in 
large discontinuities in cell size which become even more pronounced on the coarser levels. 
This in turn may degrade the observed convergence rate of a multigrid scheme based on 
these mesh levels. A similar behavior is observed for agglomeration multigrid methods [15]. 
Aggressive coarsening strategies are evidently in complete violation of the multi-resolution 
principle associated with adaptive multigrid methods, where each mesh level is responsible 
for a given range of scales. Not only does each mesh level contain a wide range of scales in 
the present approach, but the bandwidth of this range increases on the coarser mesh levels. 
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Nevertheless, for many problems, aggressive coarsening strategies are highly desirable, 
both due to their fully automatic nature, and their low complexity. Such methods could 
obviously be improved by trading off complexity for more regularity in the coarse mesh 
levels, and thus better multigrid efficiency. However, this task generally requires global 
information about the current fine mesh construction (i.e. in the adaptive mesh case the 
history of refinement). This ha: important implications for the future design of automated 
coarsening techniques, since at present, most of these methods (including algebraic multigrid 
methods) rely exclusively on local information for constructing coarser levels. 
CONCLUSION 
Multigrid methods and adaptive meshing techniques have been shown to be complimen- 
tary strategies which, when combined in the appropriate manner, can lead to a powerful 
method which enables rapid convergence, both numerically and spatially, to the continu- 
ous partial differential equation. Such methods naturally embody the principle of multi- 
resolution where each mesh level is responsible for the spatial and numerical resolution of 
given length scales. In practice, strict adherence to these principles is not always possible 
or desirable. Successful met hods must achieve a balance between complexity, convergence 
efficiency, practicality, and ease of implementation. 
A non-nested multigrid approach which utilizes each new adaptively refined mesh as 
an additional multigrid level has been shown to work well in practice for a range of fluid 
dynamics problems. The simple refinement criterion based on gradients in the flow solution 
is not sufficiently reliable for application to all types of flows, particularly in the viscous case. 
Improved refinement criteria and/or better error estimates are sorely needed before adaptive 
meshing can be routinely used with .confidence for complex viscous flows. 
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Fine adapted level I 
Coarse global level 1 
Figure 1: Illustration of the Ideal Multi-resolution Principle of 
Adaptive Meshing Combined with Multigrid where Each Mesh Level 
of the Multigrid Sequence Represents a Unique Resolution Scale. 
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Figure 2: Illustration of Bowyer’s Algorithm for Delaunay Trian- 
gulation New Point is Inserted into Existing Mesh By Removing all 
Triangles whose Circumcircles Contain the New Point, and Rejoining 
the New Point to Au Vertices of the Resulting Cavity. 
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Figure 3: Full Multigrid Strategy Used in Conjunction with Adap- 
tive Meshing Each New Adaptive Mesh is Added onto the Stack, the 
Solution is Interpolated onto the New Mesh, and Multigrid Cycling 
Resumed. 
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Figure 4: Final Adapted Mesh for Flow Over NACA 0012 Airfoil 1 
(Number of Points: 14,219) 
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Figure 5: Computed Mach Contours on Adapted Mesh over NACA 
0012 Airfoil (Mach = 0.8, Incidence = 1.25 degrees) 
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Figure 6: Computed Surface Pressure Distribution for FIow over 
NACA 0012 Airfoil (Mach = 0.8, Incidence = 1.25 degrees) 
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Figure 7: Computed Surface Entropy Distribution for Flow over 
NACA 0012 Airfoil (Mach = 0.8, Incidence = 1.25 degrees) 
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Figure 8: Full Multigrid Convergence Rate on Initial and Three 
Adapted Meshes for Flow over NACA 0012 Airfoil (Mach = 0.8, 
Incidence = 1.25 degrees) 
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Figure 9: Final Adapted Mrsli for P’low ov(’r N A C A  0012 Airfoil 
(Mach = 0.95, Incidence = 0 rlrgrws, Nrrrnhrr of Points = 16,000) 
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Figure IO: Computed Mach Contmrs 011 Atl;lpt.rd M c d l  for Flow 
over NACA 0012 Airfoil (Mach = 0.9.5, Itlrit1cnc.r = 0 degrres, Nirrn- 
her of Points = 16,000) 
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Figure 11: Final Adapted Mesh Employed for Computation of In- 
viscid Flow over Four Element Airfoil (Mach = 0.2, Incidence = 0 
degrees, Number of Points = 22,792) 
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Figure 12: Computed Surface Pressure Distribution for Inviscid 
Flow over Four Element Airfoil (Mach = 0.2, Incidence = 0 degrees, 
Number of Points = 22,792) 
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Figure 13: Computed Surface Entropy Distribution for Inviscid 
Flow over Four Element Airfoil (Mach = 0.2, Incidence = 0 degrees, 
Number of Points = 22,792) 
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Figure 15: Final Adapted Mesh for Computation of Viscous Turbu- 
lent Flow Over Three Element Airfoil (Mach = 0.2, Incidence = 16 
degrees, Reynolds Number = 9 million, Number of Points = 120,307) 
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Figure 16: Computed Surface Pressure Distribution on Adapted 
Mesh for Viscous Turbulent Flow Over Three Element Airfoil (Mach 
= 0.2, Incidence = 16 degrees, Reynolds Number = 9 million) 
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Figure 17: Illustration of Multigrid V and W cycles 
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Figure 18: Adapted Mesh Employed for Computation of Flow over 
Tandem Airfoil Configuration {Mach = 0.7, Incidence = 3 degrees) 
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Figure 18: Fifth and Sixth Level Meshes Employed in the Zonal- 
Fine Grid Scheme for Computation of Flow oyer Tandem Airfoil 
Configuration 
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Figure 21: Computed Mach Contours on Adapted Grid for Flow 
over Tandem Airfoil Configuration 
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Figure 23: Resulting Coarse Mesh using Two Passes of Aggressive 
Coarsening on Fine Mesh of Figure 19, and Equivalent Mesh used in 
Global Multigrid Sequence. 
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INTRODUCTION 
, . 
Solution-adaptive methods based on cutting bodies out of Cartesian grids are gaining popularity 
now that the ways of circumventing the accuracy problems associated with small cut cells have-been 
developed. Researchers are applying Cartesian-based schemes to a broad class of problems now, and, 
although there is still development work to be done, it is becoming clearer which problems are best 
suited to the approach (and which are not). The purpose of this paper is to give a candid assessment, 
based on applying Cartesian schemes to a variety of problems, of the strengths and weaknesses of 
the approach as it is currently impiemented. 
3ASIC ELEMENTS OF THE APPROACH 
In the adaptive, cut-cell Cartesian approach, as in many adaptive-grid methods, the grid-generation 
and flow-solution algorithms are strongly linked. The basic pieces of the grid-generation are: 
0 A cell-based tree data structure; 
0 A geometry-based adaptive refinement scheme for generating an initial grid; 
0 A solution-based adaptive refinement/coarsening scheme for generating the final grid. 
The basic pieces of the flow-solution algorithm are: 
0 A limited linear reconstruction scheme; 
0 A flux function based on an approximate Riemann solver; 
0 A multi-stage time-stepping scheme. 
Each of the basic pieces of the grid-generation and the flow-solution algorithms are described briefly 
in the following paragraphs. Additional pieces, such as a viscous-term discretization, cell-merging 
for moving boundary problems, and multigrid acceleration have also been implemented and used in 
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obtaining results presented in this paper; readers are directed to other papers for details on these 
techniques. 
The data structure 
In the work presented in this paper, a cell-based tree data structure is used. In this approach, the 
grid is represented as a tree in which cells in the grid correspond to nodes of the tree. The root of 
the tree is a large cell that covers the entire solution domain. This root cell is then divided, yielding 
a number of children cells which depends on the type of tree being used: two children cells for a 
binary-tree-based grid; four for a quadtree-based grid; eight for an octree-based grid. In the work 
presented in this paper, a quadtree data structure was used for the two-dimensional Euler results, a 
binary-tree data structure was used for the Navier-Stokes results, and an octree data structure was 
used for the three-dimensional Euler results. 
Tree-based structures are well-suited to an adaptive Cartesian-grid approach for several reasons. 
One reason is that a tree-based structure is memory-efficient; connectivity information relating cells to 
neighboring cells is unnecessary, as this information can be inferred from the tree structure. Another 
reason is the ease with which the grid can be adapted: local refinement simply adds children cells to 
one of the nodes of the tree; local coarsening simply deletes the children cells of one of the nodes of the 
tree. It should be noted that cell-based trees are not the only data structure suited to the adaptive 
Cartesian approach. While the current work and the work of the TRANAIR group at Boeing [l] are 
based on tree structures, the work of Berger [2] and of Quirk 131 are based on local patches of refined 
grids, with each patch addressed in a structured-grid manner. 
Geometry- B ased Adaptive Refinement 
Unquestionably the primary attraction of the cut-cell Cartesian approach arises from the quest for 
“hands-off” grid generation. In the geometry-based adaptive-refinement scheme used to generate the 
initial grids for calculations, both the body-surface discretization and the solution-domain volume 
discretization are carried out automatically, based on a minimum of user input. The inputs to this 
step are: 
0 A length scale for the root cell (typical value 100 chords); 
0 A maximum length scale for cells that intersect a body (typical value 0.01 chords); 
0 A maximum angle deviation between successive faces on a body (typical value 5”); 
0 A minimum length scale of interest (typical value 0.001 chords). 
In addition, a location for the centroid of the root cell (typically the origin) is required, as is a spline 
representation of the bodies in the flow. 
The grid-generation algorithm makes use of these input parameters by carrying out the following 
steps; 
1. A rook cell is constructed based on the input size and location; 
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2. The root cell is recursively refined until each body has at  least one cell intersecting it; 
3. Cells that intersect bodies are recursively refined until the maximum body length-scale con- 
straint is met (or the minimum length-scale is hit); 
4. Cells that intersect bodies are recursively refined until the angle-deviation constraint is met (or 
This approach is robust, and simple to code, although it relies 011 recursion. Most of the time is spent 
querying the spline representations of the bodies, and computing intersections of cells in the grid with 
the splines. Efficient and robust coding of those intersection calculations is extremely important. 
Quirk [4] uses integer arithmetic to compute these intersections, which guarantees robustness and 
can resolve arbitrarily fine geometric details. 
the minimum length-scale is hit). 
Solu t ion-Based Adaptive Refinement 
Solution-based adaptation is carried out by flagging cells for refinement or coarsening based on 
heuristic criteria. The criteria used in this work are tuned to capturing regions in which compress- 
ibility and/or vorticity are appreciable, and are scaled in the manner suggested by Warren et a1 [5] 
so as to avoid over-refining high-gradient regions at the cost of smooth regions. The criteria are 
where n is the number of cells in the grid, and h; is a length-scale associated with cell i. Based on 
these criteria, cells are flagged for refinement if 
1Tcl > g c  or 1Tul > g u  (3) 
and flagged for coarsening if 
1 1 
1 1 1 ~ ~ 1  < -gC and lrul < -uU . 
10 10 (4) 
Limited Linear Reconstruction 
In order for the scheme to be more than first-order accurate, a local reconstruction must be done; 
in order for the scheme to yield oscillation-free results, the reconstruction must be limited. The 
limited linear reconstruction here is due to Barth [GI. A least-squares gradient is calculated, using 
neighboring cells, by locally solving the following non-square system for the gradient of the primitive 
variable vector bV by a least-squares approach 
LVbV@) = f ( 5 )  
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where 
and the points are numbered so that 0 is cell in which the gradient is being calculated, and i is one 
of N neighboring cells used in the reconstruction. A cell-based minmod-type limiter is implemented 
by reconstructing the solution as 
W ( x ) = W + f $ ( x - ~ ) . V W  (1) 
where f$ is given by 
mink (I mink 4 = min 
Flux Function 
The flux function used is Roe's approximate Riemann solver, described in more detail in many 
references, including [7]. The inputs to the flux function are the left and right states resulting from 
the limited reconstruction step described above. 
Time-Stepping 
A multi-stage scheme is used to advance the solution in time (in the unsteady calculations) or to 
a steady state (in the steady calculations). Local time stepping is used in the steady calculations; a 
cell-merging procedure is used in the unsteady calculations. 
RESULTS AND OUTLOOK FOR VARIOUS CLASSES OF FLOWS 
Steady, Inviscid Flows 
The original drawbacks to cut-cell Cartesian approaches for solving the Euler equations were two- 
fold: stability and accuracy problems associated with the small cut cells; and resolution problems due 
to the regularity of Cartesian grids. With the introduction of local refinement and coarsening, the 
resolution problem for these flows is basically solved for two-dimensional flows. For three-dimensional 
flows, resolution problems remain, as will be described later in this section. 
The accuracy and stability problems associated with the small cut cells that occur in the Cartesian 
approach' have been the topic of several papers. Several techniques have been developed, all of which 
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-1.20, 1 
Figure 1: AGARD 01 Benchmark Case - C,, 
alleviate the problems. Berger and Leveque [SI use a wave-propagation-based technique that allows 
the time step in small cells to be computed from a CFD criterion based on the entire uncut cell. 
Chern and Colella (91 use a simpler but less accurate technique based on similar concepts. DeZeeuw 
and Powell [7] treat the mesh witli cut cells as an unstructured mesh, arid use linear reconstruction 
to ensure accuracy and local time stepping to ensure stability in steady flows. For unsteady flows, 
Quirk [4] and Bayyuk, Powell and Van Leer [lo] use a cell-merging technique that alleviates the small 
time-step problem, and also lends itself well to computing flows in which the boundaries are moving. 
Results for the AGARD-1 and AGARD-3 benchmark cases are shown in Figures 1-7. The first 
was run on a grid of 11,366 cells; the second on a grid of 15,234 cells. As can be seen, the adaptation 
criteria capture the shocks and wakes, without overresolving other flow regions. The C,, on the wing 
for the first case, and the Mach number on the wing for the second case, show that the cut cells on 
the wing do not lead to non-smooth values of the flow variables there. 
Results for the four-element Suddhoo-Hall benchmark case, are shown in the paper by Coirier 
and Powell in this volume. The comparison of computed and exact C, show that, once sufficient 
adaptation has been done to resolve the flow features, the solution is smooth and matches the 
analytical solution well. 
Results for the “Jameson non-unique’’ benchmark case are shown in Figures 8-11. The grid, 
shown in Figure 8, was used for all of the calculations; it has 13,613 cells. The free-stream Mach 
number was set at  M, = 0.78, and the angle of attack was varied incrementally, converging the 
code to machine zero residuals at  each angle of attack. The hysteresis effect is shown in Figure 9; 
the two solutions obtained at  a = -0.45’ are shown in Figures 10 (obtained by decreasing the angle 
of attack incrementally) and 11 (obtained by increasing the angle of attack incrementally). While 
the two solutions highly resemble those originally obtained by Jameson, and the hysteresis effect is 
evident, the range of M and cy in which the solution was non-unique was different from that reported 
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Figure 3: AGARD 01 Benchmark Case - Grid 
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Figure 4: AGARD 03 Benchmark Case - Mach Number on axis 
by Jameson. Running this case raised more questions than it answered for us. Further studies of the 
sensitivity of the non-unique range to computational parameters will have to be carried out before 
anything definitive can be said about this airfoil. 
Extension of the two-dimensional scheme above to three dimensions adds complexity to  the geo- 
metric algorithms (such as calculating the locations at which the cells are cut by the bodies) but adds 
very little to the flow solver. It is in the three-dimensional cases that the advantages of the automated 
grid-generation procedure are truly seen. Preliminary results for the double-ellipsoid benchmark case 
are shown in Figures 12-14. 
The simplicity of the double-ellipsoid geometry hides an important inefficiency of the three- 
dimensional Cartesian-based scheme, however. For problems in which, due to the geometry, gradients 
are higher in one direction than another, the cost of resolving the one direction is the over-resolution 
of the other direction. An example is a high-& wing: resolving the chordwise direction well leads 
to gross over-resolution of the spanwise direction, due to the isotropic nature of the grid refinement. 
Allowing directional refinement will in general not help; for instance, a swept-back high-H3 wing 
require a large number of cells to resolve, regardless of the refinement approach used. 
Memory and CPU usage for the steady-flow codes are presentied in Table 1. The times reported 
are for one single-grid iteration of a four-stage time-stepping scheme. The data structure used for 
the cut cells in the 3D code is a preliminary one; a code with lower memory overhead could be easily 
i mplemen ted . 
With the incorporation of local refinement/coarsening into Cartesian codes, and with any of the 
various solutions to the small-cell problem, adaptive cut-cell Cartesian codes have reached a point 
where they can compete favorably with other approaches for two-dimensional steady, inviscid flows. 
The grid-generation is as automatic as totally unstructured approaches, and in some cases more 
automatic, since the surface discretization of the boundaries is carried out at the same time as the 
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Table 1: Memory and CPU usage for Cut-Cell Cartesian Euler Codes (steady) 
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Figure 6: AGARD 03 Benchmark Case - Grid 
Figure 7: AGARD 03 Benchmark Case - Grid Close-up 
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Figure 8: Jameson Airfoil Benchmark Case - Grid 
0 
Figure 9: Jameson Airfoil Benchmark Case - CL versus cy curve 
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Figure 12: Solution for Hermes Problem 
Figure 13: Grid for Hermes Problem 
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Figure 14: Streamlines for Hermes Problem 
volume discretization of the solution domain. Typically, approximately 50% more cells are required to 
get the same accuracy out of a Cartesian scheme as on a body-conforming grid (see, for example 1111). 
In three dimensions, the payoff of automated grid generation is even greater. However, since the 
Cartesian approach is geared towards solving isotropic problems, many geometries are difficult to 
resolve properly without an extremely high number of cells. This trade-off of ease of grid generation 
versus efficient use of computational resources is one that is almost certainly worthwhile in the 
early stages of a design process; very high-caliber calculations for use in detailed analysis of three- 
dimensional flows will probably always have to be done on body-conforming grids. 
Viscous Flows 
The difficulties in applying Cartesian-based schemes to viscous flows are detailed in the paper by 
Coirier and Powell in this volume. The two fundamental issues are: 
The difficulty in defining a viscous discretization that is positive and consistent (let alone 
accurate) on the very non-smooth meshes produced by the cut-cell Cartesian approach; 
e The inherent inefficiency in isotropic refinment of one cell into four for highly anisotropic 
(e.g. high-Reynolds-number) problems. 
It is interesting to note that the first problem is most acute.when the Reynolds number is low; the 
second is most acute when the Reynods number is high. At moderate Reynolds number, a stable, 
reasonably accurate scheme that makes reasonably efficient use of the computational resources can 
be constructed. Flow quantities such as density, pressure and velocities can be obtained to good 
accuracy; derivative quantities such as pressure gradient and Cj can not. 
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Taking these issues into account, Cartesian Navier-Stokes codes will probably never play more 
than a very preliminary design role in low-to-moderate Reynolds number flows, and probably have 
no role in high-Re flows. For high Reynolds number flows, the best route is a viscous-inviscid coupling 
approach, in which a Cartesian Euler code is coupled to an integral or finite-difference boundary- 
layer code (this approach is currently under development in collaboration with Marsha Berger). 
Another approach, that will require much more development but seems very promising, is to rewrite 
the Navier-Stokes equations as a first-order hyperbolic system, and solve the resulting equations by 
methods similar to those used for the Euler equations 1121. 
Unsteady Flows 
The ability of the Cartesian approach to model shock physics accurately and efficiently has been 
shown most impressively by Berger and Colella [13], Berger and Leveque [8] and Quirk [4, 31. One 
very promising arena for Cartesian approaches is that of problems with moving boundaries. In this 
approach, the boundary is “cut” from the Cartesian mesh at  each time step. An unsteady Euler 
solver is implemented, that accounts for the changing areas of the cut cells of the mesh. In order to 
alleviate the small time-step problem, and the problems occuring when the body covers or uncovers 
a cell in one time step, a merging procedure is used 14, 101. 
Results from an  idealized inlet case are presented in Figures 15-17. This case is a time-accurate 
simulation of an evolving flow pattern. The evolution is induced by a continuous and smooth de- 
formation of boundaries resembling a supersonic inlet. The figures show the Mach number contours 
and the associated grids at three points during the geometric excursion. The inflow Mach number 
is 2.54 throughout. Bewteen the first and second positions, the inlet sides open up at the back 
and the front and rear edges of these sides become more tapered. The sides also Inwe apart and 
the spike moves forward and contracts in the vertical direction. The.effect of this change on the 
flow-field can clearly be seen. Between the second and third positions, the spike decreases in length 
and its geometry changes as shown in the figures. Also the sides flatten and they move towards each 
other. The final flow pattern achieves the required objective of the inlet (decelaration of the flow to 
approximately Mach 1.4 with minimal losses in stagnatioii pressure). The location and shape of the 
rear of the spike in the third position% critical: the impinging reflected shock must fall in a region 
of increasing cross-sectional area, otherwise shock system will be disgorged. The number of cells in 
the mesh ranges from 17,000 at  the initial time to 83,000 at the final time. 
Results from a case of a body expelled from a high-pressure chamber are presented in Figures 18 
and 19. The gas in 
the enclosure of the larger body has a density and a pressure ten times those of the outside gas. 
The boundary separating the high-pressure gas from the low-pressure gas is initially half-way down 
the channel in the larger body and coincides with a plane of symmetry of the smaller body. The 
simulation shows the evolution of the flow and the motion of the bodies as the compressed gas flows 
through the channel. The motion of each body is computed by integrating the accelaration due to 
the net (inviscid) aerodynamic force acting on it. The grid begins with 17,000 cells; that number has 
increased to 175,000 by the final time. 
The stretching and shearing that a body-conforming mesh would undergo during these calculations 
would necessitate frequent remeshing. In some sense, in the Cartesian calculation remeshing is carried 
out every time step; this procedure is inexpensive in the Cartesian case, however. 
In this case, the two rigid bodies and the gas are all initially stationary. 
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Mach Number Line Contours. 
2D 
Figure 15: Mach Contours for Inlet Problem - Initial Time 
(15 reals + 11 ints)*nCells 300 (2 stage scheme, HP 735/99) 
Memory Usage 
Memory and CPU usage for the unsteady code are reported in Table 2. 
CPU usage (pseconds/cell/iteration) 
THE BOTTOM LINE 
The siren-song of totally automated grid-generation has lured a growing number of researchers to 
Cartesian-based schemes. 
Two-dimensional Euler solvers, both steady and unsteady, have reached a level of sophistica- 
tion and maturity comparable to that of structured quadrilateral- and unstructured triangular-mesh 
schemes. For these problems, the Cartesian approach is competitive with the best structured and 
unstructured schemes. Grid generation is automated, user input to the codes is minimal, and the 
only penalty is that more cells must be used than in a more traditional approach. 
One set of problems for which the Cartesian approach promises to show real advantages over more 
traditional approaches is that of inviscid flows with moving boundaries. The preliminary results 
shown here, and those of Quirk [4] and Pember et a1 [14], for moving-boundary flows suggest that 
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this class of problems may be one for which the Cartesian approach is the best suited. 
For three-dimensional inviscid flows, the automated grid generation of the Cartesian approach 
is even more attractive, but for one drawback. That drawback is that resolving one coordinate 
direction along a body typically means over-resolving another coordinate direction, for all but the 
simplest bodies. Judging by the popularity of Cartesian potential-flow solvers, however, for which 
this drawback also exists, the benefit of automating the grid generation may outweigh the inefficiency 
when computing geometrically complex cases. 
Application of the Cartesian approach to solution of the Navier-Stokes equations is more prob- 
lematic. At low Reynolds number, the difficulty in constructing an accurate, positive approximation 
to the viscous terms is the primary problem. At high Reynolds number, the inherent inefficiency 
of adapting what started out as a Cartesian mesh to non-coordinate-aligned features is the primary 
problem. At moderate Reynolds numbers, Cartesian Navier-Stokes codes may be useful in prelim- 
inary design, but high-caliber results will rely on a method that uses a body-conforming grid with 
special treatment of the boundary-layer. For high Reynolds number flows, Cartesian Euler coupled 
with a boundary-layer solver may be the most useful approach. 
More work remains to be done. Issues of accuracy and efficiency for Cartesian-based schemes 
are still being resolved. However, while there are some classes of flows for which these codes will 
never compete favorably with more traditional approaches, it is clear that, for other classes of flows, 
Cartesian codes are not only competitive, but offer unique advantages. 
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SUMMARY 
This workshop’s double-wedge test problem is taken from one of a sequence of experiments which 
were performed in order to classify the various canonical interactions between a planar shock wave 
and a double wedge. Therefore to build up a reasonably broad picture of the performance of our 
mesh refinement algorithm we have simulated three of these experiments and not just the workshop 
case. Here, using the results from these simulations together with their experimental counterparts, 
we make some general observations concerning the development of mesh refinement schemes for shock 
wave phenomena. 
I NT ROD UCTION 
For problems governed by disparate physical scales, the potential savings to be gained from using 
local mesh refinement are often so large that any strategy will pay handsome dividends: a poor 
refinement scheme is better than none. Consequently the literature is littered with examples where 
some form of mesh refinement capability has been botched in a problem specific manner. Superficially 
the ‘quick and dirty’ approach appears attractive because the development costs are considerably less 
than those for a general scheme. In practice, however, the development costs of a general scheme can 
be recouped across a wide range of projects, and over time the cost/project becomes negligible. On 
the other hand, wi th  the one-off approach the effective costs accumulate with each passing projcct 
and can become unexpectedly large over time. Moreover since one-off schemes rarely reach maturity, 
they tend to be needlessly expensive to run. Therefore, taken overall, we feel there is no merit in 
pursuing one-off refinement strategies. 
Nevertheless, since an algorithm has to strike a balance between that which is desirable and that 
which is practicable, an element of ‘horses for courses’ remains even amongst general purpose mesh 
refinement schemes. Therefore a method, say, which was designed to provide the cheapest mediuin- 
accuracy solution to a steady flow problem might not be competitive when it comes to producing 
the most accurate solution to a time-dependent problem, and vice versa. Thus some care should be 
*This research was supported by the National Aeronautics and Space Administration under NASA Contract No, 
NAS1-19480 while the author was in residence at the Institute for Computer Applications in Science and Engineering 
(ICASE), NASA Langley Research Center, Ilarnpton, VA 23681-0001. 
t New address: Graduate Aeronautical Laboratories, Mail Code 205-45, California Institute of Technology, Pasadena 
CA 91125. 
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taken in choosing the most appropriate form of mesh refinement before embarking on what might be 
an arduous exercise in software development. Given our research interests( lo], i n  1988 after inuch 
deliberation we plumped for a form of embedded mesh refinement first developed by Berger and 
co-workers[l, 2, 31. 
Our formulation[lO, 131 has now matured well beyond the development stage and so will not be 
described here. Instead we wish to engender some discussion as to tlie strengths and weaknesses of 
different refinement strategies as applied to investigations of shock wave phenomena. Our aim is not 
to promote one scheme over another, but to reveal some pitfalls which await the unwary. Therefore to 
place this discussion in the right context we will first present our numerical results for the workshop 
double-wedge test problem. This problem was inspired by a series of experiments performed by 
Takayama e t  aZ.[15] at  Tohuku University to clarify the various types of reflection processes that can 
occur when a planar shock wave interacts with a double wedge. In view of this, it is worthwhile 
considering more than just the case chosen for the workshop and we will i n  fact present results from 
three different cases. 
Expt. 
#1 
#4 
#2 
S H 0 CK D 0 U B L E- W ED G E INTERACT IONS 
o1 e2 
15" 35" 
20" 55" 
60" 30" 
With reference to the schematic shown in Figure 1, we have simulated the interaction of a planar 
shock wave witli three different doublc-wedge configurations ( 01, 0,). These configuration were chosen 
to match those in the experiinents of Takayama et  al.[15]. Given the instructions for the workshop, 
the flow was modelled using the two-dimensional Euler equations, taking the equation of state to be 
that of a perfect gas with ratio of specific heats (7) set to 1.4 . The Mach number for the incident 
shock ( M s )  was taken to be 2.16 giving a pressure ratio p % / p ,  of 5.28. 
The computational method used for our simulations is the same as in  [ll] i.e. a non-body-fitted grid 
was used in conjunction with a two-step finite-volume integration scheme: The effective resolution 
of the grid was equivalent to that of a uniform mesh of 2240 by 1280 cells. This was obtained using 
two levels of dynamic refinement, each by a factor of 4, on a uniform base grid of 140 by 80 cells. 
Since this paper contains a number of interferograms and schlieren images whose sizes have been 
reduced solely to keep the length of this paper within acceptable limits we have also placed them 
on the World Wide Web at URL http:/ /~ww.icase.edu/"jjq/f lowviz/gal_dtml so that 
they might be viewed a t  their original quality. 
Figure I: Double-wedge configurations used in the experiments of Takayama e t  al.[lti] and our 
numerical simulations. 
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Experiment # 1 
A sequence of schlieren snapshots from our simulation of this interaction are shown in Figure 2. At 
early times, frames (a) and (b), there is single Mach reflection (SMR) of the incident wave from the 
first ramp. At intermediate times, frames (c) and (d), the Mach stem from this primary reflection 
interacts with the second wedge giving rise to a secondary reflection which is also of type SMR. 
At late times, frames (e) to (h), the secondary reflection interferes with the primary reflection. In 
Figure 3 a numerical interferogram is shown with its experimental counterpart. The two images 
are in good agreement, hence there is a reasonable quantitative agreement between simulation and 
experiment. Nevertheless, there are some clear discrepancies on the small scale. For example, in the 
experiment the base of the primary reflected shock has a small lambda foot due to its interaction 
with the boundary layer on the bottom wall of the shock tube (see bottom-left corner of image). This 
feature is missing i n  the numerical image since the simulation assumed that the flow was inviscid. In 
principle, adding viscous terms to the simulation is not difficult. However, a much finer grid would 
have to be used so as to resolve the relevant viscous scales. Thus the cost of the simulation would 
be increased dramatically and in this instance it is debatable whether the small improvements to be 
gained by adding physical viscosity would prove cost effective 
Experiment #2 
A sequence of schlieren snapshots from our simulation of this interaction are shown in Figure 4. At 
early times, frames (a) and (b), there is SMR of the incident wave from the first ramp as in  Experiment 
#l. However, at intermediate times, frames (c) and (d), the reflection of the Mach stem is now 
complex Mach reflection (CMR) rather than SMR. At late times, frames (e) to (h), the secondary 
reflection again interferes with the primary reflection. In Figure 5 a numerical interferogram is shown 
with its experimental counterpart. The two images are i n  reasonable agreement, but the tie-up is 
noticeably poorer than in Experiment #l. Again the discrepancies are due to the lack of physical 
viscosity in the flow model. For example, in the experimental image there is a recirculation zone at 
the apex of the first ramp, and the base of the secondary reflected shock has a lambda foot due to its 
interaction with the boundary layer on the wedge. But these features cannot be reproduced by an 
inviscid simulation. Here the shock-boundary layer interactions are stronger than in Experiment #1 
and have had quite a pronounced affect on the curvature with which both the primary and secondary 
reflected shocks run in to the wall. Consequently there would be some justification for switching to 
a viscous simulation for this experiment. 
Experiment #4 
A sequence of schlieren snapshots from our simulation of this interaction are shown in Figure 6. 
At  early times, frames (b) to (c), the slope of the first wedge is sufficient that there is regular 
reflection (RR) and not SMR as in the other two experiments. At late times, frames (d) to (h), the 
incident shock diffracts around the convex corner formed by the two wedges. In Figure 7 a nuinerical 
interferogram is shown with its experimental counterpart. The two images are in good agreement 
except for those regions where viscous effects are expected to be important. Namely, the vortex core 
near the convex corner, and the foot of the reflected shock where it interacts with the boundary layer 
on the wall of the shock tube. This interaction affects the curvature of the reflected shock and would 
seem to account for the difference in the curvature of the fringes between the computational and 
experimental interferograms. However, the tie-up is sufficiently good that, as in Experiment #1, it 
is not clear that a viscous simulation would be worth the extra effort involved. 
Figure 2: Sequence of schlieren snapshots from the simulation of Experiment #l. 
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(a) Experimental Interferogram, courtesy of Prof. Takayama 
(b) Numerical Interferogram 
Figure 3: Comparison between numerical and experimental interferograms for Experiment # 1. 
3 
Figure 4: Sequence of schlieren snapshots from the simulation of Experiment #2. 
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(a) Experimental Interferogram, courtesy of Prof. Takayama 
(b) Numerical Interferogram 
Figure 5: Comparison between numerical and experimental interferograms for Experiment #2. 
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. (f’) 
Figure 6: Sequence of schlieren snapshots from the simulation of Experiment #4. 
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(a) Experimental Interferogram, courtesy of Prof. Takayama 
(b) Numerical Interferogram 
Figure 7: Comparison between numerical and experimental interferograms for Experiment #4. 
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DISCUSSION 
Here we restrict ourselves to making some specific observations about the development of mesh 
refinement methods for investigations of unsteady shock wave phenomena, and the reader who is 
unfamiliar with the basic techniques of mesh refinement is directed to[9, 171. 
The majority of mesh refinement schemes give the impression of having been designed solely to 
minimize the number of grid cells that are required to compute a solution of a given resolution 
or accuracy. This design philosophy is presumably based on the notion that the effort required to 
integrate a discretized flow solution decreases as the number of grid cells decreases. But the following 
example demonstrates that the number of grid cells can have surprisingly little bearing on the cost 
of performing a time-dependent simulation and so this particular design philosophy is flawed. 
Consider the propagation of a shock down a uniform mesh of N cells, each of width A x .  If a 
uniform time step is chosen such that the Courant number based on the speed of the shock is one 
(hence the shock traverses one cell per time step), it will take N integrations of N cells for the shock 
to pass through the domain i.e N 2  cell integrations. Now halve one cell in the grid such that there are 
N - 1 cells of width A x  and two of width A x / 2 .  Again if a uniform time step is used to propagate the 
shock through this domain, without violating the CFL condition it will take 2N integrations of N+ 1 
cells to propagate the shock through the domain i.e. 2 N 2  + 2N integrations. Therefore although but 
a single cell has been added to the grid the cost of the simulation has more than doubled. Thus for 
time-dependent problems it is desirable to refine in time as well as space[lO]. Here, using temporal 
refinement, the two small cells would be integrated 2N times and the other N - 1 cells would be 
integrated N times as in the uniform mesh case i.e. a total of N 2  + 3 N  integrations. Thus, for 
N reasonably large, the cost of the refinement becomes negligible. As an alternative to temporal 
refinement one could conceivably opt for an integration scheme which was stable for large Courant 
numbers, but for highly non-linear problems the loss in temporal accuracy would probably prove 
unacceptable. 
A temporal refinement strategy is easily incorporated into hierarchical refinement schemes such 
as those based on quad-trees (e.g. [4]) or embedded patches (e.g. [3, lo]) since it is possible to 
avoid ever having to interpolate across discontinuities[lO]. Ilowever, a temporal refinement strategy 
seems ill-suited to refinement schemes based on unstructured triangular meshes (as typified by[6]), at 
least when combined with a shock-capturing methodology, since one cannot avoid having to perform 
awkward non-linear interpolations at discontinuities. Such interpolations are unlikely to satisfy a 
shock-capturing scheme’s unique smeared shock profile and so would result in spurious oscillations[ lo]. 
One convenient way around this difficulty would be to employ an integration scheme based on floating 
shock-fitting[7, 161 rather than shock-capturing. Then there would be no smeared discontinuities and 
the cause of the problem disappears. This strategy illustrates an important feature of the design of 
mesh refinement methods. It is often better to work around difficulties than to attempt to effect a 
cure. A refinement scheme contains many components and the best schemes seem to be those whose 
components work symbiotically. 
Leaving aside the issue of temporal refinement, minimizing the number of grid cells will not 
automatically lead to an efficient method of refinement. Consider the case of an isolated discontinuity 
which runs oblique to the grid. I t  is clear that cellular quad-tree refinement (say [4]) is more efficient 
than embedded patch refinement (say [lo]) in  terms of the number of cells each method requires to 
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tile the discontinuity. However, it also has tlie larger storage overheads per mesh cell of the two 
associated data structures. For inert shock wave simulations which need only a small number of 
levels of refinement tlie storage overheads from quad-tree refinement are easily tolerated, but this 
might not be the case if the flow contained chemical reaction. Instead of a shock oblique to the grid 
consider a detonation wave which i n  addition to a shock front has some internal structure, albeit on 
a very fine scale, which must be resolved and cannot be captured. In this instance one would need a 
wide swathe of cells to cover tlie reaction zone which might be ten or more levels of refinement down 
in the quad tree because of the disparateness between the width of the reaction zone and tlie distance 
over which the detonation wave needs to be propagated. Therefore although the cells i n  the swathe 
are close to one another spatially they could lie far apart in the quad tree structure, which might 
impact on a parallel implementation of tlie scheme, and each cell would introduce a large overhead 
due to tlie accumulation of pointers down to its level in the data structure. Consequently enibedded 
patch refinement might now prove to be more eEcient because its storage overheads would be so 
much lower and it would better preserve the proximity of cells within the reaction zone. 
Adaptive mesh refinement algorithms, unlike classical numerical methods, entail quite sophisti- 
cated software. Therefore arguments such as the one above must be tempered by the realization that 
specific implementation details can make or break an algorithm in terms of its practical performance. 
In particular the grid data structure needs to be well crafted. For example, the data storage needs 
to be flexible enough to cope with dynamic allocation arid deallocation as local refinement is added 
and removed, and data accesses have to be eficient so as not to impact on performance. Now since 
it is all too easy to underestimate tlie level of conimitrnent required to write, test and debug a pukka 
mesh refinement code, any newcomer would be well advised to take his or her own software skills i n  
to accouiit before choosing to code up any one particular method. 
In fact the number of considerations that must be taken i n  to account before choosing a mesh 
refinement strategy are legion, even when one’s needs are fairly specific. For example, our interests 
lie in investigating complex shock-wave phenomena, and given the results from the previous section 
it would appear that our refinement algorithm is well suited to our purposes. But suppose we were 
dissatisfied with tlie quality of our results for Experiment #2 (Figure 5)  and wanted to perform a 
viscous simulation, would our scheme cope as well as in tlie inviscid case? 
In the past the scheme has been used to perform viscous simulations of shock-boundary layer 
interactions[lO], ancl so there is no reason to believe that it could not cope with a viscous siiiiulation 
of Experiment #2. However, since viscous flow features tend to be anisotropic in nature, such a 
simulation would expose a weakness of our refinement scheme: it does not cope very well with 
anisotropic refinement. The method used[lO] is basically limited to features like boundary layers 
which are affixed to solid surfaces. To refine a free shear layer which might happen to lie oblique to 
the mesh we would be forced to use isotropic refinement which would be needlessly expensive. This is 
an example where a change in the flow model can have a significant impact on the refinement efficiency, 
even though the applicatioii remains unchanged. Thus the correct choice of refinement strategy is 
never straightforward. To complicate matters even further, one cannot ignore the interplay between 
the method of refinement and the method of flow integration. For example, a triangular unstructured 
mesh has the geometric flexibility to allow for efficient anisotropic refinement but a certain amount 
of care must still be taken to generate meshes that are suitab!e for viscous simulations[8]. In  general, 
depending on tlie application, one might wish to compromise the refinement efficiency so as to avoid 
compromising the accuracy of the flow integration (or vice versa). Of course tlie accuracy of a 
refinement scheme is, for the most part, ordained by the monitor functions which determine where 
refinement does or does not take place. 
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As is cominon practice we employ heuristic functions to determine where to refine, and coarsening 
takes place naturally by choosing not to refine and so involves no additional criteria[lO]. For the 
present double wedge problems we used a combination of two monitor functions: density gradients 
were used to locate shocks and a local comparison between density and pressure gradients was 
used to locate contact discontinuities[13]. Now there are numerous reasons why this type of heuristic 
approach is unsatisfactory, not least of which is that it introduces tunable parameters and so increases 
the experience factor needed to operate a refinement scheme reliably. As Warren et aZ.[18] have shown, 
a poorly constructed heuristic monitor function can cause a mesh refinement scheme to home in  on 
an incorrect solution. But this can happen with any refinement function, heuristic or not, which 
provides estimates for the local error without also providing estimates for how the local error affects 
the global error i.e. every refinement function in common use. To a large extent the mesh refinement 
coininunity has been lulled into a €alse sense of security by the general experience that local errors 
are often benign. The test case discussed in [IS] is a gentle reminder that small local errors can 
sometimes tip the balance and result in  large global errors, but other more pathological examples are 
not difficult to find especially where chemical reaction is involved. 
Figure 8 (a) shows a trace of the pressure behind the lead shock front of a one-dimensional 
detonation wave which exhibits a galloping instability[l4]. By normal standards this computation 
would have been thought to be well resolved since 160 mesh points covered the so-called reaction half- 
length (giving some 256,000 cells over the time period shown) when contemporary simulations have 
ten or less points in the reaction half-length. However, when the simulation was repeated with the 
grid spacing halved, the dynamic beliaviour of the detonation wave altered dramatically, see Figure 8 
(b). At first glance one might assume that Figure 8 (b) came from the coarser computation since it 
looks more dissipative in  that a two mode pulsation is decaying to a single mode pulsation. But in 
fact it is the extra dissipation in Figure 8 (a) that sustains a spurious two mode pulsation whereas 
the correct behaviour should be that of a two mode pulsation with a time-attractor h i t  cycle[l4] 
i.e. Figure 8 (b). Interestingly the difference in behaviour arises not from tin error in resolving the 
detonation shock front, but from a failure to resolve an innocuous part of the reaction zone which is 
smooth. 
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Figure 8: Variation in the computed pressure history trace for a galloping detonation wave when the 
mesh spacing is halved[l4]. 
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Clearly there is much room for improvement in the current. crop of criteria used to control refine- 
ment. However, any attempts at devising rigorous mathematically based refinement criteria should 
not ignore certain practicalities. For example, in our simulations it can be necessary to adapt the grid 
tens of thousands of times[l3] and so the method of determining where to refine must be reasonably 
cheap otherwise it would cripple the simulation. Also, the physical scales involved are so disparate 
that one cannot afford the luxury of periodically comparing the solution computed with refinement 
against that computed on a uniform mesh of the same high resolution, as is effectively done in[5], 
because this would require an unrealistic amount of storage. 
For practical purposes the lack of a fool-proof refinement criteria does not undermine the usefulness 
of adaptive mesh refinement schemes for investigating shock wave phenomena, but it does complicate 
matters. Whenever we start to investigate a new problem we perform a sensitivity study to see how 
the computed results vary with, amongst other things, the effective resolution of the computational 
grid as controlled by our chosen refinement criteria. Thus we tool-up to a position where we think 
we can produce a reliable simulation. Note we would do more or less tlie same thing even if we were 
not employing mesh refinement, as past performance is no real guide as to how a numerical scheme 
will fair on a new problem. 
For serious investigations the cost of tooling is generally spread over a parameter study and so is 
not excessive. The only drawback we find is that the results from sensitivity studies are rarely as 
conclusive as we would like. Many shock wave phenomena exhibit physical instabilities and so the 
notion of a grid converged solution is not always clear, or even appropriate sirice the flow model might 
preclude the possibility of having a sensible solution in the limit of the mesh spacing going to zero. For 
example, in [12] we presented results for the vortex sheet produced by a shock wave diffracting over 
a knife edge. These results show that an inviscid simulation can reproduce the correct behaviour and 
yet provide no limiting solution since the numerical dissipation which controls the fine scale structure 
of the vortex sheet, in the absence of physical viscosity, never bottoms out as the grid is refined. On 
the other hand, in some of our simulations of detonation phenomena it is clear that we are incapable 
of reaching a fully converged solution either because the physical scales are too disparate for our 
computing resources or the physical behaviour of the system is non-deterministic in that variations 
in discretization errors, no matter liow small, lead to significant variations in dynamical behaviour. 
Most CFD simulations are performed wi th  the aim of producing quantitative answers to well 
understood problems, in which case the above vagaries are abhorrent. However, much of our work 
is performed in an attempt to fathom behaviour which is not known and simulations are used as a 
qualitative diagnostic and so a certain amount of subjectivity cannot be avoided. In short we use our 
mesh refinement algorithm to perform simulations which are more detailed than would otherwise be 
possible. Consequently we close this discussion without making any attempt to sell our scheme in 
terms of how efficiently it was able to compute the workshop double wedge problem. While this might 
be viewed as contrary we would argue that any results we could present would have little practical 
value: by comparison to our recent studies[l3] the present simulations are so cheap as to be almost 
inconsequential. Moreover it should be appreciated that the cost of performing a time-dependent 
simulation can pale into insignificance when compared to the time taken to decipher the results, and 
to bandy performance figures would lose sight of the fact that our scheme has progressed well beyond 
the development stage and is used as an everyday tool. 
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CLOSING COMMENTS 
At times adaptive mesh refinement appears to be more of an art than a science, therefore on 
a self-indulgent note we close with two quotations that sum up our thoughts on this branch of 
computational fluid dynamics. 
The first quotation is taken from Shakespeare’s Twelfth Night and explains why we feel there will 
always be a plethora of refinement schemes: “some [methods] are born great”.in that they are so 
well suited to a particular class of problem they do not deserve to be replaced by some monolithic 
refinement scheme; “some [methods] achieve greatness’, when they Ieapfrog the field by virtue of 
being able to exploit some new generation hardware feature and so methods tend to pass in  and out 
of fashion; “and some [methods] have greatness thrust upon ’em” in that many fluids researchers 
cannot develop their own refinement code and must make do with whatever is available, so schemes 
that should be put to rest will not die by dint of their users. 
Our second quotation is attributed to the son of the author Alexandre Dumas: “All generalizations 
are dangerous, even this one.” In this paper we have tried to’ emphasize that context is all important 
where mesh refinement is concerned. Therefore whilst the subject is sorely in need of some formalism 
to guide us out of the present heuristic quagmire, there needs to be a realization that not all needs are 
the same. As we have shown, following rigorous criteria which are misplaced can prove disastrous. 
Therefore if some of our observations appear provocative it is only because we are attempting to 
correct an imbalance, as we see it, i n  current thinking. Grid convergence is a case in  point. While 
rigorous Mathematical concepts of convergence are unambiguous, tlie practical concept of a grid 
converged solution to an unsteady problem, where t h k  flow might be physicaIly unstable, is hazy 
to say the least. And so common ground must be found between theoreticians and the practical 
exponents of mesh refinement before any real progress can be made in eliminating the heuristic 
elements from today’s algorithms. 
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SUMMARY 
4 
Adaptive iiiesli refineinelit (AMR) in conjiiunction wi tli higher-order upwind fini te-clifference 
methods lias 11een used effectively on a variety of problenis in two and tliree dimensions. In Qliis 
paper we introclwe ail approach for resolving problems that iiivolve complex georiiet,ries in n7hich 
resolution of boundary geoiiietry is important. Tlie complex geomet.ry is represented by using tlie 
iiiethod of overlapping grids, while local resolut.ion is olitainecl liy refining each component. grid 
wi tli the AMR, algorithm, appropriately generalized for this sit.uation. The CMPGRD algoritlini 
intxoducecl by Cliessliire and Henshaw is used to automatically generake blie overlapping grid 
stmc twe for tlie uiiclerlying 311eSh. 
INTRODUCTION 
Over the past. decade, the Adaptive Mesh Refiiieiiieiit (AMR) algorithm pioneered by Berger 
ancl Oliger [ 1 J lias proven t,o lie a successful, efficient strategy for obtaining high-resolution solutions 
t.0 partial differential equat-ions. Using AMR. cornliinecl with high-order upwind fini t.e-difference 
inet.liocls, one lias the aliilit-y t30 simulatae shock liyclroclynamics problems, including t.liose wit.11 
mult.iple niat.erials, in both 2-D and 3-D [2, 3, 4, S, G] not otherwise pasdile within t.lie limitations 
of present. coniputners. To cla te most of the clevelopmental work doiie on tlie AhIR nietliocl lias 
concentra ted on the perfection of the aclaptive algori Qlini, aiicl not 011 the development. of the 
capability t.0 represent. complex geoiiie try. A notable exception is tlie “Cartesian grid” me t.hod 
int.roctucec1 by Derger and Leveque in [ 71 in wliicli complex geoiiietq is represented by cutt.ing holes 
in an o tlieiwise rec tangular grid, aiicl iising special flux formulas in the resulting odd-shaped grid 
cells at the Bounclary. 
Nore recent. work on t.his iiiet.lioc1 is report.ec1 in [8]. Tlie overlapping grid approach int.roclucec1 
in the present. paper uses a iiiore accurate represenbc t.ioii of liounclary surfaces t.lian t.lie Cartesian 
*This work performed under the auspices of the U.S. Department of Energy 6y Los Alamos National 
Laboratory under Contract W-7405-ENG-30. 
grid met.liod, although with corresponclingly more work by the user required in order t.0 construct 
tlie initial grid. A set. of curvilinear component grids is used, tlie union of wliicli completely covers 
the comput.ationa1 region. There are small regions of overlap between t.lie individual component 
grids. Each coiiiponent. grid is logically rectangular with some of the cells possibly “blan1;ed“ oit t. 
aiid unused. 1% tli this approach, a complex structure can be represented by combining many 
separate pieces. each represent.ec1 by its owii curvilinear grid. The poteritial of the overlapping grid 
method was first. demonstrated hy St.arius [O, 101, Iireiss [I 13 and St.eger et. al. [IZj. Successful 
t.liree-dimensional aerodynamic siiiiula tions iiivolviiig configura tioiis as complex as the space sliii t ble 
[13, 141. and witah iiioviiig components [15], validated the usefulness of this tecliiiique as a practical 
eiigiiieeriiig tool. A fidly aut.oiiia tic grid ’overlapping procedure for two- and t.hree-dimeiisional grids 
grids (ChIPGR D) was developed by Chesshire and Heiisliaw which f o r m  tlie basis for the current 
work [lG. 17, 181. The use of overlapping grids to represent. a coiiiplex geoniet.ry was dubbed the 
“Chimera” iiietliocl l ~ y  the late Joe Steger. 
The overlapping grid approacli alloms a great deal of flexibility in tlie placement of t-lie 
coriiporieat grids. Since tlie component grids iiiay overlap, rather tliaii being required t.0 niat.cli 
exactly along a i  interface as {vi tli tlie block-struc turecl grid method [ 191, they are relatively 
unconstrainecl. Tliis addi tioiial freedom allows geiieratioii of smoother component. grids. Tliis is 
ideal for applying liiglier-order tipwind filii te-difference iiie tliods, since they perform best. on grids 
whose transformation to the uiii t, square or cuhe are siiiootli. The filii te-clifference methocl used in 
this paper is introduced in [ZO] and is an unspli t Goclunov nietliod based on tlie iiietliocls 
int.roclucec1 by Colella [21]. 
Since Ch4PGR D produces sets of logically rectangular grids, tlie extension of the AhIR 1iiet.liocl 
to t.liis framework is natmal. The AM R. me tliocl developecl in this paper foIlotvs closely blie 
technique discussed bv Berger and Colella in 131. Each coniponent. grid of the overlapping grid 
structure is refined separatrely by the AMR. algorithi. As in [3], t-lie nested refineiiient grids are 
constrained to have bouiiclaries coiiicicliiig %vi tli tlie underlying “pareiit” component. grid, i.e. none 
of the refinements are allowed t.0 be rotated with respect to that parent grid. The clif’ferences are in 
the txea tment. of the cutout. and overlap regions of the underlying overlal>piiig-gricl. 
THE 0VER.LAPPING GRID AhIR, ALGORITHM 
The adaptive grid cons bruc tioii am1 solution procedures 011 an overlapping grid are 
straiglitforward exteiisioris of the AMR proceclures 011 a siiigle grid. Moclifications are niacle, as 
necessary. to accomoda Be the special rec1uireriient.s of the overlapping grid sbructure. 111 ordw t o  
describe the grid cotistriiction a d  problem solution met.1iods for overlapping grid ANR, we first. 
briefly describe the relevant. parts of tlie proceclures for the noii-o\.erlal,piiig AhIR. and the 
nou-aclaptive overlapping cases. For simplicity, in both cases we assiiiiie t.liab the grid covers a 
two-cliiiieusioiial region. 
Solution Procedure Lkng AiLIR. on a Siiigle Grid 
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Tlie basic AMR iiiesli coiistructioii and solution procedures are a recursive geiieralization of tlie 
basic two-level proceclure that we will describe here. Tlie reader is referred t.o 131 for a more 
detailed description. At. each timestep in the two-level AMR procedure for a single underlying 
“base” gricl, tlie grid liierarcliy consists of the base grid and patches of pruperly aligned refiiieiiieiit 
grids t.liat, liave been automa tically placed by the AMR. algori tliiii in regions wliere addi t.ional 
solut,ioii accuracy is required. Properly aligned grids liave tlie 1)ropert.y that. a grid a t  some level u 
always lias its bounclary cells aligned with cell edges of the level n - 1 grids. In tlie ,general ti-level 
algorithm, tlie grids must. liave the adcli tioiial property taliat t81iey are properly nested, n.liicli iiieaiis 
that a grid at. soiiie level 31 is always fouiicl enibedderl in soiiie subset. of tlie level 71 - 1 grids. A 
level 11 grid is not allowed to be all or partially eiiilieddecl in parts of the grid stmcture that coiitain 
oiilv grids at. lower levels (1 , 2, . . . , 11. - 2). 
Returning to the t8tvo-level case, all refiiieiiieiit grids at. the fine level are automa t.ical1y replaced 
wi tli new refinement. grids after every m. timesteps, wliere n z  is a user-specified interval. Tlie 
solution data is interpolated onto the new grid liierarcliy before tlie calculation continues. For the 
purposes of this discussion, assuriie that solution values are available in all cells of all grids in t.lie 
current. grid liierarcliy. Tlie grid refiiieiiieiit regeiierabioii is rloiie au toiiiatically by estinia t.ing t lie 
error in the calculation at tlie current. timestep on all grids, and tlieii defining new refinenlent. grids 
in regions wliere tlie error is es tinia t a l  to be liiglier tlian soiiie user-specified t*oleraiice. 111 prac take, 
tlie error estiiiiatioii is done either 11y a Ricliarclson-e?ctra~~olat.ion procedure that. compares 
solutiolis on grids of different. overall resolution [3, 41, or by measuring the size of local solution 
graclieiits and refining in regions wliere the graclieiits liave heconie unacceptdily large relative to the 
grid [GI. Tlie latter approach was employed for tlie computations presented in the present. paper. 
Using one of these procedures. the error is estimated in each cell on tlie grid, and cells with 
unacceptably liigli estiniatecl error are “flaggecl.” Since tlie grid will not. be refined agaiii for 171 
times teps on the base grid level, it is iiccessary to expand tAe refiiieriienb region soniewliat. before a 
refinementr grid is consbruct.ed. A siniple donlain-of-clepeiicleiice argument. requires that. an 
aclditioiial row of cells be added around each group of flagged cells for eacli tiniestep bliat. the 
conipu tation will proceed without. re-refinement of the grid. Tliis is referred to as 61ie 
“cell-cliEitsion” step of the Ahsf R grid coiistructioii procedure. Once this is done, the flagged cells 
are grouped into “1)oxes” , or rectangular regions using a procedure clescribecl in [3]. R.efined grids 
with a user-specified refiiieiiieiita factor 7 1  ,.f~ relative t.0 Blie base grid are tlieii constructed in eacli of 
the hoxes. Tlie solution on tlie previous adaptive grid hierarchy is then interpolated onto tlie iiew 
grid liierarcliv. In regions wliere the solution is defined on iiiore tliaii oiie grid refinement. level, the 
solut.ion values 011 the finest. grid available are used. 
Once tlie data is available on all of the grids in the new grid liierarcliy, the solution procedure 
caii continue. First. the coarse grid solution is advanced by one tailiiest.ep in all interior cells of the 
coarse grid. This iiiclucles coarse grid cells that. are covered by a refined grid. Boundary coiiclit.ions 
for tliis step are assumed to be provided as part of the original probleni specification. Once the 
coarse grid solution lias been advanced, tlie solution 011 tlie refinement. grid patches Cali be 
aclvaiiced. Since the solution method is explicit., the refinement grid solut,ioiis are advanced using 
tlie same CFL t.imestep restriction as on tlic coarse grid. Tliis iiieaiis that. I I , , , , ~  timesteps mnst. be 
taken on tlie fine grids for each siiigle t.imrsbep on the coarse grid. Dounclary coiiclitioiis for each of 
t.he refinement. patches are ob hiiiccl again followiiig the principle t h t .  the %est.” values available 
should be talcen. At. fine grid bounclaries wliere there is a refinement. grid ab the same refinenienb 
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level 71 iiiiiiiediately adjacent, values from the adjacent grid are used to provide the bounclary 
coiicli tions. At. fine grid boundaries where the acljaceiit. grid is at. a coarser level, liounclarv values 
are obtained by interpolating tlie coarse-grid solution in space a d  time. When atlvaiiciiig the 
solution of a system of liyperliolic coriservatioii laws with a conservative method, an aclditioiial 
“conservative update’7 st.ep is talteii in wliicli values in coarse grid cells at. the coarse-fine grid 
interface are recoriiprtted using fluxes availnble froiii tlie fine grid calculations. Details of this 
procedure are found, for example, in [3]. Finally, once fine-level values are available at  tlie new 
timest-ep of the coarse grid, the coarse grid solut.ion values in cells covered by refiiieiiieiit patches are 
replaced by transferring or int.erpolabing fine grid values to tlie coarse grid cells. This assures that. 
the liest, possible values are always used in the solution procedure for tlie succeeding t iniestep. 
Solution Procedure Using Overlapping Grids Without. AMR 
An overlapping grid in two space cliiiieiisioiis corisis t-s of a set. of logically rec tmgular curvilinear 
component grids tlia t. overlay wliere they meet, arid whose uiiioii coiiiplet.ely covers blie 
coiiiputa bioiial doiiiaiii for a syst.em of partial differential equations. The cells on each coniponeiit. 
grid are classified arcorcling to their function cluring t.he PDE solu tiori procedure. “Iiiterior” or 
“discretization” cells are cells on a coxiiponent gri,d that. can lie updatecl using an interior 
discretization foriiiula for the PDE. This iiieaiis that each discretization cell has a Iiuffer zoiie of 
cells around it. of sufficient. wid t.h that, the iiiterior cliscretizatioii foriiiula caii be applied. Near 
physical boundaries of the domain, “fictitiou~’~ or “gIiost“ cells are added t.o the componenta grid 
outside t~he pliysical IiouncIarv. Boundary coritlitioris derived from the physical boundary coricli tioiis 
for t.lie prohleni, or using consideratioiis 1,ascd on iiuiiierical analysis, are used to update t lie 
solution values in t.liese cells. In regions of overlap between the coniponeiit. grids. “interpolat.ion” 
cells are included in tlie grid. Solution values in these cells are uptlated using an interpolation 
foriiiula applied ho a stencil of cells on an adjacent. coniponent. grid. As with the ghost. cells, 
int,erpola tion cells are iiicluded in the grid t.0 provide the necessary buffer zone around every 
discretizat,ioii cell so that. the iiitcrior cl‘iscretizatioii foriiiula may be applied. 
The overlapping grids used in this paper are constructed using tlie CMPGRD overlapping grid 
software deidoped by Cliessliire and Heiisliaw [ 1’71, [22]. Overset grids consbructed using taliis 
soft.ware have the property that they overlap the iiiiiiiiniiiii amount. necessary in order that 
esseiit2ially centered int.erpolat.ioii foriiiulas caii be used to transfer values lietween adjacent. grids 
cluring a PDE solutioii procedure. CAiPGR.D automatically generates ari overlapping grid along 
with all the cla ta necessary for coiiiniiuiicat.iiig data between t,lie coniponent. grids given a set. of 
user-specified “coiiipoiieiit.” grids, each of wliicli is a logically-rect,angular grid in general curvilinear 
coordinates. If the original user-specified coniponeiit grids overlap more tliaii this minimum . 
required aiiiouiit., the tin-needed cells are liiarliecl as “inactive” ant1 are not. used in t.he PDE 
solution procedure. In the coniputa t ions presented in this paper, CMPGR,D was used both as an 
interactive package for the constluct.ion of tlie initial untlerlying overlapping grid, aiid also as part. 
of the AhIR. PDE solver. where it is callcd as a sulxout.ine and used for embeclding AMR 
refineiiient. grids within the uiiclerlying overlapping grid. For bliis project, we iiioclifiecl ChIPGRD to 
be able to insert. refinenlent. grids adaptively cluring a PDE solut.ion process. The basic principles 
and algorithm details for overlapping grid coiistmction are descrilied in riiore detail in [ 1 i] and [22]. 
98 
Because of space considerations, the detailed iiiodificatioiis needed for the overlap algori t h i  for 
adaptive grids will lie discussed in an arcliival paper. 
Aclalit,ively- refined Overlapping Grids 
We discuss liere the procedure for aclvaiiciiig a PDE soltit-ion by one coarse-level t.iniest.ep 011 an 
aclalitivelv-refined overlapping grid. An adap tively-refined overlapping grid s t-ructure corisis ts of a 
set of underlying curvilinear conipoiient grids A, B, C,  ... tliat riialie up the %ase grid“ for the 
problem? each of wliicli may contaiii emheclded refinement grids. 
The emhedded refinement grids liave tlie property that. they are both properly nested and 
properly aligned with their parent componentq grid just as in tlie single grid case cliscussed above in 
the section entitled “Solut8ioii procedure usiiig AMR on a single grid”. If a region of refiiieiiieiit- is 
needed that. extends beyond the boundary of active cells of one of tlie parent. component grids aiid 
into a region covered by the active cells of another parent. component grid, each of tlie parent. 
component grids is refiriecl separatrely rat.lier than atteinptiiig t,o construct a single refirleilielit, patcli 
that covers t.lie entire refiiieiiieiit region. This is an iniportant point in our adaptive iiiesli 
proceclure, since it. greatly simplifies t,lie grid construction algorithm compared to what, would lie 
required if general adapt3ive refinement. grids were allowed. The interior cells of a refinenlent. grid 
patch inust lie conipletely witJiin tlie interior cell region of its parent. grid(s) a t  the next coarser 
level. If a refiiieinent patch is created adjacent. to an overlap bounclary of the parenb grid, its 
overlap interpolation cells will lie coinpletely wi t,liiii the set of overlap interpolation cells for t lie 
parent. grid(s) as well. 
Tlie overlap interpolation rules for overlap regions 011 an aclal>tively-refiiied overlapping grid 
specifv t,liat. i ~ ~ l i i e s  are iiiterpolat,ecl from acl-jaceiit componentv grids preferentially from grids at. the 
saiiie level. followed in preference by grids at the iiexb coarsest level. The implicit. assunilition liere 
is tliat. cell size aiicl aspect. ratio of gricls at. tlie saiiie refiiieriieiit level on adjacent. component grids 
is roughly t$lie saiiic. Tlius it. is iiiost. appropriate to interpolate values from adjaceiib grids at. tlie 
same refiiieiiieiit level iiiiless sucli a grid is not. available, in  which case the best possible values 
slioulcl lie used. The proper-iiesting assuniptioii implies tliab in the latter case, tlie values will coiiie 
froin coarser refinement. levels on the acl.jacent. grid. While it could occur that tlie adjacent. 
component grid would liave values available at finer levels, interpolation from the finer level 
acl.jacent grids is not necessary since the values would lie approximately equally tlegradecl 11y 
interpolating directly from t.he fine grids as they wotilcl lie by first. t.ransferring values to the 
adjacent coarse grid and then interpolating. 
We iioii’ cliscuss the procedure for constructing the new refinementn grid patches in the t.wo-leve1 
refinement. case where tlie atlap hive grid liierarcliy consists of tAe Base overlapping grid t.oget1ier 
with refinement. grid patclies oiie level filler than the base grid. The solut.ion data is assumed to be 
available in all cells on all grids in tlic adaptive overlapping grid liierarcliy at. the beginning of the 
coarse-grid tiiiiestep. As in t lie single-grid case. all the refinement. grids a t  the fine level are 
replaced at. user-specified tiiiiestep int.ervals using the adaptive procedure. Tlie proceclure for 
coiis truc ting the new refinemelit, grid pa tclies is easeiit*ially tlie saiiie as for the one-grid case. An 
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lnterpolatlon Region Grid B2 
/ 
’ Interpolation Region Grid B 
Figure 1: The interpolation cells for refinement grid B2 lie within the interpolation region for grid 
B. Interior cells for grid B2 may not lie inside the interpolation region for the coarser grid. 
error estimation procedure is used on each parent grid in all interior cells, and cells of high 
estimated error are flagged. The set of flagged cells is then “diffused” as in the single-grid case. A 
difference in the overlapping grid case, however, is that we do not permit interpolation cells on the 
coarse grid to be flagged by either the error estimation or diffusion procedure. This is disallowed to 
simplify the AMR solution procedure on an overlapping grid. If the diffusion procedure indicates 
that an interpolation cell should be flagged, the “interpolee” cells [23] on the adjacent, grid are 
flagged instead (If a cell on grid A interpolates from cells on grid B, tohe interpolee cells for an 
interpolateion cell on grid A are defined to be those cells on grid L? that are included in the 
interpolat*ion stencil used for determining the solution value in the interpolation cell on grid A). 
This procedure of flagging interpolee cells is a logical extension to the overlapping grid case of the 
basic domain-of-dependence argument for the cell-diffusion process. It, also provides for the 
expansion of a refinement region across overlap boundaries during the course of a. time-dependent 
PDE solution, which otherwise would not take place. Figures 2-4 illustrate the procedure with the 
curved grid representing grid A and the rectilinear grid represents grid B. 
The solution on an adaptively-refined overlapping grid is updated as follows. Values are first 
transferred from the old adaptively-refined grid hierarchy. For interior discretization cells, this 
involves either copying values from grids at the same level with the same parent grid, or 
transferring values from grids at the next coarser level on the same parent grid. Values in 
interpolation cells are transferred in a different way. These values must either be copied from an old 
grid at. the same level with the same parent component grid or they must he interpolat,ed from data 
on an adjacent component grid according to the int,erpolation rules given above. It. is important 
never to transfer coarse grid interpolation values to fine interpolation cells since a degradation of 
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Figure 2: The cell on the curved grid shaded dark dark gray is flagged m a high error cell and will 
be refined. 
Figure 3: A single “diffusion” step of flagging surrounding cells is done. Note that interpolation cells 
(1ight.er gray) are touched by the cIiffusion. These cells are only tagged for the purpose of flagging 
the underlying “int-erpolee” cells and will not be refined. 
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Figure 4: The cells are on the rectilinear grid are flagged (shaded an intermediate gray) because they 
are used for interpolation data by the flagged interpolation points on the curvilinear grid. 
the computed solution can result. 
Away from interpolation boundaries, the solution advance procedure is identical to the 
single-grid AMR procedure. The only difference in the solution advance procedure for int-erpolation 
cells is that no conservative update procedure is usecl.. This is largely due t80 the fact t,hat, we feel 
that satisfactorily efficient methods for conservative update of overlap boundary values on general 
overlapping gricls have not been developed. Some research has been done in this area, however, cf. 
[23, 241. 
SOME IMPLEMENTATION DETAILS 
AMR codes have greater code complexity than single or even block structured logically 
rectangular grid methods. The primary reason for the programming complexity is the demands 
made on the programming environment for dynamic allocation and deallocation of data structures. 
Even communication between grids at the same or different levels is nontrivial. To handle the 
programming complexity, we have begun to move to a programming language more capable in the 
manipulation of complex data structures. We use C++ [25] to handle the dynamic memory 
management. of the data structures and FORTRAN for t.he numerical parts of the algorithm such as 
the integration. This is the first step in moving towards a C++ based programming environment 
that not only abstracts out t-he dat.a structures but hides details of a parallel implementation as 
well. 
C++ 
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C++ is a superset (with some very minor exceptions) of tlie programming language C. For 
those who appreciat$e C, tlie postfix operator l1 ++” is usecl to increment. liy one tlie variable it 
follows. Therefore C++ is literally an addoii to C. C++ adds new capabilities that. liring it. into the 
realm of what. is called Object. Orieiit.ed Prograniiiiing (OOP). OOP is a tecliiiique, cliscipline or 
style of writing progranis. Here algorithms are organized around cla t,a structures called objects that 
both hold c1at.a and supply t.lie functions needed to nianipulate tlie data in safe ways. Eiicapsulatioii 
is often used to describe this process. Tlie goal of OOP is bo ge1ierat.e reusable program modules 
with few side eff’ec t.s. The idea seems a good aiicl siniple concept from a coiiiiiioii sense viewpoint. 
hut. the impleiiieiit.at,ioii of flexible and reusable objects libraries requires a great deal of forethought. 
aiid design. Practice shows 11s that. several design iterabioiis are often required to “get. it. right”. 
The primary way C is augnicnted to beconie a language that supports OOP is though tlie 
iiitrocluction of tlie data structure called a class. A class, in its most simple form, is a st.ruct.ure 
wliich in turn is much like a coiiiiiioii block in FORTRAN. However, classes are used to iiistaiiCiate 
o1iject.s by associating nieniher functions wi tli the class. Member functions are simply functions that. 
operate on the data wit.1iiii the class/strwcture. Once classes are iutxocluced C++ caii hanclle txo 
basic OOP programming paradignis. The first is called inheritance and tlie secoiicl i.’oly?raori.’ltis7la. 
Iiiheri tance is a iiiecliaiiisiii of reuse of objects. New objects can be created from currently 
available o1iject.s liy iiilieri tance. Tlie iiilieri ting objects will liave all the properties of the inherited 
ohjects plus wlia tever is adclecl (dat a or iiiore iiienilm functions). Inlieri t.ance facilitates a rich 
st-ructure of ol1,ject.s tlirougli iiiultiple irilierihaiice (inheriting an iiilieri ted class which may in turn 
inherit o tdier classes) yet. allows the developer to encapsulate clata at. all levels. However, no 
prograiniiiiiig paracligiii will prevent people from wri tiiig sloppy code. 
Iiiheri tmice is further eiiliaiicecl by Polyiiiorpliism. Polyiiiorpliisiii literally riiearis many sliapes. 
111 C++ the saxlie funct.ion iiaiiie or even operahors such as ” +” , ” *” , ... caii lie usecl for many 
purposes. A simple example is to consider the tsyype double, a double precision nuniber. Doubles can 
lie added. sul)bract.ecl. iiiult.iplied, along with a host. of arithietic operations. A siniple example of 
polymorpliism is tfo clefiiie a new class that. would represent. complex numbers as a pair of real 
iiunibers. Many of the saiiie ari t.limet.ic operators tliat are usecl to nianipulate cloubles can lie 
”overloacled” to iiiaiiipulat*e coiiililex nuiiibers as well. Tlie array class library we will describe 
below is anot.lier exaniple of polyaiorpliisni. 
D a h  St,ruct.ures 
The inii)leiiient.at,ioii of t.he ac1apt.it.e overlapping code heavily uses classes to manipulate aiicl 
manage user data. In acldi t.ioii, iiilieri t m c e  is also incorporated to iiiake the code much more 
ammenable to nioclificatioii and/or reuse. Polyniorpliisrii is used very little at this point.. However. 
our current. clirectioii is to use a C++ array class called A++/P++ [2G] with syntax similar to F90 
to develop newer versions of this and other overlapping grid codes. Here polymorpliisni will coiiie 
iiito play as we are overloading the ariblimetic operations four1 in C or C++ to manipulate 
iiiul t.icliiiieiisioiia1 arravs. 
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Tlie design of t.lie aclaptive overIapping code splits the overall algorithm into two sets of pieces. 
Tlie first. set. is a co1lect.ioa of objects and functions that implenient an ”abstract” actaptitre 
overlapping code. The second piece is supplied by a code cleveloper who maiibs to make his or her 
own adaptive overlapping iiiesh code. Wi bliiii the first collec tioii are objects that. describe the 
logical lavout. of the overlapping grids. These ob jects don’t. perform ariy approximation of the 
solution of PDEs but call be iiioclifircl so khat they do. .Here inheritmice is used. Tlie alistract 
o1iject.s are iiilierit.et1 by developer tlefiiierl objecbs that coiitaiii the necessary da t.a to perform useful 
computations. Other o1iject.s wi bliiii the abstract set develop a skelebon set, of fwictions that. give a 
roacliiiap t,liat. caii be used by code clewlopers to rnodify or rebuilcl a iiew algoritlim. These 
functions are called virtual. M’lieii o1iject.s are iiilieri tecl, the inheri tecl object. functions that. are 
labeled virtual car1 be replaced by the inherit.iiig object. Tliis clefiiies a clean interface betxeen t.Be 
developer and t.he ahstaract. code. The developer lias the flexibility to design the riglit functions for 
his or lier iieecls axid tlie ahst.rack iiiterface does not. have to be cliangecl. 
The primary data structwe wit.liin the alistmct. code is a list of ohjects that. represent, 
individual grids. All logical iriforina tion about a component grid or any refirieiiierih is stored in wlia t. 
is called a Patch class. Logical informat-ioii includes logical coorcliiiates of a grid, interpolation 
iiiforiiiatioii and bounclary coiicli tioii iiiforiiiation. A pntchNode is derived from a Patch so tlia t. it 
can be put. in a liiilred list class called a patchlist. This linked list coxitairis only patches at the 
same refinement level 011 a single overlapping grid component.. A levNode is derived from patchlist. 
t.o be added to a list of refinement. levels on a single grid This list. class is called a levlist. In 
aclditioii, there are point.ers within a levNode to point to list of patches 011 other component,s at. the 
same leveI. Finally a class called compNude is derived from levList to be contained in a list. of 
 refinement.^ at. all levels on all components called a complist. 
Although coinplex, iiiiplenient.at.ioi1 of this list stmcture is greatsly siniplified liy using C++ 
iiilieri tmce. “This allows the developer to colicelitrate on numerical aIgoritlinis rather Qliaii the cla t a 
management. aspects. Figure 5 illustrat.es tlie coniplete hierarchy. 
Tlie actual grid geiieratioii is perforiiiecl by calIiiig as a subroutine the CAIPGRD iiiesli 
geiieratioii code [ 171 iiioclifierl to geiierate”mes1i refinements as discussed in the previous section. 
Finally, iiiaiiv siiialler objects and functions are used to help in regriclclirig and managing refinements 
within conipoxients. These objecbs came from a ver.y useful aiicl reusable C++ library from the 
Center for Computational Sciences at Lawrence Liveriiiore Nat.iona1 Lalioratory called BoxLib [Z]. 
NUh IERJCAL R.ESULTS 
Tlie computational exaiiiples present.erl in this paper are two dimensional siiiirila t.ioiis of 
compressible fluid flow as clescribetl by a iiuiiierical approxiniat.ioii to the compressible Euler 
equations. The code ritiis both t.wo - and thee  diniensional problems hi t .  three- cliiiiensional results 
will be descrilied iii a se1iarat.e jotiriinl article because of space liiiii t.at.ions. In general curdincar 
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Grid Data Structure Hierarchy 
- 
patchNode 
- . ] --* (to other patches in the same component and level) Patch 1 -- 
- ._. -. 
( to other IevNodes at same level 
-. -* on different components) 
1 ----iixoae1 ---q [iz~q I-* (to other IevNodes on the same 
8 component at other levels) 
IevList I 
__ . . .._.I_ ___-._ I compList 
Figure 5: The list. e1ement.s from blie top are incorpora t.ecl into iiiore conilAex c1at.a s bruc tures further 
ClOWll . 
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Here 
i= 1 
are the contravariant velocities, and Jt := [let( 
t.raiisforniat.ion froni Cart.esiaii coordiiiat.es x := ( X I ,  x2, 2) tqo curvilinear coordinates 
:= ([I, E 2 ,  ['3). Tlie dependent. varililes are tdie density p, tJie tliree coniponents of ve1ocit.y 
t i i ,  1: = 1.2 ,3 ,  and the eiiergy E.  The pressure, 11 is relat.ec1 t.0 the other variables through the 
equation of state for an ideal gas: 11 = (y - l ) ( p E  - ipCi(ui)2). The finite difference method used 
for the compa t-a tions is lmed  on the coiiservative cell-cent$erecl up'~inrl-centere(Iicl-ceiit.ere(1 Gocluiiov iiiet.lioc1 
in [ZO]. It. lias been modified t.0 use a linearized ap1iroximat.e Rieinaiiii solver described in 
unpublisliecl work l y  Colella, Glaz and Fergusori. (Tlie original iiiethod in[20] used a 
comput.at.ioiiall!I iiiore expensive approxiinatae flux funct.ion liased 011 [28j.) 
I is t.lie cleberiiiinaiit. of the coordinate 
Several test problems were outlined, in advance, by the conference organizers to stiniulate 
cliscussion at. t.he worlrsliop. IIre cliose to compu t.e the double wedge geoiiietqr wliere an oiicoiiiiiig 
Mach 2.1G shock hits a wedge at. an angle of 20 degrees followed by a wedge at  an angle of 50 
degrees three horizontal uiii ts la t,er. Quiescent, presliock values are uiii t-y in  tdie pressure and 
clensit,v. Tlie rat-io of the specific heats (y) is 1.4. Because the geomet.ry was simple enough. two 
coiiiputattioiis were preformecl. The first, coinputation used a single grid t.liat. was cleforriied to fit. the 
doukle wedge geonietry. The second coiiiput.ation uses two component. grids -- the first. grid being a 
Cartesian gfid and the second grid coliform to the wedge bounclary cut.t.ing away the cart.esian grid. 
Figures G and 7 show the grids aiid t1eiisit.y for times near 2.5 tiiie ui1it.s. The solutions are very 
nearlv the saiiie iii structure. However, single grid computation ran iii t-wice the nwnber of cycles 
that. the two grid coniputation did. This' is priiiiarily caused 1iy the thes tSep  in the single grid case 
lieiiig unnecessarily CFL limit.ec1 in tlie upper riglit liaiicl corrier of t.lie comput.at.ioii. The two grid 
case lias uniform cell sizes t.lirougliou t. t.lie comput.at.iona1 region. Another issue lirouglit out. by 
these coiiiput.at.ioiis is conservation. Tlie two grid computation is not coiiservative yet still ilia tclies 
tlie single conservative grid case. This reflects our experience that. if care is talceii in iiiakiiig sure 
that. cells sizes don't. vary greatly from coiiipoiieiitn to component. then iioiicoiiserva tive iiiterpolation 
is sufficient for coniput~atioiial purposes. 
Tlie last. sub.jec o discuss is overall performance of the adaptive algori t h i .  At this point. the 
t.ime spent in tlie integrator is less t.lian 50% of blie entire rmi time. This is priniarily due t.0 t.1i.e 
current iiiiplenieiit.at,ioii of the composite grid geiierabioii package. This package liandles each point. 
on each grid separately iristeat1 of processing a list of points in a vectoriztcl iiiaiiIier. lye are 
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Figure 6: The adaptive grids for a single base grid (top) and two base grid (bottom) computation 
near time 2.5. 
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Figure 7: The density contours for a single base grid (t.op) and tswo base grid (bottom) computation 
near time 2.5. 
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curreutly rewri Biiig the mesli generation package so that i t  can achieve vector pei-foriiiance. 
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SUMMARY 
This paper describes adaptive grid met hods developped specifically for compressible flow com- 
putations. The basic flow solver is a finite-volume implementation of Roe’s flux difference splitting 
scheme on arbitrarily moving unstructured triangular meshes. The grid adaptation is performed ac- 
cording to geometric and flow requirements. Some results are included to illustrate the potential of 
the methodology. 
INTRODUCTION 
A large number of engineering flow problems are concerned with the numerical simulation of 
unsteady compressible flows in complex geometries with moving boundaries. Examples are internal 
gas dynamics with pistons, external flows with bodies in relative motion ( store separation, etc..). 
Our own motivation was related to the prediction of the internal flow in a circuit-breaker, which 
involves electrodes and piston in relative motion 111. 
The computational tools required to tackle these type of problems are still a research area. Only 
from the grid point of view, different schools can be found ranging from overset structured grids to 
global unstructuredegrid remeshing at each time step, and the research is still very active in this 
domain. 
Our own approach is to use an unstructured triangular grid. This choice was driven by many 
factors. First, triangular grids offers a great flexibility in gridding complex geometries with various 
length scales; second, their potential for automation and adaptation is clear; third, it simplifies the 
coding of the flow solver which has no special cases to handle. From this choice, we also select to 
perform adaptation by modifying thegrid with local actions because in many problems, only a small 
portion of the grid need to be modified when adaptation is done. The flow solver also need to take into 
account properly the grid motion and this was assured using an ALE version of Roe’s flux difference 
splitting scheme. 
This technology has enable the investigation of various adaptation strategies, including a novel 
shock fitting approach where the discontinuities are captured at the interfaces of two triangles. 
The paper is organised as follows : we first give a description of the grid management algorithm, 
followed by a few words about the moving grid flow solver. We then present various adaptive strategies 
using grid relocation and grid enrichment. Finally, some conclusions are drawn. 
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GRID MANAGEMENT 
Temporal Evolution of the Grid 
A set of curves serves to describe the geometry and its evolution is described in terms of the velocity 
,of these curves. The temporal evolution of the grid is performed in two steps. First, one computes 
the effect of the moving curves on the grid and second, a smoothing term is added. According to  
this, the velocity of the grid nodes can be represented by: 
w = wg + w, 
where wg is the geometria grid velocity and w, the smoothing grid velocity. Both of these terms must 
respect the boundary conditions defined by the movement of the curves. 
The geometric term wg depends on the two types of curve-node interaction considered: Dirichlet 
and Neumann. In a Dirichlet curve-node interaction, the velocity of the grid nodes that lie on a 
moving curve is set equal to the velocity of the curve. There is no relative motion of the nodes 
with respect to the curve. In a Neumann curve-node interaction, the nodal velocity is set equal to  
the normal component of the curve velocity at the position of the grid node. This is the minimal 
constraint which can be imposed on the grid node in order to remain on the curve. 
The last situation to be considered is the curve-curve interaction. This happens when a grid node 
is located at the intersection of two curves. This type of node will be constrained to remain on the 
intersection of the two curves, and its velocity is simply set equal to the velocity of the intersection 
of the two curves. 
In addition, a smoothing of the grid velocity is performed which consists in assigning to the 
internal nodes the mean velocity of their direct neighbors. This procedure is repeated for a few 
iterations which normally is also limited to some selected nodes located hear the moving curves. The 
final result *is a diffusion-like operator which smoothes out the large variations in grid velocity and 
that was found effective for the type of computations that were conducted. 
The purpose of the smoothing term w, is to produce an additional smoothing of the transient 
grid evolution by improving the grid quality by consideringthe node displacement. The new position 
of the grid nodes is obtained as the average of the position of their neighbors. The velocity of the 
grid nodes is then calculated by dividing the node translation by a time interval, which is chosen to 
be the non-dimensional time scale of the problem. When this action is applied on nodes located on 
a Neumann-type boundary curve, the resulting smoothing grid velocity w, must be tangential to it. 
Consequently the normal component of w, is dropped out and the nodes will slide on this curve. 
Grid Generat ion 
The generation of stretched triangular grids will be performed using an incremental algorithm 
which uses local actions on the grid to obtain, from a given triangulation, a new triangulation with 
the required properties. The different local actions on the grid are driven by a definition of the 
quality of the triangles and the different procedure will have different roles towards the reaching 
of the objective. For the purpose of clarity, the quality will first be defined for an isotropic, or 
non-stretched, grid and then generalized to an arbitrarily stretched triangulation. 
Let us assume that we have a list of nodes N and assume that we also have an element list T 
giving the connectivity of the triangulation. A triangular element is defined by three points T , ,  T ,  
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and r, in a counter-clockwise direction, while its side vectors are defined by AT,, Ar, and Ar,. We 
then define: 
A = &AT, x AT, 
A is proportional to the Jacobian of the triangle (twice its area) while B is the so-called potential 
energy of the triangle [2]. The dimensionless quantity 
A &=E 
varies from zero to one can be used as a measure of the equilarity of the triangle. 
Definition of Stretching 
The stretching of any triangle can be simply defined by considering its transformation into an equi- 
lateral triangle. Such a transformation is built from a rotation of the system of axis to a new axis 
(d, y') followed by a scaling by a factor 1/E in the direction z'. This couple ( E ,  0) can thus be used 
as the definition and measure of triangle stretching. 
Quality of Stretched Triangles 
The quality of a stretched triangle can now be computed. First, one has to define an objective which, 
in the isotropic case, was implicitely an equilateral triangle. One thus needs a spatial distribution of 
stretching amplitude and orientation which is considered as data from the mesh generation point of 
view. The quality of stretched grids can now be measured: we first apply the transformation with 
the couple (Eo, 0,) to a triangle and compute the quality of the resulting triangle in the transformed 
plane as: 
Local Actions on the Triangulation 
Several basic actions on the triangulation are performed to make the grid closer to the objective. A 
remeshing algorithm based on the successive application of these operators is described in ref. [3] for 
isotropic grids. 
The refinement of the grid is obtained through triangle subdivision. A triangle requiring to be 
refined is branched into two triangles by cutting it on it's longest side. The lengths of the side of the 
triangle are measured in the transformed plane. 
The coarsening of the grid is performed through node removal followed by a local remeshing. The 
removal of a node in the triangulation leaves an open polygon. This polygon is then retriangulated 
by recursively removing from it the triangle with the highest quality, until only four nodes are left. 
The placement of the last diagonal is performed according to the algorithm of diagonal swapping, 
described below. This process is influenced by the stretching requirements by retriangulating the 
open polygon in the transformed plane. 
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The swapping of diagonal is a well known technique to obtain a Delaunay triangulation from an 
existing triangulation [4]. It consist in examining each pair of adjacent triangles and to select from 
the two possible configurations for the diagonal side, the one which maximize the minimum angle of 
the triangulation. This procedure is repeated until no more swapping occurs. Generalized Delaunay 
triangulation have been proposed which introduces some notion of space transformation [5,6,7,8]. In 
the current implementation, each valid diagonal side is examined for swapping and the configuration 
which maximize the minimum quality is choosed, where the qualities are measured in the transformed 
plane. 
A coarse-cure procedure has been implemented, which examines the triangulation and marks 
triangles with a small quality (below 0.4) as “bad” triangles. Then, for each bad triangle, the node 
opposed to the longest side( measure in the transformed plane) is deleted. 
The Remeshing Algorithm 
The goal of the remeshing algorithm is to produce a triangulation meeting these required area and 
this, starting from the current triangulation and using the basic tools previously described. The 
proposed remeshing algorithm is described in ref. [9]. The first step determines which triangles requires 
refinement or coarsening and a corresponding code is attributed to each triangle. In practice, these 
actions are discrete operations on the grid and some care must be taken in setting the triangle code 
to avoid possible oscillations in the remeshing process, i.e. to insure a quasi-smooth grid convergence. 
To do so, one has first to evaluate the average performance of the two basic operators, the refinement 
and the coarsening. The refinement operator produces triangles of area half of their parent. The 
coarsening operator which, in the average, will operate on nodes surrounded by 6 triangles, produces 
new triangles areas of about 1.5 times the average parent area. From this basic data, the code on 
triangles have been set according to the following inequalities: 
IF actual area > 3/2 required area THEN set a refinement code 
IF actual area < 3/4 required area THEN set a coarsening code 
Geometric Requirements 
The computation of flows in complex geometries with moving boundaries must also take into acount 
the geometric requirements. As discussed in ref.[10], these requirements are governed by two different 
aspects of the computational domain: the curvature of the bounding curves and the proximity of the 
various parts of the domain. 
An automatic method for computing these requirements has been described in ref [lo]. The 
method defines a reference grid density which respects th geometric requirements from both the 
curvature and proximity point of view. 
Adaptivity and Flow Coupling 
Error Estimation 
The principle of estimating the error by projection of the solution in a higher order subspace has been 
used in the present work. Starting from an existing flow solution, which is piecewise constant in each 
triangle,’a projection to a piecewise linear solution is performed using the technique of Barth [ll]. 
The error in the solution in each triangle is then estimated to be the integration of the difference 
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between the linear and constant solutions. In addition, since the error is estimated to be proportional 
to the grid size (for the first order implementation of the Roe scheme), the required areas are obtained 
by scaling. 
Some peculiarities of compressible flow solutions must nevertheless be taken into account when 
one tries to use directly this type of error estimation. In practice, and due to the intrinsic nature of 
compressible flow solutions, very high ratios of minimum and maximum required areas for triangles 
will be obtained. This results in extremely small triangles in regions of high gradients of the solution 
and these will reduce strongly the convergence of the computation. To overcome this problem, some 
limits on smaller and larger triangles in the computational domain must be imposed. 
Grid Control Strategy 
We propose to start by devising a initial grid for the solution process, which will be called the 
"reference grid". The limits on the smallest and the largest triangle area are then specified in terms 
of a fraction of the reference grid, and are thus locally defined. For computations in geometries which 
need very high ratios of initial grid sizes, this approach is more flexible than the specification of 
absolute minimum and maximum sizes. Another advantage of this approach is the ability to deal 
with both the geometric and flow grid requirements during a transient solution process. 
The frequency of remeshing is determined by two conditions: the geometric requirement and the 
flow requirement. A geometric remeshing is performed each time that the Atc~;d, which is defined as 
the minimum time interval needed to reduce one of the triangle areas by one half [12], is reached. In 
this grid adaptation step, very few triangles are normally involved. A fluid remeshing is carried out 
after a certain number of iterations on the flow solution. The frequency of this action is determined 
by a user controlled variable, as are the minimum and maximum area ratio limits. 
Details about the grid management algorithms can be found in refs. [3, 9, 13, 14, lo]. 
FLOW SOLVER 
The mathematical model describing an inviscid thermally nonconducting perfect gas is given by 
the Euler system, which can be written €or a general moving (or non-moving) reference frame in 
integral form as: 
n . FdS = J,,,, fdV (3) 
where UT = [p, p u ,  pE] is the vector of dependent variables, with p,  the density, u,the fluid velocity, 
and E the specific energy. The term FT = [p(u - w),p(u - w)u + I p , p ( u  - w)E + up] is the 
flux tensor,where w is the mesh velocity, p is the pressure, and I is the unit tensor. The variable n 
indicates the outward unit vector normal to the boundary. The symbol f denotes external sources 
from the physics or from the axisymmetric formulation. In this case, fT = 10, e ,p /y ,  01. These 
conservation laws are completed by the equation of state p = (7 - 1)pE. 
The associated discrete approach to the above integral equations is referred to as a Finite-Volume 
method. For the case of non-moving meshes, with no source terms, and using an explicit procedure, 
the variables U"+' are updated by: 
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where Fi represents the discrete flux through a face Bi during a time interval At and V", the volume 
of the cell. 
Among the different possibilities to obtain the flux vectors on the cell faces, the methods based on 
the solution of a set of local Riemann problems are used frequently. As their exact solution is costly, 
several approximate alternatives have been proposed, one of these being introduced by Roe [15]. 
Roe's Scheme for Moving Grids 
The ingenuity of Roe's procedure relies on the definition of an average state A* which approximates 
the Jacobian A = E of the equation = L3X = A%. This average state can be obtained on 
the basis of the quadratic character of the variables: fi, e, @, f i h .  Using this information, 
averaged right eingenvectors e k ,  eigenvalues Xk,and wave strengths ak can be obtained. Then it is 
possible to define the flux at a face, say, i+1/2 as: 
with ( 5 )  
This method can be extended to 'moving grids in a simple manner. For example, for a grid node 
moving with a velocity w,the wave speed A1 = (u  - a )  (where a is the speed of sound), becomes: 
X I  = (u  - a  - w).On the other hand the flux F(u)  now transforms to F(u  - w). In this respect there 
are two fundamental remarks to be done. First, this modification only afects the convective terms. 
Second, the grid motion is characterized by the face velocity which is defined by: 
AV 
SAt 
w = -  
where S represents the face area at a given time, and AV the volumetric increment along a face. 
Details of this fundamental approach are given in [12]. 
Applying these ideas, the updated variable Un+l can be computed by: 
It can be realized that the term in brackets corresponds to the advanced flow variable Un+' 
computed after Eq. 4, with the term Q; modified to Q; - AK. More details concerning the extended 
Roe's scheme for moving grids can be found in ref. [16]. 
ADAPTNE METHODS 
Grid Optimization 
A spring smoothing scheme is derived by minimizing the function that represents the total poten- 
tial energy of the triangulation given by: 
@=CrcB 
T 
where K is a penalty for the spring system. The Laplacian smoothing scheme is obtained by using 
K = 1. However, the penalty can be accomplished differently for a better control of the grid. Such 
a penalty was introduced by Kennon and Anderson [2] to treat the case of non-convex domains and 
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K = 1/A was used. In the current work, the spring constants are choosed as a function of the qualities, 
such that: 
where $(Q) is a function that depends only on the quality of the triangle. Since the Eq. 8 is continuous 
with respect to  the position of the nodes T ,  a minimum of the function will be found when the gradient 
Optimization of Stretched Triangles 
Following the previous discussions and definitions, a generalized form of the non-linear spring system 
given by Eq. 8 and 9 can be obtained by the minimization of the function: 
' of Eq. 8 with respect to T is zero. 
Minimization Methodology 
The previously defined optimization problem is then solved using the gradient method of steepest 
descent. It is well known that this simple algorithm can converges very slowly but it is sufficient to 
test the formulation of the problem and the implementation of some more sophisticated optimization 
strategies are reported to a future work. 
Details about the various adaptive strategies can be found in refs. [17, 181 
Example 
The optimization strategy is applied to the computation of a shock reflection problem. The initial 
grid and solution are reproduced on Fig. 1. The shock is diffused over two or three cells. Starting 
from this solution, requirements on grid stretching and orientations have been set according to the 
gradient of the density. 
Figure 2 illustrate the final grid and solution. A comparison of the optimized and initial grid is 
presented on Fig. 3 where it beomes evident that this type of adaptation is a serious alternative to 
grid refinement. 
PLILLIO - "" " "y."" " " - - " -- -- " - - " - - - - - - -  
Figure 1: Initial grid and isoMach lines. 
Figure 2: Optimized grid and isoMach lines. 
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Figure 3: Density profiles for the initial and optimized grids. 
Shock Fitting 
The adaptation to  discontinuities such as shock waves has been a persistent problem in the nu- 
merical simulation of compressible flows. The weakness of the shock capturing approach is that the 
shocks are captured over several grid points. While the sharpness of these discontinuities can be im- 
proved by refining the grid in the vicinity of these regions, this leads to computing costs due the large 
number of elements and the decrease of the global time step particularly in 2 or 3D space dimension. 
The shock-fitting approach and recent variants such as the A-scheme have fared better on the second 
count with some severe limitations on the topology of interaction patterns. 
Resolving these problems requires addressing some fundamental and technological issues relating 
to the correct computation of shock discontinuities and their detection. Until recently it was felt that 
applying the Rankine-Hugoniot relations was the only way to achieve the exact jump conditions. With 
the Roe scheme, it is possible, although this is not generally appreciated, to obtain the exact jump 
provided the shock and the cell face are aligned. The problem of shock detection and tracking does 
not have rigourous foundations and is still largely based on heuristics. However a recent study [19] 
has proposed a model for the wave propagation phenomena. In this model three basic waves are 
identified and relations to compute the directions and strengths of these from the basic variables are 
given. It is possible, to extract information from the flow field this model to align locally the mesh. 
Coupled with a grid adaptivity algorithm, it is felt this model can produce the local grid alignment 
to allow the correct jump calculation and sharp shock resolution by the Roe scheme. 
In the present section, a methodology is described to perform these tasks. The basic idea in the 
present method is to adapt dynamically the mesh to fit discontinuities in the flow. This involves 
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two fundamental capabilities: the first one is to detect accurately the various wave patterns of the 
flow; the second one is to  perform the required actions on the grid to  align it with discontinuities. 
The adjusment of the grid must be carried out without perturbing the solution because the method 
is to be applied to unsteady flows and because the convergence of the process will be improved if 
unphysicaI perturbations are avoided. 
In the present work, feature detection is performed using the wave model proposed by Roe. This 
model has demonstrated its accuracy to capture oblique shock waves as well as contact discontinuities. 
A full description of this wave model is found in Ref. [19]. Application of this wave model requires 
the flow gradients. In the present finite-volume scheme, the flow properties are piecewise constants 
for the first order scheme and piecewise linear for the second order scheme and for both schemes are 
stored at the centers of the triangles. The flow gradients are computed at the triangle center using 
a standard Gauss quadrature involving all the triangles sharing a common node with the considered 
triangle. 
Identification of the Flow Features 
The wave model used in this study is based on a superposition of linear waves and is not capable 
of representing genuinely non-linear waves and discontinuities. But this is not critical because it is 
not used for that purpose. What is required is the detection of a dominant wave and its angle. On 
the other hand, when the model is applied in regions of discontinuities such as shocks or slip lines, 
a correct physical behaviour will be captured by the model. More specifically, a shock wave will be 
seen as a strong acoustic wave, a slip line will be represented by a shear wave and a moving contact 
discontinuity as an entropy wave. This correspondance is at the basis of the detection algorithm. 
The detection process involves the filtering of the waves which comprises two operations. First, 
the weak waves are discarded, based on the relative strength of each wave. The criteria for this step 
has been fixed at ten percent of the maximum wave intensity over the whole domain. Second, only 
one wave needs to be selected for each triangle. In this case, a wave is retained if it has a strength of 
an order of .magnitude greater that the other waves in the same element. 
After this process, most of the triangles will have their waves discarded, except triangles near 
discontinuities, dividing the whole triangulation in two groups: the active group comprising triangles 
with only one strong wave and the non-active group comprising triangles without a dominant wave. 
Adaptation 
The grid management is a critical aspect of the algorithm. It is performed with three basic actions: 
i) orientation of some edges of the triangulation to align them perpendicular to the wave direction; 
ii) translation of the edges to follow moving discontinuities; and iii) removal ill shaped triangles. In 
addition a grid adaptivity procedure can be superimposed on these algorithms. 
Orientation of the edges The orientation of the edges is obtained from the output of the feature 
detection phase of the method based on the wave model. As described in section 3.2, this is a set of 
triangles for which a dominant wave has been identified. Only the orientation of this wave is 'used to 
modify the orientation of the grid. 
The list of triangles in the active group is converted into a list of active edges. For each triangle, 
an edge is selected which is the most perpendicular to the main wave; and the an edge becomes 
active only if it is selected by its two neighbor triangles. With this list of active edges, an attempt 
is made to orient these edges perpendically to the dominant. As conflicting requirements can result 
from different wave directions, this is carried out globally through an optimisation procedure. A 
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function that represents the vector product between the normalized wave orient at ion vector and the 
normalized side vector is constructed. The minimization is performed using a gradient method based 
on the steepest descent technique. 
Translation of the edges The translation is performed to mow the edges directly on the shock or 
slip lines. One is reminded that the third condition on Roe’s average state matrix is another form of 
the Rankine- Hugoniot condition. This is obtained by adding at each node the velocity of the main 
wave in the direction detected by the wave model. For this action, the velocity of the main wave is 
taken from the flux eigenvalues provided by Roe’s scheme which are more accurate than the wave 
speeds computed by the wave model, because of the Gauss quadrature required for the latter. For 
steady discontinuities the movement converges to an accurate positioning of the edges directly on the 
discontinuities. For unsteady flows, the velocity obtained at each node is the sum of two velocities, 
one of which follows the normal movement of the discontinuity and the other that rotates the edge 
about the discontinuity. 
Flow Over a Wedge 
This first test case will be used to illustrate how the method works. It consists of a Mach 2 flow 
incident over a 10 degree wedge. The effect of the various actions involved in the process of grid 
adaptation will be investigated in a systematic way. The starting point of the adaptation process is 
the grid and solution represented on fig. 4. The oblique shock wave is captured by the scheme and 
extends over approximately two to three cells. In a first computation, the method was used without 
cure and adaptation. This means that the grid connectivity remains unchanged as the grid nodes 
move. After a few time steps, the grid motion and the optimization phase of the algorithm have 
almost succeeded in aligning the grid with the shock wave. This is illustrated on fig. 5 together with 
the current grid velocity, as computed by the algorithm. 
After a few hundred time steps, some triangles tend to degenerate along the shock line, as shown 
in fig. 6. This is attributable to the translation grid velocities which attempts to bring grid lines from 
both side of the shock to the shock position directly. At this point, the algorithm almost stops due 
to the time step limitation given by the CFL criteria. The solution obtained is represented on fig. 6 
in the form of a step function of the Mach number. It can be appreciated on this figure that even 
if the algorithm stops because of a degenerated triangle, the overall solution is improved compared 
to the initial solution. However, further improvements are straigtforward if one now allows for some 
cure action of the grid. 
In a second computation, grid cure was allowed while adaptation was still unused. The actions 
on the grid are thus limited to node removal and the result is that the number of grid nodes will be 
reduced as the grid is cured. 
The results obtained with this procedure are shown on Fig. 7. One can see the ability of the 
method to align grid lines with the shock. However, as the grid becomes coarser, the ability of 
the wave model to correctly indicate the wave angle becomes problematic. It is thus suggested to 
complement the coarse cure method by a local remeshing including refinement. 
The third result to be presented thus allows some kind of refinement of the grid. However, to 
simplify the analysis, the control of the remeshing is based purely on geometrical data, i.e. the flow 
has no influence on this refinement. The refinement criteria was the following: a triangle is refined if 
its area is 1.5 times the reference area value, which is the value of the triangle over of the initial grid 
at the same spatial location. The refinement is performed by disecting the triangle along its longest 
side. This insures that the grid size distribution will remains almost identical to the initial grid. The 
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resulting grid and Mach number distribution are presented on Fig. 8. The shock is clearly identified 
on the grid itself and the Mach number distribution is sharply discontinuous. 
Figure 4: Initial grid and Mach graph. 
1122 
9 
Figure 5 :  Grid and grid velocities after a few time steps. 
Figure 6:  Grid and Mach graph without cure and adaptation. 
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Eligure 7: Grid obtained using the cure action. 
Figure 8: Grid and Mach graph with cure and adaptation. 
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CONCLUSION 
This paper has presented a set of methods for the computation of complex 2D compressible flows 
in domains with moving boundaries. It has been shown that the complete methodology provides a 
comprehensive tool for the solution various problems of engineering. 
However, more work still need to be done on specific aspects to improve the accuracy and reIiability 
of the method. More specifically, our future work will be concentrated on : 
e develop a conservative interpolation algorithm €or coarsening operations 
0 develop a more rigourous error estimator to drive the adaptation process 
e quantify the performance of our adaptive methods 
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SUMMARY 
In recent work we have formulated a new approach to compressible flow simulation, combining 
the advantages of shock-fitting and shock-capturing. Using a cell-centered Roe scheme 
discretization on unstructured meshes, we warp the mesh while marching to steady state, so that 
mesh edges align with shocks and other discontinuities. This new algorithm, the Shock-fitting 
Lagrangian Adaptive Method (SLAM) is, in effect, a reliable shock-capturing algorithm which 
yields shock-fit ted accuracy at convergence. 
INTRODUCTION 
One of the principal difficulties in computing compressible flows is that such flows are generally 
only piecewise smooth. The solutions are smooth, except along a sequence of arcs or surfaces at 
which the solution or its derivatives have jump discontinuities. In the vicinity of these 
discontinuities, difference approximations are problematic. Moreover, errors at shocks can 
contaminate the solution everywhere. 
shock-fit ting. Shock-capturing, in which one applies a well chosen difference scheme throughout the 
flow field, is effective and reliable, but is usually only first order accurate near shocks. Such schemes 
smear shocks over several mesh cells, limiting the accuracy and resolution obtainable. 
The alternative is shock-fitting) in which the shocks are treated as internal boundaries in the 
flow across which one applies the Rankine-Hugoniot jump conditions. Shock-fitting algorithms can 
achieve an arbitrarily high order of accuracy, though properly locating shocks is difficult, especially 
for flows containing complex embedded shocks. 
In recent work we have formulated a new approach to compressible flow simulation, combining 
the advantages of shock-fitting and shock-capturing. The fundamental difficulty in shock-fitting has 
always been that of unambiguously detecting and locating shocks. In simple cases, such as that of a 
strong bow shock, one has enough afiriori knowledge of the shock location that fitting schemes are 
highly successful. However) in more complex situations, shock-fitting becomes difficult and 
unreliable. For this reason, given the simplicity and effectiveness of modern shock-capturing 
NAS1-19480. 
There are two basic approaches to computation of compressible flows, shock-capturing and 
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schemes, the latter have come to dominate computational aerodynamics, despite their limited 
resolution. 
unstructured meshes [l]. Roe’s scheme is a popular and effective method, which has an interesting 
property: at steady state, this scheme imposes the exact Rankine-Hugoniot jump conditions on any 
cell face which is oriented to and lying along a shock or other flow discontinuity. Thus if we warp 
the mesh while marching to steady state, so that shocks and other discontinuities lie along cell 
faces, Roe’s scheme gives virtually exact answers there. This is the basic idea of the Shock-fitting 
Lagrangian Adaptive Method. SLAM is, in effect, a reliable shock-capturing algorithm, which 
incidentally yields shock-fitted solutions at convergence, with the attendant improvement in 
accuracy and resolution. 
The new approach we are exploring begins with a cell-centered Roe discretization, on 
RELATED WORK 
While shock-fitting has existed for decades [2, 3,4], the idea of warping an unstructured grid in a 
shock-capturing code to effectively fit shocks is new. The basic idea of using a conservative 
shock-capturing scheme on unstructured meshes, and warping the mesh to fit shocks during 
iteration to convergence, was independently developed by several groups, including ourselves. 
beyond that the details of these approaches differ, Parpia and Parikh [5] use the waves occuring in 
a six-wave multidimensional Riemann solver to align mesh edges with shocks, without actually 
fitting shocks. The multidimensional Riemann solver, due originally to Roe, is described in 
references IS, 73. Aligning the grid allows them to achieve true “one-point” shocks, free of the 
“splitting error” that occurs when shocks cross the mesh at an oblique angle. The other group, 
Trepanier et al., also used the six-wave multidimensional Riemann solver’to control mesh warping 
[8, 91. HoweTjer, unlike Parpia and Parikh, they also move mesh edges to coincide with shocks, thus 
obtaining shock-fitting accuracy in the final solution. 
Our algorithm is similar to that of Trepanier et al., differing in that we warp the mesh using only 
density gradients, rather than using the waves occuring in a multidimensional Riemann solver. 
Thus unlike these other groups, we do not need a separate discretization to control mesh movement. 
In effect, we are reusing information from the Roe scheme discretization. 
All three of the groups we are aware of used algorithms based on Roe-scheme discretizations, but 
ALGORITHM DESIGN 
The discretization used here is the cell centered Roe scheme. This is an effective and heavily 
used scheme, whose occasional failings are now well understood and easily overcome [lo]. In our 
algorithm we march to steady state using the Roe scheme coupled to a “locally implicit’’ time 
stepping scheme [l]. For the first 30 or 40 iterations, we keep the mesh frozen, allowing initial 
transients to dissipate. After that, we allow the mesh to warp at each time step to fit the 
developing shocks. 
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Figure 1: Attraction of Vertices to Shock 
Our scheme for warping the mesh consists of two separate components: 
1. A shock detector 
2. A vertex attraction force 
The latter is applied only at points detected as shocks. There is no direct consideration of either 
attracting or orienting edges, we simply attract vertices to shocks. In effect, we are making use of 
the following principle: 
When two vertices of a triangle (or three of a tetrahedron) lie on  a 
straight shock, the intervening cell face exactly fits the shock. 
Our current shock detector uses density gradients at the vertices, computed, for example, by 
Green's theorem path integrals. Let g," denote the density gradient at vertex v and time step n. For 
all neighboring vertices, a of v, define a weight 
where . denotes the normal inner product. Then we take the weighted average of gradient norms, 
with 
respect to these weights: 
Cneighbors w: I Is," I I c," = 
Cneighbors wt 
We flag points at which the density gradient exceeds this average of gradients at surrounding 
points. In particular, we threshold the quantity 
where E > 0 is needed to avoid division by zero in smooth regions. With both numerator and 
denominator proportional to the density gradient (neglecting epsilon), this detector is equally 
effective at detecting weak and strong shocks. 
forces to each shocked vertex. The force at vertex TI in our scheme is of the form: 
Once we have flagged the vertices along the shock, we attract vertices to the shock, by applying 
9," s; - 
Il9vnII 
That is, a scalar multiple, of the unit vector in the direction of the density gradient. The scale 
factor st: 
S: = h," (pz-z) 6; 
129 
with: 
h: ......... local mesh size 
p, ......... angle-weighted vertex average 
pv ......... local ambient density 
n 
-n 
6: ......... magnitude of local density range 
We take h: to be the minimum length of edges incident on v, while p: is the angle-weighted vertex 
average, as before. 
both depend on the range of density in a small surrounding region. Define 
the “local maximum density” p’;”,, as the maximum density in cells touching vertices neighboring v. 
Thus P’;” ,~ is the maximum density in the 20 or so surrounding cells. Similarly, define the “local 
minimum density” pg,v as the minimum density in these surrounding cells. Then the local density 
range is: 
Quantities 6: and 
n 
6: = P?,v - P0,v 
Similarly, the local “ambient density” is 
Note that this is an average of density extremes, as opposed to a direct average of densities. 
The motivation behind all of this is the following. A vertex along a shock is correctly located 
when the density value there is midway the high and low density in a surrounding region. Thus we 
want to satisfy the equation 
at vertices along shocks. The scale factor s: approximates the amount of the correction needed to 
satisfy this equation. Since we adjust the grid at every iteration, the precise scale factor used is 
unimportant; in effect it is just a relaxation parameter. 
P1 = IC 
MESH CONTROL 
In our scheme, vertices are rapidly attracted to shocks. However, without constraints on mesh 
movement, one rapidly produces undesirably thin cells, or negative cell areas. To avoid this two 
things are needed: 
1. mesh control forces, partially counteracting the forces attracting shocks to vertices. 
2. mesh movement step-size control. 
We are currently using two forces, one proportional to the change in cell area, another based on 
angles at vertices. The latter, which applies torques on edges, prevents angles from approaching 
either 0 or 180 degrees. As angles approach either 0 or 180 degrees, the torques it produces become 
infinite. Thus if the ODE governing mesh movement is properly integrated, degenerate triangles 
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cannot occur. By contrast, using “springs” on edges is not effective, since they cannot prevent 
angles from approaching 0 or 180 degrees. 
is to compute a maximum step at each vertex, designed to prevent degenerate triangles. For every 
triangular cell R let h m ; , ( T )  be the minimum of the three altitudes. Then for each vertex define 
There are a number of ways to control the step-size in the mesh movement scheme. Our approach 
min hmin (R)  
neighborzng triangles 
hmin (v) = 
If no vertex v moves further than ihmin(v), degenerate triangles cannot occur. 
Note that controlling step-size alone suffices to prevent degenerate triangles, 
may be quite poor. The combination of these mesh control forces and step-size 
maintaining mesh quality, while still allowing effective fitting of shocks. 
but grid quality 
control suffices to 
GENERALIZED VAN ALBADA LIMITER 
The first order scheme just described works well, but provides inadequate resolution in smooth 
regions. Second or third order accuracy can be achieved with a MUSCL-style scheme [Ill, in which 
one reconstructs a polynomial in every cell via an appropriate “limiter.” One way of doing this is to 
adapt the stencils, following the EN0 approach. However EN0 is complex and expensive on 
unstructured meshes [12]. 
Our approach is, instead, to use a multidimensional generalization of the Van Albada limiter 
[13]. This limiter is simple, reliable, and has the attractive property of not clipping extrema. Thus 
it can, in principle, achieve perfectly sharp approximations of N-waves on very coarse meshes. 
The goal in a MUSCL scheme is to replace the constant value in each cell by a linearly varying 
distribution 
where (Sq); is an approximation to the gradient. The Van Albada limiter takes this gradient as a 
nonlinear average of the gradients computed by forward and backward differencing: 
a n ( d  = a;” + (71 - 7 1 i ) ( w ;  
(SdP = ave (4;”+1 - a;“, a;” - qn i-1 ) 7 
using the averaging function 
(b2 + c2) a + (a2 +e2)  b 
u2 + b2 + 2 c2 ave ( a ,  b)  = ’ 
where epsilon is a small positive constant designed to provide smooth transitions. This kind of 
averaging was used in [13] for all quantities except density, which was handled slightly differently to 
avoid negative overshoots in strong astrophysical flows. 
The Van Albada limiter generalizes easily to unstructured meshes. To see this, rewrite the above 
formulas as 
with: 
(&a): = wa (@+I -a?) + wb (q?-a?-l), 
(b2 + e’) 
a2 + b2 + 2 c2’ wa = 
(a2 + c2) wb = 
a2 + b2 + 2 c2 
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Now in a similar way, for triangular mesh cells, assume one has gradients g:, g r ,  g," at the vertices 
of a triangle, obtained, as usual, by Green's theorem path integrals. Then one can compute the cell 
centered gradient as 
for suitable weights wa, Wb, w,. Constraining these weights by 
n gn = wa 9," + wbgr + wc 
w,, wb, wc E [o, 11. 
yields second order consistency of the overall scheme, assuming the nodal gradients are first order 
accurate. We also want to preserve the Van Albada property of not clipping extrema. The 
particular choice we used was 
( b  c + c2) w, = 
a b  + b c  + c a + 3 $ '  
(e  a + E2) wb = 
a b  + b c  + c a + 3 e 2 '  
( a  b + e2) w, = 
a b  + b c  + c a + 3  c2' 
with a = llga112, b = \lg~,11~, c = ~ ~ g c ~ ~ 2 .  Other choices work about as well. In particular, one can 
chose 
a = I lgal l ,  = Ilgbll, = Ilgcll, 
in closer analogy with the original Van Albada scheme. We prefer the stronger switching that 
occurs in using the squares. 
gradients use information entirely from one side of the jump, thus achieving second-order 
consistency while avoiding spurious oscillations. Thus one can think of this as an inexpensive 
approach to ENO, avoiding the use of complex adaptive stencils and to some extent the 
convergence difficulties they create. 
This generalized Van Albada limiter has the property that near strong jumps the reconstructed 
EXPERIMENTAL RESULTS 
Results obtained with SLAM, while preliminary, seem quite promising. We have, in general, no 
trouble with strong shocks, including attached and detached bow shocks, fish tail shocks, and 
standing shocks on transonic airfoils. Similar techniques can be used to resolve slip lines and 
contacts [9], though we have not yet studied this. 
Figure 3 shows the same mesh after modification by SLAM to align mesh edges with shocks. 
Figure 4 shows the density field on this 8,000 point adapted mesh. The shocks are sharp all the way 
to the far-field boundary, and the limiter is also producing an accurate solution in the smooth 
region between shocks. 
Figure 2 shows an un-adapted mesh of 8,000 points around a 10% circular arc airfoil, while 
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One can judge the solution more accurately by taking cross sections. Figures [6-7] show density 
contours on cross sections one and four chords from the axis, computed using the the 8,000 point 
mesh in Figure 3. As can be seen, the sonic-boom profile is well captured, even four chords from 
the axis. These solutions are mesh-converged to graphical accuracy in the smooth regions. 
However, there is a slight anticipation of the bow shock, due to small errors in the shock location. 
This is caused by several numerical effects, which create second-order errors in the shock location. 
For this simple problem, one can obtain qualitatively reasonable solutions via SLAM, using as 
few than 1,000 mesh points. However, accuracy is lacking until the smooth regions are resolved. By 
contrast, Figures 18-91 show the solution on the un-adapted 8,000 point mesh of Figure 2, one and 
four chords from the axis. With the Lagrangian mesh adaptivity turned off, the sonic boom profiles 
are now badly distorted. Figures [lo-111 show the same solution on a 32,000 point mesh. The 
solution is still quite smeared, even though this is a second order accurate scheme, and we made a 
real effort to locate mesh in regions where the sonic boom was expected. 
On the 8,000 point mesh, at four chords from the axis, Figure 9, the bow and tail shocks are 
separated by about 15 mesh widths. Thus significant smearing is inevitable. This smearing is not 
as severe on the 32,000 point mesh, which has four times the mesh density throughout the flow 
field, but the answer there is still much poorer than the SLAM solutions on the 8,000 point mesh. 
In particular, comparing Figures 11 and 7, notice that the extrema are substantially blurred on the 
32,000 point un-adapted mesh. The combination of Lagrangian adaptivity and our generalized Van 
Albada limiter is particularly effective at getting the extrema right. 
Figure 5 shows a more complicated example, flow over an airfoil with a perfectly sharp nose. 
Since the interior angle at the nose of this airfoil is zero, there is no shock there. Instead, a lambda 
shock forms in the free stream, some distance away, where the acoustic waves coalesce. Figures 12 
show the density cross section just off the body (0.1 chords from the axis). The smooth profile at 
the nose in Figure 12 rapidly steepens into a shock. By 0.4 chords, shown in Figure 13, the eventual 
N-wave solution is beginning to form. 
adaptive scheme has no effect on the underlying conservative discretization. Thus examples like 
this, with coalescing waves, intersecting shocks, and so on, present no difficulty, at least in principal. 
We are in the process of comparing the SLAM algorithm with standard mesh-enrichment 
schemes. SLAM achieves shock-fitted accuracy without addition of mesh points, while enrichment 
strategies substantially increase the number of mesh points, and still produce diffused shocks. Thus 
SLAM should, in general, require about one tenth as many mesh points as mesh-enrichment 
schemes in 2D, and should be relatively even better in 3D. The results of such a comparison will be 
reported in a sequel. 
The point of this second example is that, unlike most shock-fitting schemes, the Lagrangian 
CONCLUSIONS 
Lagrangian adaptive grid methods, like SLAM, have great potential for resolving shocks and 
other flow discontinuities. Unlike mesh-enrichment strategies, which put much finer mesh along 
shocks, fitting strategies can resolve discontinuities without increasing the number of mesh cells. 
This advantage is especially important in three dimensions, where the cost of tiling shocks with fine 
mesh is great. This improved resolution is achieved at little cost, and without loss of robustness, 
since we retain a Roe scheme-based shock capturing scheme. Thus even if the fitting scheme fails, 
we still have a robust and effective shock-capturing algorithm. 
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We have demonstrated the efficacy of SLAM in 2D, and are beginning work on an analogous 3D 
code. The latter is intended to be applied to the problem of predicting the sonic boom profiles of 
supersonic aircraft. Current CFD codes cannot adequately resolve the complex shock waves 
emanating from a supersonic vehicle, since one cannot afford a sufficiently fine grid extending 
several body-lengths from the aircraft. Fitting schemes, like SLAM, will be able to do much better, 
. and should be able to reproduce the complex shock patterns observed in wind-tunnel experiments. 
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Figure 2. Initial Mesh for Circular Arc Airfoil Figure 3. Adapted Mesh for Circular Arc Airfoil 
Figure 4. Flow Field, Circular Arc Airfoil, 
Mach 1.4. 8000-point Adapted Mesh 
Figure 5. Flow Field, Pointed-nose Airfoil 
Mach 1.8, 9000-point Adapted Mesh 
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Figure 8. Density One Chord from Axis, 
Circular Arc Airfoil, Mach 1.4, 
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Figure 7. Density Four Chords from Axis, 
Circular Arc Airfoil, Mach 1.4, 
8000-point Adapted Mesh 
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Figure 9. Density Four Chords from Axis, 
Circular Arc Airfoil, Mach 1.4, 
8000-point Un-adapted Mesh 
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Figure 10. Density One Chord from Axis, 
Circular Arc Airfoil, Mach 1.4, 
32000-point Un-adapted Mesh 
Figure 11. Density Four Chords from Axis, 
Circular Arc Airfoil, Mach 1.4, 
32000-point Un-adapted Mesh 
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Figure 12. Density 0.1 Chords from Axis, 
Pointed-nose Airfoil, Mach 1.8, 
9000-point Adapted Mesh 
Figure 13. Density 0.4 Chords from Axis, 
Pointed-nose Airfoil, Mach 1.8, 
9000-point Adapted Mesh 
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Abstract 
A method for generating high quality unstructured triangular grids for high Reynolds 
number Navier-Stokes calculations about complex geometries is described. Careful attention 
is paid in the mesh generation process to resolving efficiently the disparate length scales which 
arise in these flows. First the surface mesh is constructed in a way which ensures that the 
geometry is faithfully represented. The volume mesh generation then proceeds in two phases 
thus allowing the viscous and inviscid regions of the flow to be meshed optimally, A 
solution-adaptive remeshing procedure which allows the mesh to adapt itself to flow features 
is also described. The procedure for tracking wakes and refinement criteria appropriate for 
shock detection are described. Although at present it has only been implemented in two 
dimensions, the grid generation process has been designed with the extension to three 
dimensions in mind. An implicit, higher-order, upwind method is also presented for 
computing compressible turbulent flows on these meshes. Two recently developed 
one-equation turbulence models have been implemented to simulate the effects of the fluid 
turbulence. Results for flow about a RAE 2822 airfoil and a Douglas three-element airfoil are 
presented which clearly show the improved resolution obtainable. 
1 Introduction 
The desire in the engineering community to  simulate numerically flows about increasingly 
complex geometries has fueled interest in the development of unstructured grid methods. These 
met hods provide great flexibility in dealing with the complex geometries encountered in practice 
and offer a natural framework €or solution-adaptive mesh refinement. As attention has turned to 
solutions of the full Navier-Stokes equations, several methods have been recently developed to  
address the special requirements imposed on the grid generator. At the high Reynolds numbers 
encountered in typical aerodynamic applications, the viscous effects are felt predominantly in the 
very thin boundary layers adjacent t o  solid surfaces and in the wakes. In these regions, the normal 
length scale can be many orders of magnitude smaller than the tangential length scale. For 
*Doctoral Candidate, Aerospace Engineering and Scientific Computing 
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efficiency this requires that the mesh be highly stretched in the viscous regions while local isotropy 
is desired in the mainly inviscid regions of the flow. 
accomplished in two phases. In the first, the boundaries of the domain are discretized to form the 
surface mesh. During this phase, one desires a method which renders a faithful discretization of the 
,geometry by taking into account effects such as curvature and proximity to nearby bodies [I]. In 
the next phase of the process, the volume mesh is generated filling the domain with triangles. A 
number of special techniques have been developed to generate the highly stretched elements which 
are desired in the thin boundary layers and wakes encountered in high Reynolds number flows. 
Some of these methods use portions of a structured or semi-structured mesh in the viscous regions 
which are then matched up with an unstructured mesh in the inviscid regions [2]. Another 
approach is to generate the mesh using prismatic elements [3]. Others are based on modifications 
to the Delaunay triangulation [4, 51 or to the advancing front method [6, 71. 
A variety of algorithms have appeared for solving the compressible Navier-Stokes equations on 
unstructured meshes. They range from implicit solvers employing upwind methods [8, 91 to 
multigrid solvers based on a Galerkin finite element technique [lo]. Progress has also recently been 
made in the development of turbulence models which are well-suited to implementation on 
unstructured meshes [ll, 121. 
Navier-Stokes flows is described. First the viscous regions are meshed using a node lifting 
procedure which is a node-based advancing front method. The inviscid regions are then meshed 
with the traditional face-based advancing front method. A remeshing strategy is also described in 
which the solution on the current mesh is analyzed and regions which are found to be 
under-resolved are flagged for refinement when the new mesh is generated. In particular, shock 
waves and wakes can be well captured in only a few remeshings. An implicit upwind solver is also 
described for computing solutions to the Reynolds-averaged Navier-Stokes equations. 
The generation of an unstructured triangular mesh for a complex geometry is usually 
In this work, a method for generating unstructured meshes suitable for high Reynolds number 
2 Mesh Generation 
The mesh generation process for high Reynolds number Navier-Stokes flows is driven by the 
need to capture efficiently the thin boundary layers and wakes which occur in these flows. In order 
to take advantage of the fact that in these regions normal gradients can be many orders of 
magnitude larger than tangential gradients, the mesh needs to be highly stretched. In addition to 
control over the stretching, control over the element shape is also desirable. In particular, elements 
with very large obtuse angles can lead to accuracy problems and should be avoided [13]. It is here 
that techniques which introduce stretching by means of a mapping [4, 141 can have difficulty. 
Ideally, in the anisotropic viscous regions of the flow the elements should be high aspect ratio 
nearly right triangles while in the mainly isotropic inviscid regions the elements should be nearly 
equilateral triangles. In this work, this is accomplished by first meshing the viscous regions with a 
node lifting algorithm and then meshing the remainder of the domain with an advancing front 
algorithm. A smooth transition between the two regions is assured by dividing the viscous mesh 
into two layers: a viscous layer and a transition layer. The user has full control over the thickness, 
the number of points, and the mesh stretching in the viscous layer. The transition layer then serves 
as a buffer .between .the edge of the viscous layer and local isotropy at the edge of the viscous mesh. 
The mesh generation process is detailed in the following sections. 
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2.1 Geometry Description 
The mesh generation procedure begins with a definition of the domain boundaries. In this 
work a very flexible approach has been taken whereby the boundary curves are given as the union 
of parametric splines. The particular parameterization chosen here is that of chord length along 
the spline. Parts of the domain boundary may also be curves describing the locations of wake 
centerlines in the flow. For example, these may be obtained by streamline traces from an initial 
' solution on a coarse mesh. Each spline is C2 on the interior while slope discontinuities are 
permitted at the endpoints. This approach allows for the easy description of very complex 
mult iply-connect ed domains. 
2.2 Surface Mesh Generation 
Once the geometry has been defined, the next step is the construction of the surface mesh. 
This involves the triangulation of the domain boundaries. In 2-D this means the creation of edges 
arid nodes on the boundary curves while in 3-D this would involve the construction of a surface 
triangulation. Initially each boundary curve is divided into a user-specified number of edges of 
nearly equal length by specifying a uniform discretization in parameter space. This serves to 
control the maximum spacing which will be allowed. Next each curve is refined based on a 
curvature criterion. If the angle formed by the two edges incident to an interior node exceeds a 
user-specified tolerance (typically 5"), then these edges and their neighbors are flagged for 
refinement. Flagging neighbors as well as the offending edges expands the region of refinement 
slightly and produces smoother discretizations. Upon examination of all the nodes, each of the 
flagged edges is subdivided into two by placing a new node (on the spline) near the edge midpoint. 
The new distribution of nodes is then smoothed by applying a few sweeps of a Laplacian filter in 
parameter space. The process is then repeated until the angle criterion is satisfied at every interior 
node. The process is guaranteed to converge since the splines are at least C1. 
Next the discretization is refined further based on proximity to nearby bodies. The object here 
is to avoid situations in which the local tangential spacing along the curve is large compared to the 
distance to a nearby body. In general, if such a situation is allowed to persist, the mesh generator 
has no choice but to produce badly shaped elements. In fact, in extreme situations, it may fail 
entirely. Edges which are longer than five times the distance to a nearby body are detected and 
refinement proceeds recursively as described above. A provision is also made for the user to specify 
the maximum tangential spacing which can be tolerated at specific locations on the boundary 
curves. This is useful for clustering points in regions where increased activity is anticipated but is 
not otherwise apparent from the geometry alone (e.g., trailing edges). 
At this point, since each curve has been discretized independently, the tangential spacings on 
either side of a node at which two curves join may differ substantially. This is then remedied by 
refining near the endpoint of the curve with the larger spacing until the tangential spacings are 
comparable. The surface mesh generation concludes with a final smoothing sweep. 
2.3 Volume Mesh Generation 
grid. The purpose of the background grid is to specify the local (isotropic) element size throughout 
the domain. It is constructed by first performing a Delaunay triangulation 115, 161 of the surface 
nodes and then converting this to a (local) MinMax triangulation via edge swapping [17]. The 
spacing value at each node is taken to be the average length of the incident boundary edges. Linear 
The first step in the volume mesh generation procedure is the construction of the background 
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interpolation then provides the spacing function over the whole domain. In most regions of the 
domain this works quite well resulting in linear variation in element size from the (usually) finely 
discretized inner boundaries to the coarsely discretized outer boundary. However, this 
triangulation sometimes produces connections between two widely separated regions of very fine 
discretization. This then tends to produce an overly fine mesh in regions where it is not desired. 
This situation is easily remedied by inserting a small number of additional control points into the 
Delaunay triangulation prior to the edge swapping to break up these unwanted connections. At 
present this is performed by the user upon examination of the background grid, but a procedure to 
automate this is under development. This would allow the background grid to be generated 
automatically from the surface mesh. We believe this is preferable to the traditional approach of 
first requiring the user to provide the background grid from which the surface mesh is then 
generated. This is especially true in 3-D where the specification of a background grid which will 
yield the desired surface resolution can be difficult. 
A preliminary step toward the generation of the viscous mesh is the computation of an average 
surface normal for each boundary node. The surface normals at the nodes are computed by looping 
over the edges and scattering the contribution due to the edge to each of its two nodes. In order to 
handle wake cuts, the edges (and nodes) on the wake cut are first duplicated and added to the list 
of edges but with opposite orientation. This in effect creates a two-sided surface which can then be 
treated in the standard way. The surface normals are then smoothed with several passes of a 
Laplacian filter. This smoothing tends to produce better meshes in regions near surface slope 
discontinuities. At the very end of the mesh generation procedure a clean-up utility is called which 
removes the duplicate edges and nodes by fusing them with their parents. 
With each surface node is associated a local viscous layer thickness, JVl. When constructing the 
initial mesh, this is computed by assuming Blasius boundary layer growth (at the given Reynolds 
number) along the surface of each body starting from a user-specified stagnation point location. 
Also along any wake curves a similar scaling analysis is used to prescribe an appropriate wake 
thickness as a function of position. When incorporated within an adaptive remeshing process, the 
viscous layer thickness can be determined from the existing solution. In particular, since 
turbulence models are frequently sensitive to the initial y+ spacing of the first node off the wall, 
this information can be easily incorporated. Three additional global parameters are asked of the 
user: nvz, the number of points in the viscous layer, rvz, the stretching ratio in the viscous layer, 
and rtl, the stretching ratio in the transition layer. Since the stretching ratio is the ratio of the 
heights of the cells at successive levels, these form a geometric series whose sum is the local viscous 
layer thickness 
From this the initial height, 61, can then be determined. The heights of cells at successive levels are 
then given by 
(2) 
Typical ranges for values of the parameters are nvl = 10 - 20, r,z = 1.3 - 1.7, and rtZ = 1.4 - 1.8. 
A node lifting process is then used to generate the viscous mesh. This is an advancing front 
method where the advancement is node-based rather than face-based. The front is initialized to 
consist of the boundary nodes and edges. These nodes are designated as being at level 0. 
Advancement begins by selecting a node on the front and marching it out along the local surface 
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surfacenormal 
/ 
surface normal I wake cut 
Figure 1: Node lifting example near the trailing edge of an airfoil showing a wake cut. 
normal a distance 6,. In the process, two cells, three edges (two of which form faces on the front), 
and one node (now at level 1) are created while two faces and one node formally on the front are 
deleted (see Figure 1). Once all nodes at the current level have been advanced, the process 
continues with nodes on the next level. Advancement terminates at a node if 
0 a cell of less than unit aspect ratio would be produced, or 
0 6, exceeds the local background grid spacing, or 
0 a node forming the base of a new triangle is at a lower level than the node being lifted and 
the angle between the base and the normal exceeds a threshold (taken to be 120°), or 
0 an intersection would occur with another edge on the front. 
The viscous mesh about the slat for a Reynolds number of 9 million is shown in Figure 2. Note 
how the transition mesh provides a smooth transition from the highly stretched cells in the 
boundary layer and wake to local isotropy at the edge of the viscous mesh. 
Figure 2: Viscous mesh about a leading-edge slat with a wake. 
With the viscous mesh complete, the remainder of the domain is meshed with a traditional 
face-based advancing front method [14]. This method builds the mesh one element at a time by 
advancing the boundary of the domain inward. Briefly, the procedure is 
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0 initialize the front 
0 while(there are faces on the front) do 
- select a face on the front to be the base of the new element 
- obtain the local spacing value fro& the background grid 
- determine the location of a new ‘ideal’ point 
- find the nearby nodes and faces on the front 
- decide whether to connect with an existing node on the front or introduce the ‘ideal’ 
- form the new element by updating the data structures 
point 
0 smooth the mesh with a Laplacian filter. 
Efficient implementation of this procedure requires the use of dynamic data structures. 
Typically the front is advanced from its shortest face to help prevent larger cells from overlapping 
smaller ones. A priority queue of faces which allows efficient insertion and deletion is implemented 
using a heap. An alternating digital tree E181 is used to locate nearby nodes on the front. Nearby 
faces on the front are then found using node to face pointers. With these data structures the mesh 
can be generated in O(N log N )  time while incurring minimal storage overhead. Typical volume 
mesh generation times are about 35 seconds for a 30,000 node mesh on a 24 MIPS 
DECstation 5000/200. 
Reynolds number of 9 million is shown in Figure 3. In this example, the locations of the wakes off 
the leading-edge slat and the main element have been determined by streamline traces from a 
coarse grid solution. Both wakes have been tracked to slightly downstream of the airfoil at which 
point the wake grids end. 
The complete mesh consisting of about 31,300 nodes for a Douglas three-element airfoil at a 
3 Adaptive Remeshing 
One of the advantages of using an unstructured mesh approach is that it provides a natural 
framework for the incorporation of solution-adaptive mesh refinement. In this process, the mesh is 
refined locally based on an estimate of the solution error. Since numerical errors tend to be largest 
in regions where the solution is changing most rapidly, these are generally good candidates for 
refinement. Conversely, in regions showing little activity, the mesh can often be coarsened with 
little degradation in solution accuracy. By concentrating mesh points where they are most needed, 
high quality solutions can be obtained at reasonable computational cost. An unstructured 
approach facilitates this process because its data structure can easily support local refinement and 
coarsening of the mesh. 
the current mesh, a new mesh is generated which is better suited to capturing the flow features. At 
the heart of this procedure is the construction of the background grid which will specify the desired 
spacing throughout the domain. Once this has been established, the new surface mesh can be 
generated by traversing each spline and discretizing it into line segments whose lengths are given 
by the background grid. Note that the surface mesh must be derived from the background grid 
In this work, an adaptive remeshing procedure has been adopted. Guided by the solution on 
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Figure 3: Complete mesh about a Douglas airfoil. 
otherwise an inconsistency in the spacing will occur at the domain boundaries. The generation of 
the volume mesh may then proceed via the node lifting/advancing front algorithm described 
earlier. The current solution is interpolated onto the new mesh as the initial condition for the flow 
solver. The solution on the new mesh is then computed and the process repeated if the desired 
resolution has not been obtained. 
By defining appropriate spacing values at the vertices, the current mesh can serve as the 
background grid. By analyzing the current solution, regions requiring more (or less) resolution are 
identified. For this purpose, a variety of refinement criteria which detect specific flow features can 
be used. Next the current mesh spacing is determined by assigning to each mesh vertex a value 
which reflects the average local element size. This spacing value is then modified in accordance 
with the selected refinement criteria to produce the background grid. For example, in regions 
requiring more resolution the spacing value would be reduced to reflect the fact that smaller 
elements are needed. The adaptive remeshing procedure can be summarized as: 
while(so1ution quality is less than desired) do 
- construct the spacing function at the vertices of the current mesh 
- compute the refinement parameters 
- create the background grid by modifying the spacing function in accordance with the 
- generate the new surface mesh using the background grid 
- generate the new volume mesh using the background grid 
- interpolate the current solution onto the new mesh 
- compute the solution on the new mesh. 
refinement parameters 
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For inviscid flows a spacing function on the current mesh can be constructed by assigning to 
each of its vertices the average length of the incident edges. This spacing function can then be 
smoothed by averaging the value at a vertex with the values at its first-order neighbors. Next the 
parameters on which the refinement is to based are computed at the mesh vertices. For inviscid 
flow, two parameters which liave been found to  work well are related to the local divergence and 
curl of the velocity field by 
7-1,; = ldiv ut h: 
72,j = IICUrl u I I  h: 
t 3) 
(4) 
where hi is the local spacing value at vertex i and p (taken here to be 1.5) determines how strongly 
the element size influences the refinement. The divergence criterion measures the local 
compressibility of the flow and is effective in locating shock waves while the curl criterion measures 
the local rotationality of the flow and performs well in locating slip layers. The standard deviations 
from zero of the refinement parameters are then calculated from 
where N is the number of nodes in the mesh. 
Refinement can then be effected by decreasing the spacing value wherever 7-kI;/ak is large. 
Conversely, the mesh can be coarsened by increasing the spacing value wherever 7 - k , ; / ~ k  is small. In 
general, the desired spacing value can be written 
where gk is a non-increasing function which is 1 for intermediate values of T ~ , ; / c T ~  and is bounded 
away from very large and very small values as 7-kIi /ak + 0 and 00 respectively. These bounds are 
necessary in order to prevent the spacing function, and hence the mesh, from changing too 
abruptly from one meshing to the next. Typically, gk can be taken to be a simple piecewise linear 
function bounded so that 1/4 5 gk 5 2. .Obviously different choices of refinement parameter lead to 
different values of the desired spacing. It is usually best to take the modified spacing value, h:, to 
be the smallest of these values 
hi = min k hLIi. (7) 
This ensures that all the selected flow features are detected and resolved by the adaption. Linear 
interpolation on the triangles is then used to define the modified spacing distribution over the 
entire domain. 
A few modifications are necessary when applying this remeshing procedure to a viscous flow. 
The spacing value from the current mesh must be constructed so that it is indicative of the local 
inviscid mesh scale. For example, in the highly stretched cells in the boundary layers and wakes of 
a high Reynolds number flow it is the local tangential mesh scale which the spacing value should 
reflect and not the very small normal mesh scale. The reason for this is that near a body or a wake 
centerline the purpose of the background grid is to specify the local tangential length scale; the 
local normal length scale is specified explicitly by &I. An approach that has been found to work 
well is to take the spacing to be the average median side length of the triangles incident to the 
vertex. In the highly stretched cells in the boundary layers and wakes, this results in an appropriate 
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'streamwise' length scale. In nearly isotropic portions of the mesh, this reverts to a measure of the 
local average side length. While this has performed quite well, other choices are clearly possible. 
Due to the highly anisotropic nature of the flow in the boundary layers and wakes, the 
refinement criteria must also be modified. In these regions, the refinement criteria should only 
detect the need for local tangential refinement (e.g., along the surface in the case of 
shock-boundary layer interaction); the proper normal length scale is accounted for through the 
specification of the local viscous layer thickness. A parameter which has been found to work well in 
detecting shocks in these situations is 
hq pmaxi - Pmin,i 
Pmax,i 
73,i = 
where pmin,i and pmaz,i are the minimum and maximum values respectively of the pressure at the 
vertex and its first-order neighbors and q (taken here to be 0.5) controls the degree to which the 
local element size influences the refinement. 
Other flow features of interest can be captured by similar means. For example, the large 
vortices which occur in the separated flow behind the slat and in the flap well of the three-element 
airfoil (and aft of the flap at high angles of attack) are regions where refinement would be 
beneficial. Since one distinguishing characteristic of these vortices is that they are regions of 
isotropic rotational flow, one might try using the curl criterion. However, although the curl is 
relatively large in these areas (on the order of S O ) ,  it is much larger in the boundary layer (where it 
can exceed 100,000). As it stands, refinement based on the curl would tend to flag the entire airfoil 
surface for refinement while leaving the regions of vortical flow undetected. This can be rectified by 
replacing hi in the curl refinement criterion with a measure of the smallest local length scale. This 
effectively removes the highly stretched cells in the boundary layers and wakes from the 
computation of the refinement criterion. 
4 Solution Algorithm 
The Reynolds-averaged Navier-Stokes equations are discretized in space using a finite volume 
scheme in which the unknowns are associated with the mesh vertices and the median dual mesh is 
used to define the control volumes. The convective fluxes are evaluated using Roe's flux-difference 
splitting [19]. Higher-order accuracy is achieved by using a piecewise linear reconstruction within 
each control volume. A least-squares procedure is used to compute the solution gradients. This 
procedure is exact whenever the solution varies linearly over the support of the reconstruction. On 
the highly stretched meshes employed in Navier-Stokes computations, the least-squares procedure 
is preferable to a Green-Gauss path integration since it appears to be better conditioned. For flows 
involving discontinuities, it is necessary to limit the reconstructed gradient so that new extrema are 
not created. Experience has shown that it is sufficient to satisfy this condition at the.Gauss points 
of the flux quadrature (ie., the edge midpoints). For this purpose the limiter proposed by Barth 
and Jespersen is used [20]. The viscous terms are evaluated using a Galerkin finite element 
approximation with piecewise linear elements. On a uniform subdivided quadrilateral mesh this 
would result in central differencing the viscous terms. 
A fully implicit scheme based on a backward Euler linearization of the equations is used to 
march to the steady state. The backward Euler method is 
AU 
At 
- = R(un+') (9) 
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where AU = u"+l - U" and R(u) is an operator representing the spatial discretization. The right 
hand side is then linearized about un resulting in 
(-& - 2) AU = R(u"). 
This produces a large sparse system of linear equations which needs to be solved at each time step. 
Since the support of the higher-order scheme is quite large, consisting of the node and its first- and 
second-order neighbors, typically only the first-order scheme is linearized. This also circumvents 
the difficulty of linearizing the inherently highly nonlinear limiting procedure. Also due to the 
complexity of linearizing Roe's flux, generally this is only done approximately. Notice that these 
approximations do not affect the accuracy at steady state; only the (pseudo) time history is 
altered. The no-slip and isothermal wall boundary conditions are made implicit by altering 
appropriate rows in the matrix. 
In order to try to reduce memory requirements, a Gauss-Seidel relaxation scheme has been 
implemented to solve the linear system. This has the advantage of requiring no additional storage 
beyond that of the matrix itself and is completely vectorizable by using a coloring scheme. In fact, 
if one is willing to recalculate the matrix each subiteration, the matrix need not be stored at all. 
However, since the calculation of the matrix is expensive, the required CPU time would increase 
substantially. Usually 20 subiterations are performed each time step with a CFL number of 300. 
Typical performance is about 280 MFLOPS on one processor of a Cray Y-MP C90 leading to 
solution times of about 10-15 minutes for a medium-sized (40,000 node) mesh. The implicit code 
with the Gauss-Seidel solver currently requires about 300 words of memory per node. This could 
be reduced further by more frugal memory management. 
To simulate the effects of fluid turbulence at high Reynolds numbers, the Baldwin-Barth [ll] 
and Spalart-Allmaras [12] turbulence models have been implemented. These are both one-equation 
transport models which solve for a working variable related to the eddy viscosity throughout the 
domain. The turbulence model equation is integrated in time using an implicit method similar to 
that of the mean flow equations. In order to facilitate the incorporation of different turbulence 
models, the mean flow equations and turbulence model equation are decoupled in the time 
integration. 
5 Results 
The results after one remeshing for a computation at M,  = 0.20, CY = 16", and Re = 9 x lo6 
about the Douglas three-element airfoil are shown in Figure 4. For this calculation the 
Spalart-Allmaras turbulence model has been used. The wake emanating from the slat is well 
captured and in fact remains distinct from the boundary layer on the main element over almost all 
of its length. Although not shown, on the initial mesh (which did not employ wake grids) the 
boundary layer which develops on the slat merely ends at its trailing edge without any hint of the 
wake which naturally exists downstream. This is a good example of why a remeshing approach to 
solution adaption is favored here for these types of flows. If one were to attempt an adaption 
strategy based on h-refinement for this case, it is likely that many iterations would be required as 
the wake refinement i s  gradually propagated downstream from the trailing edge of the slat. Also 
mesh adaption strategies based on local enrichment have difficulty producing the well-shaped, 
highly stretched elements desired for the efficient capture of viscous features. A remeshing strategy, 
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M, = 0.20.01 = 16'. Re = 9 x lo6 
Figure 4: Iso-Mach number contours ( A M  = 0.01) for flow about a Douglas airfoil. 
on the other hand, offers the possibility of capturing efficiently many of the flow features in very 
few iterations. 
Re = 6.5 x lo6 about the RAE 2822 airfoil. The Baldwin-Barth turbulence model has been used in 
the computation. The wake centerline has been determined by a streamline trace from the coarse 
grid solution. The shock-boundary layer interaction region has been well resolved by the two levels 
of solution adaption based on the local relative pressure change. The calculation predicts slight 
separation at the base of the shock in agreement with what others have seen for this case with the 
Baldwin-Barth turbulence model. The surface pressure distribution also shows good agreement 
with experimental data. 
Figure 5 show the results after two remeshings for flow at M, = 0.73, a! = 2.80°, and 
6 Conclusions 
A method for generating high quality unstructured triangular grids for high Reynolds number 
Navier-Stokes calculations about complex geometries has been described. Careful attention has 
been paid to resolving efficiently the disparate length scales which arise in these problems. By 
dividing the mesh generation task into two phases, both the viscous and inviscid regions of the flow 
can be meshed optimally. A solution-adaptive remeshing strategy which allows the mesh to adapt 
itself to solution features such as wakes and shock waves has also been described. Although at 
present it has only been implemented in two dimensions, the grid generation process has been 
designed to be readily extendible to three dimensions. An implicit, higher-order, upwind method 
has also been presented for computing compressible turbulent flows on these meshes. Two recently 
developed one-equation turbulence models have been implemented to simulate the effects of the 
fluid turbulence. High Reynolds number flows about single- and multi-element airfoils have been 
presented which clearly demonstrate the improved resolution provided by the solution-adaptive 
remes hing . 
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15337 nodes 
Figure 5: Mesh and Iso-Mach number contours (AM = 0.02) about a RAE 2822 after two remeshings. 
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SUMMARY 
A Cartesian-cell based scheme with adaptive mesh refinement for solving the Euler and Navier- 
Stokes equations in two dimensions has been developed and tested. Grids about geometrically com- 
plicated bodies were generated automatically, by recursive subdivision of a single Cartesian cell 
encompassing the entire flow domain. Where the resulting cells intersect bodies, N-sided “cut” cells 
were created using polygon-clipping algorithms. The grid was stored in a binary-tree data structure 
which provided a natural means of obtaining cell-to-cell connectivity and of carrying out solution- 
adaptive mesh refinement. The Euler and Navier-Stokes equations were solved on the resulting grids 
using an upwind, finite-volume formulation. The inviscid fluxes were found in an upwinded manner 
using a linear reconstruction of the cell primitives, providing the input states to an approximate Rie- 
mann solver. The viscous fluxes were formed using a Green-Gauss type of reconstruction upon a co- 
volume surrounding the cell interface. Data at the vertices of this co-volume were found in a linearly 
K-exact manner, which ensured linear K-exactness of the gradients. Adaptively-refined solutions for 
the inviscid flow about a four-element airfoil (test case 3) were compared to theory. Laminar, adap- 
tively-refined solutions were compared to accepted computational, experimental and theoretical 
results. 
INVISCID RESULTS 
The solution procedure follows that shown in [4]. The Euler equations are solved upon a Carte- 
sian-cell generated grid using a cell-centered, finite-volume, upwind formulation. The cell primitive 
variables are reconstructed using a linearly K-exact reconstruction that is slope limited, as in [2] and 
[3]. For the calculations shown here, Roe’s [ 111 flux difference splitting is used as an approximate 
Riemann solver at the cell-to-cell interfaces. Solution adaptive mesh refinement is performed by sub- 
dividing cells according to the refinement criteria developed in [7]. This procedure computes two 
parameters, based upon the divergence and curl of the velocity field, which are then weighted by the 
cell size, 1. A simple statistical description of these parameters is then used to determine which cells 
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to refine and coarsen. That is, letting zc = I V. U I  P I z  and z, = [ Vx u[ I”’ represent parame- 
ters that locally describe the compressive and rotational nature of the flow field, cells are refined or 
coarsened if the variance of these parameters about zero is beyond some specified threshold. For the 
results shown here, cells are refined if 
and cells are coarsened if 
Experience ([4] and [6]) has dictated the one-tenth scaling of the variance for coarsening, and in 
practice, the minimum allowable refineable cell size in (1) is typically taken to be 0.001 chords. In all 
of the adaptively-refined computations shown here, the refinement criteria is set exactly as above. For 
simplicity, a three-stage, multi-stage scheme is used to advance the equations in pseudo-time, with 
stage coefficients h = (0.18,0.5, 1 .O) . A spatially varying time-step is formed using blended hyper- 
bolic and parabolic stability constraints. 
Test Case 3: Suddhoo-Hall Four-Element Airfoil 
This test case geometry corresponds to that shown in [13] where successive Karman-Trefftz trans- 
formations were applied to a series of circles in the complex plane, resulting in a high-lift-like set of 
four-element airfoil shapes. The geometry has been approximated using the workshop supplied cubic- 
splines, and adaptively refined solutions made using the Cartesian, cell-based approach. The free 
stream Mach number is M, = 0.2 and the angle of attack is a = 0”. Three levels of adaptive-mesh 
refinement were made beyond the base grid level. The computed surface pressure coefficients for all 
the refinement levels are shown along with the geometry in Figure 1. The variation of the computed 
lift and drag coefficients through the adaptive mesh refinement is shown in Figure 2. Computations 
using the Cartesian approach on a selection of the inviscid test cases are shown in a companion paper 
1101. 
VISCOUS SOLUTIONS 
In [5] and [4] adaptively refined solutions of the Navier-Stokes equations using a Cartesian, cell- 
based approach are shown for a selection of low and moderate Reynolds number flows. The viscous 
fluxes are found upon each cell interface using a Green-Gauss type of reconstruction performed about 
a co-volume located about the interface [4]. The data at the vertices of this co-volume are found ‘in a 
linearity preserving manner ([4] and [SI), which guarantees the linear K-exactness of the recon- 
structed gradients. To demonstrate the approach, a selection of the results computed in [4] are shown 
here. 
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Figure 1 Computed surface pressure coefficient datna through 
adaptive mesh refinement. 
Figure 2 Computed lift and drag coefficients. 
Laminar, Driven Cavity Flow: Re=lOO and Re=400 
The laminar flow inside a square driven cavity is computed and compared to the computed 
results of Ghia[8]. In [8], an incompressible formulation of the Navier-Stokes equations was 
solved using an implicit multi-grid method, where tabulated u- and v-velocity data were supplied 
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along the lines through the geometric center of the cavity. To compare with these incompressible 
results, the Mach number used here is taken to be h f i i d  = 0.1. For the Re=lOO case, a uniform base 
grid of 1024 cells (32 by 32) is generated, and three levels of adaptive mesh refinement beyond the 
base grid are obtained. Adaptive mesh refinement improves the solution slightly, but the initial solu- 
tion is quite good. Figure 3 shows the computed u- and v-velocity profiles along vertical and horizon- 
tal lines through the geometric center of the cavity for the Re=lOO case. For the Re=400 case, the 
initial solution is poor, but the adaptive-mesh refinement improves the solution quality with each suc- 
cessive level of refinement, until an acceptably good solution is obtained at the final refinement level. 
Figure 4 shows the computed u- and v-velocity profiles through mesh refinement. 
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Figure 3 Computed u- and v-velocities through adaptive-mesh refinement for the 
Re=lOO driven cavity problem. 
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Figure 4 Computed u- and v-velocities through adaptive-mesh refinement for the 
R e 4 0  driven cavity problem. 
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Laminar Flow Over a Backward Facing Step 
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The laminar flow over a backwards facing step at two Reynolds numbers is used to validate 
the solver in [4]. The computed results are compared to the experimental data of [1] at the Rey- 
nolds numbers of Re-100 and Re=389. A parabolic velocity profile is specified at the inflow, and 
the exit pressure is specified. This ensures that the proper pressure gradient is imposed on the 
flow. A coarse base grid is generated, and adaptive mesh refinement is made for three subsequent 
levels of refinement for both Reynolds numbers. Figure 5 shows the effect of adaptive mesh 
refinement at a location corresponding to 2.55 step heights downstream of the step. Comparisons 
are made at other locations of the flow in [4]. The results compare well, and are not shown here. 
The agreement with the experimental data is good, and the adaptive mesh refinement improves 
the solution quality with each refinement. 
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Figure 5 Computed u-velocities at 2.55 step heights beyond step for Reynolds 
numbers Re=lOO and Re=389. 
Laminar, Developing Boundary-Layer How 
The laminar flow over a flat plate which is aligned with the free stream is computed with the 
Cartesian solver, and compared to theory. Uniform flow is imposed ahead of the plate leading 
edge, and the boundary-layer develops to a location where the Reynolds number based on dis- 
tance from the leading edge is Re, = 10, OOO. The effect of the introduction of cut cells, with 
their inherent non-smoothness, is illustrated by computing this flow on two series of grids. The 
first grid sequence is created by orienting the base axes of the Cartesian system coincident with 
the plate surface, yielding a base grid with no cell cutting, which is then adaptively-refined. The 
second grid sequence is created by rotating the plate surface 30" with respect to the x-axis, intro- 
ducing many cut cells along the plate boundary, which also is adaptively refined. 
For the axes-aligned cases, when sufficient resolution is supplied, the mean flow profiles com- 
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pare very well with theory, although the skin friction exhibits small scale oscillations whenever a 
refinement boundary is located near the wall. Figure 6 shows the computed u- and v-velocity profiles 
at a location corresponding to Re, = 8000. 
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Figure 6 Predicted u- and v-velocity profiles for axes-aligned flat plate. 
The grid non-smoothness induced on the non-axes aligned grid caused convergence problems, 
which was alleviated by using a local modification to the viscous gradient reconstruction procedure in 
cut cells and their neighbors. The computed u- and v-velocity profiles, shown in Figure 7, compared 
moderately well to theory, but the skin friction exhibit large scale oscillations. 
OB 0 2  0 5  0.8 1 a 
U / U ,  
Figure 7 Predicted u- and v-velocity 
0.0 02 0.5 0.8 1 a 
0; (?-I) 
plate profiles for non-axes-aligned flat 
The oscillations induced by the extreme grid non-smoothness caused by the cut cells is indicative of 
the sensitivity of current viscous flux functions to grid smoothness. This sensitivity is highlighted by 
the grids generated using the Cartesian approach, since extremely non-smooth grids are created near 
walls, where the shew is typically high. The result of this is typically oscillations in the skin friction 
and heat transfer rates, and due to the non-positivity of the viscous operators, the convergence can be 
adversely effected. Regardless of these negative findings, the approach can still prove useful in per- 
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forming automated grid generation and adaptive mesh refinement upon more geometrically and 
dynamically complicated flows, as is shown in the next example. 
Simulated Branched Duct 
To demonstrate the approach for complex geometries, the flow in a stylized duct is computed. 
This duct geometry corresponds to an experiment conducted at NASA LeRC designed to simulate, in 
a simplified manner, the flow in the cooling passages of a turbine blade [12]. The calculations shown 
here in no way try to simulate the experiment: The experimental conditions correspond to a turbulent 
flow, while the calculations shown here are laminar. A fully developed profile is introduced at the 
inflow, and the flow is diverted into the primary passage by the blockage introduced by the pin fins in 
the secondary passage. The Reynolds number based on maximum inflow velocity and pin fin diame- 
ter is Re=25. Only one level of adaptive-mesh refinement beyond the base grid level is obtained, due 
to positivity problems in the rear stagnation region of one of the pin fins. The final adapted grid and 
contours of total velocity are shown in Figure 8 and Figure 9. 
Figure 8 Adapted grid, branched-duct. 
Figure 9 Computed total velocity contours. 
The basic flow features predicted here correspond to those in the experiment, although some 
important features are grossly under-resolved, such as the individual pin-fin wakes. The primary pas- 
sage separation and reattachment along the splitter plate and the separation anchored at the back step 
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portion are both properly predicted, as well as the upstream influence of the pin blockage upon the 
lower wall flow. Although many levels of refinement were not achieved, the larger scale flow features 
were adequately predicted and there resolution was improved by the mesh refinement procedure. 
CONCLUSIONS 
Adaptively-refined solutions of the Euler and Navier-Stokes equations using a Cartesian, cell- 
based approach have been made. Inviscid computations corresponding to test case 3 of the workshop 
compared favorably with theory. The emphasis here has been upon the extension of the Cartesian, 
cell-based method to computing viscous flows. Adaptively-refined solutions of the Navier-Stokes 
equations have been made, and the results compared well to accepted computational, experimental 
and theoretical data. An inherent weakness of the Cartesian approach is brought forth, that is directly 
tied to one of the properties that makes the approach useful: The Cartesian approach sacrifices grid 
smoothness for automation of the mesh generation. This grid non-smoothness is not handled well by 
the current generation viscous flux functions, which tend to produce non-positive ind inaccurate sten- 
cils upon distorted grids. Regardless of this comparatively negative finding, the approach has proven 
to be useful, and can provide accurate, automatically meshed and adaptively-refined solutions of the 
Euler and Navier-Stokes equations. 
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SUMMARY 
To enable the solution of large-scale applications on distributed memory architectures, we are 
designing and implementing paralleI algorithms for the fundamental tasks of unstructured mesh 
computation. In this paper, we discuss efficient aIgerithms  developed for two of these tasks: parallel 
adaptive mesh refinement and mesh partitioning. The algorithms are discussed in the context of 
two-dimensional finite element solution on triangular meshes, but are suitable for use with a variety 
of element types and with h- or y-refinement. Results demonstrating the scalability and efficiency 
of the refinement algorithm and the quality of the mesh partitioning are presented for severaE test 
problems on the Entel DELTA. 
INTRODUCTION 
Unstructured meshes have been used successfully in conjunction with finite element tech- 
niques to solve problems in a Iarge number of application areas. Unfortunately, many of these 
appKcations are unable to take advantage of the power of parallel computing because of a lack of 
algorithms and portable software tools for distributed memory architectures. The PUMAASD (Par- 
allel Unstructured Mesh Algorithms and Applications) project will address this need by providing 
a publicly avaiIable, integrated software package for many important aspects of unstructured mesh 
computation. In particurar, we are designing and implementing provably good, parallel algorithms 
in the following areas: 
0 Mesh generation: construction of meshes that satisfy user-specified properties over complex, 
irregular domains; 
0 Mesh smoothing: local adjustment of grid point position to improve the overall quality of 
the mesh; 
'This work wits supported by the Mathematical, Information, and Computatianal Sciences Division subprogram of 
the Office of ComputationaI and Technology Research, U.S. Department of Energy, under Contract W-31-109-Eng-38. 
0 Mesh refinement: adaptive refinement and de-refinement of an initial mesh to accurately 
model rapidly changing solutions; 
0 Domain partitioning: decomposition of the mesh into equally sized, well-separated regions 
for distribution on multiple processor architectures; atid 
0 Linear system solution: the assembly and solution of the linear systems generated by 
general , unstructured mesh problems. 
We have made considerable progress i n  developing parallel, portable software in each of these areas 
and have already released the BlockSolve [5] software tool for solving large sparse linear systems. 
In this paper, we concentrate on the algorithms and software developed for the third and fourth 
components listed above: adaptive mesh refinement and domain partitioning. 
Adaptive mesh refinement techniques are known to be successful in reducing the computa- 
tional and storage requirements for solving a number of partial differential equations [7]. Much 
research has been done in this area, particularly in  the development of sequential algorithms for 
refining simplicial meshes in two and three dimensions (see, for example, [l], [8], and [9]). Research 
on tlie corresponding parallel algorithms has just begun. We describe here an algorithm that uses 
independent sets to efficiently refine elements in parallel. This algorithm is suitable for use in two 
and three dimensions, with h- or p-refinement, and with a variety of mesh element types. 
Because adaptive mesh .refinement is a dynamic process, it is often necessary to repartition 
the mesh after each modification to maintain load balance and good communication characteristics 
on parallel computers. We have developed a geometric partitioning algorithm that strives to mini- 
mize latency and transmission communication costs while evenly distributing the unknowns to tlie 
processors for load balance. Because tlie algorithm is geometric, the partitions are inexpensive to 
compute, and tlie algorithm requires only a small fraction of the total solution time. In addition, 
we have found that this algorithm is particularly effective for the smoothly varying meshes that 
typically arise in the solution of partial differential equations. 
The remainder of the paper is organized as follows. We first describe the parallel refinement 
and partitioning algorithms. Then we present experimental results obtained on the Intel DELTA 
that demonstrate the effectiveness and efficiency of our algorithms for several test cases. 
PARALLEL ADAPTIVE MESH REFINEMENT 
One of the most attractive features of unstructured, simplicial meshes is tlie ease with which 
they may be adaptively refined to capture rapidly changing solutions in the numerical modeling 
of partial differential equations. One popular refinement technique is mesh enrichment, in which 
grid points are added or deleted from the mesh to increase or decrease accuracy in the numerical 
solution. Typically, one begins with a n  initial mesh and selectively adds grid points to regions in 
that mesh according to local error estimates. In this way, grid points are concentrated in areas 
where a high resolution is necessary to reduce error and placed more sparsely in other areas of tlie 
domain. In addition to  appropriate placement of grid points, the mesh must meet several criteria if 
it is to be used in conjunction with the finite element discretization technique. Let To be an initial 
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triangulation conforming to some geometric domain and T k  be the triangulation corresponding to 
the k-th refinement iteration. Then for k: = 0, 1,2, ..., T k  must be conforming, T k  must be graded or 
smooth, and the angles in T k  must be bounded away from 0 and 7r. 
Several techniques for adaptive refinement on simplicial meshes meet the requirements given 
above to produce valid finite element meshes (see [7] for an overview). The technique that we focus 
on in this paper is Rivara’s two-dimensional bisection algorithm [9]. In this algorithm, a triangle 
marked for refinement is ided by connecting the midpoint of the longest side to the opposite 
vertex. This process creates a nonconforming point in a neighboring triangle. The refinement is 
then propagated until all nonconforming points are removed from the mesh (see Figure 1 for an 
ilIustration). Rivara has shown that this propagation will terminate in a finite number of iterations, 
L p .  In addition, the algorithm guarantees that the angles of T k  are bounded away from 0 and 7r if 
the angles in To are. In particular, 0kLitl 2 [lo]. 
Figure 1: Propagation within the bisection algorithm 
To implement Rivara’s bisection algorithm on medium grain parallel architectures such as 
the Intel DELTA, we partition the vertices of the initial mesh and distribute them across the 
processors. For example, in  Figure 2 partition boundaries are indicated by dashed lines. The 
processor assigned the center partition is responsible for the storage and computation relating to 
the vertices and triangles indicated by the black dots and shaded regions, respectively. In addition, 
this processor stores the nearest neighbor information in the finite element mesh, indicated by the 
clear clots and clear triaiigles i n  the figure. 
Figure 2: Partitioning of vertices and triangles across processors 
One critical aspect of adaptive mesh refinement on distributed memory computers is the man- 
agement of synchronization points so that global mesh information is correct. There are two ways in 
which this information can be incorrect: (1) two different processors can create vertices in  the same 
location so that the global vertex list is not unique, and (2) outdated element neighbor information 
can be used if neighboring processors are not notified of refined elements on processor boundaries. 
To ensure that data is not corrupted in this manner, we select a near-maximal subset of triangles 
that can be refined simultaneously on different processors. These subsets are known as independent 
sets and are defined i n  the context of the dual graph of the mesh. The dual graph is defined to 
be D = (T,  F ) ,  where T is the set of triangles in the mesh and F is the set of edges that connect 
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two triangles if they share a common edge. We say that a triangle, t;, is in the independent set, I, 
if for every neighboring triangle t j  E D: t j  is not marked for refinement, t j  is owned by the same 
processor as t;, and p ( t j )  < p(t i ) ,  where p ( t )  is a random number assigned to the triangle at its 
creation. We note that finding I requires no communication, since each processor stores the triangle 
neighbor information. 
Using independent sets, we now describe an algorithm that avoids the synchronization prob- 
lems mentioned above and has a provably good runtime (for a complete description of this algorithm 
see [4]). 
l = O  
Based on local error estimates, let Q o  be the 
set of triangles initially marked for refinement 
While Qr # 0 do 
Choose Zl E D from Q, 
Simultaneously refine the triangles in Il 
Distribute updated element information 
1 = 1 + 1  
Q r  is the set of new nonconforming triangles 
Q r  = QI U (91-1 - 11-1) 
Endwliile 
The only communication required in this algorithm is the distribution of updated element informa- 
tion to the processors and the global reduction required to check whether Q r  is empty. Notice that 
the parallel refinement algorithin is not restricted to Rivara’s bisection algorithm. Independent sets 
may be used successfully with a number of different refinement techniques including techniques for 
p-refinement , nonsimplicial meshes, and higher dimensions. 
Jones and Plassmann [4] show theoretically that no two vertices will be created at the same 
position and that neighbor information in the dual graph is correctly updated. In addition, a 
P-RAM version of this algorithm is given whose expected runtime is & C l ( l ~ ~ ~ ~ ~ F = )  x L p ,  where 
Q,,,,, = maxl I Q r  I and Lp is the number of levels of propagation. This result implies that the 
running time is a very slowly growing function of the number of vertices, and thus the algorithm 
can be expected to scale well, as is shown in the Results section. 
UNBALANCED RECURSIVE BISECTION 
As grid points are dynamically added and deleted in an adaptive mesh, we must recalculate 
the partitioning of vertices across the processors of a distributed memory architecture. The quality 
of a partitioning is related to the equity of work assigned to the processors and the cost of com- 
municating data among processors. In particular, for finite element meshes we use the following 
measures to determine the quality of a partition: the degree of imbalance between the sizes of the 
partitions, the maxirnum number of partition neighbors, and the maximum number of edges cut in 
the finite element mesh. The relative importance of these measures is dependent on the computer 
architecture and problems considered. 
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One partitioning algorithm that is effective for the meshes that typically arise in finite element 
calculations is orthogonal recursive bisection (ORB) [2]. The vertices of the mesh are partitioned 
according to their physical coordinates in the computational domain. An initial cut is made to 
divide the grid points in half. Orthogonal cuts are then made recursively in the new subdomains 
until the grid points are evenly distributed among the processors. This algorithm has the advan- 
tages of ease of implementation, inexpensive execution costs, and ease of parallelization. However, 
i t  also yields partitionings in  which the maximum number of neighbors of any partition is O(Jir), 
where p is tlie total iiuinber of processors [2]. That is, the maximum number of messages that a 
processor may have to send is dependent on the total number of processors thereby implying a lack 
of scalability. 
To address this problem, we have developed a modification of ORB which we call unbalanced 
recursive bisection (URB). Let the partition aspect ratio, up,  be given by max(h, f), where h is the 
height of the partition and w is tlie width. Instead of dividin the unknowns in half, we choose the 
cut that minimizes up and divides the unknowns into 9 and % sized groups, where n is the total 
number of unknowns and k E (1,2, ..., p - 1). Like the ORB algorithm, this algorithm is geometric 
in nature and hence is easy to implement, inexpensive to execute, and easy to parallelize. Unlike 
the ORB algorithm, this algorithm does not require that orthogonal cuts be made at each step. 
That is, we choose tlie cut that minimizes up  regardless of the direction of the previous cut. This 
modification results in improved partitionings for which it can be shown that all of the above criteria 
can be bounded independently of p for smoothly varying finite element meshes. Hence, the URB 
algorithm yields scalable partitionings. For a complete description of this work, including proofs of 
the partition bounds, see [3]. In Figure 3, we show the resulting ORB and URB partitions for a 
smoothly varying mesh where the densest portion of the mesh is in the lower right i corner. Botli 
algorithms generate partitions with an evenly distributed load. However, tlie ORB algorithm yields 
partitions with high aspect ratios which tend to have a large nutnber of partition neighbors. In 
contrast, the partitions generated by tlie URB algorithm tend to be square and have fewer partitiou 
neighbors. 
URB ORB 
Figure 3: A comparison of ORB partitioning and URB partitioning. 
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EXPERIMENTAL RESULTS 
To demonstrate tlie effectiveness and efficiency of tlie parallel refinement and partitioning 
algorithms, we consider a variety of large scale applications on the Intel DELTA. We use triangular 
meshes with linear finite elements to solve the following three partial differential equations. 
Test Problem 1: (POISSON) Our first test problem arises from Poisson’s equation, 
- f ( ~ , y )  in domain S a 2 U  PU 
a x 2  dy2 
_---- 
u = 0 on boundary (2) 
on a square domain, where f(x, y) is a Gaussian charge distribution which forces refinement around 
a point (SZ, Sy). We move the point (S,, Sy) several times and find a new solution/mesh from the 
old solution/mesh. This movement requires mesh refinement around the new position and define- 
ment around the old position while the rest of the mesh remains nearly constant. 
Test Problem 2: (ELASTIC) We solve the eIasticity equations for the plane stress problem given 
here (without inclusion of the load): 
d2v d2v 1 + Y  d2v d 2 U  -+- = -(7+-). 8x2 dy2 2 ax dxdy 
(3) 
(4) 
These equations are solved on an annulus with a load placed on the edges of the domain. In each 
case aboveS we selectively refine the mesh until the local error estimate at each triangle is acceptable. 
Test Problem 3: (SUPER) Our final test problem arises in the study of tlie internal structures 
and configurations of the vortices found in high-temperature superconductors. The model used in 
these calculations is the ~ioxidime~isionalized Ginzburg-Landau free energy functional given by 
where $ = a + ib is the complex-valued order parameter and A = [A,, Ay] is the vector potential. 
These three terms are generally known as the condensation, kinetic, and field energy terms and are 
given by the formulae 
These. equations are solved on a rectangular domain, which we assume is far from the boundaries 
of the physical sample so that magnetic periodic boundary conditions may be used. The mesh is 
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refined by proximity to tlie vortex core singularities. 
The results of four typical runs for each of the test problems are shown in the table below. 
The number following each test case name gives the number of Intel DELTA processors used in 
the trial. We have constructed the problem sets so that the final solution mesh for each successive 
problem has roughly twice as many vertices/triangles as in the previous problem. In all three cases, 
we solve the linear systems arising from the finite element approximations using the parallel con- 
jugate gradient method preconditioned by an incomplete factorization available in the BlockSolve 
software [5] [6]. 
Number Percent Percent Percent 
Problem of Refine Partition Solution 
Elements Time Time Time 
POISSON16 40292 .795 A28 48.1 
POISSON32 801 16 .856 516 60.8 
POISSON64 159758 .647 .731 59.0 
POISSON128 318796 .568 1.03 60.1 
ELASTIC16 21043 .697 1.15 98.2 
ELASTIC32 42049 .560 1.29 98.1 
ELASTIC64 82997 .449 1.30 98.2 
ELASTIC128 165468 .268 1.23 98.5 
SUPER16 30484 .229 .193 69.5 
SUPER32 484 16 .091 .117 86.3 
SUPER64 11 1660 .087 .167 88.8 
SUPER128 196494 .181 .452 86.0 
To show the efficiency of the refinement and partitioning algorithms, the maximum time 
required to perform these operations is given as a percentage of tlie total solution time. As a com- 
parison, we also include the percentage of total time required to solve the resulting linear systems. 
The refinement and partitioning operations required five percent or less of the total execution time 
in all cases and the solution of the linear systems dominates the cost of the calculation. The time 
not accounted for in these tables is problem initialization and setup, element evaluation, and linear 
system assembly. 
Average Percent 
Adjacent Cross 
Partitions Edges 
4.63 2.38 
5.06 2.60 
5.53 2.70 
5.64 2.78 
4.00 3.56 
4.38 3.99 
4.75 4.26 
5.20 4.27 
5.31 6.72 
5.40 8.32 
5.64 10.0 
5.71 13.7 
To show the quality of the partitions generated by the URB heuristic, we have also included 
statistics on the partitionings for each of the test cases. The average number of adjacent partitions 
gives the average number of messages that the processors are sending during each step of the 
solution process. In all cases, the average ranged from 4 to 6 neighbors; and although the results 
are not included in the table, the maximum number of partition neighbors ranged from 7 to 9. In 
the final column we show the maximum final percentage of edges of the finite element mesh cut 
by a partition boundary to the total number of edges in the partition. Recall that this indicates 
the message volume each processor is required to transmit in  the solution of the partial differential 
equations. These percentages are quite low for the first two test problems and slightly higher for 
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the final test problem. This reflects the fact that the meshes for the first two problems are much 
more smoothly varying than in the final case. 
CONCLUSIONS 
We have described scalable, efficient parallel algorithms for the adaptive refinement and 
partitioning of finite element meshes. Work is currently under way to extend these algorithms 
to three-dimensional meshes and higher order e€ements. In addition, we are developing parallel 
algorithms for mesh generation and mesh smoothing. This software will be integrated with the 
software described in this paper and with Blocksolve to form a complete package for parallef 
solution of finite element problems on simplicial meshes. 
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SUMMARY 
A three dimensional finite volume scheme based on hybrid grids containing both tetrahedral and 
hexahedral cells is presented. The application to hybrid grids offers the possibility to combine the 
flexibility of tetrahedral meshes with the accuracy of hexahedral grids. An algorithm to compute a 
dual mesh for the entire computational domain was developed. The dual mesh technique guarantees 
conservation in the whole flow field even at interfaces between hexahedral and tetrahedral domains 
and enables the employment of an accurate upwind flow solver. The hybrid mesh can be adapted 
to the solution by dividing cells in areas of insufficient resolution. The method is tested on different 
viscous and inviscid cases for hypersonic, transsonic and subsonic flows. 
INTRODUCTION 
The development of adaptive methods for efficient and accurate flow calculations has led to two 
major strategies: One class of schemes is based on the application of triangles in two dimensions and 
tetrahedral cells in three dimensions. The employment of those grids for adaptive methods yields some 
advantages: For inviscid calculations the generation of suitable grids even for complex geometries and 
configurations can be done almost automatically by a powerful grid generator. Furthermore, grid 
refinement by introducing new points and retriangulating them can be done by some modules of 
existing grid generators. Such refined grids in general do not require any special treatment either in 
the metrical setup or in the flow solver part oi existing codes. Since the grid generation for complex 
configurations has become more and more time consuming in comparison to flow calculation, the first 
point has to be considered to be the main advantage of this class of schemes. 
Besides those typical unstructured methods, other adaptive schemes based on quadrilateral cells, or 
hexahedral cells in three dimensions, exist. Schemes applying to a semi-structured data treatment ([ 1) 
and [2]) yield only small advantages concerning flexibility when compared with structured methods. 
But even hexahedral schemes with an totally unstructured data treatment, that allow an arbitrary 
cell arrangement, can not compare with tetrahedral schemes in this respect. The main advantage of 
these methods, contrary to tetrahedral schemes, is the higher efficiency and accuracy especially for 
regions dominated by viscosity such as boundary layers in high Reynolds number flows. Cells of high 
aspect ratio can be generated without the need of introducing unwanted small angles. Employing the 
dual mesh technique, control volume faces are orthogonal to the respective edges. 
An approach to combine the advantages of both strategies while circumventing their drawbacks is 
the employmeiit of hybrid grids. The hybrid grids used in the work presented here consist of hexahedral 
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cells in regions near surfaces, where viscous dominated flow can be expected, and of tetrahedral cells 
at some distance from those regions to connect the hexahedral domains and the outer boundaries. 
This paper presents an eficient algorithm to solve the 
Euler- and Navier Stokes equations for hybrid grids con- 
sisting of hexahedral and tetrahedral cells. Because of the 
flexible data structure hexahedral cells do not have to be 
connected to their neighbors in any predefined arrangement 
and almost arbitrary combinations of both cell types are al- 
lowed. In order to obtain a natural coupling between hexahe- 
dral and tetrahedral domains the flow solver part of the pre- 
sented code applies to a dual mesh with control volumes sur- 
rounding each node. Fluxes over the control volume bound- 
Fig* mesh around aries are determined and related to the respective nodes. 
The dual mesh covers the entire computational domain and node No 
connects the two grid types. So, the flow solver does not distinguish between the different cell types, 
like some comparable methods ([3]). The use of the dual mesh technique yields automatically conser- 
vation in the flow field and enables the application of an efficient and accurate upwind flow solver to 
calculate the inviscid fluxes. 
N, 
METRICAL SETUP 
The input grid data contains information about the geometric positions of the grid nodes and their 
connections to neighboring nodes. The spatial discretization to determine the viscous and the inviscid 
fluxes for every node is based on the technique of auxiliary cells used as control volumes. The metrical 
setup encloses the determination of size and shape of the dual mesh cells from the given information. 
As shown in figure 1, a control volume surrounding 
node No inside the computational domain has one face 
for every neighboring node Nl..5. These faces cross the 
edges halfway between No and its neighbors and are 
bounded by the geometric centers of the cells surround- 
ing No. The faces of the control volumes are described 
by face vectors S, representing the face orientation and 
the face size. Each edge of the computational grid has 
one related face in the dual mesh. The face is bounded 
-I 
by the midpoints of the cells surrounding the edge. Be- 
cause of the need to deal with hanging nodes, control 
c, 
Fig. 2: Face of the dual mesh related 
to an edge connecting No and N, 
volume faces are not to be bounded by the midpoints of 
the faces of computational grid cells as e.g. in [4]. As the 
relations between the cells also have to be determined 
in order to connect the midpoints of two neighboring cells, the evaluation of the face vectors for three 
dimensional gr-ids becomes a non trivial task. 
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Consider an edge connecting the nodes No and N ,  inside the computational domain. This edge is 
shared by n cells Cl.., as shown in figure 2. The Point N,  is the midpoint of the edge connecting No 
and N,.  The first task in the setup is the determination of the cells C, to C, and the ascertainment 
of their order around the edge. 
The face F is composed of triangles formed by midpoints 
of two neighboring cells and N2. The respective face vector 
is the sum of all vectors related to the those triangles. The 
volume Cl, of the dual cell is composed of tetrahedra with 
the corner points No, N2 and the midpoints of two neigh- 
boring cells. In a loop running over the cells C, to C, the 
contributions to the face vector and cell volume are evalu- 
ated. 
The metrical setup, including the determination of the 
volume of the dual mesh cells as well as the components 
of the face vectors, has to be executed before the flow cal- 
culation starts. Since the setup forms one dual mesh from 
the entire hybrid grid, conservation is guaranteed for the 
computational domain even at interfaces between regions of hexahedral and tetrahedral cells and at 
interfaces of refined and unrefined cells, as shown in figure 3. 
Fig. 3: Dual mesh at the interface 
between cell types and refinement 
hvels 
SPATIAL DISCRETIZATION 
Inviscid Flux Calculation 
The Euler equations are solved employing a modified AUSM Upwind Scheme ([5]) as it is described 
in detail by I(rol1 and Radespiel ([SI). The special merits of AUSM compared to other upwind schemes 
are the low computational complexity and the low numerical diffusion. 
To compute the inviscid flux over the face F is based on the flow conditions on both sides of the face. 
The values are taken directly from No and N ,  for first order calculations. For second order accurate 
calculations the independent flow variables are linearly reconstructed on the control volumes around 
No and N,and 
(1) 
1-  
UL = u, + vu, - ,v,, 
The gradient Vu, of a variable u is obtained by employing a Green-Gauss formula: 
1 " 1  -I v u  - - . ~ z . ( u o + s " i ) . s o i  
O - 520 i=l 
where Cl, is the volume of the dual cell around No and Soi is the normal vector of the dual mesh face 
F as shown in figure 1. 
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Near shocks the values on the edges have to be limited to avoid overshoots. The limiting is done 
by an minimum/maximum clipping like it is proposed by Barth in [7]. If a reconstructed value at 
any face of the control volume exceeds the minimum (or maximum) of the values given by node No 
and the surrounding nodes Nl..n, the gradient Vu is scaled by a factor 0, so the reconstructed value 
becomes equal to the minimum (or maximum) of the nodes No,.n. 
Determination of Viscous Flux 
In order to calculate the viscous flux over the face of an auxiliary cell the primitive variables and 
the derivatives of velocities and temperature on the face have to be computed. For Face F in figure 2 
these values are evaluated by averaging the values of No and N l .  The gradients of the primitive 
variables in three Cartesian directions are the components of Vu. For the calculation of the viscous 
flux the unlimited values have to be used. The determination of the gradients in the way described 
above provides the gradients in the x-, y- and z-direction. This enables the solution of the full Navier 
Stokes equations without relying on a Thin-Layer approximation. 
GRID ADAPTION 
The computational grids can be adapted to the calkulated solution by dividing cells in regions of 
insufficient flow resolution. For tetrahedral cells only an isotropic division into eight children cells is 
allowed. Hexahedral cells can be divided in one, two or all three directions. 
The procedure of tagging cells for division is split into two parts. 
During the first loop the second differences of pressure Ap with 
I P2 - 2 P l +  P3 P2 + 224 + P3 AP= 1 
N2 are computed for each edge. In order to calculate the second dif- 
ferences the most appropriate node N3 of the neighbors of Nl has 
to be determined, as shown in figure 4: N3 is the node the an- 
gle becomes maximal for. If the value of Ap exceeds a certain 
threshold, the cell the respective edge belongs to is tagged for division. For hexahedral cells the rel- 
ative position of the edge in each cell has to be considered in order to divide the cells in the right 
direction. For the second loop all cells that are already tagged are excluded. During this loop other 
flow quantities are computed. In the present code the following criteria are implemented: 
Fig. 4: Deterinination of 
helping node N3 
0 first differences of density 
0 second differences of density 
0 first differences of velocity 
e first differences of velocity weighted by point distance 
If the calculated quantity exceeds a second threshold, the respective cells are also tagged for division. 
The thresholds control the number of divided cells. They can either be fixed before the tagging starts 
or set iteratively in order to receive a predefined number of cells after the cell division is finished. 
For both hexahedral and tetrahedral cells, only one 
nodes are caused by neighboring divided cells as shown 
in figure 5. The hexahedral cell C, is divided once into 
the children C,, and C,, and introduces a hanging node 
on the edge of the tetrahedral cell C,. If C,, was divided 
again, another hanging node on this edge would be introduced. So C, has also to be divided before 
the next division of Cll. An iterative process runs through the field focussing on the tagged cells. If a 
division would introduce a second hanging node on any edge, the respective cell has also to be tagged 
for division. 
hanging node on every edge is allowed. These hanging - 
Fig. 5: Tagging of C, in order to 
prevent a second hanging node 
NUMERICAL RESULTS 
The first case is the supersonic inviscid flow (Ma, = 6) about a blunt body. A coarse hexahedral 
mesh was modified in order to obtain a hybrid mesh with hexahedral cells near the body and tetra- 
hedral cells in some distance from the surface. In this test case the metrical setup and the capability 
oi cell division were subject to examinations. Figure 6 shows the position of the shock and the effect 
of a four times refinement that leads to a good shock resolution even for this coarse initial mesh. 
The second case was chosen to test the Navier Stokes formulation of the scheme. For that purpose 
a pure hexahedral 60x40~3 grid over a flat plate was generated. Figure 7 shows the comparison at  
different points between the Blasius solution and the computed solution for a subsonic (Ma, = 0.5) 
laminar flow with a Reynolds Number of 5000. The grid for this case is not adapted to the solution. 
The results are conform to the analytic solution. Inflow and outflow conditions are computed as 
proposed by Whitfield in [SI. 
The first 3D test case is the transsonic flow around an ONERA M6-Wing. Plow conditions are 
Ma, = 0.84 with an incidence of 3.06'. The grid has been adapted twice. The initial grid contains 
about 78,000 nodes, 11,000 hexahedra and 370,000 tetrahedra. The once adapted grid contains about 
113,000 nodes, 33,000 hexahedra and 403,000 tetrahedra, while the finest grid contains about 211,000 
nodes, 95,000 hexahedra and 440,000 tetrahedra. The computed flow field is shown in figure 8. The 
characteristic X-shock on the upper side of the wing is nicely resolved. Oscillations at interfaces 
between cells of different refinement levels occure. Those wiggles are subject to investigations in the 
future. 
Also the AGARD 01 test case has been calculated. Figure 9 shows the five times adapted grid and 
the respective solution. The shock resolution is acceptable, the shock regions have been refined during 
each refinement step. The shock on the upper side is located at 0.63 chord length and the shock on 
the lower side at 0.37 chord length. 
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The adaptation for the AGARD 03 test case offers more difficulties. As shown in figure 10 the shock 
behind the airfoil is not resolved very well. The initial grid contains 6,000 nodes. The grid is a three 
times stacked two dimensional grid. The five times adapted grid contains about 55,000 nodes (also 
three stacked planes) and the shock distance is 2.75 chord length behind the trailing edge. 
CONCLUSIONS 
A finite volume scheme using hybrid grids was presented. The employed grids consist of hexahedral 
cells near body surfaces and tetrahedral cells connecting the hexahedral domains and the outer 
boundaries. The use of hexahedral cells offers the possibility to  resolve viscous dominated flows such 
as boundary layers efficiently and accurately by applying high aspect ratio cells in those areas. Because 
of the tetrahedral parts, grids become quite flexible and the generation of grids, even for complex 
configurations, is relieved very much compared to structured approaches. 
In a metrical setup a dual mesh is computed from the initial computational grid. This dual mesh 
covers the entire computational domain and connects the two grid types naturally. The feasibility 
of using hybrid grids even for three dimensional flows is shown, but since effective tools for the 
generation of hybrid grids are not available yet at DLR the presented test cases can not prove the 
expected advantages of the approach. The calculation of inviscid fluxes is efficient and accurate. 
Shocks are captured nicely by the employed upwind flow solver. Also the formulation to calculate 
the viscous fluxes has proved its accuracy. Difficulties still occure at  interfaces between refined and 
unrefined cells. 
The next step on the way to an automatic system to compute viscous flows around three dimensional 
configurations" is the extension of the hybrid code to prismatic cells in the vicinity of surfaces. The 
prismatic cells can substitute for hexahedral cells, as they yield the same advantages as hexahedral 
cells and algorithms for generating prismatic grids are known from the literature ([9], [lo]). The data 
structure of the new version is changed from a point based to an edge based structure. In order to 
enable a vectorization a edge colouring is employed. The performance on a NEC-SX 3 i s  about 1 
GFlop, including the metrical setup that is not vectorizable. Also the adaption criteria have to be 
improved for the new version. This improvement requires intensive studies of different methods, 
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Fig. 6: Flow around a blunt body: Initial grid and four times adapted grid with respec- 
tive solutions 
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Fig. 7: Laminar flow over a flat plate: Computed Solution compared to analytic SoIution 
Fig. 8: Transonic flow around ONERA M6-Wing: twice adapted grid and respective 
solution 
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Fig. 9: AGARDO1 test case: Five times adapted grid arid respective solution 
Fig. 10: AGARDO3 test case: Initial grid and initial solution and five times adapted 
grid with respective solution 
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SUMMARY 
The dynamic solution adaptive grid algorithm, DSAGASD, is extended to automatically adapt 
2-D structured multi-block grids, including adaption of the block boundaries. The extension is gen- 
eral, requiring only input data concerning block structure, connectivity, and boundary conditions. 
Imbedded grid singular points are permitted, but must be prevented from moving in space. Solutions 
for workshop cases 1 and 2 are obtained on multi-block grids and illustrate both increased resolution 
of and alignment with the solution. A mesh quality assessment criteria is proposed to determine how 
well a given mesh resolves and aligns with the solution obtained upon it. The criteria is used to evalu- 
ate the grid quality €or solutions of workshop case 6 obtained on both static and dynamically adapted 
grids. The results indicate that this criteria shows promise as a means of evaluating resolution. 
INTRODUCTION 
It is generally agreed that a geometry conformal structured mesh topology has demonstratable 
advantages for use in the numerical simulation of high Reynolds number viscous flows. However, 
the generation of geometry conformal structured meshes over complex shapes has proven to be a 
difficult task for two reasons: it is difficult to produce multiple block grids automatically that provide 
the necessary structured-mesh topology around the shape, and the grid must provide resolution of 
complex shear layers, shock waves, slip surfaces, etc. when the final location and extent of these 
features is not always known. Current research is underway to overcome the first difficulty, and is 
showing promise that multiblock structured meshes can be generated automatically. 
It is the purpose of the present research to complement these advances by developing a means of 
adapting dynamically the initial structured mesh to the solution as it evolves, so that the features 
noted above plus any other chosen will be resolved automatically without laborious pre-clustering. 
A brief review of the technique developed by Benson and McRae (refs. 1 to 4) for dynamic 
adaptation of 2-D and 3-D single block grids will be followed by a description of the extension of the 
dynamic adaptation algorithm to 2-D multi-block grids, including the adaptation of block boundaries 
(refs. 5 and 6) In all of the implementations of the solution adaptation algorithm presented herein, 
the terms which correct the final solution for cell volume variation with time have been included in 
the formulation. This ensures that temporal accuracy is preserved as the mesh translates to resolve 
moving features of the solution. 
Finally, the question of cell shape (;.e., skewness, aspect ratio, etc.) effect on the solution has been 
a continuing issue for discussion among those who must defend the results obtained using structured 
meshes. An effort is presently underway to identify the errors which result from the interaction of the 
numerical algorithm with the mesh, including cell shape and mesh movement. Preliminary results 
from this research are included. 
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NUMERICAL PROCEDURE 
Conservation Law 
Conservation laws €orm the basis of our study of compressible fluid fiow considered as a continuum. 
Since the volume over which conservation is being enforced can change independently, it is appropriate 
to examine briefly how these laws are obtained. 
A conservation law results from the concept that a quantity or property may be physically con- 
served in both time and space. The mathematical definition of a conservation law results when the 
time rate of change of some quantity B summed over a given volume is shown to be equal to a 
quantity r, or 
5 J B d V = r .  
dt v 
In this application, 3 is either the density, linear momentum, or total energy. Applying the theorem 
of Leibnitz to the equation, two integrals result, one to account for the time rate of change of B 
summed over the volume and one for the motion of the boundary, i .e .  
- d 1 BdV = J, g d V  + B(3 - ds'= r. 
dt v 
It is common practice to assume the region or volume is not changing with time but only translating 
in space at the local fluid velocity. This is equivalent to assuming that the total mass is constant or 
the volume is "material." with this assumption, (3 becomes the local fluid velocity and thus, 
Equation 3 is easily reduced to the familiar form of the conservation laws, which are correct only if the 
volume of interest is fixed in magnitude or material. However, if the volume is allowed to expand or 
contract independently in time, then the volume boundaries no longer move at the local fluid velocity 
and a new relationship for (3 must be determined (ref. 7). 
Consider a one-dimensional flow where the boundary of a region is moving with speed 5 and the 
fluid is moving at a velocity u. In this case, the fluid-surface interface velocity is u - x, which is the 
velocity that should be used in the surface integral resulting from Leibnitz's Rule. Substituting the 
corresponding definition of (3 for a three-dimensional volume into Equation 3 results in 
-dV - f B (x i + y 3 + i i) ds'+ f B (u P + v 3 + w i) 1 ds'= r, 
S S 
(4) 
which is the correct statement of conservation for an arbitrary volume allowed to expand or contract 
in time. 
If r, defined to ensure closure of the conservation laws, is substituted into Equation 4 and B is 
redefined to be the vector of properties that are conserved in fluid flow, U = [ p , p ~ , ~ ~ ]  , a more 
familiar form of the conservation equations can be written as: 
T 
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4 
A is a vector containing the flux components in the Cartesian frame, E + F 3 + G i and 5 is the 
speed at which the surface is expanding or contracting, i E + y 3 + i f .  
The second term accounts for the amount of U entrained or lost as a result of the change in volume 
over time, where s'is the product of the surface unit normal vector and the surface area, and is the area 
of the projection of the given surface into the three spatial coordinate axes, i.e. s' = s, + sy 3 + s, i. 
Discretizing Equation 5 for a generic hexahedron changing in time from the nth to the nth+l time 
level, 
Modified Runge- Ku t t a Algorithm 
The Navier-Stokes equations, plus the continuity and energy equations, are integrated in time 
using an explicit, multi-stage Runge-Kutta algorithm (ref. 8). The inviscid fluxes are described using 
the Advective Upwind Split Method of Liou and Steffen (ref. 9) and extended to higher-order spatial 
accuracy using MUSCL differencing and the van Albada and MINMOD limiters (refs. 10 and 11). For 
this work, a two-stage Runge-Kutta scheme will be utilized. The coefficients for each of the stages 
are a' = f and cy2 = 1, which results in a second-order accurate scheme in time. 
Although the changes in cell volume are independent of the time-advancement scheme, the manner 
in which this term is implemented is not independent and may decrease temporal accuracy. When 
the explicit Runge-Kutta algorithm is integrated as a single step, including the cell volume variation 
term, the mesh movement is at the n - 1 level (A"-'V) and is based on mesh movement due to the 
prior time step. In an attempt to more closely couple mesh movement and solution, the Runge-Kutta 
algorithm is split into two steps. The first step integrates the terms in Equation 6 above which do not 
involve the AV term and can thereby be considered "steady" terms. The terms that involve AV, and 
thereby necessary to preserve temporal accuracy, are integrated in the second step of the procedure. 
Splitting the algorithm permits adaptation of the mesh based on weight functions determined from 
the steady portion of the integration. The second step of the integration algorithm is then applied to 
correct the solution for mesh movement to the n+ 1 time level. In the present work, the correction for 
mesh variation is first, thereby being equivalent to a first order interpolation of the steady solution 
to the new grid location. This algorithm is detailed below. 
The modified, two-stage, time-advancement scheme that results from splitting the equations into 
a "steady" and an "unsteady" portion is as follows: 
Stage i: 
Equation 7, the first step of the modified scheme, represents the advancement of the simulation in 
time for a static or non-moving mesh. In the definitions of the fluxes, s' is evaluated at the nth time 
level. The next step is to redistribute the nodes in the mesh using the method detailed below with 
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weight functions based on the solution at time level (2) obtained with the above equation. Finally, the 
time varying volume portion of the equations is used to advance the solution vector to the new mesh 
level by taking into account the amount of U that is entrained/lost by the expansion/contraction of 
the volume. This step is equivalent to correcting the convective velocity for a moving mesh. The 
equation used has the same form as the Runge-Kutta algorithm. 
(UV)"+* = + {At (U(2)A"V) + A,, (U(')A"V) + A ,  (U(*)A"V)> 
In Equation 8, the terms AnV represent the change in volume between the nth and nth+l time level. 
ADAPTIVE ALGORITHM 
The adaption process, to ensure resolution of solution features as they translate and evolve, takes 
place between the split steps of the integration scheme. Weight functions are based on the first stage 
of the integration scheme. A center of mass scheme is then used to relocate the points in a transformed 
parametric space. A straightforward truncation and interpolation scheme is used to determine the 
new location in physical space corresponding to the new parametric coordinates. An overview of 
these steps follows. 
Weighting Function 
The primary goals of an adaptive procedure must be to improve solution accuracy. A by-product 
of increased accuracy should be the ability to locate, identify and determine the extent of all features 
of the solution with increased certainty. A conventional examination of the truncation error of discrete 
integration techniques results in an infinite series of terms consisting of derivatives of the dependent 
variables multiplied by functions of the discrete spacing. 
In general, these truncation error terms are large near discontinuities and rapidly changing regions 
in the flow. Therefore, it was decided to use the difference of the dependent variables as the basis 
for a suitable clustering function. Higher differences (usually second) may also be used if sufficient 
nodes are available to resolve them. The weight function is formed using a linear superposition of 
the differences where (7k is a biasing coefficient, (bk is the magnitude of the gradient, and k indicates 
a given flow variable. The maximum value of the difference for each flow variable varies, so a second 
coefficient will be introduced to scale the respective gradients thereby insuring the desired weighting 
(usually equal peak values) before biasing. The complete weighting function is then determined by: 
In order to provide automated control of the degree of adaption, an average weight function 
is first determined along each coordinate line. This weight function is then limited according to 
predetermined functions of this average: 
After limiting, the weight function is then smoothed to control cell skewness. For the baseline 
weight-ing function, biasing coefficients, percentage values, and ratios are input at the beginning of 
the program. The remainder of the process occurs without user interaction. 
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Transformation To Parametric Plane 
Using a similar idea to that used for obtaining a computational space for a single block grid, 
physical space can be mapped into a separate parametric space. The mapping is general and the 
standard requirements for one-to-one correspondence of grid-points and smooth mesh lines are main- 
tained, thereby guaranteeing an inverse transformation. This initial trasnformation between physical 
and parametric space remains fixed during the computation and is used as a reference for remapping 
the changed grid locations into physical space after adaption. "Fixed" in this instance means that 
the original transformation does not change with time. The reason for performing the adaption in 
a parallelepiped in parametric space is twofold: intricate boundaries in the physical space will map 
into a plane in the parametric space, and a simple equation results for remapping the adapted para- 
metric space into corresponding new locations in physical space. Adaption in parametric space will 
determine new values of [, 7,  and C for each node. The next step is to determine which metrics of 
the original transform must be used to map the new node locations (t, q, and C )  to physical space 
such that the original transform is preserved. This maintains the ordering of the grid-points in both 
spaces. 
Since the original mapping defines a parallelepiped in the parametric space and A[=Aq=A(=l 
by definition, the original nodes or grid-points are located at integer values which correspond directly 
to the i , j ,  k which are used to reference the arrays. 
i n t ( r ,  qo,  so) = i, j ,  k (11) 
Adaption takes place in the parametric space, after which a mapping to determine the new x, y, 
and z locations from the new E ,  7 ,  and C positions must be obtained. This process begins with a 
discrete approximation to the differential dx: 
AX = x ~ A [  + ",,A77 + x,A( (12) 
Since the approximations to the differentials in the above equation are just differences, they are chosen 
to be the new mesh node location, referenced with i , j ,  k , minus a nearest original position, denoted 
with the superscript O .  The metric derivatives are also identified with the superscript O ,  since the 
transform is only determined initially. 
If the point at i, j, k is moved to a new position in the parametric space, the corresponding new 
position in the physical space must be determined. The vertex of the cube of the original parallelepiped 
that contains the new [, 7 ,  ( position and is nearest the origin of the parametric mesh can be found 
by rounding these values down to integers. 
The vertex of the cube of the original parallelepiped that is closest to the new 6, q,  C position is 
given by the nearest integer function: 
In = nint([i,j,k) 1 + 1 
mn = nint(qi,j,k) = m + 1 
nn = nint(C;,j,k) = n (15) 
Recall that c, q, and [ were defined to be integers that corresponded directly to the reference coordi- 
nates i , j ,  k and therefore, the values defined in Equations 14 and 15 correspond directly to the array 
positions for x, y, and z of the original grid-point at those respective vertices. 
The metrics, xe, xT, and xc, are appoximated such that they represent the distance between 
adjacent nodes in the t-, 77-, and [-directions. The metrics are stored in arrays as forward differences 
and therefore, they are based at the point 1, Tnn, nn for the [-direction, Zn, m, nn for the 77-direction, 
and Zn,mn,n for the (-direction. By using the integer value of In in place of [' in Equation 13, this 
will subtract the distance zz(( - e) if [i,j,k is closer to the (-axis than the nearest original point and 
add the distance if (i,j,k is greater than the nearest original point. The result is similar for '1' and e. 
Therefore, a final expression for the new value of x in the physical space is: 
Z:j,k = zon,mn,nn -k x&,,n,nn ('!&i& - In> -k x;(n,m,nn (%,j,k - mn> -k x ~ ~ n , m n , n  (Ci,j,k - nn), (16) 
which is a Taylor series expansion in three dimensions utilizing the initial grid as a reference grid. 
Similar equations can be derived for y and z ,  by substituting for x. 
The above can be shown to preserve the original boundary shape. Choosing the boundary where 
V=const=l., note that a term drops out of Equation 16 leaving 
5:j,k = x:n,mn,nn -k S~l,mn,nn ( t i , j , k - -k zzln,mn,n (Ci,j,k - nn>. (17) 
This maps into the surface in the physical space that corresponds to the original boundary on which 
q;,j,k=constant. 
Adaption Procedure 
With exceptions noted below for multi-block grids, per€orming the adaption in parametric spaces 
allows the restrictions on movement in the method of mean-value relaxation (ref. 12) and the method 
of minimal moments (refs. 13 and 14) to be removed. 
Considering the grid-points to be point masses with the weighting function analagous to the mass, 
the location of the center of mass can be determined for the computational cell in three dimensions 
as: 
This determines the movement of the point at i , j ,  k to a localized center of mass. This calculation 
is repeated for every point in the parametric domain with the boundaries being calculated using a 
reduced stencil. The grid points are locally redistributed until the entire grid of weights is globally 
at rest or has moved the desired amount. 
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For single-block grids, adaption in parametric space effectively eliminates crossover of mesh lines 
if the initial grid is generated by an elliptical grid generator. Crossover will result only when the 
center of mass of the stencil is outside of its original domain, which is most likely to occur at concave 
boundaries. These boundaries are not present in parametric space for single block grids. 
Implementation OF The Algorithm 
The adaptation algorithm is utilized in the following way: the transform and inverse transform 
for mapping the physical space into the parametric space is computed initially; the first part of the 
integration step on the governing equations is completed; the grid is adapted based on the solution 
from that step; the second step of the integration is performed; the transformation €or the governing 
equations is recomputed; and the process starting with the integration step is repeated until the 
grid reaches a steady-state or until a total time in the solution evolution is reached. When the 
grid reaches a steady-state, this implies that only small changes are occurring in the flow variables 
that cause small changes in the weight function distribution. The grid motion is then ended and 
the simulation continues on the static adapted grid until the desired flow convergence is obtained. 
Although the algorithm was developed to be a dynamic solution-adaptive method, it can also be used 
as part of a grid refinement study. The first step is to run a simulation to convergence on an initial 
grid. Using the adaptive algorithm, the grid-points of the original grid are relocated based on the 
solution, which is interpolated to the new grid as part of the algorithm. The simulation is rerun using 
the clustered mesh as the initial grid. This can be repeated until the desired resolution is attained. 
M ULTI-BLO CK GRIDS 
The multi-block solver/adaptor scheme is designed to accomodate general multi-block geometries 
and permit the application of the solution-adaptive mesh algorithm to structured, multi-block initial 
grids by specifying only the block connections (refs. 5 and 6). Therefore, the coupling of the multi- 
block solver with the multi-block solution-adaptive mesh algorithm allows dynamic adaption for flows 
over complex structures for which single-block meshes are inadequate. 
In this case, effective adaption without a priori knowledge of the flow requires that the block 
boundaries be adapted in addition to the interiors. This implies that new mesh locations from one 
block can move on to the fixed reference locations of an adjacent block. Logic must, therefore, be 
installed to maintain overall connectivity and continuity of the adapted grids as this occurs. 
The block connectivity is governed by a set of specified block splicings. The block splicings can be 
defined by any of ten possible combinations. That is, any block side can connect to any other block 
side. The only limitation is that both blocks of a splicing must contain the same number of mesh 
cells in the direction along the splicing. Each block may have its own orientation ((, Q direction). 
Therefore, there may not be a global E , . Q  direction. This feature not only allows the solver/adaptor 
to handle more complex grid structures in which a global 6, 9 direction is not possible, but also allows 
imbedded singular points to reside in the grid domain. These splicings are defined in an input file 
along with the dimensions and boundary conditions of each block. The grid-blocks are read in as 
separate files, and can be generated using GRIDGEN or any other appropriate grid generator. 
MULTI-BLOCK SOLVER 
The extension of the solver to a multi-block grid is straightforward. Each block of a grid is 
treated as a separate domain and boundary conditions enforce propagation of data from adjacent 
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blocks or boundaries. Conditions along splice block boundaries are determined by continuity with 
adjacent blocks. Reference 6 describes the procedure and illustrates how the process provides a known 
boundary condition along the splices of the blocks in both directions. This process is dubbed a splice 
boundary condition and is performed at the same time that all other boundary conditions (viscous 
wall, free stream, etc.) are enforced. 
MULTI-BLOCK ADAPTOR 
The adaptive algorithm is extended to include adaption in complex multi-block domains with 
dynamically adapted block boundaries. The extension of the adaptor to multi-block grids is not as 
straightforward as the overlay approach above. 
For multi-block configurations, the conditions for grid point movement lead to three primary 
types of outer block boundary and splice block boundary intersections. Reference 6 describes these 
intersections in detail. Points are constrained from movement around outer 5, 71 corners in the 
parametric space. However, the splice boundary/outer boundary intersection of two adjacent blocks 
can move along the outer boundary, which allows adaptive movement of the splice boundary. One 
exception to movement of a splice boundary/outer boundary intersection occurs when more than one 
splice boundary intersects an outer boundary at the same point. This results in a concave corner 
in the parametric space and can cause crossover of grid lines if movement of such a point is allowed 
without special provision. Adaption of the block boundaries while preserving the original structure . 
of the mesh leads to these criteria: 
1. Points can move from one original transformed block to another. Therefore, the new mesh point 
locations must be determined, no matter which of the original transformed blocks they fall in. 
2. Physical boundary conditions must be specified based on current mesh point location. 
3. Crossover of grid lines near concave corners in the parametric space must be prevented. 
Modifications to the adaptor are made to meet these criteria. Logic is added to determine the locations 
of points that move into other blocks and to insure that the boundary points acquire or retain the 
correct boundary condition representation. These processes are also detailed in Reference 6 .  
As noted previously, a center of mass scheme may result in crossover in the vicinity of concave 
boundaries. This does not occur in the parametric space for single block grids since no concave 
boundaries exist. When the method is extended to multi-block grids, concavities may be unavoidable 
in parametric space. The movement of the corner point, itself, can be easily limited by fixing its loca- 
tion at the concave corner. By locally restricting grid point movement near the concavity, crossover 
can be prevented. This is done by requiring mesh lines in the vicinity of the concavity to follow a 
von Neumann condition. The slopes of the lines at the concavity are set to be normal and change 
linearly to the slope defined by the adaption criteria at a set number of nodes away. 
MULTI-BLOCK BOUNDARY CONDITIONS 
Boundary conditions are coded generally as a set of options for defining any block boundary. 
For the transonic 0012 airfoils, four options are required. The block boundaries representing the 
far field inflow are assigned freestream density and velocity values and obtain the pressure values 
from the integration of the appropriate compatabity relation. The block boundaries representing the 
far field outflow are assigned freestream pressure values and obtain the density and velocity values 
from the integration of the appropriate compatibity relations. The block boundaries representing the 
surface are assigned entropy corrected inviscid wall conditions as described in Reference 15. The final 
boundary condition is the block splice boundary condition described above. 
188 
MESH QUALITY ASSESSMENT 
The quality of a computational mesh is generally considered to be important to both the conver- 
gence and accuracy of a computational solution. Distorted mesh cells, e.g., those stretched and/or 
skewed, may cause significant errors in the developing solution. In addition, mesh cells whose sides 
are not aligned with local flow velocities or discontinuities can also cause inaccuracies. When adaptive 
mesh redistribution is used, the mesh is deformed automatically as the solution progresses. Therefore, 
distorted cells may occur near strong features in the course of the adaptive process. The foMowing 
solution dependent mesh quality measure (SDMQM) has been developed to help assess the impact of 
mesh redistribution adaptation on computational solutions. It will also be useful for evaluating the 
results of standard mesh generation codes. The SDMQM couples the mesh cell geometry with the 
local solution field via the governing equations. 
Consider the integral form of the conservation equations, 
dt  v UdV+~(@. i i )dS=o .  
The second term of the above equation couples the solution field with the cell geometry. In the usual 
formulation of finite volume algorithms, this term is expressed as, 
where s'is the product of the surface unit normal vector and the surface area, and the overbar indicates 
average values over a cell surface, S .  This equation is exact for planar sided cells and gives the average 
value of (0-?) within the mesh cell. This is shown by using the divergence and mean-value theorems 
where the double overbar indicates the average value over a cell volume, V. 
-4 
Assume that the terms F - s' are evaluated at the center of their respective cell sides. Then, by 
using Taylor's series expansion we expand these terms about the cell center (cc) to obtain, 
V ( s )  = c ? . s ' = V ( V . @ )  CC +RE. 
s 
The resolution error, RE, is dependent on the cell geometry and the solution field and is a measure 
of the product of the cell volume and the difference between the average value of (V - P) over the cell 
volume and the point value of (V ?) at the cell center. The first few terms of the RE are expressed 
in Figure 19 for a 2-D quadrilateral cell. 
We now have, 
which is a measure of the mean deviation of (V * $) at the mesh cell center. Finally, p is a vector 
quantity so we calculate llpllz which we dub the solution dependent mesh quality measure. 
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In the case of structured meshes, p can be efficiently estimated by applying the transformation 
(z, Y, 4 = (a, q ,O , dt ,  77,C), 45 7 ,  C)) to V(V n c c  which yields 
The first term is known from the finite volume computation and the derivatives of the second term 
are estimated by using high-order difference approximations in computational space. In the current 
computations fourth-order approximations are used. The p is not an estimate of the local solution 
error, but, rather, it is a measure of the local flow resolution which directly effects the solution error. 
If 11p112 is large, then the flow within the cell is poorly resolved. When this is the case, information 
about the flow is lost which in turn diminishes an algorithm's ability to accurately approximate new 
cell interface flux values for the next integration step. On the other hand, if llpllz is small, then 
it is assumed that it is small at all locations within the cell indicating good flow resolution. Well 
resolved flow within all mesh cells leads to more accurate cell interface flux approximations and higher 
accuracy. 
There are combinations of the cell geometry and solution field for which 11p112 is small at the center 
of the cell but wouId be large if it were evaluated at some other point within the cell. However, in 
these circumstances the cell geometry appears to be optimal for the corresponding solution field. For 
example, A local linear distribution of the solution field will cause llpl12 to be predicted as zero, but 
only if the cell being examined and those involved in the approximation of the derivatives appearing 
in Equation 21 are orthogonal, of equal size, and aligned with the gradient of the solution field. 
In theory 11p]12 is a measure of the local flow resolution within a cell, but the current centered 
stencil used in approximating the cell center value of (V.l") is essentially a high-order finite difference 
evaluation. Therefore, {lpllz may be thought of as a measure of the difference between a finite volume 
and a finite difference formulation connected with a 'particular cell. When 11p112 becomes zero the 
finite volume scheme reduces to a finite difference scheme of the order of accuracy with which (V . F )  
is approximated. 
-+ 
A third way to view 11p112 is to think of the finite volume formulation as being equivalent to 
second-order accurate finite difference evaluations of (V - 2) in computational space. Then 11pl12 is 
a measure of the difference between second-order and fourth-order derivative approximations and 
predicts a second-order truncation error associated with calculating (V - 2) within a given cell. By 
interpreting llpll2 in this manner, conditions which cause 11pl12 to be small can be easily assessed. 
Also, it is clear that flow discontinuities (shocks, contact surfaces, slip lines) will be predicted as 
causing a large [1p1I2, despite a reduction in mesh spacing, since the higher derivative terms of the 
aforementioned truncation error will always persist. With this in mind, we can use Ilpll2 to examine 
the effect of adaptive mesh redistribution on a computed solution. 
MULTI-BLOCK BOUNDARY RESULTS 
Case 1: AGARD 01 
AGARD 01 is a transonic 0012 airfoil. The flow conditions for this test case are M, = 0.8 and 
a = 1.25'. The important aspects of the solution are the location of the upper and lower surface 
shocks as well as the shape of the sonic lines. The initial grid consists of four gridblocks of 69 by 69 
points which make up a C-grid as shown in Figure 1. The far field boundaries are set at 30 chord 
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lengths away in the x-direction and 40 chord lengths away in the y-direction. Figure 2 shows a closer 
view of the initial grid. Notice that the cell center locations as well as the block boundaries are shown 
in these figures. Figure 3 shows the final mesh after dynamic grid adaption. Figures 4 and 5 show the 
numerical solutions of the pressure and mach number. Notice in Figure 3 that the grid is clustered 
at the shock and trailing gradient and is also aligned to the gradients in presure and mach number. 
The sonic line is emphasized on Figure 5. The interpolated shock locations on the upper and lower 
surfaces of the airfoil are at 48.1% and 35.0% chord, respectively. The sonic line extends .88 chords 
from the center line. The pressure coefficient along the surface of the airfoil is shown in Figure 6 and 
is compared to computational results obtained from Reference 16. Notice that the adaptor allows for 
finer resolution of the shock on the upper surface. The lift coefficient is .341. 
Case 2: AGARD 03 
AGARD 03 is also based on the 0012 airfoil. The flow conditions are M, = 0.95 and CY = 0.". 
This case has a "fish-tail" like shock structure in which the location of the normal shock depends 
upon the accuracy obtained. The initial grid distribution consists of four gridblocks of 69 by 69 points 
which make up a C-grid similar to the grid of Case 1. The outer boundaries have a radius of 150 
chords with the upstream boundary located 200 chords upstream of the airfoil. Figures 7 and 9 show 
views of the initial mesh and the final mesh after dynamic grid adaption. Figures 8 and 10 show 
closer views of the initial and adapted mesh. Figures 11 and 12 show the numerical solutions of the 
pressure and mach number. Notice in Figure 10 not only the grid clustering at the shocks but also 
the overall grid alignment to the gradients in presure and mach number. The sonic line is emphasized 
in Figure 13. The sonic line extends out to nearly 21 chord lengths away from the airfoil. 
The distance from the trailing edge to the first subsonic Mach number value downstream is 
plotted as a function of nondimensional time in Figure 14. Since interpolation is not used to gain a 
more accurate location of the normal shock, there are non-physical jumps in the shock location in 
Figure 14. Notice that the normal shock location begins to converge to a location near 3.5 chords 
from the trailing edge and then abruptly changes speed. This change in speed is attributed to the 
influence of a wave which results from the weak reflection from the outer boundary of the outgoing 
solution startup transient. In a nonadaptive scheme, these waves are observed infrequently due to 
the dissipation caused by the increased mesh spacing toward the outer boundary. However, in the 
adaptive solution, the startup waves are sufficiently resolved such that they are still discernable as 
they reach the outer boundary. Although a characteristic-like outer boundary condition is used, 
cancellation ( L e .  pass-through) of the wave is not perfect and a small-amplitude expansion wave 
is reflected toward the interior. This wave results in a small increase in effective freestream Mach 
number as seen by the airfoil. This increased Mach number causes the normal shock to move further 
aft and the upper and lower sonic regions to increase. The solution does not converge to the correct 
value before there is any influence from the reflected waves. This phenomenon was most prevalent 
when local time stepping was used. A compromise maximum time step of five times the minimum 
allowable was found to reduce the effect. However, as the limit is reduced (toward having a global 
time step), the CFL limit due to the explicit time dependent scheme results in increased compution 
time. 
Case 6: Shock Reflection from a Double Wedge (Time Dependent) 
The time dependent workshop test case No. 6 consists of an inviscid planar normal shock wave 
which translates over a double angled ramp. The geometry is defined by a 20" section of the ramp 
beginning at the Cartesian coordinate (2,O) and a 55" section passing through the coordinate (7,4). 
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The translating (M = 2.16) shock is initially perpendicular to the y-axis and positioned at x = 1, 
which was taken as the reference length ( L  = 1) for non-dimensionalization. The non-dimensional 
quiescent pressure and density are both set to a value of 1. The initial mesh was the same for 
both the static and adaptive mesh computations. This mesh consisted of 468 cells in the streamwise 
direction and 162 cells in the normal direction and wils constructed such that all of the cells where 
rhomboids. The mesh wag redistributed every time step for the adaptive computatiom. The memory 
requirements were small enough €or this problem that both the static and adaptive computations 
could be run interactively on the CRAY Y-MP at NASA LaRC. 
Figures 15 and 16 compare static mesh and adaptive mesh solutions of density and pressure 
contours, respectively. The solutions are shown for t / t ,  = 3.5. Here t is the physical time and 
t ,  = U / L ,  where U is the velocity of the compression region behind the normal shock. The adaptive 
mesh solution shows improved resolution of shock waves. AIso, flow within the double compression 
regions behind the reflected shocks are smoother and details are more resolved in the adapted mesh 
computations. In addition, a region of large amplitude high frequency osciNations behind the normal 
shock near the triple point which occurred in the static mesh computations has been greatly reduced 
in the adapted mesh solution. 
Figure 17 shows a series of adapted meshes for subsequent times, for 2.0 5 t / t ,  5 4.5 in incremen€s 
of t / t ,  = .5. The meshes have been coarsened for clarity of display by removing every other mesh 
line. Also, the upper portion of the mesh has been deleted to save space. This sequence illustrates 
how the adaptive algorithm continuously adapts the mesh to various flow features by clustering the 
mesh in regions of high flow gradients and increasing alignment of the mesh with discontinuities. 
Figure 18 compares the relative errors of the computed normal shock position for the static and 
adaptive mesh calculations. The relative position error is defined as IX - XEI/IXEI), where X E  is the 
theoretical normal shock position. The position of t4e shock, X ,  was chosen to be the interpolated 
x/L location in the pressure transition corresponding to the mid-point of the theoretical pre- and post- 
shock conditions. A linear behavior of the relative position error indicates that the computed shock 
is moving at a constant velocity, and the magnitude of the slope indicates how close the computed 
shock velocity agrees with the theoretical shock velocity. When the slope is'zero the two velocities 
are equal. . 
The static computation predicts a more consistent relative error throughout the computational 
time history because of the uniformity of the static mesh. Abrupt changes in the wave form of the 
relative error for the static case are due €Q changes in grid spacing in the direction of the shock 
movement. Because the initial grid was constructed of rhomboids, the spacing between the vertical 
grid lines is proportional to the cosine of the wedge angle. As a result, a small but sudden change in 
the spacing of the vertical grid lines occurs at each angle change. The reductions in mesh spacing and 
the required reductions in time step by the CFL condition result in a more accurate shock velocity. 
This fact is shown by the successive reductions in the magnitude of the slope of the static case curve. 
The relative position error of the shock computed by the adaptive mesh case is larger then the 
static mesh case. However, by comparing the slopes of the curves, it is seen that the trends in velocity 
are quite similar. Therefore, the difference between the two curves is primarily due to the difference 
in the magnitude of the initial jump.in position error. This jump is believed to be caused by the 
emergence of a spike in the dependent flow variables on the high-pressure side of the shock just aftet 
start-up from initial conditions. This spike apparently alters the conditions behind the shock to the 
point of affecting its initial propagation velocity. This spike occurs in both the static and adaptive 
computations. The static mesh case has a smaller initial error in velocity, and thus position, because 
the spike is poorly resolved and damps quickly. However, the adaptive mesh, with its ability to 
resolve high gradient features, resolves the spike which more severely alters the initial propagation 
velocity. Eventually, the spike is damped, and the shock velocity of the adapted case becomes more 
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in agreement with the theoretical velocity. The jumps in position error occurring in the static mesh 
case, when the vertical mesh line spacing is suddenly reduced, can also be explained by the above 
hypothesis. The static and adaptive computations show similar trends in the shock velocity history, 
and both yield shock positions that are accurate to within one and a half percent of the theoretical 
value indicating that time accuracy is maintained on the adapted mesh. 
Figures 20 and 21 show exponential contour plots of 11p112 for solutions of the double Mach reflection 
workshop test case at t / t ,  = 3.5 obtained on a static mesh and on an adapted mesh, respectively. 
The mesh was redistributed every time step during the adapted mesh computation. Light contour 
lines correspond to well resolved flow and dark lines to poorly resolved flow as indicated by flpll2. 
By comparing Figures 20 and 21 we can see that the deformed mesh of the adaptive computations 
has not introduced any significant increase in 11p112. In fact, deforming the mesh to the solution field 
has reduced 11p112 in many regions of the flow, which of course is what we try to achieve by mesh 
redistribution adaptation. The adaptive mesh solution has reduced wave like structures which appear 
in the double compression regions of the static mesh computations. Because of this, the adaptive 
mesh case is able to more cleanly capture flow details in the double compression region over the 55" 
wedge section (refer also to Figures 15 and 16). Also, the regions of high 11p112 about the shocks 
has been reduced in extent in the adaptive mesh case. In both cases the largest values of 11p112 are 
associated with the fastest moving discontinuities. As the static mesh solution progressed to the 
present time, a region of large amplitude high frequency oscillations began to emerge behind the 
moving normal shock near the triple point. The presence of these oscillations is clearly visible by the 
large concentration of high values of 11pl12 in this region. The adaptive mesh computation did not 
produce this anomaly. The only noticeable increase in Ilp(l2 of the adaptive mesh case over the static 
mesh case is in the region behind the normal shock and above the reflected shock. However, this 
increase is on the order of 1E-6. The ability of 11pl[2 to detect discontinuites as well as low amplitude 
waves has encouraged ongoing research to investigate its use as an adaptive criteria. 
CONCLUSIONS 
The dynamic solution adaptive mesh algorithm, DSAGA3D, is successfully extended to 2-D multi- 
block structured grids, including adaptation of block boundaries. The multi-block solver and grid 
adaptor has been developed to be general, requiring only description of the grid blocks, simple splicing 
and boundary condition information, and criteria for adaption. All of this can be done through 
straightforward input without code editing. 
Solutions obtained for workshop cases 1 and 2 demonstrated that the multi-block adaptive algo- 
rithm resolves the important features of the flows very well, including alignment of the mesh such 
that shock definition is enhanced beyond that expected from mesh spacing alone. Solutions obtained 
for workshop case 6 indicated that the mesh adaption procedure maintains temporal accuracy. 
A mesh quality assessment criteria is proposed that provides a measure of how well the mesh 
resolves and aligns with the solution. This criteria has been applied to even distributed and dynam- 
ically adapted grid solutions of workshop case 6. Analysis of the results reveals the criteria to show 
promise for determining the resolution quality of solution features. 
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Abstract 
The present work involves generation of hybrid prismatic/tetrahedral grids for complex 3-D ge- 
ometries including multi-body domains. The prisms cover the region close to each body’s surface, 
while tetrahedra are created elsewhere [8]. Two developments are presented for hybrid grid genera- 
tion around complex 3-D geometries. The first is a new octree/advancing front type of method for 
generation of the tetrahedra of the hybrid mesh. The main feature of the,present advancing front 
tetrahedra generator that is different from previous such methods is that it does not require the 
creation of a background mesh by the user for the determination of the grid-spacing and stretching 
parameters. These are determined via an automatically generated octree. The second development 
is a method for treating the narrow gaps in between different bodies in a multiply-connected do- 
main. This method is applied to a two-element wing case. A High Speed Civil Transport (HSCT) 
type of aircraft geometry is considered. The generated hybrid grid required only 170 K tetrahedra 
instead of an estimated two million had a tetrahedral mesh been used in the prisms region as well. 
A solution adaptive scheme for viscous computations on hybrid grids is also presented [a]. A hybrid 
grid adaptation scheme that employs both h-refinement and redistribution strategies is developed 
to provide optimum meshes for viscous flow computations. Grid refinement is a dual adaptation 
scheme that couples 3-D, isotropic division of tetrahedra and 2-D, directional division of prisms. 
An Octree/Advancing Front Method for Tetrahedra Generation 
A new method is presented for generating the tetrahedra of the hybrid grid. Advancing front 
type of methods require specification by the user of the distribution of three parameters over the 
entire domain to be gridded. These field functions are: (i) the node spacing, (ii) the grid stretching, 
*Associate Professor 
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and (iii) the direction of the stretching. In the present work these parameters do not need to 
be specified. The distribution of grid size, stretching, and direction of stretching is automatically 
determined via an octree. There is no need for a special background.mesh which has been the 
backbone of previous advancing front generators. 
The tetrahedra that are generated should progressively become larger as the front advances 
away from the original surface. Their size, the rate of increase of their size, as well as the direction 
of the increase are given from an octree consisting of cubes which is generated automatically via 
a Divide-and-Conquer method. This process generates octants that are progressively larger with 
distance away from the body. Their size will be the characteristic size of the tetrahedra that will 
be generated in their vicinity. 
Generation starts from the outermost surface of the layer of prisms surrounding the body. The 
triangles of this surface form the initial front. Then, a list of points is created that consists of a new 
node, as well as of “nearby” existing points of the front. One of these points is chosen to connect to 
the vertices of the face. Following choice of the point to connect to, a new tetrahedron is formed. 
The list of the faces, edges, and points of the front is updated by adding and/or removing elements. 
The algorithm followed in the present work is the one presented in [3, 41. The method requires a 
data structure which allows for efficient addition/removal of faces, edges and points, as well as for 
fast identification of faces and edges that intersect a certain region. The alternating digital tree 
(ADT) algorithm is employed for these tasks [5 ] .  
Figure 1 illustrates the symmetry plane of the HSCT geometry. The quadrilaterals (dark lines) 
correspond to the faces of the octants on this plane, while the triangles (light lines) correspond to 
the faces of the tetrahedra. It is observed that the size of the tetrahedra, as well the stretching of 
the mesh and the direction of stretching is guided quite accurately by the octree. 
Simplicity and no user intervention are main advantages of the octree. The usual trial-and- 
error procedures for constructing the field functions that give the local size of the tetrahedra, the 
stretching of the mesh, and the direction of the stretching (background mesh) for previous advancing 
front generators are avoided in the present method. The octree is generated once and remains the 
same throughout the generation process. Details of the octree are presented in [7, 81. 
Hybrid Grid Generation for Multi- y Domains 
The developed hybrid grid generation method is flexible and general in order to treat domains 
that contain multiple bodies. A prismatic layer is created around each one of the bodies, while the 
regions in between these meshes are filled with tetrahedra. Any location and orientation of these 
bodies is allowed. This is accomplished via a special method for treatment of narrow gaps that 
frequently form in multiply-connected domains, such as multi-element wings. The key feature. of 
the method is the fact that the prismatic grid around each of the bodies is generated independently 
of all the other bodies. As a result, such generation is as simple as the generation of prisms,for 
a domain containing a single body. However, overlapping meshes are avoided here by employing 
a special technique that redistributes the prisms nodes along their corresponding marching lines 
after the initial generation. This redistribution occurs in the vicinity of the regions of overlapping 
prismatic meshes and results in formation of gaps in between the previously overlapping prisms 
layers. Then a tetrahedral grid is generated in order to fill in those gaps. It should be emphasized 
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Figure 1: Effect of the octree on growth of the tetrahedra. View of the octants (quadrilateral faces), 
as well as of the tetrahedra (triangular faces) on the symmetry plane. Growth of the tetrahedra 
away from the outermost prisms surface follows growth of the octree quite faithfully. 
that the structure of the prismatic grid is not destroyed. Further details of the method are given 
in [8]. 
In order to illustrate validity of the previous procedure, the case of a two-element wing with 
variable size of the gap between the main wing and its flap is considered. Stage one involves 
generation of the two separate prismatic meshes that cover each one of the two bodies. Generation 
is quite simple due to the fact that each layer of prisms is grown independently of the other layer. 
The two grids overlap locally as shown in Figure 2(a). In the second stage, the thickness of the 
prisms layers is reduced locally and the overlap no longer occurs as shown in Figure 2(b). Comparing 
the grids of Figure 2, it is observed that the receding occurs over a larger region which results in 
a smooth variation of the local thicknesses of both meshes. The final stage involves generation of 
the tetrahedral mesh that covers all areas in between the prisms. Figure 3 shows the final hybrid 
(prismatic/tetrahedral) grid on the plane of symmetry. The quadrilaterals are the signature of the 
prisms on that plane, while the triangles correspond to faces of the tetrahedral mesh. 
Hybrid Grid for the HSCT 
A High Speed Civil Transport (HSCT)-type of aircraft geometry was chosen as the test case 
for the developed grid generator. Figure 4 shows the triangulation of the initial surface. The mesh 
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consists of 4412 triangles and 2275 nodes. A symmetry plane is considered that divides the body. 
Thus, hybrid grid is generated for half of the space. 
The time required to generate the prismatic grid around the HSCT was 90 seconds for 40 layers 
of prisms on an IBM 390 workstation. Generation of approximately 170,000 tetrahedra took about 
67 minutes on the same station. It should be emphasized that employment of a hybrid grid for 
the HSCT geometry required only 170 K tetrahedra instead of an estimated two million had a 
tetrahedral mesh been used in the prisms region, as well. 
Figure 5 illustrates the hybrid mesh on two different planes that are perpendicular to each 
other. The first plane is the symmetry and it is indicated by the darker lines, while the second is 
intersecting the fuselage at a location upstream of the wing and it is shown via light lines. It should 
be noted that the irregularity of the lines observed on the second plane are due to the fact that the 
grid it intersects is not planar as it is on the symmetry plane. 
Combined Refinement /Redistribution for the Hybrid Grid 
A dynamic grid adaptation algorithm has previously been developed for 3-D unstructured grids 
[6]. The algorithm is capable of simultaneously un-refining and refining appropriate regions of the 
flow domain. This method is extended to the present work and is coupled with prismatic grid 
adaptation to implement a hybrid adaptation method. 
Directional Division of Prisms 
The prisms are refined directionally in order to preserve the structure of the mesh along the 
normal-to-surface direction. The prismatic grid refinement proceeds by dividing only the lateral 
edges that lie on the wall surface and hence the wall faces. The faces are divided either into two 
or four subfaces. The resulting surface triangulation is replicated in each successive layer of the 
prismatic grid. This results in all the prisms that belong to the same stack (namely, the group 
of cells that originate from the same triangular face on the wall surface) getting divided alike. 
The prismatic grid refinement preserves the structure of the initial grid in the direction normal 
to the surface. The primary advantage of using such an adaptive algorithm for prisms is that the 
data structures needed for its implementation are essentially as simple as that for refining a 2-D 
triangular grid. 
The directional division of the prisms does not increase resolution of flow features that are 
aligned in a direction that is normal to the wall surface. However, a grid redistribution algorithm 
can be employed in order to recluster nodes in the normal direction so as to better resolve the 
viscous stresses [l, 81. 
The tetrahedral cells constitute the portion of grid where inviscid flow features are dominant. 
These features do not exhibit the directionality that is generally prevalent in viscous stresses. Hence, 
the tetrahedra are refined by division into eight, four, or two subcells. 
Redistribution of Prisms 
The redistribution algorithm increases local grid resolution by clustering existing grid points in 
regions of interest. .A measure of the grid resolution required normal to the no-slip wall is the values 
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of y+ = 7 ,  with u, = being the wall friction velocity. A criterion based on the values of 
y+ at the wall is employed to either attract nodes towards the wall or repel them away from the 
surface so that a specific value of y+ is attained at all the wall nodes. This procedure in essence 
determines a new value for the spacing Swall of the first node off the wall at all locations on the wall 
surface. The nodes in the prismatic region are then reclustered along the marching lines emanating 
from the corresponding wall node, in accordance with the new value of Swall. Details are presented 
in [2]. 
d- Pwall 
Application of the Adaptation Method 
The test case of flow past a sphere at a free stream Mach number of M ,  = 1.4 and a Reynolds 
number of Re = 1000 (based on the radius of sphere) is considered. The flow is characterized by 
both inviscid and viscous flow features such as shock waves and boundary layer separation. Details 
are given in [2]. 
The hybrid grid adaptation algorithm developed in the present work is now implemented to ob- 
tain numerical solution for the same flow situation discussed above. A coarse hybrid grid comprising - 1400 wall boundary nodes and N 100K tetrahedra is used as the initial grid. The prismatic region 
is constituted by 20 layers of prisms. The locally adapted grid obtained after h-refinement based on 
an initial solution is shown in Figure 6. The figure shows the tessellation on the wall surface, on the 
symmetry plane as well as on an equatorial plane cutting through the interior of the grid, normal 
to the symmetry plane. It is clearly seen that embedding in the tetrahedral region is focussed near 
the shock location just outside of the prismatic-tetrahedral interface. The prismatic region is also 
directionally refined near the upstream and downstream sections of the body. This is due to the 
flow upstream accelerating rapidly from the upstream stagnation point and the flow downstream 
separating that causes flow gradients in the lateral directions that are detected by the directional 
adaptive algorithm. The embedded hybrid grid comprises - 2500 wall boundary nodes and - 275K 
tetrahedra. Mach number contour lines of the solution obtained on the adapted grid are shown in 
Figure 7. 
The effect of grid redistribution in the viscous region is next shown by selecting an initial grid 
that has a relatively large wall spacing 6, and further, the prism layers are equispaced as shown in 
Figure 8 (a). The grid has - 140U wall nodes and N 1QQK tetrahedra. Based on an initial solution 
obtained on this grid, the redistribution algorithm is used to recompute the values of S, at all the 
wall boundary nodes, using y+ as the detection parameter. The hybrid grid with the redistributed 
prismatic region is shown in Figure 8 (b). Observing the grid in the fore section, it is seen that the 
redistribution algorithm reclusters the grid substantially by attracting the nodes very close to the 
wall in order to resolve the large gradients in the normal direction. In the aft region, the boundary 
layer thickens substantially and separates and the algorithm is seen to push the nodes away from 
the wall. 
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Figure 2: (a) Prismatic grids grow around c ~ ~ c l i  hotly i i i t l c ~ ~ ~ c ~ i i t l c n t . l ~  o f  one another (b) Muttial 
receding of the two prismatic grids removes prior overlapping (view oii the symmetry plane). 
Figure 3: (a) Tetra,hedrd grid fills the areas i t ]  hetwcen the. two prismatic incshes (h) Enlarged view 
of the gap region bet,ween the two bodies (vicw on the syrrirwtry plaiic-). 
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Figure 4: Triangulation of the HSCT surface (4412 triangles, 2275 nodes) 
Figure 5: View of the hybrid mesh around the HSCT on two different planes that are perpendicular 
to each other. The first plane is the symmetry (dark lines), while the second is intersecting the 
fuselage at a location upstream of the wing (light lines). 
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Figure 6:  An isometric view of the tessellation on the wall surface, symmetry plane and an interior 
equatorial plane. Hybrid grid embedded isotropically in the tetrahedral region and directionally in 
the prismatic region. 
Figure 7: Mach number contour lines of the solution on the symmetry plane. Solution obtained 
using an embedded hybrid grid (Mmin = O., Mdaz = 2., AM = 0.05). 
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Figure 8: Tessellation on the symmetry plane showing the clustering of grid points in the pris- 
matic region for (a) an initial grid with equispaced prismatic layers and (b) the grid obtained after 
redistributing the former. 
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SUMMARY 
An adaptive remeshing procedure for vortex dominated flows is described, which uses 
three-dimensional unstructured grids. Surface grid adaptation is achieved using the static 
pressure as an adaptation parameter, while entropy is used in the field to accurately identify 
high vorticity regions. An emphasis has been placed in making the scheme as automatic as 
possible so that a minimum user interaction is required between remeshing cycles. Adapted 
flow solutions are obtained on two sharp-edged configurations at low speed, high angle-of- 
attack flow conditions. The results thus obtained are compared with fine grid CFD solutions 
and experimental data, and conclusions are drawn as to the efficiency of the adaptive procedure. 
IN TROD UCTION 
Mesh adaptation has been recognized as an efficient way to obtain accurate Computational 
Fluid Dynamic (CFD) solutions to complex flow problems. Adapting a mesh by placing more 
points in the region of dominating flow features (such as shocks, vortices etc.), increases the 
solution accuracy. The ability to automatically adapt a grid helps a user by not requiring him to 
have a knowledge of the location of the important flow regions in the field. As an example, for 
vortex dominated flows considered here, the locations of the origin of the vortices are usually 
known, but their trajectories in the field are not. For such a case, other than using a very fine 
grid everywhere, it would be extremely difficult to maintain a high grid resolution around the 
vortex core throughout the flow field. 
Currently available mesh adaptation techniques can be classified into two broad categories: 
mesh movement and mesh enrichment. Mesh movement involves obtaining flow solution on 
an initial mesh, and at prescribed times in the solution process, moving mesh points towards 
the regions of important flow features. A major disadvantage of this procedure is that the 
accuracy of the final computation is limited by the number of points in the initial mesh. In mesh 
enrichment methods, starting from a relatively coarse mesh, a finer mesh is obtained either by 
introducing new points in the region of dominant flow features (refinement) or by generating 
a new mesh which is based on solution on the preceding mesh (remeshing). In the past all 
of these methods have been applied, to a varying degree of success, using both the structured 
and the unstructured meshes. A comprehensive review on this subject has appeared in a recent 
paper by Thompson et. a1 El]. 
Unstructured grids are ideally suited for mesh refinement strategies, as the addition of 
points do not alter the data structure. However, this method has a shortcoming that the number 
of points increase rapidly with each refinement [2]. In the remeshing method, on the other 
hand, several new meshes are generated during advancement of the solution towards a steady 
state. A new mesh is based on the information from the previous flow solution. Since at each 
grid remeshing, finer meshes are produced in the regions of interest while they are coarsened 
in other regions, a good control is maintained on the total number of points while at the same 
time a good solution accuracy can be obtained. 
I ‘  
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In the present paper, a solution adaptive remeshing technique for vortex dominated flows 
is demonstrated that couples a three-dimensional, unstructured mesh generator with an inviscid 
flow solver. An emphasis has been placed on developing an automated procedure thz t requires 
very little user interaction between remeshing cycles. In the section that follows, the grid 
generator, the flow solver and the adaptation strategy are discussed. This is followed by 
presentation of results on two sharp-edged configurations at flow conditions characterized by 
vortex domination. Finally, efficiency of the adaptation procedure is evaluated. 
PROCEDURE 
The basic idea underlying any mesh adaptation scheme is to combine efficiently the mesh 
generation and the flow solver functions into a single procedure. The challenge is to integrate 
these functions in such a manner that the information produced by one is successively used 
by the other to ultimately generate a mesh which accurately resolves important flow features 
without using a large number of grid points. In the remeshing procedure described here, an 
advancing-front mesh generator (program VGRID) is integrated with an Euler equation solver 
(program USM3D) with an automatic procedure that produces input parameters for the mesh 
generator based on the solution on a previous grid. A similar study involving the same two 
programs was conducted for shock dominated, transonic flows, and was reported in Reference 
3. 
Grid Generator 
The advancing-front technique used in VGRID is a powerful tool for constructing tetrahe- 
dral meshes around complex configurations [4]. In this technique, the configuration of interest 
is represented by several surface patches. The grid element size is controlled by grid spacing 
parameters specified at the nodes of a secondary grid called the ‘background grid’. The back- 
ground grid is made up of an uniform Cartesian grid. Associated with the Cartesian grid is a 
number of ‘point’ and ‘line’ sources, at which the desired grid spacing parameters are specified. 
The spatial variation of these parameters in the field is determined by a process similar to that 
of computing the diffusion of heat from a number of discrete heat sources in a conducting 
medium. In addition to the symmetrical propagation of grid spacings, the program has the 
capability to specify directional propagation, thus giving the user uniform as well as directional 
control of grid spacing [SI. Thus, in VGRID the location, strength and directionality of the 
background grid sources need to be specified by the user. In the present adaptation strategy, 
these grid spacing parameters are automatically determined based on an earlier iolution. 
Flow Solver 
The flow solver used is an efficient Euler equation solver for unstructured tetrahedral cells. 
In USM3D, the spatial discretization is achieved by a cell centered finite-volume formulation 
using Roe’s flux-difference splitting. A novel cell reconstruction process, which is based on 
an analytical formulation for computing solution gradients within tetrahedral cells, is used 
for higher order differencing. Solutions are advanced in time by a 3-stage Runge-Kutta time- 
stepping scheme with convergence accelerated to steady state by local time stepping and implicit 
residual smoothing. Recently the flow solver has been made more efficient by the use of a grid 
coloring scheme that has resulted in reduced CPU and memory requirements [6].  
Adaptation Procedure 
In the adaptation method, the mesh generation and the flow solver functions are integrated 
into an unified .procedure. A typical adaptive remeshing cycle is as follows. A coarse mesh 
is first generated on the configuration of interest. This first mesh is obtained by the user 
assigned ‘first guess7 for the spacing parameters, and is, usually, just fine enough to capture 
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approximate locations for vortices in the flow. Based on a partially converged flow solution 
on this mesh, spacing parameters are next calculated. The spacing parameters include location 
and strength of ‘line’ sources to be used in the background grid for the generation s f  the next 
mesh. This completes one adaptation cycle. As mesh is refined in the vicinity of vortices, 
and simultaneously coarsened in other areas of the flow, on successive meshes a more accurate 
representation of the flow is obtained. In practice several adaptation cycles are required to 
obtain a desired accuracy. The flow solution is allowed to converge fully on the final adapted 
grid. 
Adaptation Parameters 
An important step in the present grid adaptation strategy is the calculation of the grid 
spacing parameters from a solution on the current mesh. These parameters are, in turn, used 
to generate a subsequent mesh. For the vortex dominated flows considered here, a finer mesh 
is needed in the vicinity of the vortices, and on the configuration surface along the vortex- 
induced suction peak. The task, then is to accurately find the location of the vortices in a three 
dimensional field. Once this is done, a finer mesh can be generated in and around these regions 
by placing ‘line’ sources in the background grid. 
For vortex dominated flows, the core of the vortex can be successfully identified using 
entropy as the adaptation parameter [7]. Since an approximate location for the vortex origination 
is known (usually at the apex or kinks in the leading edge), one edge of the ‘line’ source is 
located there. The other end is found, by calculating entropy at all points in a user defined 
plane (search plane) downstream and tagging all the points at which the value of the adaptation 
parameter exceeds a specified threshold. The average of the coordinates for all such tagged 
points is then taken as the other end of the line source. The strength of the line source is taken 
as proportional to the value of entropy averaged over all the tagged points. To account for the 
variation in the strength and the location of the core, the line sources are placed in segments, 
instead of placing one long line source from apex to the end of the configuration and beyond. A 
similar procedure is followed for placing line sources on the surface along the vortex induced 
suction peak. The adaptation parameter used for the surface is the variation in ‘static’ pressure. 
The strength of the line source is inversely proportional to the value of static pressure. 
The procedure described above has been automated so that the user only needs to specify 
approximate locations for the vortex origins and locations for the ‘search planes’ during the first 
cycle and threshold values for the adaptation parameters between remeshing cycles. All other 
required parameters are automatically calculated including creation of the input parameters for 
the next mesh. Once the location and the strength of the line sources are determined, a new 
mesh is generated, and a partially converged flow solution is obtained. This completes one 
remeshing cycle. 
RESULTS 
The adaptation procedure described above has been applied to two vortex dominated cases, 
one with a single vortex and the other with multiple vortices. The adapted solutions thus 
obtained are compared with ‘fine’ grid CFD and experimental data for assessing the efficiency 
and accuracy, respectively of the adapted solutions. This section presents some of the results. 
Case 1: Hummel Delta Wing 
The first case considered is that of a sharp-edged delta wing with an aspect ratio 1, known 
in the literature as ‘Hummel’ delta wing. The wing has a flat upper surface and a narrow 
triangular cross-section with a maximum thickness of 2.1 % of the chord located at 90 % root 
chord. The flow conditions selected are a Mol = 0.2 and an angle-of-attack equal to 20S0, in 
order to compare with the experimental data reported in Reference 8. At these conditions, there 
is a single pair of vortices emanating from the leading edge near the apex of the wing. 
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The adaptive remeshing scheme was tested beginning with a coarse grid (GRID 1) with 
61,908 tetrahedra and 12,414 points. Of these 3,713 points represented the wing surface and 
the rest were field points. Based on a partially converged flow solution on this grid, a3 adapted 
grid was generated using the procedure described above. The adapted grid (GRID 2) had 
287,652 tetrahedra, 53,380 total points and 8,344 surface points. The coarse grid solution was 
interpolated on the adapted grid and converged until the residuals were reduced by a 2.5 order 
of magnitude. 
Figure 1 shows the effect of adaptation on the surface by comparing surface triangulation on 
the upper surface of both the unadapted and the adapted meshes. An increased mesh resolution 
on the surface under the vortex induced suction peak is clearly seen for the adapted case. Figure 
2 shows the effect of adaptation on the field grid density by showing a slice through the grid 
at a plane normal to the wing, located at 70% of root chord. The higher mesh density in the 
region of vortex core is evident. 
The efficiency of the adapted solution is established by comparing the adapted solution 
with an unadapted mesh which has fine resolution everywhere in the flow field. The ‘fine’ 
mesh was generated pretending limited a priori knowledge of the location of the vortex. This 
mesh has 412,567 tetrahedra and 76,865 points. Of these as many as 12,804 points represented 
the surface, thus giving a fine resolution on and near the surface. 
Figure 3 shows a comparison of C, at two locations on the wing, at 50% and 70% of root 
chord, respectively. Comparison is made between the adapted grid, the ‘fine’ grid and the 
experimental data. The adapted grid results agree closely with the ‘fine’ grid results. The 
computed inviscid results differ from the experimental (viscous) data in an expected manner 
[9]. The total CPU time for the adaptive cycle was 5,963 seconds on a Cray-YMP compared 
to 8,893 seconds for the ‘fine’ grid, which demonstrates the efficiency of the adaptive scheme. 
Case 2: A MTVI Configuration 
The next test case is a Modular Transonic Vortex Interactions (MTVI) wind tunnel model. 
It employs a 60° sharp-edged cropped delta wing with a segmented leading edge flap, and 
a chine shaped fuselage. Experimental data is available from a wind tunnel test conducted 
to investigate the interactions between the chine-forebody vortices and different vertical tail 
arrangements. The adaptive grid study was conducted for Moo = 0.4 and a! = 10.54O. This flow 
condition is characterized by the presence of multiple vortices. 
For this case, computations were begun on a relatively coarse grid with 188,304 tetrahedral 
cells and 35,388 points (GRID 1). Two successively finer adapted grids were generated using 
the procedure described above. The final adapted grid (GRID 3) had 371,360 cells and 68,158 
points. 
Figure 4 shows a comparison of surface triangulation for the unadapted (GRID 1) and the 
adapted (GRID 3) cases. For the adapted case, clustering of the surface grid near leading edge 
as well as near the wing tip is evident representing the static pressure peak due to proximity of 
vortices to the configuration surface. Figure 5 shows a comparison of the field grid projected on 
to a cross sectional plane located at 93 % of root chord. Grid clustering around the vortex cores 
between the fuselage and the vertical tail and near the wing tip can be seen clearly. Finally, 
in figure 6 flow field results are compared between the unadapted grid, the adapted grid and 
experimental data. The C, comparison is shown at a streamwise station located at 93 % of the 
root chord. In this figure, results are also compared from a ‘fine’ grid with 825,469 tetrahedra 
and 148,285 points {lo]. During generation of the ‘fine’ grid, no special effort was made to 
cluster grid points around vortex core locations. A higher suction peak resulting from grid 
adaptation is evident. The fine grid did not capture the suction peak at the station shown due to 
lack of grid resolution there, while the adapted grid automatically provided the grid resolution 
needed. This case clearly establishes the ability of the adaptation procedure to automatically 
provide adequate grid resolution where needed. The whole adaptation cycle required about 2.5 
214 
hours of CPU time on a Cray-YMP computer, compared to about 4.0 hours for the ‘fine’ grid. 
The adapted results show a better accuracy with about 2.2 times less number of cells and about 
38 % CPU saving compared to the ‘fine’ grid case. 
CONCLUSIONS 
An automated adaptive remeshing scheme for vortex dominated flows is described. The 
procedure is shown to be an efficient technique for obtaining solutions especially when the 
locations of important flow features within the three dimensional flow field are not known. It 
is also shown that an adapted grid requires a smaller total number of grid elements compared 
to an unadapted grid, thus making the solution more amenable to a workstation environment. 
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Abstract 
Accurate capturing of discontinuities within compressible flow computations is achieved by cou- 
pling a suitable solver with an automatic adaptive mesh algorithm for unstructured triangular 
meshes. The mesh adaptation procedures developed rely on non-hierarchical dynamical local re- 
finement/derefinement techniques, which hence enable structural optimisation as well as geometrical 
optimisation. The methods described are applied for a number of the ICASE test cases are particu- 
larly interesting for unsteady flow simulations. 
INTRODUCTION 
One of the most important advantages of finite element type unstructured grids is the possibility to 
refine/derefine locally the mesh during the computation. Successive mesh concentration in “critical” 
zones may be performed, without knowing them a priori during the initial mesh creation, as well as 
coarsening in regions where the nodes seem superfluous. The overall reduction of the number of nodes 
gives an optimal relation between precision and calculation cost (CPU time and memory constraint), 
by tracking the strong physical gradients within the flow field by higher grid point concentrations. 
This is especially important for unsteady flows. 
In this paper, inviscid compressible flow calculations from the ICASE Workshop on adapted grids 
are performed using dynamically auto-adaptive finite element triangular meshes. The mesh optimi- 
sation algorithms as well as the adaptation procedures are completely non-hierarchical, which allows 
more freedom for imposing optimisation strategies for obtaining admissible, regular grids, which can 
be geometrical, or structural and physical. The algorithm of the dynamical refinement/derefinement 
procedure is based on a certain number of basic algorithmic principles taking into consideration the 
particularities of local mesh refinement for finite element type generated meshes. A new anti-data 
structure has been adopted, where the successive subdivisions are performed independently of the 
former operations. 
LOCAL MESH REFINEMENT 
As the goal of mesh adaptation is to increase the accuracy of the solution process by locally 
enforcing the h-adaptivity by usage of smaller discretisation cells, the first step in a mesh adaptation 
algorithm is to locally refine the mesh by adding new nodes according to some criteria, thus dimin- 
ishing local size of the concerned elements. The criteria used should be as close as possible to the 
error estimations of the underlying discretisation scheme. The principle of adaptive meshing is ’to 
uniformly equidistribute the error enhancing the overall convergence. 
Error estimates coming from the theory of finite-element simplex type meshes are based upon 
either a priori error estimates coming the governing equations (see e.g. 131); those based on an a 
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posteriori error estimate where the computed residual of the solution R(uK) is used to define the error 
[4,6]; and those which evaluate a combination of the derivatives of the computed variables (e.g. [7]). 
There is in fact a close relationship between such methods, based on physical gradients, and those of 
the second kind, [SIt  at least for hyperbolic transport equations. For the mesh adaptation procedures 
developed here, the latter strategy has proven to be robust and precise for tracking discontinuities for 
problems presenting strong and weak shocks, contact discontinuities and so on. For steady state flow 
resolution, local error criteria are based upon combinations of the La average of VhMaCh, VhDensity 
and VhEntropy, with respect to a certain tolerance; whereas for unsteady flows, these are augmented 
by combinations of AhMach, &,Density and &Entropy. 
We describe here the techniques of mesh adaptation employed in the algorithm, further details 
can be found in [8, 91. 
Symmetrical subdivision of triangles is obtained by adding a node in the middle of each side, 
rather than in the centre of each triangle, as only this method increases the precision of the numerical 
method, Figure 1. Indeed, from finite element theory, the interpolation is optimal when the triangle 
is as equilateral as possible within a certain metric. 
Figure 1: Symmetrical triangle subdivision. 
The local mesh refinement algorithm consists of testing the segments of an existing mesh whether 
they are to be split or not, which means that either 1, 2 or 3 new nodes will be created per cor- 
responding marked triangle. For geometrical considerations of maintaining non-acute angles, the 
creation of 2 new nodes is replaced by a symmetrical subdivision (Figure l-right). The procedure 
performs refinement of triangles by subdividing them into 4 or 2 new elements. Division by two leads 
to zones of elements which may have a non-optimal distribution of the number of neighbours, leading 
to irregularities within the mesh. The close link between admissibility, regularity and optimality of 
an unstructured mesh to inherent properties of node neighbour numbers, has been fully exploited 
in the algorithms developed here, producing new constraints which are often more rigorous and less 
ad-hoc than existing ones where the adaptation criterion and its tolerance are the only reference 
points. For a 2D triangular mesh the optimal number of neighbours is 6. Typically, the two following 
refinement configurations should be avoided - Figure 2, and next section. 
Figure 2: Creation of nodes, with a non optimal node neighbour number. 
Their elimination is obtained by requiring that the the number of nodes that can be added within 
the 3 neighbouring elements should be greater than 2 and smaller than 5. This needs to be completed 
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by a geometrical criterion on the length relation between the smallest edge and the others in order 
to avoid creating highly stretched cells, (see next section). 
GEOMETRICAL CRTTEFUA OPTIMISATION 
After a refinement sweep, the new grid still “emerniers” the old grid structure. To minimise such 
dependencies it is necessary 
the standard spring analogy 
to smooth globaIly the mesh as shown in Figure 3, using for instance 
- xi = 
a, = 1 and k ( i )  denotes the nodes neighbouring node i. The resulting mesh shows two specific 
behaviours : nodes having more than 6 neighbours tend to repulse their neighbours and those having 
less than 6 tend to attract them. 
Initial mesh Refined mesh Smoothed mesh 
Figure 3: Geometrical smoothing procedure. 
In order to reduce the above magnetic effect, a weight function related to the number of neighbours 
is introduced : 
a j = m a x [ l ,  6 + ,fI(Nj - 6)] 
with 
o < p < 4  
Figure 4: Smoothing with a weight function. 
where Nj denotes the number of neighbours of node j .  The result is illustrated in Figure 4. 
This optimisation could be more effective if nodes having more than 7 or less than 5 neighbours 
could be eliminated from the mesh. Such a requirement can be performed, by using the procedure 
of diagonal swapping with a neighbour node number minimising criterion. Let us denote by &, A f a  
the number of neighbours for the vertices of a segment and N3, N4 these numbers after swapping the 
segment as shown in Figure 5.  Diagonal swapping is accepted if either : 
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N3 + N4 < Nl + N2 
N3 + N4 = Nl + Na 
max (N3, N4) < m= (Nl, Na) 
or 
Figure 5: Diagonal swapping. 
Then the procedure allows to limit, in most cases, the maximum number of neighbours to 7 and 
To set the minimum number of neighbouring nodes, a technique of suppressing undesirable tri- 
thus increase the number of nodes having an optimal number of neighbours. 
angles can be used, which acts as shown in Figure 6. 
Figure 6: Cancellation of degenerate configurations. 
The algorithm used consists in marking segments having a vertex with less than 5 neighbours or 
with exactly 5 on each side. In both cases, the specific segment and their associate triangles, the 
shaded elements of Figure 6, can be suppressed. 
For the above square mesh, these techniques allow to regulate the optimal node neighbour number, 
and, combined with the weighted smoothing function, a considerable improvement in mesh regularity 
is achieved. 
Initial mesh Optimised mesh Optimised and refined 
Figure 7: Geometrical optimisation procedure. 
PHYSICAL CRITERIA OPTIMISATION 
The techniques of structural changes via moving nodes and diagonal swapping can also be applied 
depending on physical quantities. An improvement of the accuracy of the capture of a discontinuity 
can be obtained by aligning the edges. In Figure 8 the orientation of the edges were originally 
normal to a shock, which produces, on the left hand side, a relative thick shock. On the right hand 
side, a procedure based OR diagonal swapping has been used, minimising the angles between the 
discontinuity and edge. 
Standard refinement Refinement with edge alignment 
Figure 8: Improvement by aligning edges in the direction of the discontinuity. 
A modified spring analogy using a weight function related to a physical quantity can also be 
applied to obtain a squeezing property in regions of strong gradients. The weighted spring analogy 
is increased by the projection of neighbouring nodes onto the direction of the local gradient, and by 
weighting this projection by the local physical difference. This part of the algorithm corresponds to: 
Projection of node neighbours 
onto a gradient’s direction. 
where a j  denotes the node number weight function, P ; j  the local physical difference and Vpi/ 11 Vpil( 
the gradient direction of the physical quantity. Here the density has been chosen as the specific 
physical quantity. 
____ ...... .. ............. 
Standard refinement Refinement with squeezing 
Figure 9: Improvement by local squeezing around discontinuities. 
MESH DEREFINEMENT OR COARSENING 
In order to optimise the ratio precision and accuracy versus minimal number of discretisation 
nodes, dynamically auto-adaptive remeshing via local refinement and local derefinement (or coars- 
ening) is performed. Most local mesh derefinement techniques are based on a hierarchical data 
structure, which allows forward and backward scanning through the mesh, and maintains a history 
of previously added nodes. We have developed a new anti-hierarchical data structure; this algorithm 
enables nodes of an initial mesh to be removed, and also allows the use of the above structural 
optimisation techniques, which are incompatible with conventional hierarchical data structures. 
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This new algorithm is constructed as follows. The graph of points to be derefined is not straight- 
forward, so the inverse problem is solved. A list of nodes, called fixed points, which are never to be 
derefined is identified. These are either the singular nodes defining, for instance, the corners of the 
domain; symmetry points..etc., or the nodes belonging to segments to be refined, or nodes having 
more than 6 neighbours. Then there are a number of possible fixed nodes allowing a maximal coars- 
ening which come from either boundary or internal configurations. To find these, Zrst the border of 
the domain is scanned so that each second node becomes a fixed point, and finally the configuration 
of Figure 10 is searched through the mesh. Thus all triangles containing no fixed point have at least 
three fixed neighbouring nodes, as shown in Figure 10. 
Figure 10: An element defined with 3 removable nodes should be surrounded by 3 fixed nodes. 
Thus the grid becomes coloured according to the nodes to be removed and those to be kept in 
the mesh. The derefinement can then be done by performing successiveIy the operation presented in 
Figure 11. It is necessary to treat firstly the element with 3 nodes to he invalidated, then the cases 
with 2 nodes to be removed, and finally the case having only one node which disappear. The dark 
shaded elements of Figure 11 vanish during the procedure and the light shaded triangles change their 
shape. 
Remove triangles with Remove triangles with Remove triangles with 
3 marked nodes. 2 marked nodes. 1 marked node. 
Figure 11: Derefinement stages. 
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ALGORITHM 
The whole algorithm becomes thus : first, a list of nodes to be invalidated is defined, followed by 
their destruction, even if they belong to the initial macro-mesh. Then the phase of local enrichment 
(adding new nodes) is performed by adding them in the middle of segments. This is followed by both 
structural optimisation procedures, (first the physical diagonal swapping and then the geometrical 
ones), and finally the mesh is smoothed with the weighted spring analogy to obtain a regular, confor- 
mal and adqissible mesh. For steady state simulations the squeezing procedure is performed after a 
specified convergence on the last two meshes. The total number of different meshes created depends 
upon the physical solution, for steady state calculations, between 4 to 8 different stages of remeshing 
are performed. The whole procedure is directly integrated into the flow solver giving a fully dynamic 
auto-adaptive mesh algorithm. For unsteady calculations, the remeshing depends greatly upon the 
speed of the transient states, and for a calculation cycle, there can be as many as 400 or more new 
meshes created. The increase of CPU time introduced by these procedures is the order of 2 to 5 
% for steady state calculations, and is inferior to 30 % for unsteady ones. The internal accounting 
of memory requirements are managed by a dynamical memory manager and a archival data base 
structure; an updated mesh replaces the former one which requires only a minimal extra memory 
allocation. 
APPLICATIONS FOR EXTERNAL FLOWS OVER PROFILES 
The flow solver used for all these applications is based upon an equivalent Galerkin finite volume 
approximation on the dual control volumes of the P1 triangular simplex. A Jameson type centred 
scheme is employed with artificial dissipation, [9, 81. 
Transonic flow over a NACA0012 at M, = 0.80, a! = 1.25” 
This is the AGARD 01 test case [l], concerning transonic flow over a NACA profile. Its particular- 
ities are the presence of a weak shock on the windward side which is a good challenge for testing shock 
capturing criteria for local refinement and squeezing in this region, where the gradients are not as 
strong as those that can be observed, for instance, with another very standard test case, M, = 0.85 
a = 1.’) (AGARD 02). The shock on the leeward side is a much sharper discontinuity, and thus is 
easier to localise. Since the test case concerns a non-zero angle of attack flow over a profile in a 
bounded domain, a non-zero circulation is induced on the profile, it is necessary to correct the outer 
boundary condition in order to simulate as well as possible an infinite domain [lo]. The sensibility of 
the values of the lift coefficient to this induced circulation effect is high. The outer boundary should 
be chosen as far as possible, and be of a suitable dimension, as well as a “vorticity” correction which 
is applied to the infinite boundary conditions. For transonic flows, the infinite boundary values cor- 
respond to three entering characteristics and one outgoing one. The outgoing component can allow 
the generated circulation to influence the infinite boundary Talues of the solution. 
Several different geometrical shapes for the domain boundaries were tested, as well as varying 
profile to infinite boundary lengths, as a function of the chord length. For a fixed outer boundary 
distance, the best results were obtained by a circular outer boundary. The aerodynamical coefficients 
are tabulated below, where a significant variation is found even by taking the precaution of applying 
the vorticity correction. The values stabilize after as distance of 1000 chord lengths, (up to 10000 
chord lengths were tested). They correspond well to the references values established by AGARD. 
The solution adaptive mesh procedures presented in this paper were applied, and despite the 
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Table 1: Flight coefficients for NACA0012 at M, = 0.80, CY = 1.25' 
Outer boundary 
10 chords 
30 chords 
100 chords 
1000 chords 
Cl 
.3375 
.3495 
,3549 
.3569 
.0224 
.0232 
.0235 
.0237 
I 1 I I 
-.0351 .ti274 .3441 
-.0371 .6327 .3422 
-.0382 ,6353 -3382 
-.0387 .6363 .3357 
difficulties of capturing the weak windward side shock, a highly satisfactory adaptive mesh was 
obtained. For this test case and the next one, where shocks and expansion fans are present within 
the flow field, a combination of gradients and differences of physical variables were chosen to provide 
the adaptation criteria as explained in the previous sections. All six distinct meshes were generated 
during the process. The initial mesh was of 1704 nodes and 3332 elements, the final one of 8136 
nodes and 16078 elements, Figures 12. 
1704 nodes, 3332 elements. 6322 nodes, 12468 elements. 8136 nodes, 16078 elements. 
Figure 12: Evolution of the meshes and Is0 C, lines for a NACA0012 at M, = 0.80, and CY = 1.25". 
A partial view is given below, Figure 13, showing clearly the various types of adaptation per- 
formed, local refinement, regularisation, alignment, squeezing, and the corresponding pressure coef- 
ficient body profiles are presented to demonstrate the precision of solver on this adapted mesh. 
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Figure 13: Mesh Details, Is0 C, lines (AC, = 0.1) and C, body coefficients. 
Transonic flow over a NACA0012 at M ,  = 0.95, a = 0" 
The second test case over the NACA 0012 presented here corresponds to the AGARD 03 test 
case. Despite the zero angle of attack for this high transonic flow, there is again a great sensibility of 
the solution to the position of the outer boundary. Indeed, the test case gives rise to a fish-tail shock 
structure, with an oblique shock attached to the trailing edge and a normal shock emanating from 
the intersection of the sonic line with the trailing edge oblique shock (see Figures 14). The distance 
1704 nodes, 3332 elements 39586 nodes, 78864 elements 54472 nodes, 108628 elements. 
Figure 14: Evolution of meshes and Is0 C, lines, for a NACA0012 at M, = 0 . 9 5 , ~ ~  = 0.0" 
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Figure 15: Meshes and C, solutions for different outer boundary distances (10, 100, 10000 chords). 
10 chords 
30 chords 
100 chords 
300 chords 
1000 chords 
of this normal shock to the trailing edge is extremely sensitive not only to the position of the outer 
boundary, but also to the degree of adaptation around the body itself due to the strong expansion 
waves which are created along the profile. 
The outer boundary was placed successfully at 10, 30, 100, 1000 and 10000 chord lengths from the 
body. Whereas the flight coefficients converged after 100 chords, the normal shock position continues 
to change throughout the series, increasing with increasing outer bounda$ distance. The degree of 
adaptation for these comparisons (Figures 15) was kept constant at a level equivalent to those of the 
final mesh shown in the Figures 14. The evolution of the refinements for the case with 100 chords 
are given in the Figures 14. 
The convergence of the flight coefficients and the distance X s  of the normal shock to the trailing 
edge (normalised to the chord length) are tabulated below. As mentioned above, the normal shock 
distance evolves with the outer boundary distance, as has also been observed in the literature, [I]. 
The orders of magnitude of the drag coefficient are in agreement with the references, however the 
.0007 .lo90 -.0002 
-.0003 .lo91 .0002 
.0004 .lo92 -.0001 
-.0009 .lo91 .0001 
.0003 .lo91 .oooo 
Table 2: Flight coefficients for NACA0012 at M ,  = 0.95, a! = 0.0" 
10000 chords 
Outer boundary I cl 1 cd I Cna 
-.0004 .lo91 .oooo 3.231 
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normal shock stand-off distance is found to be cIoser than the references for a low number of chord 
distances for the outer boundary. The calculations presented within this monograph however were 
often on non-adaptive grids, and for a relatively low number of chord lengths for the outer boundary 
distance. 
Subsonic flow over a multi element airfoil at M, = 0.2, a = 0.0" 
This test case, corresponds to a four-element airfoil of Suddhoo and Hall, obtained by applying the 
Karman-Trefftz mapping function, [2]. The flow conditions are subsonic with zero angle of attack. 
The adaptation criteria here were taken to be based upon simply the gradient of the local Mach 
number, as there are no shocks present within the flow field. Again, this test case is a steady state 
calculation. Despite the absence of discontinuities the mesh adaptation algorithms provided very 
regular final meshes, starting from an initial coarse and non-optimal mesh, Figures 16. 
1923 nodes, 3572 elements 8331 nodes, 16307 elements 20095 nodes, 39497 elements. 
Figure 16: Evolution of the meshes and Is0 C, lines, (AC, = 0.3.) for the Multi-Element airfoil test 
case, for a subsonic flow of Mm = 0.2, a = 0.0" 
Airfoils presenting Non uniqueness of the solutions for the Euler equations 
In an AIAA paper concerning airfoils that can occur during an optimum design procedure, where 
the surface splines are perturbed, A. Jameson found the possibility of obtaining two distinct solution 
branches of the Euler equations, whereas the meshes used were extremely fine, and convergence was 
pushed to a maximum, in order to eliminate possibilities of anomalies due to a non-entropy preserving 
solution [5]. In fact, the Euler equations only admit weak solutions, and the only admissible ones 
must preserve the mathematical entropy condition. The airfoils studied here show a hysteresis effect 
in the lift/incidence polar when varying the angle of attack back and forth. The solutions generated 
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Figure 17: C, and Mach number body plots, for a multi element airfoil at M ,  = 0.2, a = 0.0". 
have two separate supersonic zones and shock waves for a particular angle of attack, and then by 
increasing or decreasing the lift angle around some critical value, a single supersonic Bone is generated 
with a shift in the lift coefficient. It is extremely important to start this varying a process with an 
extremely fine and regular grid around the airfoil. The freestream Mach number is fixed at .78, 
and an initial series of computations is performed upto complete convergence for increasing angle of 
attack from zero to -.70,. (up to 30000 time step iterations or more). The different lift coefficients 
are noted. Then for the solutions around a C h  of .6, angle of attack around -.43, a second series 
are initialised by taking the solution of an angle of.attack slightly inferior. As the mesh adaptation 
is dynamically linked to the solver, the essential characteristics of the changing solution are taken 
into account, and each calculation is thus made on its own specific adapted mesh. Several different 
stages of resolution are illustrated in the Figures 19. The hysteresis effect is plotted in Figure 18. 
The values do not correspond exactly to those of Jameson, as the initial definition of the airfoil was 
not sufficiently detailed to obtain an equivalent initial shape. The transient stages are well captured 
by the dynamical mesh method, and the non-uniqueness can be established within a certain margin 
t 
Figure 18: Lift versus angle of attack polar for Mach, = .78 
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Figure 19: Different Meshes and Mach isolines/body plots obtained for M ,  = .78,a = -.47", 
corresponding to hysterisis effect of the lift polar. 
of Mach, angle of attack and lift. 
CONCLUSIONS 
A new ((unti"-data structure unstructured mesh adaptation procedure has been presented enabling 
the use of structural optimisation, together with freedom for derefinement of any level of mesh 
transformation. The improvement, for steady Euler flows solutions, in number of nodes and CPU 
time requirement can be up to a factor of 30, and the algorithms developed have also proved to 
produce very accurate results for unsteady cases. The methods have been applied to a number of 
test cases, and have proved to be a valuable design tool for aerodynamic investigation. The solver 
and the dynamical mesh algorithm are intimately coupled, their implementation on a distributed 
computational platform was undertaken in a Master-Slave environment between a CRAY YMP and a 
CRAY-TSD. The efficiency of such a technique is extremely promising, and in vue of the minimisation 
of the communication phases by performing the adaptation'and the partitioning on the Master, proves 
to be an interesting alternative to a complete MPP algorithm of adaptation and solution process, 
which necessitates sorting graphs, redistribution searches and high communication patterns. 
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SUMMARY 
To be truly compatible with structured grids, an AMR algorithm should employ a block struc- 
ture for the refined grids to allow flow solvers to take advantage of the strengths of structured grid 
systems, such as efficient solution algorithms for implicit discretizations and multigrid schemes. 
One such algorithm, the AMR algorithm of Berger and Colella, has been applied to and adapted 
for use with body-fitted structured grid systems. Results are presented for a transonic flow over a 
NACA0012 airfoil (AGARD-03 test case) and a reflection of a shock over a double wedge. 
INTRODUCTION 
Solution adaptive mesh refinement (AMR) can be used to enhance accuracy and efficiency of 
many practical flow solvers. By now it is used, almost routinely, in flow solvers employing unstruc- 
tured grids. Yet, in flow solvers designed for body-fitted curvilinear grid systems (structured grids), 
similar techniques are rarely used. A possible reason is that the limitations of FORTRAN77, the 
programming language typically used for structured flow solvers, make it difficult to implenient 
AMR algorithms that are truly compatible with the use of structured grids. 
To be compatible with the use of structured grids, an  AMR algorithm should allow the flow 
solver to take full advantage of the strengths of structured grid systems, such as allowing effective 
use of various efficient solution algorithms for implicit discretizations, various schemes based on 
dimensional splitting, and multigrid schemes. In essence, the AMR algorithm should use a block 
structure for the refined grid. To date, only a few methodologies of this nature have been proposed. 
The method of Berger and Oligerl is one of the earliest. In their method, the refined grids are al- 
lowed to overlay the underlying coarse grids in an arbitrary manner. The blocks of the refined grids 
are constructed in physical space based on the shape and size of the region to be refined. The re- 
sulting grids tend to align with discontinuities and other features that determine the shape and size 
of the region. Although this approach has not been widely adopted, the work systematically ad- 
dressed many important issues related to adaptation of structured grids via local refinement, such 
as proper nesting of the grid levels and a suitable time-stepping scheme for multi-level grids. 
Building on the work of Berger and Oliger, Berger and Colella2 devised a methodology in which 
the refined grids conform with the coarse grids, i.e., the boundaries of the fine-grid blocks are made 
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to coincide with grid lines of the coarse grid. The block structure for the refined grids is created us- 
ing a special algorithm that operates purely in the index space of the coarse grid. The algorithm 
fits topologically rectangular patches over the regions of the coarse grids where the error in the 
solution is estimated to  be above a specified threshold value. The blocks on the refined grids are 
then created by subdividing the coarse grid cells within each of the patches. Advantages of the new 
approach, compared to  that of Berger and Oliger, include greatly simplified prolongation and re- 
striction operators for transferring data between a coarse grid and a refined grid, and rigorously en- 
forced conservation at interfaces between coarse and fine grids. This approach has been used exten- 
sively for Cartesian grids (see e.9. Ref. 2-5) but only to a limited extent for body-fitted structured 
grids ( see Ref. 6 to 8). Algorithms of similar nature to those by Berger and co-workers have been 
suggested by other authors but have not been as fully developed (see Ref. 1 for a review). Also, 
Quirkg developed an AMR algorithm, one very similar to that of Berger and Colella, to locally re- 
fine Cartesian grid systems. 
All the approaches reviewed above have in common that the block-structure of the refined grid 
is determined automatically at run time when the solution is computed. A different approach was 
proposed by Davis and DannenhofferlO. In this approach, the entire structured grid system is di- 
vided up into sub-blocks of uniform size and dimensions. During adaptation, each sub-block is re- 
fined either in its entirety or not at all. In a recursive manner, a sub-block that has been refined 
is itself divided into sub-blocks, each of which can be refined. In the algorithm of Davis and Dan- 
nenhoffer, directional refinement is used, i.e., the grid can be refined in only one, two or three direc- 
tions as desired. 
The methodology used in the present work is based on the AMR algorithm of Berger and Col- 
ella. It inevitably resembles the methodology used in Ref. 7, although important differences exist. 
The present approach is described in some details in Ref. 8. Here, only an outline is given. Re- 
sults are presented for two inviscid flows, a transonic flow over a NACAOOl2 airfoil (AGARD-03 
test case) and a reflection of a shock over a double wedge. 
AMR ALGORITHM-SPECIAL ISSUES FOR STRUCTURED GRIDS 
In the AMR algorithm of Berger and Colella, the solution exists on several levels of finer and 
finer meshes which form an hierarchical structure. Each mesh level, excluding the coarsest which 
covers the entire domain, is embedded within the next coarser level and is created where high res- 
olution is required by refining cells on that coarser level. The AMR algorithm performs two major 
tasks, i.e., to create and maintain hierarchy of mesh levels and to advance in time the solution on 
the hierarchy. Both are described in detail in Ref. 2. The present adaptation of the algorithm to 
body-fitted grids is described in Ref. 8. Here, only an outline of the AMR algorithm is given and 
some special issues related to curvilinear grid systems are pointed out. 
- Assuming a time-accurate discretization, the AMR algorithm refines simultaneously in space 
and time by an integer refinement ratio T .  Refinement is done where an error estimation procedure 
based on Richardson extrapolation determines that error is above a specified tolerance. The refined 
cells are organized into a small number or rectangular blocks, the union of which make up the mesh 
level. The solution on the hierarchy of mesh levels is advanced in time recursively, level by level, 
such that every time the solution on a coarse mesh level is advanced by a time step At, the solu- 
tion on the next finer level is advanced T times by a time step & / T .  After the T fine grid time steps, 
234 
the solution on the fine mesh level is restricted to the underlying coarse grid. At interfaces between 
coarse and fine grids, boundary conditions for the fine grid are obtained by interpolating the so- 
lution on the coarse grid. Conservation on the interface is ensured by agglomorating, through the 
T time steps on the fine grid, the boundary fluxes on the fine grid that correspond to each coarse 
grid cell adjacent to the interface, and in a special “refluxing” step, correcting the solution in the 
adjacent coarse grid cell by the difference between the agglomorated flux and the original flux com- 
puted on the coarse grid. This treatment of the interface ensures that under mesh refinement the 
numerical solution converges to a weak solution of the governing equations.ll 
The AMR algorithm of Berger and Colella operates purely in the index space of the grid system 
rather than the physical space. Thus, it applies equally to structured body-fitted grid systems and 
Cartesian grids. Nonetheless, when the algorithm is applied to  body-fitted grid systems, special is- 
sues arise as refined curvilinear grid systems must be generated from an existing coarser curvilinear 
grid. This grid refinement must be done carefully to ensure sufficiently smooth grids on all levels 
of refinement. In this study, the grid refinement is done by combining parametric cubic spline in- 
terpolation and Hermite interpolation. The cubic splines, here natural cubic splines, are used to 
“reconstruct” the grid lines from the discrete grid points. The interpolation is done grid line by 
grid line and produces cubic polynomials that bridge between any two neighboring grid points on 
a grid line. Then, the Hermite interpolation is used to bridge between the four cubic polynomials 
that define the edges of the coarse grid cell and to define the grid points of the refined grids. Since 
the polynomials describing the shape of the edges of the cell were constructed using cubic splines, 
the overall refined grid system, obtained by refining the coarse grid cell by cell, will be smooth and 
at least C1 continuous. In the flow solver, the proper shape of the cells (Le.,  cubic polynomials) is 
taken into account when cell areas are computed. Thus, the total area of fine grid cells created by 
refining a single coarse grid cell will always equal that of the coarse grid cell. This greatly simplifies 
communication between grids on different levels of refinement over the case when straight-side cells 
are assumed. 
For greater details on the AMR algorithm for body-fitted structured grids, see Ref. 8 as well as 
Ref. 2. 
OBJECT ORIENTED IMPLEMENTATION 
The methodology described in this paper has been implemented using mixed language program- 
ming. A driver module for the AMR algorithm was written in the C++ programming language 
while all routines performing floating point intensive parts of the algorithm (e.g., the approximate 
Riemann solver) were written in FORTRAN. This implementation is possible due to the modu- 
larity of the AMR algorithm and allows one to  take advantage of the strengths of the different 
programming languages. Here, the strengths of C++, including object-oriented capability, flexi- 
ble data structures and dynamic memory allocation, make that language very effective for the im- 
plementation of a driver for the AMR algorithm while the extensive optimization by FORTRAN 
compilers of floating point operations on array data structures makes FORTRAN the language of 
choice for most of the compute-intensive parts. The implementation makes extensive use of the 
AMR library developed by Crutchfield and Welcome.12 The AMR library is written in C++ and 
FORTRAN, and is a collection of space-dimension independent classes specially designed to aid in 
implementation of schemes employing the AMR algorithm. 
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In the present implementation for structured grids, the main objects manipulated by the AMR 
driver module are instances of classes called LeveZBZock and MeshLeveZ. A LeveZBlock consists of 
all data for a single block from a block structured grid and a set of routines that essentially form a 
self-contained generalized single block flow solver. A MeshLeveZ is a collection of LeveZBZocks which 
form a multiblock grid system on a single level of refinement, along with routines that control com- 
munication between blocks on the level, communication between coarse and fine levels, and time 
stepping scheme for the levels. A doubly-linked list of MeshLeveZs forms the hierarchical, adaptively 
refined grid structure on which computations are performed. 
RESULTS 
Results are presented for two of the test cases proposed for this workshop, namely, the AGARD- 
03 test case of a transonic flow over a NACA0012 airfoil, and a reflection of a plane shock over a 
double wedge. Both cases are inviscid. The computations presented here were done using a dis- 
cretization of the Euler equations based on the multi-dimensional upwind scheme of C01ella.l~ 
The first results to be presented are for steady flow over a NACA0012 airfoil at free-stream 
Mach number of 0.95 and zero angle of attack. This case is a surprisingly tough test case for AMR 
algorithms as the location of the normal shock that forms behind the airfoil is very sensitive to the 
proper capturing of the smooth expansion that takes place in the flow at the leading edge of the 
airfoil.15 The starting grid system used in the computation was a C-grid with 32 cells on half the 
airfoil surface, 64 cells from the. trailing edge to the outflow boundary, and 32 cells from the airfoil 
surface to the free-stream boundary. The outer limits of the grid were 100 cords away. The grid 
in the neighborhood of the airfoil is shown in Fig. 1. In.the present computations, the flow con- 
ditions at the free-stream boundary were fixed while all variables are extrapolated at the outflow 
boundary. This treatment of. the boundary conditions has the potential to affect the accuracy of 
the computed solutions. However, the large distance from the airfoil to the free-stream surface does 
to some extent compensate for the treatment at the boundary. The sensitivity of the solution to 
the distance to the free-stream boundary has not been studied. 
The flow over the airfoil was computed using zero to three levels of refinement with refinement 
ratio T = 2. Figures 2-3 show the computed solution obtained using three levels of refinement. Ap- 
parent in Fig. 3 is a low amplitude oscillation behind the oblique shock. This oscillation is due to 
the low level of artificial dissipation in the present discretization. According to the computations, 
the location of the normal shock trailing the airfoil, based on where the Mach number on the sym- 
metry line is unity, is at 3.456 cords, 3.346 chords, 3.279 chords, and 3.274, for zero to three levels 
of refinement, respectively. In comparison, Ref. 14 reports values between 3.32 and 3.35 chords as 
the correct location. Thus, the error in the solution on the finest grid is within 2%. In the compu- 
tation shown here, less than 20% of the cells on the coarsest grid were refined to the finest level. 
The second test case to be presented is the reflection of a plane sliock over a concave double 
wedge. The wedge angles are ZOO and 50°. The shock Mach number is 2.16. An ideal gas with spe- 
cific heats ratio of 1.4 is assumed. Under these conditions, a Mach reflection is formed as the plane 
shock hits the first wedge. A second Mach reflection is formed as the Mach stem of the first reflec- 
tion hits the second wedge. The triple point of the second reflection travels faster in the direction 
parallel to the plane shock than the triple point of the first reflection and gradually overtakes it. 
Complicated interactions take place as discontinuities of the two reflections intersect. 
Computations were done using two levels of refinement with refinement ratio T = 4. Tbe starting 
grid system used in the computations is shown in Fig. 4. Figures 5 and 6 show the computed solu- 
tion at two instances in time. Figure 5 shows the solution shortly after the Mach Stem of the first 
reflection has reflected off the second wedge. At the specific moment shown, the reflected shock 
from the second reflection is about to overtake the slip line emanating from the triple point of the 
first reflection. In Fig. 6 ,  the triple point of the second reflection has overtaken the triple point of 
the first reflection. 
The computed solution for the double Mach reflection case has not been compared in specific de- 
tails to  experimental data. However, at least qualitatively, the results compare very well to  experi- 
mental results by Itoh, et al.15 At any time in the simulations, only a small percentage of the coarse 
grid cells were refined to the finest level. Consequently, the overall cost of the simulation was only 
a small fraction of the cost of a simulation done using a single-level grid with the same resolution 
as the finest grid. This demonstrates how a simulation, intractable if traditional unadapted struc- 
tured grids are used, can become feasible when adaptive refinement is used. 
CONCLUSIONS 
An algorithm for adaptive refinement of body-fitted structured grids has been tested on two of 
the benchmark cases of this work shop. The algorithm used is based on the AMR algorithm of 
Berger and Colella.2 It uses a block structure for the data on the refined grids, which makes the 
algorithm very well suited for adaptive refinement of structured body fitted grid systems. The 
AMR algorithm has been found to work very well for the two test cases attempted and holds great 
promise for use in general purpose flow solvers employing structured grids. 
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Figure 1. 
NACA0012 airfoil-grid lines drawn through 
cell centers and boundary points. 
Grid system in two blocks for Figure 2. Transonic flow over a NACA0012 
airfoil at i%f = O.g!j-contours of Mach number: 
441 = 0.2, AM = 0.1. 
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Figure 3. Transonic flow over a NACA0012 airfoil at M = O.95-contours of Mach number: MI = 
0.2, AM = 0.1 (boxes indicate boundaries of blocks on the two finest mesh levels). 
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Figure 4. 
centers and boundary points. 
Grid system in two blocks for concave double wedge-grid lines drawn through cell 
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Figure 5. Shock reflection over a double wedge-Mach stem of first reflection has hit the second 
wedge. Contours of density; p1 = 1.35, Ap = 0.2 (boxes indicate boundaries of blocks on the refined 
mesh levels). 
Figure 6. Shock reflection over a double wedge-triple point of second reflection has overtaken 
that of the first. Contours of density; p1 = 1.35, Ap = 0.2 (boxes indicate boundaries of blocks on the 
refined iiiesh levels). 
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PANEL DISCUSSION 
Panelists: James L. Thomas, NASA Langley Research Center (moderator) 
Steven Allmaras, Boeing Commercial Airplane Company 
Stuart Connell, General Electric 
Philip Roe, University of Michigan 
Venkat Venkatakrishnan, ICASE, NASA Langley Research 
Center 
]im Thomas: Welcome to the panel discussion on adaptive grids. Each of the 
panelists will comment on what they have heard over the past several days 
and make some general observations on the future of adaptive grid 
technology. We haven't rehearsed or gotten consensus from the panel, so 
you may well see some controversial or disparate viewpoints. We do 
encourage the audience to participate, and we hope there's some good 
interaction. 
In summary, there were 66 attendees; we had a 2-1/2 day format with 12 
invited papers, 10 contributed papers, and a panel discussion. We asked 
people to focus on a set of benchmark cases (cases 1-6), and I have a summary 
of the contributions made for those test cases. 
Case 1 was the NACA 0012, Mach 0.85 inviscid calculation. There were six 
people that computed that, and they generally agreed that it was an easy case 
to compute. Case 2 was the NACA 0012 at Mach 0.95. There were nine people 
that computed that, and it was a very discriminating test case. You could get 
the lift and drag correctly, but it's very difficult to get the downstream position 
of the terminating normal shock; it's a very discriminating test case for the 
use of adaptive-grid methods. For the four-element inviscid airfoil, there 
were six calculations made. For the three-element viscous airfoil, there were 
only two calculations, and one of them was a nonadaptive calculation. The 
Jameson airfoil, which is the airfoil that exhibits a nonunique solution with 
the Euler equations, was a case where we really wanted to see the power of 
adaptive grid methods, i.e., show beyond a shadow of a doubt that you were 
getting solutions to the partial differential equations (PDE's) for this non- 
uniqueness. We only had two contributions in that area, and we really 
couldn't say from the results that were presented at the workshop if the non- 
uniqueness is there or if, in fact, it might go away as you refine the grid. It 
remains a very challenging test case for the community. There were six 
calculations made for the time-dependent double wedge. When we initially 
set these test cases, I thought almost no one would do the time-dependent 
double-wedge calculations, but, in fact, the adaptive mesh refinement (AMR) 
community stepped up to that. There was a very good consensus from the 
solutions presented for this last case. 
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In terms of the methods used, I speculated beforehand that it was going to be 
dominated by unstructured-grid methods, but that didn‘t happen. There were 
five Cartesian-grid methods, five block-structured methods, seven 
unstructured-grid methods, and three hybrid-grid schemes. These latter 
hybrid schemes are an emerging class of methods developed to attack some of 
the high Reynolds number problems. 
In terms of the payoff areas for adaptive grids, in most problems for which 
CFTl can play a role, adaptive grid methods can prove useful. These include 
3-D simulations, solutions over general geometries, time-dependent 
simulations, high-lift systems development, and drag reduction. We’re now 
computing drag to within 1/2 count from CFD methods at cruise conditions 
at supersonic speeds. We can’t do the same thing at subsonic speeds, but 
we’re putting together optimization methods to actually reduce drag with an 
optimization scheme; this requires that you compute drag accurately. We can 
do that near cruise conditions but we can’t do that at all design conditions. 
Sonic boom prediction and shaping is a very natural area for adaptive grid 
methods. Underhood cooling and external aerodynamics are two automotive 
applications. Some of the automotive underhood cooling applications are 
low Reynolds number simulations, and some of the methods we’ve seen, in  
terms of being turn-key operations, apply. Other areas are maneuvering 
aircraft, off-design assessment, and wake vortex hazard prediction and 
minimization. There was one paper presented at the workshop that enriched 
the resolution of the vortical wakes as they come off the leading and trailing 
edges, and a substantial improvement was made. Still more areas are 
turbomachinery, helicopter analysis, and combustion design. ’ There’s a lot of 
payoff areas, and it‘s somewhat paradoxical to me that‘s there are so many 
areas but we really have not seen adaptive grid methods being used in the 
industrial environment. 
Ken Powell: The payoff is going to be a long way off in some of those areas. 
For example, the automotive underhood cooling area requires so much 
effort resolving the geometry that there’s nothing left for any kind of 
adaptation theory. 
Jim Thomas: When Clinton was trying to get 
elected, there was a poster in the campaign offices that read, ”It‘s the economy, 
stupid.” Here, “It‘s grid generation, stupid.” Adaption is something put o n  
top of grid generation, and grid generation is a big issue right now for 
complex geometries. 
That‘s a good comment. 
One example for which we will make great strides in the near future is the 
multi-element airfoil, with a main element, a slat, and a flap. We had a high- 
lift workshop last summer where a number of contributors focused on one 
case and compared with experimental data. Velocity profiles for two stations 
on the leading edge of the flap and the trailing edge of the main element were 
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compared with experimental data. Calculations which Kyle Anderson has 
done with a coarse, a medium, and a fine mesh indicate you can’t get 
sufficient grid refinement for this very difficult case with practical resource 
expenditures. We would like to assess turbulence models for these kinds of 
flows because we know resolution of the slat wake and the main element 
wake has first-order influence on the performance. But, in fact, with 
traditional grid refinement methods, we’re unable to get grid convergence; we 
don’t know whether the prediction error is due to turbulence modeling or to 
the numerics. Until we resolve the numerics, we won’t be able to improve 
the turbulence model in order to predict drag and lift of this complex 
configuration. This is a challenging test case for the adaptive-grid community 
to step up to and actually show grid refinement; experimental data exist 
which are of high quality and were taken in the Langley Low Turbulence 
Pressure Tunnel at very high Reynolds numbers. 
In terms of adaptive grid methods, we’d like to be able to use adaptive grid 
methods as a black box for the practical engineer - to input the problem 
statement and either an error bound or a dollar figure for the computer 
account/workforce. We’d like to output, after you go through this black box, 
the physical solution. If we input the error bounds, we’d like to know the 
cost of the solution; or if we input how much money we have to spend, we’d 
like to know the error. We’re a long way from that in the adaptive grid work 
that we’ve seen so far. Where we need to go in terms of making this happen 
is to look at the details of this black box. This was what the workshop was all 
about here. 
Jim Thomas: I agree with that. The black box elements include grid 
generation, CFD solution, error assessment, and remeshing. All the methods 
we’ve seen fall into this general framework. There are two major deficiencies 
that I see: one is grid generation and the second is error assessment. 
Now I’ll give some general impressions from the workshop. If you think 
back to the time 10 years ago when Marsha Berger showed her adaptive 
solution for the drag of a NACA 0012 airfoil, there has been a lot of 
development. There have been advances in grid generation, flow solvers, 
and computational infrastructures, Le., the mechanics of getting the job done. 
We’ve seen advances in block-structured and Cartesian grids, unstructured 
grids, and also hybrid grids; no one technique seems to be falling by the 
wayside and there seems to be a niche for all the techniques. One of the 
things I look for in a workshop is what can I really stop doing in order to 
concentrate on things I know should be done. But, from this workshop, I 
can’t really say there’s one technique that doesn’t look promising. For 
instance, Ken Powell showed this morning that the Cartesian adaptive mesh 
refinement or unstructured grids are the methods of choice for Euler 
calculations. The real issue is high Reynolds number viscous flow 
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calculations. But, you can take these Cartesian or unstructured-grid 
approaches and apply them with wall functions so that you need to resolve 
only the outer part of the boundary layer. The stretching requirements are 
much less, and you thereby extend them to viscous effects. Ken also 
mentioned coupling them with integral boundary layers. 
The conservative mesh alignment schemes that Trepanier and Van 
Rosendale showed are very useful, in that they don’t cluster so many points 
near the shock. The real application for those are in sonic boom 
minimization and that application is 3-D; that’s yet to be demonstrated. After 
listening to all the 2-1/2 days, a general, and also a realizable, method, i.e., 
realizable with the finite computer resources that we have for high Reynolds 
number large-scale computations is really not apparent. What we’re going to 
see in the future are hybrid schemes, i.e., advancing layer/advancing front 
type schemes, which alleviate the anisotropic problem near the wall. You can 
resolve the boundary layer near the wall because you know which direction 
to cluster. However, if you have a separated shear layer or a wake that cuts 
across the flow field, (for example, a slat wake), you don’t know where that 
slat wake is located. To resolve this shear layer at high Reynolds numbers is 
really going to require a feature recognition approach. You’ll have to 
recognize that something’s there and adapt to it. For instance, on the multi- 
element airfoil, there have been some calculations where we adapted to the 
wake and put an anisotropic grid in the wake region and wake. There was a 
tremendous difference in the results for the’ isotropic grid and the anisotropic 
grid for that case. 
There was some talk of getting around the high Reynolds problem by using 
nonconservative schemes. I just have one reservation in that respect in that 
errors due to conservation lie in wait. A number of years ago we computed 
one of the test cases of this conferencdase 1-with patched grids. Because of 
certain technical difficulties associated with resolution of the boundary layers 
at high Reynolds numbers, we elected to go with a nonconservative scheme. 
We ran about 100 cases where we moved the patched-grid interface location 
near the shock; 99 of those cases worked fine. However, for one case, the 
shock popped out into an incorrect location. That’s why I said errors in  
conservation lie in wait. We’ve also run a lot of blunt body calculations for 
which the nonconservative patching scheme works fine. We‘re still using 
nonconservative patching, but we’re always on the lookout for possible 
errors. 
In terms of error estimation, there’s been little development in the 
estimation methods since the work of Marsha Berger in 1984 where she 
basically advocated Richardson extrapolation. Two major contributions have 
been made since that time. One is where Gary Warren and Kyle Anderson 
looked at the adaptation problem and showed that the “emperor has n o  
clothes,” in that you could actually get to the wrong result if you adapt to 
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undivided differences. If you adapt to an undivided difference, you’re going 
to have a nicely defined shock, but the error in the smooth region doesn’t go 
away. The computer graphics from the solution will look very nice, but if 
you didn‘t start out with the shock in the right place, it won’t end up in the 
right place. For the Mach 0.95 case, some of the calculations at the workshop 
are in error because they’re not resolving the supersonic expansions over the 
airfoil, although there are a lot of points in the shock. There‘s no reason to 
really resolve these shocks to that degree of detail, so there’s actually an 
inefficiency in terms of global mesh refinement. We know from Lax’s 
theorem that we can actually resolve discontinuities correctly without putting 
an excessive number of points in there, because we get them from enforcing 
conservation. The other major contribution in error estimation is the 
element residual method of Kim Bey and Tinsley Oden. The theory is not 
complete, but some of the ideas for the estimation of the error a priori and a 
posteriori need to be extended into the nonlinear and nonelliptic cases. 
The efficiency of the adaption process compared to uniform grid refinement 
is unclear. You can actually lose out in terms of the calculation because you’re 
putting points near shocks where you don’t necessarily have to have them. 
The time-dependent AMR calculations are a counterexample because they’re 
enabling technologies; you really can’t do them except with adaptive grids. 
In summary, we’ve made great strides, but the acceptance of the adaptive grid 
schemes in an industrial environment is virtually nonexistent. There are a 
few exceptions, but we haven’t gotten to the point where we can turn this 
technology over to a practicing engineer and say that, given a dollar amount 
or an error tolerance, we’ll tell you the solution and either the associated 
error or the dollar cost of the calculation. 
Steve Allmaras: When Jim asked me to be on the panel, he wanted me to 
say a few words on lessons learned from TRANAIR. So, I am going to split 
up things; I’m going to first talk about TRANAIR and then make comments 
on the workshop. I think I’m uniquely qualified to talk about TRANAIR. 
I‘ve been sitting next to the development group for 5-1/2 years, but I’ve 
managed to avoid ever working on or running the TRANAIR code. Before I 
came out, I got together with Forrestor Johnson and talked about what they’re 
doing. I’m going to give five major lessons learned from TRANAIR. For 
those of you not familiar with TRANAIR, it’s a full potential solver using 
Cartesian grids, mainly used for complex geometries, i.e., modern airline 
configurations, nacelle integration problems, jet fighters, and wind tunnel 
interference prediction. 
The number one point is that adaptation reduces the grid generation burden 
on the user. Now, this is an obvious point, but this is the real utility or 
usefulness of adaptation in an engineering environment. This is something 
we should keep in mind as we develop adaptation methods for Navier- 
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Stokes. Currently, the real bottleneck in Navier-Stokes analyses of complex 
geometries is the grid generation issue. There’s a lot of fruitful territory to be 
explored with adaptation methods. 
The second is you must give the user control over the adaptation. You need 
to do this in a relatively straightforward, easy manner. To illustrate this, an 
early TRANAIR experiment in adaptation involved the simulztion of a half 
model in a wind tunnel. They ran it and looked at the wing pressure; added 
some more grid, looked at the wing pressure. The solution didn’t change 
much, so they added more grid and reran. The wing pressures still didn’t 
change much, because their adaptation was resolving a wake singularity, or 
wake cut singularity, all the way down the length of the tunnel. This 
illustrates a problem, because for the most part you really don’t care about this 
singularity, since you really want to find out what‘s happening on the wing. 
There are certain cases for Euler and Navier-Stokes where you actually want 
to resolve a wing tip or flap vortex and see where it impinges on components 
downstream (e.g., the tail). So now you have to be able to tell the method, 
”Yes, I want to resolve this feature; no, I don’t want to resolve that feature.’’ 
The way that TRANAIR does it is with something they call zones of interest, 
or disinterest. You input a hexahedron in space and at each of the vertices 
you tell it the minimum and maximum grid spacing you’re going to allow. 
You can also put in certain quantities to emphasize refinement in a particular 
region. For instance, you may want to really look at what your nacelle 
installation is doing, but you don’t really care about the body. You 
can tell it to resolve here, but don’t resolve there. 
The third point regards error estimators. They use an undivided maximum 
jump in velocities between cells. They did try other quantities, but it turns 
out that individual velocity differences actually work better for them. It tends 
to better resolve surface features and also emphasizes large and small scales 
equally in the flow field. Much of the wing design, for example, is concerned 
with sweating the details. You need adaptation that is going to resolve those 
types of things, but you also need some sort of control because, otherwise, the 
grid will all be drawn into the leading edges. For wing body nacelle 
installation, the error estimator without any type of limiting results in all the 
adaptation being drawn into the leading edge regions. With zones of interest, 
or disinterest, the smallest grid cell in the domain can be reduced to a certain 
level. The grid is resolved down to that level in these regions then put 
elsewhere in the flow field. By doing this, they‘re able to capture a very weak 
oblique shock in the outer part of the wing. Basically, it‘s a limit on how fine 
you want to resolve the grid. 
The fourth point concerns latent features, i.e., features that only show up  
when you have a sufficiently fine grid. A good example of this is the oblique 
shock on .the outer part of the wing. TRANAIR uses two good ways of 
capturing latent features, The first is to improve the numerics of the flow 
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solver, and the second is to limit the amount of grid that is attracted to sharp 
features, like normal shocks, on coarse initial grids. As an examF1e of the 
improved numerics, a 2-D case of a supposedly shock-free Korn airfoil used 
first-order upwinding in supersonic zones. The first-order scheme picked u p  
one shock. Second-order upwinding in supersonic zones picked up two 
shocks. The true solution, if you have infinite resolution, is a double shock. 
Definitely, improved numerics helped dramatically. The other way to 
resolve these latent features is limiting. This is part of an overall 
conservative adaptation strategy. TRANAIR was forced to use adaptation 
because they have a Cartesian grid solver. There is relatively little rigorous 
theory out there as to how you should proceed with adaptation. So, in an  
engineering production environment, it has to be robust. If it's not robust, it's 
not going to be used. They chose this strategy to get the code into use by the 
designers and to gain experience for developing a better strategy. Dr. Johnson 
commented that the last 5 years has been a continuous learning experience 
for them in this area. Typically they only refine about 20 percent of the cells 
going from one grid level to the next; at the same time, they derefine about 
40 percent of the cells. This results in approximately twice the number of cells 
each time you adapt. They also do grids where they don't actually change the 
total number of cells, they just redistribute things. In a typical solution, you 
might have eight or ten adaptation levels and maybe two of those will be 
equal-distribution steps. The total time spent is typically on the order of two 
or three times the CPU time it takes to solve the fine grid. If you went to a 
much more aggressive adaptation strategy, you could probably cut that down 
to perhaps 25 percent overhead. 
Are there any questions or comments before I head on to my workshop 
comments? 
Jerry South: Does TRANAIR use the conservative version of the potential 
equation, or nonconservative? 
Steve Allmaras: Conservative. 
Jerry South: Does it also include an interacting strip boundary layer? 
Steve Allmaras: In the last couple of years, they have begun including an 
integral boundary-layer formulation. 
Jerry South: What do you do about wakes? You showed the wind-tunnel 
turning vanes. For the 2-D potential, every time you have a lifting surface, 
you have a jump in the potential, but in the 3-D case, it's not real clear how 
well established the theory is. 
Steve Allmaras: They need to fix the wakes a priori. They don't move with 
the solution, but doublets in the wake approximate where the actual wake 
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location should be. There is a jump and also other singularities that they add 
into the wake cut. 
Jerry South: I have a comment of theoretical significance. You mentioned 
the shock-free Korn airfoil and that when you do a lower order method on a 
given grid you get a single shock; then you do a higher order method and you 
get a double shock. It would be interesting for you to go back to the lower 
order method and see whether the sonic line doesn’t have a reflex in it 
somewhere in the neighborhood of where the second shock appears. There’s 
an old theorem by Nikolsky and Taganov that as you traverse the sonic line 
in a 2-D flow, the velocity vector has a monotonically-turning tangent. You 
can conclude that you can’t have a reflex in the sonic line. So, if there is one, 
maybe you could say that you need to do more refinement because there’s 
obviously a shock in the flow down underneath. 
Steve Allmaras: One point I want to make on the shock-free Korn airfoil is 
that if TRANAIR continues to adapt on the first-order method they will 
eventually get the double shock. It doesn’t miss it, it just takes many more 
grid levels to actually resolve that. 
Onto the workshop. There were a lot of pretty pictures of moving shocks and 
well resolved flows and grids, but very little hard data and head-to-head 
comparison, particularly on the test cases. I didn’t keep an accurate count, but 
it seemed that at least half the papers showed one or fewer of the test cases. 
It‘s really hard to do the head-to-head comparisons when that occurs. As far 
as participation, there was a good variety of cases attempted. 
A general comment is that there are a wide variety of strategies taken, but n o  
real clear winners, partly because there’s no real comparison between them. I 
saw an overemphasis on shock adaptation. There are other features in flow 
fields that are equally important. The area of viscous adaptation is a hard 
area; lots of fruitful research will come out of that. As an employee of a 
commercial airplane group, we have limited need for methods that do really 
well at resolving strong shocks. If you have a strong shock in your design, 
you’re in trouble and you need to start over again. You don’t need to 
accurately know that it’s a strong shock. I saw a lot of excessive grid 
refinement. The real purpose of adaptation is not to show that you can get 
the densest grid. There is a tradeoff that should be shown; if I add more grid, 
am I getting a better answer? That type of data I didn’t see here, and I would 
really like to see it, because it‘s an economic issue. Also, how well can your 
method do at finding features on coarse grids? That really has an engineering 
applicability, because we don’t want to expend a lot of resources finding our 
solutions. 
In regards to positive things, it‘s nice to see that there are packages out there 
that are available and useful. One or two papers basically picked technology 
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off the shelf and quickly got it to work; that‘s nice to see. The final 
observation is that, when I calculate a flow simulation, I want to be able, with 
a little extra effort, to get some bound on the numbers I’m calculating. I’ve 
got drag to four digits of accuracy, for example, plus or minus. I’d like to see 
more work done in estimating solution errors, and in getting these bounds 
cheaply. It‘s a deficiency in CFD as a whole right now. Its applicability is not 
just to adaptation, but flow simulation as well, in general. Any comments or 
questions? 
Richard Barnwell: In regards to the extensive grid refinement, do you have 
an algorithm or a method you can suggest for judging grid economy? 
Steve Allmaras: No, but I think Gary Warren alluded to it in his first talk 
Monday morning. You look at the error on one scale versus the amount of 
grid or resource expended to get that on the second scale. That‘s the type of 
measure one needs. Plus, it shows that as you’re adding more grid, you’re 
getting a better answer. 
Richard Barnwell: The second question is that I realize you don’t want to 
have to calculate strong shocks, but would industry see more usefulness in a 
shock alignment scheme, as opposed to shock capturing, if they were 
available? 
Steve Allmaras: I like the work that I saw on shock fitting. It‘s nice to see 
good answers on coarse grids. I think that has a lot of potential in capturing 
features like viscous shear layers where you can align the grid and then do 
more or less directional adaptation. I have a lot of enthusiasm for that type of 
work. 
Richard Barnwell: It could probably be used for wakes as well. 
Steve Allmaras: Yes, definitely. 
Kyle Anderson: My comment regards the solution accuracy. Normally you’d 
proceed with grid convergence and plot some answer. Right now the only 
way you’re going to assess the error is with normal global grid convergence. 
It‘s pretty clear that you can’t trust the adaption by itself because it will level 
off to some answer that is not necessarily correct. 
Steve Allmaras: Correct. The way to do the error assessment is to do the grid 
refinement and grid redistribution studies. We just don’t have the time or 
resources in industry. I know on a routine basis in research you can’t do it 
either. It‘s an issue. 
Stuart Connell: Well, I arrived here on Sunday. Jim Thomas had invited me 
to make a presentation, and I had no viewgraphs, but with judicious use of e- 
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mail, fax, and express mail, I managed to put something together. What I 
want to talk about is this whole adaptive unstructured meshing area - the 
view from industry and where we see it going. First, I will say where I fit into 
the picture, what we‘re doing at General Electric, what needs we see, and the 
strategy we’re using to meet these needs. Obviously, this is going to be largely 
the work we’re doing. We believe this is the best way to meet our needs. 
The work I’m involved with is primarily steady flows. I’m in the business of 
developing codes for use by designers. This is primarily in the aircraft engine 
group and?the power generation group. They provide funding to us, so we 
develop a very close relationship with them. If we don’t do what they want, 
they don’t fund us, and we don’t eat. From that point of view, we do what 
they need. The applications we look at are typically turbines, compressors, 
exhaust, and really any geometry in the engine which gas flows through. An 
example of some of the codes we’ve been developing in 2-D, is an 
unstructured mesh viscous code that has a 1-D refinement in the 
quadrilateral region around the blade. This code is in regular production use. 
Designers use this all the time. Solutions are generated routinely for a variety 
of exit Mach numbers, which represent the decrease in the exit static pressure. 
Quite different shock patterns are predicted, and the whole thing works quite 
nicely. 
On to the needs of designers. What they need is the shortest possible lapsed 
time for a solution. Design times are getting shorter and shorter. We’ve got 
to make better and better designs, so we need to make more and more design 
iterations. I also see the need for more complex 3-D geometries, viscous 
solutions, and high quality robust codes. If it doesn’t work the first time, 
they’re apt to throw it away and to not use it again. What are we doing in this 
area? What codes do we have? A variety really. In the 2-D arena, we’ve got 
structured Euler/Navier-Stokes codes and the unstructured adaptive 
Euler/Navier Stokes code I just mentioned. As I said, these are all used 
routinely in the design process. In 3-D, we have structured Euler/Navier- 
Stokes codes. Some of these are multiblock codes that use CFUD, and are 
very heavily used. 
Designs using these codes are becoming close to optimal. There’s not much 
more to gain. What are we doing to improve things, to make better engines, 
better designs? One big area is meshing. If you want to mesh a complex 
configuration with current technology, spending man months is not 
unusual. You can take 6-9 months to mesh something, and by the time 
you’ve meshed it, you’ve forgotten what the problem was. They also want 
more and more geometric fidelity. They want to see the effects of smaller 
items in the geometry--should they be concerned about this, should they be 
designing to allow for this, that kind of thing. I really believe that mesh 
generation is a pacing item. The solvers are there; the post processors are 
there. We need to accelerate this area. The 2-D adaptive unstructured code is 
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very successful and widely used. That‘s really what the designers want. It can 
mesh arbitrary 2-D geometries. The meshing is automatic; you enter two or 
three parameters and hit the return key and it comes back with a mesh. The 
solver is adaptive and user independent. Hopefully, if you give the same 
geometries to two different designers, you‘ll get the same answer. With the 
previous code, perhaps you wouldn’t be too sure of that. What we’re trying to 
do is extend the success of 2-D to 3-D. To do that, you need to mesh directly 
from a CAD file. You can’t ask a designer to convert his CAD geometry into 
the geometry you need for your mesh generator. You need to go straight 
from the CAD file. Again, it‘s going to be automatic and mustn‘t have too 
much user intervention. As little user intervention as possible. You need 
viscous meshing, high-aspect-ratio cells in boundary layers, and obviously 
adaptive cells. 
I’ll talk a little bit now about the 3-D meshing I’ve been involved with to 
make high-aspect-ratio cells in boundary layers. Out of the available 
technologies, we believe surface triangulation, followed by inflation, to 
provide a prismatic mesh, provides the best optimization. We use a 
technique very similar to that of Kallendaris, but developed independently. 
We‘ve taken the Morgan/Peraire advancing front mesh generator and 
developed an in-house inflation code to link the whole thing to a CAD 
system. To give a schematic of how we generate these meshes, we start off 
with a surface triangulation, then we select the surfaces we want to inflate. 
We then inflate that, sliding the nodes on the surface up, to provide a nice 
prismatic mesh. We then triangulate the remaining surfaces and fill the 
interior with tetrahedra using the advancing front procedure. We have 
applied it to a large variety of test cases including a wing pylon nacelle, and an 
HSCT mixing nozzle. The other reason for doing this prismatic mesh is that 
it opens the door for 1-D refinement and 1-D multigrid. If you have a 
boundary layer, you can refine in one direction. This makes very, very 
efficient use of points. 
In summary, in general, adaptive unstructured meshing holds the most 
promise. You can look at arbitrary geometries and mesh them automatically. 
Also, the real world is 3-D, is viscous, and it contains complex geometries. 
Any solver that is used must address all three issues. Also, the end user, our 
designers, needs quality solutions as quickly as possible. That really means 
that these four items here, the meshing, solving, refinement, and post 
processing, are all done efficiently and fast. There’s no point having the 
world’s fastest solver if it takes you 6 months to make a mesh. You’ve got to 
accelerate them all. With that, I’m done, and I‘d be happy to answer any 
questions. 
Jerry South: Stuart, are you using multigrid with your prismatic approach? 
Stuart Connell: Not yet, but we’re planning to do that. 
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Jerry South: 
now? 
What kind of method are you using to achieve convergence 
Stuart Connell: It‘s Runge-Kutta time stepping. We got the multigrid 
working for the inviscid code on a tetrahedral mesh and we want to extend 
that to the mixed mesh. 
Dirnitri Muvriplis: Do users use the adaption mode frequently? 
Stuart Connell: Yes, by default. We’ve had the default parameter define a 
certain number of adaption steps or iterations. The code, in its default mode 
of running, runs to convergence on the initial mesh, then fires up with the 
adapter turned on. So, they always use adaption when they run it. 
]erry South: What criteria are you using to refine the mesh? 
Stuarf Connell: It‘s fairly crude-undivided gradients. We’ve done lots of 
evaluations versus experimental data. For the geometries we’re looking at, 
that s eem more than adequate. I recognize there are problems where that is 
probably not the best thing to do. 
Phil Roe: I haven’t actually prepared any viewgraphs, so maybe that will help 
speed things up a little bit. For me, this is a bit of an anniversary because it 
was pretty much 10 years ago that I made the move into academic life and 
started teaching people about CFD, as well as actually practicing the art. In 
trying to be an honest teacher, I always try to tell people where the 
demarcation line is between problems that CFD could solve and problems 
that CFD could not solve. At that time, I always used to stress the fact that 
CFD techniques had big problems with anything where there was a large 
range of length or time scales involved. At that time, you’d say these are 
problems for which CFD will really not be able to provide an answer. This is 
the reason we still need wind tunnels. Ten years later, Ken Powell has shown 
solutions which resolve something like 51/2 orders of magnitude in scale. 
There is a sense where the first statement is obviously no longer true. I have 
had to modify the way I tell people about the subject. Of course, the only 
reason he can successfully resolve those scales is that, in that particular flow, 
the solution looks simple at any scale at which you look. So, you could not 
conclude that we can immediately do direct simulation of high Reynolds 
number turbulence. That‘s an entirely different problem. So, I will still have 
to tell people that there are problems that CFD cannot attack, but the 
boundaries are moving all the time. I’m really impressed by how far the 
boundaries have moved over the past decade. 
To give any kind of general survey about what’s possible and what’s not 
possible, you have to ask the question, “Why are we doing this simulation?” 
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The reason why you're doing the simulation varies very much from one 
example to another. The non-unique airfoil solutions are an instance where 
you're doing the simulation in order to establish some kind of ultimate truth. 
At the basis of this is academic curiosity about whether the Euler equations do 
or do not have unique solutions. In order to answer that, you're going to 
have to satisfy the PDE's as well as you can. In the present state of the art, you 
may still not be sure what the answer is; you're going to need all the technical 
help you can get to solve those problems as accurately as possible. 
This is not the case in every application. 
engineering context, simply to find out some information about the flows. 
You want, very often, in an 
The fish-tail shock is a good example. That's been described as a very 
discriminating case because it's very tough to get that rear standoff distance 
unless you resolve all the details. But why did you want to know that? If you 
merely wanted to know the surface pressure distribution, you could have 
gotten a perfectly adequate answer without resolving that detail. If, on the 
other hand, that tail shock is going to interfere in some way with some other 
component of the vehicle, and you really want to know what it's doing, the 
answer is that this flow is already a mess. This is not a reliable component of 
any engineering design, because it is so sensitive to the details of what is 
going on. So, all you want to know is some rough indication of that, so you 
can eliminate that from amongst the designs you're considering. 
What you want to use adaptivity for, in that case, is to be able to get some 
useful information on a coarse grid, and to be able to get that fast enough, to 
not waste any more time. This raises interesting questions about whether 
you can give some kind of general-purpose adaptivity criteria. What norm 
are you going to try to optimize? For any particular design objective, you can 
perhaps formulate a norm that would reflect your interest. But that might 
not be the best way of doing it, especially given the great difficulty of taking 
even the simplest norms and converting them to some kind of automatic 
strategy. For most of the applications, the man is going to remain in the loop 
for quite a long time, and I find myself really disagreeing with Stuart on this 
note. He wants procedures that are as automatic as possible. I can understand 
why he says that in certain contexts, but I don't really think it's a universal 
conclusion. I was talking with Jerry South yesterday, and he made the point 
then, as he's repeated now, that the ultimate objective of adaptive algorithms, 
and indeed computational fluid dynamics as a whole, is to turn itself into a 
black box. In other words, the job of all algorithm developers is to make 
themselves redundant. 
In thinking over that, I began to see some possibilities for a rather nice 
Raymond Chandleresque novel on this theme. It begins with an ICASE 
researcher who has been observed to be behaving rather secretively and not 
communicating with his colleagues. I don't know if this brings anybody in  
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particular to mind, but one or two of his colleagues become aware that this 
guy was actually very close to developing the ultimate cm> code that will 
cope with all Mach numbers, all Reynolds numbers, and all geometries. The 
week after that, his body, wearing concrete boots, is dredged out from the 
marina behind his hotel. I thought I really had the beginnings of a very 
promising scenario here, so last night, I put through a phone call to the west 
coast and discussed with MGM the possibility of the movie rights for this. It 
was a very interesting conversation actually, because the studio executive that 
I spoke with had the same list that Jim had earlier. The same list of nine 
items of potential benefit for adaptive grid generation. She put to me, “Could 
I really imagine that there’s going to be one single CFD code that would be the 
method of choice both for under-the-hood cooling flows and for sonic 
booms”. She convinced me that I really had no future in the entertainment 
business because I was unable to think of a convincing script. 
The role of adaptivity, really the role of CFD in general, for a long time before 
it eventually collapses into a black box that can be put away and never be 
opened again, is to push envelopes. All of those items on that list were items 
where we want to push the envelope of the capability. I don’t think that 
pushing envelopes is, or ever can be really, a blackbox style activity. There’s 
going to be a lot of roles for the individually tailored codes, individually 
tailored adaptation schemes and individual systems, if the man is in the loop. 
One of the determining factors about what methods get used will be user 
friendliness. Is this system actually easy to understand? If you’re going to sit 
there and drive it, as computers get faster and faster, we will be able to take 
these complicated problems, and in real time as the solution evolves, we can 
interfere with what we want to know; ask for different quantities, and make 
suggestions about how the code may give us those quantities more efficiently. 
That‘s really how I see the next ten years going. 
As regards actual methods, it seems that there’s a range of methods available 
now that are sufficiently robust to be able to support this kind of thing. It isn’t 
very crucial what you do. The good point has been made that unless you can 
see the interesting features on the coarse grid, then your adaptation really has 
nothing to get a grip on. You‘re going to miss those for all time, so your 
underlying algorithm has got to be a good one. You can’t solely rely on the 
adaptation to get you out of trouble. 
The big issue, which I really have very little constructive ideas about at the 
moment, is the issue of viscous adaptation. You may know enough about the 
flow to be able to say in advance where the boundary layers and wakes are 
going to be. For separated flows, and for vortices that are shed into the flow, 
things move around and have to be kept track of all the time, and you’ve n o  
real idea where they are to begin with. Nevertheless, there are localized 
regions that need refinement and other regions that don’t need refinement. 
We do need more ideas on how to deal with that kind of thing efficiently and 
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that is the method developer’s challenge for the next ten years, from my 
perspective. Thank you. 
John Van Rosendale: It seems to me that making things blackbox is not 
equivalent with putting researchers out of business. 
Phil Roe: I’m definitely not against blackboxes. I am very grateful that I can 
do CFD without having to know how to design a circuit board or write a 
compiler. You certainly don’t want to have to tweak things like artificial 
viscosities. In that sense, CFD should definitely turn itself into a blackbox. It 
shouldn’t turn itself into a blackbox in the sense that you detach yourself too 
much from the things you want to be concerned with. I don’t know whether 
I’m expressing that very well, but blackboxes are very good in their place. 
However, if essentially you‘re pushing the envelope of something which is 
difficult because it is very difficult physics, or difficult because it is really at the 
limit of what you can squeeze onto your machine just because of geometric 
complexity, then you’re always going to have to be involved with the detailed 
knowledge of your problem. 
John Van Rosendale: What about the feature in TRANAIR where you 
specify in different regions the mesh size maximum and minimum? 
Phil Roe: What I would see as optimum, is the opportunity to interact with 
the solution as it evolves. Change your mind about your initial parameters 
long before you see a final converged solution. You say, ”This is not working 
out; I asked the wrong questions; I want to change my mind.” No, you’re 
going to need things which are to some extent blackboxes so you can use them 
in the same way you use a compiler. But, you’re not just going to pose a 
question, and then sit back, and two hours later see the answer. That’s not 
how you want to operate. That‘s not how you get the maximum use out of it. 
The user should not be distracted from the things that he’s interested in. The 
way the solution is turning out is precisely what he’s interested in. What he 
needs is a good way to control that, so that he doesn’t have to understand all 
the fancy details. He doesn’t have to get down to the coding level, but he 
needs to understand in broad terms how the thing works, and have some 
things that he can control that allows him to track something without getting 
too far away from it. I think that‘s where adaptivity allows you to get 
reasonable information on the coarse grid. 
Jim Thomas: That‘s a good point. It has to do with the available computer 
resources that you have. They are not infinite. So you might have a scheme 
that could do the problem, but you really can‘t afford it. It‘s like they had an 
architect design a house for you that was a 5,000 sq. ft. house. He gives you 
the price and you say, well, I can’t afford it. But, I do understand that I’d like 
to have two bedrooms, and you might leave the back half of the house 
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vacant; then what would that cost? I don't know how to build a house, but I 
can talk to the architect about what I would like it to have. 
Jerry South: I think in light of Phil's comments about his movie plot, we're 
going to increase security around Dimitri's office. 
Venkat Venkatakrishnan: I just have a few observations about the 
workshop. I'm not a practitioner of adaptive grids, but to an extent almost 
anybody who does CFD is a practitioner when you start computing viscous 
flows. Because you do have to worry about scales in the boundary layer and 
you do use the appropriate spacings near the wall to resolve whatever 
phenomenon interests you. I see in the workshop itself, two classes of 
adaptive grids. One class attempts to solve problems better, and this was well 
addressed by Gary Warren. That's why the benchmark problems were 
carefully chosen with "exact solutions." I agree completely with Warren that 
you should use uniform refinement once the errors in the coarse regions are 
comparable to the errors in the fine regions. You can't keep refining just near 
the shocks or other discontinuities, because the errors that you have 
introduced elsewhere will kill you. 
The second class I would call enabling technologies, whose purpose is to solve 
problems that just cannot be addressed otherwise. Because, only by using 
adaptive grids can you even capture the scales of interest, e.g., the unsteady 
flow phenomena shown at this workshop with complicated interactions of 
shocks and detonation waves. When you go to three dimensions, you'll do 
well to employ adaptation, just to be able to resolve things to the level you 
need." 
Onto the content of the workshop. Regarding AMR, it's definitely work of a 
very high degree of sophistica.tion that is being routinely used to solve 
difficult time-dependent flows. As Steve Allmaras has mentioned, it looks 
like it's very well packaged, supported, and disseminated. There's no better 
way to get followers of your method of thinking. As Ken Powell mentioned, 
there are some problems obviously when you start dealing with viscous flows 
and there just seems to be no easy way around them for computing high 
Reynolds number flows of interest. For the inviscid methodology, I think the 
Cartesian approach is extremely attractive. 
Professor McRae showed some of the best results I've seen in just warping 
structured grids. The method does yield improvement in solutions, and it's a 
lot simpler. In the case of unstructured grids, it looks like many of the people 
showed good results using standard criteria and showed improvements 
compared to unadapted cases. Bookkeeping issues are somewhat comparable 
to the AMR, but are not daunting; most people are willing to expend the 
effort and time required to master these challenges. Mesh warping showed 
some excellent results, but I would have liked to have seen more careful 
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studies of the test problems using this particular idea. I think it‘s a very 
popular idea, and I was very impressed when I first saw it. 
A very strong case has been made for using adaptive grids, especially by the 
AMR community. A combination of error estimates and heuristic criteria 
appears to be sufficient. Engineers and applied mathematicians have shown a 
real willingness to learn programming and other computer science issues. 
The challenges are immense and you have to invest a lot of time and effort in 
the infrastructure. There are many more computer science books in my 
bookshelf than engineering books, and I wonder what area I got my degree in. 
This is before I heard Stuart‘s talk but apart from the AMR school of thought, 
adaptive grids are not used routinely, and I think there are two reasons. I 
think the first reason is the overpowering one. It‘s just a lack of trust. Just 
adapt and assume that you get a good solution. This lack of trust obviously 
needs to be overcome, and that‘s why I think we should pay a lot of attention 
to what Gary Warren described very well in his talk about the optimal 
relocation of points and doing test problems and nailing these issues. The 
bookkeeping issue definitely arises in three dimensions. This is not such a big 
problem because people have already invested the time, but it will probably 
make people think twice about getting into the area. Since there are so many 
people who work in the area and have software that’s available and so forth, I 
think it’s not much of an issue. 
The accuracy issue with adaptive grids persists and there’s definitely an 
inadequate framework here. Error analysis for weak solutions of hyperbolic 
conservation laws is lacking both a priori and a posteriori estimates. A well- 
known mathematician asked me a question about a posteriori error estimates. 
I‘ve taken courses in hyperbolic PDE’s, and we never talked about errors 
when we do hyperbolic PDE’s. When you go to elliptic PDE’s, everything is 
neat, you know a lot about the regularity of the solution and the global errors 
in terms of the higher order derivatives, solutions, and so forth. There is an 
inadequate framework for hyperbolic problems and the engineers cannot 
hope to solve this problem by themselves. We need very good 
mathematicians and applied mathematicians to help us in this regard. Most 
of them are spending their time addressing programming and computer 
science issues; we are missing out in the analysis part, because some of the 
best people who could actually contribute here are doing other things. You 
have to spend the time to get things working to get your framework right. 
I’ve read some of Kim Bey’s papers and she’s probably one of the few people 
who can bridge the gap between the finite elements and the finite volume 
community. What she’s doing is very interesting, and it will be nice to be 
able to extend it to the nonlinear hyperbolic conservation class. 
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Jim Thomas: I’d like to open up the general discussion now, and in particular 
I‘d like to address several questions. Do you think the workshop was 
worthwhile? And if you think it could be improved, how? Should we keep 
benchmark test cases and follow-ons? We specifically did not have a 3-D 
benchmark test case since a lot of people wouldn‘t have the mechanisms i n  
place to do a 3-D adaptation. Should we add a 3-D benchmark case, if we had a 
follow-on workshop? Any comments/ questions? 
Ken Powell: I guess I would echo some of the things Steve Allmaras said. I 
think the workshop was worthwhile, but I was a little disappointed. The idea 
behind the workshop sounded really great. The idea of picking the test cases 
and doing a careful study of how we’re doing with adaptations seemed a great 
idea at the time, but was not realized well here: partly from the talks people 
put together, and partly because of the organization of the workshop. I’d like 
to see a follow-on. I’m perfectly willing to rerun some of the cases if we have 
some input format, and that would be a worthwhile follow-up. 
Gary Warren: Ken Powell and I talked earlier about this; there really weren’t 
that many benchmark cases run. Ken and I were talking about the possibility 
of an addendum in the proceedings. (Editor’s note: no such addendum 
appeared.) 
Jim Thomas: We need to work harder on the organizational side to make 
sure that we define what we need from the contributors beforehand. We 
made it pretty open-ended for this workshop, and we need to .a little bit better 
job there. 
Scott McRae: One suggestion that I would have is that referring to the real 
world, most of the cases are missing something, and that is viscosity. There is 
too much attention to adaption to the shock wave. 
Jim Thomas: I agree, and there is one test case that is viscous . And that‘s a 
practical test case; people that are doing engineering calculations would like to 
see a grid refined solution on that. 
Scott McRae: But again there should be both laminar and turbulent test cases. 
We need to be able to remove turbulence modeling errors from numerical 
errors. 
Jerry South: I might add that we initially didn’t have a viscous test case, but 
we decided that it would be a challenge to the adaptive community. Actually 
very few of the initial abstracts we got even addressed solving the inviscid test 
cases. We were a little disappointed, so we actually delayed the workshop 
hoping that more people would agree to do a new case. Nobody did a real 
adaptation on a viscous case, so I think that ought to stay in as a test case. A 
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three-element airfoil is a great case that can be done in reasonable 
computation time. 
Stme Allmaras: You have to be careful about comparisons with experiments 
since, for viscous 2-D airfoils, wind-tunnel data and CFD are comparable in  
their accuracy right now. 
Kyle Anderson: Even for stall? 
Steve Allmaras: Especially for stalls. Because, near stall, 2-D doesn‘t exist. 
Especially in a wind-tunnel. I know of experiments where to eliminate the 3- 
D sidewall separation they use blowing: By turning the knob on the blowing 
magnitude, they get 2-D results, but can get whatever level they want. It 
remains 2-D across the wing section but you can basically dial in your own 
answer. 
Gary Warren: So the adaptive grid stuff does fit in. 
Steve Allmaras: Thus, you have to be careful about comparing against test 
data. 
Torn Roberts: The other thing is that there is an exact inviscid case. Part of 
the purpose of that case was because there weren’t many exact solutions. In 
terms of the issue of adaptation to the PDE’s, that‘s a very good test case. 
Gary Warren: I remember Jim Thomas making a comment several years ago, 
and it had to do with an experiment. He said, ”Given some experimental 
data, a graduate student, and an adaptive grid code, you can always match the 
experiment.” 
Jerry South: I think that he didn’t say it quite that way. I think he said that 
you can always find a coarse enough a grid to agree with a 2-D experiment. 
Jim Thomas: Well, for the hypersonic ramp case, both statements apply. 
Venkat Venkatakrishnan: What did you exactly hope to get out of the test 
cases? Did you expect people who use different adaptation criteria to 
distinguished one from another? It looks like everybody was doing 
reasonably well. Therefore, I say the answers are all about okay. You then 
have to look at the effort put in, the amount of work required, grid points 
needed, and the level of sophistication of the user. 
Jim Thomas: We had talked about that when we originally set up the test 
problems. We wanted to assess the efficiency of the scheme. Not only 
accuracy, but whether you could run that scheme on a parallel computer, 
supercomputer, or on a desktop workstation. 
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Phil Roe: We also felt that the adaptive area, being the very amorphous 
animal that it is, would have so many parameters to try and control that it 
was maybe not all that appropriate on a first occasion to try and tie things 
down. So it really finished up being very much a free-style event. And 
maybe one of the things that we should discuss is how much more focused do 
we now feel, having had this first occasion, and how much more stringent 
should things be a second time around. 
Gary Warren: Ken Powell’s talk this morning was great. I really enjoyed the 
talks that showed the problems, and I think we get a lot more out of it when 
people show the problems; we all know that they exist. It would be a great 
idea for a workshop if for every good result you have, you have to show a bad 
result or problem. I think we’d get more out of the workshop. For instance, 
John vanRosendale’s talk with the aligning of the grid points. Even though 
he didn’t get the right answer on the Mach 0.95 case, that was outstanding 
work on the methodology behind it, and I got a lot out of it. So I don’t think 
we should view things like winners because it’s really an instructional thing. 
John Van Rosendale: I agree with Venkatakrishnan‘s comment that as a 
community we’re spending too much time programming. It takes six 
months or a year to get a scheme developed. It‘s only after that, that you start 
to think about error estimates. So, if we have a follow-on, I would suggest 
that part of it be devoted to tools. Things. that could be given out. The AMR 
community has gone further with C++ packaging of their work than the rest 
of us. 
Jim Thomas: I think that‘s a good suggestion. I think we were all impressed 
with AMR in that respect. They have adopted C++ and then put some 
libraries together so they could assemble codes more quickly. 
David Keyes: As an outsider relatively unskilled with adaptive grids, I would 
strongly affirm this workshop has been very insightful and helpful. I was 
only here part of the time, but I’ve heard some good issues, especially in error 
estimation issues, computer science, and adaptivity. If a follow-on workshop 
is proposed and tools are considered it would be good to consider partitioning 
because adaptivity confounds every generalized attempt to do parallel 
composition of the grid. Doing a partitioning in the abstract without 
considering upstream/downstream flow dependencies is inappropriate. 
Jerry South: I would suggest the addition of a 3-D test, if we do it again. I 
would also suggest that a good 3-D case to do is one where we can afford to do 
some grid refinement. The Euler equations do quite well for slender 
supersonic airplanes, in the cruise condition. If you have separation, you 
didn’t design it right anyway. There are many old experiments on supersonic 
transport designs that are available. We could choose one of those cases. 
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One of the things that the adaptive grids should do quite well is the problems 
of the sonic boom. What people are doing now in the industry is taking the 
Euler equations and solving the flow of the near field around a supersonic 
airplane; then from the near-field pressure distribution, they’re extracting a 
Whitham F function to extrapolate that pattern of pressure in various 
directions down to the ground to get a signature. It makes good engineering 
sense when you do that. The problem is setting up the appropriate F 
function. Now I wonder how many of you have looked at the pressure 
distribution in the near field of a supersonic airplane. When you see it, you 
think that there was something wrong with the wind tunnel data. You see a 
relatively smooth aircraft and about a half a body radius away, you measure 
the pressure with a probe and it‘s the bumpiest thing you ever saw. The 
bumps are from little waves produced from smooth, initial data which 
coalesce and eventually produce in the far-field an N-wave which is the sonic 
boom. I would suggest that a case like that would be a real good one for 
adaptive grids. Because if you don’t correctly adapt to the smooth parts of the 
flow, then you’re not going to get to the right answer. And it‘s a nice example 
for the Euler equations, and that would be a reasonable one to include if 
people would like to tackle that kind of a problem. 
Steve Allmaras: I’d like to thank the people that set this up and put all the 
effort into organizing it as well as the participants who’s papers were 
presented. I’d also like to thank John vanRosendale for hosting the reception 
last night. 
Jim Thomas: I agree. And I’d like to thank the panel for today’s panel 
discussion. I appreciate it very much. And I thank all the participants. 
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