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Abstract
In order to study the performance of interatomic potentials and their reliability at higher pressures, the phase diagram
of four different embedded-atom type potential models of iron is compared. The calculations were done by the nested
sampling technique in the pressure range 0.1 GPa–100 GPa. The low pressure stable structure is found to be the body-
centred cubic in all cases, but the higher pressure phases show a great variation, being face-centred cubic, hexagonal
close-packed and – at very low temperatures – different body-centred tetragonal phases are observed as well. The
melting line is overestimated considerably for three of the models, but for the one where liquid properties had been
taken into account during the potential fitting process, the agreement with experimental results is good, even at very
high pressures.
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1. Introduction
When using atomistic simulations, one of the keys to
accurately predict the structure and properties of mate-
rials and their defects is the quality of the description
of atomic interactions. In order to compromise between
computational efficiency, generality and accuracy, em-
pirical or semi-empirical potentials are often used as
descriptors in most large-scale and long-time computa-
tions. These potentials are commonly determined by fit-
ting a proposed functional form to a group of available
data, which may be obtained from either experimental
measurements or first-principles calculations.
However, it is difficult to predict how these poten-
tials will perform under conditions different from that
of the exact fitting parameters. While some of the mi-
croscopic properties are likely to be reproduced accu-
rately, the macroscopic behaviour of the potential model
can be very different from what is expected, especially
the complex phenomena of phase transitions and phase
stability. Gaining a better understanding on how the
choice of fitting parameters effect the resulting phase
diagram can help us not only to determine the reliability
of a certain potential model, but to improve strategies
of potential development in the future. To be able to
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do this, it is vital to have a technique which is capable
of calculating the entire phase diagram of a potential
model in an automated way, without prior knowledge
of the phases. In recent years we have been develop-
ing such a technique, called nested sampling (NS). NS
is a Bayesian statistical method [1, 2] we adapted to ex-
plore the atomic phase space [3] and has been applied
to study clusters and the hard-sphere model [4, 5, 6]. In
previous papers [7, 8] we also showed how the NS al-
gorithm enables the automated calculation of the com-
plete pressure-temperature-composition phase diagram.
In the present work I further demonstrate this, using em-
pirical potentials of iron and discussing the emerging
differences between the studied models.
1.1. Experimental phase diagram of iron
Iron is one of the most important and widely used
technological materials, moreover, it is considered to be
the dominant component of the inner core of the Earth.
Thus, investigating the properties and phase behaviour
of iron is not only of great industrial importance but fun-
damental in the understanding of geological processes
and the inner structure of our planet. However, due to
its unique properties, the complex phase diagram of iron
is still not fully understood, with details of the melting
line and crystal structures at high pressure being in the
focus of research for several decades.
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At low temperature and pressure iron exists in the
α-Fe form, a ferromagnetic bcc structure. With in-
creasing temperature this first transforms to the non-
magnetic fcc structure, γ-Fe, then to a ferromagnetic
bcc crystal again, called δ-Fe [9]. At higher pressures
the hcp structure (-Fe) becomes stable, the triple point
among the bcc, hcp, and fcc structures located at about
11 GPa and 750 K [10]. The ground state structure
is predicted to remain hcp up to about 300 GPa, how-
ever the phase diagram and crystal structure properties
are well defined only up to 20 GPa. While the transi-
tion between the γ-Fe (fcc) and -Fe (hcp) at temper-
atures close to the melting is usually seen at approx.
50 GPa [11], some measurements indicate that this hap-
pens at significantly higher pressures [12]. First prin-
ciple calculations predict that at high temperature and
above 300 GPa, the stability of the fcc phase becomes
comparable again to that of the hcp, suggesting that at
extreme pressures both phases might be stable as well
as other close packed stacking sequences [13]. Further-
more, it has been suggested that two more stable crystal
structures might exist: there is evidence about the ex-
istence of a double-hcp structure, called ′-Fe between
15 GPa-40 GPa [14], and speculations about a high tem-
perature β-Fe phase (of unknown structure) at pressures
above 50 GPa [15, 12, 16].
The agreement between the melting temperatures
measured by different experimental techniques is good
up to 20 GPa, though above that there is a discrep-
ancy between the results, with the suggested melt-
ing temperature ranging from 2800 K to 4100 K at
100 GPa [17, 18, 19, 20, 15, 12, 21].
1.2. Potential models for iron
In order to gain a better understanding on the prop-
erties of iron, different computer simulation and mod-
elling techniques are regularly used to study e.g. the
crystal stability, surface properties, defects or radia-
tion damage. Several interatomic potential models
have been developed in the past decades to allow large
scale calculations, especially within the embedded atom
model (EAM) framework [22, 23, 24, 25, 26, 27].
One of the most widely used EAM potentials for iron
was developed by Ackland et al. [24]. The coefficients
of this potential were chosen to fit the lattice parameter,
cohesive energy, unrelaxed vacancy formation energy
and elastic constants for α-Fe at T = 0K. I will refer
to this potential as Ackland97. This potential is known
to overestimate the melting point by at least 500 K at
ambient pressure and provides a liquid structure that is
more ordered than observed experimentally [25].
A set of potentials were developed by Mendelev et
al. [25] with liquid parameters taken into account dur-
ing the fitting procedure. As a result these EAM models
reproduce well the melting data and liquid structure fac-
tor of iron. I chose the recommended potential Nr.2 to
use in the current study and will refer to this potential as
Mendelev03.
Chamati et al. published a model [26], where both
DFT and experimental data were included in the param-
eter fit (elastic constant, vacancy formation), including
the energies of bcc, fcc, simple cubic and diamond cu-
bic structures. The potential accurately predicts bulk
and surface properties for both bcc and fcc iron, as well
as describing the surface migration, phonon dispersion
curves and thermal expansion properties, though these
were not included while fitting the potential parameters.
I will refer to this potential as Chamati06.
Another EAM potential was developed by Marinica
et al., where although liquid properties were not in-
cluded in the fit, DFT defect formation and migration
energies were [27, 28]. I will refer to this potential as
Marinica07.
It has to be noted that these EAM models lack the de-
scription of magnetic properties which play a significant
role in solid-solid transitions[29, 30], moreover, due to
the general formalism of the EAM potential, the interac-
tions are spherically symmetric, missing the effect of di-
rectionality caused by the partially filled d bands of iron.
More complex interaction models are capable of pro-
viding a more accurate description of phase behaviour,
such as MEAM [23], bond-order potentials which can
predict the bcc-hcp phase transition correctly [31] and
the transition sequence of α − β − γ phases [32], or
magnetic bond-order potentials, which reproduces ac-
curately the relative stability of different magnetic bulk
phases [33]. Nevertheless, due to their relative simplic-
ity and low computational cost, EAM potentials are ex-
tensively used for studying different properties of iron,
thus understanding the phase behaviour of these models
is an important information for a wide range of applica-
tions.
2. Computational details
The nested sampling calculations were performed as
presented in [7]. The simulations were run at con-
stant pressure, and the simulation cell of variable shape
and size contained 64 atoms. The initial configurations
were generated randomly. New samples were gener-
ated with performing Hamiltonian Monte Carlo [8] (all-
atom) moves, and changing the volume and the shape of
the cell by shear and stretch moves. Overall 800 steps
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were performed at every iteration with ratio 1:2:2:2, re-
spectively. Parallel implementations of this algorithm
is available in the pymatnest python software pack-
age [34], using the LAMMPS package [35] for the dy-
namics.
The number of walkers were chosen such that the dif-
ference in the melting temperature predicted by inde-
pendent parallel runs is less than 100 K, and the solid-
solid transition is reliably found. At pressures where
there are no solid-solid transition, 640 or 1280 walk-
ers were enough to reach convergence, and when solid-
solid transition were present 1920 walkers were needed.
The exception is the high pressure hcp-fcc transition
of the Chamati06 potential, where 4800 walkers were
needed to consistently see the transition. The computa-
tional cost associated with different number of walkers
is shown in Table 1. The error bars reported on the phase
diagrams correspond to the full width at half maximum
of the heat capacity peaks.
When the sampling process was finished, the heat ca-
pacity curves were calculated, its peak positions allow-
ing us to draw the phase diagram. To aid the identifica-
tion of the solid structure and determine the solid-solid
phase transitions both the bond order parameters [36]
and the weighted average of radial distribution functions
were used.
Table 1: Typical number of walkers and the associated computational
cost. Total force evaluations are counted as for 64 atoms.
number total force CPU (h)
of walkers evaluations
640 9.6× 108 640
1280 1.9× 109 1280
1920 3.8× 109 3460
4800 8.6× 109 8820
3. Results
3.1. potential Ackland97
Heat capacity curves and the phase diagram of the
Ackland97 potential are shown in Figure 1 and 2, re-
spectively. The melting line is overestimated consid-
erably, with the low pressure melting point being about
700 K higher than the experimental value, with the same
trend continuing at higher pressures. The only stable
solid structure is bcc in the studied pressure range, but
the fcc phase, which is metastable for this model, has
also been studied [37].
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Figure 1: Heat capacity curves of the Ackland97 potential at different
pressures. The peaks correspond to the melting transition.
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Figure 2: Phase diagram of iron with the Ackland97 potential. Black
lines correspond to experimental data (long dash lines correspond to
melting data: (a)[17], (b)[18, 19, 20], (c)[15] and (d)[12],while solid-
solid transitions are shown by dash-dot lines [11] and solid lines [9].
Suspected ′ and β phases are not shown). Red symbols and lines
correspond to the Ackland97 potential results.
3.2. potential Mendelev03
The calculated phase diagram of the Mendelev03 po-
tential can be seen in Figure 3.
As shown before [25], the melting temperature agrees
very well with the experimental value, but more impor-
tantly this agreement is still excellent at much higher
pressures, and fits the experimental data of Williams et
al.[17] up to 90 GPa. This suggests that including low
pressure liquid structure properties in the potential fit
can improve the reliability of the predicted melting line
in a wide range, even up to very high pressures.
At lower pressures the stable structure is bcc, then
between 44 GPa and 57 GPa the body centred tetrag-
onal structure, bct, becomes the ground state structure.
Compared to the bcc, the cell is elongated to one di-
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Figure 3: Phase diagram of iron with the Mendelev03 potential. Black
lines correspond to experimental data (long dash lines correspond to
melting data: (a)[17], (b)[18, 19, 20], (c)[15] and (d)[12],while solid-
solid transitions are shown by dash-dot lines [11] and solid lines [9].
Suspected ′ and β phases are not shown). Red symbols and lines
correspond to the Mendelev03 potential results.
rection (c/a = 1.22) and this allows the packing frac-
tion, thus the density to be increased by 2.8%. This ex-
plains why this structure becomes favourable at higher
pressures. Figure 5 shows the weighted average radial
distribution functions and powder diffraction spectra at
different temperatures at 54 GPa. The additional small
peaks corresponding to the bct(l) structure disappears
between 350 K and 400 K, indicating that above that
the bcc structure is more favourable than the slightly
elongated bct(l).
Figure 4: Structures of the body-centred-tetragonal structure seen in
simulations. (a) elongated tetragonal cell c/a > 1.0 referred to as
bct(l) and (b) shortened tetragonal cell, c/a < 1.0, referred to as
bct(s).
As the pressure is increased above 57 GPa, the
fcc structure becomes the ground state (which can be
thought of as the same as a bct structure with c/a =
√
2,
thus a bct with an even higher density). The high tem-
perature phase also changes from bcc to a mixed stack-
ing close packed structure, containing hexagonal (h) and
cubic (c) layers in the same ratio, such as 〈hc〉 (known
as double-hexagonal close packed, dhcp) and 〈hhcc〉.
As the pressure increases further, more and more con-
figurations of dhcp structure are seen, and at 90GPa, hcp
configurations begin to be formed too, although this ac-
counts for the minority of the structures observed. This
is demonstrated on Figure 6, where the averageQ6 bond
order parameter of the configurations generated during a
NS calculation at 90 GPa are shown. Below the melting
temperature the majority of the configurations have an
order parameter corresponding to the dhcp structure, but
fcc and hcp are present as well. At 2500 K the ratio of
fcc structures becomes larger indicating that it becomes
the favourable solid state.
 1  2  3  4  5
g(
r)
r (Å)
T=500 K
T=400 K
T=300 K
T=200 K
bcc
bct(l)
 20  40  60  80  100  120  140
In
te
ns
ity
2θ
T=650 K
T=150 K
bcc
bct(l)
T=350 K
T=450 K
(a)
(b)
Figure 5: Mendelev03 potential at p = 54 GPa. (a) Weighted average
radial distribution functions, and (b) weighted average powder diffrac-
tion spectra at different temperatures. The red and blue lines show the
reference results of the bct(l) and bcc structures, respectively. The
curves are shifted vertically for clarity.
3.3. potential Marinica07
The phase diagram of the Marinica07 potential model
is shown in Figure 7. The potential overestimates the
melting temperature, at small pressure by 540 K, but the
difference increases further with increasing pressure.
The stable phase at lower pressures is bcc, with two
different bct structures being the ground state below
100 K in the pressure range 4.0 − 21.7 GPa. Between
4 GPa and 15.5 GPa a shortened bct (c/a = 0.93
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Figure 6: Q6 bond order parameter of the configurations as a func-
tion of temperature, generated during a nested sampling run with the
Mendelev03 potential at 90 GPa. The dashed lines correspond to
phase transitions and the Q6 of some perfect crystal structures are
marked by arrows.
with 0.37% increase in density) is stable, while between
15.5 GPa and 21.7 GPa an elongated bct (c/a = 1.05)
is the ground state structure. Above 41.1 GPa the fcc
structure becomes more stable than the bcc.
3.4. potential Chamati06
The phase diagram of the Chamati06 potential model
is shown in Figure 8. This potential overestimates the
melting point by only 250 K at low pressures, however
the predicted melting line is very steep, the phase tran-
sition temperature becomes more than the double of the
value suggested by experiments at 80 GPa. As expected,
the bcc is the low pressure stable phase, and there is
again a narrow pressure range (between 25 − 31 GPa)
where the bct(s) phase (c/a = 0.92 )becomes the most
favourable at very low temperatures. Surprisingly, al-
though the potential was fitted only to bcc and fcc pa-
rameters, the hcp structure becomes the stable struc-
ture at higher pressures. Although the fcc becomes
the ground state structure above 42 GPa, hcp continues
to be the high temperature solid phase also for much
higher pressures. Moreover, I found that a large num-
ber of walkers are needed to find and sample the fcc
basin adequately, even at high pressures, suggesting that
the phase space volume ratio of the fcc structure is very
small compared to that of the hcp above transition.
Figure 9 shows the density predicted by the four mod-
els at p = 0.1 GPa as a function of temperature. Since
the only stable structure of the models at low pressure
is the bcc, we cannot expect them to show the density
change corresponding to the α-Fe to γ-Fe transition at
1183 K, which causes an expansion in the unit cell vol-
ume. The density of the low temperature solid phase
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Figure 7: Phase diagram of iron with the Marinica07 potential. Black
lines correspond to experimental data (long dash lines correspond to
melting data: (a)[17], (b)[18, 19, 20], (c)[15] and (d)[12],while solid-
solid transitions are shown by dash-dot lines [11] and solid lines [9].
Suspected ′ and β phases are not shown). Red symbols and lines
correspond to the Marinica07 potential results.
matches the experimental values relatively well, but the
discrepancy slightly increases closer to the phase transi-
tion temperature. The density of the liquid phase shows
a great variation and although its change with temper-
ature shows a similar trend to that of the experimen-
tal line, the actual values are all larger, except for the
Chamati06 potential.
4. Conclusions
The current work has demonstrated how the nested
sampling method can be used to calculate the pressure-
temperature phase diagram, without a prior knowledge
of the phases, on the example of four interatomic poten-
tial models of iron. I have compared the predicted fea-
tures of the phases to study the reliability of the models.
The bcc structure was found to be the low pressure sta-
ble phase for all four potentials, as one could presume
from the fitting procedures of these models. As the stud-
ied potentials do not describe the magnetic properties
of iron, they cannot be expected to reproduce the low
pressure phase behaviour where magnetism strongly in-
fluences the relative stability of polymorphs [29, 30].
However, at higher pressures all the potentials have mul-
tiple stable phases, except the Ackland97 model. The
other three models have a pressure range where the body
centred tetragonal phase is the most stable at very low
temperatures, and the bcc phase transforms to either fcc
or hcp at an even higher pressure. The melting tempera-
ture is considerably overestimated by three of the mod-
els, but the Mendelev03 potential shows a very good
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Figure 8: Phase diagram of iron with the Chamati06 potential. Black
lines correspond to experimental data (long dash lines correspond to
melting data: (a)[17], (b)[18, 19, 20], (c)[15] and (d)[12],while solid-
solid transitions are shown by dash-dot lines [11] and solid lines [9].
Suspected ′ and β phases are not shown). Red symbols and lines
correspond to the Chamati06 potential results.
agreement with the melting line measured by static ex-
periments [17], not only at low pressure where the po-
tential parameters were fitted, but at 90 GPa as well.
This suggests that including low pressure liquid prop-
erties in the potential development process can signif-
icantly improve the melting behaviour of the potential
also at high pressures, indicating that this improvement
is transferable.
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