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A VECTOR-VALUED ALMOST SURE INVARIANCE PRINCIPLE
FOR RANDOM HYPERBOLIC AND PIECEWISE-EXPANDING
MAPS
D. Dragicˇevic´ 1, Y. Hafouta2
Abstract. We obtain a quenched vector-valued almost sure invariance principle
(ASIP) for large classes of random dynamical systems exhibiting some degree of
hyperbolicity. More precisely, we consider random perturbations of a fixed Anosov
diffeomorphism as well as random perturbations of a billiard map associated to
the periodic Lorentz gas. We also deal with wide classes of piecewise expanding
maps both in one and higher dimensions. Our proofs are based on a modification
of the spectral method for establishing ASIP introduced by S. Goue¨zel. Finally,
by using martingale techniques, we revisit the quenched scalar-valued ASIP for
random piecewise-expanding dynamics and improve the known error estimates.
1. Introduction
In this paper we prove a quenched vector-valued almost sure invariance principle
(ASIP) for wide classes of random hyperbolic and expanding dynamical systems.
Our dynamics is generated by random compositions
T (n)ω := Tσn−1ω ◦ · · · ◦ Tσω ◦ Tω ω ∈ Ω,
of maps Tω which are driven by an invertible, measure-preserving transformation σ
on some probability space (Ω,F ,P). More precisely, we consider the following three
cases:
• maps Tω, ω ∈ Ω are Anosov diffeomorphisms on a compact Riemannian
manifoldM that belong to a sufficiently small neighborhood of a fixed Anosov
diffeomorphism T on M ;
• maps Tω, ω ∈ Ω are suitable perturbations of a billiard map associated to the
periodic Lorentz gas studied by Demers and Zhang [5];
• (Tω)ω∈Ω is a family of piecewise expanding maps (either on the unit interval
or in higher dimension) satisfying appropriate conditions as in [6, 7].
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2For sufficiently regular random vector-valued observable gω : X → R
d, ω ∈ Ω,
our quenched ASIP implies that for P-a.e. ω ∈ Ω, the random Birkohoff sums∑n−1
j=0 gσjω ◦ T
(j)
ω can be approximated in the strong sense by a sum of Gaussian
independent random vectors
∑n−1
j=0 Zj , with the error being negligible compared to
n
1
2 . In fact, we will show that for any ǫ > 0, the error term is at most o(n1/4+ǫ).
The ASIP has been widely studied in the deterministic case, i.e. when Ω is a
singleton. We in particular mention the works of Field, Melbourne and To¨ro¨k [9] as
well as Melbourne and Nicol [17, 18], in which the authors obtained ASIP for wide
classes of (nonuniformly) hyperbolic maps. In contrast to their approaches which
relied on martingale techniques, S. Goue¨zel [11] developed a new spectral approach
for establishing a vector-valued ASIP, which was then applied to certain classes of
deterministic dynamical systems (with the property that the corresponding transfer
operator has a spectral gap on an appropriate Banach space). In situations when this
method is applicable, it was pointed out in [11] that it gives better error rates in ASIP
when compared to those obtained in [17, 18]. Finally, we mention the recent impor-
tant papers by Cuny and Merlevede [4], Korepanov, Kosloff and Melbourne [16],
Korepanov [15] as well as Cuny, Dedecker Korepanov and Merlevede [2, 3] in which
the authors further improved the error rates in ASIP for a wide class of (nonuni-
formly) hyperbolic deterministic dynamical systems.
To the best of our knowledge, the ASIP in the context of random dynamical
systems was first discussed by Kifer [14]. Indeed, in [14] it was mentioned that the
techniques developed there can be used to obtain scalar-valued ASIP for random
expanding dynamics. More recently, Stenlund [19] obtained an annealed vector-
valued ASIP for Sinai billiards with random scatteres Tω. We stress that in [19]
the base space (Ω,F ,P) for the random dynamics is assumed to be a Bernoulli
shift. Finally, in [6] (building on the approach developed in [4, 12]) the authors have
obtained a quenched scalar-valued ASIP for random piecewise expanding dynamics
without any mixing assumptions for the base space (Ω,F ,P).
In the present we establish for the first time a quenched vector-valued ASIP for
random smooth hyperbolic dynamics, as well as for random hyperbolic dynamics
with singularities (see Sections 2 and 3 respectively). We stress that we do not
impose any mixing conditions on the base space besides the requirement that it is
ergodic. Moreover, in Section 4 we discuss a quenched vector-valued ASIP for random
piecewise expanding dynamics. We emphasize that our techniques rely on the already
mentioned spectral approach developed by Goue¨zel [11]. However, we stress that we
are not able to use his ASIP for non-stationary processes (see [11, Theorem 1.3])
directly. Indeed, for a random dynamical system there is no reasonable rate of
convergence towards the asymptotic covariance matrix, while in the deterministic
setup of [11], a sufficiently fast rate is derived from the spectral properties of the
3underlying transfer operator. Hence, we have to modify Goue¨zel’s approach in order
to make it applicable to our setting (see Theorem 7 in the Appendix). We briefly
mention that other limit laws like the large deviation principle and the local central
limit theorem for the types of the random dynamical systems mentioned above (using
also spectral techniques) were discussed in [7, 8].
Finally, in Section 5 we revise the scalar-valued ASIP for random piecewise expand-
ing dynamics. Using the martingale techniques developed by Cuny and Merlevede [4]
together with the so-called secondary martingale-coboundary decomposition intro-
duced by Korepanov, Kosloff and Melbourne [16], we give a quenched scalar-valued
ASIP with better error rates when compared to those given in [8] and in Section 4.
2. Almost sure invariance principle for random composition of
Anosov diffeomorphisms
In this section we will establish an almost sure invariance principle for random
composition of Anosov diffeomorphims all of which are close to a fixed one. We
begin by recalling the setup of [8].
2.1. Preliminaries. Let X be a d-dimensional C∞ compact connected Riemannian
manifold and let T be a topologically transitive Anosov map of class Cr+1, where
r > 2. For the reader’s convenience we recall briefly the construction from [10] of Ba-
nach spaces on which the transfer operator associated to an Anosov diffeomorphism
is quasicompact. Replacing the Riemannian metric by an adapted metric, we use
hyperbolicity constants 0 < ν < 1 < λ, where λ is less than the minimal expansion
along the unstable directions, ν is greater than the minimal contraction along the
stable directions, and the angles between the stable and unstable spaces (of dimen-
sions ds, du, respectively) are close to π/2. A collection of C
∞ coordinate charts
ψi : (−ri, ri)
d → X , i = 1, . . . , N are defined so that
⋃N
i=1 ψi((−ri/2, ri/2)
d) cover X ,
with the ri small enough that Dψi(0) · (R
ds ×{0}) = Es(ψi(0)), |ψi|Cr+1, |ψ
−1
i |Cr+1 ≤
1+κ, and κ small enough in such a way that the stable cone at x in Rd is compatibly
mapped to the stable cone at ψi(x) in X. For such values of κ, the stable cone at
x ∈ X is defined as C(x) = {u+ v ∈ TxX|u ∈ E
s(x), v ⊥ Es(x), ||v|| ≤ κ||u||}, where
TxX denotes the tangent space at x and || · || is the (Mather) adapted metric on X.
With this norm DT−1(x) expands the vectors in C(x) by ν−1 (see [10, Section 3] for
details).
Let Gi(K) denote the set of graphs of C
r+1 functions χ : (−ri, ri)
ds → (−ri, ri)
du
with |χ|Cr+1 ≤ K (and with |Dχ| ≤ ci so that the tangent space of the graph belongs
to the stable cone in Rd mentioned above). For large enough K, the coordinate map
ψ−1j ◦ T
−1 ◦ ψi maps Gi(K) into Gj(K
′) for some K ′ < K. For A sufficiently large,
(depending on κ and ν) and δ small enough that Aδ < mini ri/6, an admissible
4graph is a map χ : B¯(x,Aδ)→ (−2ri/3, 2ri/3)
du , with range (Id, χ) ∈ Gi(K), where
B¯(x,Aδ) denotes some ball included in (−2ri/3, 2ri/3)
ds; the collection of admissible
graphs is denoted Ξi.
For p ∈ N, p ≤ r, q ≥ 0 and h ∈ Cr(X,C), ϕ ∈ Cq(X,C) we define (using the
notation in [10])
(1) ‖h‖∼p,q := sup
|α|=p
1≤i≤N
sup
χ : B(x,Aδ)→Rdu
χ∈Ξi
sup
ϕ∈Cq
0
(B(x,δ),C)
|ϕ|Cq≤1
∣∣∣∣
∫
B(x,δ)
[
∂α(h ◦ ψi)
]
◦ (Id, χ) · ϕ
∣∣∣∣.
Finally, for p and q as above satisfying p+ q < r, we set
(2) ‖h‖p,q := sup
0≤k≤p
‖h‖∼k,q+k = sup
p′≤p,q′≥q+p′
‖h‖∼p′,q′.
The space Bp,q is defined to be the completion of Cr(X,C) with respect to the norm
‖·‖p,q.
We recall from [10, Section 4] that the elements of Bp,q are distributions of order
at most q. More precisely, there exists C > 0 such that any h ∈ Bp,q induces a linear
functional ϕ→ h(ϕ) with the property that
(3) |h(ϕ)| ≤ C‖h‖p,q|ϕ|Cq , for ϕ ∈ C
q(X,C).
In particular, for h ∈ Cr we have that
(4) h(ϕ) =
∫
X
hϕ dm, for ϕ ∈ Cq(X,C),
where m denotes the Lebesgue measure on X . We say that h ∈ Bp,q is nonnegative
and write h ≥ 0 if h(ϕ) ≥ 0 for any ϕ ∈ Cq(X,R) such that ϕ ≥ 0.
Let LT : B
p,q → Bp,q be the transfer operator associated to T defined by
(5) (LTh)(ϕ) = h(ϕ ◦ T ), for h ∈ B
p,q and ϕ ∈ Cq(X,C).
We recall that for h ∈ Cr(X,C), LT is the function given by
(6) LTh =
(
h
|det T |
)
◦ T−1.
Take g ∈ Cr(X,C) and h ∈ Bp,q. Then, there exists a sequence (hn)n ⊂ C
r(X,C)
that converges to h in Bp,q. It follows that (ghn)n ⊂ C
r(X,C) is a Cauchy sequence
in Bp,q and therefore it converges to some element of Bp,q which we denote by g · h.
It is straightforward to verify that the above construction does not depend on the
particular choice of the sequence (hn)n. Moreover, the action of g ·h as a distribution
is given by
(7) (g · h)(ϕ) = h(gϕ), ϕ ∈ Cq(X,C).
We will need the following result (see [8, Lemma 1]).
5Lemma 1. For h ∈ Bp,q, g ∈ Cr(X,C) one has LT (g ◦ T · h) = g · LTh.
2.2. Building the cocycle. In the sequel we will consider the case p = q = 1
and r > 2, but we will also require T to be Cr+1, to be in a suitable framework
for perturbations. Using the fact that the unit ball in B1,1 is relatively compact
in B0,2 (see [10, Lemma 2.1]), it follows from [10, Theorem 2.3] that the associated
transfer operator LT is quasicompact on B
1,1 whose spectral radius is 1. Moreover,
1 is a simple eigenvalue and there are no other eigenvalues of modulus 1. This in
particular implies (using the terminology as in [1, Definition 2.6]) that LT is exact
in {h ∈ B1,1 : h(1) = 0}. Let
Mǫ(T ) = {S : S is an Anosov map of class C
r+1 satisfying dCr+1(S, T ) < ǫ}.
We also recall (see [10, Lemmas 2.1. and 2.2] and the discussion at the beginning of
§7 [10]) that there exist ǫ, B > 0 and a ∈ (0, 1) such that for any T1, . . . , Tn ∈Mǫ(T ),
we have
• for each n ∈ N and h ∈ B1,1,
(8) ‖LTn ◦ · · · ◦ LT1h‖0,2 ≤ B‖h‖0,2;
• for each n ∈ N and h ∈ B1,1,
(9) ‖LTn ◦ · · · ◦ LT1h‖1,1 ≤ Ba
n‖h‖1,1 +B‖h‖0,2.
For δ > 0, set
Oδ(T,B
1,1) =
{
LS : B
1,1 → B1,1 : S ∈Mǫ(T ) and sup
‖h‖1,1≤1
‖LSh− LTh‖0,2 ≤ δ
}
.
It follows from [1, Proposition 2.10] (applied to the case where ‖·‖ = ‖·‖0,2 and |·|v =
‖·‖1,1) that there exist δ0 > 0, D, λ > 0 such that for any LT1, . . . ,LTn ∈ Oδ0(T,B
1,1),
we have that
(10) ‖LTn ◦ · · · ◦ LT2 ◦ LT1h‖1,1 ≤ De
−λn‖h‖1,1 for h ∈ B
1,1 satisfying h(1) = 0.
See also Remark 3.1 in [8]. On the other hand, [10, Lemma 7.1] implies that there
exist 0 < ǫ0 ≤ ǫ such that
{LS : S ∈ Mǫ0(T )} ⊂ Oδ0(T,B
1,1).
Take now a probability space (Ω,F ,P) and consider an invertible P-preserving
transformation σ : Ω → Ω. Furthermore, suppose that P is ergodic. Let T : Ω →
Mǫ0(T ) be a measurable map given by ω 7→ Tω. Furthermore, for ω ∈ Ω, let Lω be
the transfer operator associated to Tω.
For each ω ∈ Ω, n ∈ N, let
L(n)ω := Lσn−1ω ◦ · · · ◦ Lσω ◦ Lω.
6It follows readily from (10) that
(11) ‖L(n)ω h‖1,1 ≤ De
−λn‖h‖1,1 for any ω ∈ Ω, n ∈ N and h ∈ B
1,1, h(1) = 0.
Moreover, observe that (8) and (9) imply that
(12) ‖L(n)ω h‖0,2 ≤ B‖h‖0,2, ‖L
(n)
ω h‖1,1 ≤ Ba
n‖h‖1,1 +B‖h‖0,2,
which in particular implies that
‖L(n)ω h‖1,1 ≤ K‖h‖1,1
where K := Ba +B > 0.
We recall the following result (see [8, Proposition 3.3.] and [8, Proposition 3.4.]).
Proposition 1. There exists a unique family (h0ω)ω∈Ω ⊂ B
1,1 such that:
(1) Lωh
0
ω = h
0
σω for P-a.e. ω ∈ Ω;
(2) h0ω is nonnegative and h
0
ω(1) = 1 for P-a.e. ω ∈ Ω;
(3) ω → h0ω is a measurable map from Ω to B
1,1;
(4)
(13) esssupω∈Ω‖h
0
ω‖1,1 <∞;
(5) h0ω is a Borel probability measure on X for P-a.e. ω ∈ Ω.
Remark 1. It was pointed out in [8, Section 3] that under our assumptions, it is
possible to apply the multiplicative ergodic theorem to the cocycle (Lω)ω∈Ω. Let Y1(ω)
denotes the Oseledets subspace corresponding that corresponds to its largest Lyapunov
exponent (which is 0). It turns out that Y1(ω) is spanned by h
0
ω (see [8, Proposition
3.6.]). We refer to [8] for more details.
From now on, we shall denote measure h0ω simply by µω. Take now d ∈ N and
g : Ω×X → Rd measurable such that:
• g(ω, ·) in Cr;
• esssupω∈Ω‖g(ω, ·)‖Cr <∞.
Furthermore, we will assume that g is fiberwise centered, i.e. that∫
X
g(ω, ·) dµω = 0, for P-a.e. ω ∈ Ω.
For ω ∈ Ω and n ∈ N, set
Sng(ω, x) :=
n−1∑
i=0
g(σiω, T (i)ω (x)) x ∈ X,
7where T
(i)
ω := Tσi−1ω ◦ . . . ◦ Tω. Writing gω := g(ω, ·), we have that
Sng(ω, x) =
n−1∑
i=0
gσiω(T
(i)
ω (x)).
For a measurable map ψ : X → R, we will write Eω(ψ) instead of
∫
X
ψ dµω.
Let µ be a measure on Ω×X such that
(14) µ(A×B) =
∫
A
µω(B) dP(ω), for A ∈ F and B ⊂ X Borel.
We define the skew-product transformation τ : Ω×X → Ω×X by
(15) τ(ω, x) = (σω, Tω(x)), (ω, x) ∈ Ω×X.
Then, µ is invariant and ergodic for τ .
In the scalar case (d = 1), the first step in the proof of the central limit theorem,
the ASIP and related results is to show that the, so called, asymptotic variance
limn→∞
1
n
Eω
(
Sng(ω, ·)
)2
exists and to characterize its positivity. For vector valued
observables we have the following result. For x, y ∈ Rd, by x · y we will denote the
scalar product of x and y.
Proposition 2. There exists a positive semi-definite d × d matrix Σ2 such that for
P-a.e. ω ∈ Ω we have that
lim
n→∞
1
n
Covω
(
Sng(ω, ·)
)
= Σ2,
where Covω denotes the covariance with respect to the probability measure µω. More-
over, Σ2 is not positive definite if and only if there exist a non-zero v ∈ Rd and an
R-valued function r ∈ L2µ(Ω×X) such that
(16) v · g = r − r ◦ τ, µ− a.s.
Proof. Let v ∈ Rd and consider the real valued function gv = v · g. By applying [8,
Proposition 6.4.], we obtain that there exists Σ2v ≥ 0 such that
(17) lim
n→∞
1
n
Eω(Sngv(ω, ·))
2 = Σ2v, for P-a.e. ω ∈ Ω.
Moreover, we recall (see [8, Proposition 6.5.]) that Σ2v = 0 if and only if there exists
r ∈ L2µ(Ω×X) such that
(18) gv = r − r ◦ τ.
In fact, the reason that (18) is equivalent to Σ2v = 0 is that Σ
2
v = 0 is also the
limit of the sequence 1
n
∫
(Sngv)
2dµ, and then one can use the classical coboundary
characterization for the positivity of such limits in the case of stationary centered
8sequences {Xn} whose covariances bn = E[XnX0] satisfy
∑
n(n+ 1)bn <∞ (see [13]
for details).
Let gi denote the i-th coordinate of g. For 1 ≤ i, j ≤ d, we claim that there exists
a real number Σ2i,j so that P-a.s. we have that
(19) lim
n→∞
1
n
Eω(Sngi(ω, ·) · Sngj(ω, ·)) = Σ
2
i,j .
Clearly, it follows from (17) that Σ2i,j =
(
Σ2ei+ej − Σ
2
ei
− Σ2ej
)
/2 satisfies (19), where
ei denotes the standard i-th unit vector. The resulting matrix Σ
2 = (Σ2i,j) is positive
semi-definite. Indeed, it is easy to verify that Σ2v · v = Σ2v for v ∈ R
d. From this we
also see that Σ2 is not positive definite if and only if there exists v ∈ Rd, v 6= 0 such
that Σ2v = 0. However, it follows from the previous paragraph that this happens if
and only if v · g = gv can be written in the form (18). The proof of the proposition
is completed.

We now introduce the so-called twisted transfer operators. More precisely, for
θ ∈ Cd and ω ∈ Ω, we define Lθω : B
1,1 → B1,1 by
Lθωh = Lω(e
θ·g(ω,·) · h), h ∈ B1,1.
Then, Lθω is a bounded operator on B
1,1 (see Lemma 3 below). Furthermore, for
ω ∈ Ω, n ∈ N and ω ∈ Ω, set
Lθ,(n)ω := L
θ
σn−1ω ◦ . . . ◦ L
θ
ω.
The following result can be proved as [8, Lemma 4.1.] (namely, by induction on n
and using (5) and (7)).
Lemma 2. For ω ∈ Ω, h ∈ B1,1, n ∈ N and ϕ ∈ C1(X,C), we have that
(Lθ,(n)ω h)(ϕ) = h(e
θ·Sng(ω,·)(ϕ ◦ T (n)ω )).
We will need next the following result that can be obtained by repeating the
arguments in the proofs of [8, Proposition 4.3.] and [8, Proposition 4.4.]. By |θ| we
will denote the Euclidean norm of θ ∈ Cd.
Lemma 3. (1) There exists a continuous function K : Cd → (0,∞) such that
(20) ‖Lθωh‖1,1 ≤ K(θ)‖h‖1,1, for ω ∈ Ω, θ ∈ C
d and h ∈ B1,1.
(2) There exist ρ, B′ > 0, γ ∈ (0, 1) and N ∈ N such that
(21)
‖Lθ,(N)ω h‖1,1 ≤ γ‖h‖1,1+B
′‖h‖0,2, for ω ∈ Ω, h ∈ B
1,1 and θ ∈ Cd such that |θ| ≤ ρ.
We will also need the following auxiliary result.
9Lemma 4. There exists C > 0 such that for every t ∈ Rd with |t| ≤ ρ, n ∈ N and
P-a.e. ω ∈ Ω,
(22) ‖Lit,(n)ω ‖1,1 ≤ C.
Proof. By repeating the arguments on [8, p.653-654] one can easily show that there
exists C > 0 such that
(23) ‖Lit,(n)ω ‖0,1 ≤ C,
for P-a.e. ω ∈ Ω, n ∈ N and t ∈ Rd such that |t| ≤ ρ. Indeed, (23) was proved in [8]
in the case when d = 1, i.e. when g is a real-valued observable. As for the case when
d > 1, it is sufficient to note that one only needs to justify that the version of [8,
(58)] holds true (with a constant independent on ω, n and t with |t| ≤ ρ). However,
for this we only need to apply [8, (58)] for t · g instead of g, which can be done since
sup
|t|≤ρ
‖gt(ω, ·)‖Cr ≤ Cd‖g(ω, ·)‖Cr,
where Cd > 0 is some constant which depends only on d.
By iterating (21) and using (23), we conclude that there exists C ′ > 0 such that
(24) ‖Lit,(nN)ω ‖1,1 ≤ C
′, for ω ∈ Ω, n ∈ N and t ∈ Rd such that |t| ≤ ρ.
Let C ′′ := max|θ|≤ρK(θ) <∞. By (20), we have that
(25) ‖Litω‖1,1 ≤ C
′′, for ω ∈ Ω and t ∈ Rd such that |t| ≤ ρ.
The conclusion of the lemma follows directly from (24) and (25). 
Next, in order to simplify the notation, for ω ∈ Ω and n ∈ N, we denote An :=
gσnω ◦ T
(n)
ω . The next result shows that the main condition in [11, Theorem 1.3] also
holds true in our random setting.
Lemma 5. For P-a.e. ω ∈ Ω, there exist C, c, ρ > 0 such that for any n,m > 0,
b1 < b2 < . . . < bn+m+k, k > 0 and t1, ..., tn+m ∈ R
d with |tj| ≤ ρ, we have that∣∣∣Eω(ei∑nj=1 tj ·(∑bj+1−1ℓ=bj Aℓ)+i∑n+mj=n+1 tj ·(∑bj+1+k−1ℓ=bj+k Aℓ))
−Eω
(
e
i
∑n
j=1 tj ·(
∑bj+1−1
ℓ=bj
Aℓ)) · Eω(ei∑n+mj=n+1 tj ·(∑bj+1+k−1ℓ=bj+k Aℓ))∣∣∣
≤ C(1 + max |bj+1 − bj |)
C(n+m)e−ck.
Proof. For ω ∈ Ω, we define a linear operator Qω : B
1,1 → B1,1 by
Qωh = h(1)µω, h ∈ B
1,1.
Moreover, for ω ∈ Ω and n ∈ N, set
Q(n)ω := Qσn−1ω ◦ . . . ◦Qω.
10
It follows from (3), (11) and (13) that there exists D′ > 0 such that
(26) ‖L(n)ω −Q
(n)
ω ‖1,1 ≤ D
′e−λn, for ω ∈ Ω and n ∈ N.
By applying Lemma 2, one can verify that
Eω
(
e
i
∑n
j=1 tj ·(
∑bj+1−1
ℓ=bj
Aℓ)+i
∑n+m
j=n+1 tj ·(
∑bj+1+k−1
ℓ=bj+k
Aℓ))
= L
itn+m,(bn+m+1−bn+m)
σbn+m+kω
. . .L
itn+1,(bn+2−bn+1)
σbn+1+kω
L
(k)
σbn+1ω
L
itn,(bn+1−bn)
σbnω
. . .L
it1,(b2−b1)
σb1ω
L(b1)ω µω(1)
= L
itn+m,(bn+m+1−bn+m)
σbn+m+kω
. . .L
itn+1,(bn+2−bn+1)
σbn+1+kω
(L
(k)
σbn+1ω
−Q
(k)
σbn+1ω
)L
itn,(bn+1−bn)
σbnω
. . .L(b1)ω µω(1)
+ L
itn+m,(bn+m+1−bn+m)
σbn+m+kω
. . .L
itn+1,(bn+2−bn+1)
σbn+1+kω
Q
(k)
σbn+1ω
L
itn,(bn+1−bn)
σbnω
. . .L(b1)ω µω(1).
It follows from (3), (13), (22) and (26) that there exists C ′ > 0 such that∣∣∣∣Litn+m,(bn+m+1−bn+m)σbn+m+kω . . .Litn+1,(bn+2−bn+1)σbn+1+kω (L(k)σbn+1ω −Q(k)σbn+1ω)Litn,(bn+1−bn)σbnω . . .L(b1)ω µω(1)
∣∣∣∣
≤ C ′e−λkCn+m.
Moreover, Lemma 2 implies that
L
itn+m,(bn+m+1−bn+m)
σbn+m+kω
. . .L
itn+1,(bn+2−bn+1)
σbn+1+kω
Q
(k)
σbn+1ω
L
itn,(bn+1−bn)
σbnω
. . .L(b1)ω µω(1)
= Eω
(
e
i
∑n
j=1 tj ·(
∑bj+1−1
ℓ=bj
Aℓ)) · Eω(ei∑n+mj=n+1 tj ·(∑bj+1+k−1ℓ=bj+k Aℓ)),
and the conclusion of the lemma follows. 
We are now in a position to state the main result of this section.
Theorem 3. Assume that Σ2 is positive definite. Then, for P-a.e. ω ∈ Ω and
every δ > 0, there exists a coupling between (gσiω ◦T
(i)
ω )i, considered as a sequence of
random variables on (X, µω), and a Gaussian sequence (Zk)k of independent centered
(i.e. of zero mean) Gaussian random vectors such that∣∣∣∣
n−1∑
i=0
gσiω ◦ T
(i)
ω −
n∑
i=1
Zi
∣∣∣∣ = O(n1/4+δ), almost-surely.
Moreover, there exists a constant C = C(ω) > 0 so that for any n ≥ 1 and a unit
vector v ∈ Rd,∥∥∥ n∑
i=1
gσiω ◦ T
(i)
ω · v
∥∥∥
L2
−Cn1/4+δ ≤
∥∥∥ n∑
i=1
Zi · v
∥∥∥
L2
≤
∥∥∥ n∑
i=1
gσiω ◦ T
(i)
ω · v
∥∥∥
L2
+Cn1/4+δ.
Proof. The conclusion of the theorem follows from Proposition 2, Lemma 5 and
Theorem 7 (by noting that the sequence (gσnω ◦T
(n)
ω )n∈N is bounded in L
p(X, µω) for
each p > 4). 
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
3. Almost sure invariance principle for random perturbations of the
Lorentz gas
3.1. Preliminaries. Let us consider a two-dimensional torus T2 on which we place
finitely many (disjoint) scatterers Γi, i = 1, . . . , d which have C
3 boundaries with
strictly positive curvature. We stress that in what follows these scatterers will be
allowed to move but their number and the arclengths of their boundaries will not
change. Set
M := ∪di=1Ii × [−π/2, π/2],
where Ii is an interval with endpoints identified such that |Ii| = |∂Γi|. Furthermore,
let m be the normalized Lebesgue measure on M , i.e. dm = 1
πL
drdϕ where L =∑d
i=1 |Ii|. We consider the class F of maps on M introduced in [5, Section 3.]. We
stress that F contains various perturbations of the billiard map associated to periodic
Lorentz gas (see [5, Section 2.4.] for details). Let now F ′ consist of all those T ∈ F
that preserve measure µ given by dµ = π
2
cosϕdm. Hence, for T ∈ F ′ we have
that [5, (H5)] holds with η = 1.
Let C1(M) denote all functions ϕ : M → C of class C1. Furthermore, let ‖·‖w
and ‖·‖B be norms on C
1(M) introduced in [5, Section 3.2.]. Moreover, let B be the
completion of C1(M) with respect to ‖·‖B and Bw the completion of C
1(M) with
respect to ‖·‖w. We recall that B can be embedded in Bw. It follows from [5, Lemma
3.4.] that elements of Bw (and thus also of B) are distributions. More precisely, there
exists C > 0 such that
(27) |h(ϕ)| ≤ C‖h‖w · |ϕ|C1, for h ∈ Bw and ϕ ∈ C
1(M).
In fact, [5, Lemma 3.4.] says that (27) holds for Ho¨lder regular observables (with
|·|C1 being replaced with the Ho¨lder norm). For T ∈ F , we consider the associated
transfer operator LT . The action of LT on Bw is given by
LTh(ψ) = h(ψ ◦ T ),
where h ∈ Bw and ψ ∈ C
1(M).
Finally, let dF be the distance on F introduced in [5, Section 3.4.].
3.2. Building the cocycle. Let us now fix T ∈ F ′ such that (T, µ) is mixing.
Then, it follows from [5, Theorem 2.2.] that LT is quasicompact on B, 1 is a simple
eigenvalue (the corresponding eigenspace is spanned by µ) and there are no other
eigenvalues of modulus 1. This in particular implies (again using the terminology as
in [1, Definition 2.6]) that LT is exact in {h ∈ B : h(1) = 0}. For ǫ > 0, let
Mǫ(T ) := {T
′ ∈ F ′ : dF(T, T
′) < ǫ}.
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It follows from the proof of [5, Proposition 5.6.] that there exist ǫ, B > 0 and
a ∈ (0, 1) such that for any T1, . . . , Tn ∈Mǫ(T ), we have
• for each n ∈ N and h ∈ B,
(28) ‖LTn ◦ · · · ◦ LT1h‖w ≤ B‖h‖w;
• for each n ∈ N and h ∈ B,
(29) ‖LTn ◦ · · · ◦ LT1h‖B ≤ Ba
n‖h‖B +B‖h‖w.
For δ > 0, set
Oδ(T,B) =
{
LS : B → B : S ∈Mǫ(T ) and sup
‖h‖B≤1
‖LSh−LTh‖w ≤ δ
}
.
As in the previous section, it follows from [1, Proposition 2.10] that there exist δ0 > 0,
D, λ > 0 such that for any LT1, . . . ,LTn ∈ Oδ0(T,B
1,1), we have that
(30) ‖LTn ◦ · · · ◦ LT2 ◦ LT1h‖B ≤ De
−λn‖h‖B for h ∈ B satisfying h(1) = 0.
Moreover, [5, Theorem 2.3.] implies that there exist 0 < ǫ0 ≤ ǫ such that
{LS : S ∈Mǫ0(T )} ⊂ Oδ0(T,B).
Take now a probability space (Ω,F ,P) and consider an invertible P-preserving
transformation σ : Ω → Ω. Furthermore, suppose that P is ergodic. Let T : Ω →
Mǫ0(T ) be a measurable map given by ω 7→ Tω. Furthermore, for ω ∈ Ω, let Lω be
the transfer operator associated to Tω. It follows readily from (30) that
(31) ‖L(n)ω h‖B ≤ De
−λn‖h‖B for any ω ∈ Ω, n ∈ N and h ∈ B, h(1) = 0.
Moreover, observe that (28) and (29) imply that
(32) ‖L(n)ω h‖w ≤ B‖h‖w, ‖L
(n)
ω h‖B ≤ Ba
n‖h‖B +B‖h‖w.
Observe that in the present context, one can again obtain the version of Proposition 1
and it turns out (due to our assumption that all elements of F ′ preserve µ) that
h0ω = µω = µ. Moreover, Remark 1 is applicable in the current setting as well.
Let γ ∈ (0, 1) be as in the statement of [5, Lemma 5.3.] and let Cγ(M) denote the
space of all Ho¨lder continuous functions ϕ : M → C with Ho¨lder exponent γ. Take
now g : Ω×X → Rd, d ≥ 1 measurable such that:
• g(ω, ·) in Cγ;
• esssupω∈Ω|g(ω, ·)|Cγ <∞;
•
∫
M
g(ω, ·) dµω = 0.
We again have the existence of a positive semi-definite matrix Σ2 such that Propo-
sition 2 holds true.
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As before, for ω ∈ Ω and θ ∈ Cd we define Lω : B → B by
Lθω(h) = Lω(e
θ·g(ω,·)h), h ∈ B.
It follows easily from [5, Lemma 5.3.] that Lθω is well-defined and bounded linear
operator.
The proof of the following lemma can be obtained by repeating the arguments in
the proof of Lemma 4.
Lemma 6. There exist C, ρ > 0 such that for every t ∈ R with |t| ≤ ρ, n ∈ N and
P-a.e. ω ∈ Ω,
‖Lit,(n)ω ‖ ≤ C.
By arguing as in the previous section, we obtain the following version of Theorem 3.
Theorem 4. Assume that Σ2 is positive definite. Then, for P-a.e. ω ∈ Ω and every
δ > 0, there exists a coupling between (ψσiω◦f
i
ω)i, considered as a sequence of random
variables on (M,µ), and a Gaussian sequence (Zk)k of independent centered (i.e. of
zero mean) Gaussian random variables such that∣∣∣∣
n−1∑
i=0
gσiω ◦ T
(i)
ω −
n∑
i=1
Zi
∣∣∣∣ = O(n1/4+δ), almost-surely.
Moreover, there exists a constant C = C(ω) > 0 so that for any n ≥ 1 and a unit
vector v ∈ Rd∥∥∥ n∑
j=1
gσjω ◦T
(j)
ω · v
∥∥∥
L2
−Cn1/4+δ ≤
∥∥∥ n∑
j=1
Zj · v
∥∥∥
L2
≤
∥∥∥ n∑
j=1
gσjω ◦T
(j)
ω · v
∥∥∥
L2
+Cn1/4+δ.
4. Almost sure invariance principle for random piecewise expanding
maps
The arguments in the previous two sections are also applicable to random piecewise
expanding maps studied in [6, 7], but with vector valued observables g. The precise
description of the setting (taken from [6]) is given in the following section where
we obtain the almost sure invariance principle with better error rates (from that
indicated in this section) via martingale approach although only for scalar-valued
observables.
In this setting, the role of the “strong” space is played by the BV space of functions
of bounded variation (see the next section for details), while the “weak” space is the
L1 space associated with the Lebesgue measure on the state space. Building the
cocycle of maps as described in the next section, one can repeat the arguments in
the previous sections and obtain the almost sure invariance principle for centered
observables of bounded variation. Indeed, the version of Proposition 2 is derived in
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the same way. Moreover, the version of Lemma 4 can be obtained in a same manner
(note that in this setting (23) holds with C = 1) by using arguments from the
proof of [7, Lemma 3.13.] (which are precisely the same as in [8, Proposition 4.4.]).
However, we stress that the corresponding almost sure invariance principle result
(when restricted to scalar-valued observables) is weaker than the one established
in [6, Theorem 1.], since there the error term has the form O(n1/4 logǫ(n)) for ǫ > 5/4,
while here we have the error term in the form O(n1/4+ε) for ǫ > 0. On the other hand,
as noted above, the arguments in the present paper yield the almost sure invariance
principle for vector-valued observables, while the proofs in [6] rely on the version of
the almost sure invariance principle established by Cuny and Merlevede [4], which
deals only with scalar-valued observables.
5. A scalar-valued almost sure invariance principle for random
piecewise expanding maps revised
The main purpose of this section is to improve the main result from [6] by obtaining
the scalar-valued almost sure invariance principle for random piecewise expanding
maps with better error estimate when compared to [6, Theorem 1.]. Let us briefly
recall the framework from [6].
We continue to assume that (Ω,F ,P) is a probability space. Moreover, σ : Ω →
Ω is an invertible P-preserving transformation and we assume that P is ergodic.
Moreover, let (X,B) be a measurable space endowed with a probability measure
m and a notion of a variation var: L1(X,m) → [0,∞] which satisfies the following
conditions:
(V1) var(th) = |t| var(h);
(V2) var(g + h) ≤ var(g) + var(h);
(V3) ‖h‖∞ ≤ Cvar(‖h‖1 + var(h)) for some constant 1 ≤ Cvar <∞;
(V4) for any C > 0, the set {h : X → R : ‖h‖1+var(h) ≤ C} is L
1(X,m)-compact;
(V5) var(1X) <∞, where 1X denotes the function equal to 1 on X ;
(V6) {h : X → R+ : ‖h‖1 = 1 and var(h) < ∞} is L
1(X,m)-dense in {h : X →
R+ : ‖h‖1 = 1};
(V7) there exists Kvar <∞ such that;
(33) var(gh) + ‖gh‖1 ≤ Kvar(var(h) + ‖h‖1)(var(g) + ‖g‖1), for every g, h ∈ BV ,
where
BV = BV (X,m) = {h ∈ L1(X,m) : var(h) <∞};
(V8) for any g ∈ L1(X,m) such that essinf g > 0, we have var(1/g) ≤ var(g)
(essinf g)2
.
We recall that BV is a Banach space with respect to the norm
‖h‖BV = var(h) + ‖h‖1.
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Let Tω : X → X , ω ∈ Ω be a collection of mappings on X . Each transformation Tω
induces the corresponding transfer operator Lω acting on L
1(X,m) and defined by
the following duality relation
(34)
∫
X
(Lωφ)ψ dm =
∫
X
φ(ψ ◦ Tω) dm, φ ∈ L
1(X,m), ψ ∈ L∞(X,m).
We say that the family of maps Tω, ω ∈ Ω (or the associated family of transfer
operators Lω, ω ∈ Ω) is uniformly good if:
(i) The map (ω, x) 7→ (LωH(ω, ·))(x) is P × m-measurable, i.e. measurable on
the space (Ω×X,F × G) for every P×m-measurable function H such that
H(ω, ·) ∈ L1(X,m) for a.e. ω ∈ Ω.
(ii) There exists C > 0 such that
(35) ‖Lωφ‖BV ≤ C‖φ‖BV
for φ ∈ BV and P-a.e. ω ∈ Ω.
(iii)
(36) sup
‖φ‖BV ≤1
esssupω∈Ω‖φ ◦ Tω‖BV <∞.
(iv) There exists N ∈ N such that for each a > 0 and any sufficiently large n ∈ N,
there exists c > 0 such that
essinf L(Nn)ω h ≥ c/2‖h‖1, for every h ∈ Ca and a.e. ω ∈ Ω,
where Ca := {φ ∈ BV : φ ≥ 0 and var(φ) ≤ a
∫
X
φ dm}.
(v) There exist K, λ > 0 such that
(37) ‖L(n)ω φ‖BV ≤ Ke
−λn‖φ‖BV ,
for n ≥ 0, P a.e. ω ∈ Ω and φ ∈ BV such that
∫
X
φ dm = 0.
We refer to Sections 2.2. and 2.3. in [6] for a large collection of examples that satisfy
the above conditions (which include both piecewise expanding maps in dimension 1
and in higher dimensions). We have the following version of Proposition 1 established
in [6, Proposition 1.] (see also [6, Lemma 5.]).
Proposition 5. Let Tω, ω ∈ Ω be a uniformly good family of maps on X. Then
there exist a unique measurable and nonnegative function h : Ω × X → R with the
property that hω := h(ω, ·) ∈ BV ,
∫
hω dm = 1, Lω(hω) = hσω for a.e. ω ∈ Ω and
(38) esssupω∈Ω ‖hω‖BV <∞.
Moreover, there exists c > 0 such that for P-a.e. ω ∈ Ω,
(39) essinf hω ≥ c.
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Let µω be a measure on X given by dµω = hω dm, ω ∈ Ω. Moreover, let µ be
given by (14). Then, µ is invariant and ergodic for the skew-product transformation
τ given by (15).
We consider an observable ψ : Ω ×X → R such that ψω := ψ(ω, ·) ∈ BV , ω ∈ Ω
and
(40) esssupω∈Ω‖ψω‖BV <∞.
As in the previous sections, we shall also assume that ψ is fiberwise centered, i.e.
that ∫
X
ψω dµω = 0, for ω ∈ Ω.
It was proved in [6, Theorem 1.] that there exists Σ2 ≥ 0 such that
Σ2 = lim
n→∞
1
n
Eω
( n−1∑
k=0
ψσkω ◦ T
(k)
ω
)2
, for P-a.e. ω ∈ Ω.
Moreover,
Σ2 :=
∫
Ω×X
ψ2 dµ+ 2
∑
n≥1
∫
Ω×X
ψ · (ψ ◦ τn) dµ
and Σ2 is positive if and only if the function ψ admits an L2µ(Ω × X) coboundary
representation. The following is the main result of this section.
Theorem 6. Let us consider the family (Tω)ω∈Ω of uniformly good random Lasota-
Yorke maps and assume that Σ2 > 0. Then, for P-a.e. ω ∈ Ω and ∀ǫ > 3
4
, by
enlarging the probability space (X,B, µω) if necessary, it is possible to find a sequence
(Zk)k of independent and centered (i.e. of zero mean) Gaussian random variables
such that
(41) sup
1≤k≤n
∣∣∣∣
k−1∑
i=0
(ψσiω ◦ f
i
ω)−
k∑
i=1
Zi
∣∣∣∣ = O(n1/4 logǫ(n)), µω − a.s.
Moreover, the difference between the L2-norms of
∑k−1
i=0 (ψσiω ◦ f
i
ω) and
∑k
i=1 Zi is
bounded in k.
Proof. The proof of the ASIP in [6] was based on a “reverse” martingale approxi-
mation and an application of [4, Theorem 2.3.], which we formulate here for reader’s
convenience.
Lemma 7 ([4]). Let (Xn)n be a sequence of square integrable random variables
adapted to a non-increasing filtration (Gn)n. Assume that E(Xn|Gn+1) = 0 a.s.,
(42) v2n :=
n∑
k=1
E(X2k)→∞ when n→∞
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and that supn E(X
2
n) < ∞. Moreover, let (an)n be a non-decreasing sequence of
positive numbers such that the sequence (an/v
2
n)n is non-increasing, (an/vn) is non-
decreasing and such that :
(i)
(43)
n∑
k=1
(E(X2k |Gk+1)− E(X
2
k)) = o(an) a.s.;
(ii)
(44)
∑
n≥1
a−vn E(|Xn|
2v) <∞ for some 1 ≤ v ≤ 2.
Then, enlarging our probability space if necessary, it is possible to find a sequence
(Zk)k of independent and centered (i.e. of zero mean) Gaussian variables with
E(X2k) = E(Z
2
k) such that
sup
1≤k≤n
∣∣∣∣
k∑
i=1
Xi −
k∑
i=1
Zi
∣∣∣∣ = o ((an(|log(v2n/an)|+ log log an))1/2) , a.s.
As in [6], we will also use Lemma 7, but our construction of the approximating
reverse martingale differs from the one given in [6]. For ω ∈ Ω, we introduce an
operator Lω on BV by
Lω(g) =
Lω(ghω)
hσω
, g ∈ BV.
It is easy to verify that Lω is a bounded operator on BV . Moreover, (V7), (V8),
(35), (38) and (39) yield that
(45) esssupω∈Ω‖Lω‖ <∞.
As usual, for ω ∈ Ω and n ∈ N set
L(n)ω := Lσn−1ω ◦ . . . ◦ Lω.
One can easily verify that
L(n)ω (g) =
L
(n)
ω (ghω)
hσnω
, for ω ∈ Ω, n ∈ N and g ∈ BV .
It follows from (V7), (V8), (37), (38) and (39) that there exists K ′ > 0 such that
(46) ‖L(n)ω φ‖BV ≤ K
′e−λn‖φ‖BV ,
for P-a.e. ω ∈ Ω, n ∈ N and φ ∈ BV such that
∫
X
φ dµω = 0.
For ω ∈ Ω, set
χω :=
∞∑
n=1
L
(n)
σ−nω(ψσ−nω).
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By (40) and (46), we have that
(47) esssupω∈Ω‖χω‖BV <∞.
Furthermore, set
(48) mω := ψω + χω − χσω ◦ Tω, ω ∈ Ω.
By (36), (40) and (47), we have that
(49) esssupω∈Ω‖mω‖BV <∞,
which together with (V7) yields that
(50) esssupω∈Ω‖m
2
ω‖BV <∞.
On the other hand, a simple computation yields that
Lω(mω) = 0 for P-a.e. ω ∈ Ω.
Hence, we have (see [6, Proposition 2.]) that3
Eω[mσnω ◦ T
(n)
ω |(T
(n+1)
ω )
−1(B)] = Lσnω(mσnω) ◦ T
(n+1)
ω = 0.
In other words, (mσnω ◦ T
(n)
ω )n≥0 is a reversed martingale difference with respect to
the sequence of σ-algebras ((T nω )
−1(B))n≥0. In view of (47) and (48), we have that
(51) sup
n
esssupω∈Ω
∥∥∥∥∥
n−1∑
k=0
ψσkω ◦ T
(k)
ω −
n−1∑
k=0
mσkω ◦ T
(k)
ω
∥∥∥∥∥
∞
<∞.
Note that (51) is what we have previously referred to as “reverse martingale approx-
imation”.
Next, we define a new observable ψˆ : Ω×X → R by
ψˆω = Lω(m
2
ω) ◦ Tω −
∫
X
m2ω dµω, ω ∈ Ω.
Clearly, ∫
X
ψˆω dµω = 0, for P-a.e. ω ∈ Ω.
Moreover, it follows from (36), (45) and (50) that
(52) esssupω∈Ω‖ψˆω‖BV <∞.
We need the following lemma.
Lemma 8. For P-a.e. ω ∈ Ω, we have that
n−1∑
k=0
ψˆσkω ◦ T
(k)
ω = O(n
1/2
√
log log n).
3
Eω[φ|G] denotes the conditional expectation of φ with respect to the σ-algebra G and µω .
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Proof of the lemma. There are two possibilities. Either the variance associated to
ψˆ is nonzero or zero. If it is nonzero, then it follows from (52) and [6, Theorem 1]
that the process (ψˆσkω ◦ T
(k)
ω )k≥0 satisfies the almost sure invariance principle and
in particular the law of iterated logarithm, which implies the desired conclusion.
Alternatively, one can apply [14, Theorem 2.3].
Let us now consider the case when the variance vanishes. It follows from the proof
of [6, Theorem 1.(a)] that there exists a measurable map c : Ω×X → R such that
(53) ψˆ = c ◦ τ − c and esssupω∈Ω‖cω‖L2(µω) <∞.
For ω ∈ Ω, set
χˆω :=
∞∑
j=1
L
(j)
σ−jω
(ψˆσ−jω).
It follows from (46) and (52) that
(54) esssupω∈Ω‖χˆω‖BV <∞.
A straighforward computation yields that
χˆω − Lσ−1ωχˆσ−1ω = Lσ−1ωψˆσ−1ω, for P-a.e. ω ∈ Ω.
On the other hand, (53) together with the fact that Lσ−1ω(cω ◦ Tσ−1ω) = cω (see [6,
Lemma 7]) imply that
cω − Lσ−1ωcσ−1ω = Lσ−1ωψˆσ−1ω, for P-a.e. ω ∈ Ω.
Setting dω := cω − χˆω, it follows from the last two identities that
dσω = Lωdω for P-a.e. ω ∈ Ω,
and thus
dσω ◦ Tω = dω, for P-a.e. ω ∈ Ω.
Therefore,
cω − χˆω = dω = cσω ◦ Tω − χˆσω ◦ Tω = cω + ψˆω − χˆσω ◦ Tω,
and hence
ψˆω = χˆσω ◦ Tω − χˆω, for P-a.e. ω ∈ Ω.
We conclude that,
n−1∑
k=0
ψˆσkω ◦ T
(k)
ω = −χˆω + χˆσnω ◦ T
(n)
ω , for P-a.e. ω ∈ Ω.
The desired conclusion now follows directly from (54), taking into account (V3). 
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We now proceed with the proof of the theorem. Observe that
n−1∑
k=0
(Eω[m
2
σkω ◦ T
(k)
ω |(T
(k+1)
ω )
−1(B)]− Eω(m
2
σkω ◦ T
(k)
ω ))
=
n−1∑
k=0
(
Lσkω(m
2
σkω) ◦ T
(k+1)
ω −
∫
X
m2σkω dµσkω
)
=
n−1∑
k=0
ψˆσkω ◦ T
(k)
ω ,
and thus it follows from Lemma 8 that for P-a.e. ω ∈ Ω we have that
n−1∑
k=0
(
Eω[m
2
σkω ◦ T
(k)
ω |(T
(k+1)
ω )
−1(B)]− Eω(m
2
σkω ◦ T
(k)
ω )
)
= O(n1/2
√
log log n).
This, in particular, shows that (43) holds true with Xn = mσnω ◦ T
(n)
ω and an =
n1/2(log n)ǫ, for any ǫ > 1
2
. We next show that (44) holds true with v = 2. Indeed,
(49) implies that there exists C > 0 such that∑
n≥1
a−2n Eω[m
4
σnω ◦ T
(n)
ω ] ≤ C
∑
n≥1
a−2n <∞.
Applying Lemma 7 with the reverse martingale difference Xn = mσnω ◦ T
(n)
ω and
then using (51) and that Σ2 > 0 (which insures that v2n grows linearly fast in n), we
complete the proof of the Theorem 6. 
Remark 2. We note that Theorem 6 improves [6, Theorem 1.]. Indeed, [6, Theorem
1.] gives (41) with ǫ > 5/4, while in Theorem 6 we have that it holds for ǫ > 3/4. We
stress that both the error rates are better than the one discussed in Section 4. On the
other hand, Theorem 6 deals only with scalar-valued observables, while in Section 4
we dealt with vector-valued observables.
6. Appendix: a modification of Goue¨zel’s theorem
The purpose of this section is to provide a certain modified version of [11, Theorem
1.3.].
Let (A1, A2, . . .) be an R
d-valued process on some probability space (Ω,F ,P),
where d ∈ N. As before, we will denote the scalar product of two vectors t and v
in Rd by t · v, and when it is more convenient we will also abbreviate and just write
tv. We will also denote the Euclidean norm of a vector v by |v|. We first recall the
condition that we denote (following [11]) by (H): there exists ε0 > 0 and C, c > 0
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such that for any n,m ∈ N, b1 < b2 < . . . < bn+m+k, k ∈ N and t1, . . . , tn+m ∈ R
d
with |tj | ≤ ε0, we have that∣∣∣E(ei∑nj=1 tj(∑bj+1−1ℓ=bj Aℓ)+i∑n+mj=n+1 tj(∑bj+1+k−1ℓ=bj+k Aℓ))
−E
(
e
i
∑n
j=1 tj(
∑bj+1−1
ℓ=bj
Aℓ)) · E(ei∑n+mj=n+1 tj(∑bj+1+k−1ℓ=bj+k Aℓ))∣∣∣
≤ C(1 + max |bj+1 − bj |)
C(n+m)e−ck.
We now prove the following extension of [11, Theorem 1.3].
Theorem 7. Let An be a centered sequence of R
d valued random variables which is
bounded in Lp for some p > 4, and satisfies property (H). Assume, in addition, that
there exists a constant c1 > 0 so that for any sufficiently large n and v ∈ R
d we have
(55) Cov
( n∑
j=1
Aj
)
v · v ≥ c1n|v|
2.
Then, there exists coupling between (Aj)j and a sequence of independent and centered
Gaussian d-dimensional random vectors Z1, Z2, . . . such that for any δ > 0 we have
P-a.s.
(56)
∣∣∣∣∣
n∑
j=1
Aj −
n∑
j=1
Zj
∣∣∣∣∣ = o(nap+δ), almost surely,
where ap =
4
4(p−1)
= 1
4
+ 1
4(p−1)
. Moreover, there exists a constant C > 0 so that for
any n ≥ 1 and a unit vector v ∈ Rd,
(57)
∥∥∥ n∑
j=1
Aj · v
∥∥∥
L2
− Cnap+δ ≤
∥∥∥ n∑
j=1
Zj · v
∥∥∥
L2
≤
∥∥∥ n∑
j=1
Aj · v
∥∥∥
L2
+ Cnap+δ.
Proof of Theorem 7. The proof is a modification of the proof of Theorem 1.3 in
[11]. We will first recall some of the notations from [11]. We consider the so-called
big and small blocks as introduced in [11, p.1659]. Fix β ∈ (0, 1) and ε ∈ (0, 1− β).
Furthermore, let f = f(n) = ⌊βn⌋. Then, as in [11] we decompose the interval
[2n, 2n+1) into a union of F = F (n) = 2f intervals (In,j)0≤j<F of the same length, and
F gaps (Jn,j)0≤j<F between them. We refer to [11, p.1659] for a detailed description
of this construction. Moreover, set
Xn,j :=
∑
ℓ∈In,j
Aℓ
and
I :=
⋃
n,j
In,j and J :=
⋃
n,j
Jn,j.
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We define a partial order on {(n, j) : n ∈ N, 0 ≤ j < F (n)} by writing (n, j) ≺
(n′, j′) if the interval In,j is to the left of In′,j′. Observe that a sequence ((nk, jk))k
tends to infinity if and only if nk →∞. Finally, let us recall [11, Proposition 5.1].
Proposition 8. There exists a coupling between (Xn,j) and a family of independent
random vectors (Yn,j) such that Yn,j and Xn,j are equally distributed and almost
surely, when (n, j) tends to infinity,
(58)
∣∣∣∣∣∣
∑
(n′,j′)≺(n,j)
Xn′,j′ − Yn′,j′
∣∣∣∣∣∣ = o(2(β+ε)n/2).
The first modification (in comparison to [11]) that we need is a certain L2-version
of Proposition 8.
Proposition 9. There exists a coupling between (Xn,j) and (Yn,j) from Proposition
8 such that (in addition to (58)), for C > 0 and all n ∈ N we have that∥∥∥∥∥∥
∑
(n′,j′)≺(n,j)
Xn′,j′ − Yn′,j′
∥∥∥∥∥∥
L2
≤ C2βn/2.
Proof. We will show that we can couple (Xn,j) and (Yn,j) so that
(59)
∥∥∥∥∥∥
F (n)−1∑
j=0
(Xn,j − Yn,j)
∥∥∥∥∥∥
L2
≤ C2βn/2
for any n ∈ N, but it will be clear from the arguments in the proof that the same
estimate holds true for the sum of Xn,j − Yn,j, j = 0, 1, ..., j
′ where j′ < F (n). Using
this extended version of (59), it is clear that Proposition 9 follows.
Let X˜n,j = Xn,j+Vn,j and Y˜n,j = Yn,j+Vn,j, where the Vn,j’s are independent copies
of the symmetric random vector V constructed in [11, Proposition 3.8], which are
independent of everything else (enlarging our probability space if necessary). We will
first return to the arguments in Step 1 of the proof of [11, Theorem 1.3] (i.e. to the
proof of Proposition 8), and show that for any s > 4 there exists a constant Cs > 0
and a coupling between the X˜n,j’s and the Y˜n,j’s such that for any 0 ≤ j < F (n) we
have that
(60) P(|X˜n,j − Y˜n,j| ≥ Css
−n) ≤ Css
−n.
Indeed, this was proved for s = 4 in [11, Section 5] (see [11, p.1663]), but taking
a careful look at the proofs of [11, Lemma 5.2] and [11, Lemma 5.4] one observes
that 4n can be replaced with sn, for any s > 4, since the upper bounds there on the
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Prokhorov distances appearing in the proofs of these lemmas have the form e−δ12
−nδ2
for some positive δ1 and δ2.
Next, set Γj = Γj,n,s = {|X˜n,j − Y˜n,j| ≥ Css
−n}, where 0 ≤ j < F (n). Then, by
applying the Cauchy-Schwartz inequality, we have that
∥∥∥ F (n)−1∑
j=0
(X˜n,j − Y˜n,j)
∥∥∥2
L2
≤ P2(∩jΓ
c
j)(CsF (n)s
−n)2 + E
[
I∪jΓj
( F (n)−1∑
j=0
(X˜n,j − Y˜n,j)
)2]
≤ (Cs2
βns−n)2 + P
1
2 (∪jΓj)
∥∥∥ F (n)−1∑
j=0
(X˜n,j − Y˜n,j)
∥∥∥2
L4
=: I1 + I2,
where IΓ denotes the indicator function of a set Γ, Γ
c denotes its complement in the
underlying probability space and Pr(Γ) =
(
P(Γ)
)r
for r > 0. Observe that when
s > 4, we have that
I1 ≤ C4
−n,
for some C > 0. On the other hand, since the L4-norms of X˜n,j and Y˜n,j are bounded
by c|In,j| (where c is some constant), then∥∥∥∥∥∥
F (n)−1∑
j=0
(X˜n,j − Y˜n,j)
∥∥∥∥∥∥
2
L4
≤
(
2c
F (n)−1∑
j=0
|In,j|
)2
≤ C22n
where C > 0 is some constant. Note that in the above inequality we used that the
sum of all the lengths of intervals In,j, 0 ≤ j < F (n) does not exceed 2
n+1. The
above inequality together with (60) implies that
I2 ≤ (F (n)Css
−n)
1
2 · C22n.
Thus, I2 is bounded in n when s > 32.
Finally, since V is symmetric and the Vn,j’s are i.i.d., we have that∥∥∥∥∥∥
F (n)−1∑
j=0
Vn,j
∥∥∥∥∥∥
2
L2
= F (n)‖V ‖L2 ≤ 2
βn‖V ‖L2,
which together with the above estimates on I1 and I2 completes the proof of the
proposition. 
We now derive the following corollary.
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Corollary 1. There exists a constants c > 0 such that for any sufficiently large
n ∈ N and any v ∈ Rd we have that
(61) Cov
( n∑
m=1
F (m)−1∑
j=0
Ym,j
)
v · v ≥ c2n|v|2.
Proof. Firstly, observe that for any two centered random vectors X = (Xi)
d
i=1 and
Z = (Zi)
d
i=1, which are defined on the same probability space, and any 1 ≤ i, j ≤ d
we have that
|E[XiXj]− E[ZiZj ]| ≤ ‖Xi‖L2‖Xj − Zj‖L2 + ‖Zj‖L2‖Xi − Zi‖L2 .
It follows that
|Cov(X)− Cov(Z)| ≤ Cd‖X − Z‖L2(‖X‖L2 + ‖Z‖L2),
where Cd > 0 is a constant which depends only on d. Let X =
∑2n+1
m=1 Am and
Z =
∑n
m=1
∑F (m)−1
j=0 Xm,j. Then, by Proposition 4.1 in [11] we have that
‖X − Z‖L2 ≤ C2
n(1−γ)/2,
for some constants C > 0 and γ ∈ (0, 1) which do not depend on n. Indeed, we
observe that the number of Am’s appearing in X − Z is of order smaller than 2
n.
Furthermore, by Proposition 4.1 in [11], the L2-norms of X and Z are of order at
most 2n/2, and hence
|Cov(X)− Cov(Z)| ≤ C ′2n(1−γ)/2+n/2,
where C ′ > 0 does not depend on n. Using (55) we conclude that for any v ∈ Rd
and sufficiently large n, we have have
(62) Cov
( n∑
m=1
F (m)−1∑
j=0
Xm,j
)
v · v ≥
(
c12
n − C ′2n(1−γ)/2+n/2
)
|v|2 ≥ C12
n|v|2
where C1 > 0 is some constant. The corollary follows from (62) together with
Proposition 9. 
We now recall the following proposition (see [20, Corollary 3] or [11, Proposition
5.5]).
Proposition 10. Let Y0, . . . , Yb−1 be independent centered R
d-valued random vectors.
Let q ≥ 2 and set M =
(∑b−1
j=0E|Yj|
q
)1/q
. Assume that there exists a sequence 0 =
m0 < m1 < . . . < ms = b such that with ζk = Ymk + ...+ Ymk+1−1 and Bk = Cov(ζk),
for any v ∈ Rd and 0 ≤ k < s we have that
(63) 100M2|v|2 ≤ Bkv · v ≤ 100CM
2|v|2,
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where C ≥ 1 is some constant. Then, there exists a coupling between (Y0, . . . , Yb−1)
and a sequence of independent Gaussian random vectors (S0, . . . , Sb−1) such that
Cov(Sj) = Cov(Yj) for each j ∈ N and
(64) P
(
max
0≤i≤b−1
∣∣∣∣∣
i∑
j=0
Yj − Sj
∣∣∣∣∣ ≥Mz
)
≤ C ′z−q + exp(−C ′z),
for all z ≥ C ′ log s. Here, C ′ is a positive constant which depends only of C, d and
q.
Now we can describe our next modification of [11]. In the proof of [11, Lemma 5.6],
Proposition 10 was applied with (Yn,0, . . . , Yn,F (n)−1). A key ingredient in the proof
of this Lemma 5.6 was that the covariance matrix of each Yn,j is bounded from below
(in the ordered set of semi-definite positive matrices) by an expression of the form
2(1−β)nΣ2(1 + o(1)), where Σ is some positive definite matrix. In our circumstances
we only have Corollary 1, and so we will be able to apply Proposition 10 successfully
only with {Ym,j}, (m, j) ≺ (n, F (n)− 1), as described in the following lemma.
Lemma 9. For any n ∈ N, there exists a coupling between {Ym,j} and {Sm,j}, where
1 ≤ m ≤ n and 1 ≤ j < F (m) and Sn,j’s are independent centered Gaussian random
variables with V ar(Sn,j) = V ar(Yn,j), such that
(65)
∑
n
P
(
max
(k,i)≺(n,F (n)−1)
∣∣∣∣∣
k∑
m=1
i−1∑
j=0
Yk,j − Sk,j
∣∣∣∣∣ ≥ 2(1−β)/2+β/p+ε/2)n
)
<∞.
Proof. Take q ∈ (2, p) and set
M =
( n∑
m=1
F (m)−1∑
j=0
E|Ym,j|
q
) 1
q
.
By Proposition 4.1 in [11] we have
‖Ym,j‖Lq = ‖Xm,j‖Lq ≤ C|Im,j|
1
2 ≤ C ′2(1−β)m/2,
and therefore
(66) M ≤
n∑
m=1
( F (m)−1∑
j=0
E|Ym,j|
q
) 1
q ≤ C
n∑
m=1
(F (m))
1
q 2(1−β)m/2 ≤ C2βn/q · 2(1−β)n/2.
If we take q sufficiently close to p, then M2 is much smaller than 2n. On the other
hand, by Corollary 1 for any v ∈ Rd we have
Cov
( n∑
m=1
F (m)−1∑
j=0
Ym,j
)
v · v ≥ c2n|v|2.
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Observe next that for any m, j and v ∈ Rd,
|Cov(Ym,j)||v|
2 ≤ ‖Ym,j‖
2
L2 |v|
2 ≤ ‖Ym,j‖
2
Lq |v|
2 ≤M2|v|2.
Therefore, we can regroup {Ym,j}, (m, j) ≺ (n, F (n−1)) so that (63) holds true with
some C ′ which does not depend on n and with some s (whose order in n does not
exceed 2n). Taking z of the form z = 2εn in (64) we obtain (65). In the last argument,
we have used (66), which insures that M2εn is much smaller than 2(1−β)/2+β/p+ε/2)n,
when q is close enough to p and ε is sufficiently small. 
Completing of the proof of Theorem 7. The proof of Theorem 1.3 in [11]
is separated into six steps. All of these steps proceed exactly as in [11] expect
from Lemmas 5.6 and 5.7 there. In Lemma 9 we have proved a slightly weaker
version of Lemma 5.6 in [11] which is clearly enough in order to obtain the desired
approximation by sums of independent Gaussian random vectors. The purpose of
Lemma 5.7 was to prescribe the covariances of the approximating Gaussians. In first
the statement of Theorem 7 we haven’t claimed anything about the variances of these
Gaussians, and so we can skip in the corresponding part from [11] and complete the
proof of (56) by taking β = p
2(p−1)
. In order to complete the proof of Theorem 7 we
need to show that (57) holds true. Firstly, by applying Proposition 9 with the finite
sequence, we derive that∥∥∥ ∑
(n′,j′)≺(n,j)
Xn′,j′ − Yn′,j′
∥∥∥
L2
≤ C2βn/2.
Since Yn′,j′ and Sn′,j′ (coming from Lemma 9) have the same covariance matrices, we
obtain that for any unit vector v ∈ Rd,
(67)
∣∣∣∣∣∣
∥∥∥ ∑
(n′,j′)≺(n,j)
Xn′,j′ · v
∥∥∥
L2
−
∥∥∥ ∑
(n′,j′)≺(n,j)
Sn′,j′ · v
∥∥∥
L2
∣∣∣∣∣∣ ≤ C2βn/2.
Take n ∈ N, and let N be such that 2N ≤ n < 2N+1, and j be the largest index so
that the left end point of IN,j is smaller than n. Then by [11, Proposition 4.1], [11,
(5.1)] and [11, Lemma 5.9], applied with a sufficiently small α, there is a constant
C ′ not depending on n so that∥∥∥∥∥∥
n∑
j=1
Aj −
∑
(n′,j′)≺(N,j)
Xn′,j′
∥∥∥∥∥∥
L2
≤ C ′nβ/2+ε.
Indeed, we can decompose
∑n
j=1Aj −
∑
(n′,j′)≺(N,j)Xn′,j′ into two sums: the one
comes from considering summands Ak for k’s belonging to IN,j, and the other for
k’s belonging to small blocks (we use [11, (5.1)] in order to bound the number of
summands coming from the small blocks, while the number of summands coming
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from the big block IN,j does not exceed 2
βN ≤ nβ). The proof of (57) is completed
now by (67). 
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