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Abstract  
 
 The purpose of this investigation was to examine how the programming and control of a 
rapid aiming sequence shifts with increased complexity. One objective was to determine if a 
preprogramming/peripheral constraint explanation is adequate to characterize control of an 
increasingly complex rapid aiming sequence, and if not, at what point on-line programming 
better accounts for the data. A second objective was to examine when on-line programming 
occurs. Three experiments were conducted in which complexity was manipulated by increasing 
the number of targets from 1 to 11. Initiation- and execution-timing patterns, probe reaction time, 
and movement kinematics were measured. Results supported the peripheral constraint/pre-
programming explanation for sequences up to 7 targets if they were executed in a blocked 
fashion. For sequences executed in a random fashion (one length followed by a different length), 
preprogramming did not increase with complexity, and on-line programming occurred without 
time cost. Across all sequences there was evidence that the later targets created a peripheral 
constraint on movements to previous targets. We suggest that programming is influenced by two 
factors: the overall spatial trajectory, which is consistent with Sidaway’s subtended angle 
hypothesis (1991), and average velocity, with the latter established based on the number of 
targets in the sequence. As the number of targets increases, average velocity decreases, which 
controls variability of error in the extent of each movement segment. Overall the data support a 
continuous model of processing, one in which programming and execution co-occur, and can do 
so without time cost. 
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Peripheral Constraint versus On-line Programming in Sequential Rapid Aiming  
1. Introduction 
 Sequential movements, such as tying shoelaces, talking, retrieving and placing objects, 
buttoning clothes, writing and typing are common motor behaviors. Work by Henry and Rogers 
(1960) and many others indicate that as sequential movements increase in complexity, the time 
needed to organize and initiate the movement also increases (see Christina 1992 for a review; 
Garcia-Colera and Semjen 1987; Gordon and Meyer 1987; Lajoie and Franks 1997). Most of 
these results are discussed in terms of a discrete model, in which all programming for the 
sequence is assumed to occur before movement is initiated. Three examples of discrete models 
are Henry's Memory Drum Theory (Henry and Rogers 1960; Henry 1980), Sternberg's sequence-
preparation model (Sternberg et al. 1978), and Rosenbaum's Hierarchical Editor Model 
(Rosenbaum et al. 1984). 
 Other research, however, indicates that an on-line programming model, one in which 
programming occurs before and during execution, is necessary to describe the data from certain 
types of movement sequences. Rosenbaum altered his Hierarchical Editor Model to account for 
programming that occurs after movement initiation when longer sequences are required 
(Rosenbaum et al. 1987). An on-line model was also supported in executing a well-learned 
handwriting sequence (Portier and van Galen 1992; Portier et al. 1990). A unique element within 
a sequence can also cause programming and execution to co-occur (Garcia-Colera and Semjen 
1988; Smiley-Oyen and Worringham 1996), as can a required pause longer than 200 ms 
(Ketelaars et al. 1997). 
 The purpose of this investigation was to examine how the programming and control of a 
rapid aiming sequence shifts with increased complexity. One objective was to determine if a 
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preprogramming/peripheral constraint explanation is adequate to characterize control of an 
increasingly complex rapid aiming sequence, and if not, at what point on-line programming 
better accounts for the data. A second objective was to examine when on-line programming 
occurs. Previous data suggested that programming “spills over” into the first segment (as 
evidenced by a longer movement time to the first target), although that interpretation is 
controversial. The alternative explanation is that movement time to the first target is longer 
because of the peripheral constraint placed on the movement by the remaining target(s). 
 The questions addressed in this investigation are part of a larger debate in which the 
nature of information processing is debated – whether information processing is best 
characterized as discrete (consistent with a preprogramming model) or as continuous stages of 
processing (consistent with an on-line programming model) (Massaro and Cowan 1993). 
Evidence from shorter sequences supports a preprogramming model, but no one has 
systematically addressed the shift from preprogramming to on-line programming as targets are 
added to a sequential aiming movement. Rapid aiming sequences have less of a memory 
component (if targets are visible to the subject), a greater spatial constraint, and a greater 
interdependence between elements (the end of one segment is the beginning of the next) than 
other types of sequences such as speaking syllables or typing. Thus, different factors are likely to 
govern their programming and execution. 
 The perspective underlying the present investigation is that central processing, 
specifically motor programming, directs the execution of a movement sequence.1 Motor 
                                                 
1
 The utility of the motor programming construct is being debated, especially as it relates to 
neurological evidence (Alexander et al.1992). This criticism, however, is based on a very strict 
conceptualization of a motor program as a single algorithm containing all information for a 
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programming refers to the selection, translation and activation of various features of the 
movement, such as order of sequential elements, distance, direction and velocity. With practice 
these features become selected more readily for a given movement, which indicates that some 
type of central representation of the movement exists, and is modified by practice (for example, 
see Fischman and Lim 1991). When the movement to be executed is known before the go signal, 
as was true in the present study, selection of the correct parameters can occur before the go signal 
(Klapp et al.1974; Osman et al.1990). Therefore, the primary programming processes being 
studied in the present investigation are translation and activation of the motor commands, and 
updating these commands as needed during movement. 
 Fischman (1984) addressed the effect of increasing movement complexity (increasing the 
number of targets up to five) specifically on preprogramming. He found that increasing the 
number of targets arranged in a straight line primarily affected premotor time (motor time varied 
little) and that simple reaction time increased in a linear fashion as targets were added to the 
sequence. He interpreted these results to support a preprogramming model in which increased 
complexity of the movement increased preprogramming time. He also found that movement time 
to the first target increased as up to three targets were added to the movement. No explanation 
was offered for this increase.  
 Chamberlin and Magill (1989) also found that as they added a second and third target to 
                                                                                                                                                             
movement, that exists as a memory representation in one location within the nervous system, and 
that, therefore, controls movement in a strictly serial, hierarchical fashion. Such a view is 
unnecessarily restrictive. In contrast, one neural network model provides a different perspective, 
one that is consistent with both neurological and behavioral motor programming data (Wickens 
et al. 1994). Although our use of “motor programming” does not imply adherence to this view, 
this model indicates that programming is not necessarily inconsistent with neurological evidence. 
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an aiming movement, reaction time increased, and so did movement time to the first target. They 
suggested that this greater time was the result of programming “spilling over” into that 
movement. Other evidence to support this position is in handwriting research in which 
programming shifts to the early part of the movement with practice (Portier et al. 1990).  
 Fischman and Reeve (1992) directly addressed whether the increased time to the first 
target was the result of increased programming. Subjects were asked to complete a one- and two-
target sequence. In one of the two-target conditions they were to contact the second target, and in 
the other they were simply to move above the second target. They assumed that the programming 
demands for moving above the target were less than the demands for accurately striking the 
target. They found that movement time to the first target increased whether the stylus contacted 
the second target or was merely moved above the target. Based on these results they suggested 
that a second movement functions to restrain the limb as it approaches the first target, and 
therefore increases time to the first target. 
 This "peripheral constraint" perspective described above is generally consistent with the 
subtended angle hypothesis (Sidaway 1991; Sidaway et al. 1988). A subtended angle (SA) is the 
angle created by joining the starting point of the sequence with the lateral edges of a circular 
target (See Fig.1 for a depiction of a SA). Sidaway (1991) found that RT varied more based on 
the size of the smallest SA rather than the number of targets (up to 3). The explanation he offered 
is that a smaller target creates a smaller SA and therefore requires more directional accuracy 
perpendicular to the line of movement. A smaller target (or the same size target moved further 
from the starting position) creates a smaller SA. Greater directional accuracy requires the 
movement to be more precise, and therefore requires more time for preprogramming.  
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 In addition to affecting RT, the precision of the movement itself should affect movement 
times and dispersion of contacts on a target. A more constrained pathway should result in less 
dispersion of target contacts and a longer movement time to that target. Functionally, the target 
size is reduced, or in Welford’s terms (Welford 1968), the “virtual target” is smaller. (Note the 
size of the “I” bars in Fig. 1.) A speed-accuracy trade-off dictates that as the target size decreases, 
time to the target increases. Thus, as the SA decreases, the virtual target decreases and execution 
times should increase. So, it would be predicted that movement time to target one would be 
longer as targets are added to the sequence because the SA is decreasing, making the virtual 
target-one smaller (less spatial dispersion perpendicular to the line of movement).  
__________________ 
Insert Fig. 1 about here 
 
 This extension of Sidaway’s hypothesis has been supported in two studies in which two-
target sequences were used. Sidaway et al. (1995) reported that variability of contacts on the first 
target was less when the second target was smaller, i.e., a smaller overall SA resulted in less 
dispersion of contacts on target one. In a subsequent study in which the actual pathway was 
measured, a small second target resulted in a more constrained pathway compared to a larger 
second target (Short et al. 1996).  
 This “peripheral constraint” explanation offered by Fischman and Reeve (1992) and the 
subtended angle hypothesis (Sidaway 1991) are consistent with a preprogramming model, which 
counters the on-line interpretation of the increased movement time to the first target. However, 
while a peripheral constraint explanation may be adequate for a two- or three-segment 
movement, it is possible that a longer sequence may cause the capacity of preprogramming to be 
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reached, with on-line programming occurring during execution to the first (or subsequent) 
targets.  
 Thus, a primary question addressed in this series of experiments was whether the 
increased time to target one is indicative of increased central processing, or is more consistent 
with a peripheral constraint explanation. This was examined by comparing reaction times, flight 
and contact times, target contact dispersions and kinematics across the sequences varying in 
length from one to seven targets. Data to support a peripheral constraint explanation would be 
that movement to all targets should increase, as the number of targets in the sequence increases, 
not just movement to the first target. If subsequent targets are causing previous movements to be 
constrained, then this effect should occur on all targets. A second prediction was that reaction 
time should increase with the number of targets, thus indicating increased preprogramming (not 
on-line programming) with increased complexity or accuracy of the movement. A third 
prediction is that the size of the virtual target should decrease as targets are added to the 
movement; and, based on the subtended angle hypothesis, this decrease should be in the direction 
perpendicular to the line of movement. 
 Data to support an early on-line programming explanation (programming during 
movement to the first target) would be that, specifically, movement time to the first target should 
increase, but that this pattern should not be evident in movement times to the other targets. 
Secondly, reaction time should plateau at some point as targets are added to the sequence, 
indicating that on-line programming, not preprogramming, is occurring to accommodate the 
increased complexity.  
2. Experiment One 
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2.1. Methods 
2.1.1. Subjects 
 Twelve right-handed university students (six males, six females) between the ages of 20 
and 36 were recruited for this study (M = 22.4 years, S.D. = 4.68). Handedness was confirmed 
using the Crovitz-Zener Handedness Inventory (Crovitz and Zener 1962). Subjects received class 
credit or were paid $6 an hour for participation. All recruitment and testing of subjects were 
performed in accordance with institutional procedures. 
2.1.2. Apparatus and Task 
 Data were collected using an electro-mechanical digitizer that provided three-dimensional 
coordinates of a stylus tip. The apparatus consisted of a cross-bar, two uprights, a base-plate and 
a gimbal from which a hand-held stylus pivoted (see Figure 1). (A hollow aluminum tube for the 
stylus shaft and pointer, and ball bearings in the gimbal resulted in negligible inertia or 
friction.) Angular and linear up/down motions of the stylus were recorded using precision 
potentiometers mounted at the gimbal from which orthogonal coordinates of the stylus tip were 
obtained trigonometrically. The accuracy of the equipment was +1 mm. A six-channel bridge 
amplifier provided input voltages to the potentiometers. Coordinates were sampled every four 
milliseconds and were converted using a 12-bit analog-to-digital board.  
 The target sequence of seven targets was drawn on a mylar sheet via a CAD system. It 
was placed on the base-plate using reference marks and was secured with magnetic strips. If there 
were fewer than seven targets in a condition the additional targets were covered. The conditions 
varied in number of targets in a sequence, from one to seven, and are referred to as Cond1 (a one-
target sequence), Cond2 (a two-target sequence), etc. In all conditions targets were 3 cm in 
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diameter and 5 cm apart from center to center, including the distance from the start position to 
target one (index of difficulty from one target to the next = 1.83 using Fitts formula, log2 (2 
amplitude/width)).  
2.1.3. Procedures 
 Subjects were seated and the task was explained and demonstrated. Holding the stylus in 
their right hand (keeping their hand and arm off the surface), subjects were to move the stylus 
from right to left, contacting the surface at each target with only the stylus tip. After a warning 
tone and go signal (the interval between had a random duration of 800 to 1200 ms), they were to 
execute the sequence as quickly as possible (maintaining a 90% accuracy rate), then remain in 
contact with the last target until a tone sounded indicating the end of the trial. Subjects had three 
seconds in which to complete the movement from the go signal to the final tone. After 
completion of the trial, subjects viewed their performance via a graphic display in order to see 
which targets they missed and where the miss occurred. Spatial errors (missing the target, hitting 
and sliding into a target, or hitting the target and sliding out) were noted and their total response 
time (reaction plus movement time) was verbally reported. They were then asked to put the stylus 
in the starting position for the next trial. If a subject had more than one spatial error for any 
specific target after completing ten trials he/she was instructed to make fewer errors even if it 
meant moving more slowly. If there were no errors, the subject was encouraged to go faster.  
 Practice trials (approximately 10 to15) were administered until the sequence could be 
executed accurately and quickly. During practice subjects were encouraged to go faster until they 
missed a target, then to slow down slightly until they could consistently hit the targets accurately. 
After practice, ten performance trials were executed. In addition to the seven conditions already 
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described, subjects engaged in twelve “triple hit” conditions, i.e., they were to hit a particular 
target three times before proceeding to the next target. Only the single hit data will be presented. 
All subjects participated in all conditions. Order of presentation of the conditions was 
counterbalanced. Each subject participated in three 90-minute sessions, completing ten trials per 
condition per day. Error trials were replaced, up to five trials per condition, at the end of the third 
testing session. 
2.1.4. Data Reduction and Analysis 
 The demarcation between flight and contact phases (and between reaction time and flight 
time one) was determined by the height of the stylus. A one-millimeter vertical threshold for 
identification of a contact phase was used.2 The data were then filtered using a dual-pass 
Butterworth filter in which the ends of the data were mirrored to reduce distortion created by the 
filtering process (resulting in a zero phase shift) (Smith 1989).  The cut-off frequency was 10 Hz.  
 Reaction times and the overall movement times were measured. In addition, flight times 
(time between contacts) and contact times (time on target) were calculated for each segment. 
Flight time1 was followed by contact time1, etc. (Note that there is one less contact time than 
flight time per sequence as subjects were to stop on and remain in contact with the last target.) In 
order to assess the degree to which the movement was constrained, the positions of target contact 
dispersion perpendicular to the line of movement (directional dispersion) and in line with 
                                                 
2
 The threshold was determined using the following algorithm: 1) all Z values (vertical axis) 
below 3.5 mm were identified; 2) the mean and standard deviation of those values were 
calculated; 3) any number less than 2 SD below the mean was temporarily identified as a section 
of the movement within which contact occurred; 4) the high point and low point between each 
“contact” was found; 5) 1 mm was added to the low point, resulting in a contact threshold; 6) 
searching back from the low point, initiation of contact was identified when the threshold was 
reached; 7) searching back from the high point, release of contact was identified when the contact 
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movement (extent dispersion) were measured.3 Other variables calculated for each segment were: 
resultant distance (actual distance moved by tip of stylus), peak height, horizontal distance (the 
horizontal distance from release of one target to contact of the next), and average velocity 
(resultant distance/flight time).  
 Data were reduced by calculating a mean across trials for each subject. Error trials, such 
as missed targets, incomplete or wrong sequences of movement, anticipation of the go signal, or 
external problems with equipment or procedures, were excluded from the analysis. Of the total 
number of trials, 16% were excluded, 7% due to a spatial error, i.e., missing a target, 4% due to 
either not moving or to executing the wrong movement (for example, not stopping on the last 
target or stopping too soon), less than 1% due to not being ready for the start of the movement, 
and 4% due to external errors, such as problems with hardware or software. The percentage of 
spatial errors for each condition were 6%, 6%, 9%, 9%, 10%, 11%, 10% for Conds1-7, 
respectively.  
 Analyses were conducted across sequences for each dependent variable. For example, 
flight time 1 (FT1) across all seven conditions was analyzed, as was flight time 2 for Conds2-7, 
FT3 for Conds3-7, and flight time 4 for Conds4-7. These analyses were repeated for each 
dependent variable. Comparisons across conditions controlled for peripheral factors, such as 
biomechanical and serial order effects specific to target location. Thus, any differences in times 
                                                                                                                                                             
threshold was first exceeded. 
3
 The position relative to the center of each target perpendicular to the line of movement was 
called directional position, with negative and positive values denoting contacts above and below 
target center, respectively. The position from the center of each target in line of movement was 
referred to as extent position, with negative values denoting an undershoot of the target center 
and positive values an overshoot. The absolute values of these scores were averaged across trials, 
resulting in directional and extent dispersion.. 
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or kinematics reflected programming and control differences created by the number of targets in 
the sequence. Only the first four segments were analyzed; segment 5 could be analyzed only 
across three sequences, and segment 6 across two, so analysis of the first four segments 
maximized the number of segments in the same serial position while reducing the number of 
analyses. Secondary analyses were conducted within a sequence for Conds3, 4, 5, 6 and 7 for 
each dependent variable. For example, FT’s1-3 were analyzed in Cond3, and 1-7 in Cond7. 
Post-hoc analyses using Tukey's HSD Test were calculated to test specific comparisons. 
Regression analyses were used to test for linear components in the RT and directional dispersion. 
An alpha level of 0.05 was used for all analyses.  
 
2.2. Results and Discussion 
 A description of how subjects executed the sequences is presented first. This is followed 
by presentation of the reaction time results, flight and contact time results and average velocity. 
Then dispersion of contacts is presented to provide insight into the extent to which the 
movements were constrained. Lastly, secondary analyses within sequences are presented.  
2.2.1. Description of the Movement  
 Mean response time (reaction time + contact times + flight times) was 344 ms for a 
one-target movement, and ranged from 616 ms to 2.14 seconds across subjects for a two- and 
seven-target movement, respectively. The average duration of a movement to a target (flight time 
+ contact time) was 265 ms, ranging from 177 to 291 ms, depending on the number of targets 
and the specific segment within the sequence. The average flight time was 193 ms (sd=21) and 
the average contact time was 65 ms (sd=11). 
 Of all the kinematics (except average velocity which will be discussed later), the only 
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consistent differences across conditions were for segment 1. Peak height to the first target was 
lower in Cond1 compared to all other conditions. Also, horizontal distance was shorter, but that 
was true for all targets that were in the final position of the sequence, so was not a unique 
finding; subjects tended to contact the last target of a sequence near its leading edge. Resultant 
distance (a combination of peak height and horizontal distance) was shorter in segment 1 for 
Conds1 and 2 compared to segment 1 for Conds6 and 7. Subjects may have increased segment 1 
resultant distance in the longer sequences in order to gain more time to program the remaining 
movements, or at least to gain more time for on-line control.  
 The number of times the acceleration curve crossed zero varied predominantly between 0 
and 1, indicating that movements were executed in a ballistic fashion. However, there were more 
acceleration crossings on segment 1 for Conds3, 5 and 6 compared to Cond1 (.995, .995 and 
.990, compared to .854, respectively). This indicates that more error corrections and therefore on-
line control occurred during movement to the first target (van Donkelaar and Franks 1991). 
Time-after-peak-velocity constituted a greater proportion of time to target 1 compared to all other 
targets (28%, range of 19-28% compared to 11%, range of 8-13%), also indicating more on-line 
control during the first target (Elliot et al. 1999). One explanation is that the virtual target may be 
smaller and therefore required more error correction. An alternative interpretation is that on-line 
programming for the remaining targets did not impact the ballistic portion of the first movement, 
but rather increased time in deceleration. (Statistics for these analyses available from first author 
upon request.) 
2.2.2. Reaction Time 
 The mean reaction time increased from 210 ms (19) for the one-target condition, to 244 
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ms (19) for the seven-target condition. (One subject’s data was dropped from the RT analysis 
because of outliers of more than two standard deviations from the mean.) A one-way repeated 
measures ANOVA on condition produced a significant main effect, F(6,60) = 11.19, p<0.0001 
(Fig. 2, top). Post-hoc analyses indicated that the reaction time for Cond1 was shorter than all 
other reaction times, and that the reaction time for Conds2 and 3 was shorter than that for Cond7; 
the reaction time for Conds2 through 6 was not significantly different from each other.  
__________________ 
Insert Fig. 2 about here 
 
 Two regression analyses were calculated, one with number of targets as the predictor of 
reaction time, and the other with SA. The analyses indicated that there was a significant linear 
component in the data for both number of targets, F(1,5) = 13.21, p<0.02, and SA, F(1,5) = 37.2, 
p<0.01. The correlation coefficient for number of targets was .85 which accounted for 73% of the 
variance; 88% of the variance was accounted for using SA as the predictor (r = -.94). Although 
SA accounted for more of the variance, this difference may be due primarily to the range of SA 
values (the largest angle was 33.4°, the second largest 17.1°, and smallest was 4.9°). 
2.2.3. Flight and Contact Times  
 Referring to Fig. 2 (bottom graph), it can be seen that flight and contact times increased 
in duration for a given target as number of targets in the sequence increased (for example, 139 ms 
(FT1 Cond1) compared 230 ms (FT1 Cond7). A one-way repeated measures ANOVA on 
condition indicated that there was a main effect for FT’s and CT’s for each target: FT1, (F(6,66) 
= 46.85 ; FT2 and CT1, F(5,55) = 56.03 and 13.81, respectively; FT3 and CT2, F(4,44) = 48 and 
9.18, respectively; FT4 and CT3, F(3,33) = 33.60 and 3.91, respectively and; CT4, F(2,22) = 
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7.63, p<0 .02 for all analyses). Post hoc tests indicated that Conds1, 2, 3 and 4 FT’s and CT’s 
were shorter than their counterparts in Conds6 and 7. 
 In a pattern similar to flight times, only in reverse order, average velocity decreased as 
number of targets in the sequence increased, F=23.8, 21.17, 14.74 and 10.28 for targets 1 through 
4, respectively, p<0.001 (the degrees of freedom are the same as FT’s1-4). For example, the 
range of average velocity for movement to the first target was 36 cm/sec for a 2-target sequence 
compared to 29 cm/sec for 6- and 7-target sequences. Given that resultant distance did not 
increase for a given target across conditions, the systematic decrease in average velocity indicates 
that the dominant strategy was to reduce speed rather than, for example, increasing the peak 
height as targets were added to the sequence. 
 The pattern of reaction, flight and contact times supports a preprogramming/peripheral 
constraint explanation. Reaction time for the sequence of seven targets was greater than reaction 
time for one- two-, and three- target sequences, which indicates that more preprogramming was 
occurring for the most complex sequence. In addition, both number of targets and SA accounted 
for a significant portion of the variance in RT. Both flight and contact times supported the 
peripheral constraint explanation in that all times (not just movement to the first target) increased 
with the number of targets. To further test the consistency of the data with the peripheral 
constraint explanation, dispersion of target contacts was examined. 
2.2.4. Directional and Extent Dispersion 
 A secondary prediction within the SA hypothesis is that contact position dispersion 
perpendicular to the line of movement would decrease as the SA decreased. This prediction was 
based on the position that as the SA decreased (as targets were added to the sequence) the 
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effective target width decreased perpendicular to the line of movement. In other words, contact 
distance from the center of the target should decrease as SA increases. 
 One-way repeated measure ANOVA’s on condition for each of the first four targets 
resulted in significant changes in dispersion for targets 1, 3 and 4, F = 2.36, 4.09 and 3.40, 
respectively, p<0.04 (again, degrees of freedom are the same as for FT’s). This predicted effect 
was most evident on target 1 for the first 3 conditions (Fig. 3). When directional dispersion for 
target one was regressed against SA, there was a linear component that accounted for 88% of the 
variance, F(1,5) = 38.67, p<0.002. Given that the greatest change in SA took place on target 1 in 
the first 3 conditions (the SA changed from 33.4° to 11.4°), these results support the explanation 
underlying Sidaway's (1991) SA hypothesis, and therefore the peripheral constraint explanation.  
__________________ 
Insert Fig. 3 about here 
  
 Although changes in extent dispersion (dispersion parallel to the line of movement) are 
not predicted to change systematically within the SA hypothesis, we examined extent dispersion 
to determine if the effective target width in that axis was systematically changing. The data 
indicated that extent dispersion decreased on a given target as targets were added to the sequence 
(Fig. 3). A one-way repeated measures ANOVA on condition for targets 1-4 showed that the 
decrease was significant for all 4 targets, F = 13.19, 4.51, 10.48, 3.28, for targets 1-4 
respectively, p<0.04 (see FT’s1-4 for degrees of freedom). Post hoc tests indicated that 
dispersion was greatest if the target was in the last or second-to-last position.  
 Together, these results indicate that the virtual size of the target utilized by subjects both 
perpendicular to and parallel with the movement decreased as the number of targets increased. 
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Thus, the longer flight and contact times for sequences with more targets could be explained 
partially by a speed/accuracy trade-off, but not necessarily only for the reasons outlined within 
the SA model. This will be further discussed in the General Discussion. 
2.2.5. Analyses within Sequences 
 Secondary analyses within conditions (from the first to the last target of a given sequence) 
were also examined. Although biomechanical effects of the different target positions may 
influence results, some insights can be gained by examining the intact movement. Examination 
of Fig. 2 indicates that flight times were longer at the beginning of a sequence, and became 
progressively faster with each target for all conditions except Cond7. A one-way repeated 
measures ANOVA conducted for Conds3-7 indicated that there were significant differences 
within all conditions, F(2,22) = 7.51; F(3,33) = 7.19; F(4,44) = 5.50; F(5,55) = 7.65; F(6,66) = 
3.73, p<0.004, respectively. Post hoc tests indicated that all times were different from one 
another in Cond3, and all but one pair were different in Conds4 and 5. In Conds6 and 7, 
however, only flight time1 was longer than all others. 
 Contact dispersion within a sequence was also examined using ANOVA’s similar to the 
flight time analyses. Based on the SA hypothesis it was expected that directional dispersion 
would increase from the first to the last target in a given sequence for all conditions (“I” bars in 
Fig. 1 increase from first to last target within a sequence). In contrast to expectation, the only 
significant ANOVA was for Cond7, F(6,66) = 3.85, p<0.003. In addition, directional dispersion 
did not systematically increase from one target to the next as expected. Analysis of extent 
dispersion resulted in significant ANOVA’s for all conditions, F = 31.86, 9.61, 17.66, 13.09, 
7.97, p<00.0001 for Conds3-7, respectively (degrees of freedom see FT’s 1-4). Extent dispersion 
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did consistently increase from the first to the last target in all conditions (Fig. 3). This indicates 
that as subjects moved from target 1 to the last target in the sequence their absolute distance from 
the center of the target increased.  
 Results within sequences do not provide strong support for the peripheral constraint 
explanation. Directional dispersion did not increase from the beginning of the sequence to the 
end, as predicted in the SA hypothesis, and there was some evidence for on-line programming in 
the movement time to the first target in the longer sequences. Thus, the number of targets or SA 
may provide an overall constraint, increasing programming time before movement initiation and 
increasing the times within a sequence, but the complexity of the longer sequences may require 
on-line programming, possibly specifically during FT1. 
2.3. Summary 
 Results across conditions support the position that sequences up to seven targets are 
preprogrammed and that a peripheral constraint explanation is adequate to describe the data. 
Reaction, flight and contact time increased with targets and the virtual target decreased in size. 
But, within sequence analyses did not clearly support the peripheral constraint explanation. 
Contact dispersions were not consistent with the SA hypothesis and in the longer two sequences 
the first flight time was elevated in a manner unique from all other flight times. Thus, the 
question remains whether the increased FT1 in the longer sequences is due to the peripheral 
constraints or on-line programming. 
3. Experiment Two 
 The purpose of the second experiment was to test whether the amount of central 
processing occurring during movement to the first target increases as targets are added to the 
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sequence. If the peripheral constraint explanation is sufficient to explain the increased time to the 
first target, then central processing should not differ as targets are added to the sequence. If, 
however, central processing were greater during the first movement, this would be interpreted as 
evidence for on-line programming. Central processing was examined by inserting a probe tone 
during movement to the first target. 
3.1. Methods 
3.1.1. Subjects  
 Nineteen right-handed subjects between the ages of 20 and 25 were recruited for this 
study. Three subjects were dropped from the analyses, one due to an inability to comply with task 
demands, and two due to equipment failure. The resulting sample consisted of 9 males and 7 
females  (M=21.6, SD=1.3). Subjects received class credit for participation. All recruitment and 
testing of subjects was performed in accordance with institutional procedures. 
3.12. Apparatus and Task  
 The task and target dimensions were identical to the previous study, although the 
apparatus itself was different. As before, subjects were to move a stylus as quickly as possible 
from target to target while maintaining a 90% accuracy rate. The targets were laser cut plastic 
disks that were elevated via a dowel 2 cm above a base. These elevated targets allowed for visual 
determination of misses. A minibeam load cell (Interface, Model MB-5) was positioned within 
the base, which was used to detect contact and release for each target by changes in the amount 
of force. The starting position was also elevated to the same height as the targets, but had a flat 
switch for the contact surface. Release of the switch marked the beginning of the movement (and 
the end of reaction time). The stylus with which the targets were contacted was a pencil with a 
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rubber tip. A tie clip microphone was attached to the shirt to record the voice response to the 
probe tone. The probe tone was 50 ms long with a frequency of 700 Hz. A 16-bit analogue-to-
digital card converted the analogue signal at a sampling rate of 1000 Hz. A LabView program 
was used for data acquisition and calculation of the dependent variables. 
3.1.3. Procedures 
 The procedures were similar to the previous experiment with four exceptions: 1) a probe 
tone was present during some trials. The tone occurred 100 ms after movement initiation (during 
FT1) on 40% of the trials; on 40% of the trials there was no probe, and on 20% of the trials the 
probe occurred at some random time late in sequence execution. Subjects were instructed to say 
“tone” as quickly as possible when they heard the probe tone, without interrupting the primary 
sequencing task. Subjects practiced all sequences with and without a probe tone; 2) conditions 
were presented in a random fashion rather than blocked. (In addition to the late probe, it was 
thought that random presentation added another variable that varied the movement, which 
reduced the likelihood of the subject recognizing and anticipating the 100 ms interval); 3) only 
3-, 5- and 7-target sequences were included; and 4) the subject moved off the last target rather 
than remaining in contact with it until the end of the trial. 
 Training for all three sequences occurred prior to testing. As in the previous study, 
subjects were encouraged to increase their speed during practice until they began to make errors, 
and then were instructed to slow down enough to regain the required accuracy. During this 
process, the tone was also introduced. When the overall response time could be maintained in the 
presence of the probe, and no errors occurred, testing began. Each subject completed 35 trials of 
each of the three sequences, for a total of 105 trials. Prior to each trial subjects were informed of 
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the number of targets in the upcoming trial and moved the cover so only the targets to be 
contacted were visible. After each successful trial the response time was reported. If the subject 
made a spatial error they were aware of it because they visibly slipped off the raised target. As in 
the previous experiment, all sequences had to be completed in less than 3 seconds. All subjects 
participated in all conditions; each testing session required one hour.4 
3.1.4. Data Reduction and Analysis 
 The data were smoothed using an auto-regressive moving average filter as a “leaky 
integrator” with a time constant of 10 ms. This filter was directly implemented using the 
following equation: Y (z) / X (z) = [0 1 – e (-Ts/Tc)] / [1 – e (-Ts/Tc)] where Ts = sampling period 
(sec) and Tc = time constant (sec). This smoothing process differed from that in the first 
experiment as we were analyzing a force signal in this experiment in contrast to a kinematic 
signal (height of the stylus) in the previous experiment. The signal was divided into flight times 
and contact times using a two-level threshold detection algorithm. The threshold for contact 
initiation was set at 1.11 N and the threshold for the cessation of contact was set at .09 N. Two 
different thresholds were necessary because the filtering did not remove all of the ring associated 
with contact and release; contact initiation was set higher so the ring would not create the 
appearance of a second contact. 
 The primary dependent variable in this study was probe reaction time, although reaction, 
flight, and contact times were also measured. Data were reduced by calculating a mean across 
trials for each subject. Note that although the apparatus differed from one experiment to the next, 
                                                 
4
 As pointed out by one reviewer, interpreting dual task data without single task data (baseline 
probe RT and execution times with no possibility of a probe) is more difficult. However, because 
we compared probe RT across sequences, it was assumed that the subjects’ baseline RT was held 
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the primary analyses were across conditions, and therefore any biomechanical differences were 
controlled. Error trials were excluded from the analysis. Of the total number of trials, 16.2% had 
to be replaced, 8.9% due to missing a target (10% of the trials were expected to be replaced, so 
subjects were slightly more accurate than the goal accuracy rate), 1.6% due to executing the 
incorrect sequence (double hitting a target, contacting too lightly, etc.), 1.6% due to an 
attentional error (anticipation of the go signal, not being ready to move at the signal, or not 
responding to the probe tone), 2.6% to problems with hardware or software, and 1.5% with the 
subject not saying ‘tone’ loud enough for the microphone to detect the sound. The percentage of 
errors for Cond3, 5, and 7 were 5, 10 and 13%, respectively. Error trials were replaced after every 
twenty trials. 
 The analyses across conditions included only the first, second and last target, as they were 
the only targets in all conditions. (Note: The final target rather than the third target was 
analyzed because experiment 1 indicated that execution of a final target was different from that 
of middle targets, so comparing the final target was more similar.) In addition, all times within 
each condition were analyzed. Post-hoc analyses using Student-Newman-Keuls test were 
calculated to test specific comparisons. An alpha level of 0.05 was used for all analyses.  
3.2. Results and Discussion 
3.2.1.  Description of the Movement  
 Total response times ranged from a minimum of 725 ms for 3-target sequences, to a 
maximum of 1.95 sec for 7-target sequences. The average flight time was 165 ms (13.5) and the 
average contact time was 47 ms (3.1). Subjects complied with the requirement to maintain their 
                                                                                                                                                             
constant, with the only varying effect that of sequence length.  
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response time even in the presence of a probe; neither total response time, nor movement time 
nor reaction time varied based on the presence of a probe. 
3.2.2. Reaction Time  
 Reaction time was analyzed using a condition (3,5,7) by probe (none, early) repeated 
measures ANOVA. There were no significant main effects nor was the interaction significant. Of 
particular interest, reaction time did not vary across condition (F(2,90) = .01, p>0.10) (see Fig. 4, 
top left). Thus, in this experiment preprogramming did not increase with an increase in the 
number of targets. 
__________________ 
Insert Fig. 4 about here 
  
3.2.3.  Probe Reaction Time  
 Probe reaction time was tested using a one-way ANOVA with repeated measures for 
condition (3, 5, 7). It increased with the number of targets in the sequence, (F(2, 45) = 3.5, 
p<0.04). Post hoc tests indicated that the probe reaction time for Cond7 was significantly longer 
than Cond3 (see Fig. 4, top right). 
 The purpose of the second experiment was to determine if there was greater central 
processing early in a sequence as complexity increased, i.e., as targets were added. The probe 
results support the position that more on-line processing occurred for a 7-target compared to 5- 
and 3-target sequences. This indicates that the increased time to the first target is due, at least in 
part, to greater central processing, and not merely the peripheral constraints of the movement. 
 Post hoc analyses that included the sequences with the late probe indicated that the late 
probe RT also increased with the number of targets increased. The placement of the late-
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occurring probe was random, and was included to reduce the likelihood of subjects expecting the 
probe to occur only early in the sequence. Therefore, a clear interpretation of these results is not 
possible without more carefully controlling its placement. However, based on both probes, 
greater on-line processing apparently occurred throughout the longer sequence, not just at the 
beginning. Taking these results into account, the longer early probe RT may not be elevated 
based on increased on-line programming. Other attention-demanding processes, such as 
monitoring and control of the movement trajectory, may have contributed to the elevated time.  
3.2.4.  Flight and Contact Times  
 Flight times increased with the number of targets in the sequence while contact times did 
not (Fig. 4). The analysis for these dependent variables was a condition (3,5,7) x target (first, 
second, last) x probe (none, early) repeated measures ANOVA. For flight time, there was a main 
effect for condition, F(2,270) = 31.36, p<0.001 and target, F(2, 270) = 48.56, p<0.001. Post hoc 
tests indicated that the mean flight time for a given target significantly increased with the number 
of targets in the sequence, and that the mean flight time to the first target was longer than the 
second or last in all three conditions. Contact times for a given target did not increase with the 
number of targets in the sequence (F(2,270) = 1.43, p>.10). However, there was a main effect for 
target position, F(2,270) = 17.91, p<0.001. Like flight times, CT1 was longer. 
3.3. Summary   
 This study indicates that more central processing occurred in the longer sequences, but 
this greater central processing does not appear to be unique to the first flight time interval, and 
therefore does not support the early on-line programming explanation. There was one striking 
difference between the first and second experiments, however, that makes interpretation of the 
24 
 
result more difficult: RT increased from a 3- to a 7-target sequence in the first study but did not 
in the second study. This indicates that preprogramming was not increasing with complexity. 
One reason could be that the probe changed the amount of preprogramming utilized by the 
subjects. A second explanation could be the order of presentation of the sequences. In the first 
experiment, a block of ten trials for a given sequence was performed, presumably increasing the 
use of a preprogramming strategy even for a 7-target sequence. In the second study the random 
presentation may have caused the subjects to shift to more on-line programming. 
4. Experiment 3 
 To examine the effect of random versus blocked execution of trials on the distribution of 
programming (without the presence of a probe) a third experiment was conducted. It was 
expected that if random order of execution increased on-line programming then RT would not 
increase with targets, and flight and/or contact times would be longer. In addition, 9-and 11-
target sequences were included to determine the limit to which a rapid aiming sequence can be 
preprogrammed, and to examine the resulting on-line programming when executing longer 
sequences. 
4.1. Methods 
4.1.1. Subjects 
 Twenty-eight right-handed subjects between the ages of 20 and 31 were recruited and 
assigned randomly to either the blocked or random condition. Four subjects were dropped from 
the study, two due to an inability to comply with the accuracy requirements and two due to 
equipment difficulties. The resulting sample consisted of 11 males and 13 females (M = 23, SD = 
2.73). Subjects received class credit for participation. All recruitment and testing of subjects was 
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performed in accordance with institutional procedures. 
4.1.2. Apparatus and Task 
 The apparatus was identical to the previous study. The task was also the same with two 
exceptions: 1) there was no probe; and 2) in addition to 3-, 5- and 7-target sequences, there were 
sequences with 9 and 11 targets. 
4.1.3. Procedures 
 Subjects were randomly assigned to either the blocked or random group. As in the 
previous study, they practiced all five sequences before data collection began. The subjects then 
executed either 15 consecutive trials of one sequence, or one of three different orders in which 
the 5 different sequences were executed in a random fashion until 15 trials for each was 
completed, for a total of 75 trials. They were allowed up to 5 seconds to complete the two longer 
sequences (3 seconds for the shorter sequences as in the previous experiments.). All other 
procedures were identical to experiment 2. 
4.1.4 Data Reduction and Analysis 
 Data reduction and dependent variables were the same as in experiment 2. Reaction time, 
flight time and contact time for each target position were tested using a group by condition 
ANOVA, with repeated measures on the second factor. Post-hoc analyses using the Tukey HSD 
test were calculated to test specific comparisons. An alpha level of 0.05 was used. 
4.2. Results and Discussion 
4.2.1. Description of the Movement 
 Total response time ranged from a minimum of 720 ms for 3-target sequences, to a 
maximum of 3423 ms for 11-target sequences. The average flight time was 176 ms (10.7) and the 
26 
 
average contact time was 51 ms (1.9). 
4.2.2. Reaction Time 
 A group (2) x condition (5) ANOVA with repeated measures on the second factor 
revealed a significant group x condition interaction, F(4,88) = 2.88, p<0.03. Reaction time 
increased in the blocked group (up to the 7-target sequence), but the random group’s RT leveled 
at the 5-target sequence. In fact, post hocs indicated that RT in the random group was not 
significantly different from one another, whereas the blocked group’s RT for 7-, 9- and 11-target 
sequences were significantly longer than that for the 3-target sequence. In addition, RT for 
Conds7 and11-blocked were longer than all random condition RT’s (one exception: Cond11-
blocked and Cond11-random were not different). These data indicate that repetitively executing 
the same sequence resulted in greater preprogramming than when executing different sequences 
from trial to trial. These data also indicate that 7-target-sequences were the maximum length that 
were preprogrammed. A significant main effect for condition was also found, F(4,88) = 7.77, 
p<0.0001. As in the first study, RT increased as the number of targets increased up to 7-target-
sequences, but did not increase as 9 and 11 targets were added (Fig 5). 
___________________ 
Insert Fig. 5 about here 
 
4.2.3. Flight and Contact Times 
 Given that RT did not increase as number of targets increased in the random group, it was 
expected that flight times for this group would be longer than those for blocked. If additional 
preprogramming was not occurring for more complex sequences, then the additional 
programming should occur on-line, as evidenced by longer execution times.  
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 Contrary to expectation, the mean FT’s for the random group were shorter than those for 
the blocked group (see Fig. 5). Group by condition repeated measures ANOVA’s on FT’s for 
each segment revealed a significant main effect of group on targets 8 and 10, F(1,22) = 4.96 and 
6.39, respectively, p<0 .04, with trends on targets 6 and 9 (p<0.09). The mean of all FT’s for the 
random group was 168 ms (14) and for the blocked group was 180 ms (20). A T-test indicated 
that this difference was significant, t (68) = 2.862, p<0 .036).  
 The mean CT’s were generally longer for the random group, which is the direction that 
would be predicted given less preprogramming (See Fig. 5). However, a group x condition 
ANOVA with repeated measures on the second factor conducted on each target position revealed 
no significant differences. A T-test comparing the overall mean CT between the two groups was 
significant (p<0.001) with the random group mean CT being 52.4 ms (1.78) and the blocked 50.3 
ms (2.07). So, although significant, the absolute time difference between the two values was 
small compared to flight times.  
4.3. Summary 
 The results from this study indicate that blocked and random execution affected the 
distribution of pre- and on-line programming. Preprogramming increased with blocked execution 
(up to 7 targets), but did not with random execution. In addition, there was no evidence that on-
line programming cost time at any point in the random group preparation and execution; neither 
RT nor FT’s were longer, and CT’s were only 2 ms longer on average in the random group. 
These results indicate that it is more temporally efficient to plan and execute different sequences 
from trial to trial than to plan and execute the same sequence repeatedly. It is noted that there was 
no difference in FT1 between groups, and FT1 did not greatly increase in Conds9- and 11-
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blocked indicating that on-line programming did not ‘spill over’ at least in a manner that cost 
time.  
5. General Discussion 
 The overall purpose of these three experiments was to examine how the programming 
and control of a rapid aiming sequence shift with increased complexity. One objective was to 
determine if a preprogramming/peripheral constraint explanation is adequate to characterize 
control of an increasingly complex rapid aiming sequence, and if not, at what point on-line 
programming better accounts for the data. A second objective was to examine when on-line 
programming occurred. Previous data suggested that it “spilled over” into the first segment, 
although that interpretation is controversial. The alternative explanation is that movement time to 
the first target is longer because of the peripheral constraint placed on the movement by the 
remaining target(s). These questions were addressed by increasing the number of targets to 7 
(experiment 1), using a probe RT during movement to the first target while increasing the 
number of targets (experiment 2) and increasing the number of targets to 11 using either blocked 
performance trials or randomly executing one sequence length followed by a different one 
(experiment 3). Reaction time, probe reaction time, execution times and kinematics were 
measured. 
 It is concluded that a peripheral constraint/preprogramming explanation is sufficient to 
explain control of up to a seven-target-sequence when executed in a blocked fashion (10 to 15 
sequences of the same length executed consecutively). All flight and contact times increased as 
targets were added, and reaction time increased as up to 7-targets were added to the sequence. 
Reaction time did not increase with 9- and 11-target-sequences, indicating that preprogramming 
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had reached a limit, at least given this amount of practice (Verwey 1995). When sequences were 
executed in a random fashion (never consecutively repeating the same length sequence) a 
preprogramming model was not supported; flight times tended to increase with number of targets 
but reaction time did not increase. 
 Overall, the perspective that on-line programming spills over into the first segment was 
not supported. Although some evidence for a longer FT was evident in the longer sequences in 
Experiment 1, this pattern was not evident in the other two experiments. In 9- and 11-target-
blocked sequences FT1 was not elevated. In fact, the middle FT’s were as long or longer than 
FT1, possibly indicating that the first part of the longer sequences were preprogrammed, with the 
later targets programmed on-line just before they were executed. Also FT1 was not longer in the 
randomly executed sequences. There was evidence in Experiment 2 that longer sequences 
required more central processing during movement to the first target (probe RT was longer in 
longer sequences), but there was also limited evidence that central processing was greater 
throughout execution of a longer sequence, not just at the beginning. This greater central 
processing throughout the longer sequences indicates that it is not specific to programming but 
may include other attention demanding processes such as trajectory monitoring.  
 Interestingly, in the randomly executed sequences, on-line programming appeared to co-
occur with execution without time cost! The randomly executed sequences were not 
preprogrammed (RT did not increase with increased complexity), yet the flight times were not 
elevated. In fact, overall, they were significantly shorter than those in the blocked group. These 
data indicate that repetitively performing a movement creates a less efficient strategy, one in 
which preprogramming is utilized up to a point, which then requires a shift to on-line 
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programming which is costly. In contrast, executing different sequences from trial to trial 
promotes on-line programming and control that efficiently co-occur. Clearly the assumption that 
on-line programming costs time is not supported by these data. This is consistent with evidence 
from a key pressing task that, with practice, execution and response selection can co-occur 
without time cost (Verwey 1995; Verway and Dronkert 1996).  
 One possible explanation for the differential results in RT between the blocked versus 
random execution may be found in a model in which a “buffer” is utilized (originally proposed 
by Sternberg et al. (1978) and expanded upon by Klapp (1996)). Possibly repeatedly executing a 
sequence causes the system to load the movements into a “buffer” of limited capacity, which 
must be read; the greater the number of items or chunks in the buffer, the longer the reaction 
time. In neural terms, the number of nodes in the pathway is greater in a longer sequence, and 
these neural pathways are readied prior to execution. The longer sequences, however, cannot be 
completely loaded into the buffer, and therefore RT plateaus. But, a costly shift occurs in the 
mode of control in these longer sequences, from a preprogramming mode to one of on-line 
control. In contrast, when a different sequence is executed from trial to trial, an on-line mode of 
control predominates. It is suggested that only the first few movements are readied in the buffer, 
with the system functioning primarily in a “real time” mode, one that is more temporally 
efficient. Given that we live in an environment that is constantly changing, rather than one in 
which we frequently repeat the same movement, it makes intuitive sense that our neuromuscular 
system functions more efficiently in an on-line mode of control. 
 One observation that was consistent across all three experiments was that FT’s increase 
with the number of targets, whether the sequences were preprogrammed or programmed on-line. 
31 
 
This indicates an overriding effect of the whole sequence (i.e., the total number of targets) on 
movements to individual targets. This observation is consistent with a peripheral constraint 
explanation, although these data disassociate the peripheral constraint perspective from an 
exclusively preprogramming mode of control. The explanation offered for this effect is that as 
targets are added to a sequence the virtual target decreases. The subtended angle effect predicts a 
decreased size in the target in the axis perpendicular to the line of movement and the data 
provided some support for this explanation, but they were not as robust as expected. This could 
be partially due to the limited range of the SA’s in the longer sequences. Although the range of a 
1- compared to 7-target sequence was 28.5o (33.4 to 4.9 o), the range of a 3- to a 7-target 
sequence was only 6.5o (11.4 to 4.9o). Consequently, we do not interpret this data to be refuting 
the SA hypothesis. Rather, we found that another factor may be more influential when the SA 
range is limited and the number of targets is greater than two or three. We propose that this other 
factor is the need to control dispersion of target contacts parallel to the line of movement when 
there are a greater number of targets in the sequence. 
 Thus, an alternative explanation underlying the longer flight times as targets are added to 
a sequence is the need to control extent error. Previous studies indicate that the major direction of 
contact dispersion is in the extent of the movement (Favilla et al. 1990; Lajoie and Franks1997; 
Schmidt et al. 1979), thus this factor could be quite influential. Because the location of contact 
within each target is also the starting point for the next segment, this dispersion could 
conceivably accumulate from one target to the next, unless corrected: the longer the sequence, 
the greater the accumulated variance. It is proposed that programming a lower average velocity, 
thereby slowing the movement to each target, reduces this accumulation of extent dispersion: the 
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greater the number of targets, the slower the average velocity, which allows accuracy to be 
maintained.   
 This explanation does not necessarily negate the SA hypothesis because results indicated 
that dispersion in the extent of a movement was related to the SA; all targets were circular, and 
the constraint placed on any given movement either by the width or length of the target was not 
independently identified. In fact, even Sidaway's SA hypothesis is based on circular targets, so it 
is possible that part of the effect he found could be related to control of variability parallel rather 
than perpendicular to the line of movement. By manipulating the size of both the length and 
width, the primary constraining factor on any given movement could be tested.  
 Our findings are consistent with Lajoie and Franks (1997) who manipulated SA and 
number of movements independently to test whether accuracy (influenced by SA) or complexity 
(the number of targets in the sequence) had the greater effect on response programming in 1- and 
2-segment movements. They found that both factors affected programming time. Likewise in the 
present study it is concluded that both the SA (and therefore the control of directional dispersion) 
and number of movements (and therefore the control of extent dispersion) co-influenced 
programming and control.  
 One contrast in our data from other data is that FT1in our experiments is longer than FT2, 
whereas other experimenters report a short MT1, then a longer second MT. This difference could 
be the result several factors. The most obvious is that we separated flight from contact times, 
whereas others have simply used movement times. However, if our flight and contact times are 
added, movement time 1 is still longer than the second. Another difference is that Fischman 
(1984) and Chamberlin and Magill (1989) required the subjects to move over a barrier to the first 
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target. Unlike our study, they were focusing primarily on preprogramming and wanted, therefore, 
to keep the first movement as similar across trials and conditions and subjects as possible. Thus, 
that barrier may have caused the distribution of movement times to differ from ours. Thirdly, in 
experiments where the subtended angle is controlled, the different size targets will result in 
different times. A fourth difference is that, although the index of difficulty is similar across 
studies, we used a smaller target and shorter distance in order to increase the number of targets, 
yet keep them within easy reach (3 cm diameter with 5 cm from target-center to target-center, 
versus 6 cm diameter and 10 cm distance). It is possible that the longer distance to the first target 
predisposed the subjects to preprogram the first movement (and therefore it was faster), using on-
line programming during movement to the second target for the remaining targets. A recent study 
that utilized the 6 cm diameter and10 cm distance between targets supports the position that on-
line programming is occurring during movement to the second target (Sidaway, Yook, and 
Russell 1999). Two final observations: The same apparatus was not used in all three of our 
experiments, thus the pattern of FT1 being longer could not be simply a function of the 
apparatus. In the first experiment the stylus was secured above the movement area, whereas in 
the second and third experiments, the stylus was an unattached pencil. Lastly, we want to 
emphasize that our primary analyses were across sequences, not within sequences, so any 
biomechanical effects or other peripheral factors in our studies that differed from previous 
studies would not affect our conclusions. 
 In conclusion, these data support a model of processing in which programming and 
execution can co-occur without time cost, i.e., a parallel processing model. However, repeatedly 
executing the same sequence may cause the neuromuscular system to shift in such a way that 
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movement is preprogrammed. If the movement, however, is longer than the capacity of 
preprogramming, then shifting to on-line programming is costly in time. When on-line 
programming is utilized it does not occur specifically during movement to the first target, but 
appears to be distributed throughout execution. 
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List of Figures 
Fig. 1.  (a) Experimental Apparatus. Stylus was moved from right to left. X, Y, and Z coordinates 
of the stylus tip were recorded.  (b) Subtended Angle (SA). The diameter of a target and its 
distance form the start position determines its SA. When all targets are equal in diameter, the 
target furthest from the start point creates the smallest SA. Note that the “I” bars represent the 
spatial constraint created by the smallest SA for that sequence, and that the bar becomes smaller 
with a smaller SA. 
Fig. 2. Experiment 1 (top) Reaction Time plotted as a function of condition, which is equal to the 
number of targets in the sequence. Error bars represent standard deviation. RT for Cond7 is 
longer than that of Cond1, 2 and 3. (bottom) Flight and Contact Time for each target position and 
condition. Error bars represent standard deviation. The symbols are as follows: Cond1 (closed 
square); Cond2 (open square); Cond3 (closed circle); Cond4 (open circle); Cond5 (closed down-
triangle); Cond6 (open down-triangle); Cond7 (closed up-triangle). Examining times for a given 
target position indicates that as number of targets in the sequence increases so does execution 
time. 
Fig. 3. Directional and Extent Dispersion. These data are depicted in a manner similar to the 
bottom graph in Fig. 2. Notice that although the spatial constraints are identical in both axes (the 
targets are circular), the amount of dispersion parallel with the movement (extent) is greater than 
that perpendicular to the movement (directional).  
Fig. 4 – Experiment 2. (top left) Reaction time is equal across the three conditions. (top right) 
Probe RT increases from Cond3 to Cond7.  (bottom) Flight Times and Contact Times depicted in 
a manner similar to Fig2.  
41 
 
Fig. 5 – Experiment 3. (top) Reaction Time depicted for Blocked group and the Random group. 
Blocked RT increases significantly, then plateaus after Cond7, whereas Random RT does not 
increase.  (bottom) Flight and Contact Times for Blocked group (open symbols) and Random 
group (closed symbols). Note that, on average, flight times are longer in the Blocked group.  
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