The aim of this chapter is to give a comprehensive introduction to the recent advances in the On-Surface Radiation Condition method for the numerical representation of acoustic scattering problems in the frequency domain. After a presentation of the main theoretical developments in this area, the finite element formulation of the resulting problem is introduced. A few numerical tests show the efficiency and accuracy of the OSRC formulations for various model problems but also point out some difficulties remaining until now. Next, the discussion is directed towards some applications of OSRC methods to different important current problems in computational acoustic scattering: modelling of exterior domains and penetrable scatterers, improvement of existing integral equations formulations in view of a fast iterative Krylov subspace solution and other potentially interesting applications for prospecting large scale scattering problems at high frequency.
Introduction
Computational acoustics is a vast area of research and has gain an increasing importance during the last decades due to imposed technological requirements in systems, like noise control and reduction. Simulation networks are therefore of interest for radiation prediction of wavefields by large structures with complex modelling properties. Some robust simulation tools already exist and are able to compute the solution of acoustic scattering problems. In the present Chapter we focus our presentation and discussion on the computation of a time-harmonic field scattered by a three-dimensional structure using the technique of On-Surface Radiation Conditions, also called OSRC method.
Some accurate formulations are available to simulate scattering from three-dimensional obstacles. Among them, let us mention the volume finite element method in conjunction with a truncation boundary condition like a non-reflecting boundary condition [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11] or a Perfectly Matched Layer (PML) [11, 12] , integral equation formulations [13, 14, 15, 16] with Fast multilevel Multipole Method (FMM) [17, 18, 19] or high-order solvers [20, 21, 22] coupled to an iterative Krylov subspace [15, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 34] , the infinite element method [11, 35] or the asymptotic theories of rays [36] . However, even if these techniques provide some valuable results, the computational effort required can limit their application range for prospecting large scale problems.
To go beyond the limits of actual codes, it is necessary to get more comprehension of scattering problems by complex structures for small wavelengths to derive new simulation tools. In particular, very recent advances in the derivation of improved numerical methods try to use some explicit solutions for injecting information into the sought solution [36] . This can be done e.g. using canonical problems. Another way to do so is to use some fast and approximate numerical techniques. The On-Surface Radiation Condition (OSRC) appears as a very promising direction of research as a simulation technique to improve robust existing codes and numerical methods. This approach has been introduced by Kriegsmann, Taflove and Umashankar [37] twenty years ago and have seen a lot of interesting and important improvements over the years.
The aim of this Chapter is to give a comprehensive introduction and overview of OSRCs techniques both from a theoretical (Section 3) and numerical (Section 4) points of view taking care of most recent developments. Moreover, we will develop (Section 5) some important improvements of well-known results in computational scattering like the construction of generalized impedance boundary conditions, the improvement of existing integral equation formulations in view of an iterative solution and preconditioning techniques for integral equations. More developments are available in the References about the On-Surface Radiation Conditions. We strongly encourage the reader to consult these specific detailed developments to go further in the comprehension of OSRCs, their problematic but also the numerous open problems.
Solving scattering problems by integral equations

Scattering problems
Let us consider a bounded domain Ω − of R N (N = 2, 3) with boundary Γ. We assume that this domain is sufficiently smooth and introduce n as the outwardly directed unit normal vector to Ω − . The associated homogeneous and isotropic exterior domain of propagation is set to be:
Consider now an incident time-harmonic wavefield u inc illuminating the obstacle. This field is defined by a wavenumber k related to the wavelength λ by: k = 2π/λ. This source generates a scattered field u to the obstacle Ω − solution to the so-called exterior Helmholtz equation
In the above relation, ∆ denotes the Laplacian operator:
, with x = (x 1 , ...x N ) a point of R N .
Clearly, the field u must also satisfy a boundary condition at the surface Γ of the body. In this chapter, we will consider a general form of the boundary condition through an operator B in terms of a Generalized Impedance Boundary Condition (GIBC)
Different possibilities exist for defining the operator B and its associated boundary condition. Among them, let us mention the Dirichlet (sound-soft), the Neumann (sound-hard) boundary conditions and the Fourier-Robin (impedance) boundary condition when B is a complex number. More complex situations can be met if for example one considers the scattering problem by an obstacle covered by a thin elastic shape [38, 39] . Then, the resulting operators B are defined through a surface partial differential operator. Such an example related to the OSRCs techniques will be detailed in Section 5.2 for the scattering problem by a penetrable obstacle [40, 41] . The boundary data is given by the relation:
Finally, to have the uniqueness of the solution to our problem, we must impose the well-known Sommerfeld radiation condition at infinity
Under different suitable assumptions connected to the boundary condition, the existence and uniqueness of problem (1)-(3) can be proved in a suitable functional setting [14, 16] .
and lim
To get a well-posed integral formulation for the Neumann problem, we follow the approach proposed by Burton and Miller [13] . The idea consists in seeking a solution u written in an integral form as a linear combination of a single-and a double-layer potentials
The unknown function ϕ is a fictitious density and η is a complex-valued parameter to be chosen. Now, if one considers the trace relations (14)- (15) and (10)- (11) and the Neumann boundary condition, then we obtain the following integral formulation
with g = ∂ n u inc . Following [14] , the existence and uniqueness of the solution ϕ can be proved for η such that: ℑ(η) < 0, if ℑ(γ) designates the imaginary part of a complex number γ . A few numerical studies developed in [23, 42, 43] show that η = −i/k is a good choice in terms of minimization of the condition number of the integral operator. We will come back to this choice and the Burton-Miller formulation in section 5.3 from the point of view of OSRCs.
From Eq. (17), we immediately see that the unknown function ϕ is solution to an integro-differential equation involving the Green function. The numerical solution to such a problem is computationally highly expensive since the resulting discrete problem is associated to a dense indefinite linear system. This can be extremely difficult to reach and even beyond the capabilities of actual computers for large scale highfrequency scattering problems. The main reason behind this problem is due to the non-local character of the integral operator defining (17) since it is a pseudodifferential operator [44] . Actual advanced algorithms try to "approximate" the Green function through multilevel techniques like the multilevel Fast Multipole Method (FMM) [17, 18, 19] or high-order solvers [20, 21, 22] coupled to a Krylov subspace iterative solver [34] . However, many problems remain unsolved like convergence results, fine surface mesh grid generation,... which still limit the application range of such solvers.
3 The OSRC method: theoretical issues
Principle of the OSRC method
Due to these limitations, new ideas have been developed. Among them, a new approach called the On-Surface Radiation Condition method, or for the sake of brevity OSRC method, was introduced in the middle of the eighties by Kriegsmann, Taflove and Umashankar in the IEEE paper [37] called: "A new formulation of electromagnetic wave scattering using the on-surface radiation condition method". In this paper, the authors introduced the very basics of the method for computing the electromagnetic scattered field from a two-dimensional infinite cylinder with simple cross section.
To explain in a synthetic way the OSRC ideas, let us come back to the Helmholtz integral relation (5) also given below
A simple remark is the following: if we are able to determine the two first traces of the scattered field, that is the Cauchy data (u |Γ , ∂ n u |Γ ), then we completely know the exterior field from (18) . This is the heart of the integral equation methods where a suitable exact formulation is built using the trace relations given in Proposition 1.
In other terms, one wants to get an exact representation of the solution through a boundary operator N linking the trace and the normal derivative trace as
This last operator is often called the Dirichlet-to-Neumann (DtN) operator and is the key stone of a lot of recent numerical methods in computational acoustics. In practice, the only way to write the exact (explicit or implicit) representation of N for a general shape Γ is to consider the integral relations, otherwise, some approximations must be derived. Unfortunately and as previously explained, considering integral equations is similar to solve at the discretization level a full linear system. For this reason, Kriegsmann et al. propose to rather choose an approximation of the DtN operator through a local relation of the following form
where (ψ, ϕ) is "an approximation" of the exact Cauchy data (u |Γ , ∂ n u |Γ ) and the local approximation N app of N must be explicitely specified. By "local", we mean that we wish to use some differential or partial differential operators over the surface Γ unlike the integral equation approach. The essential interest is then the fast solution of the associated sparse discrete linear system using an iterative method. All these concepts will be made more precise in sections 3.2-3.4. Finally, a relation like (20) is called an On-Surface Radiation Condition or OSRC (the details below will explain this denomination). Let us assume now that we succeeded in deriving such operators. Then, if one considers for example the Neumann problem, we can set: ϕ = g, with g given by relation (2) . As a consequence, the OSRC leads to
and the only problem that remains is the computation of the unknown surface field ψ solution to (21) . This is numerically done by surface finite element methods (see Section 4) . Reinjecting this approximation in Equation (18) with (ψ, ϕ) instead of (u |Γ , ∂ n u |Γ ) gives any valuable quantity (like the far-field pattern).
The formal construction of Kriegsmann et al.
Clearly, the key ingredients for constructing an accurate and approximate OSRC method is to build a good approximation N app of the exact DtN map N . In the initial paper [37] , Kriegsmann et al. propose the following strategy. Let us consider a fictitious surface Σ enclosing the scatterer Ω − . A classical way to compute an approximate solution is to introduce an approximate and local Artificial Boundary Condition (ABC) at the surface Σ. At that time, the most popular and accurate boundary conditions were the ones introduced in the paper by Engquist and Majda [6] and the derivation of Bayliss, Gunzburger and Turkel [2, 3] . More precisely, to fix the ideas, we consider the second-order condition by Bayliss et al. given in the form
where C R 1 is a circular cylinder centered at the origin and with radius R 1 . The two functions α and β depend on the geometry through the radius R 1 and on the wavenumber k. They are given by the respective expressions
and
Since these conditions are applied to a fictitious boundary C R 1 , a way to extend an artificial boundary condition to an OSRC set on a general convex-shaped boundary Γ is to do the following formal substitutions [37]
where κ(s) designates the curvature of Γ and ∆ Γ is the Laplace-Beltrami operator (surface Laplacian) over Γ. The variable s is the counterclockwise directed arclength over Γ. Considering the transformations (24) lead to the following modification of the ABC (22)
One of the drawbacks of this derivation is that the extension to a general shape does not take into account the variations of the curvature at the boundary. Another problem is related to the fact that we do not obtain a symmetrical differential operator in the sense of the L 2 (Γ) inner product. A formal solution proposed in [45] and answering simultaneously to these two problems is to rather consider the transformation
yielding the second-order symmetrical BGT-like (also called BGT2-like) OSRC operator
where α and β are given once again by relations (26).
Going further
Even if the previous developments seem to give a solution to the problem of constructing an OSRC operator, it still suffers from important and crucial weaknesses. More precisely i) the derivation does not provide any real way of increasing the order and accuracy of the condition. No theoretical construction and justification explain why the OSRC should work well (or not). From this point of view, some mathematical developments are required.
ii) the second aspect is related to the extension to the three-dimensional case of acoustic scattering. Indeed, the transformations (24) and (27) are no longer valid since the curvature is replaced by a curvature tensor which is identified to the identity operator to a factor R −1
1 , R 1 being now the radius of the sphere.
iii) the underlying derivation of an OSRC from an ABC assumes that kR 1 remains in a certain frequency range. As a consequence, a natural question is how to choose the OSRC operator according to the frequency regime?
iv) finally, the OSRC is restricted to the case of convex obstacles. Essentially, the reason is that an OSRC can only model the first reflection at the boundary. If multiple scattering arises, special coupling procedures with other methods can be used (see Section 4.5). However a central question is: "Is there any way to consider a non-convex scatterer in the construction itself of the OSRC?"
The aim of this section is to provide some answers to these questions by discussing the latest advances in the theoretical derivation of OSRCs. The first rigorous works trying to extend the OSRC to the three-dimensional acoustic scattering problems were developed by Jones in a series of papers [46, 47, 48] at the end of the eighties. Essentially, the derivation uses generalized far-field expansions in negative integer powers of the asymptotic wavenumber k (high-frequency regime). The new point in this strategy is that the three-dimensional surface is supposed to be general and convex giving hence some partial answers to points i) and ii). Therefore, the curvature tensor naturally appears as well as the invariants of the surface like the mean and Gaussian curvatures. These conditions are tested in the case of a spherical surface and tend to provide an interesting accuracy. These computations were confirmed later in the case of three-dimensional electromagnetic scattering by Murch [50] . However, the approach cannot give any prescribed a priori accuracy since a restrictive hypothesis supposes that the wavefront set is conformal to the surface. In [51] , Murch proposes to analyze the effect of increasing the order of the OSRC operator for the circular cylinder based on higher-order mode-annihilating operators in the spirit of Bayliss el al. works [2, 3] . Again, if better results are obtained for this problem, the situation is not completely solved because of the very special situation considered. A very close approach is developed in [52] for scattering problems by concentric circular cylinders.
In Reference [1] , the authors consider the general three-dimensional acoustic scattering problem by a general convex-shaped domain. The proposed approach consists in rewriting the Helmholtz equation in a tubular neighborhood of the boundary as a variable Helmholtz equation in a generalized coordinates system associated with Γ. Next, technical tools coming from microlocal analysis of partial differential equations [44] lead to the determination of the asymptotic expansion in homogeneous symbols of the exact symbol of the DtN operator. Behind this method is hidden the theory of reflection of singularities for hyperbolic equations developed by Majda and Osher [53] and used for the construction of ABCs by Engquist and Majda [6] . One of the strengths of this method is that it can be extended to general variable coefficients systems [44, 54] by similar techniques. Next, two truncation criteria are used: the first one consists in truncating the infinite symbolic asymptotic expansion to the first N terms and the second development consists in using a Taylor expansion of the remaining symbols for large wavenumbers k. Following this process, a very clear construction of complete OSRCs at any order is proposed. Moreover, all the previous formal OSRCs derived from Kriegsmann et al. and Jones approach [46, 47, 48] are derived and corrected. To give an example, the complete second-order symmetrical BGT-like OSRC is given by
with
In the above expression, div Γ v and ∇ Γ v denote the surface divergence of a tangential vector field v and tangential gradient of a surface scalar field v, respectively. The tensor field A and surface function B are given by
The curvature tensor is denoted by R, the mean curvature is H and the Gaussian curvature is given by K. The operator I is the identity operator of the tangent plane. In the case of the spherical scatterer of radius R 1 , we get:
1 . If one considers an infinite cylinder with a vanishing curvature in one direction and a curvature κ in the cross-section, then we recover the two-dimensional OSRC (26)-(28) (plus a term which depends on the variations of the curvature). The BGT2-like OSRC (29)- (32) is numerically tested in [45] and gives good results. (Note at this step that Neumann-to-Dirichlet OSRCs could also be derived, formally as in [49] or rigorously as in [15] . The resulting OSRCs are then explicit for the Neumann problem. However some numerical simulations show that this kind of OSRC yields a loss of accuracy compared to the implicit ones). However, this does not completely solve yet the problem. Indeed, this partially answers to point i) because, even if it seems that we can control the order of the OSRC, some inaccuracies are still present in the building process. Essentially, the technique developed in [1] assumes that the surface field admits an asymptotic expansion according to some integer negative powers of k or in other words as a Luneberg-Kline expansion. But, it is well-known from the asymptotic theory of rays [36] that the surface field takes the form
in the Fock (transition) domain for a smooth convex object or
for the creeping waves. We do not precise the full notations here and refer to [36] for more details but we can remark from the two previous expressions that the field has a complex asymptotic structure. Moreover, it is extremely complicate to get a uniform asymptotic expansion for any frequency and zone of the surface. From a theoretical point of view, the construction presented in [1] uses an incomplete microlocal calculus using some homogeneous symbols. One solution is maybe to use more elaborated expansions in the microlocal techniques for characterizing the different zones in the spirit of [55] . However, the most recent advances have rather been directed towards the way of formally including more physics in the expansion considering the DtN operator for some canonical objects or using some modifications arguments for some already known OSRCs like (29)- (32) . To answer point iii), it is necessary to separate the different ranges of frequencies.
Solutions for more robust frequency range OSRCs
Let us begin by considering the low frequency regime. For relatively low frequencies, Harari and Djellouli [56] show through a complete frequency analysis using impedance based arguments for the circular and spherical scatterers that the secondorder BGT2-like OSRC provides some valuable results and more particularly for three-dimensional problems. This potentially extends the application of the OSRC. This analysis is confirmed in [57, 58] where the authors show that the same conclusion remains true for an ellipsoidal shape. Moreover, they provide a valuable accuracy improvement of the OSRC including a damping parameter ε in the reference OSRC (29)- (32) . More specifically, an artificial damping parameter is added to the wavenumber in (29)- (32), setting ka + iεa instead of ka, where a is the semi-major axis. Based on some computations using Maple, the authors estimate the analytical expressions of ε according to the wavenumber ka and the eccentricity e of the shape. This partially gives some answers to points i) but the case of more general objects still needs to be further investigated (point ii)).
During their studies, they also remark that the accuracy of the OSRC decreases as the wavenumber increases with however a good agreement for middle frequencies regimes. This is completely in agreement with the remarks by Mittra and Ramahi in [59] considering the Mie series expansion of the OSRC solution. Indeed, the accuracy for computing the high-order harmonics composing the scattered wavefield are inaccurately calculated. This produces in accuracy breakdown and a certain lack of modelling of an OSRC. Simultaneously but using two different research directions, Calvo, Collins and Dacol [60, 61] on one hand and Antoine, Darbas and Lu [15, 62, 63] on the other hand developed independently some new OSRCs for high-frequency problems.
In [60] , Calvo et al. introduce formally the DtN operator for the circular cylinder as
Then, to localize the operator and to extend it to a general two-dimensional convex surface, they first use a rational approximation as
setting
0 (kr)).
The operator N 0 is next expanded in inverse integer powers of k and the coefficients (α j,Np , β j,Np ) are computed using a least-square algorithm for kr in a given bounded interval. Next, they use the same formal transformations (24) as Kriegsmann et al. [37] obtaining hence N app . The interest of this approach is that considering the circular case includes exactly all kinds of surface rays. In a certain sense, the formal extension should give a better approximation than considering just the square-root operator ik √ 1 + X which comes from the tangent plane approximation and which roughly speaking is at the basis of homogeneous symbolic calculus for the OSRC (see e.g. [1] ). Indeed, in this last case, the creeping modes are not fully well-modelled, some numerical simulations in [15, 60, 62, 63] supporting this remark. If we compare now the operator (36) to a surface differential operator as (28), the numerical solution does not look so simple at first sight. However, this is in fact something very common for example in Wide-Angle Parabolic Equation techniques for underwater acoustic [64] or electromagnetic wave propagation [65] or also in ABCs as introduced by Lindmann [66] . A suitable solution based on the introduction of some auxiliary functions yields a new formulation of the problem. This is developed with more details below. Surface and far-field patterns are computed showing that the accuracy is superior to the BGT2-like (26)- (28) . In [61] , Calvo proposes a close alternative solution for the three-dimensional case using zero placement based techniques. Some numerical computations for sound-soft and hard prolate and oblate spheroids show that the agreement is excellent with the exact solution. This provides a valuable solution for high-frequency problems which must be still numerically investigated on more examples.
In [15, 62, 63] , the authors propose to rather consider the original square-root operator N app = ik √ 1 + X for two-and three-dimensional problems setting: X = ∆ Γ /k 2 . They remark that the square-root approximation of the total symbol of the DtN map is satisfactory for modelling both the propagative and evanescent parts of the scattered field. However, due to the singularity of the operator in the creeping zone, this approximation yields some inaccurate surface fields. To partially avoid this problem, a regularization of the square-root operator is proposed by adding a small damping artificial parameter ε to the wavenumber k. The idea developed independently of [58] is closely related since the mutual goal of the authors is to model the transition region. In particular, analytical estimates are provided for the complex wavenumber k ε = k + iε. The authors show that ε = 0.4k 2/3 H 1/3 (which looks conform with the asymptotics (33)-(34)) produces very satisfactory results for different model problems even at very high-frequencies. The new OSRC operator N app = ik √ 1 + X ε , with X = ∆ Γ /k 2 ε , is next localized by complex Padé approximants of order N p . More precisely, using a rotating branch-cut argument as in [67] , the square-root is approximated by
where the different coefficients are explicitly given. Then a suitable representation of the operator N app is given through the introduction of auxiliary functions: for ψ given compute ϕ = N app ψ as
setting ϕ j as the solutions to the surface partial differential equations
We will describe how to efficiently solve this set of equations in the Section about numerical issues. These OSRCs lead to improved accuracy compared to the usual BGT2-like OSRC. However, there is no real theoretical justification in the way of improving systematically these conditions (point i)). This remains a non-trivial and crucial open question.
OSRC formulations and other developments
We have reviewed the way of building some accurate OSRCs in the previous sections. The question that remains is the way of solving different kinds of scattering problems according to the boundary condition or the interior scatterer medium. Different situations have been treated until now. Of course, the Dirichlet and Neumann problems can be solved by imposing ψ or ϕ, respectively. Some first studies have been proposed for canonical problems when a simple impedance boundary condition is considered [68] , for homogeneous scatterers [69] , for reactively loaded spheres [70] and various other basic problems in [71] . For a general boundary condition like (2) and complex surfaces Γ, a general efficient procedure is developed in [63] for generalized impedance boundary conditions. The example of the scattering by an obstacle covered by a thin shape with a different contrast coefficient is considered [38, 72] . We will detail below these general formulations which require some specific developments related to finite element procedures.
To complete the listing, let us mention that different interesting OSRC developments have been proposed in electromagnetism [15, 50, 73, 74, 75] for the full set of Maxwell's equations.
Finally, we have not so far answered question iv). In fact, no solution has been provided in the literature for building an OSRC for a concave obstacle. We will shortly mention some coupling procedures in Section 4.5 for example with volume finite elements or integral formulations. Note that the same kind of difficulties arises in the theory of asymptotic currents. The developments available in [36] , Section 4.4-4.6, could be of interest to give some guidelines for extending the construction of the OSRC to concave structures, in particular to model whispering gallery modes. In the same spirit, it is of interest to derive some suitable solutions for multiple scattering problems involving the interaction between some convex separated obstacles.
The OSRC method: numerical issues
This Section is devoted to the suitable OSRC formulation and its numerical solution for general problems. Indeed, most of the developments have been done for canonical problems rather from an analytical point of view (by WKBJ techniques for example). If one wants to produce a general simulation technique, we must be able to propose a flexible method like in integral equation approaches for instance.
Variational OSRC formulation
To be more explicit, we consider the Dirichlet problem, that is, we fix ψ = g. Simple adaptations allow to treat any boundary condition, even one defined by a GIBC [63] . The formulation clearly depends on the OSRC under consideration. To simplify the explanations, we consider the square-root OSRC (39)- (40) . Then, if we assume that the surface is smooth (twice differentiable for example) and choose a test-function v
, that is with a square-integrable surface gradient), a weak formulation of (39)- (40) is given by
We see that the resolution of this system will require to solve first N p decoupled surface partial differential equations given by the second equation of system (41) and secondly ϕ by a summation including the surface gradient of the previous functions ϕ j , for j = 1, ..., N p , through the first equation.
Finite element approximation
The next step to discretize system (41) is to introduce a discrete polyedral surface Γ h based on a collection of triangular elements T . This is a classical step in boundary element methods. Let us set:
T ) such a triangle, using the convention of circular permutation over indices j ∈ I 3 = {1, 2, 3}. Let us introduce the unitary edges vectors
We will consider linear edge elements in this presentation but higher-order elements can also be used. Let φ j T , for j ∈ I 3 , be the j-th barycentric function associated with the vertex a 
Using these relations, the assembling process associated with the surface finite element process requires the evaluation of elementary matrices [A] ij as (see for example the left-hand side of the second equation of (41))
where A T and B T are respectively a linear interpolation on a triangle T of the given tensor and surface fields according to the OSRC under study. The definition is related essentially to the curvature tensor and its invariants. To achieve a complete discretization of (45) through a quadrature scheme, we need to derive a linear approximation of the curvature tensor over Γ h based on the knowledge of the surface triangulation. This can be done using Computer Aided Design techniques. We refer to [45] for a suitable original solution. Basically, the idea consists in using a second-order Taylor expansion in a neighborhood of the vertex under consideration. Let us remark that an error between the projection from the basis of the triangle to the basis of the tangent plane occurs in this procedure. In the two-dimensional case, a simple and accurate solution is given in [45] . In particular, this is a suitable way to consider corner singularities in the geometry.
Solution of linear systems
Once the discretization and assembly process are done, the next problem is to solve the associated sparse linear systems. For example, if one considers (41), we have to find the discrete solution of the system
associated with the decoupled equations
In the two above equations, [∆] is the surface mass matrix. The (stiffness-like) matrix
is associated with the bilinear form defined by the complex coefficients A j (respectively B j ), for j = 1, ..., N p ,
with the complex discrete wavenumber k ε h approximated using the discrete mean curvature over Γ h . The different discrete vectors v h are elements from C N , if we denote by N the number of degrees of freedom of the finite element method, that is, the total number of vertices composing the surface mesh.
The practical solution to the N p sparse linear systems N × N issued from (47) can be solved efficiently by an ILUT-preconditioned Krylov subspace iterative solver in O(N) operations. Once the solutions [ϕ h,j ] are obtained, some matrix-vector products using relations (46) lead to the computation of the approximate surface field [ϕ h ]. Finally, the global computational cost is about O (N p N) , which is much less than using an integral solver, even accelerated by a fast solver like the FMM. The final discretization of the exterior Helmholtz integral relation (18) is then trivial using a quadrature scheme. All these developments are explained here in the particular case of the square-root OSRC (39)- (40) . However, some direct modifications give an easyto-implement adaptation which allows us to handle any previous OSRC. 
Numerical validation
We propose now to show a few numerical tests to illustrate the accuracy of the squareroot OSRC. Our aim is not to provide a comparaison of all the OSRCs available in the literature (even if it would however be of real interest) but rather to show the quality of the numerical results. Indeed, like the asymptotic theory of rays, no mathematical and rigorous error bound exist for the OSRC technique. This would be highly desirable but at the same time very complicate since uncontrolable operational approximations arise in the building process of an OSRC. This lets the problem out of reach until now.
The first problem consists in solving the scattering of an acoustic wave by a twodimensional sound-hard object with an elliptical cross section. The major and minor semi-axes, respectively denoted by a and b, are given along the x 1 -and x 2 -directions. We take a = 1 and b = 0.3. The incident wave is a plane wave at a frequency k = 50 and with an incidence angle equal to 45 degrees. We present on Fig. 1 the moduli of the exact and approximate traces using respectively an integral solver and the square-root OSRC with N p = 8 and a rotation angle equal to π/3. The discretization of the elliptical shape involves 1400 points for a density of discretization points per wavelength n λ = λ/h = 28. We observe that the OSRC yields a good quality evaluation of the surface field. The corresponding Radar Cross Sections (also called Sonar Cross Sections) (RCS) (in db) are reported on Fig. 2 . We see that the resulting computation gives a satisfactory accuracy for a very low computational cost. This means that the OSRC is an interesting tool for computing a fast and approximate solution to the scattering problem and most particularly at high-frequencies (or for large objects). The second test case presents on Fig. 3 the RCS computation (in the plane (x 1 , x 2 )) of a sound-hard cube centered at the origin with a sidelength equal to 2. The incidence plane wave is defined by a wavenumber equal to k = 5 and by an incidence angle of (0, 0) degree. We compare the integral equation solution to the OSRC solution for a density of discretization points per wavelength n λ = 8. We observe the very good adequation between the two curves. It is expected to work well for higher-frequencies as in the two-dimensional case (several other computations are presented in [15] ).
The case of concave obstacles
The OSRC technique assumes that there is only one reflection after the scattering of the wave. This is satisfied in the convex case but multiple scattering effects must be considered when a part of the surface is concave. In this situation, even if a mathematical solution about the construction of the OSRC has not been yet given, it is possible to couple the OSRC approach on the convex part to another solver for treating the concave part. The main reason is that the OSRC essentially deteriorates locally in the concave part of Γ.
Two possible approaches have been studied in [76] and [77] . The first reference gives an algorithm based on the application of the OSRC on the convex hull of the scatterer. Next, a coupling procedure is developed and tested using finite elements. This gives an improved numerical solution compared to a pure OSRC approach for a low additional cost. A second development coupling an integral representation in the concave part of Γ to the OSRC on the convex part is proposed in [77] . It is shown that an interesting improvement of the accuracy of the solution is obtained. This second approach is qualitatively superior to the first one but requires also a higher computational cost since the solution to a dense (reduced) linear system is needed at the discrete level.
Some applications in computational acoustics
We have seen in the previous sections that the OSRC method is a useful, quite accurate and general numerical method for the computation of acoustic wavefields. One of its important properties is that it is a local method based on the solution of surface partial differential equations. At the discrete level, the solution of these equations can be obtained at a very low computational cost compared to usual and classical methods. We review in this section some applications of OSRC techniques to the improvement of classical numerical techniques in computational acoustics from both the point of view of an improvement of accuracy or/and acceleration of the algorithms.
Artificial Boundary Condition techniques
The original OSRCs have been derived following Kriegsmann et al. from ABCs (see Section 3.2). Therefore, an OSRC can also be applied as an ABC. In [4, 5] , by adaptating the arguments of OSRCs to ABCs developed in [45] , Djellouli et al. study the accuracy of the BGT2-like OSRC (29)-(32) as an ABC on some elongated surfaces for computing the scattered field from complex two-and three-dimensional structures like a submarine. Combined with FETI-H domain decomposition techniques, it ap-pears that a reduced computational cost can be obtained for these well-chosen surfaces without deteriorating the accuracy of the solution. Some complementary studies are developed in the same spirit by Kerchroud et al. [8] using different iterative solvers. Finally, in [9] , the authors study the accuracy improvement of the square-root OSRC (39)- (40) as an ABC compared to the BGT2-like OSRC. As in the OSRC context, an interesting improvement in terms of reduced computational domain and associated costs as well as accuracy is shown for two-dimensional problems. These results are confirmed for three-dimensional problems in [10] .
Generalized impedance boundary conditions for penetrable bodies
The aim of the OSRC method is to reduce the exterior problem to a local relation onto the surface of the obstacle. It is also possible to use a kind of modification of the OSRC for reducing the solution of an interior problem. This can be useful for example if one considers the scattering problem by a penetrable homogeneous isotropic medium which requires the solution of an interior Helmholtz equation for a second wavenumber. In fact, this is exactly the purpose of the impedance boundary condition which is given as a simple Fourier-Robin boundary condition. This means that the operator B defining the boundary condition (2) is a complex number. More general and accurate boundary conditions can be obtained by using higher-order OSRCs. Then this gives some Generalized Impedance Boundary Conditions. We refer to [41] where theoretical developments are available. Some improvements are given in [40] . The reduced integral equation formulation based on works by Vernhet [78] for threedimensional problems is developed in [79] where some numerical examples are given and the domain of validity of these GIBCs is investigated in details. A special attention has been directed towards the case of strongly absorbing media by Haddar et al. [80] .
Generalized Burton-Miller integral equation formulations
The integral equation method provides a robust way for computing exterior acoustic wavefields. A very common formulation is based on the Burton and Miller formulation [13, 42, 43] has introduced in Section 2.2. In state-of-the-art industrial and academic codes, the strategy for solving these formulations consists in using a Krylov subspace iterative solver. This is generally coupled to a fast evaluation of the integrals by using e.g. the FMM [17, 18] . Since an iterative method is used, the application of a preconditioner [23, 28, 29, 30, 31] is necessary to accelerate the iterative solver or even to get its convergence. This difficult question cannot be completely solved by classical algebraic algorithms. Indeed, the usual strategies take care of the definitepositiveness of the underlying discrete matrix. This is no longer true for large scale and high-frequency problems because of the presence of the frequency parameter. Moreover, the convergence is strongly penalized by the mesh refinement required to solve the small wavelength problem. Indeed, in this case, the Burton and Miller integral formulation is no longer a second-kind Fredholm formulation [14] . As a conclusion, the number of iterations of any iterative algorithm to solve these formulations depends on both the wavenumber and density of discretization points per wavelength n λ (see e.g. [26] ). Rather than building some preconditioners at the algebraic level, a possible solution can be to construct some new alternative and improved integral equation formulations at the continuous level in terms of operators. Some first developments in this direction have been realized for example in [32, 33] . In [15, 26, 27] , some well-posed integral equations generalizing the ones by Burton and Miller are proposed. The idea consists in using an OSRC for defining two fictitious densities and considering an OSRC operator instead of the coupling parameter η defining (17) (η = −i/k corresponding to the Sommerfeld OSRC of order 1/2). Based on this strategy, the authors show that the number of iterations of a Krylov solver like the GMRES applied to these new integral formulations does not depend on both the wavenumber k and the density n λ . This provides a useful tool for prospecting high-frequency problems by integral equations. Moreover, its generalization to electromagnetic problems can be obtained [15, 74] .
Preconditioning techniques for integral equations by open structures
The previous strategy only applies when the obstacle has a closed shape. Indeed, in this situation, we have an infinite choice for the integral representation of the solution.
In the case of an open surface with boundary (for example a screen), the situation is more complicate. In particular, there is no choice of the integral representation. One must consider the single-layer representation in the case of the Dirichlet boundary condition or a formulation based on the normal derivative trace of the double-layer potential for the Neumann problem. This also means that the only way to consider an improvement of convergence of the iterative solver is to built a suitable preconditioner. Some first developments in this direction using the OSRC techniques have been proposed in [24, 25] for two-and three-dimensional scattering problems. An interesting improvement is obtained concerning the dependence of the convergence rate according to n λ . The dependence with respect to the wavenumber is not completely solved. Essentially, this is still related to the problem of taking correctly into account the local scattering phenomena by edges in the OSRC.
Conclusion
We have seen in this Chapter that the OSRC is an interesting fast and approximate numerical method for solving scattering problems in the frequency domain. A lot of theoretical and numerical developments have already been accomplished but many points remain to prospect deeper. This is important from both the point of view of the OSRC as a computational method itself or used e.g. as an accelerator for other numerical techniques. Moreover, new applications of OSRCs are still expected to improve existing numerical methods both in the frequency and time-domain. (Let us remark that neither theoretical nor numerical results appeared until now in the literature about the OSRC method in the time-domain.) Let us mention among others some potential applications for reducing dispersion effects in finite element methods at high-frequency, for designing improved interface conditions in domain decomposition techniques or also to develop new hybrid techniques [36] . This lets some space for new exciting developments and original ideas in the area of OSRCs and its applications.
