The Use of Artificial Intelligence on Stock Market by Lajczyk, Pavel
VYSOKÉ UCˇENÍ TECHNICKÉ V BRNEˇ
BRNO UNIVERSITY OF TECHNOLOGY
FAKULTA PODNIKATELSKÁ
ÚSTAV INFORMATIKY
FACULTY OF BUSINESS AND MANAGEMENT
INSTITUTE OF INFORMATICS
VYUŽITÍ UMEˇLÉ INTELIGENCE NA KAPITÁLOVÝCH
TRZÍCH
THE USE OF ARTIFICIAL INTELLIGENCE ON STOCK MARKET
DIPLOMOVÁ PRÁCE
MASTER’S THESIS
AUTOR PRÁCE Bc. PAVEL LAJCZYK
AUTHOR
VEDOUCÍ PRÁCE prof. Ing. PETR DOSTÁL, CSc.
SUPERVISOR
BRNO 2013
Vysoké učení technické v Brně Akademický rok: 2012/2013
Fakulta podnikatelská Ústav informatiky
ZADÁNÍ DIPLOMOVÉ PRÁCE
Lajczyk Pavel, Bc.
Informační management (6209T015) 
Ředitel ústavu Vám v souladu se zákonem č.111/1998 o vysokých školách, Studijním a
zkušebním řádem VUT v Brně a Směrnicí děkana pro realizaci bakalářských a magisterských
studijních programů zadává diplomovou práci s názvem:
Využití umělé inteligence na kapitálových trzích
v anglickém jazyce:
The Use of Artificial Intelligence on Stock Market
Pokyny pro vypracování:
Úvod
Vymezení problému a cíle práce
Teoretická východiska práce
Analýza problému a současné situace
Vlastní návrhy řešení, přínos návrhů řešení
Závěr
Seznam použité literatury
Přílohy
Podle § 60 zákona č. 121/2000 Sb. (autorský zákon) v platném znění, je tato práce "Školním dílem". Využití této
práce se řídí právním režimem autorského zákona. Citace povoluje Fakulta podnikatelská Vysokého učení
technického v Brně.
Seznam odborné literatury:
DOSTÁL, P. Pokročilé metody rozhodování v podnikatelství a veřejné správě. Brno:
Akademické nakladatelství CERM, 2012. 718 s. ISBN 978-80-7204-798-7. e-ISBN
978-80-7204-799-4.
DOSTÁL, P. Advanced Decision Making in Business and Public Services. Brno: Akademické
nakladatelství CERM, 2011. 168 s. ISBN 978-80-7204-747-5.
HANSELMAN, D. a B. LITTLEFIELD. Mastering MATLAB7. Pearson Education International
Ltd., 2005. 852 s. ISBN 0-13-185714-2.
REJNUŠ, O. Finanční trhy. Ostrava: Key Publishing, 2008. 559 s. ISBN 978-80-87071-87-8.
Vedoucí diplomové práce: prof. Ing. Petr Dostál, CSc.
Termín odevzdání diplomové práce je stanoven časovým plánem akademického roku 2012/2013.
L.S.
_______________________________ _______________________________
doc. RNDr. Bedřich Půža, CSc. doc. Ing. et Ing. Stanislav Škapa, Ph.D.
Ředitel ústavu Děkan fakulty
V Brně, dne 18.05.2013
Abstrakt
Tato práce se zabývá problematikou um¥lých neuronových sítí a moºnostmi jejich vyuºití
p°i obchodování na kapitálových trzích. Dále je v práci popsán návrh a implementace ná-
stroje zaloºeného na um¥lých neuronových sítích, který slouºí k predikci vývoje cen akcií.
Tento nástroj je vytvo°en prost°ednictvím výpo£etního prost°edí MATLAB. Implemento-
vaný nástroj je pak podroben experiment·m a obchodní simulaci. Na záv¥r jsou diskutovány
dosaºené výsledky.
Abstract
This master's thesis deals with artiﬁcial neural networks and possibilities of their use on
stock market. In next chapters of this thesis there are provided design and implementation of
stock prices prediction tool. The implementation is done with use of the MATLAB software.
The created prediction tool is then tested in a simple trading simulation and achieved results
are discussed in the end.
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1 Úvod
Uº odedávna mají lidé pot°ebu p°edvídat budoucí d¥ní. Obzvlá²´ výrazná je tato tendence
v ekonomických oblastech a ﬁnan£nictví. S rozvojem ﬁnan£ních trh·, tak jak je známe dnes,
se rostoucí po£et spole£ností ale i fyzických osob snaºí efektivn¥ zhodnotit sv·j volný ka-
pitál investováním do cenných papír·. Po£áte£ní nad²ení ze vstupu na trh je ale zpravidla
brzy vyst°ídáno vyst°ízliv¥ním, kdy se ukáºe, ºe obchodování na ﬁnan£ních trzích a dosa-
ºení ziskovosti není zdaleka tak jednoduché, jak se zpo£átku jeví. Proto obchodníci hledají
prost°edky a nástroje, které by jim usnadnily náro£ná rozhodování v této oblasti. Málo-
kdy se to obejde bez d·kladného studia konkrétního trhu a jeho zákonitostí. Významnými
nástroji se staly fundamentální a technická analýza, jeº jsou £asto doprovázeny také zkou-
máním psychologického aspektu, který ovliv¬uje chování lidí p°i obchodování na ﬁnan£ních
a kapitálových trzích. V posledních letech se ov²em do pop°edí dostávají také podp·rné
prost°edky vyuºívající um¥lé inteligence.
By´ jsou n¥které nástroje um¥lé inteligence známy a teoreticky popsány uº dlouhou
dobu, nap°. po£átky vzniku um¥lých neuronových sítí lze datovat uº do 40. let 20. století,
jejich dal²ímu vývoji a zavedení do praxe dlouho bránily nedostate£né technické prost°edky
pro jejich realizaci. Aº rozvoj výpo£etní techniky umoºnil dal²í oºivení v tomto oboru a dnes
uº jsou r·zné nástroje um¥lé inteligence b¥ºn¥ vyuºívány v celé °ad¥ oblastí, obchodování
na ﬁnan£ních trzích nevyjímaje.
V první kapitole budou nejd°íve vymezeny cíle této diplomové práce. V kapitole násle-
dující pak budou probrána teoretická východiska práce, na úvod budou p°edstaveny ﬁnan£ní
trhy, principy jejich fungování a základní pojmy z této oblasti. Dále budou popsány £asové
°ady, problematika jejich predikce a zmín¥n bude také Hurst·v exponent. Poté uº budou
podrobn¥ji rozebrány um¥lé neuronové sít¥, na jejichº základ¥ bude stav¥na praktická £ást
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práce. Konec této rozsáhle kapitoly se zabývá výpo£etním systémem MATLAB, s jehoº
vyuºitím bude praktická £ást realizována.
Praktické £ásti se pak bude v¥novat druhá polovina práce, kde bude popsán návrh a im-
plementace predik£ního nástroje podle p°edem vymezených cíl·. V záv¥ru bude zhodnocen
celkový p°ínos práce, dosaºené výsledky a spln¥ní cíl·.
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2 Vymezení cíl· práce
Hlavním cílem této diplomové práce je navrhnout a implementovat nástroj, který bude slou-
ºit k predikci vývoje cen akcií na ﬁnan£ních trzích. Tento predik£ní nástroj bude postaven
na vyuºití um¥lých neuronových sítí. Dal²ím cílem je pak zhodnotit efektivnost a funk£-
nost tohoto nástroje a zodpov¥d¥t na otázku, zda jsou um¥lé neuronové sít¥ pouºitelné pro
predikci cen akcií v praktických podmínkách.
Samotný predik£ní nástroj bude vytvo°en prost°ednictvím výpo£etního systémuMATLAB
a jeho sou£ástí pro tvorbu um¥lých neuronových sítí. Následn¥ bude implementovaný ná-
stroj otestován ve zjednodu²ené simulaci obchodování. Na záv¥r by také m¥ly být popsány
moºné optimalizace a vylep²ení nástroje i p°ípadné dal²í moºnosti vývoje.
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3 Teoretická východiska
V této kapitole budou probrána teoretická východiska práce. Na za£átku budou popsány
ﬁnan£ní trhy, jejich funkce a d¥lení. Dále se výklad zam¥°í na cenné papíry, konkrétn¥ akcie
a jejich základní druhy. Poté uº bude nastín¥na problematika spekulativního obchodování na
ﬁnan£ních trzích, na£eº bude navazovat popis jednotlivých druh· zkoumání trh·, jmenovit¥
p·jde o fundamentální, psychologickou a technickou analýzu. Nejv¥t²í prostor bude v¥nován
práv¥ poslední zmín¥né, jelikoº n¥které její indikátory budou vyuºity i v praktické £ásti
práce. Dal²í podkapitola formuluje £asové °ady a problematiku jejich predikce. Poslední
rozsáhlá podkapitola bude v¥nována um¥lým neuronovým sítím, které budou p°edstavovat
aparát pro praktické °e²ení práce.
3.1 Finan£ní trhy
Finan£ní trhy mají za sebou bohatou historii, která sahá aº do st°edov¥ku. Místem vzniku
st°edov¥kých ﬁnan£ních trh· byla tehdej²í vysp¥lá p°ístavní m¥sta jako nap°. Brugy, Be-
nátky, Janov, Florencie a dal²í. Vznik t¥chto trh· souvisel p°edev²ím s rozvojem °emesel
a následným obchodováním s jejich produkty, jak uvádí Pavlát [13]. V 18. století se mezi
významné trhy za°adil londýnský úv¥rový trh. Nicmén¥ stále se jednalo spí²e o pom¥rn¥
izolované národní trhy. Mezinárodní ﬁnan£ní trhy v novodobé podob¥ se za£aly rozvíjet aº
ve druhé polovin¥ 19. století.
Ú£elem sou£asných ﬁnan£ních trh· je p°edev²ím umoºnit p°esun pen¥ºních prost°edk·
od subjekt·, které jich mají v dané chvíli nadbytek, k subjekt·m, které ke svému r·stu a roz-
voji pot°ebují více pen¥ºních prost°edk· neº mají zrovna k dispozici. Tímto rozmís´ováním
do£asn¥ volných pen¥ºních prost°edk· plní aloka£ní funkci.
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Jejich dal²í d·leºitou úlohou, kterou plní, je funkce likvidity, kdy umoº¬ují p°em¥nu
r·zných druh· ﬁnan£ních aktiv na pen¥ºní hotovost, coº popisuje Polách [14]. Díky t¥mto
vlastnostem ﬁnan£ní trhy p°ízniv¥ ovliv¬ují chod celého ekonomického systému.
D¥lení ﬁnan£ních trh· na díl£í segmenty se provádí zpravidla podle druhu ﬁnan£ních
instrument·, které se v daném segmentu trhu obchodují. Obvyklé £len¥ní je patrné z ob-
rázku 3.1. V této práci se budeme dále zabývat trhem kapitálovým a jeho pod£ástí - trhem
dlouhodobých cenných papír·.
Obrázek 3.1: len¥ní ﬁnan£ních trh· (Zdroj: [16])
3.1.1 Kapitálový trh
Kapitálový trh slouºí k obchodování ﬁnan£ních instrument·, které mají povahu st°edn¥do-
bých a dlouhodobých ﬁnan£ních investic. Je moºno ho dále rozd¥lit na trh dlouhodobých
cenných papír· a trh dlouhodobých úv¥r·. Instrumenty obchodované na kapitálových trzích
mají zpravidla vy²²í výnosnost neº nástroje obchodované na krátkodobých trzích, nicmén¥ je
s nimi spojeno také vy²²í riziko vzhledem k jejich dlouhodobé povaze, jak uvádí Rejnu² [16].
Jednou z hlavních institucí kapitálových trh· jsou burzy. Burza je místo, kde dochází k sa-
motnému obchodování.
Mezi nej£ast¥ji obchodované cenné papíry na kapitálových trzích pat°í zejména akcie a
obligace (dlouhodobé dluhopisy). Oproti dlouhodobým úv¥r·m mají p°edev²ím tu výhodu,
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ºe jsou p°evoditelné. Investo°i je tedy nemusejí drºet po celou dobu jejich ºivotnosti, ale
mohou je v p°ípad¥ pot°eby prodat. Dal²í výhodou dlouhodobých cenných papír· ve srov-
nání s dlouhodobými úv¥ry je také to, ºe dlouhodobé úv¥ry bývají zpravidla zabezpe£ovány
jedním subjektem, v¥t²inou bankou, coº m·ºe být od ur£ité úrovn¥ spojeno s vysokým ri-
zikem. Naopak cenné papíry jsou nakupovány velkým mnoºstvím investor·, £ímº je podle
Polácha [14] mezi n¥ toto riziko rozloºeno . Mezi subjekty obchodující na kapitálových trzích
m·ºou pat°it jednotlici, ﬁrmy, ale i vlády.
Trh cenných papír· se obvykle £lení na primární a sekundární. Na primárním trhu
se provád¥jí emise nových cenných papír· poprvé uvedených na trh. Emise m·ºe být bu¤
ve°ejná, kdy jsou cenné papíry nabídnuty ²iroké ve°ejnosti nebo neve°ejná, kdy jsou cenné
papíry nabídnuty pouze p°edem stanoveným investor·m. Formu neve°ejné (soukromé) emise
volí spí²e men²í podniky, protoºe je mén¥ nákladná. Na sekundárních trzích se prodávají a
nakupují uº d°íve emitované cenné papíry. Funkcí sekundárního trhu je ur£ení trºní ceny
cenných papír· a zabezpe£ení jejich likvidity, jak tvrdí Rejnu² [16].
3.1.2 Akcie
Polách [14] uvádí, ºe akcie je cenným papírem, který svému majiteli p°íná²í ur£ité výhody.
P°edev²ím získává právo na tzv. dividendy, coº je podíl na zisku spole£nosti. Vý²e dividendy
je ur£ena valnou hromadou spole£nosti sloºené z akcioná°·, n¥kdy m·ºe valná hromada
rozhodnout, ºe dividenda nebude vyplacena v·bec. Navíc má vlastník akcie právo ú£astnit
se valné hromady spole£nosti, p°edkládat návrhy a získává také hlasovací právo. V p°ípad¥
likvidace podniku má akcioná° právo také na podíl na likvida£ním z·statku. Z pohledu práv,
která jsou spojena s vlastnictvím akcie, je Polách [14] dále £lení na:
• Kmenové akcie, u nichº je vý²e dividendy odvozena od výkonnosti akciové spole£nosti.
• Prioritní akcie, které mají p°ednostní právo na výplatu dividendy. Majitelé prioritních
akcií zárove¬ nemají hlasovací právo na valných hromadách.
Akcie m·ºe mít také formu bu¤to listinnou, které mají ur£itou fyzickou podobu, nebo
zaknihované akcie, jeº jsou zapsány v evidenci a mohou být obchodovány elektronicky. Dále
mohou být akcie podle Polácha [14] d¥leny z hlediska formy na:
• Akcie na jméno, které jsou vydávány na jméno ur£ité osoby. Výhodou této formy akcie
je men²í riziko jejího odcizení. Pokud je v listinné podob¥, tak je její p°evod moºný tzv.
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indosamentem a jejím fyzickým p°edáním. Akcie v zaknihované podob¥ se p°evád¥jí
smlouvou v souladu s platnými zákony.
• Akcie na doru£itele (majitele), jejíº drºitel je pro spole£nost anonymní. Listinná po-
doba je p°evád¥na tzv. tradicí (fyzickým p°edáním). U zaknihované akcie je její p°evod
op¥t proveden formou smlouvy. Kladem tohoto druhu akcie je jejich snaz²í obchodo-
vání na sekundárních trzích.
S vlastnictvím akcie je spojen i dal²í moºný zisk, který vyplývá z její m¥nící se trºní
ceny. Z tohoto d·vodu se akcie n¥kdy ozna£ují jako spekulativní cenné papíry.
3.1.3 Spekulace
Trºní ceny jednotlivých instrument· obchodovaných na ﬁnan£ních trzích jsou do zna£né míry
ovliv¬ovány spekulacemi. Spekulant nakupuje instrumenty, které jsou podle jeho názoru
podhodnocené a u nichº o£ekává r·st jejich ceny. Naopak ve chvíli, kdy o£ekává pokles ceny,
tak nakoupené instrumenty se ziskem prodává. Pro situaci, kdy obchodník nakupuje, je
vºitý výraz dlouhá pozice (anglicky go long). Naopak prodej se ozna£uje jako krátká pozice
(go short).
Spekulace jsou pochopiteln¥ pom¥rn¥ rizikové operace vzhledem k faktu, ºe jsou prová-
d¥ny na základ¥ odhadu budoucích cen. Spekulant proto chce, aby vý²e zisku z dané operace
byla dostate£ná, tedy aby mu kompenzovala podstupované riziko. Samoz°ejm¥ je ºádoucí
toto riziko pokud moºno minimalizovat. K tomu slouºí r·zné nástroje technické, fundamen-
tální a psychologické analýzy, které budou probrány v následujících podkapitolách.
3.1.4 Fundamentální analýza
Fundamentální analýza se zabývá zkoumáním ²irokého rozsahu oblastí a tím jaký vliv mají
na vnit°ní hodnotu akcie (její cenu). Vnit°ní hodnota akcie získaná fundamentální analý-
zou je porovnávána se skute£nou trºní cenou. Výsledkem tohoto srovnání je zji²t¥ní, zda je
trºní cena podhodnocená, nadhodnocená nebo zda je ohodnocení odpovídající. V p°ípad¥
podhodnocené trºní ceny lze v budoucnu o£ekávat její r·st, naopak pokud je cena nad-
hodnocená, je pravd¥podobný její pokles. Oblasti zkoumané fundamentální analýzou d¥lí
Veselá [17] do t°í skupin na globální, odv¥tvové a ﬁremní faktory.
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Globálními faktory se myslí vliv ekonomiky jako celku na hodnotu akcie. Stav eko-
nomiky, a tedy její dopad na ceny ﬁnan£ních instrument·, se dá sledovat pomocí mnoha
díl£ích ukazatel· jako nap°. HDP, vý²e úrokových m¥r, inﬂace, vý²e pen¥ºní zásoby a dal²ích.
V úvahu je pot°eba brát také vliv politické situace.
Fundamentalní analýza odv¥tví analyzuje zejména situaci v oboru, v n¥mº p·sobí spo-
le£nost, která emitovala zkoumané akcie. Významným faktorem, který je nutné zohlednit je
citlivost odv¥tví na vývoj hospodá°ského cyklu.
Analýza ﬁremních faktor· se snaºí zjistit základní vlastnosti spole£nosti, její charakte-
ristiky a jejich vliv na vnit°ní hodnotu akcie.
3.1.5 Psychologická analýza
Psychologická analýza podle Veselé [17] staví na p°edpokladu, ºe pohyb cen akcií je do zna£né
míry ovlivn¥n psychikou investor·. Analýza se snaºí nalézt podn¥t, který v dané situaci vedl
k ur£itému chování obchodník·. Tedy k tomu, ºe za£ali bu¤to hromadn¥ prodávat nebo
naopak nakupovat akcie. asto se p°itom vychází z teorie psychologie davu francouzského
sociologa Gustava Le Bona. P°i davovém chování hraje významnou roli lidské podv¥domí a
p°i rozhodování o tom zda nakupovat nebo prodávat se za£nou projevovat city a emoce, jeº
snadno podléhají vn¥j²ím i vnit°ním vliv·m.
Cílem psychologicky orientovaného investora je tedy pozorovat chování ostatních inves-
tor·, porozum¥t jejich my²lenkovým pochod·m a d·vod·m pro£ d¥lají to, co d¥lají a z toho
vyvodit vlastní reakci.
V této oblasti bylo vytvo°eno n¥kolik investi£ních teorií, mezi nejznám¥j²í pat°í tyto
t°i:
• Kostelanyho psychologický p°ístup,
• Keynesova investi£ní psychologie,
• Teorie spekulativních bublin.
3.1.6 Technická analýza
P°edm¥tem zkoumání technické analýzy jsou p°edev²ím historická data popisující minulý
vývoj trhu. Na základ¥ t¥chto dat se pak snaºí odhadnout budoucí sm¥°ování trhu. D·le-
ºitým prvkem technické analýzy je také studium graf· a rozpoznávání ur£itých typických
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vzor· v jejich vývoji. Východiskem pro technickou analýzu je tzv. Dowova teorie (Dow The-
ory). Ch. H. Dow vycházel z pozorování, ºe v¥t²ina akcií na trhu má podobné chování,
a proto se domníval, ºe vývoj trhu lze popsat pomocí akciových index·. Murphy [11] shrnul
Dowovu teorii do následujících ²esti výrok·.
1. Akciové indexy v sob¥ mají zahrnuty jiº v²echny známé a d·leºité informace.
2. Pohyb na trhu se skládá ze t°í druh· trend· - primárního, sekundárního a terciálního.
3. Primární trºní trend má t°i fáze - akumula£ní, participa£ní a distribu£ní.
4. Akciové indexy se musí navzájem potvrzovat, aby se jednalo o spolehlivý trºní signál.
5. Objem obchod· musí potvrzovat trend.
6. Trend je povaºován za platný, dokud nedá jasný signál o svém obratu.
Dále Murphy [11] uvádí následující t°i p°edpoklady, jeº jsou základními stavebními
kameny technické analýzy jako takové.
1. Trh diskontuje v²echno.
2. Ceny se pohybují v trendech.
3. Historie se opakuje.
První p°edpoklad znamená, ºe v cen¥ akcie jsou zahrnuty uº v²echny v dané dob¥ známé
faktory, které ji mohou n¥jakým zp·sobem ovlivnit. Technická analýza se ov²em nezabývá
p°í£inami p·sobícími na pohyb ceny, ale pohybem ceny samotným.
Druhým p°edpokladem je trendový pohyb cen. Trend je v oblasti technické analýzy
d·leºitým pojmem. Jejich identiﬁkace je moºná £tením graf· vývoje ceny.
Posledním p°edpokladem je, ºe historie se opakuje. Analýzou historických dat byl tech-
nickými analytiky zji²t¥n výskyt ur£itých vzor· ve vývoji cen, a to ºe v¥t²ina t¥chto vzor·
se v £ase opakuje. Vzhledem k tomu, ºe tyto vzory £asto odráºejí vliv lidské psychiky a cho-
vání v ur£itých situacích na trhu, dá se p°edpokládat, ºe se dané vzory budou ve vývoji cen
objevovat i nadále. Cílem je tedy v£as indentiﬁkovat tyto vzory a vhodn¥ na n¥ reagovat.
Technická analýza nabízí mnoho prost°edk· a metod ke svému °e²ení, které je moºno
rozd¥lit do dvou skupin na graﬁcké metody a technické indikátory.
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Graﬁcké metody
Graﬁckými metodami se myslí £tení graf·, identiﬁkování trend· a hledání známých vzor· a
formací. Je-li n¥která známá formace v grafu objevena, je moºno p°edpov¥d¥t dal²í moºný
vývoj, tedy to, zda trend z·stane zachován nebo dojde k jeho zm¥n¥.
Murphy [11] rozli²uje t°i druhy trendu. Jedná se o rostoucí trend (uptrend), klesající
trend (downtrend) a bo£ní trend, n¥kdy nazývaný horizontální (sideways trend). Roustoucí
trh se n¥kdy ozna£uje také jako bý£í a klesající trh je nazýván jako medv¥dí.
Jak jiº bylo zmín¥no, Dowova teorie dále klasiﬁkuje trendy do t°í kategorií na primární,
sekundární a terciální, a to podle doby jejich vlivu. Primární trend má p·sobení del²í neº
jeden rok. Sekundární trend trvá od t°í týdn· aº po jeden m¥síc a poslední terciální trend
zachycuje krátkodobé ﬂuktuace nejvý²e v délce t°í týdn·. Kaºdý trend je sou£asn¥ sou£ástí
p°edchozího dlouhodob¥j²ího trendu.
Dal²ími d·leºitými pojmy objevujícími se p°i studiu graf· jsou hladiny podpory (sup-
port) a rezistence (resistance), jeº hrají p°i obchodování významnou psychologickou roli.
Hladina podpory ozna£uje úrove¬ ceny, pod kterou v¥t²ina investor· uº nechce prodávat.
Hladina rezistence pak p°edstavuje nejvy²²í cenu, jakou jsou obchodníci ochotni zaplatit.
Situaci, kdy se cena akcie p°ece jen dostane nad hranici rezistence nebo klesne pod hranici
podpory, se °íká pr·lom. Na obrázku 3.2 je znázorn¥n princip hladiny podpory a rezistence.
Obrázek 3.2: Znázorn¥ní hladiny podpory a rezistence (Zdroj: vlastní)
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Pro pot°eby obchodování a sledování vývoje cen akcií se zpravidla vyuºívají dva typické
zp·soby konstrukce graf·. Jedním je tzv. sloupcový graf také ozna£ovaný OHLC graf (Open-
High-Low-Close), druhým jsou pak tzv. svícové grafy (Candlestick chart).
P°íklad OHLC grafu je ukázán na obrázku 3.3. Tento typ grafu zobrazuje na vodorovné
ose x £as ve zvolených jednotkách a na ose y jsou zobrazovány ceny akcií pomocí svislých
úse£ek. Na t¥chto úse£kách jsou nazna£eny ceny Open, High, Low, Close. Open ozna£uje
cenu akcie, se kterou byl v daný den trh otev°en, Close je potom uzavírací cena akcie. High
zobrazuje nejvy²²í cenu dosaºenou v daném dni, naopak Low je cenou nejniº²í. N¥kdy se do
grafu zapisuje také hodnota Volume, tedy obchodovaný objem ve sledovaném dni.
Obrázek 3.3: P°íklad OHLC grafu (Zdroj: vlastní)
Obrázek 3.4 potom ilustruje pouºití svícového grafu. Ten zobrazuje stejné informace
jako p°edchozí graf, ale vyuºívá k tomu graﬁcky lépe £itelný zp·sob. Hodnoty otevírací,
zavírací, maximální a minimální ceny jsou zobrazeny na tzv. svíci, která je rozd¥lená na t¥lo
a tzv. stíny (nebo také knoty). Pro t¥lo svíce se pouºívají vºdy dv¥ rozdílné barvy, jedna
pro klesající svíci a druhá pro svíci rostoucí. Samotné t¥lo svíce potom p°edstavuje rozp¥tí
mezi hodnotami otevírací a zavírací ceny. Knoty pak zobrazují rozp¥tí mezi minimální a
maximální cenou.
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Obrázek 3.4: P°íklad svícového grafu (Zdroj: vlastní)
Technické indikátory
Mezi technické indikátory se °adí velké mnoºství nástroj·, kterými jsou z historických dat
ur£itým zp·sobem vypo£teny hodnoty, jeº investorovi usnad¬ují rozpoznat trendy a jejich
zm¥ny. N¥které tyto nástroje jsou také schopny dát signál o vhodné chvíli ke vstupu na trh
nebo výstupy z n¥j. Indikátory se dají podle svých podobných vlastností rozd¥lit do n¥kolika
skupin:
• klouzavé pr·m¥ry a z nich odvozené ukazatele,
• oscilátory,
• objemové indikátory,
• sentiment indikátory,
• indikátory ²í°e trhu.
V následujícím výkladu budou podrobn¥ji rozebrány nejd·leºit¥j²í ukazatele, z nichº
n¥které budou vyuºity i dále v praktické £ásti této diplomové práce.
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• Klouzavé pr·m¥ry - jedná se o jeden z nejjednodu²²ích a nejvyuºívan¥j²ích ukaza-
tel·. Klouzavé pr·m¥ry Murphy [11] popisuje jako pr·m¥ry cen spo£tené z interval·
zvolené délky, z pomyslného klouzavého okna. S kaºdou novou hodnotou v £asové °ad¥
(nap°. nový obchodní den) se okno posune o jednu £asovou jednotku doprava. Spo-
jením získaných hodnot klouzavých pr·m¥r· vzniká vyhlazená k°ivka p·vodní £asové
°ady. Výhodou této k°ivky je, ºe z°eteln¥ji znázor¬uje trendy v daných datech. Ob-
zvlá²´ výhodné je zobrazení klouzavého pr·m¥ru u hodn¥ ﬂuktuujících £asových °ad.
Kdyº p·vodní k°ivka protíná k°ivku klouzavého pr·m¥ru ze zdola nahoru, jedná se
o signál k nákupu. V opa£ném p°ípad¥, kdyº p·vodní k°ivka protíná k°ivku klouza-
vého pr·m¥ru sm¥rem shora dol·, se jedná o signál k prodeji. Úsp¥²nost této metody
siln¥ závisí na zvoleném £asovém intervalu, ze kterého je pr·m¥r po£ítán a také na
zvoleném trhu. Vyuºití klouzavých pr·m¥r· je nejefektivn¥j²í u trendujících trh·. Ve
chvílích, kdy se ceny vyvíjejí v horizontálním sm¥ru, je uºite£nost klouzavých pr·-
m¥r· omezena. Je²t¥ dodejme, ºe existují i modiﬁkace tohoto nástroje, a to váºený a
exponenciální klouzavý pr·m¥r, které p°ikládají r·znou váhu (d·leºitost) jednotlivým
hodnotám.
• MACD - je zkratkou proMoving Average Convergence Divergence. Murphy [11] uvádí,
ºe se jedná se o rozdíl mezi dv¥ma klouzavými pr·m¥ry (obvykle se pouºívá rozdíl
dvanácti- a ²estadvacetidenního exponenciálního klouzavého pr·m¥ru). Krom¥ tohoto
rozdílu se po£ítá také tzv. signální k°ivka, která je v¥t²inou získaná z devítidenního ex-
ponencionálního klouzavého pr·m¥ru indikátoru MACD. Pokud k°ivka rozdíl· protne
signální k°ivku sm¥rem zdola nahoru, jedná se o signál k nákupu. V p°ípad¥ protnutí
signální k°ivky shora dol· se jedná o prodejní signál. Dále tento indikátor poskytuje
informaci o tom, zda je trend roustoucí nebo klesající. O rostoucí trend jde ve chvíli,
kdy je k°ivka rozdíl· a signální k°ivka nad nulovou p°ímkou, v opa£ném p°ípad¥ je
potvrzen trend klesající.
• Bollingerova pásma - podle Murphyho [11] je tento indikátor zobrazen v grafu
pomocí t°í k°ivek. Prost°ední k°ivkou je klouzavý pr·m¥r, pod ním a nad ním jsou
potom k°ivky tvo°ící horní a dolní pásmo. Tyto dv¥ k°ivky p°edstavují n násobek
sm¥rodatné odchylky od klouzavého pr·m¥ru. Obvykle se volí dvacetidenní klouzavý
pr·m¥r a dvojnásobek sm¥rodatné odchylky. Bollingerova pásma pomáhají indikovat,
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kdy je cena cenného papíru relativn¥ drahá (cena p°ekro£í horní hranici) nebo levná
(cena p°ekro£í dolní hranici) vzhledem k situaci na trhu.
• Momentum - jedná se o analytický indikátor, který funguje na principu oscilátor·.
M¥°í se pomocí n¥j rychlost zm¥n cen a síla trendu. Murphy [11] uvádí, ºe se výpo£et
tohoto indikátoru provádí na intervalu o zvolené délce, a to s vyuºitím níºe uvedeného
vzorce:
M = Pn − Pn−x (3.1)
kde Pn je poslední uzavírací cena a Pn−x je uzavírací cena o zvolených x £asových
period zp¥t. Výsledná hodnota osciluje kolem nuly a je-li kladná, tak se jedná o rostoucí
trend. V opa£ném p°ípad¥ jde o trend klesající. Zárove¬, £ím je rozdíl v¥t²í, tím je
trend siln¥j²í. Mnozí analytici berou jako nákupní nebo prodejní signály situaci, kdy
k°ivka tohoto oscilátoru p°ekro£í nulovou linii. Výhodou tohoto ukazatele (a oscilátor·
obecn¥) je, ºe jsou narozdíl od klouzavých pr·m¥r· dob°e vyuºitelné i na trzích bez
zjevného trendu, kde se ceny pohybují v horizontálním sm¥ru.
• Stochastické oscilátory - tento indikátor popisuje vztah aktuální zavírací ceny k nej-
vy²²ím a nejniº²ím cenám ve zvoleném období. V grafu je zobrazen dv¥ma k°ivkami
%K (ozna£ovaná jako rychlá k°ivka) a %D (pomalá k°ivka). Murphy [11] popisuje
výpo£et hlavní k°ivky %K podle vzorce:
%K = 100 ∗ C − L
(H − L) (3.2)
kde C je poslední zavírací cena, L je nejniº²í cena ve sledovaném období a H je nejvy²²í
cena ve stejném období. Druhá k°ivka%D je potom klouzavým pr·m¥rem z výsledných
hodnot vypo£tených d°íve uvedeným vzorcem. Výsledky leºí v intervalu od 0 do 100.
Signálem o bý£ím zvratu trendu je chvíle, kdy hodnoty indikátoru p°ekro£í hodnotu 20
(trh roste). V situaci, kdy hodnoty klesly pod hodnotu 80, dochází k medv¥dímu zvratu
trendu (trh za£íná klesat). Jako znamení k nákupu £i prodeji se zpravidla povaºuje
p°ek°íºení obou k°ivek. Vý²e popsaný postup se ozna£uje jako rychlý stochastický
oscilátor, jehoº nevýhodou je vysoká citlivost . V praxi obchodníci vyuºívají £ast¥ji
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tzv. pomalý oscilátor, kdy se jako hlavní k°ivka bere %D a druhá k°ivka je vytvo°ena
z jejího klouzavého pr·m¥ru.
• Williams %R - podobn¥ jako stochastické oscilátory i tento indikátor popisuje vztah
sou£asné zavírací ceny s cenovým rozp¥tím v uplynulých dnech. Výpo£et se podle
Achelise [1] provádí následovn¥:
Williams%R =
HHn − C
(HHn − LLn) ∗ (−100) (3.3)
kde HHn p°edstavuje nevy²²í cenu v období n £asových period, LLn zna£í nejniº²í
cenu ve stejném období a C je aktuální uzavírací cena. Výsledné hodnoty z rozmezí 0
aº -100 lze interpretovat následovn¥. Pokud výsledek leºí mezi -80 aº -100, jedná se
o p°eprodaný trh a r·st hodnot z tohoto intervalu je znamením k nákupu. Naopak
výsledky od -20 do 0 znamenají p°ekoupený trh a pokles hodnot pod hranici -20 je
signálem k prodeji.
• ROC - nebo-li Rate Of Change je podílem poslední zavírací ceny a zavírací ceny p°ed
x £asovými periodami, jak je patrné ze vzorce:
ROC = 100 ∗ Pn
Pn−x
(3.4)
V tomto p°ípad¥ hodnota oscilátoru kmitá kolem linie procházející hodnotou sto, jak
uvádí Murphy [11]. Interpretace výsledk· je stejná jako u indikátoru Momentum.
• RSI - ozna£ovaný jako index relativní síly (Relative Strength Index ) je dal²ím oblíbe-
ným ukazatelem ze skupiny oscilátor·, který zji²´uje relativní vnit°ní sílu akcie. Podle
Murphyho [11] se po£ítá následovn¥:
RSI = 100− 100
1 + UnDn
(3.5)
kde Un p°edstavuje pr·m¥r z kladných zm¥n ceny za období délky n aDn je pr·m¥r zá-
porných zm¥n v daném £asovém intervalu. Tv·rce indexu, Welles Wilder, doporu£uje
pouºívat £trnáctidenní interval, nicmén¥ £asto se pouºívají i devítidenní a p¥tadvaceti-
denní £asové úseky. ím krat²í je zvolený interval, tím je indikátor citliv¥j²í. Výsledná
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hodnota indikátoru spadá do intervalu od 0 do 100. Kdyº ukazatel klesne pod hod-
notu 30, signalizuje to p°eprodaný trh. Naopak hodnota ukazatele v¥t²í neº 70 zna£í
p°ekoupený trh. Dále ukazatel RSI umoº¬uje potvrzení trendu pomocí tzv. Failure
swings.
• VIX - neboli Volatility index je dal²ím zajímavým ukazatelem. Slouºí p°edev²ím k m¥-
°ení volatility S&P 500 indexu, ale existují i jeho obdoby pro pouºití na jiných trzích.
N¥kdy se tomuto indexu p°ezdívá m¥°i£ strachu a jeho hodnota ukazuje jaké výkyvy
m¥°eného indexu investo°i o£ekávají. asté výkyvy ve vývoji kurzu indexu mohou
signalizovat rostoucí nervozitu na trhu [7].
3.1.7 Srovnání analýz
Vý²e byly popsány jednotlivé druhy analýz. Základním rozdílem mezi fundamentální a tech-
nickou analýzou je p°ístup k tzv. vnit°ní hodnot¥ akcie. Fundamentální analýza se narozdíl
od technické snaºí zjistit tuto vnit°ní hodnotu, tedy odpovídající cenu akcie. Rozdíl je také
v £asovém horizontu, pro které jsou jednotlivé analýzy vyuºívány. U fundamentální analýzy
m·ºe jít o st°edn¥dobé aº dlouhodobé horizonty, zatímco technická analýza je provád¥ná
spí²e pro krátkodob¥j²í horizont.
M·ºe se stát, ºe fundamentální a technická analýza budou v dané situaci vydávat pro-
tich·dné signály. P°esto je £asto výhodné kombinovat ob¥ analýzy. Investor si tak m·ºe
nap°íklad pomocí vývoje technických ukazatel· ov¥°it svou domn¥nku zaloºenou na funda-
mentálním rozboru situace. Pop°ípad¥ ho mohou tyto ukazatele upozornit na nesrovnalosti
v jeho teorii.
3.2 asové °ady a jejich predikce
Vývoj cen ﬁnan£ních instrument· na kapitálových trzích vytvá°í £asové °ady. Proto bu-
dou v této podkapitole £asové °ady formáln¥ popsány a dále bude nastín¥na problematika
p°edvídání jejich dal²ího vývoje.
asová °ada je posloupnost £íselných hodnot x v závislosti na £ase t. Matematicky ji
lze zapsat jako vektor:
~x = (x1, x2, ..., xN ) (3.6)
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Indexy jednotlivých hodnot p°edstavují diskrétní vzorkování v £ase t, kde t ∈< 1, N >.
asový úsek mezi vzorky £asové °ady je zpravidla vºdy konstantní. Frekvence vzorkování
m·ºe být v °ádech minut, hodin, dn·, m¥síc· £i let podle poºadované p°esnosti m¥°ení.
Podle Dostála [3] se mohou £asové °ady skládat z deterministické nebo stochastické
(náhodné) sloºky. Ty se mohou pak dále d¥lit, jak je ukázáno na obrázku 3.5, p°i£emº platí,
ºe £asová °ada m·ºe sestávat jen z n¥kterých t¥chto sloºek.
Obrázek 3.5: D¥lení sloºek £asové °ady(Zdroj: [3])
3.2.1 Hurst·v exponent
Hurst·v exponent je statistický prost°edek vycházející z fraktální analýzy, který je moºno
vyuºít k d¥lení £asových °ad a k posouzení míry jejich chaoti£nosti, jak uvádí Dostál [3].
Podle hodnoty Hurstova exponentu lze °íci, zda se jedná o °adu chaotickou (s ur£itým
skrytým °ádem) nebo o °adu náhodnou. Tím pádem lze odpov¥d¥t na otázku, jestli je
£asová °ada p°edvídatelná a jaká bude kvalita její predikce. U náhodných °ad jsou pokusy
o predikci zpravidla bezúsp¥²né, naopak vývoj °ady chaotické je moºné s r·znou mírou
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úsp¥²nosti p°edvídat. Dostál [3] dále popisuje následující postup p°i zji²´ování Hurstova
exponentu H :
x¯(τ) =
1
τ
τ∑
i=1
xi
X(t, τ) =
t∑
i=1
[xi − x¯(τ)], t = 1, 2, ..., τ
S(τ) =
√√√√1
τ
τ∑
i=1
[xi − x¯(τ)]2
R(τ) = max
1≤t≤τ
X(t, τ)− min
1≤t≤τ
X(t, τ)
H(τ) =
log R(τ)S(τ)
log(τ)
(3.7)
Ve vý²e uvedeném vzorci p°edstavuje xi individuální hodnoty £asové °ady o délce τ .
Výsledné hodnoty Hurstova exponentu se pohybují v rozmezí od 0 do 1. Qian a Bo [15] na
základ¥ výsledné hodnoty Hurstova exponentu rozd¥lují £asové °ady do t°í kategorií:
• H = 0, 5 - znamená, ºe se jedná o náhodnou £asovou °adu s normálním rozd¥lením,
která neobsahuje dlouhodobý pam¥´ový cyklus. U takovéto °ady je velmi obtíºné od-
hadnout její dal²í vývoj, jelikoº mezi jejími jednotlivými hodnotami neexistuje ºádná
závislost.
• 0 ≤ H ≤ 0, 5 - v tomto p°ípad¥ se jedná £asovou °adu s dlouhodobým pam¥´ovým cyk-
lem, jeº je ozna£ovaná jako tzv. antipersistentní °ada. Pro n¥ je typické, ºe vzestupný
trend je zpravidla následován sestupným a opa£n¥. Tato vlastnost je tím siln¥j²í, £ím
více se Hurst·v exponent blíºí k nule.
• 0, 5 ≤ H ≤ 1 - zde se také jedná o £asovou °adu s dlouhodobým pam¥´ovým cyklem,
která má ale persistentní chování. Pro tyto °ady je charakteristické, ºe zachovávají
sm¥r trendu, tzn. ºe rostoucí trend bude pravd¥podobn¥ dále pokra£ovat v r·stu a
naopak klesající bude klesat. Toto chování je výrazn¥j²í s rostoucí hodnotou Hurstova
exponentu. Qian a Bo [15] tvrdí, ºe v¥t²ina ekonomických a ﬁnan£ních £asových °ad
spadá práv¥ do této kategorie.
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K predikci £asových °ad lze pouºít r·zné p°ístupy a nástroje um¥lé inteligence jako
nap°. um¥lé neuronové sít¥, genetické algoritmy, fuzzy logika nebo vhodnou kombinaci t¥chto
metod. V dal²í kapitole budou podrobn¥ji rozebrány práv¥ um¥lé neuronové sít¥, které budou
vyuºity také v praktické £ásti této diplomové práce.
3.3 Um¥lé neuronové sít¥
Um¥lé neuronové sít¥ jsou prost°edkem um¥lé inteligence, který umoº¬uje °e²ení celé °ady
sloºitých problém· od rozpoznávání obrazu, zpracování °e£i, komprese, odstra¬ování ²umu
aº po dolování dat £i predikci £asových °ad. Jejich d·leºitou vlastností je schopnost u£it se
a nacházet ve vstupních datech sloºité závislosti, které jsou jinými zp·soby neodhalitelné.
V této kapitole budou probrány základní stavební jednotky um¥lých neuronových sítí,
tedy neurony, jejich aktiva£ní funkce a dále budou p°edstaveny nejb¥ºn¥j²í modely neuro-
nových sítí a zp·soby jejich u£ení.
3.3.1 Biologický neuron
Vznik um¥lých neuronových sítí byl inspirován skute£nou nervovou soustavou a stavbou je-
jich základních jednotek  neuron·. Neurony jsou specializované bu¬ky, které slouºí k p°íjmu,
zpracovávání a p°enosu vzruch· a tím umoº¬ují organismu reagovat na vjemy a informace
z jeho vn¥j²ího a vnit°ního prost°edí.
Podle Myslive£ka [12] se neuronová bu¬ka skládá z bun¥£ného t¥la (soma), dendrit·
a axonu (neuritu), jenº lze rozd¥lit na iniciální segment, vlastní vlákno a terminální úsek.
Dendrity jsou výb¥ºky na t¥le bu¬ky, které jsou zpravidla krat²í neº axony a m·ºe jich být
velké mnoºství. Slouºí k p°íjmu vzruch· z jiných bun¥k, p°i£emº p°enos je uskute£¬ován
chemicky pomocí tzv. neurotransmitér·. Vzruchová aktivita neuronu vzniká v iniciálním
segmentu axonu a tento vzruch je p°edán dále prost°ednictvím terminálního úseku axonu.
Jednotlivé nervové bu¬ky jsou propojeny synapsemi, ty se d¥lí podle druhu p°enosu na
elektrické, chemické nebo smí²ené. Na obrázku 3.6 je zobrazena bu¬ka biologického neuronu.
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Obrázek 3.6: Biologický neuron (Zdroj: [9])
3.3.2 Um¥lý neuron
I kdyº my²lenka um¥lého neuronu vychází z jeho biologického vzoru, jedná se ve skute£-
nosti o velmi zjednodu²ený model. Základem um¥lých neuronových sítí je tzv. perceptron.
Schématické znázorn¥ní perceptronu je vid¥t na obrázku 3.7.
Obrázek 3.7: Perceptron (Zdroj: vlastní)
Ma°ík [10] uvádí, ºe perceptron má n vstup· tvo°ících vstupní vektor neuronu, který
do n¥j p°ivádí informace bu¤to z vn¥j²ího okolí, a nebo z jiných neuron·. Jednotlivé vstupy
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jsou reprezentovány reálnými £ísly a zárove¬ váºeny váhami w (tzv. synaptickými váhami),
ty ohodnocují d·leºitost daného vstupu. Neuron má zárove¬ stanoven práh citlivosti θ.
Vý²e uvedené charakteristiky udávají celkový podn¥t, tzv. potenciál neuronu, jenº se dá
matematicky popsat následovn¥:
ξ =
∑
i=1
nwi ∗ xi − θ (3.8)
Na tento potenciál perceptron reaguje výstupní odezvou z = S(ξ) ), kde S je tzv. p°e-
nosová funkce (n¥kdy nazývaná aktiva£ní nebo také transforma£ní).
P°enosová funkce m·ºe mít r·zný tvar, zpravidla se volí taková, která je nejvhodn¥j²í
pro °e²ení daného konkrétního problému.
Mezi typické aktiva£ní funkce pat°í nap°. tvrdá nelineární p°enosová funkce, ozna£ovaná
hardlim. Hagan [6] uvádí, ºe funkce hardlim na výstupu neuronu vrací hodnotu 0, kdyº
vstup nep°esáhne daný práh a hodnotu 1 v opa£ném p°ípad¥. Coº je popsáno následujícím
p°edpisem:
a = 0 pro n < 0
a = 1 pro n ≥ 0
(3.9)
Pr·b¥h této funkce je vid¥t na obrázku 3.8.
Obrázek 3.8: Tvrdá p°enosová funkce (Zdroj: [2])
Dal²í funkcí, kterou popisuje Hagan [6] je lineární p°enosová funkce, tzv. purelin, jejíº
pr·b¥h je patrný z obrázku 3.9. Jak je vid¥t u funkce purelin je výstupní hodnota rovná
vstupní.
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a = n (3.10)
Obrázek 3.9: Lineární p°enosová funkce (Zdroj: [2])
Logaritmická sigmoida, známá také jako logsig, se b¥ºn¥ vyuºívá ve vícevrstvých neu-
ronových sítích. Hagan [6] popisuje tuto funkci tak, ºe vstup p°evádí na výstup v intervalu
0 aº 1 podle p°edpisu
a =
1
1 + e−ξ∗n
. (3.11)
Podoba logaritmické sigmoidy je ukázána na následujícím obrázku 3.10.
Obrázek 3.10: Logaritmická sigmoida (Zdroj: [2])
Dal²í typickou p°enosovou funkcí je hyperbolická tangentoida, tansig. Pr·b¥h této
funkce je vid¥t na obrázku 3.11 a podle Hagana [6] se °ídí následujícím p°edpisem:
a =
en − e−n
en + e−n
(3.12)
V n¥kterých p°ípadech se vyuºívají také Gaussovské p°enosové funkce a dal²í mén¥
obvyklé funkce.
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Obrázek 3.11: Hyperbolická tangentoida (Zdroj: [2])
3.3.3 Druhy neuronových sítí
Samotný jeden neuron by pro °e²ení sloºit¥j²ích problém· nesta£il, proto jsou neurony pro-
pojovány do vrstev a vytvá°ejí tak sí´. Neuronové sít¥ je moºné rozli²it na základ¥ dvou
kritérií, a to podle topologie sít¥ a podle zp·sobu fungování.
Ma°ík [10] d¥lí neuronové sít¥ na základ¥ jejich topologie na rekurentní, u nichº se
výstupy n¥kterých neuron· vrací zp¥t na vstupy a jejich graf má cyklický charakter. Druhým
d·leºitým typem jsou potom sít¥ dop°edné, u kterých je sm¥r toku dat pouze od vstupu
k výstupu a neobsahují ºádnou zp¥tnou vazbu. U této topologie jsou neurony zpravidla
rozd¥leny do vrstev, kdy výstupy jedné vrstvy vedou na vstupy vrstvy následující. Proto se
tyto sít¥ ozna£ují také jako vrstvené.
Vrstvená sí´ se skládá z jedné £i více vrstev ozna£ovaných jako skryté vrstvy a poslední
vrstvy, která je nazývána výstupní. První skrytá vrstva se n¥kdy ozna£uje jako vstupní.
U vrstvených sítí je zásadní zvolit správný po£tu neuron· a vrstvev, tak aby výsledná
sí´ byla vhodná pro °e²ení zadané úlohy. Problém volby po£tu neuron· a jejich rozd¥lení
do vrstev se podle Ma°íka [10] zpravidla °e²í odhadem pomocí heuristických metod. Dále
Ma°ík [10] tvrdí, ºe pro první vstupní skrytou vrstvu se obvykle volí o n¥co v¥t²í po£et
neuron· neº je po£et vstup· do dané sít¥ a pro druhou skrytou vrstvu se volí po£et neuron·
odpovídající aritmetickému pr·m¥ru ze sou£tu po£tu perceptron· v první vrstv¥ a po£tu
výstup·. Na obrázku 3.12 je znázorn¥no schéma dop°edné vrstvené sít¥ se dv¥ma vstupy a
jedním výstupem.
Z hlediska zp·sobu fungování jsou sít¥ podle Ma°íka [10] d¥leny na sít¥ s u£itelem a
samoorganizující se sít¥, coº bude probráno v samostatné podkapitole.
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Obrázek 3.12: Schéma vrstvené sít¥ (Zdroj: vlastní)
Na základ¥ vý²e popsaných charakteristik tedy podle typu propojení, struktury sít¥,
zp·sobu jejího u£ení a obvyklých úloh k °e²ení se rozli²uje celá °ada architektur neuronových
sítí. Jedná se zejména o tyto následující:
• Multilayer Perceptron
• Radial Basis Function
• Hopﬁeldova sí´
• Kohonenova sí´
• Sít¥ ART
• Pravd¥podobnostní sít¥
• Generalized Regression Neural Network
Níºe jsou ty nejb¥ºn¥j²í a nejd·leºit¥j²í architektury blíºe charakterizovány.
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Multilayer Perceptron (MLP)
Jak název napovídá, jedná se o vícevrstvou perceptronovou sí´. MLP je trénována u£ením
s u£itelem, to znamená, ºe k daným vstup·m pot°ebuje znát i odpovídající správné výstupy.
K jejímu u£ení se v¥t²inou pouºívá algoritmus Backpropagation (algoritmus zp¥tného ²í°ení).
D·leºitou roli p°i návrhu vícevrstvé sít¥ hraje zvolený po£et neuron·. Jestliºe je po£et
neuron· v síti zbyte£n¥ vysoký, tak to výrazn¥ prodluºuje dobu trénování sít¥. Zárove¬ se
zhor²uje schopnost generalizace (zobec¬ování) a dochází k tzv. overﬁttingu, tedy p°eu£ení
sít¥. Taková sí´ sice dosahuje perfektních výsledk· na jiº známých datech, ale jsou-li ji
p°edloºena data nová, tak dochází k dramatickému zhor²ení a nár·stu chyby.
Hlavní vyuºití sít¥ MLP se nalézá v predikci £asových °ad, kompresi dat nebo v klasiﬁ-
kaci, jak tvrdí Kecman [8]. MLP pat°í v sou£asnosti mezi nejroz²í°en¥j²í a nejpouºívan¥j²í,
proto existuje celá °ada variant tohoto modelu, které se snaºí odstranit jeho nevýhody a
slabé stránky.
Radial Basis Function (RBF)
Má podobnou stavbu jako sí´ MLP, také má alespo¬ jednu skrytou vrstvu a jednu vrstvu
výstupní. RBF sít¥ se li²í v tom, jak je upraven vstupní signál vedoucí do aktiva£ní funkce.
Podle Kecmana [8] je celkový vstupní signál u roven rozdílu mezi vstupem x a st°edem c
dané aktiva£ní funkce, tedy u = f(|x − c|). Mezi výhody této sít¥ pat°í hlavn¥ její rychlé
u£ení.
Hopﬁeldova sí´
Podle Ma°íka [10] je pro Hopﬁeldovu sí´ typické uspo°ádání, kdy má tolik neuron·, kolik je
vstup·. P°i£emº kaºdý neuron má jeden vn¥j²í vstup a výstup a zárove¬ jsou výstupy vedeny
p°es váhy w na vstupy ostatních neuron·, £ímº je vytvo°ena uzav°ená smy£ka. D·leºitou
roli hraje tzv. energetická funkce, kterou rozpracoval J. Hopﬁeld, a ze které jsou odvozena
pravidla pro u£ení a vybavovaní sít¥. Hopﬁeldova sí´ se vyuºívá zejména jako asociativní
pam¥´, p°i restauraci obrazu nebo v p°ípad¥ °e²ení optimaliza£ních problém·. Nedostatkem
sít¥ je zejména omezená kapacita pam¥ti, ta je dána pom¥rem po£tu trénovacích vzor·
k po£tu pouºitých neuron·. Dal²ím nedostatkem je nutnost zvolit takové trénovací vzory,
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které si jsou pokud moºno, co nejmén¥ podobné (tedy maximalizovat tzv. Hammingovu
vzdálenost).
Kohonenova sí´
Kohonenova sí´, n¥kdy ozna£ována jako Kohonenova samoorganiza£ní mapa, je jedna ze sítí,
která nepot°ebuje k u£ení u£itele. Podle Ma°íka [10] funguje na bázi vektorové kvantizace,
kdy se sí´ pokou²í aproximovat pravd¥podobnostní rozd¥lení daných trénovacích dat. Tato
sí´ obsahuje pouze jednu vrstvu neuron· (tzv. Kohonenova kompeti£ní vrstva). Do kaºdého
neuronu jsou vedeny hodnoty ze v²ech vstup·. Výhodou této sít¥ je výrazná odolnost proti
náhodnému ²umu vyskytujícího se v trénovacích datech. Mezi slabiny pak pat°í velký po£et
krok· nutných k natrénování sít¥ a náro£nost tohoto trénování. Existuje i modiﬁkace tohoto
modelu tzv. LVQ - Learning Vector Quantization (u£ící vektorová kvantizace), která se
dokáºe u£it i s pomocí u£itele. Nej£ast¥j²ím vyuºitím Kohonenovy sít¥ je analýza dat nebo
°e²ení problému obchodního cestujícího.
Sí´ ART
Vychází z adaptivní rezonan£ní teorie (ART). Jde o asociativní sí´, která nepot°ebuje k u£ení
u£itele. Mezi p°ednosti této sít¥ pat°í to, ºe °e²í tzv. problém prom¥nné stability. To znamená
problém v situaci, kdy sí´ p°i p°etrénování na nových datech ztratí jiº nau£ené informace
z p°edchozího tréninku. Sí´ ART se skládá ze dvou vrstev, první se nazývá porovnávací
vrstva, druhá je vrstva rozpoznávací. Typické je pouºití ART sít¥ p°i rozpoznávaní obrazu
£i °e£i, jak tvrdí Fausset [4].
Pravd¥podobnostní sí´¥
Pravd¥podobnostní neuronové sít¥ jsou nov¥j²ím p°ístupem k návrhu um¥lých neurono-
vých sítí. Podle Ma°íka [10] je problém návrhu pravd¥podobnostní sít¥ deﬁnován jako jedno
z moºných °e²ení statistického rozhodovacího problému, jeº je zaloºeno na odhadu podmí-
n¥ných rozloºení pravd¥podobnosti s vyuºitím kone£ných distribu£ních sm¥sí a komponent
sou£inového typu.
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3.3.4 U£ení neuronových sítí
Aby neuronová sí´ byla schopna °e²it zadaný problém, je pot°eba ji nejd°íve natrénovat.
Ma°ík [10] uvádí, ºe cílem trénování je upravit jednotlivé váhy neuron·, tak aby sí´ jako
celek produkovala výstupy, které jsou co nejblíºe o£ekávaným výstup·m. Jinak °e£eno se sí´
snaºí minimalizovat celkovou chybu E, která m·ºe být vyjád°ena touto rovnicí
E =
1
2
K∑
k
J∑
j
yj − dkj . (3.13)
Vn¥j²í suma ve vý²e uvedeném vzorci s£ítá chybu v²ech K trénovacích vzor·, které jsou
síti p°edloºeny. Vnit°ní suma je pak sou£tem chyb na v²ech J výstupních neuronech pro
daný vzor. P°i£emº yi zna£í aktuální výstupy vzniklé p°i tréninku a dkj jsou poºadované
(o£ekávané) hodnoty.
Existují dva základní p°ístupy k u£ení, je to jednak u£ení s u£itelem (supervised lear-
ning) a dále u£ení bez u£itele (unsupervised learning), kterému se také °íká samoorganizace.
Dále se u£ení rozli²uje na tzv. on-line nebo oﬀ-line u£ení. P°i on-line u£ení, známém také
jako inkrementální, jsou váhy neuron· upravovány po výpo£tu kaºdého tréninkového vzoru.
Naopak oﬀ-line u£ení modiﬁkuje váhy aº po pr·b¥hu v²ech trénovacích vzor· sítí. Tento
zp·sob je n¥kdy ozna£ován také jako dávkový trénink (batch training). Níºe jsou uvedeny
nejb¥ºn¥j²í algoritmy pouºívané pro trénování sítí.
Algoritmus zp¥tného ²í°ení
Algoritmus zp¥tného ²í°ení (tzv. Backpropagation) pat°í mezi nejpouºívan¥j²í u£ící algo-
ritmy. N¥kdy se ozna£uje také jako zobecn¥né delta pravidlo. Jedná se o sestupnou gradientní
metodu, jeº má za cíl minimalizovat chybu.
Trénování pomocí algoritmu Backpropagation probíhá podle Kecmana [8] následovn¥.
Nejd°íve je provedena tzv. vybavovací fáze, kdy jsou na vstup sít¥ p°ivedena trénovací data,
která jsou dop°edn¥ ²í°ena p°es v²echny vrstvy a na kaºdém neuronu je p°itom vypo£ítán
potenciál. Na poslední výstupní vrstv¥ uº m·ºe následovat výpo£et chyby, pon¥vadº známe
celkový výstup sít¥ a m·ºeme jej porovnat s o£ekávanou hodnotou. Chyba je poté zp¥tn¥
²í°ena sítí a nakonec jsou upraveny váhy neuron· ve snaze chybu sníºit. Hodnota zm¥ny
váhy v aktuálním kroku t je provád¥na podle vztahu:
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∆wij(t) = −η ∂E
∂wij
+ α∆wij(t− 1) (3.14)
kde η je tzv. parametr u£ení (learning rate), pohybující se v intervalu od 0 do 1, v£etn¥
krajních hodnot. Parciální derivace chyby E podle vah neuron· pak p°edstavuje zp¥tné ²í°ení
chyby z výstupní vrstvy. Koeﬁcient α je parametrem momentu, který je násoben hodnotou
zm¥ny váhy v p°edchozím kroku a je prost°edkem jak zajistit, aby °e²ení minimalizace chyby
neuvázlo v lokálním minimu.
Levenberg-Marquardt·v algoritmus
Jedná se o modiﬁkovanou verzi algoritmu pro zp¥tné ²í°ení. Pat°í mezi velmi oblíbené al-
goritmy, a to zejména pro svou vysokou rychlost. Nevýhodou ale je zvý²ená pam¥´ová ná-
ro£nost, proto se vyuºívá spí²e pro men²í sít¥. Samotný výpo£et zm¥ny váhy ∆wk lze podle
Hagana [5] matematicky vyjád°it takto:
∆wk = −[JT (wk)J(wk) + µkI]−1JT (wk)v(wk) (3.15)
kde J je Jakobián derivací chyb podle vah a v je vektor chyb. Parametr µ upravuje
chování algoritmu. Kdyº je µ roven nule, tak se algoritmus chová jako Gaussova-Newtonova
metoda. V p°ípad¥, ºe je µ zv¥t²ován, tak má algoritmus vlastnosti metody gradientového
sestupu.
Kohonenova adaptace
Jedná se o samoorganiza£ní algoritmus, který vyuºívá vektorovou kvantizaci, tzn. ºe rozmís-
´uje neurony v m°íºce takovým zp·sobem, aby svým rozd¥lením aproximovaly pravd¥po-
dobnostní rozd¥lení vstupních vzor·. Vektory uloºené v kaºdém neuronu jsou porovnávány
se vstupními vzory. Jakmile je nalezen vzor jehoº vektor je nejpodobn¥j²í zvolenému tréno-
vacímu vzoru, tak jsou upraveny jeho váhy a také váhy neuron· v jeho okolí podle vztahu,
jeº uvádí Ma°ík [10]:
wij(t+ 1) = wij(t) + η(t)h(v, t)(xi(t)− wij(t)). (3.16)
U£ení probíhá v cyklu s p°edem zvoleným po£tem krok· a není ukon£eno velikostí
poºadované chyby jako u jiných trénovacích algoritm·, jelikoº u Kohonenovy sít¥ je její
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chybová funkce obtíºn¥ deﬁnovatelná. Dodejme je²t¥, ºe existuje také varianta tohoto algo-
ritmu známá jako u£ící vektorová kvantizace (Learning Vector Quantization - LVQ), která
umoº¬uje u£ení s u£itelem.
3.3.5 Shrnutí
V této podkapitole byly p°edstaveny um¥lé neuronové sít¥. Nejd°íve byla ukázána jejich in-
spirace ve skute£ných nervových soustavách ºivých tvor·. Následn¥ byl popsán perceptron a
poté byly p°edstaveny nejbeºn¥j²í architektury sítí. Nutno podotknout, ºe jejich vý£et nebyl
zdaleka kompletní, jelikoº jednotlivé architektury mají zpravidla mnoºství modiﬁkací, které
se snaºí odstranit jejich nedostatky, tak aby byly pouºitelné pro ur£itý problém. Vzhledem
k zam¥°ení této práce na predikci vývoje na kapitálových trzích se jeví jako nejzajímav¥j²í
vícevrstvá perceptronová sí´, která je k °e²ení t¥chto problému vhodná. V záv¥ru kapitoly
byla popsána tématika u£ení neuronových sítí a £asto pouºívané algoritmy. Mezi nejpouºíva-
n¥j²í v sou£asnosti pat°í Levenberg-Marquardt·v algoritmus vycházející z principu zp¥tného
²í°ení. Ten je také implementován ve výpo£etním systému MATLAB, který bude vyuºit dále
v praktické £ásti této práce.
3.4 Výpo£etní systém MATLAB
Výpo£etní systém MATLAB p°edstavuje prost°edí pro technické výpo£ty umoº¬ující pro-
gramování vlastních skript· a algoritm·. Zárove¬ poskytuje ²iroké moºnosti vizualizace
výsledk·.
Tento výpo£etní systém byl pro realizaci praktické £ásti vybrán z n¥kolika d·vod·.
Jedním z nich je jednoduché ovládání a intuitivnost systému a dále pak velké mnoºství
zabudovaných nástroj· a knihoven funkcí, které uºivateli usnad¬ují práci. Uºivatel se tak
nemusí p°íli² zabývat technickými detaily a m·ºe se soust°edit na °e²ení vlastního problému.
V následující práci bude vyuºíván zejména zabudovaný nástroj pro práci s um¥lými neuro-
novými sít¥mi - Neural Network Time Series Toolbox, dále bude zkrácen¥ ozna£ován i jako
ntstool.
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4 Analýza problému
Hlavním cílem práce je navrhnout nástroj pro predikci vývoje cen akcií. V p°edchozím textu
byl £tená° seznámen se základními teoretickými východisky. Bylo °e£eno, ºe p°i obchodo-
vání na ﬁnan£ních trzích se obchodník musí potýkat se sloºitými rozhodovacími problémy,
zejména s ur£ením správných chvil k nákupu nebo prodeji akcií. Navrºený predik£ní nástroj
by m¥l být podp·rným prost°edkem, který toto rozhodování usnadní.
Bylo ukázáno, ºe vývoj cen akcií má charakter £asové °ady. Úsp¥²nost predikce takovéto
°ady je do zna£né míry ovlivn¥na jejími vlastnostmi. Prediktabilitu °ady lze ur£it pomocí
Hurstova exponentu. Dle jeho výsledku lze usuzovat o spolehlivosti provedené p°edpov¥di,
proto by m¥l jeho výpo£et p°edcházet predik£ního procesu. K samotnému predik£nímu pro-
cesu budou vyuºity um¥lé neuronové sít¥, jeº budou implementovány v prost°edí MATLABu.
Aby bylo moºné otestovat navrºený nástroj, vyhodnotnit úsp¥²nost predikce a odhad-
nout efektivnost a ziskovost obchodních rozhodnutí u£in¥ných na základ¥ jejích výsledk·,
bude pot°eba navrhnout také jednoduchý obchodní simulátor, který bude simulovat nákup
a prodej akcií. Analyzováním výsledk· test· a simulace bude moºné vybrat nejúsp¥²n¥j²í
model neuronové sít¥ a posoudit, do jaké míry je výhodné vyuºití um¥lých neuronových
sítí k predikci cen akcií a také jaké nastavení modelu je pro tento typ °e²eného problému
nejvhodn¥j²í.
Navrºený nástroj by m¥l uºivateli umoº¬ovat nastavit parametry modelu a zji²t¥né
výsledky poskytnout v p°ehledné form¥.
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5 Návrh °e²ení
V této kapitole bude navrºeno °e²ení predik£ního systému. Nejd°íve bude p°edstavena jeho
architektura a také budou popsány jeho jednotlivé sou£ásti. Dále budou rozebrány provád¥né
experimenty na r·zn¥ nakonﬁgurovaných modelech neuronových sítí, na£eº bude zhodnocena
kvalita t¥chto model·.
5.1 Architektura navrºeného systému
Jak uº bylo d°íve v práci zmín¥no samotný predik£ní systém je realizován ve výpo£etním
systému MATLAB, konkrétn¥ se jedná o verzi programu MATLAB2012b.
Systém je rozd¥len do n¥kolika logických celk·. Tyto celky jsou vºdy reprezentovány
samostatným skriptem spustitelným v prost°edí MATLABu a kaºdý skript zabezpe£uje
ur£itou funkcionalitu systému. O spou²t¥ní jednotlivých sou£ástí se stará hlavní skript
run_scripts.m. Ten si nejd°íve po uºivateli vyºádá parametry, se kterými má nástroj pra-
covat, pop°ípad¥ pouºije p°ednastavené hodnoty a následn¥ spustí dal²í skripty, jeº vykonají
vlastní práci. Celý systém má tyto funk£ní sou£ásti:
• modul pro staºení a nahrání dat,
• modul pro vytvo°ení modelu neuronové sít¥,
• modul pro p°ípravu trénovacích dat,
• modul pro trénování a simulaci sít¥,
• modul pro výpis výsledk· u£ení a simulace neuronové sít¥,
• simulátor obchodování.
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Na obrázku 5.1 je zobrazeno zjednodu²ené schéma vztah· mezi jednotlivými sou£ástmi
celého predik£ního nástroje.
Obrázek 5.1: Schéma predik£ního nástroje (Zdroj: vlastní)
V následujících podkapitolách bude fungování jednotlivých sou£ástí popsáno podrob-
n¥ji.
5.1.1 Staºení a nahrání dat
Funkcionalitu pro staºení pot°ebných dat, na kterých bude probíhat u£ení sít¥, obstarává
skript download_data.m. Na svém vstupu o£ekává od uºivatele zadání n¥kolika parametr·.
Jednak musí uºivatel speciﬁkovat symbol poºadovaného ﬁnan£ního instrumentu, dále po-
£ate£ní a koncové datum £asové °ady a také její frekvenci (denní, týdenní nebo m¥sí£ní).
Jestliºe nejsou poºadované parametry uºivatelem zadány, tak jsou zvoleny výchozí hod-
noty. Po zadání parametr· jsou pak staºena konkrétní data £asové °ady z webového serveru
www.yahooﬁnance.com, kde jsou voln¥ k dispozici aktuální i historické ceny mnoha ﬁnan£-
ních instrument· trhu NASDAQ, a to aº n¥kolik let nazpátek.
Data stahovaná z webového serveru jsou ve formátu CSV (Comma-separated Values
souboru, coº je typ souboru, který obsahuje poºadovaná data ve sloupcích a tyto sloupce
jsou odd¥leny £árkou. V konkrétním staºeném souboru jsou uloºeny £asové °ady OHLC cen,
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tedy otevírací, zavírací, nejvy²²í a nejniº²í ceny. Dále jsou k dispozici i obchodovaná mnoºství
akcií a odpovídající datum obchodního dne, kdy bylo obchodováno s t¥mito cenami.
V p°ípad¥, ºe uºivatel chce vyuºít data z jiného zdroje a má je jiº staºená u sebe
v po£íta£i, tak je mu umoºn¥no nahrát je do aplikace pomocí skriptu read_data.m. Tento
skript o£ekává na vstupu pouze celou cestu k souboru obsahující data. Podmínkou správného
na£tení dat ov²em je, ºe zvolený soubor musí být ve formátu CSV a po°adí sloupc· dat
v n¥m musí být takové, jaké je skriptem o£ekáváno.
5.1.2 Trénování sít¥
Tato komponenta tvo°í hlavní jádro predik£ního systému. Jedná se o vytvo°ený model neuro-
nové sít¥, který je natrénován na zvolených datech a následn¥ m·ºe být provedena simulace
sít¥ za ú£elem p°edpov¥zení vývoje £asové °ady.
Model um¥lé neuronové sít¥ je vytvo°en v MATLABu s vyuºitím nástroje Neural Ne-
twork Time Series Tool (spustitelný zadáním ntstool do p°íkazové °ádky v MATLABu).
Skript, který obsahuje tento model sít¥ má název trainnar.m nebo trainnarx.m podle
zvolené architektury neuronové sít¥. Tyto skripty jsou konstruovány tak, aby je bylo moºno
spou²t¥t s rozdílnými parametry, které ur£ují charakter konkrétního modelu.
Pouºitý nástroj ntstool pro tvorbu modelu poskytuje dv¥ architektury neuronových
sítí pouºitelných pro predikci £asových °ad. Jedná se jednak o nelineární autoregresivní
model známý pod zkratkou NAR (z anglického Nonlinear Autoregressive) a druhou ar-
chitekturou je nelineární autoregresivní model s vn¥j²ími vstupy ozna£ovaný jako NARX
(Nonlinear Autoregressive network with exogenous inputs). Vyuºity budou oba tyto modely,
proto budou nejd°íve stru£n¥ charakterizovány.
• NAR model - jedná se o model neuronové sít¥ vyuºívaný p°i °e²ení predik£ních
problém·, který je schopen na základ¥ p°edloºených historických dat odhadnout jejich
budoucí vývoj. Matematicky by se model dal zapsat následující rovnicí:
y(t) = f(y(t− 1), ...y(t− d)) (5.1)
Kde y(t) p°edstavuje danou £asovou °adu, která má d hodnot. Na obrázku 5.2 je
znázorn¥no obecné schéma NAR modelu.
41
Obrázek 5.2: Obecné schéma NAR modelu (Zdroj: MATLAB)
Tento model umoº¬uje dv¥ varianty pouºití. První variantou je jednokroková pre-
dikce, kdy model p°edvídá hodnotu jen jeden krok do budoucnosti. Druhou variantou
je vytvo°ení uzav°ené smy£ky v modelu a výsledkem potom je vícekroková predikce.
V této práci bude experimentováno s první variantou.
• NARX model - je velmi podobný p°edchozímu modelu. Hlavní rozdíl spo£ívá v tom,
ºe na vstup modelu m·ºe být krom¥ historické £asové °ady p°ipojena jedna nebo více
dal²ích £asových °ad vn¥j²ích hodnot. Tyto £asové °ady mohou být tvo°eny r·znými
typy hodnot nap°. technickými ukazateli. Smyslem p°ipojením t¥chto dodate£ných
zdroj· dat je zvý²ení p°esnosti predikce modelu. Nutno ale dodat, ºe je náro£né zvolit
správná data. V p°ípad¥, ºe poskytnuté vn¥j²í vstupy nemají s hlavní £asovou °adou
n¥jakou vhodnou závislost nebo v situaci, kdy je na vstup modelu p°ipojeno mnoho
vn¥j²ích vstup·, m·ºe dojít i ke zna£nému zhor²ení predik£ních vlastností modelu.
Takºe i zde platí, ºe mén¥ je n¥kdy více. Matematický popis pak vypadá následovn¥:
y(t) = f(x(t− 1), ..., x(t− d), y(t− 1), ..., y(t− d)) (5.2)
V této rovnici p°edstavují hodnoty y(t) hlavní £asovou °adu a x(t) jsou hodnoty
£asové °ady dal²ího vn¥j²ího vstupu. V²echny pouºité £asové °ady musí mít stejnou
délku d. Stejn¥ jako u NAR modelu i u modelu NARX je moºná jednokroková a
vícekroková predikce. Obecné schéma tohoto modelu je vid¥t na Obrázku 5.3.
Obrázek 5.3: Obecné schéma NARX modelu (Zdroj: MATLAB)
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Podle parametr·, jeº byly na za£átku skriptu zadány, se li²í jednotlivé modely neuro-
nové sít¥. Krom prvotního rozhodnutí, zda se bude vyuºívat model NAR nebo NARX, se
jedná zejména o volbu po£tu neuron·, která ovliv¬uje schopnost u£ení sít¥ a její genera-
lizaci. V²echny modely na nichº bylo provád¥no testování sestávají práv¥ ze dvou vrstev.
Jednak z jedné skryté vrstvy jejíº neurony vyuºívají p°enosovou funkci tansig (hyperbolická
tangentoida). Dále má kaºdý model jednu výstupní vrstvu sestávající z jednoho neuronu pra-
cujícího s lineární p°enosovou funkci purelin. Dal²ím nastavením, kterým je moºné m¥nit
chování modelu je p°ídání zpoºd¥ní vstupních hodnot.
Je²t¥ p°ed samotným trénováním sít¥ jsou na vstupní data aplikovány funkce, které
mají za úkol data p°edzpracovat a upravit (tzv. preprocessing), tak aby bylo u£ení co nej-
efektivn¥j²í. Tyto funkce pouºívá MATLAB uº automaticky ve svém výchozím nastavení.
Jedná se o funkci mapminmax, která normalizuje hodnoty vstupních dat do intevalu od -1
do 1, coº ve v¥t²in¥ p°ípad· urychlí trénink sít¥. Dal²í funkcí je removeconstantrows, která
odstraní ze vstupních dat opakující se °ádky, jeº nep°idávají p°i tréninku ºádnou novou
informa£ní hodnotu. T°etí funkcí, kterou jsou vstupní data upravena je fixunknowns. Ta
p°evede ne£íselné hodnoty vyskytující se v datech (ozna£ovaná jako NaN hodnoty) na £íselné,
tak aby nedo²lo k naru²ení tréninku.
Data pouºitá pro u£ení jsou následn¥ rozd¥lena do t°í skupin na data trénovací, vali-
da£ní a testovací. Trénovací sada dat je pouºita k samotnému tréninku neuronové sít¥, tedy
k nastavení vah jednotlivých neuron·. Valida£ní sada dat slouºí ke zji²t¥ní, zda uº nedochází
k p°eu£ení sít¥ (tzv. overﬁttingu). Na základ¥ valida£ních dat uº se nem¥ní váhy neuron·,
ale zji²´uje se, jestli se p°i sníºení chyby sít¥ u trénovacích dat sníºí chyba také u dat, která
síti je²t¥ nebyla ukázána. Pokud by chyba u trénovacích dat klesala, ale u valida£ních dat by
naopak za£ala r·st, tak je to znamením, ºe se sniºuje schopnost generalizace sít¥ a dochází
k p°eu£ení. Poslední testovací sada op¥t obsahuje data, se kterými se sí´ je²t¥ nesetkala a
ov¥°í se na ní nau£enost sít¥. Beale a Hagan [2] také uvád¥jí, ºe pokud k°ivka zobrazující
chybu v testovacích datech dosáhne svého minima ve výrazn¥ odli²né iteraci, neº ve které
leºí minimum trénovacích a valida£ních dat, m·ºe to signalizovat nevhodné rozd¥lení dat
do t¥chto podskupin a je pot°eba provést zm¥nu.
Rozd¥lení vstupních dat do vý²e popsaných t°í kategorií probíhá ve výchozím nastavení
náhodn¥, a to v pom¥ru 70% pro trénovací sadu, 15% pro valida£ní sadu a 15% pro sadu
testovací. V p°ípad¥ pot°eby je ale moºné tento pom¥r zm¥nit.
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U£ení modelu neuronové sít¥ je provedeno spu²t¥ním zabudované funkce train a pro-
bíhá pomocí algoritmu Levenberg-Marquardt, který byl popsán v teoretické £ásti práce, a
který nabízí uspokojivou rychlost u£ení. Výstupem u£ícího procesu je datová struktura net,
která p°edstavuje nau£enou sí´. Dále je po tréninku k dispozici n¥kolik charakteristik a graf·
na jejichº základ¥ lze posoudit, jak byl tento proces úsp¥²ný. Tyto charakteristiky jsou p°í-
stupny z výstupního okna tréninku zobrazené nástrojem Neural Network Time Series Tool.
V n¥m si uºivatel m·ºe výsledky tréninku d·kladn¥ prostudovat a zobrazit grafy p°íslu²ných
charakteristik.
Nejvýznamn¥j²ím ukazatelem výkonnosti sít¥, který si uºivatel m·ºe zobrazit z výstup-
ního okna tréninku sít¥ je metoda st°ední kvadratické chyby, zkrácen¥ MSE (Mean Squared
Error), zobrazená v grafu. V n¥m jsou na ose x vºdy zobrazeny tzv. epochy tréninku a na
ose y pak vypo£tená chyba MSE. Dále se tento graf skládá ze t°í k°ivek, jeº jsou barevn¥
odli²eny na modrou, zelenou a £ervenou. Modrá k°ivka p°edstavuje vývoj MSE v trénovacích
datech, zelená k°ivka je chybou ve valida£ních datech a nakonec £ervená k°ivka zobrazuje
chybu v testovací sad¥ dat. Obecn¥ se dá °íci, ºe po celou dobu u£ení dochází ke zlep²ování
výsledk· sít¥ na trénovacích datech a modrá k°ivka klesá. Nicmén¥ od ur£itého bodu za£ne
nar·stat MSE ve valida£ních datech a sí´ ztrácí svou schopnost generalizace. Optimálním
°e²ením je tedy bod, kde zelená k°ivka dosáhla svého minima. Jak tento graf p°esn¥ vypadá
pro konkrétní p°íklad bude ukazáno v podkapitole zabývající se samotnými experimenty.
5.1.3 Simulace neuronové sít¥
Jakmile je neuronová sí´ natrénována, m·ºe se p°istoupit k její simulaci a predikci dal²ího
vývoje. Simulace probíhá na objektu net získaném v p°edchozím kroku a to bu¤ s p·vodními
daty a nebo je moºné poskytnout síti data nová. Poºadované predikce je dosaºeno tím, ºe
je odstran¥no zpoºd¥ní na vstupu sít¥. Takto pozm¥n¥ná sí´ poskytuje na výstupu stejné
hodnoty jako p°edchozí natrénovaná sí´ ale tím, ºe jsou vstupní hodnoty posunuty o délku
zpoºd¥ní doleva, dochází k tomu, ºe výsledky výstupních hodnot jsou k dispozici o krok
d°íve. To znamená, ºe v situaci, kdy má sí´ k dispozici vstupní hodnotu y(t), tak výstupem
je uº predikovaná hodnota y(t + 1).
Jedním z výstup· tohoto modulu je také hodnota Hurstova exponentu pro danou £aso-
vou °adu, podle níº je moºno °íci, do jaké míry je °ada p°edvídatelná. Algoritmus provád¥jící
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výpo£et exponentu je implementován podle postupu, jeº byl uveden v kapitole 3.2.1 v teo-
retické £ásti práce.
5.1.4 Výpis výsledk· u£ení a simulace neuronové sít¥
Tento modul je implementován v souboru print_result.m. Jedná se o jednoduchý skript,
který slouºí k výpisu výsledných hodnot tréninku um¥lé neuronové sít¥, zejména ceny akcie
poslední obchodní den a predikovaná ceny pro následující obchodní den, coº je dopln¥no
komentá°em, zda je vhodné nakupovat nebo prodávat. Dále je zde zapsána také hodnota
Hurstova exponentu pro odpovídající £asovou °adu. Krom toho jsou do zvlá²tního souboru
ukládány také st°ední kvadratické chyby zji²t¥né p°i tréninku konkrétního modelu neuronové
sít¥.
5.1.5 Simulátor obchodování
Simulátor obchodování je implementován ve skriptu trade.m. Jeho hlavním smyslem je
ov¥°ení vyuºitelnosti predikovaných hodnot vývoje cen p°i obchodování na hypotetickém
trhu. Jedná se ov²em jen o zjednodu²enou simulaci, která abstrahuje od detail· speciﬁckých
pro reálné trhy. Ú£elem tedy není napodobit n¥který konkrétní trh.
Do simulátoru vstupuje n¥kolik parametr· ovliv¬ujících jeho b¥h a chování. Jedná se
jednak o celou £asovou °adu skute£ných cen ﬁnan£ního instrumentu. Následujícím para-
metrem simulátoru je hodnota, jeº ur£uje na kolika £asových periodách °ady má simulace
probíhat. Tento parametr je zaveden z toho d·vodu, ºe £asové °ady, na kterých probíhá
trénink sít¥ mohou být velice dlouhé, coº by vedlo k nep°ehlednosti a nízké informa£ní hod-
not¥ výsledk· obchodního simulátoru. Proto má uºivatel moºnost zvolit velikost £asového
intervalu, který bude simulován. Výchozí délka simulace je 100 dní. Dále je moºné zvolit
po£áte£ní ﬁnan£ní obnos na virtuálním ú£tu, se kterým bude simulátor disponovat, jeho vý-
chozí hodnota je nastavena na 5000 $. Kone£n¥ posledním parametrem nutným pro spu²t¥ní
skriptu je zadání cesty k souboru, do kterého se mají zapisovat výsledky simulace.
Simulace samotná je potom jednodu²e provedena algoritmem, který v cyklu prochází
zvolený rozsah dat z £asové °ady skute£ných cen akcie. Pro kaºdý následující den je prove-
dena simulace natrénované sít¥, jejíº výsledná hodnota je hledanou predikovanou hodnotou.
V kaºdém kroku simulace je porovnána aktuální skute£ná cena akcie pro daný krok, s cenou
kterou p°edpov¥d¥la neuronová sí´ pro krok následující. Je-li p°edpov¥zen rostoucí trend,
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tedy to ºe následující p°edpov¥zená cena je v¥t²í neº sou£asná skute£ná cena, tak simulátor
nakoupí akcie za v²echny ﬁnan£ní prost°edky, které má v danou chvíli k dispozici (tyto ﬁ-
nan£ní prost°edky jsou mu strºeny z virtuálního ú£tu). Kdyº je naopak p°edpov¥zen pokles
ceny, tak simulátor prodá v²echny d°íve nakoupené akcie a na virtuální ú£et je mu p°ipsán
odpovídající ﬁnan£ní obnos. Tento zp·sob simulace neobsahoval ºádný zp·sob ochrany proti
ztrátám. Aby byla simulace blíºe realit¥ byla pro uºivatele p°idána moºnost nastavit i para-
metr STOP LOSS, tedy prevenci proti ztrátám, který je vyjád°en procentem. Pokud systém
nakoupil akcie a cena t¥chto akcií poklesne o zadané procento oproti nákupní cen¥, tak sys-
tém akcie prodá a sniºuje tak míru ztráty, která by nastala, kdyby cena dále klesala. Ve
výchozím nastavení je tento parametr vypnut.
Výstupem simulace obchodování je potom kone£ný z·statek na virtuálním ú£tu, díky
£emuº lze ur£it, zda predik£ní schopnosti daného modelu neuronové sít¥ vedly k ziskovému
obchodování (kone£ný z·statek na ú£tu je vy²²í neº po£áte£ní) nebo ne. Dále jsou ve vý-
stupních výsledcích uvedeny podrobnosti o provedené simulaci. Zejména procentní úsp¥²nost
s jakou neuronová sí´ dokázala správn¥ odhadnout sm¥r trendu, kolikrát simulátor vstoupil
na trh a také kolik akcií celkem b¥hem simulace nakoupil a prodal. Tyto výsledné hodnoty
jsou pak zapsány do souboru, jehoº lokace byla speciﬁkována p°ed spu²t¥ním simulace, do
stejného umíst¥ní jsou také vygenerovány grafy zobrazující pr·b¥h simulace a vývoj z·statku
na virtuálním ú£tu.
5.2 Experimentování s modely neuronových sítí
V této £ásti práce budou popsány provád¥né experimenty s konkrétními konﬁguracemi mo-
del· neuronových sítí a vyhodnocení jejich výsledk·. Testovány budou dv¥ architektury sítí,
jednak architektura NAR a také architektura NARX (s dal²ím vn¥j²ím vstupem). U kaºdé
z nich budou testovány r·zné po£ty neuron·, vstupních zpoºd¥ní s cílem najít nejvhodn¥j²í
kombinaci pro °e²ení problému predikce cen akcií. U architektury NARX bude navíc síti po-
skytnut dal²í vn¥j²í vstup v podob¥ indikátor· technické analýzy a bude zkoumáno, zda se
jejich p°ipojení na vstup sít¥ projeví niº²í chybou, kterou bude sí´ produkovat nebo naopak
dojde ke zhor²ení výkonu sít¥.
Jednotlivé modely budou testovány na více druzích akcií, zejména na akciích Google a
Yahoo. D·vodem k tomuto kroku je, ºe výkon sít¥ m·ºe být do zna£né míry ovlivn¥n vola-
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tilitou cenového ukazatele a také tím, ºe se v £asové °ad¥ m·ºe objevit n¥jaký dlouhodobý
sm¥r trendu, jeº m·ºe mít vliv na ziskovost obchodní simulace.
5.2.1 Kritéria výb¥ru vhodného modelu
Prvním m¥°ítkem pro ur£ení výkonnosti modelu neuronové sít¥ je výpo£et st°ední kvadra-
tické chyby - MSE. Úkolem je tedy najít takovou kombinaci parametr· neuronové sít¥, aby
byla chyba MSE, co nejniº²í. P°i tréninku sít¥ je moºné rozli²it t°i druhy chyby MSE, podle
toho zda je nam¥°ena v tréninkových, valida£ních nebo testovacích datech. Aby byla zacho-
vána schopnost generalizace sít¥, tak nesta£í pouze nízká chyba nam¥°ena u trénovácích dat,
ale je t°eba sledovat také velikost chyby u valida£ních a testovacích dat.
Hledání nejniº²í chyby MSE probíhalo pouºitím d°íve popsaného skriptu run_scripts.m,
který postupn¥ ve for cyklu spou²tí v²echny modely sítí se zvolenými po£ty neuron· a zpoº-
d¥ní. Konkrétn¥ byly testovány modely s po£tem neuron· pohybujícím se v rozsahu 5 aº 30
a kaºdý tento model byl zárove¬ testován se zpoºd¥ními o hodnotách 2 aº 15.
Pro kaºdou konﬁguraci modelu bylo provedeno n¥kolik trénovacích b¥h· a na jejich zá-
klad¥ bylo získáno po°adí nejúsp¥²n¥j²ích model·. Úsp¥²ným modelem se v tomto kontextu
rozumí ten, který dosáhl nejniº²í chyby MSE.
Dal²í sledovanou metrikou je procentní úsp¥²nost odhadu sm¥ru trendu a její vliv na
ziskovost modelu v obchodní simulaci, jelikoº model m·ºe být ziskový i v situaci, kdy se mu
sice neda°í odhadnout p°esnou hodnotu ceny akcie, ale stále dokáºe správn¥ ur£it alespo¬
sm¥r vývoje ceny.
D·leºitým kritériem pro výb¥r vhodného modelu jsou samoz°ejm¥ jeho výsledky, kte-
rých dosáhl v obchodní simulaci. Zkoumána je zejména jeho ziskovost, tedy o kolik procent
byl navý²en nebo sníºen vstupní kapitál.
Vzhledem k tomu, ºe bylo provedeno velké mnoºství experiment·, tak budou v násle-
dujících podkapitolách podrobn¥ji probrány pouze vybrané modely sítí jak pro architekturu
NAR, tak i NARX. Výsledky v²ech model· pak budou shrnuty a budou porovnány rozdíly
mezi NAR a NARX modelem.
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5.2.2 Experimenty s modelem NAR
V této podkapitole bude pro názornost blíºe popsán pr·b¥h trénování a simulace jednoho
konkrétního vybraného modelu NAR. Tento model má na vstupu pouze jednu £asovou °adu
s historickými hodnotami cen.
Trénování modelu NAR
V tomto experimentu byla k natrénování neuronové sít¥ pouºita £asová °ada zachycující
vývoj zavíracích cen akcií ﬁrmy Google (symbol GOOG) z £asového úseku od 10. £ervna 2009
do 6. b°ezna 2013.
Pouºitá sí´ se skládala z deseti neuron· v první skryté vrstv¥ a z jednoho neuronu
ve výstupní vrstv¥. asové zpoºd¥ní hodnot na vstupu bylo nastaveno na dva kroky. Jak
vypadá zapojení tohoto modelu je ukázáno na obrázku 5.4.
Obrázek 5.4: Schéma trénované NAR sít¥ (Zdroj: vlastní)
Na obrázku 5.5 je ukázán vý°ez výstupního okna, které je zobrazeno po natrénování
tohoto modelu. Ve výstupním okn¥ lze mimo jiné vid¥t stru£n¥ shrnuté parametry, se kterými
u£ení probíhalo a také to nejd·leºit¥j²í - výsledky tréninku.
Jak je vid¥t z výstupního okna, byla tato konkrétní sí´ natrénována v patnácti iteracích
(nebo také epochách) a to velmi rychle b¥hem pouhé jedné sekundy. Poloºka Performance
zobrazuje dosaºený výkon sít¥, respektive chybu MSE. Jak vidno u£ení modelu bylo v tomto
p°ípad¥ ukon£eno ve chvíli, kdy byla chyba rovná hodnot¥ 85,1.
Za zmínku stojí je²t¥ kritéria omezující délku u£ení. Jedná se o poloºky - Epoch,Gradient
a Validation Checks. Tyto t°i poloºky p°edstavují podmínky, pomocí jejichº hodnoty je
rozhodováno, kdy bude trénování sít¥ ukon£eno.
Poloºka Epoch udává maximální po£et iterací pro nau£ení neuronové sít¥. Její výchozí
hodnota je programem nastavena na 1000. Zm¥na po£tu provád¥ných iterací je moºná úpra-
vou prom¥nné net.trainParam.epochs.
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Obrázek 5.5: Výsledek trénování NAR modelu (Zdroj: vlastní)
Dal²í podmínkou pro uko£ení u£ení je vý²e gradientu. Gradient v pr·b¥hu tréninku
postupn¥ klesá a u£ení by bylo ukon£eno, kdyby dosáhl hodnoty men²í neº 10−7. Toto je
výchozí hodnota p°ednastavená programem MATLAB, ale v p°ípad¥ nutnosti je i ji pocho-
piteln¥ moºno zm¥nit a to úpravou parametru net.trainParam.min_grad.
Poloºka Validation Checks ur£uje kolik neúsp¥²ných valida£ních kontrol musí být pro-
vedeno, aby do²lo k p°eru²ení tréninku. Hodnota této podmínky znamená po£et iterací tré-
ninku, b¥hem kterých se nepoda°í sníºit chybu ve valida£ní datové sad¥ nebo pokud chyba
za£ne dokonce nar·stat. Vybráno je pak °e²ení s minimální chybou, které bylo dosaºeno
p°ed zvoleným po£tem iterací. MATLABem nastavená výchozí hodnota t¥chto neúsp¥²ných
iterací je rovna ²esti, ov²em stejn¥ jako hodnotu gradientu i vý²i této podmínky lze upravit.
Konkrétn¥ zm¥nou prom¥nné net.trainParam.max_fail.
Existují je²t¥ dal²í dva zp·soby, kterými lze omezit délku u£ení sít¥. Jedná se bu¤to
o ur£ení poºadované úrovn¥ chyby MSE zm¥nou parametru net.trainParam.goal a nebo
o nastavení £asového omezení v prom¥nné net.trainParam.time. V na²em p°ípad¥ ov²em
tyto dv¥ podmínky nejsou vyuºity. Poºadavaná chyba je nastavena na nejniº²í moºnou
dosaºitelnou a £asové omezení je vypnuto (nastaveno na hodnotu Inf - nekone£no). Pro
ukon£ení tréninku se tedy po£ítá pouze s podmínkami na maximální po£et iterací, omezení
po£tu neúsp¥²ných valida£ních kontrol a minimální hodnotu gradientu.
Jak patrno z d°ív¥j²ího obrázku 5.5 v tomto konkrétním experimentu bylo u£ení p°eru-
²eno práv¥ z d·vodu vy£erpání zvoleného po£tu valida£ních kontrol.
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Samotný pr·b¥h tréninku lze vy£íst z obrázku 5.6, který zobrazuje graf vývoje chyby
v jednotlivých iteracích.
Obrázek 5.6: Vývoj chyby MSE p°i u£ení NAR sít¥ (Zdroj: vlastní)
V tomto grafu jsou barevn¥ odli²eny k°ivky pro chybu v jednotlivých datových sadách.
Modrá k°ivka zobrazuje chybu v sad¥ trénovacích dat, zelená chybu ve valida£ní sad¥ a
£ervená k°ivka p°edstavuje chybu v testovacích datech.
V grafu je vid¥t postupný pokles chyby v jednotlivých datových sadách. Svého minima
dosáhla chyba ve valida£ních datech jiº v deváté iteraci, a to konkrétn¥ hodnoty 97,81. V ná-
sledujících ²esti epochách uº za£ala chyba pozvolna stoupat. Nicmén¥ z grafu není patrné, ºe
by docházelo k nep°ijatelnému p°etrénování sít¥, protoºe nár·st chyby ve valida£ních datech
je minimální.
Jakých hodnot nej£ast¥ji chyba nabývá je z°ejmé z histogramu na obrázku 5.7. Jednot-
livé kategorie chyb jsou barevn¥ rozli²eny stejn¥ jako v p°edchozím grafu, který ukazoval
jejich vývoj. Z histogramu je vid¥t, ºe chybové hodnoty mají zhruba tvar normálního rozlo-
ºení. Rozsah chyb je pom¥rn¥ ²iroký od p°ibliºn¥ -51, kde záporné znaménko znamená, ºe
sí´ odhadovala niº²í cenu neº ve skute£nosti byla, aº po hodnotu 63. Nicmén¥ nejvíce chyb
bylo v pom¥rn¥ úzkém intervalu kolem hodnoty 0 a výsledek u£ení je vcelku uspokojivý.
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Obrázek 5.7: Histogram rozloºení chyby modelu NAR (Zdroj: vlastní)
Dal²ím ukazetelem p°ístupným z výsledkového okna tréninku je graf autokorelace chyby
(Error Autocorrelation Plot), který slouºí k validaci modelu. Tento graf je zobrazen na
obrázku 5.8. Na ose x je nanesen tzv. lag (£asový posun) a na ose y jsou hodnoty korelace.
V ideálním p°ípad¥ by m¥la mít korelace nenulovou hodnotu pouze v bod¥, kde se lag rovná
nule. Tento stav by znamenal, ºe jednotlivé chyby na sob¥ nejsou nijak závislé a jedná se
pouze o bílý ²um. Zárove¬ tento graf obsahuje dv¥ linie (£ervené p°eru²ované p°ímky), jeº
ohrani£ují tzv. interval jistoty. Pokud v²echny hodnoty korelace, krom¥ té kde je lag roven
nule, spadají do tohoto intervalu, pak je daný model validní. Z grafu je patrné, ºe s tímto
modelem nejsou ºádné výrazné problémy a hodnoty korelací spadají zhruba do vyzna£eného
intervalu jistoty.
Dal²í pohled na výsledky trénování nabízí graf zobrazující regresi, který je ukázán na
obrázku 5.9.
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Obrázek 5.8: Graf autokorelace (Zdroj: vlastní)
Obrázek 5.9: Graf regrese modelu NAR (Zdroj: vlastní)
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Ov²em nejlépe viditelná je úsp¥²nost £i neúsp¥²nost sít¥ z grafu, jeº zobrazuje vývoj
kurzu akcií a odpovídající odhadované hodnoty. Na obrázku 5.10 je p°iblíºený vý°ez tohoto
grafu, tak aby byly lépe patrné rozdíly mezi ob¥ma £asovými °adami. Na ose x je zobrazen
vývoj £asu v dnech, na ose y jsou naná²eny samotné ceny akcie. Dále je v grafu modrou bar-
vou zobrazena k°ivka skute£ných hodnot a £ervenou barvou je pak vykreslena odhadovaná
k°ivka. Je z°ejmé, ºe odhadovaná £asová °ada pom¥rn¥ v¥rn¥ aproximuje pr·b¥h skute£né
£asové °ady.
Obrázek 5.10: Odhadovaná a skute£ná £asová °ada modelu NAR (Zdroj: vlastní)
Dal²ím d·leºitým krokem po natrénování modelu sít¥ je odstran¥ní zpoºd¥ní vstupních
dat, tak aby sí´ poskytovala výsledné hodnoty o krok dop°edu. Schéma tohoto konkrétního
modelu s odstran¥ným zpoºd¥ním je znázorn¥no na obrázku 5.11. Na hodnotách, jeº jsou
výsledkem takto upravené sít¥ uº lze provád¥t obchodní simulaci.
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Obrázek 5.11: Schéma modelu sít¥ NAR s odstran¥ným zpoºd¥ním (Zdroj: MATLAB)
5.2.3 Výsledky tréninku modelu NAR
Pro architekturu NAR bylo provedeno více neº 10 000 trénovacích b¥h· pro modely s r·z-
nými po£ty neuron· a zpoºd¥ní. V tabulce 5.1 je ukázáno deset model·, které p°i u£ení
dosáhly nejniº²í st°ední kvadratické chyby MSE p°i u£ení na £asové °ad¥ cen akcií Google.
Po£et neuron· Zpoºd¥ní Doba tréninku [s] MSE
25 5 16,6 79,71
16 5 12 79,80
14 5 3,8 80,37
15 5 5,4 80,9
18 5 5,2 80,9
13 5 6,5 81,39
12 5 8,9 81,39
15 4 4,7 81,58
20 5 4,6 81,73
30 5 15,6 81,79
Tabulka 5.1: Výsledky tréninku modelu NAR (akcie Google)
Je z°ejmé, ºe nejniº²í chyby MSE dosahovaly modely s vy²²ím po£tem neuron·. Vý-
znamnou roli hraje také parametr zpoºd¥ní. Vysoký po£et neuron· v síti má za následek
del²í dobu tréninku, nicmén¥ nár·st této doby není p°íli² výrazný.
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5.2.4 Výsledky obchodní simulace modelu NAR
Praktické vyuºití výsledk· natrénovaných model· neuronových sítí bylo otestováno pomocí
d°íve popsaného obchodního simulátoru. Simulováno bylo vºdy 100 obchodních dní, p°i£emº
kaºdý model za£ínal s po£áte£ním stavem virtuálního ú£tu 5000$.
P°i pokusných simulacích na £asové °ad¥ cen akcií Google nebyly modely NAR schopny
dosáhnout zisku, p°estoºe v mnoha p°ípadech dokázaly ur£it správný vývoj trendu s úsp¥²-
ností p°es 50%. D·vodem neúsp¥²nosti model· je v tomto p°ípad¥ z°ejm¥ nedostate£n¥
p°esné nau£ení sít¥. Dal²ím faktorem m·ºe být také charakter £asové °ady, která ve vybra-
ném intervalu, na kterém probíhala simulace, m¥la klesající charakter.
Celý proces trénování sítí a jejich simulace byl proveden také na £asových °adách akcií
spole£nosti Yahoo. Zde uº modely NAR dosahovaly lep²ích výsledk· neº v p°edchozím
p°ípad¥ a ve v¥t²in¥ simula£ních b¥h· byly ziskové. Je to dáno zejména tvarem £asov¥ °ady,
která nebyla ani p°eváºn¥ klesající ani p°eváºn¥ rostoucí. Nejlep²ího výsledku dosáhl model
mající dvanáct neuron· a vstupní zpoºd¥ní dvanácti £asových krok·. Tento model m¥l na
konci simulace na svém vituálním ú£tu £ástku 6213,75$, coº je rozdíl 24,3% vzhledem ke
stavu konta na po£átku. Úsp¥²nost p°i odhadu trendu byla u tohoto modelu 65%.
5.2.5 Experimenty s modelem NARX
Hlavním rozdílem p°i testování model· NARX oproti experiment·m s modelem NAR bylo
p°ivedení vºdy jedné £asové °ady navíc na vstup sít¥. Krom¥ historické £asové °ady byly
tedy pouºity i £asové °ady následujících indikátor· technické analýzy:
• sedmidenní a patnáctidenní klouzavé pr·m¥ry,
• sedmidenní a patnáctidenní exponenciální klouzavé pr·m¥ry,
• indikátor MACD,
• sedmidenní indikátor Williams %R,
• sedmidenní a patnáctidenní indikátor RSI (Relative Strength Index ),
• sedmidenní a patnáctidenní indikátor ROC (Rate Of Change),
• sedmidenní a patnáctidenní rychlý stochastický oscilátor,
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• sedmidenní a patnáctidenní pomalý stochastický oscilátor.
Pro kaºdou konﬁguraci modelu sít¥ byl vºdy pouºit v daném experimentu jen jeden
z vý²e jmenovaných indikátor·. Na vstup sít¥ by bylo sice moºno p°ipojit více vstupních
technických indikátor·, ale výsledek tohoto kroku by uº v mnoha p°ípadech mohl být spí²e
kontraproduktivní a zárove¬ by se zna£n¥ prodlouºila doba u£ení sít¥ a nalezení ideálního
modelu sít¥.
K výpo£tu jednotlivých technických ukazatel· nejsou zapot°ebí ºádná dal²í data a jsou
vypo£teny z jiº dostupných staºených £asových °ad pro otevírací, zavírací, minimální a
maximální ceny.
Trénování modelu NARX
V této podkapitole bude popsán p°íklad konkrétního tréninku vybrané NARX sít¥. Aby
bylo snadn¥j²í srovnání s p°edchozím experimentem s modelem NAR, tak byla pouºita stejná
vstupní data. Jako hlavní vstupní £asová °ada byla tedy také zde pouºita data s historickým
vývojem zavíracích cen akcií spole£nosti Google pro období od 10. £ervna 2009 do 6. b°ezna
2013. Druhou £asovou °adou p°ipojenou na vstup modelu jsou v tomto p°ípad¥ hodnoty
sedmidenního klouzavého pr·m¥ru.
Pro názornost byly i zde zvoleny stejné po£ty neuron· jako d°ív¥j²ím p°íkladu s NAR
modelem, tzn. po£et neuron· ve skryté vrstv¥ je v tomto p°ípad¥ také deset a ve výstupní
vrstv¥ je pak jeden neuron. Zpoºd¥ní p°i trénování sít¥ bylo zvoleno na dva £asové kroky.
Schéma tohoto modelu sít¥ je zobrazeno na obrázku 5.12.
Obrázek 5.12: Schéma trénované NARX sít¥ (Zdroj: vlastní)
Na obrázku 5.13 je vid¥t £ást výstupního okna se shrnutými výsledky provedeného
tréninku.
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Obrázek 5.13: Výsledek trénování NARX modelu (Zdroj: vlastní)
Z tohoto výsledného okna lze vy£íst, ºe zkoumaná sí´ byla nau£ena b¥hem 29 iterací a
u£ení trvalo £ty°i vte°iny. Podmínky stanovující jak dlouho bude sí´ trénována jsou i v tomto
p°ípad¥ nastaveny stejn¥ jako v p°ípad¥ modelu NAR. K zastavení tréninku zde do²lo p°i
velikosti chyby rovné hodnot¥ 39,9. D·vodem k ukon£ení bylo i v tomto p°ípad¥ vy£erpání
limitu ²esti neúsp¥²ných valida£ních kontrol.
Pr·b¥h vývoje chyby MSE je patrný grafu na obrázku 5.14. Barevné rozli²ení k°ivek
je stejné jako d°íve, tedy modrá k°ivka pro chybu v trénovacích datech, zelená pro chybu
ve valida£ní sad¥ a £ervená pro testovací data. Z grafu je patrné, ºe v prvních zhruba p¥ti
iteracích dochází razantnímu poklesu chyby ve v²ech t°ech kategoriích dat. Poté uº je pokles
chyby nepatrný. V posledních ²esti iteracích za£íná chyba ve valida£ních datové sad¥ dokonce
mírn¥ nar·stat. Proto je v 29. epo²e u£ení zastaveno, jelikoº nejmen²í chyby ve valida£ních
datech bylo dosaºeno jiº v 23. iteraci a její hodnota byla rovna 37,96. Z pohledu na tento
graf lze také usuzovat, ºe nedo²lo k ºádnému výraznému p°etrénování sít¥, jelikoº nedo²lo
k prudkému zvý²ení chyby ve valida£ních ani testovacích datech.
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Obrázek 5.14: Vývoj chyby MSE p°i u£ení sít¥ (Zdroj: vlastní)
Rozloºení chyby v jednotlivých typech dat pro tento model je na obrázku 5.15. I zde
rozloºení chybových hodnot p°ibliºn¥ kopíruje normální rozd¥lení. Také je patrné, ºe chyba
nedosahuje p°íli² vysokých hodnot a ani tak ²irokého rozsahu hodnot jako u modelu NAR.
Nej£ast¥ji se chyba pohybuje kolem hodnoty 0,05 a chybové odchylky od skute£ných cen
se pohybují v intervalu hodnot zhruba od -25 do 27. Na obrázku 5.16 je zobrazen graf
autokorelace chyb.
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Obrázek 5.15: Histogram rozloºení chyby modelu NARX (Zdroj: vlastní)
Jak je vid¥t v tomto konkrétním p°ípad¥, tak n¥které hodnoty korelací p°ekro£ily hra-
nici jistoty, coº znamená, ºe zkoumaný model není úpln¥ ideální a je vhodné ho n¥jakým
zp·sobem upravit. Úprava m·ºe spo£ívat nap°íklad ve zm¥n¥ po£tu neuron·, vstupních
zpoºd¥ní nebo v pouhém p°etrénování sít¥. Graf regrese pro tento vybraný model je pak
vid¥t na obrázku 5.17.
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Obrázek 5.16: Graf autokorelace modelu NARX (Zdroj: vlastní)
Obrázek 5.17: Graf regrese modelu NARX (Zdroj: vlastní)
Z pohledu na obrázek 5.18, jeº ukazuje £ást grafu s vývojem skute£ných a odhadova-
ných cen investi£ního nástroje, lze soudit ºe podobn¥ jako u sít¥ NAR i ceny odhadované
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modelem NARX zhruba kopírují skute£nou cenu akcie. Nicmén¥ jsou zde patrné v¥t²í od-
chylky. Jak se to odrazí na ziskovosti modelu bude popsáno v podkapitole zabývající se
simulací obchodování.
Obrázek 5.18: Odhadovaná a skute£ná £asová °ada modelu NARX (Zdroj: vlastní)
Je²t¥ p°ed spu²t¥ním obchodní simulace bylo op¥t nutné nejd°íve odebrat zpoºd¥ní
vstupních hodnot. Výsledné schéma NARX sít¥ je nazna£eno na obrázku 5.19. Takto upra-
vená sí´ jiº p°edvídá hodnoty o jeden krok dop°edu, a její výstupy je tedy moºno vyuºít p°i
simulaci obchodování.
Obrázek 5.19: Schéma modelu sít¥ NARX s odstran¥ným zpoºd¥ním (Zdroj: vlastní)
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5.2.6 Výsledky tréninku modelu NARX
V rámci zkoumání modelu NARX bylo provedeno více neº 12 000 trénovacích b¥h· b¥hem
nichº byl tento model trénován s r·znými kombinacemi nastavených parametr· - po£tu neu-
ron·, zpoºd¥ní a technického indikátoru. Dosaºené výsledky tréninku byly poté analyzovány
a se°azeny podle dosaºené výkonnosti (velikosti chyby MSE). V tabulce 5.2 je vypsáno deset
model·, jeº dosáhly nejlep²ích výsledk· p°i u£ení na £asových °adách akcií ﬁrmy Google.
Indikátor Po£et neuron· Zpoºd¥ní Doba tréninku [s] MSE
MA7 8 5 4,12 5,939
MA7 15 5 24,22 5,948
MA7 14 5 19,73 5,982
MA7 17 5 33,05 6,052
MA7 9 5 6,91 6,072
MA7 10 5 23,78 6,16
MA7 13 5 4,18 6,459
MA7 20 5 35,781 6,509
MA7 11 5 3,941 6,641
MA7 6 5 6,741 6,646
Tabulka 5.2: Výsledky tréninku modelu NARX (akcie Google)
Z vý²e uvedené tabulky je patrné, ºe nejmen²í chyby p°i tréninku dosahovaly modely,
jeº vyuºívaly indikátor sedmidenního klouzavého pr·m¥ru (zkratka MA7). Dal²ím patr-
ným trendem ve výsledných datech jsou dobré výsledky model· s vy²²ím zpoºd¥ním dat
na vstupu. Dá se °íci, ºe zvolený indikátor a zpoºd¥ní jsou faktory, jeº výsledky tréninku
ovliv¬ovaly nejznateln¥ji. Vliv po£tu neuron· není tak výrazný. Jak je vid¥t, tak mezi deseti
nejúsp¥²n¥j²ími se umístily modely s r·zným mnoºstvím neuron·. Jejich rostoucí po£et se
projevoval zejména del²í dobou u£ení sít¥.
Modely s ostatními zkoumanými technickými ukazateli jiº dosahovaly p°i tréninku
o n¥co hor²ích výsledk·, nicmén¥ rozdíly mezi jednotlivými druhy indikátor· nebyly nijak
dramatické a chyba, které dosahovaly se pohybovala v p°ijatelných hodnotách.
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N¥které modely m¥ly sice nízkou hodnotu chyby na trénovacích datech, ale na testovací
sad¥ dat dosahovaly velmi ²patných výsledk·, coº je £iní tém¥° nepouºitelnými pro praktické
vyuºití.
5.2.7 Výsledky obchodní simulace modelu NARX
Funk£nost natrénovaných model· p°i samotném obchodování byla op¥t ov¥°ena pomocí ob-
chodního simulátoru. Stejn¥ jako u modelu NAR i zde bylo simulováno vºdy 100 obchodních
dní, tak aby bylo snaz²í srovnání obou model·. Po£áte£ní stav virtuálního konta byla na-
staven na 5000$ a byla sledována jeho vý²e po skon£ení simulace. V tabulce 5.3 je vypsáno
deset nejvýd¥le£n¥j²ích model· p°i obchodování s akciemi Google.
Indikátor Po£et neuron· Zpoºd¥ní Stav konta [$] Odhad trendu [%]
MACD 20 10 5688,93 62
MACD 25 5 5665,68 62
EMA15 25 5 5612,09 59
MACD 13 7 5523,24 61
EMA15 20 7 5453,72 58
MACD 25 7 5442,98 62
MACD 12 2 5442,42 57
MACD 30 7 5433,24 59
MACD 13 5 5407,39 57
MACD 15 7 5374,95 61
Tabulka 5.3: Výsledky obchodní simulace modelu NARX (akcie Google)
Z výsledk· prezentovaných ve vý²e uvedené tabulce je vid¥t, ºe nejvíce vyd¥lávaly
modely vyuºívající indikátoru MACD (Moving Average Convergence Divergence) a to p°esto,
ºe p°i tréninku dosahovaly hor²ích výsledk· neº nap°. modely s indikátorem klouzavého
pr·m¥ru.
Nejvíce výd¥le£ný byl model, který m¥l dvacet neuron· a zpoºd¥ní vstupních hodnot
o deset krok·. Kone£ný stav na virtuálním ú£tu tohoto modelu byl po stodenním obcho-
dování 5688.93$, coº p°edstavuje zhodnocení o 13,78% oproti po£áte£nímu stavu 5000$.
Zárove¬ m¥l tento model úsp¥²nost odhadu sm¥ru trendu 62%.
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Co se tý£e úsp¥²nosti odhadu sm¥ru trendu, tak nejlep²í hodnoty 66% dosáhl model
s indikátorem MACD mající architekturu £ítající sedmnáct neuron· a zpoºd¥ní sedm krok·.
Mezi dal²í ziskové modely pat°ily ty, jeº vyuºívaly indikátor sedmidenního a patnácti-
denního exponenciálního klouzavého pr·m¥ru (EMA). Tyto modely odhadovaly vývoj sm¥ru
trendu s úsp¥²ností p°ibliºn¥ 55% aº 59%. P°i£emº navý²ení stavu konta bylo u t¥chto mo-
del· v nejlep²ím p°ípad¥ o 12,24%.
P°ekvapiv¥ neúsp¥²né byly modely s ukazatelem oby£ejného sedmidenního a patnácti-
denního klouzavého pr·m¥ru. Ty sice dosahovaly výborných výsledk· p°i tréninku, jejich
úsp¥²nost p°i predikci budoucích hodnot se ale v praxi neprokázala. D·vodem jejich neú-
sp¥chu je nejspí²e p°eu£ení na trénovacích datech a nedostate£ná schopnost generalizace p°i
praktickém p°edvídání vývoje cen. Lze tak usuzovat z faktu, ºe ve fázi u£ení m¥ly modely
s tímto indikátorem výrazn¥ men²í chybu neº ostatní modely pracující s jinými indikátory.
Správnost odhadu trendu se v p°ípad¥ model· s klouzavými pr·m¥ry pohybovala kolem
50% a mírné ziskovosti dosáhly jen ve výjime£ných p°ípadech.
Pro ov¥°ení funk£nosti modelu NARX byl celý postup zahrnující u£ení sítí a obchodní
simulaci zopakován také pro £asové °ady cen akcií ﬁrmy Yahoo. Také u t¥chto akcií se
potvrdila ziskovost model· s indikátory MACD a exponenciálního klouzavého pr·m¥ru.
Nejlépe si v tomto p°ípad¥ vedl model s ukazatelem MACD, deseti neurony a zpoºd¥ním
sedm krok·. Ten b¥hem stodenní simulace navý²il stav ú£tu dokonce o 20% procent, p°i£emº
schopnost odhadu trendu byla 58%. Nejvy²²í úsp¥²nost 65% p°i p°edvídání sm¥ru trendu
dosáhl model s indikátorem patnáctidenního exponenciálního klouzavého pr·m¥ru, t°inácti
neurony a zpoºd¥ním sedm krok·.
Modely obchodující s akciemi Yahoo obecn¥ dosahovaly o n¥co vy²²í ziskovosti neº
tomu bylo v p°ípad¥ experiment· s akciemi Google. To bylo zp·sobeno zejména tvarem
zkoumaných £asových °ad, kdy ceny akcií Google m¥ly ve zkoumaném období spí²e klesající
tendenci, zatímco u akcií Yahoo výrazn¥ nep°evaºoval ºádný trend.
5.2.8 Srovnání model· a zhodnocení výsledk·
B¥hem experiment· bylo vyzkou²eno velké mnoºství konﬁgurací obou model· NAR i NARX
a bylo dosaºeno velmi r·znorodých výsledk·. V zásad¥ se dá °íci, ºe oba typy model· jsou
vyuºitelné p°i p°edpovídání vývoje cen akcií. Nicmén¥ úsp¥²nost a pouºitelnost jednotli-
vých model· pro konkrétní p°ípad £asové °ady je závislá na velkém mnoºství faktor· a je
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tak°ka nemoºné nalézt univerzální °e²ení, jeº by podávalo nejlep²í moºné výsledky pro kaº-
dou p°edloºenou £asovou °adu. Úsp¥ch modelu je výraznou m¥rou ovlivn¥n jeho konﬁgurací,
p°edev²ím zvoleným mnoºstvím neuron·, zpoºd¥ní a dal²ími parametry zadaných p°ed tré-
ninkem jako nap°. vhodné rozd¥lení trénovacích dat a jejich mnoºství. Jak se ukázalo p°i
provád¥ných experimentech, tak velkou roli hraje také charakter £asové °ady, tedy to zda
ve zkoumaném období p°evaºuje n¥který z trend·. Dal²ím faktorem je volatilita °ady, jeº
zna£n¥ ovliv¬uje predik£ní schopnost sít¥.
Vliv vlastností zkoumané °ady se negativn¥ projevil p°edev²ím u modelu NAR p°i
p°edvídání cen akcií Google, jejichº ceny ve sledovaném období p°eváºn¥ klesaly. Ani jedna
konﬁgurace modelu NAR nebyla v tomto p°ípad¥ výd¥le£ná. Naopak u akcií Yahoo jiº model
NAR dosahoval lep²ích výsledk· a v nejúsp¥²n¥j²ím p°ípad¥ dokázal zhodnotit po£áte£ní
vklad aº o 24,3%, coº je dokonce vy²²í návratnost, neº jaké dosáhla nejúsp¥²n¥j²í konﬁgurace
modelu NARX na stejné £asové °ad¥.
Model NARX podával stabiln¥j²í výsledky neº p°edchozí model NAR a úsp¥²né konﬁgu-
race tohoto typu prokázaly lep²í schopnost generalizace. V¥t²ina konﬁgurací modelu NARX
si dokázala poradit i se spí²e klesající £asovou °adou akcií Google, kde byl po£áte£ní vklad
zvý²en v nejúsp¥²n¥j²ím p°ípad¥ o 13,78%. P°i testování na akciích Yahoo sice nedosáhl
stejné vý²e zhodnocení jako model NAR, nicmén¥ i tak model dosahoval velmi dobrých
výsledk·, v nejlep²ím p°ípad¥ to byla ziskovost 20%. Jako vhodné technické indikátory pou-
ºitelné pro nau£ení NARX sítí se ukázaly ukazatele exponencionálního klouzavého pr·m¥ru
a MACD. Zklamáním byl naopak oby£ejný klouzavý pr·m¥r, který dosahoval ziskovosti jen
velmi z°ídka a pro praktické pouºití se ukázal spí²e jako nevhodný.
Pro predikci vývoje cen akcií se tedy více osv¥d£il model NARX, ov²em je nutno dbát na
správnou volbu dopl¬ujícího indikátoru. Experimenty ukázaly vhodnost indikátoru MACD
a EMA. Model NAR je p°i p°edvídání cen moºno vyuºít také, ale jeho proﬁtabilita je
podmín¥na speciﬁckými vlastnostmi £asové °ady, zejména její nízkou volatilitou a spí²e
rostoucí tendencí vývoje.
65
6 Záv¥r
Tato diplomová práce m¥la jako jeden z hlavních cíl· provedení návrhu a následné implemen-
tace nástroje fungujícího na bázi um¥lé inteligence, jeº bude slouºit k p°edvídání budoucího
vývoje cen akcií na ﬁnan£ních trzích. Následn¥ m¥la být nalezena odpov¥¤ na otázku jaká
je efektivita tohoto nástroje a jeho pouºitelnost v praxi.
V první polovin¥ práce byl nejd°íve £tená° uveden do problematiky ﬁnan£ních trh· a
um¥lých neuronových sítí. Poté uº následoval návrh samotného predik£ního nástroje a jeho
implementace. Ta byla provedena s vyuºitím výpo£etního prost°edí MATLAB a jeho ná-
stroj· pro práci s um¥lými neuronovými sít¥mi. Implementovaný predik£ní nástroj sestává
z n¥kolika klí£ových £ástí. První £ástí je modul pro staºení pot°ebných dat z webového ser-
veru Finance Yahoo a jejich následnou úpravu do vhodné podoby. Dal²í sou£ástí je modul
provád¥jící vytvo°ení a u£ení neuronové sít¥. Tyto sít¥ jsou zaloºeny na architekturách NAR
a NARX, jeº nabízí prost°edí programu MATLAB. Posledním významným modulem je ob-
chodní simulátor, pomocí n¥hoº je ov¥°ována proﬁtabilita jednotlivých model· neuronových
sítí.
Vytvo°ený predik£ní nástroj byl poté vyuºit k celé °ad¥ experiment· jak s modely ar-
chitektury NAR tak i s modely NARX, jejichº cílem bylo nalézt ideální nastavení parametr·
neuronové sít¥, tak aby bylo dosaºeno pokud moºno nejv¥t²í ziskovosti.
Výsledky potvrdily, ºe um¥lé neuronové sít¥ jsou vyuºitelné p°i predikci vývoje cen
akcií. Jako nejvhodn¥j²í se jeví architektura NARX a to zejména v kombinaci s technickými
indikátory MACD a exponenciálního klouzavého pr·m¥ru. Konﬁgurace model· s t¥mito
dv¥ma indikátory dosahovaly ziskovosti ve v¥t²in¥ p°ípad·. Architektura NAR se p°íli² neo-
sv¥d£ila, by´ v p°ípad¥ vhodné £asové °ady s nízkou volatilitou také dosahovala zisku. Hlavní
slabinou model· NAR byla nízká schopnost generalizace výstup·.
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P°estoºe °ada zkoumaných model· neuronových sítí dosahovala relativn¥ dobrých vý-
sledk·, i tak je t°eba povaºovat implementovaný nástroj um¥lé inteligence jako podp·rný.
Pro aplikaci na konkrétních £asových °adách je vºdy nutné nalézt ideální kombinaci na-
stavení parametr· sít¥. Proto je vhodné v praxi p°i rozhodování o nákupu £i prodeji akcií
pouºít i dal²í nástroje technické £i fundamentální analýzy.
Implementovaný nástroj jako takový nabízí mnoho dal²ích moºností pro úpravy a opti-
malizace. M·ºe se jednat nap°. o zm¥nu distribuce dat p°i tréninku, zvolení jiného trénova-
cího algoritmu nebo p°idání dal²ích technických indikátor· v p°ípad¥ model· architektury
NARX. Aplikace by také mohla být roz²í°ena tak, aby uºivateli poskytla lep²í a intuitiv-
n¥j²í uºivatelské prost°edí. Toho by mohlo být dosaºeno prost°ednictvím nástroje GUIDE,
který je k dispozici v prost°edí MATLAB a slouºí práv¥ k vytvá°ení p°ív¥tivých graﬁckých
uºivatelských rozhraní.
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