In a previous article' some of the features of ribosome strands were discussed. In the present paper we shall present the methodology and results of a study of the distribution of ribosome strand lengths. It is not clear a priori whether the strands observed in the electron-microscopic sections are slices of a single, long, and convoluted strand, whether they are samples from an inherent distribution of strand lengths, or whether they are slices of strands originally of uniform length. We may shed some light on this problem by examining statistics of the observed distribution of strand lengths and by testing the hypothesis that this distribution is consistent with the strands having a single standard length. Although the strands may be of the same length in vivo, a variation of lengths will always be observed, due in part to the different inclinations of the strands with respect to the plane of sectioning, and in part to the fact that a section may contain only a terminal part of a strand, the rest having been cut off in the sectioning process.
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Recently,2 the same problem has been treated from a different point of view by Perl, who tried to find the distribution of the number of ribosomes in a strand from the numbers appearing in electron-microscopic sections. Both methods of inferring underlying distributions are necessarily approximate. In our approach, since the ribosomes are electron-opaque and the core column of the strands is electron-transparent, we are able to include in the measurement only that part of each strand outlined by ribosomes. Thus, if any core strand extended from a terminal ribosome to the plane of transection, this would introduce an error into the determination of the actual length of the transected strand. In addition, we have neglected any curvature effects that may occur perpendicular to the plane of sectioning. Perl, on the other hand, has adopted an arbitrary convention regarding when to count one ribosome as two in those cases where one of the ribosomes may be partially hidden by the other. Hence the two approaches can be regarded as complementary.
In this paper we present theoretical histograms for the observed length distribution when the strands are of constant length. The various parameters used in our models are shown in Figure 1 . Three assumptions will be made:
(1) That the section has a constant thickness t.
(2) That the plane of the electron micrograph from which the data are taken is parallel to the plane of the section.
(3) That the curvature of a vertical projection of a strand is negligible within the section thickness t. (In the horizontal projection, the actual arc length was measured, thus including curvature in that plane.)
A histogram will be calculated for the parameter p = m/L, where L is the total length of the strand and m is the projection indicated in Figure 1 . Notice that 80 if the section thickness t were infinite, then p would equal cos 0 identically and no information could be derived about the distribution of L. For t finite this is no longer the case, and the distribution is a function of L. For the following calculation we let h be the vertical distance of the lower end of the strand above a zero level that is a distance L below the bottom of the section, as illustrated in Figure 1 . Any strand whose lowest point is below this zero level cannot intersect the section; those with h > 0 may possibly intersect the section, but only for sufficiently large angles. It is a matter of elementary trigonometry to show that the following relations hold among p, h, and 0 for fixed L and t (the number in brackets at the right correspond to the various cases illustrated in Fig. 1 ):
where the angles 01 and 02 are given by
On the assumption that h is uniformly distributed in (0, 1 + t), and that 0 is uniformly distributed in (0, ir/2)-that is, assuming a uniform isotropic distribution of strand position and orientation-one can write3 a formal expression for the density function f(p): 
where 5(x) is the Dirac delta function and F(L,t,h,O) is defined by the right-hand side of equation (1). The function f(p) dp is the probability that a given m/L lies in the interval (p,p + dp).
The relation expressed by equation (3) is not too useful as a starting point, since the resulting integrals cannot be evaluated in closed form. Hence we have taken a more heuristic approach, which is sufficiently accurate for the data in hand. The p axis is broken up into 50 intervals of length 0.02 and, with L and t fixed F(L,t,h,O), is computed for 100 equally spaced values of h and 900 equally (1) and (2) .
spaced values of 0. Results of the calculation are given to three places in Table 1 . The first column lists the end points of the interval in p, and each of the remaining columns gives the fraction of nonzero values of p in that interval for the particular L/t indicated.
To compare the observed and theoretical distributions, we select, as a first approximation, a value of L equal to, or slightly greater than, the largest observed length. Next, choosing appropriate class intervals so that there are a sufficient number of observations in each, we calculate a value of x2, and use this as a criterion of goodness of fit.4 In this equation, nj is the theoretically expected number of measurements in interval j, n'1 is the observed number, and k is the total number of intervals. The calculation is then repeated for different (L,L/t) combinations, and the pair giving the lowest value of x2 is chosen to be the most likely. Finally, as an independent check on the consistency of this procedure, the section thickness is measured and compared with the value of t obtained above.
A sample of some calculations made from measurements on electron micrographs of HeLa cells is shown in Table 2 . The parameters that give the best fit to the data are L = 1.38 X 104 A and Lit = 26, which implies that t = 538 A. Actual measurement of the section thickness yields a value of t = 550 i 50 A, indicating that this particular (L,L/t) pair is consistent with the section thickness. The fit to the data is almost as good for L = 1.39 X 104 A and L/t = 24, or t = 578 A, also well within the range of the measured section thickness. The probability that the deviations in Table 2 are due solely to chance is equal to 0.42. We can conclude that there are strong grounds for the belief that the observed strands are sampled from a population of uniform length or from one with a distribution of lengths closely bunched around 1.4,u. Rifkind, Danon, and Marks5 and Perl2 found a broader distribution for the length of ribosome strands during erythroid cell maturation.
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