A gravitational lens (GL)-search program, initiated in 1990 at the Nordic Optical Telescope (NOT), has revealed several possible GL-candidates among a sample of 168 quasars (QSOs), chosen from three lists compiled by C. Hazard, D. Reimers and J. Surdej, respectively. Some of these candidates, selected for having close companions (within 5 arcseconds), were imaged in several filters and their colours compared. Low dispersion spectra of the most promising candidates were also obtained at the NOT and ESO New Technology Telescope (NTT). None of these has proved to be strong candidates of gravitational lensing effects. We present this new sample of QSOs and combine it with previously published optical QSO samples in a statistical analysis to yield constraints on flat cosmologies and galaxy velocity dispersions. Finally, by simulating larger samples of quasars and gravitational lenses, we discuss how the uncertainties affecting our present results would be changed.
Introduction
One of the (several) aims of GL-surveys is to perform statistical analysis of the lensing frequency and of the lensed image configurations (morphology), to derive various fundamental parameters for a universe model. In Section 2, we discuss and present our sample of QSOs. We first discuss the correction for GL incompleteness in the QSO samples and define the principles leading to our selection of GL-candidates. Our chances of finding GL-systems depend on how the sample of QSOs is chosen. Furthermore, the lensing probability is dependent upon the detectability limits imposed by the instruments and observational conditions at the site. In Section 3, we investigate our abilities to detect GL-systems and characterise the NOT angular selection function, defining the area (in the magnitude difference-angular separation plane) within which a pair of point-like images is considered to be a possible GL candidate and used in the analysis. In Section 4, we introduce the Singular Isothermal Sphere (SIS) galaxy model, employed in our statistical model. Furthermore, we also include the important magnification bias, which accounts for the increase in the observed frequency of lensing. The possible GL-candidates found in the NOT sample are presented in Section 5, where we also give a brief discussion of each candidate. Finally in Section 6 we present the total combined sample and the constraints our computations impose on galaxy velocity dispersions and on the baryonic-matter density parameter M (see Carroll et al. 1992 ).
We also briefly comment on the influence of dark matter (DM) on velocity dispersions in gravitational lensing statistics. The decrease in the uncertainties of our results when the sample is artificially increased are investigated by applying the statistical model on synthetic samples.
The QSO sample
The observed QSO sample (listed in Table 1 and illustrated in Fig. 1 ) was selected from 3 different QSO lists provided by C. Hazard, D. Reimers and J. Surdej, respectively. The latter one consists of QSOs chosen from the Véron-Cetty & Véron (1991) catalogue, while the other two result from independent QSO surveys. Some of the QSOs in the two first samples were difficult to identify in the images taken, due to crowded CCDfields. To securely identify the QSO in such cases, we have obtained finding charts from the digitised Palomar Atlas with a magnitude cutoff at about V ' 21. This allowed us to compare the observed field with that of the Palomar Atlas and determine the presence (or non-presence) of the target QSO.
Most of the larger optical GL-surveys optimise the effectiveness of finding GLs in their surveys by including intrinsically bright QSOs (M V 27). Such QSOs are often called highly luminous quasars (HLQs) (Surdej et al. 1987) . The strong correlation between lensing probability and abso- lute magnitude is discussed in Surdej et al. (1993) . Most of the QSOs from our sample (marked by in Fig. 1 ) tend to lie beneath the line indicating absolute magnitude M V = 27. The irregular pattern of the absolute magnitude lines is due to the correction for emission lines appearing in the V-filter for various redshifts. The emission line correction, K-correction and computation of absolute magnitudes are discussed in Véron-Cetty & Véron (1991) .
The selection of a flux limited sample of HLQs to maximise the chances of finding GLs is consistent with the previously presented samples by Surdej et al. (1993) , Crampton et al. (1992) , Yee et al. (1993) and (hereafter the SCYM sample). Among the 645 HLQs from this sample, only 31 were duplicated in the 168 HLQ NOT sample, leaving 137 unduplicated quasars. The median apparent magnitude of the NOT sample is m V 17:5, the median redshift is z 2:0 and the median absolute magnitude is M V 27:7 (using M = 1; = 0 and H 0 = 50 km s 1 Mpc 1 ).
Among the lens surveys conducted in the previous years, most of the objects have been selected from already existing QSO catalogues. It has been suggested that many QSO catalogues are biased against the inclusion of elongated or diffuse QSOs, because of the selection routines used in search for QSOs. According to Kochanek (1991) , some GL candidates and real GL-systems are lost in surveys searching for GLs as a direct consequence of the inherent selection effects in QSO catalogues. Elongated QSOs are interesting candidates to gravitational lensing, because closely separated GL-systems would appear elongated under (sub)-critical seeing conditions 1 . Depending on the seeing conditions, which dictate the resolution and detection of small separation GLs at ground-based observatories, this latter selection effect might play an important role in GL-surveys. We will therefore conduct tests through simulations in Section 3 to estimate the effects of limited resolution on the detectability of candidates and determine an angular selection function which describes the validity of our observational conclusions.
Furthermore, a colour criterion used in some QSO surveys may bias the selection of QSOs. A QSO superposed on a (lensing) galaxy is subject to a reddening effect (from the red colour of the galaxy) which may endanger a lensed QSO from being recognised as a QSO, thereby affecting the completeness of the QSO catalogue. This effect was pointed out by Kochanek (1991) , where as much as 30% of the gravitationally lensed QSOs are believed to be excluded from QSO catalogues due to such effects. Surdej et al. (1993) corrected for this effect in their computations of the lensing frequencies from GL surveys, thus multiplying the optical depth by a correction factor S cat = 0:7.
This factor is included in the present computations, as most of the QSOs investigated here are chosen under similar conditions. This factor will therefore be included in the optical depth, deduced in Section 4.
Angular Selection Function
Several important issues must be taken into consideration when we define the angular selection function (ASF) (Surdej et al. 1993 ). First we must estimate the limitations on resolution and dynamical range (detectable magnitude differences), affecting our ability to resolve close components and large magnitude differences, respectively. The selection function will then simply describe our observational window in the angular separationmagnitude difference plane. We deduce the ASF for our particular survey in the following subsections. Fig. 2 illustrates the distribution of the full width at half maximum (FWHM) values for each of the 229 observations of the 168 objects. The seeing is distributed in a range between 0:5 2:0 arc-second, indicating the highly variable image quality typical of ground-based observatories. This implies that each potential GL candidate has a different detectability range in the angular separation-magnitude difference plane. These differences obviously affect the possibility of detecting small separation GL-candidates ( < 1: 00 0). It is therefore necessary to weigh each observed image by its image quality (seeing-FWHM value) . This is done by estimating the maximum detectable magnitude difference between two point-like components as a 1 In fact bearing in mind the highly variable seeing and poor resolution of sky-plates, from which the QSOs are often chosen, the incompleteness accusations of QSO catalogues seem sensible. V-band magnitude of the QSO as estimated from our data or tabulated in other QSO catalogues. The QSOs with no previously measured magnitude were estimated by comparing them to QSOs on other CCD frames (for a similar exposure time). These estimated magnitudes are marked by an asterix ( ) and have errors up to 0:5 mag Col. 8: Magnitude difference between closest companion with weaker apparent brightness and within 5 00 of QSO Col. 9: Separation (in arc second) of closest companion with weaker apparent brightness and within 5 00 of QSO Col.10: A "1" indicates that the QSO is treated as a possible GL candidate, while a "2" indicates that the object is elongated, diffuse or otherwise especially interesting. The latter objects are not treated as GL candidates in the present analysis, but should be further analysed in future work Col. 11: A "3" indicates that there are no PSFs other than the QSO in the image, a "2" indicates that the QSO appears elongated (this is sometimes due to bad tracking) and a "1" indicates that there are one or more PSFs and the QSO is not elongated function of their angular separation, which we evaluate by performing a simulation-test. Using a typical point spread function (PSF) for different seeing values, we have produced simulated images of various closely separated pair-scenarios, adopting a random flux ratio. The results of these tests are illustrated in Fig. 3 , which also show the selection function for some of the other surveys being added in Section 6. We discuss these tests in more detail in Section 3.3.
Small separations

Large separations
In the identification of possible GL-candidates we chose all QSOs with a companion weaker than the QSO within the area r 2 c . If more than one close companion exists, we chose the brighter one, because it has the highest probability of being a gravitationally lensed image of the QSO. We have adopted a cutoff radius r c = 5 arc-second to secure the inclusion of most GL-systems produced by a single isolated galaxy and exclude those produced by clusters of galaxies. Using a larger cutoff radius would also include many star or galaxy companions and, hence, increase the number of false positives (Kochanek 1993b) .
The ASF
To determine the ASF of the NOT sample for a wide range of seeing values we performed detection tests on synthetic data. These data were produced from numerical PSFs obtained from one or several stars in an image of a certain quality (we used PSFs with FWHM of 0: 00 6; 0: 00 75; 1: 00 0 and 1: 00 2). The synthetic images consisted of a closely separated image-pair of PSFs, which were produced using random angular-separation and magnitude difference. Photon (Poisson) noise and read-out noise were included in these simulations. Inspection by eye was performed for a series of synthetic images in each FWHM category. For each of these categories, a set of constants (C 1 , C 2 , A and B)
were determined, describing the particular ASF for that particular seeing (FWHM) value. Cubic interpolation was applied to determine these constants for the intermediate seeing values, thereby estimating the ASF for any given seeing value within reasonable range of the actual measured values. The ASF is valid for seeing values from these tests in the range 0: 00 5 FWHM 1: 00 5. We also found from these tests that the detection probabilities are slightly dependent on the position angle (PA) of the image pair for small separations. Specifically, alignments along the rows or columns of the detector decrease the probability of separating the pair on the basis of inspection by eye.
The complete ASF, which we apply in our work, is now represented by m( ) = 8 < :
no solution for 0 00 < C 1 B + A for C 1 < C 2 5.0 mag for C 2 < r c
where C 1 and C 2 are determined for each FWHM value and constitute the starting value and "break" point of the ASF, respectively. Some of the constants that determine the ASF for various values of seeing (FWHM) are listed in Table 2 . The ASF is also shown in Fig. 3 . The critical radius bcr can be expressed equally using either angular or proper distances (Kochanek 1993a) . Fig. 3 . The ASF for NOT observations at 0: 00 7 and 1: 00 0 seeing (FWHM) (solid lines). Also included, for comparison, are the ESO-KP ASFs for ground-based observations with inspection by EYE (dotted) and PSF-subtraction (dashed) for 1.0" seeing and the ASF for Hubble Space Telescope (HST) snapshot survey (dash-dot) (see Surdej et al. 1993) .
, is the only free parameter in this model, the statistical analysis is very sensitive to . Recently, Kochanek (1993c) proposed that the correction factor of p 3=2 to the value, which is commonly applied in lens statistics to account for the presence of DM in late-type galaxies (TOG, F&T), should not be used. We will discuss this in Section 6 and present results for both cases (with and without the DM correction).
As usual, we estimate the population of SIS galaxies from the Schechter galaxy luminosity function
where the galaxy number density n = 1:56( 0:4) 10 
where the exponent is taken to be = 4 (Tully & Fisher 1977; Faber & Jackson 1976) . The value of the exponent is chosen (rather than using the tabulated values of 3.7, 3.7 and 2.6 for E, S0 and S galaxies, respectively) for computational reasons and do not affect significantly the statistical results (Kochanek 1993c) . Furthermore, we assume that the number of lenses is constant in a co-moving (i.e. non-evolving) volume, hence the density n l of lenses is given by n l = n 0 (1 + z l ) Table 3 . The relative abundance, central velocity dispersions and computed F values of late-type E/S0 galaxies and early-type S spiral galaxies, using = 1:1 and = 4 (Kochanek 1993c) . The values of and uncertainties in the abundance, n and are taken from F&T (and references therein). Note that the F values are computed using n = 1:56 
dL).
The optical depth, , for lensing of a distant QSO with magnitude m V , and redshift z s , is given by
where F = In Table 3 we list all relevant abundances, velocity dispersions and respective F parameter values with/without DM corrections for both E/S0 and E/S0/S populations. Note that the DM corrections are only applied to late-type galaxies (i.e. E/S0).
In our statistical model we must also take into consideration the important magnification bias, which increases the expected number of lenses. This is due to the magnification of (strongly) lensed images, which effectively alters the magnitude limited sample (Narayan & Wallington 1993) . We estimate the magnification bias directly from the QSO luminosity function, which we define as in F&T (based on data from Hartwick & Schade (1990) 
where dP M =dM = 8=M 3 is the magnification (M) probability distribution for our particular SIS lens model, assuming the QSO is a point source.
Results from the NOT sample
We here present the objectively discovered, possible candidates of gravitational lensing from the 168 QSO NOT sample. The candidates within the boundaries of the NOT ASF are listed in Table 4 . Each candidate is also discussed individually and additional colour and spectral data, which might enable us to reject or approve a candidate, are also presented here. Some objects have been observed by other surveys, in which case we present their conclusions. Since only a few candidates have been observed spectroscopically at NOT using the low dispersion spectrograph (LDS), not many of the candidates have been rejected. Furthermore, because no photometric-calibration exposures were taken for the NOT sample, we are not able to supply colour estimates. We have, however, compared the magnitude difference between the QSO and nearby companions for the various filters and use similar magnitude differences as an indication of colour resemblance.
-PG 1715+535's companion is confirmed by Yee et al. (1993) and Crampton et al. (1992) to be a star, having also been investigated spectroscopically by these surveys. Its measured colour differences ( m V = 0:12, m R = 0:12 and m I = 0:05) could not reject either interpretation, which is why it could only be determined spectroscopically. The small magnitude difference (i.e. high magnification) is the main contribution to the high lensing probability. 19:5), we suspect that the companion was not satisfactorily aligned on the slit. We were able to identify the rather strong CIV emission line in the spectra of the QSO, while nothing was detectable at that location in the fainter spectrum. Further spectroscopic observations are planned in 1995 and will hopefully confirm or reject the lensing hypothesis.
-Q 1442+295 and its companion show a significant colour difference ( m V = 2:0, m R = 1:6 and m I = 1:1), indicating that the companion is quite redder than the QSO. Spectroscopic data show no sign of a distinct alikeness in emission line or continuum. We conclude that this object is not a strong GL candidate, most probably a star. Recent spectroscopic observations of this pair, carried out at the Table 4 . List of possible GL-candidates in the NOT-sample, with redshift, V band magnitude, angular separation and magnitude difference. Objects are sorted in decreasing relative calculated probability of the companion being a lensed image of the QSO. what we expect to be plausible. The QSO remains, therefore, an interesting candidate of lensing. -4C 56.28 and its companion have been observed by other surveys, but have not yet been investigated spectroscopically. Our photometric data indicate that the companion is somewhat redder than the QSO (in agreement with previous surveys), but not more than can be expected from a reddening effect due to a lensing galaxy ( m V 2:7 and m R 2:65). We therefore treat this pair as interesting and plan to perform spectroscopic observations in 1995. -H 0905+1507's companion was observed spectroscopically by J.Surdej at the NTT and seems to be quite red, though no spectroscopic data is yet available (Surdej 1994 ). -B3 1621+392 and its companion show fairly similar colours ( m V 2:3, m R 2:25 and m I 2:4), but the companion has been reported by Bahcall et al. (1992) to be a G-type star.
-Q 0308+19 and its companion show fairly similar colours ( m V 3:1, m R 3:0 and m I 3:0), but the companion has been reported by Crampton et al. (1992) to be a galaxy.
-HS 0855+25 lacks photometric data and demands further investigation if its companion's nature is to be revealed. 
Cosmological implications
To make the best possible statistical analysis (i.e. using as large a sample as possible) we combine the NOT sample with the full optical SCYM-sample presented partially 3 by Surdej et al. (1993) . Using likelihood functions, we estimate maximum likelihood velocity dispersions, , and lens effectiveness parameters, F, from the combined sample of 784 HLQs for various flat cosmologies. In these computations we employ complete integral probabilities. This is the probability for a given QSO (with apparent magnitude, m i , and redshift, z i ) to be lensed by an intervening isolated galaxy.
We now wish to express the probability of finding a lensed image of a QSO under the constraints imposed by the observational conditions. The observational conditions are characterised by the seeing (FWHM) of point sources in the images. The detectable magnitude difference is dependent on the image angular separation, and is closely related to the seeing. We apply the ASF introduced in Section 3, which describes the relations of detectable magnitude differences, angular separation and seeing for our particular survey. Following Surdej et al. (1993) and Kochanek (1993c) , we can express the probability, p SF i , of finding a gravitationally lensed image in the vicinity (within r c ) of a QSO within the observational window (defined by the selection function) by
Here the critical radius probability is given by p c Bias(m i ; M; M 2 ) is the integral of B(m i ; M), given by Eq. (6), and the bias integral, using an infinite upper limit, is numerically computed by substitution of variables 5 .
3
We have also included, as did Kochanek (1993c) , the extended HST snapshot sample presented in . 4 We have expressed the lensing probability in terms of the critical radius, bcr, instead of the angular separation .
5
There was little or no difference in our results using either this method or that of setting the upper limit to a large number, i.e. M2 = 10000 Table 5 . Estimated values of and F from the frequency of lensing and the configuration likelihoods of the observations. The results are shown in each row for different combinations of galaxy population with and without DM correction. The 90% confidence level results are shown in the upper part of the table for the Einstein-de Sitter universe model ( M = 1). In the lower part, we give the 90% confidence level results for the maximum likelihood value of the density parameter (i.e. M = 0:95 for E/S0/S and M = 0:25 for E/S0 populations). The maximum likelihood value is indicated by F max and max , respectively. f(2b cr ) = f( ) is the flux ratio corresponding to the detectable magnitude difference m( ) (given by Eq. (1)). In our calculations, we have taken advantage of the "Numerical Recipes in Fortran" implementation of the Romberg method for integration . Note also that in absence of any selection function the minimum detectable magnification would be 2:5 log2 (TOG, Surdej et al. 1993 ).
M galaxy types
The probability for finding a lensed pair with a certain redshift and magnitude difference within the ASF, is thus the probability for lensing weighted by the ASF (Eq. (1)) for each critical radius b cr . The configuration probability p c (b cr ) (the relative probability of a separation) multiplied by the ratio of the bias including the ASF to that with no ASF, is thus integrated over the survey area (r r c ) and multiplied by the general probability of lensing, leading to Eq. (7). The sum of the probabilities of finding a GL-system within the detectable ranges of the selection function for each observed object, X i p SF i , will then give us the expected number of lensed QSOs in the sample.
The combined NOT+SCYM sample, consisting of 784 QSOs, has been applied in the computations below. Among these QSOs, four have been identified as being gravitationally lensed: the two double imaged lensed systems "Q 1208+1011" (Magain et al. 1988; Maoz et al. 1992 ) and "UM 673" (Surdej et al. 1987) , the clover-leaf "H1413+117" (Magain et al. 1988) and the triple image "PG 1115+080" (Weymann et al. 1980) , which were all found in the SCYM-sample. We therefore have N L = 4. The well known "QSO 0957+561" (Walsh et al. 1979) is not within our cutoff radius and is therefore not among the GL-candidates for the survey. It is also a well known fact that the gravitational potential of this GL-system is not solely due to the massive central galaxy, but also due to the surrounding cluster (contributing to the large separation of 6.1 arc-second). The four lensed systems are included, because even though our lens model is not able to reproduce the image configuration of two of them, the frequency of lensing is still preserved. Kochanek (1993c) estimated for E and S0 galaxy populations without the DM correction factor, while TOG and F&T computed the lens effectiveness parameter, F with the DM correction factor. Surdej et al. (1993) estimated the F parameter without á priori corrections for DM. Since we do not know the importance of S spiral galaxies nor that of dark matter, we estimate for both populations and with/without the DM correction factor of p 3=2. Furthermore, we wish to investigate if it is possible to obtain reasonable constraints on the cosmological density parameter, M .
In these computations we apply the configuration probability likelihood function introduced in Kochanek (1993c) 
which, converted into logarithmic likelihoods, becomes
under the assumption that p SF 1. It is here assumed that p i , p j and p ck are the probabilities of a QSO being not lensed, lensed or having a separation b if lensed, respectively. The configuration probability of a certain separation b is given by ) and velocity dispersions ( ), assuming lensing is significant for all lens types (E/S0/S) (left) and only for late type galaxies (E/S0) (right). Both the NOT+SCYM and SCYM samples are represented in the plots by solid and dotted lines, respectively. The maximum likelihood model for these two samples are indicated by and +, respectively. while governs the F parameter (the optical depth ) and the image separation distribution, p c (b cr ). The individual lensing probability p SF i is computed for each object for 1600 various combinations of M and (a 40 40 array).
We present the likelihood results from these computations as contours of the 68%, 90%, 95% and 99% confidence levels in Fig. 4 . These two-dimensional confidence levels are simply the corresponding inverse percentage levels of the maximum likelihood. The computation of confidence intervals for the or F parameter (a single parameter), can be determined from the 2 distribution with one degree of freedom. The 90% confidence intervals are therefore determined from the 26% peak values of the two dimensional likelihood contours in Fig. 4 (see x5 in Kochanek (1993c) or Lupton (1993) , p.70).
In Fig. 4 we have plotted the various confidence levels for the NOT+SCYM sample as well as those for just the SCYM sample. Note that all of the identified lenses were discovered in the SCYM sample, so there is no loss in the number of lenses when reducing the sample from NOT+SCYM to SCYM. There is, however, a slight difference in the results, specifically (and not surprisingly) the uncertainties are somewhat lower for the NOT+SCYM sample. Also, because there is a smaller number of lenses pr. QSO in the NOT+SCYM sample, the contours show that the typical values are somewhat lower than for the SCYM sample.
We present, in Table 5 , the confidence intervals for the F parameter and in the case of lensing by all galaxy types (E/S0/S) and for late-type galaxies (E/S0). Our results are in best agreement with the models (in Table 3 ) excluding the DM correction factor. The results are, however, too uncertain to draw any definite conclusions about the DM correction factor. If, however, the DM correction factor is excluded, the effect of S galaxies is not negligible and should be included as part of the lensing population (see Section 4).
If we inspect the diagrams of Fig. 4 , we realize that trying to constrain the cosmological models ( M ), will still give too uncertain conclusions. The 90% confidence levels on (without DM) from our results, however, give 164:5 < < 221:1 kms 1 (for M = 1:0) and 204:3 < < 262:0 kms 1 (for M = 1:0) for E/S0/S and E/S0 galaxy populations, respectively.
To investigate roughly how the uncertainties are decreasing with an increased number of QSOs, we have made simulations using synthetic samples by simply increasing the present number of QSOs and lenses by a factor, n, of two, five and ten, albeit this obviously introduces some unwanted selection effects. These tests show that the uncertainties on diminish approximately proportionally to p n, while the uncertainties in M diminishes somewhat more rapidly.
Conclusively we find it difficult to discriminate between various flat cosmologies based on the present statistical model and sample, while the possible values of galaxy velocity dispersions, , are more restricted. Further examinations of enlarged samples of HLQs and QSOs in addition to improved statistical analysis will definitely better discriminate between the various parameters.
