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Abstract
In this note, we prove some combinatorial identities and obtain a
simple form of the eigenvalues of q-Kneser graphs.
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Let q be a prime power. For any integer n and positive integer i, the
Gaussian coefficients is defined by
[
n
i
]
q
=
i−1∏
j=0
qn−j − 1
qi−j − 1
.
By convention
[
n
0
]
q
= 1 for every integer n. From now on, we will omit the
subscript q. Note that [
n
i
]
=
[
n− 1
i− 1
]
+ qi
[
n− 1
i
]
. (1)
Let Fvq be a v-dimensional vector space over a finite field Fq. The q-Kneser
graph qK(v, k) has as vertex set the collection of k-dimensional subspaces of
F
v
q . Two vertices are adjacent if they intersect trivially. If k ≤ v < 2k, then
qK(n, k) is null graph, so we only consider the case v ≥ 2k.
Delsarte [1] calculated the eigenvalues of Grassmann schemes. In particu-
lar, the eigenvalues of qK(v, k) were given.
Theorem 1 ([1, Theorem 10]) All the distinct eigenvalues of qK(v, k) are
λj = (−1)
jq(k−j)j+(
j
2)
k−j∑
s=0
(−1)sq(
s
2)
[
k − j
s
][
v − 2j − s
v − k − j
]
, (2)
where j = 0, 1, . . . , k.
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The eigenvalues of Kneser graphs are deduced to a simple form in [2, The-
orem 9.4.3]. In this note, we shall generalize this result to vector spaces, and
obtain a simple form of eigenvalues of qK(v, k). We start with some useful
combinatorial identities.
Lemma 2 For any integer n and nonnegative integer i, we have
[
n
i
]
= (−1)iqni−(
i
2)
[
−n + i− 1
i
]
.
Proof. If i = 0, the identity is obvious. If i > 0, then
[
n
i
]
= (−1)i
i−1∏
j=0
1− qn−j
qi−j − 1
= (−1)iq
(2n−i+1)i
2
i−1∏
j=0
q−n+j − 1
qi−j − 1
= (−1)iqni−(
i
2)
i−1∏
j=0
q−n+i−1−j − 1
qi−j − 1
= (−1)iqni−(
i
2)
[
−n + i− 1
i
]
,
as desired. ✷
The following identity is a generalization of [3, Theorem 2.14].
Lemma 3 For any integer n and nonnegative integer a, we have
a∑
s=0
(−1)sq(
s
2)
[
n
s
]
= qna
[
a− n
a
]
.
Proof. We prove the result by induction on a. If a = 0, then the result is
trivial. Suppose a ≥ 1. By induction and Lemma 2,
a∑
s=0
(−1)sq(
s
2)
[
n
s
]
=
a−1∑
s=0
(−1)sq(
s
2)
[
n
s
]
+ (−1)aq(
a
2)
[
n
a
]
= qn(a−1)
[
a− 1− n
a− 1
]
+ qna
[
a− 1− n
a
]
= qna
[
a− n
a
]
.
Hence, the desired result follows. ✷
2
Lemma 4 Let m, a, t be nonnegative integers with t ≤ a ≤ m. Then
a∑
s=0
(−1)sq(
s
2)
[
m
s
][
a− s
t
]
= qm(a−t)
[
a−m
a− t
]
. (3)
Proof. We prove the result by induction on a and t. If t = 0, (3) is
immediate by Lemma 3. If a = t, (3) is straightforward. Now suppose 1 ≤ t <
a. By (1) and induction,
a∑
s=0
(−1)sq(
s
2)
[
m
s
][
a− s
t
]
=
a−1∑
s=0
(−1)sq(
s
2)
[
m
s
][
a− s
t
]
=
a−1∑
s=0
(−1)sq(
s
2)
[
m
s
][
a− 1− s
t− 1
]
+ qt
a−1∑
s=0
(−1)sq(
s
2)
[
m
s
][
a− 1− s
t
]
= qm(a−t)
[
a− 1−m
a− t
]
+ qtqm(a−1−t)
[
a− 1−m
a− 1− t
]
= qm(a−t)
[
a−m
a− t
]
.
Hence, the desired result follows. ✷
Theorem 5 Let m, a, t be nonnegative integers with a ≥ m and a ≥ t. Then
m∑
s=0
(−1)sq(
s
2)
[
m
s
][
a− s
t
]
= qm(a−t)
[
a−m
a− t
]
. (4)
Proof. We prove the result by induction on a and t. If t = 0, (4) is
immediate from Lemma 3. If a = m, (4) holds by Lemma 4. If a = t, (4) is
straightforward. Suppose a ≥ m+ 1 and 1 ≤ t < a. By (1) and induction,
m∑
s=0
(−1)sq(
s
2)
[
m
s
][
a− s
t
]
=
m∑
s=0
(−1)sq(
s
2)
[
m
s
][
a− 1− s
t− 1
]
+ qt
m∑
s=0
(−1)sq(
s
2)
[
m
s
][
a− 1− s
t
]
= qm(a−t)
[
a− 1−m
a− t
]
+ qtqm(a−1−t)
[
a− 1−m
a− t− 1
]
= qm(a−t)
[
a−m
a− t
]
.
Therefore, (4) holds. ✷
Substituting t = a−m in (4), we obtain
3
Corollary 6 For nonnegative integers a ≥ m, we have
m∑
s=0
(−1)sq(
s
2)
[
m
s
][
a− s
a−m
]
= qm
2
[
a−m
m
]
.
Next, we shall deduce a simple form of the eigenvalues λj in (2) of qK(v, k).
Theorem 7 All the distinct eigenvalues of qK(v, k) are
λj = (−1)
jq(
k
2)+(
k−j+1
2 )
[
v − k − j
v − 2k
]
, j = 0, 1, . . . , k.
Moreover, the multiplicity of λj is 1 if j = 0, and
[
v
j
]
−
[
v
j−1
]
if j ≥ 1.
Proof. By (2) and Corollary 6, we have
λj = (−1)
jq(k−j)j+(
j
2)
k−j∑
s=0
(−1)sq(
s
2)
[
k − j
s
][
v − 2j − s
v − 2j − (k − j)
]
= (−1)jq(k−j)j+(
j
2)q(k−j)
2
[
v − 2j − (k − j)
k − j
]
= (−1)jq(
k
2)+(
k−j+1
2 )
[
v − k − j
v − 2k
]
.
By similar arguments in [1, 4], the multiplicity of each λj may be computed.✷
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