We study the diversity-multiplexing tradeoff (DMT) for the slow fading interference channel with a relay (ICR). We derive four inner bounds on the DMT region: the first is based on the compress-andforward (CF) relaying scheme, the second is based on the decode-and-forward (DF) relaying scheme, and the last two bounds are based on the half-duplex (HD) and full-duplex (FD) amplify-and-forward (AF) schemes. For the CF and DF schemes, we find conditions on the channel parameters and the multiplexing gains, under which the corresponding inner bound achieves the optimal DMT region. We also identify cases in which the DMT region of the ICR corresponds to that of two parallel slow fading relay channels, implying that interference does not decrease the DMT for each pair, and that a single relay can be DMT-optimal for two pairs simultaneously. For the HD-AF scheme we derive conditions on the channel coefficients under which the proposed scheme achieves the optimal DMT for the AF-based relay channel. Lastly, we identify conditions under which adding a relay strictly enlarges the DMT region relative to the interference channel without a relay.
I. INTRODUCTION
The interference channel with a relay (ICR) is a canonical network model in which a relay helps two independent transmitters, Tx 1 and Tx 2 , in sending messages to their corresponding receivers, Rx 1 and Rx 2 , simultaneously over a shared channel. The ICR provides design insights and performance bounds on cooperation strategies for wireless networks with interference.
The ICR was first studied in [1] and has since been the focus of considerable research. Inner and outer bounds on the capacity region of the two-user ICR with additive white Gaussian noise (AWGN) were characterized in [1] , [2] , and [3] . In [1] an achievable region was obtained by employing a rate-splitting scheme at the transmitters, a decode-and-forward (DF) strategy at the relay, and a backward decoding scheme at the receivers. The work in [2] used the compressand-forward (CF) strategy at the relay to obtain an achievable rate region. Outer bounds for the AWGN-ICR were obtained by applying the cut-set bound in [2] , [3] , and by using a potent relay in combination with genie-aided methods in [2] . Capacity regions for ergodic phase-fading and for ergodic Rayleigh fading ICRs in the strong interference regime were characterized in [4] for the case in which the source-relay links are good, i.e., when DF achieves capacity.
The diversity-multiplexing tradeoff (DMT), first introduced in [5] , characterizes the fundamental tradeoff between rate and reliability for multiple-antenna channels in the high signal-tonoise ratio (SNR) regime. In general, employing multiple-input multiple-output (MIMO) schemes allows higher rates compared to single-antenna schemes. However, these schemes require the physical dimensions of the nodes in a network to be large enough such that (s.t.) it is practical to mount a multiple-antenna array on each node. In recent studies it was shown that some of the benefits of MIMO from the DMT perspective can be gained through user cooperation rather than using physical multiple-antenna arrays. In [6] , the DMT characteristics of several relaying configurations were derived for both half-duplex (HD) and full-duplex (FD) relaying in two scenarios: (1) A clustered scenario, in which the relay nodes are clustered either with the source or with the destination (the channel between the nodes in the cluster is modeled as an AWGN channel), and (2) A non-clustered scenario, in which all channel coefficients matrices have independent and identically distributed (i.i.d.) Rayleighdistributed entries. Specifically, [6] first studied the DMT of FD multiple-antenna single-relay channels and showed that while the DF scheme is optimal for single-antenna relay channels, it is suboptimal for multiple-antenna relay channels. On the other hand, CF was shown to be optimal for the MIMO relay channel over the whole range of multiplexing gains, and for both clustered and non-clustered relay networks using either HD or FD relay nodes. Finally, [6] compared different cooperation strategies and models against conventional MIMO schemes and concluded that in many scenarios relaying cannot achieve the same DMT as non-virtual MIMO systems. In [7] it was shown that quantize-map-and-forward (QMF) achieves the optimal DMT for certain configurations of the HD relay channel without channel state information (CSI) at the relay node. DMT analysis of the two-hop two-way MIMO relay channel was presented in [8] , which
showed that in such a scenario CF at the relay is optimal. The work in [8] also proposed a dynamic CF protocol for the one-way multi-hop MIMO relay channel with a HD relay node, and showed that this scheme achieves the optimal DMT.
The DMT of the single-antenna block Rayleigh fading interference channel (IC) was studied in [9] for the scenario in which CSI is available both at the receivers (Rx-CSI) and at the transmitters (Tx-CSI), and in [10] for the scenario with only Rx-CSI. In [10] , it was shown that in the very strong interference regime, successive decoding with interference cancellation is DMT optimal. Since for the ergodic fading case, using the approach of [10] achieves the capacity region of the IC [4] , it follows that the same strategy is optimal from both DMT and capacity perspectives. Additionally, for general interference regimes, [10] proposed a transmission scheme using a Han-Kobayashi [11] type superposition encoding, in which each receiver jointly decodes the common messages from both transmitters, and the private message from its intended transmitter. This scheme was shown to be DMT optimal in the strong and in the very strong interference regimes, and over a certain range of multiplexing gains. The DMT region of the block Rayleigh fading Gaussian MIMO ICR was studied in [12] for the case where all links have the same exponential behavior as a function of the SNR. In [12] , an outer bound on the DMT was derived using the cut-set theorem, and an achievable DMT was characterized using CF at the relay subject to probabilistic conditions. The generalized degrees of freedom (GDoF) of the ICR was studied in [13] where new outer bounds on the achievable GDoF of the ICR were derived using genie-aided methods. The work [13] also proposed a functional decode-andforward (FDF) strategy which was shown to achieve the optimal GDoF of the ICR given some constraints on the gains of the links in the channel. It was also shown in [13] that relaying can increase the GDoF compared to the IC. December 16, 2014 DRAFT
Main Contributions
In this work we present results on the DMT region of the single-antenna ICR considering both FD and HD relaying. We consider the scenario in which the receivers have perfect Rx-CSI, but there is no Tx-CSI at the sources. We allow the direct link gains, the interfering link gains, the source-relay link gains, and the relay-destinations link gains to scale differently as exponential functions of the SNR, and focus on characterizing the effects of the relationship between interference and cooperation on the DMT region. The channel model is symmetric in the sense that the scaling of the corresponding links at both pairs is identical.
The main contributions of this work are:
1) Four achievable DMT regions are derived based on the CF, DF, and the HD and FD AF relaying schemes.
For each scheme, we analyze the effect of the cross-link gains (interference), the relay-destination link gains (cooperation), and the source-relay links gains on the achievable DMT region.
2) We derive sufficient conditions under which each of the schemes DF and CF achieves the optimal DMT. Based on the optimality results, we further obtain sufficient conditions under which the ICR has the same DMT as that of two parallel single-relay channels.
Thus, the relay assistance to one pair does not degrade the DMT performance at the other pair, and a single relay is simultaneously DMT-optimal for two separate communicating pairs sharing one channel.
3) For the AF scheme, we derive conditions under which each pair in the ICR has a DMT which is equal to the best known DMT for the relay channel with AF relaying.
4)
We compare the DMT of the ICR with that of the IC, and provide sufficient conditions under which adding a relay to the IC strictly increases the DMT region.
The rest of the paper is organized as follows: The channel model and notation are presented in Section II. The DMT performance with CF at the relay is studied in Section III, and the DMT performance with DF relaying is studied in Section IV. AF relaying is studied in Section V for the HD and the FD regimes. Concluding remarks are presented in Section VII.
II. NOTATION AND SYSTEM MODEL
In the following we denote random variables (RVs) with upper-case letters, e.g., X, Y , and their realizations with lower-case letters, e.g., x, y. We denote the probability density function (p.d.f.) of a continuous complex-valued RV X with f X (x). For brevity, the subscript X may be omitted when it is the upper-case version of the realization symbol x. Upper-case doublestroke letters are used for denoting matrices, e.g., A, with the exception that E{X} denotes the stochastic expectation of X. I m denotes the m × m identity matrix. Bold-face letters, e.g.,
x, denote column vectors (unless otherwise specified), and the i'th element of a vector x is denoted by x i . We use x j to denote the vector (x 1 , x 2 , ..., x j−1 , x j ), X * to denote the conjugate of X, A H to denote the Hermitian transpose of A, and (x) + to denote max {x, 0}. , and the set of complex numbers with C. Lastly, we denote f (ρ)
All logarithms are to base 2.
The ICR consists of two transmitters, two receivers, and a relay node that assists communications from the transmitters to their respective receivers, as shown in Fig. 1 . Tx k sends messages to Rx k , k = 1, 2. The received signals at Rx 1 , Rx 2 and at the relay at time i are denoted by Y 1,i , Y 2,i , and Y 3,i respectively. The channel inputs from Tx 1 , Tx 2 and the relay at time i are denoted by X 1,i , X 2,i , and X 3,i , respectively. Let ρ denote the average received SNR over the direct link for both pairs, and let H kl denote the normalized channel coefficient from node k to node l, s.t. its variance is normalized to one. We assume that all normalized channel coefficients are generated i.i.d. according to CN (0, 1). The relationship between the channel inputs and outputs at time i, i = 1, 2, ..., n, is characterized by the following equations:
Here, Z 1,i , Z 2,i , and Z 3,i are mutually independent RVs, distributed according to CN (0, 1), independent over time and independent of the channel inputs and of the normalized channel coefficients. Each channel input has a per-symbol unit power constraint:
, 2, 3}. The normalized channel coefficients are generated at the beginning of the codeword, and once determined, they remain fixed throughout the transmission of the entire codeword, which corresponds to slow fading.
Note that in (1), the cross-link gains scale as √ ρ α , the relay-destination link gains scale as ρ β , the source-relay link gains scale as √ ρ γ , and the source-destination link gains scale as √ ρ. This allows us to identify the impact of the scaling of the links in the channel on the DMT.
The SNR exponents in (1) define the ratio of the strength of different links in decibels. This model is very common in high SNR analysis of interference networks, see also [10] , [14] , [15] , and [13] . From a physical point of view, the different exponents represent different pathloss scaling behaviour due to different propagation conditions. The values of these exponents depend on the geographical setup and on whether a line-of-sight (LOS) exists between a transmitter and a receiver. Specifically, let l denote the distance between a transmitter and a receiver. Then, as observed, e.g. in [20] , the received signal power at the receiver (and therefore the SNR 1 ) scales proportionally to l −η , where η is commonly referred to as the pathloss exponent. Different studies show that the LOS pathloss exponents in indoor environments range from 1 to 2, while non-LOS pathloss exponents typically range from 3 to 7 [20] .
The following CSI assumptions are made for the different schemes studied in this work:
• In the study of CF relaying in Section III, it is assumed that Rx k has Rx-CSI on all of its incoming links. This Rx-CSI is represented byH k
It is also assumed that the relay has Rx-CSI represented byH
In this section only, we assume that the relay also has Tx-CSI on its outgoing links represented byH 3,T (H 31 , H 32 ) ∈ C 2 .
• In the study of DF relaying in Section IV, it is assumed that the receivers and the relay have only Rx-CSI, each on its incoming links. The Rx-CSI of Rx k isH k , k = 1, 2, and the 1 In this work we fix the power of the additive white Gaussian noise to one.
Rx-CSI of the relay isH 3 .
• In the study of AF relaying in Section V, it is assumed that the relay has only Rx-CSI,H 3 , and that Rx k , k = 1, 2 has Rx-CSI on its incoming links and on the incoming links of the relay, i.e., (H k ,H 3 ).
• Throughout this work, there is no Tx-CSI at Tx 1 or at Tx 2 .
Finally, we letH (H 1 ,H 2 ,H 3 ,H 3,T ) be the vector of all channel coefficients. Definition 1. An (R 1 , R 2 , n) code for the slow-fading ICR consists of two message sets M k 1, 2, ..., 2 nR k , k = 1, 2, two encoders at the sources, e k : M k → C n , k = 1, 2, and two decoders at the destinations,
With Rx-CSI only, the transmitted signal at the relay at time i is x 3,i = t i y i−1 3,1 ,h 3 ∈ C, i = 1, 2, ..., n. With both Rx-CSI and Tx-CSI at the relay we have x 3,i = t i y i−1 3,1 ,h 3 ,h 3,T ∈ C. We denote a coding scheme by S c .
Definition 2.
The average probability of error where each sender selects its message independently and uniformly from its message set is P
Definition 3. A rate pair (R 1 , R 2 ) is called achievable if for any > 0 and δ > 0 there exists some blocklength n 0 ( , δ) s.t. for every n > n 0 ( , δ) there exists an (R 1 −δ, R 2 −δ, n) code with P (n) e < . R(h, S c , ρ) denotes the maximum achievable rate region, achieved by a coding scheme S c for the ICR whose channel coefficients areh, and the direct-link SNR is ρ.
Definition 4. The probability of an outage event in the slow-fading ICR, for the scheme S c and target rates R 1,T for pair Tx 1 -Rx 1 , and R 2,T for pair Tx 2 -Rx 2 , is defined as:
Definition 5. We say that a coding scheme S c for the ICR achieves multiplexing gains (r 1 , r 2 ),
Definition 6. We say that a scheme S c achieves a diversity gain of d(r 1 , r 2 ) for multiplexing gains (r 1 , r 2 ), if (see, e.g., [6, Section III])
III. RX-CSI AND TX-CSI AT THE RELAY: COMPRESS-AND-FORWARD
A. An Outer Bound on the DMT Region
When the receivers have Rx-CSI and the relay has Rx-CSI and Tx-CSI we have the following outer bound on the DMT region: Proposition 1. An outer bound on the DMT region of the symmetric ICR is given by
where,
Proof: The DMT outer bounds presented in (3) We note that the mutual information expressions in the cut-set outer bound, which is the basis for deriving the DMT outer bound, are simultaneously maximized by mutually independent complex Normal channel inputs, each with zero-mean and unit power [4, Appendix C].
B. An Achievable DMT Region Via Compress-and-Forward Relaying
We now derive an achievable DMT region based on CF relaying and provide sufficient conditions under which this region coincides with the DMT outer bound (2), leading to the characterization of the optimal DMT of the ICR. The achievability scheme is based on a special case of [2] in which the sources transmit only common messages. The result is summarized in the following theorem: Theorem 1. An inner bound on the DMT region of the symmetric slow-fading Gaussian ICR is given by:
The proof is provided in Appendix B.
Corollary 1.
Consider the symmetric slow-fading Gaussian ICR defined in Section II. If
then the optimal DMT region is
and it is achieved with CF at the relay.
Proof: The corollary follows from Theorem 1. Note that when β ≥ max{γ + 1, γ + α} and (6b) is satisfied, then the achievable DMT region of the CF scheme is min (1 − r 1 )
+ which coincides with the DMT outer bound derived in Proposition 1.
C. Discussion
The physical meaning of conditions (6): To understand the physical meaning of conditions (6) note that
represents the relay-destination SNR, treating only the desired signal as noise, and ρ β ρ α represents the relay-destination SNR, treating only the interference as noise. Condition (6a) can now be rewritten as min{β − 1, β − α} > γ, or equivalently, min
can be interpreted as requiring that the SNR of the relay-destination link (i.e., min
December 16, 2014 DRAFT higher than the SNR of the source-relay link (i.e., ρ γ ). It follows that this conditions guarantees that the relay be able to reliably convey its received information to destination nodes using only minor compression. The second condition, stated in (6b), requires that the multiplexing gains be such that jointly decoding both messages at the destination (with the help of the relay) does not constrain the individual rates. The combination of this condition with the fact that the relay can reliably convey its information to the destination nodes leads naturally to the optimality of the CF scheme used in Theorem 5.
On the equivalence to the DMT of two parallel relay channels: Note that under the conditions of Corollary 1, (7) corresponds to the optimal DMT of two interference-free parallel relay channels. This can be seen by inspecting the cut-set bound for the relay channel. The relationship between the channel inputs and outputs for the relay channel at times i = 1, 2, ..., n, is given by:
where X 1 and X 3 denote the transmitted signals of the source and of the relay, respectively, and 
], for a given realization h r the capacity of the relay channel is upper-bounded by
Following steps similar to [12, Proof of Thm. 1], we bound each expression as follows:
Hence, the DMT of the relay channel is upper-bounded by
Next, recall that in Corollary 1 we have β ≥ γ + 1. Comparing d + Relay (r) and d Opt-CF (r, r), we conclude that for β ≥ γ + 1, d + Relay (r) = d Opt-CF (r, r). Thus, under the conditions of Corollary 1, the optimal DMT of the ICR coincides with the outer bound on the optimal DMT of two interference-free parallel relay channels. Hence, a single relay employing the CF strategy in this situation is DMT optimal for both communicating pairs simultaneously, and in fact interference does not degrade the DMT performance in this case.
Notes on the optimality of CF: Observe that there exist values of α and β for which DMT optimality of CF holds over the entire range of multiplexing gains, i.e., for any 0 ≤ r 1 , r 2 ≤ 1.
One such example is when γ = 1, α = 2 and β = 3. However, if β < max{γ + 1, γ + α}, CF is not DMT-optimal in the sense that its achievable DMT region does not coincide with the DMT outer bound derived based on the cut-set theorem (we cannot rule out a tighter outer bound for this scenario). To understand the reason for this, note that as stated in the previous discussion, when the relay-destination links are strong (large β), then the compression loss at the relay is minor which allows conveying the relay information to the destinations with negligible distortion.
However, if the relay-destination links are not strong enough, i.e., if β < max{γ + 1, γ + α}, then the compression loss at the relay is substantial. As a result, much of the information received at the relay is not conveyed to the destinations, leading to sub-optimality of CF. It follows that the achievable DMT region of the CF-based scheme used for deriving Theorem 1 coincides with the DMT region derived from the cut-set bound only over a strict subset of channel coefficients, contrary to the situation for the CF scheme in the single-relay channel, as observed in [6] . This difference is due to the fact that unlike the single-relay channel, in the ICR there is interference, and hence the relay-destination links should be stronger than in the case of single-relay channel in order for CF to be optimal. This follows since the destination has to be able to decode the relay signal in the presence of interference. An alternative to CF in situations where the relaydestination links are too weak for CF optimality is to use the DF scheme. However, DF has other limitations due to the required source-relay link strength. This is discussed in detail in the next section.
Furthermore, note that from Theorem 1 it follows that when α ≤ 1, i.e., when interference is weak, the achievable DMT region obtained with CF at the relay (when each receiver decodes both messages) is an increasing function of α, that is, increasing the interference between the communicating pairs enlarges the DMT region. On the other hand, if α > 1, i.e., if interference is strong, then there are two cases: becomes stronger. This is because the cooperation links are strong enough to support the required relay information rate and to facilitate decoding of the interference and of the desired message at each receiver.
• When β < γ + α and r 1 + r 2 ≤ min{β − α, α}, then (5a) and (5b) decrease as α increases, while (5c) does not depend on α. Thus, increasing the interference decreases the achievable DMT obtained with the CF strategy. This follows as the SNR at the relay-destination links is not high enough for the relay to convey the information on its received signal to the destinations without substantial compression, and hence, its assistance is limited. Thus, increasing α decreases the DMT.
Additionally, it can be observed that the achievable DMT region of CF is a non-decreasing function of β, which represents the strength of the cooperation links from the relay to the destinations. Thus, better relay-destinations links (i.e., better cooperation) improves the DMT performance for the ICR. Similarly, note that the DMT region of CF is a non-decreasing function of γ, which corresponds to the strength of the source-relay links. Thus, strong source-relay links (i.e., increasing the reliability of the information at the relay) increases the achievable DMT for the ICR as well.
Maximum achievable diversity gain with CF: For the Gaussian ICR defined in Section II, the maximum achievable diversity gain with CF relaying is:
In [6] it is shown that for the single relay channel with γ = β = 1, the maximum achievable diversity gain is 2 and it is achieved with CF at the relay. Note that in the ICR with γ = 1, and α ≤ 1 there are two cases:
Hence, when α ≤ 1, although the DMT region of the ICR increases with α (see also the discussion above), the maximal diversity gain of the ICR does not depend on α. Lastly, we note that when α ≤ 1, β < 2, and γ = 1, then the maximal diversity gain of the CF scheme (as implemented in Theorem 1) is smaller than the diversity gain of the relay channel. Thus, interference decreases the diversity gain (subject to joint decoding at the receivers). December 16, 2014 DRAFT For the scenario with γ = 1 and α > 1:
It follows that when γ = 1, α > 1 and β ≥ 1+α, although the DMT region of the ICR generally increases with α, the maximal diversity gain of the ICR does not depend on α. For the scenario in which γ = 1, α > 1, and β < 1 + α, both the maximal diversity gain and the DMT region of the ICR decrease with respect to α.
In conclusion, in the ICR (with γ = 1) the same diversity gain as that of the relay channel is achieved if β ≥ max{2, α + 1}. This is due to the fact that unlike the single-relay channel, in the ICR there is interference and therefore, in order to achieve the same diversity gain, the relay-destination links in the ICR should be stronger than that in the single-relay channel to overcome the interference. becomes even larger, i.e., the achievable DMT of the ICR becomes strictly larger than twice the maximum achievable DMT of the IC. Furthermore, from Theorem 1 it follows that the DMT performance of the ICR is better than that of the IC also in the scenarios where CF is not DMT optimal: for example, when β ≥ max{γ + 1, γ + α} and
. These observations motivate the use of relaying in wireless networks.
IV. RX-CSI ONLY AT THE RELAY: DECODE-AND-FORWARD

A. DMT Outer Bound
Since the case with only Rx-CSI at the relay is a special case of Proposition 1, the outer bound of Proposition 1 is an outer bound also for the case where both the receivers and the relay have only Rx-CSI. Thus, we have the following proposition:
Proposition 2. For the symmetric ICR with Rx-CSI only at the relay, the region d + (r 1 , r 2 ) defined in Equations (2)- (3) is an outer bound on the DMT region.
B. An Achievable DMT Region Via Decode-and-Forward Relaying
We begin with a statement of the achievable DMT region:
as follows:
where
is an achievable DMT for the symmetric slow-fading Gaussian ICR.
Proof: The proof is provided in Appendix C.
Corollary 2. Consider the symmetric slow-fading Gaussian ICR as defined in Section II. If the following conditions are satisfied:
and it is achieved with DF at the relay.
Proof: The proof is based on Theorem 2. Note that when (13) is satisfied, then (11) coincides with (2), characterizing the optimal DMT for the Gaussian ICR.
C. Discussion
The physical meaning of conditions (13): There are four conditions in Corollary 2. These conditions correspond to different requirements on the multiplexing gains and on the SNR exponents in the channel. The conditions can be interpreted as follows:
• The first condition in (13a) requires that the multiplexing gains be small enough such that jointly decoding both messages at the relay does not result in an outage, otherwise, DF is not useful and the ICR scales back to the IC, see [10] .
• The second condition in (13b) requires that joint decoding at the relay does not limit the individual rates at the relay.
• The third condition in (13c) requires that when the relay cannot help (i.e., is in outage), then jointly decoding both the desired message and the interference at the destination does not constrain the rate of the desired message.
• The fourth condition in (13d) requires that given a successful decoding at the relay node, jointly decoding both the desired message and the interference at the destination does not constrain the rate of the desired message.
We obtain that the sum of (13b) and (13c) corresponds to the outage probability at the destination when there is outage at the relay, and (13d) corresponds to the outage probability at the destination when the relay is not in outage. Thus, (13b) combined with (13c) guarantee DMT optimality when the relay is in outage, and (13d) guarantees DMT optimality when the relay is not in outage.
On the optimality of DF: From Theorem 2 we observe that the achievable DMT region obtained with DF (when each receiver decodes both messages) is monotonically non-decreasing as α, β, and γ increase, i.e., the DMT performance of the DF scheme improves as either interference, α, or cooperation (either the relay-destination links, β, or the source-relay links, γ) become stronger, or it does not change when they increase. This is since increasing α facilitates joint decoding at the destinations. This is contrary to CF for which there are regimes of α and β in which increasing the interference decreases the DMT performance.
On the equivalence to the DMT of two parallel relay channels: Setting r 1 = r 2 = r, we note that under conditions (13) each Tx-Rx pair achieves a DMT of min (1 − r) + (γ − r 1 ) + , (1−r)+(β −r) + , which coincides with the DMT upper bound for the relay channel (10).
Thus, the optimal DMT (14) in this case corresponds to the optimal DMT of two interferencefree parallel relay channels. We conclude that the DF strategy can be DMT optimal for both communicating pairs simultaneously. Note that with CF, DMT optimality was shown only for β ≥ max{γ + 1, γ + α}; but with DF, optimality is achieved for any value of β satisfying Maximum achievable diversity gain with DF: The maximum diversity gain achieved by the DF scheme is d max DF = min{γ + 1, β + 1}. Compared with the relay channel whose maximum diversity gain is 2, we conclude that the DF scheme achieves for each pair the maximum diversity gain of the relay channel, as long as min{β, γ} ≥ 1. Observe that this diversity gain is obtained for both pairs simultaneously, using only a single relay.
DF relaying can increase the DMT of the IC: When DF is DMT optimal, its DMT region outer bounds the optimal DMT region of the IC (for the same α). Note that this conclusion holds for any value of β > 0. Moreover, there are scenarios in which the achievable DMT for the ICR with DF is strictly larger than the optimal DMT of the IC even when DF is not optimal. One such example is when (13a) and (13d) are satisfied, while (13c) is not satisfied. For example, when r 1 = r 2 = 0.4, α = 1.8, β = 1, and γ = 1 then for the ICR we have a diversity gain of 1, while for the IC the achievable diversity gain is upper-bounded by 0.6.
V. AMPLIFY-AND-FORWARD AT THE RELAY
In this section we study scenarios in which the relay node uses the AF scheme. We first consider a relay operating in the full-duplex mode and then study relaying subject to a halfduplex constraint. For each mode we propose a transmission scheme and evaluate its DMT performance. In addition to our standard Rx-CSI assumption, we assume that each receiver knows the Rx-CSI at the relay. This can be done by sending the Rx-CSI at the relay to the receivers with a negligible rate cost, as the channel is constant during the transmission of the entire codeword. For simplicity we consider only scenarios in which γ = 1.
A. An Outer Bound on the DMT Region
Note that the DMT region d + (r 1 , r 2 ) defined in (2)- (3) was derived when each receiver has CSI on all links in the channel (see Appendix A for details). Therefore, d + (r 1 , r 2 ) is an outer bound on the DMT region of the ICR with a full-duplex relay, and the ICR with a half-duplex relay.
B. An Achievable DMT Region Via Full-Duplex Amplify-and-Forward Relaying
An achievable DMT region for the ICR with a full-duplex relay employing the AF strategy is stated in the following theorem:
(r 1 , r 2 ) be defined as follows:
The DMT region d
is achievable for the symmetric slow-fading Gaussian ICR.
Proof: The proof is provided in Appendix D.
C. An Achievable DMT Region Via Half-Duplex Amplify-and-Forward Relaying
The noise amplification issue observed when the relay employs FD-AF at the relay motivates the consideration of half-duplex relay operation, with the goal of limiting the noise amplification, and thereby potentially increasing the diversity gain. In this section, we consider HD-AF relaying in which each receiver jointly decodes both its desired message and the interfering message. The corresponding DMT region, denoted by d
, is given in the following theorem:
(r 1 , r 2 ) is achievable for the symmetric slow-fading Gaussian ICR.
Proof: The proof is provided in Appendix E.
D. Discussion
On the equivalence to the DMT of two parallel relay channels: From Theorem 4 it follows that when β = 1 and α ≥ 2, i.e., when interference is very strong, then the achievable DMT is
In [18] the class of AF relay channels has been studied and it has been shown that the nonorthogonal AF (NAF) protocol achieves the optimal DMT for AF single-relay channels which was shown in [18, Theorem 3] to be d
then in the class of AF protocols, our proposed HD-AF scheme achieves the optimal DMT for each communicating pair simultaneously, and the DMT performance corresponds to that of two parallel relay channels. In fact, in this configuration, interference does not degrade the performance. This is because here interference is very strong, and thus, decoding the interfering message can be done without constraining the rate of the desired information.
The impact of noise amplification on the achievable DMT of AF: Observe that for AF with β ≤ 1, the achievable DMT of the ICR increases with respect to β, while for β > 1, the DMT decreases with respect to β. This behaviour for AF can be observed both in the strong interference regime (Figure 3 ) as well as in the weak to moderate interference regime ( Figure 4) . Hence, if the relay-destination links are weak, then forwarding desired information dominates the noise amplification caused by AF, while for strong relay-destination links, we observe the opposite behaviour. This demonstrates well the tradeoff between forwarding desired information to the receivers and amplifying the noise at the receivers.
VI. NUMERICAL EVALUATIONS AND ADDITIONAL COMMENTS
The effect of the strength of the interference on the achievable DMT: Figure 2 is equal to zero for high multiplexing gains (r ≥ 0.5). For CF and AF, this is due to fact that interference is not strong enough to facilitate joint decoding of the interference and of the desired message at the destinations (see equations (5c) for CF and (16) for AF). For DF, this is due to jointly decoding the messages from both sources at the relay node, which follows from (12a).
However, when α = 2, i.e., when interference is very strong, decoding the interference at the destinations does not constrain the achievable DMT for high multiplexing gains. In this case, an outage for decoding the desired message at the destinations is the dominant outage event. This is the situation in Figure 2c .
The effect of the strength of the relay-destination links in the very strong interference regime: Figure 3 demonstrates the effect of the strength of the relay-destination links, represented by β, on the achievable DMT region of the ICR for the symmetric case where r 1 = r 2 = r when interference is very strong (α = 2). This makes it possible to isolate the effect of the relay-destination links. Note that when β is small, as in Figure 3a , then the different relaying strategies achieve the same diversity gains for almost all values of multiplexing gains. This observation suggests that if the relay-destination link is very poor, then it does not matter which relaying strategy is used since the relay cannot provide much assistance to the communicating pairs. In fact, the DMT of the ICR in this case coincides with the DMT of the IC except for very low multiplexing gains, in which DF and AF provide DMT gain over the IC but CF does not. However, for β = 1 and β = 2 (Figures 3b and 3c, respectively) , the achievable DMT of DF and AF reaches the maximum possible diversity gain at r = 0, i.e., a diversity gain of 2.
Recall that in Corollary 1 it was shown that when β ≥ max{2, α + 1}, CF can be DMToptimal. Indeed, in Figures 3a-3c , where we have β < α, CF is suboptimal and its achievable DMT is bounded by 1. But, when β ≥ max{2, α + 1}, then CF becomes DMT-optimal, as is the situation in Figure 3d . Observe that for β = 2, 3 (Figures 3c, 3d ) the DMT of AF decreases, and in fact becomes zero at high multiplexing gains. This is because when the relay-destination link is strong, then the noise amplification problem associated with AF becomes dominant and constrains the achievable DMT at the destinations.
The effect of the strength of the relay-destination links in the weak interference regime: Figure   4 demonstrates the effect of the strength of the relay-destination links on the achievable DMT region of the ICR in scenarios in which the interference is weak (α = 0.5). First, observe that in the weak interference regime, DF outperforms both CF and AF. Note that if the multiplexing gains are high (r ≥ 0.5), then the achievable DMT of all three strategies is equal to zero. In this case, the outage event due to jointly decoding both messages at the relay is the dominating outage event for DF, while for the CF and the AF relaying strategies, the dominating outage event is the one that corresponds to jointly decoding both messages at the destinations (See also the comment on the effect of the strength of the interference on the achievable DMT). When the multiplexing gains are low, however, then with the DF strategy, the relay can reliably decode both messages and forward noiseless desired information to the receivers, while with CF and AF strategies, the relay forwards noisy information to the receivers. Thus, DF outperforms CF and AF at low multiplexing gains.
Note that the performance of CF improves with respect to the strength of the relay-destination links, i.e., when β increases (note that for β = 0.5 CF performs the same as for β = 1, but when β > 1, the DMT performance of CF improves as β increases). This follows from the fact that as the relay-destination links improve, then the compression at the relay can be less substantial (see Eqn. (B.7)), enabling the relay to forward more information to the destinations.
Implications on the incorporation of relaying into existing wireless networks: An important aspect to note is that all achievable DMT regions in this paper were obtained with mutually independent codebooks. This means that when attempting to achieve the DMT gains characterized in this work by adding a relay to an existing network, it is not required to change the transmission scheme of the users, and in fact they can be completely oblivious to the fact that they are being assisted by a relay node. It is enough to modify only the decoding process at the receivers.
This greatly simplifies the introduction of relaying into wireless networks and provides further motivation for using relaying to mitigate interference.
Alternative approached for the weak interference regime: The focus of the optimal DMT results obtained in this work is on the strong and on the very strong interference regimes. In these regimes, decoding both the desired message and the interfering message at each receiver achieves the optimal performance, since when interference is strong enough, it can be decoded without constraining the rate of the desired information. This observation has motivated basing the achievable schemes employed in this work on decoding both messages at each receiver. In the weak interference regime, this decoding approach constrains the rates, and higher rates can be obtained by applying partial interference cancellation as in the well-known Han-Kobayashi scheme [11] . Partial interference cancellation can be incorporated into these schemes by ratesplitting at the sources combined with partial decoding and rate-splitting at the relay (for example, this was done for CF in [2, Sec. III-A]). Note that for the IC (without a relay) it was shown in [10] that when interference is weak, then partial interference cancellation leads to a larger achievable DMT region compared to jointly decoding both messages; however, DMT optimality was demonstrated only for the strong and for the very strong interference regimes.
Another relevant relaying strategy is noisy network coding (NNC) [21] . Note that in the weak interference regime, [21] showed that NNC may allow higher rate pairs than those achievable with CF relaying for the ICR with noiseless, orthogonal relay-destinations links. Thus, NNC may lead to a larger DMT region in such scenarios. In strong and in very strong interference regimes, which are the focus of this study, the receiver jointly decodes both the interference and the desired message. In such situations, when CF is DMT optimal (see, e.g., Corollary 1), clearly NNC cannot outperform CF. When CF is not DMT optimal, then NNC may indeed provide a better DMT performance.
The operational significance of DMT analysis in modern wireless communications systems:
An interesting aspect to investigate related to our DMT results for the ICR is their operational significance, as was done for point-to-point MIMO channels in [22] . The work [22] showed that in practical wideband operating scenarios with frequency diversity, link adaptation can be used to avoid outage in slowly fading channels, while in rapidly fading scenarios, hybrid automaticrepeat-request (HARQ) provides sufficient protection from outage. Thus, in both rapidly and slowly fading channels, the transmission scheme should utilize the available antennas for increasing the information rate (i.e., multiplexing gain) rather than for decreasing the probability of outage (i.e., diversity gain). Note however, that the analysis in [22] does not easily extend to the ICR studied in this paper for two reasons: First, we assume no transmitter CSI and no feedback, which precludes link adaptation as well as HARQ. In addition, our setup is a virtual MIMO channel, and hence, even with transmitter CSI everywhere, the ability to do link adaptation and HARQ over virtual links is not straightforward. Furthermore, the relay also complicates the analysis as it introduces multiple hops which were not present in [22] . We conjecture that as in [22] , if there is transmitter CSI and/or feedback in our model, then techniques such as link adaptation and HARQ will reduce or eliminate the need to use degrees of freedom for diversity in most settings, and hence typical operating scenarios will use most degrees of freedom for multiplexing. Making this conjecture rigorous, however, is a topic of future work.
VII. SUMMARY
In this work we studied the DMT performance of single-antenna Gaussian ICRs. We derived four achievable DMT regions based on CF, DF, and AF at the relay. Additionally, we derived conditions on the channel coefficients under which the optimal DMT is achieved with CF and with DF. In these scenarios, we showed that the optimal DMT of the ICR is the same as the optimal DMT for two parallel interference-free relay channels which means that a single relay can be DMT-optimal for both communicating pairs simultaneously, and that interference does not degrade the DMT performance when these conditions are satisfied. For the AF strategy we characterized scenarios in which the achievable DMT of the ICR is the same as the best DMT for two parallel, AF-based relay channels, and we showed that a single relay can assist both pairs to achieve this DMT simultaneously. These results demonstrate that adding a relay can substantially improve the DMT of interference channels, which gives a strong motivation for employing relay nodes in multi-user wireless networks that have to cope with interference.
APPENDIX A PROOF OF THE DMT OUTER BOUND OF PROPOSITION 1
We begin with the statement of a cut-set bound for the ICR, which is given by the following proposition:
Proposition A: Let R + denote the set of nonnegative real numbers. Whenh is given and fixed, an outer bound on the achievable rate region is given by the following region: 
and note that n → 0 as n → ∞. Thus, for a set {R ij } i∈S,j∈S c , we have Rx-CSI and Tx-CSI on its incoming and outgoing links, the joint distribution for the cut-set bound can be decomposed into
where (h 3 ,h 3,T ) should be taken as fixed throughout codeword transmission.
Let C(h) denote the capacity region of the ICR for the channel coefficientsh. Then C(h) ⊆ C outer-bound (h). Therefore, the outage probability corresponding to the outer bound, C outer-bound (h), is a lower bound on the outage probability corresponding to C(h), i.e.,
It follows that the DMT region corresponding to the cut-set bound C outer-bound (h) constitutes an outer bound on the achievable DMT region of the ICR. In the following, we characterize the DMT curves corresponding to (A.1a)-(A.1d): Consider first the DMT corresponding to (A.1a), and let 
, and note that from [18, Eqn. (5)] we obtain that since h kl are complex Normal RVs, then in the asymptotic case as ρ → ∞, the p.d.f. of θ kl is equal to zero for all negative values of θ kl . Therefore, we consider only
Hence, using [18, Eqn. (6)] we obtain that when ρ → ∞, then Pr(Õ 
As the constraints (A.3a)-(A.3c) can be rewritten as θ 11 ≥ (1 − r 1 ) + and θ 13 ≥ (γ − r 1 ) + , then the minimal sum equals to
given in (3a 
, where
Which follows since 
subject to the constraints:
where N Q is selected to satisfy (B.2). Using the relationships
, we can rewrite the constraints in (B.2a) and (B.2b) as:
Next we find the smallest N Q that satisfies (B.3). Starting with k = 1, we write explicitly h(Y 1 |h) for mutually independent complex Normal channel inputs:
Combining (B.4) and (B.5) we conclude that (B.3) is satisfied for k = 1 if
where θ ij is defined in Appendix A. Note that since θ kl ≥ 0, k, l ∈ {1, 2, 3}, (k, l) = (3, 3) , the above inequality is guaranteed if
Thus, we obtain
Using the same arguments for k = 2 and combining with (B.6), we conclude that (B.3) is satisfied with
Note that since the expression for N Q in (B.7) depends on θ 31 and θ 32 , then the relay must have Tx-CSI in order to compute N Q . Using its Tx-CSI, the relay is able to identify the minimal compression required to be applied to its received signal, to permit reliable transmission of information on its received signal to the destinations. Also note that the degree of compression is proportional to the relative strength of the source-relay links compared to the strength of the relay-destination links (represented by ρ γ ρ β ). The Rx-CSI is needed at the relay to facilitate the use of Gaussian codebooks for compression.
Denote the event that the k'th inequality in (B.1a)-(B.1d) is violated with O CF k . We first evaluate Pr(O CF 1 ) as follows:
T , we can write
Next, we write
Hence, as in [9, Theorem 1], by following similar steps as those used in Appendix A, the DMT corresponding to the event O CF 1 can be calculated by solving the following minimization problem:
First, consider the case where α > 1. The case for α ≤ 1 can be solved using similar arguments.
For simplicity, define φ(θ) (γ + α − β + θ) + . Next, note that given θ 31 and θ 32 , the optimal values for θ 11 and θ 13 can be obtained as
Thus, the optimization problem in (B.8) can be rewritten as
Searching over all possible values of φ(θ 31 ) and φ(θ 32 ), there are four possible cases:
In this case we obtain φ(θ 31 ) = φ(θ 32 ) = 0, for which we havef
It follows that in this casef (θ 31 , θ 32 ) is a monotonically increasing function of θ 31 and θ 32 .
2) γ +α−β +θ 31 > 0 and γ +α−β +θ 32 ≤ 0: In this case we obtain φ(θ 31 ) = γ +α−β +θ 31 and φ(θ 32 ) = 0. Thus,
Here, there are two possibilities:
• γ − φ(θ 31 ) − r 1 ≤ 0 for which we obtain
It follows that in this casef (θ 31 , θ 32 ) is again a monotonically increasing function of θ 31 and θ 32 .
• γ − φ(θ 31 ) − r 1 > 0 for which we obtain
It follows that in this casef (θ 31 , θ 32 ) does not depend on θ 31 but it is a monotonically increasing function of θ 32 .
3) γ + α − β + θ 31 ≤ 0 and γ + α − β + θ 32 > 0: Following steps similar to the previous case, we conclude thatf (θ 31 , θ 32 ) is either a monotonically increasing function of θ 31 and θ 32 , or it does not depend on θ 32 and is a monotonically increasing function of θ 31 .
4) γ +α−β +θ 31 > 0 and γ +α−β +θ 32 > 0: In this case we obtain φ(θ 31 ) = γ +α−β +θ 31 and φ(θ 32 ) = γ + α − β + θ 32 . In this scenario,
Depending on whether φ(θ 31 ) > φ(θ 32 ) or φ(θ 31 ) ≤ φ(θ 32 ), this case becomes the same as the second or the third case, respectively.
We conclude that for the optimization problem in (B.9),f (θ 31 , θ 32 ) is either a monotonically increasing function of both θ 31 and θ 32 , or it does not depend on one and is a monotonically increasing function of the other. Thus, the optimal θ 31 and θ 32 for this optimization problem are zero. Note that for θ 31 = θ 32 = 0, we have that φ(θ 31 ) = φ(θ 32 ) = (γ + α − β) + , hence, the optimal solution to (B.9) is
Repeating the same steps for the case α ≤ 1, we obtain
which is (5a). Similarly, we obtain the achievable DMT (5b) by calculating the probability of the outage event O CF 2 which follows from the rate constraint (B.1b). Consider next the outage probability Pr(O CF 3 ) corresponding to the rate constraint (B.1c). Defining
we write
Thus, as in [9, Theorem 1] , by following similar steps as those used in Appendix A, a lower bound on the DMT is obtained by considering the following minimization problem:
Similar to the previous case, the minimal solution is obtained at θ 31 = θ 32 = 0. The resulting DMT relationship is characterized by d The achievability scheme is based on employing DF at the relay and using i.i.d. codebooks generated according to mutually independent, zero-mean, complex Normal channel inputs. Let O R denote the outage event at the relay, i.e., the event that the relay fails to decode, and let O c R denote its complement. Then, the probability of an outage for the ICR can be evaluated as follows:
Similarly to [4, Eqn. (A1)], an achievable rate region for decoding at the relay is given by all nonnegative pairs (R 1 , R 2 ) satisfying
The probability of an outage at the relay, Pr(O R ), corresponds to the event that at least one of the above inequalities is not satisfied. Applying similar techniques as in Appendix A, we obtain
Thus, similarly to [6, Appendix II] it can be shown that at asymptotically high SNR
When the relay fails to decode it remains silent at the next transmission block, and hence, the ICR specializes to the IC in such situations (recall that the receivers have Rx-CSI). Note that the destinations can be made aware of this (see, e.g., [6, Appendix II]) via a single bit sent from the relay at no rate cost asymptotically. It follows that when the relay fails to decodes, each receiver jointly decodes both messages based on its received signal which is a sum of the desired signal and the interfering signal. As the sources use mutually independent, i.i.d. generated codebooks, then using the error analysis of [17, Section IV-D] without superposition encoding (i.e., setting
we obtain the following rate region:
Next, denote the target rates R 1,T = r 1 log ρ and R 2,T = r 2 log ρ. An outage occurs if at least one of the inequalities in (C.3) is not satisfied. Denote the probability of outage at the destinations given that the relay fails to decode with Pr(outage|O R ). Since this corresponds to an outage event for the IC ((C.3)), then we write
where d IC (r 1 , r 2 ) is the achievable DMT of the IC (without relay) corresponding to (C.3). From
Next, we consider the case where the relay decodes both messages successfully. Using relay encoding and receiver decoding as in [4, Appendix A] , and neglecting errors in decoding the interfering message as in [17, , an achievable rate region of the ICR is obtained as:
Evaluating the DMT region corresponding to the above rate region similar to Appendix A, it follows that when the relay decodes both messages successfully, the probability of outage is given by
Pr(outage|O c R )
Finally, by substituting (C.2), (C.4), and (C.5) into (C.1), we obtain
, r 1 + r 2 ≥ γ which corresponds to the DMT region of Theorem 2.
APPENDIX D PROOF OF THEOREM 3
We first derive an achievable rate region for the ICR with a full-duplex relay employing the AF scheme, and then we evaluate the DMT region obtained with this scheme.
A. An Achievable Rate Region
Transmission is carried out in groups of B − 1 messages. Each message is transmitted via a codeword of length n channel symbols and an entire group of B − 1 messages is transmitted using nB channel symbols. Let R k denote the rate for the pair Tx k -Rx k . Then, the overall rate is B−1 B R k which approaches R k as B increases. Let M k {1, 2, ..., 2 nR k } denote the message set for Tx k , k ∈ {1, 2}, and let the codebook for user k be the set
k , k ∈ {1, 2}, and the relay transmits a scaled version of the signal received at the previous block, i.e., at block b − 1. Let R is determined solely based on the Rx-CSI at the relay. The relationship between the channel inputs and outputs at the i'th symbol of block b, i ∈ {1, 2, ..., n}, is given by:
3k ) ∈ C 3 denote the available Rx-CSI at Rx k at block b, k ∈ {1, 2}, and letH
23 ) ∈ C 2 denote the Rx-CSI at the relay at block b. As the receivers know the Rx-CSI at the relay, they know G This can be done reliably if n is large enough and 
as:
It follows thatỹ (b) includes interference caused by transmission of m 1,b+1 at block b + 1. Note that this interference cannot be cancelled since Rx 1 decodes m 1,b+1 at block b + 2. We conclude that m 1,b can be reliably decoded if n is large enough and
Following similar steps, we obtain that Rx 2 can decode m 2,b reliably if
is defined similarly to
. Note that in general, in order to maximize the achievable rate region, we should use the values of G 
Hence, as we define |h
for b = 1, 2, ..., B, guarantees to satisfy the power constraint at the relay. We conclude that the overall achievable rate region is given by (D.2) and (D.4) subject to the assignment (D.5).
B. Evaluating the DMT of Full-Duplex AF Relaying
We begin by evaluating the rates and the DMT associated with the transmission of the pair 
when the inequality is due to union bound. Hence, since the probability of outage is upper bounded by the sum of per block outage probabilities, we consider the asymptotical behaviour of the outage probability for a single transmission. First, note that for mutually independent complex Normal channel inputs, i.i.d. in time, we have
Hence, every nonnegative R 1 satisfying
, is achievable. We therefore obtain the following DMT region for transmission Tx 1 -Rx 1 at block
. Following similar steps for Tx 2 -Rx 2 , we obtain the DMT region d
in (15) . This completes the proof.
Comment D.1. In the high SNR regime, the logarithm in (D.6b) is dominated by the summation of two terms. Note that the first term contributes 2 − max{1, β, 2β − 2} − r 1 + to the diversity gain corresponding to transmission Tx 1 -Rx 1 , while the second term contributes
Therefore, β does not affect the diversity gain for values of β ≤ 1; For 1 < β < 2, increasing β decreases the contribution of the first term due to noise amplification, and increases the contribution of the second term, and for β > 2 the diversity gain is again independent of β. Thus, when the interference is strong enough to allow decoding the interference without decreasing the achievable diversity gain, the maximal achievable diversity gain for the AF-FD scheme is min (1 − r 1 )
as double-symbols. As the codewords are generated i.i.d., it follows that each codeword of length n can be treated a vector of n 2 i.i.d.-generated double-symbols and the probability of error can now be calculated using standard ML arguments as in [18] . For k ∈ {1, 2}, define
Hence,Ỹ do not depend on i, hence we denote
. Next, following similar steps as those used in [18] , we conclude that an upper bound on pairwise error probability (PEP) for the ML decoding rule associated with E {1} is
into (E.1) we obtain where (a) follows as θ 31 ≥ 0 and therefore, omitting θ 31 from the exponents in the denominators increases the dominators and therefore, decreases the expression in the parentheses in (E.2) and eventually increases the entire expression; (b) follows since for β ≤ 1 we obtain 1 + ρ β−1 . = 1 as ρ → ∞. Recall that the target rate at Tx 1 is r 1 log ρ bits per channel uses.
As the target rate of the double-symbols is set to R • E {2} {m 1 = m 1 ,m 2 = m 2 }: Note that as decoding m 2 is not required at Rx 1 , then an outage corresponding to E {2} need not be accounted for at Rx 1 , and therefore E {2} does not constrain the achievable DMT region at Rx 1 .
• E {1,2} {m 1 = m 1 ,m 2 = m 2 }: Define the super-symbol X . Following steps similar to those used in [18] , we obtain that an upper bound on the PEP associated with E {1,2} is given by is obtained by omitting nonnegative terms from (E.6).Using similar steps as those used to evaluate the probability of E {1} , set the target rate to R k,T = r k log(ρ), k ∈ {1, 2}, bits per channel use. Thus, when decoding both messages at Rx 1 , there is a total of ρ First, we evaluate the DMT region corresponding to E {1} : Define P O,1 as the probability of the event in which the channel realizations are s.t. the probability of error corresponding to E {1} This results in the following DMT for β ≤ 1: Using similar arguments we obtain the DMT corresponding to the error event E {1,2} from (E.7): Repeating the same derivations for decoding at Rx 2 and combining with (E.11) and (E.12) we obtain (16) . This completes the proof.
