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Introduction 
In 1899, Pringsheim [7] proved the following convergence theorem for ordinary continued 
fractions: The continued fraction K(a,/b,) (a,, b,, E C for n = 0, 1,. . .) converges to a finite 
value if 1 b, ) > ( a, 1 +l, b’rz. If f, denotes its nth approximant, then 1 f, 1 -C 1, Vn. 
Using Pincherle’s theorem [4] on the relation between continued fractions and second-order 
recurrence relations it is possible to reformulate this result for recurrence relations: If the 
coefficients of the recurrence relation 
JJ~+~=~,Y~+~ +a,y,,, n=O, I,... (I) 
satisfy the inequalities 
l&l 2 Ia,l+l, n =o, l,..., (2) 
then (1) has for every 8 E @ and for every integer N 2 0 a solution z,,~ (n = 0, 1,. _ .) with 
Z O,N = 8 and z~+~,~ = 0. Furthermore, 
lim z~,~ = z, E @ 
N-CC 
for all n with zn a bounded solution of (1). 
It is clear in this context that there is a close relationship between Pringsheim’s theorem and 
the theory of diagonally-dominant matrices (see also [l, p.321 and [6, ~551). In this paper we give 
a generalization of this last result for pth order linear recurrence relations. In a first paragraph 
we show that if the coefficients of the recurrence relation satisfy inequalities similar to (2), then a 
certain diagonally-dominant matrix associated with the recurrence relation is non-singular. Using 
this we construct a sequence of solutions of the given recurrence relation. In the second 
paragraph we show that this sequence converges to a bounded solution of the recurrence relation. 
In the third paragraph we look at an application. 
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1. Diagonally-dominant matrices associated with linear recurrence relations 
Let us consider the following linear recurrence relation of order p: 
5 4nJy,+p-, = 0, qJn) + 0, n=o, 1,2 ,..*, 
i=o 
(3) 
and let us assume that the coefficients a,(n) satisfy the inequalities 
i laitn) I G Iap-,Cn> I’ n = 0, 1, 2,. . . ) 
i=O,tfp-1 
(4) 
for some j with 1 <j d p. Then we have the following theorem. 
Theorem 1. If the coefficients of (3) satisfy (4), then (3) has for each integer N > 0 a unique 
solution z, N with 
Z l?l.N 
= 8 111) m=O > . . . , j- 1, 
Z N+j+m,N = 0, m=l,..., p-j, 
(5) 
and with 8, (i=O,..., j - 1) arbitrary numbers. 
Proof. The proof is in two parts: in a first part we rewrite the recurrence relation as a linear 
system of equations and we decompose the matrix of this system formally into the product of an 
uppertriangular and a lowertriangular matrix. In a second part we use this decomposition to 
prove that the matrix of the system is non-singular. 
First part. We have to prove that the following system of equations has a unique solution z,,~: 
rn, e m=O,..., j-1, 
;~oui(m)zm+,l.N = O, m=O,..., N, 
Z m,N = 0, m=N+j+l,...,N+p. 
The system may be rewritten as 
AZ=B 
with 
1 
i . . 
0 \ 
0 .l 
a,(O) . . . a,(o) 
I 
a,(j) 
a,(N) . . . . . . a,(N) 
I 1 0 
I 0 .I 
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and 
.z= (Z&N ,..-> zN+P,N)TY B= (f& ,..., t$_,, 0 ,..., 0)‘. 
Let us assume that A has a decomposition A = UL with 
.!I= 
and 
i 
L= 
1 0 
0 1 
1 Y,-,-,(O) .. Yo (0) 
. . 
YO(N) 
Y,-,-#+p -j- 1) 
1 
1 0 
P,(j-1) 
P,(j) .’ 
PO(N) 
\ P,(N+p-j) . ,b(N+p- j) 
Then it is immediately clear that for i = 1,. . . , p -j, 
&(N + i) = 1, &(N+i)=O, m=l,...,j 
and for i=l,._.,p-j-1, 
y,(N+i)=O, m=i ,..., p-j-l. 
Since A = UL we must have 
I 
y0(4P0(~ +p -j) =Q+ 
n(4&(n +P -j - 1) + u&)&(n +P -j) = 44, 
Y,-,-1(4Po(n + 1) + *. . +yO(~)&-l(~ +tp -j) = a,-,-,(n); 
i 
P&) + Y,-,&)Ph + 1) + . . . +y0(fl)&,(n +p -j) = a,-,(n), 
P,(n) + yP-,-l(~)Pj+l(~ + 1) + . ** +yo(n)/$(n +p -j) la,(n) 
95 
(6) 
(7) 
(8) 
(9) 
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(n=N, N-l,. . . ,O) if we assume that p,+,(n) = 0 for i = 1, 2,. . . , and for all n. From these 
equations and (6-7) we calculate ye(n) ,..., y,_,_,(n), P,,(n) ,..., p,(n) for n = N, N- l,..., 0. 
For the yk( n) ( k = 0, . . . , p - j - 1) we find, using induction, 
&G+p-j-k)yk(n)= ~a,-,(n)9,-1(n+p-j-k+1) (10) 
i=O 
where Cp,( n) (i z -j, n >, 0, i + n < N + p - j) is defined by 
k&r) = 1, $-,(n) = . . . = cp_,(n) = 0, 
Using (lo)-(11) in (9) wefindforP,(n)(h=O,...,j) 
or, after changing the order of summation 
P-J 
B,(n) = ap-,+h(n) - C ap-,-i(n)k$l p~;~:+kl;)Oi-*l(n + ’ + l). 
i=l 
(12) 
For h = 0 we find using (11) 
p-j 
I%(n)= C ~,-j-i(n>+i-,(~+1). 
i=o 
(13) 
If BCh.“) (h = 1,. . . , j, k = 0, 1,. . . > is the solution of n 
Y .= - n+J 
i P;(n+k) 
;=, p,(,+k)Yn+j-i’ n=O,ly... 
with initial values 
B(h*k) = 8, h-1, m m=O ,*.*, j- 1, 
then it is easy to prove that for h = 1,. . . , j 
B(h>k) = _ 
” 
.& PJ-h+dk + i - ‘) B’, !+I) 
,+ P,(k+i-1) n-‘l ’ 
k=O,l,..., n=h, h+l,... 
(see e.g. [lO,ll]). Using this for h = j we find that for k < N + p -j - i 
Gj(k) = Bji;k), i= -j, -j+ l,... . 
Furthermore equations (12)-(13) can be rewritten as 
P-j 
&(n) = C aP_j_i(n)B~:3~_~‘), 
i=O 
P-j 
ph(n) = a,_j+h(n) + c ap_i-i(n)B,‘:;!_h;“+‘), h = 1,. . . , j 
i=l 
where we assume that Bn(03k) = 0 for all n and k. 
(14) 
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Second part. In this part we prove that &,(n) f 0 for n = 0,. . . , N. Then it is clear from 
equations (6), (8) and (9) that the matrix A has a UL-decomposition and furthermore that A is 
nonsingular since 
det A = nfiO&(n). 
We prove by induction that for k = N, . _ . ,O 
(A) P,(k) + 0; 
@9 
i IPh( <1, 
h=l I&W) I ’ 
(q 
h=l 
It is easy to see from (6) that 
Let us now assume that 
h=l IPo(k+m)l <I fork<N, m=l,..., p-j. 
i I&(k+m) 1 
Then we have 
h=l 
lGi<p-j. 
To prove this we use induction: from the initial values for B/($;k+l) we get 
i IB;!;nk+‘)( = 1, m=l,...,j 
h=l 
and now assuming that 
i )B):;k_:l),/<l, m=l,..., j, 
h=l 
we find from the recurrence relation (14) for 1 d i <p -j 
(15) 
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This proves (C) Since a,(k) # 0 and 2 1 B,!:;!‘T13k+1) 1< 1 we get from (4) 
h=l 
5 b,W) I G lap-j(k) I 
i=o,iip--j 
=+ h$l I a,-;+,w I + Y I a,-,-,(k) I c I qYTY,k+l) I < I a,&) I 
i=l h=l 
i 
4 
p-j 
1 UP-j+,(k) ( + C ( ap_j_i(k) I ) B/(:T!!jk+l) ( 
h=l I=1 i 
P-J 
< I up-j(k) I - C I up-j-i(k) I B/(i’tk_tll) I G POCk) I 
p-j 
4 
up-j+h(k) I + C I ‘p-,-,tk) I I Bj(iJ-hik+l)I 
r=l 
(1 
P-J 
h=l ) Up-j(k) ) - C I up_~_,(k) ( ( B/(:;k_iil) I 
I=1 
=$ i IPh@)l j 
h=l I &@) I = h?l 
P-J 
U p-j+h(k) + c Up_j-,(k)Bj{;l’ik+l) 
i=l 
cl. 
p-j 
C Up_j_;(k)B,‘:;k_:” 
i=o 
This proves (A) and (B). •I 
Remarks. (1) If the conditions of Theorem 1 are satisfied, then the solution z,,,, can be 
calculated from 
(16) 
Indeed, to solve the system ULZ = B we first solve UY = B. It is easy to see that Y = B. Then we 
solve LZ = B and this yields (16). 
(2) Theorem 1 has the following corollary: a matrix D = ( di,j)y,j,l of the form 
D= 
d 1,l ... d l,m+l 0 . . . 0 
d 2.1 d 2,m+2 *. : 
0 
d’ n,l . . . d’ n,n 
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(for some m < n - 1) for which the elements satisfy 
di,,+,#O, i=l,..., n-m, 
and 
i Id,,, I G Idi,; 1) i= l,.. .,n-m, 
k=l,k#i 
C Id,,,1 < Id,,, I, i=n-m+l,..., n 
k=l,kfi 
is nonsingular. It seems probable that using the methods described above it is possible to prove 
more general results concerning matrices that are diagonally-dominant. For a detailed analysis of 
diagonally-dominant matrices see [5]. 
(3) We note that the elements Pi(n) and y,(n) of the matrices U and L are dependent on N. 
To express this dependency we shall write from now on P,,N(n) instead of P!(n). 0 
2. A generalization of Pringsheim’s theorem 
We shall now prove that the sequence of solutions z,,~ constructed above has a limit z, for 
N + cc with z, a solution of (3). To do this we use the theory on infinite systems of equations 
developed by Kantorovich and Krylov [8]: 
The infinite system of equations 
CC 
Xi = c g;,kXk + h;, i=o, 1 ,-.. 07) 
k=Q 
is said to have a solution x7 if with x, = xi* we obtain convergent series in (17) and all the 
equations are satisfied. The system 
Xj= xGi,kXk+H,, i=O,l,... 
k=O 
(18) 
is called majorant for the system (17) if the following inequalities hold: 
&,,,I <G;,k, i=o, I,.. 
IhiJ ,(H,, i=O, l,... . 
It was proved by Kantorovich and 
solution Xj*, then the given system 
and which may be calculated from: 
XP’ = 0, I i=O, 1 >*..> 
M 
xcn+‘) = c g,,kxp) + hi. I 
k=O 
.) k=O,l,..., 
Krylov that if the majorant system (18) has a nonnegative 
(17) has a solution x7 which satisfies ) x7 ] 6 Xj* for all i 
i=O, l,..., n=o, l,..., 09) 
lim _,ycn) = x* 
I I 7 
i=O, 1 )... . 
n-m 
The solution that we obtain using (19) is called the principal solution of the infinite system. The 
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principal solution can also be found using the method of reduction: if x,,,, (N = 0, 1,. _ . , i = 
0,. . . , N) is the principal solution of the finite system 
N 
xi= C gj,kXk + hj, i = 0,. . . , N, 
k=Q 
then we have 
lim x;,~=x*, i=O, l,... . 
N+CC 
Using this it is possible to prove the following theorem. 
Theorem 2. Let the coefficients of the recurrence relation (3) sati& the inequalities: 
5 la,(n) I G lap-jCn) 0 n=o, l,... 
i=O,i#p-j 
for some j with 1 <j <p, and let z,+, (N >, 0) be the solution of (3) with 
Z m,N= MY e m=O,..., j-l, 
ZN+I+tm,N=OY m=l,...,p-jT 
then we have 
lim z,,~=z,, n=O, l,... 
N+CC 
with z, a solution of the recurrence relation 
zm=km, m=O ,..*> j- 1. 
Proof. First we write the recurrence relation 
co 
Xi = C gi,kXk + hi, i=O, 1 ) . . . 
k=O 
with 
(3) with initial values 
(4 
as an infinite system of equations 
gi,k= - 
a,-j+r-k(i) if if k 
ap-j(i> 
> i=O, l,..., k=O, l,..., 
gi,k = 0 if i = k 
(assuming that a_,(n) = ap+k (n) = 0, Vi, k > 0 and Vn), and 
j-i 
C ej-,a,-j+,+,(i) 
h,= _ in=1 
ap-j(i) 
for i=O,...,j- 1, 
hi=0 for i=j, j+l,... . 
If we put 
Pj=l- C Ig,,k), i=O, l,-.., 
k=O 
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min(p,p-j+i) 
p,=l- c 
Idi> I 
k=O,k#p--/ b,-,(i) I a’ 
using (4). Now let us assume that hi # 0 for some i <j. Then for some k (k = 0, _ . . , j - i - 1) we 
have that a,_,(i) # 0 and so pi > 0 as a consequence of (4). It is then easy to see that there exists 
a number K > 0 such that 1 hi ) 6 Kpi, Vi. This means that the system 
X, = F I gz,k I xk ’ Kfi* i=O, l,... (21) 
k=O 
is majorant to the system (20). Moreover, (21) has the nonnegative solution X,* = K (i = 0, 1, . . . ). 
This means that (20) has a solution XT = lim,,m~i,N with x+, the principal solution of the 
system 
N 
x,= c g;,k++L i=O ,...,N. (22) 
k=O 
But the matrix of this finite system is nonsingular as a consequence of Theorem 1. This means 
that the principal solution of (22) is the only solution of (22), hence 
X I,N = ‘j+i,.V> i=O >*..> N. 0 
Remarks. (1) We note that the solution x7 of (20) that we obtain in Theorem 2 is bounded, i.e. 
Ix*1 <K, i=O, l,... 
with K as in the proof of Theorem 2. 
(2) As we pointed out in the first paragraph the solution zi N of (3) is also a solution of 
Y .= - n+J 
By varying the initial values 6’; (i = 0,. . . , j - 1) it is easy to prove that as a consequence of 
Theorem 2 the limits 
li-fnm~i,N(n)/&,,(n)9 i=l,..-?j 
exist and are finite for all n. Hence if we define 
b,(n)= -limi P,,N(~>/&J,N(~>, i=l,...,j, 
then z, is a solution of 
Y n+j= C bh(n)Yn+j-i> n=O> ‘2.‘. 
i=l 
and the coefficients bi( n) (h = 1,. . . , j) satisfy 
a 
b/&z) = - 
p-j+htn) + yap-j-iin)( k bh+m(n -t m)+i-*-l(n + m + l)) 
i=l m=l 
p-j (23) 
c ~p-,-iW4;-1b + 1) 
i=O 
102 P. Levrie / Pringsheim’s theorem revisited 
for n = 0, 1, . . . and with &(n) (i a -j, n >, 0, i + n < N + p -j) defined by 
k,(n) = 1, @Q(H) = *. . = +_,(n) = 0. 
If p = 2, j = 1 and a,(n) = 1, then (23) reduces to 
b,(n) = - u2b) 
Ul(rz) + b,(n + 1) ’ 
n=o, l,... . (24 
This is the generating formula for the continued fraction associated with the second-order 
recurrence relation 
Yn+2 + 44Yn+l+ a,(n)Yn = 0. 
In this case Pringsheim’s theorem for ordinary continued fractions is a consequence of Theorem 
2 and (15). More about the relation between the continued fraction (24) and the solution of the 
system (22) may be found in [l]. 
If j =p - 1 and u,(n) = 1 (23) generates a so-called generalized continued fraction (see [2,3]). 
Another proof of Theorem 2 for this case can be found in [9]. 
In general the expressions (23) define a generalization of ordinary continued fractions for 
pth-order recurrence relations. These have been studied extensively in [lo]. 
(3) Using the same methods as in the proof of theorem 2 it is possible to deduce the following 
result for non-homogeneous recurrence relations: 
If the coefficients of the recurrence relation 
i uj(n)Yn+,-i=c(‘>, uO(n) #O, n=O,l )**. (25) 
i=O 
satisfy the inequalities 
i I%(n) I + I44 I G la,-jb) 0 n=o, l,... 
i=O,i#p-j 
for some j with 0 <j <p - 1, then for each N >, 0 this recurrence relation has a solution z,,~ 
with 
Z m,N 
= 8 mr m=O,..., j-l, 
Z N+jtm.N = 0, m=l ,..., p-j. 
Furthermore 
lim z,,~=z,, n=O,l,..., 
N-cc 
with z, a bounded solution of (25). 
3. An application 
Let P,, be the probability that in a number system with base B the string 012 . * * (B - 1) is 
part of a randomly generated string a,~, . . . a, of length n with uZ E (0, 1, 2,. . . , B - l}. 
Calculate lim n _ o. P,. 
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The total number of strings ala2 . . . a, equals B”. Let H,, be the total number of strings that 
do not contain the substring 012 . * . (B - 1). Then we have 
P, = I- HJB”. (26) 
Now it is easy to verify that H,, is a solution of the recurrence relation 
~,,tB=Byn+B-r -Y,, n=O, I,..., (27) 
with initial values 
H,=B”, m=O ,..., B-l. 
The characteristic polynomial associated with (27) is given by 
C(x) = xB - Bx*-’ + 1. 
The recurrence relation (27) has constant coefficients and it satisfies the conditions of Theorems 
1 and 2 with j = B - 1 since B >, 2. Hence the limits 
>mSPI,N(n)/&,(n) = -b,(n), i= I,..., B- 1 
exist and are finite for each n. As a consequence of Theorem 2 every solution of the recurrence 
relation 
B-l 
Y ,,+B-1 = c b,(n)Y,,+.-,-,, n = O, I,... (28) 
I=1 
is also a solution of (27). Now it is easy to see from the formulas (23) that the coefficients b,(n) 
in (28) will be constant too. This means that the B - 1 roots of the characteristic equation 
associated with (28) are roots of C(x) = 0. Furthermore, it follows from Theorem 2 that all 
solutions of (28) are bounded. This means that the moduli of the roots of the characteristic 
equation of (28) have to be smaller than or equal to 1 (and in the case of zero(s) with absolute 
value one, none of those is allowed to be multiple). If B > 2, C(x) has a zero in the interval 
(1, B) since C(1) < 0 and C(B) = 1. From all this we conclude that all the zeros of C(x) are in 
modulus strictly smaller than B (if B = 2 the conclusion follows immediately). Hence, for every 
solution f, of (27) we have 
lim f,/B” = 0, 
n-30 
and so we get from (26) 
lim P,=l. 
n-oc 
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