This article approaches what is considered to be a linguistic enigma with an interdisciplinary scientific approach. In this manuscript, the author analyzes the infant developmental stage, human anatomy, animal behavior studies, and anthropological changes. Furthermore, prominent theories in the field, such as the provisioning model, ADHD (attention deficit hyperactivity disorder) theory, and the metabolic hypothesis for human altriciality are considered in an evolutionary context to unravel the origin of language. First, two evolutionary adaptations in humans, bipedalism and delicate muscle movements, resulted in the lack of a need for "hyperfocus". Second, a relatively safe and rich environment replaced "hyperfocus" with social cohesion. Third, a burgeoning social interaction ushered in natural selection, whereby child helplessness or early parturition supported exceptional self-consciousness (intelligence). The result of concentrated selfconsciousness, which involved enlargement of the posterior parietal cortex (sense of self), prefrontal cortex (social cognition), and temporal lobe (language interpretation), was human language. Language was not a sudden revelation; instead, it was a gradual process and a built-in part of the evolutionary sequence. Last, this article implies how language might have begun in accordance with the prior multidisciplinary analysis.
Introduction
The origin of human language has been a topic of discussion for centuries. However, there has been no general agreement on the origin or the age of human language. Some anthropologists, such as Campbell (2005) say "We simply do not know, and never will, how or when language began". The sheer lack of archaeological evidence makes the age of human language difficult to study. Because of this lack of direct evidence, inferences are used to address the problem of the origin of human language. The main focus of the question regarding language origin is not when, but how and why. Originally, people thought that the complexity of modern language did not appear until 100,000 years ago. Many have believed that only Homo sapiens had the capability of speaking modern language due to having a certain vocal structure. The discovery of a Neanderthal hyoid bone that is similar to that of Homo Sapiens in Kebara Cave had an impact on contemporary beliefs (Arensburg et al., 1989) . The hyoid bone, which is loosely jointed to other bones, connects the tongue and the larynx, creating broader muscle movements. The hyoid itself is not a unique feature in Homo sapiens. Chimpanzees and even cats and dogs have this bone; however, a specific type of hyoid bone in combination with a descended larynx allowed human speech to appear. Earlier, when Neanderthals had different vocal tracts from bonobos and chimps, language would have started from the babbles of a chimp. There have been many direct changes that are related to language, such as Forkhead box protein P2 and the larynx. Nonetheless, the most important part of language evolution is understanding what type of environmental pressures worked to enable these changes. The short answer is that bipedalism change and intricate hand movements made the habitat very plentiful and secure for women to give birth to helpless infants. Once a safe haven was established from predators and starvation, natural selection came into play. In an evolutionary trade-off, human infants became vulnerable from the ability to express oneself (selfconsciousness). Over time, evolution passed over individuals who had strong traits of self-consciousness, and millions of years of evolutionary pressure resulted in the helplessness of human infants.
In the following passages, I will mainly present my own hypothesis, namely, the "Evolution-Progression Model", before examining other hypotheses in the field. This theoretical article presents human language in three phases, anthropological, animal behavior studies, and biological, and provides new light on debates that have been conducted for decades.
Part I. Two Evolutionary Adaptations in Humans, Bipedalism and Delicate Muscle Movements, Resulted in a Lack of "Hyperfocus": The First Pivotal Stage of Evolution, Bipedalism
In The Descent of Man, Darwin (1981) explains that hominids started walking on two legs to use their hands. He writes in his book, "…However, the hands and arms could hardly have become perfect enough to have manufactured weapons, or to have hurled stones and spears with a true aim, as long as they were habitually used for locomotion." Unfortunately, a problem arises. Bipedal specializations are found in Australopithecus fossils from 4.2 -3.9 million years ago (McHenry, 2009) , while The Lower Paleolithic (Stone Age) begins 2.5 million years ago with the appearance of Homo genus/Homo habilis. Owen Lovejoy, the director of the Matthew Ferrini Institute, came up with a modified version of Darwin's explanation. Lovejoy proposes that walking on two legs was the main adaptation for pair-bonding to succeed because carrying with two hands was an effective way to accomplish food transport. Scientists in Republic of Guinea demonstrated that chimpanzees carry twice as many nuts in bipedal walking compared with walking on four limbs (Carvalho et al., 2012) .
While the presentation of food supplies increases bipedal locomotion in chimpanzees, chimps also share their food to successfully bond and to spark new relationships (Videan & McGrew, 2002) . The study by Proceedings of the Royal Society B showed a mutual increase in urinary oxytocin levels in wild chimpanzees when the chimps shared food regardless of their relations (Crockford et al., 2013) .
The Second Pivotal Stage of Evolution: Delicate Muscle/Dexterous Hand Movements
When the time was 2.5 million years ago but after bipedalism, there were evolutionary changes in anatomy that allowed delicate muscle movements to occur. Instead of the brute strength that the ape cousins have, humans developed complex muscle movements that enable tool-making (Scholz et al., 2006) .
Other great apes overwhelm humans in their speed or strength, despite having undeniable similarity in their musculature. The muscle fibers of apes are longer and closer to the bones, and in addition, they are denser. Therefore, similar to how plastic bands work, thick fibers in our ape-cousins can accomplish more strength when using a corresponding motion (Wolchover, 2011) .
Nonetheless, primates have less control over their muscles because they lack the neurological structure for restraining muscles. Excess motor neurons enable hominins to exercise smaller portions of muscles at one's will (Walker, 2009 ). Thus, humans can control hands individually to a higher extent. Unlike chimpanzees, humans can employ only a few muscle fibers for complex tool making and cumulatively more fibers for tasks that demand more power.
Two Changes and Their Effects: Building Up to Human Language
Aforementioned were two evolutionary changes in humans: bipedalism and delicate muscle movements. These changes brought three factors into play for the development of human language. The first factor is the sufficiency of nourishment, and the second factor is escape from the fear of predators. The third factor is the control of fire, which relates to the two prior points.
First, bipedalism promoted a relatively food-rich environment. Hominins began sharing food with others. Our ancestors began Bipedal-walking. Bipedalism would have consumed less energy but enabled the gathering of foods. Furthermore, the study of chimps reveals the origins of air play, showing an inclination toward an equal share in nature's closest cousins. The study published in Proceedings of the National Academy of Sciences demonstrated that chimpanzees would split the food equally with an unrelated chimp (Proctor et al., 2013) . Our ancestors also possessed characters that enabled fair play and food sharing. Thus, if one failed at gathering berries and nuts, there were many others that would succeed and come back with hands full to spare food. Humans were more foragers than they were hunters; thus, using two hands for gathering was a key breakthrough against frequent starvation. Owen's prominent theory also proposed that the sexual dimorphism that proceeded with food gathering would improve the infant survival rate. Males were responsible for provisioning females while females protected their offspring.
Second, flexible muscle and versatile hand use enabled vast protection against predators. In evolution, humans developed intricate movements in return for unruly strength. Gradually, humans made technological advancements to defend against dangerous carnivores. They learned to build primitive shelters and develop stone tools. Humans also started to hunt. They were originally talented at aimed throwing and clubbing. At the beginning, humans built simple Oldowan choppers and then designed more complex bifacial hand axes in the Acheulean. Latercame the development of efficient weapons in the Middle Paleolithic, such as spears, axes, and arrows, which would grant them more protection and power.
Third, the control of fire by hominids presented a turning point in evolution. The use of fire and safe shelters near a river or cave freed our ancestors from the necessity of being vigilant at all times. The fire drove away the predators and insects and provided additional warmth to humans. Furthermore, cooking with fire allowed indigestible or toxic components of plants, such as starch, mature roots, tubers, raw cellulose, thick stems, enlarged leaves, or seeds, to be part of the hominid diet. Usually, by cooking foods, humans conserved energy on digestion, as indicated by various studies of Wrangham et al. (2010) .
Explaining the Human Language: "Evolution-Progression Model"
Here, the origin of language appears. What would make human communication so distinctive among the communications of wild animals, apart from grammar and structure? The answer appears to be very intuitive but is indisputable.
Humans, compared to all other wild animals, do not spend most of their time communicating for actual survival. Men and women alike typically use language to engage in conversations; we talk, lecture, or listen to others in social groupings. Fortunately, people do not occupy most of their time in foraging for fruits and nuts while worrying about being killed by wild animals.
Some might argue that this circumstance is necessarily not the case for people who still live in primitive hunter communities. Surprisingly, the data presented by Sahlins (1968) and the following study of Sackett (1996) demonstrated that hunter-gatherers led ideally egalitarian lives, working far fewer hours and enjoying more leisure than typical members of industrial society; yet, subsequent research found that they still ate well and lived long lives (Guenevere & Kaplan, 2007) . Even among those people who maintain foraging lifestyles, languages are dominantly used for non-survival activities such as private conversations, lecturing juniors, or listening to elders. Language overall is a tool to direct their attention toward human communication and relationships and away from the diverse sounds of nature; it is indispensable for scavenging for food or watching out for natural foes.
In previous passages, I mentioned two landmarks in evolution and their impact. The essence of the "Evolution-Progression model" is that more time spent among human groups themselves instead of constantly looking out for predators or continuing the search for food dynamically drove the development of language. Now, it might seem unclear what I mean when I previously wrote that bipedalism and delicate muscle movements resulted in the lack of a need for "hyperfocus". For humans who do not "hyperfocus", there was less of a chance of surviving in unsettled and vulnerable prehistoric foraging societies. These primeval hunter-gatherer societies, remarkably, have occupied at least 90 percent of human history. What I mean by a lack of "hyperfocus" here is a loss of restlessness, attraction to novelty, extreme vigilance, a short attention span for a subject, and impulsiveness, which are alleged animalistic traits that have helped our helpless ancestors survive.
In 1995, Hartmann, whose child was diagnosed with Attention deficit disorder (ADHD), proposed that the "hyperfocus" aspect of the condition is an advantage under appropriate circumstances. Hartmann reasons that hunter-gatherers needed more hyperfocus than farmers. His theory is that gradually over time, agriculture replaced foraging in most regions. Most of the humans adapted to the farming cultures; however, people with ADHD retained some of the older characteristics from hunter-gatherer societies that preceded agriculture (Hartmann, 1995) . Not-so-surprisingly, recent findings prove "The hunter vs. farmer hypothesis" to be validthe studies of isolated nomads in Kenya by Ben Campbell and other evolutionary studies show advantages of hyperfocus and impulsiveness in survival (Eisenberg et al., 2008; Callaway, 2008) . Overall, the frequency of genetic variants contributing to ADHD indicates that the trait had provided a survival advantage in the past (Arcos-Burgos & Acosta, 2007) . Adding final support for the theory, many pundits, including leading neuroscientist Dr. Perry, believe that ADHD, in reality, is only a description of the symptoms rather than a genetic disorder or disease (Boffey, 2014) , which is a claim that fits with the theory. So-called ADHD traits were simply factors that helped our ancestors to survive.
To clarify the difference between Hartman's proposal and the "Evolution-Progression model", there are two crucial points that must be mentioned. First, the lack of hyperfocus should not be the only dichotomy of "Farmers vs. Hunter-gatherers" that was identified in Hartman's theory. From an evolutionary viewpoint, "hyperfocus" was advantageous, conferring superb hunting skills and a prompt response to predators (Adriani et al., 2012) . In this respect, humans have been hunter gatherers-throughout 90% of human history-from the beginning, before evolutionary changes, fire-making, and countless breakthroughs in stone-age societies. As humans devised better innovations and organizational structures to boost their living, the need for hyperactivity slowly diminished over a long period of time regardless of whether they were in a gathering or farming society. Diamond (1998) mentions that there was not even a straight line between the two societies. Instead, it was a slow and obscure transition, in which both farming and gathering coexisted. Moreover, farming life did not necessarily entail an improvement in sustenance. In fact, scientists have found that the first pioneering farmers were more malnourished, suffered from more illnesses and epidemics, and had a shorter life span on average than their predecessor hunter-gatherers (Guenevere & Kaplan, 2007) . Ultimately, in the far beginning of evolution, before when humans had flexible muscles and apt manual abilities, or far earlier, when they could not walk upright, the survival conditions must have been harsh for these ape-like ancestors. Hominids could not have survived without the characteristics of ADHD, such as impulsiveness or restlessness, when they were starving and completely exposed to the dangers of predators. Fortunately, as time went by, bipedalism was developed, as well as intricate muscle movements and manual abilities. Accordingly, humans made stone tools, learned to build fires and cook, and started living in secure shelters. A decreased need for hyperfocus and increasing social interactions was building the conditions for complex language.
Second, unlike Hartman's idea, it is very likely that not only ADHD but learning disabilities are consistent with this line of thought. Although not labeled as a learning disability, ADHD and disabilities such as dyslexia or dysgraphia are highly concurrent with anomalies in a similar brain region (Mayes et al., 2000) . Moreover, there are many controversies that arise from over-diagnosis and the disorder itself. As support for the Evolution-Progression Model, there is a general reduction in the volume or the irregularities in the left-sided prefrontal cortex (Broca's area), posterior parietal cortex (Wernicke's area), and temporal lobe in children who have learning disabilities (Malenka et al., 2009) . Why this circumstance matters is explained shortly. The prefrontal cortex orchestrates social cognition, carrying out executive function in accordance with objectives (Miller et al., 2002) . Moreover, the posterior parietal cortex, the region of the parietal neocortex that is posterior to the prima-ry somatosensory, contains cortical fields, fostering a sense of self and planned movements with coding of the location of objects both within and out of the body frame (Krubitzer & Disbrow, 2008; Haggard, 2009) . Finally, the temporal lobe works to interpret language, emotions, and memory (Smith, 2007) . If we proceed to look at the evolution of this anatomical hardware of language, the human brain has tripled over million years of evolution (Hawks, 2013) ; the prefrontal cortex has increased in size sixfold according to the dominant theory along with an increase in the posterior parietal cortex and temporal lobe (Jerison, 1973) (Figure 1) .
Of course, remnants of the survival instinct in people are nowhere on a par with the traits of "hyperfocus" in chimpanzees. There is obviously too much difference in the brain size regions and anatomical structures overall. The former director of the Chimp Center, Sally Boysen (1999, quoted in PBS) , even states, "The chimps' attention span is much, much shorter than even the most hyperactive child."
Part II. Social Cohesion and Intelligence: How a Relatively Safe Environment
Replaced "Hyperfocus" with Social Bonds, Leading to Natural Selection That Produced Exceptional Self-Consciousness (Intelligence)
The previous sections above have mentioned how two evolutionary milestones in humans led to a lack of "hyperfocus" (survival traits). Social cohesion is simply stated as humans spending time among themselves. This arrangement was described before, but the association between social cohesion and self-consciousness (intelligence) must be clearly stated along with findings from animal behavior studies.
Relationship between Animal Intelligence (Self-Consciousness) and Social Structure
Zoologists at the University of Cambridge found that a rook, a member of the crow family, was able to drop pebbles into a jar that was partly filled with water, to drink from the jar. The canny crow chose to drop the largest pebbles first, apparently knowing that the water level would rise faster (Bird & Emery, 2009 ). Some species of birds, especially corvids (in this case, the crow) accomplish such amazing feats without a cerebral cortex, the feature that all mammals have. Avian species, fortunately, do have a brain region called the basal ganglia that they share with mammals and the nidopallium, which is the basic structure involved in learning that corresponds to the human prefrontal cortex. There is more contributory knowledge. Their complex social structure makes most corvids and parrots among the most intelligent and opportunistic species (Bond et al., 2003) . Corvid species divide into groups to nest and protect territories. Some use teamwork for hunting, during which one bird distracts while the other catches the prey. These are social activities that require individual identification. Corvids are also known for cooperative breeding and elaborate social play, such as "follow the leader" or "king of the mountain" (Gill, 2003) . Among "bird-brains", sociality has been thought to be an impetus for intelligence, for these specific species. The association between social cohesion and intelligence is not simply limited to corvids. For many other species of animals, the structure of their societies is believed to be what drives their intelligence to increase (Emery & Clayton, 2004) . Elephants, for example, are familiar species that show empathy and express concern for individuals. They mourn for a dead elephant, offer care and aid to the dying and gently scan the bones of their own kind, regardless of their relations (McComb et al., 2006) .
Even though herd animals live collectively, their social structure is very limited. In a buffalo herd, Bob doesn't care who Betty is, states animal biologist Christine Drea (Kluger, 2010) . Mammals such as sheep and buffalos, therefore, exhibit little cognitive ability. On the other hand, coordination and sociality are apparent in a pack of hyenas. In an animal cooperation study by Duke, the experiment would release hyenas into an enclosure where a pair of ropes hung down from an overhead platform. Only if the animals pulled the ropes all at once, the platform would spill out food. The researcher astonishingly remarks that the first pair entered into the pen and solved the problem in less than two minutes.
Result of Increased Effort Spent on Bonding and Social Interaction: Human
Language, Self-Consciousness, and High Intelligence
Intelligence is derived from learning in social bonding and interaction, while sociality provides each unit in a group with an identity. As the height of intelligence acquired from social interaction, self-consciousness, the trait demonstrated in few of the brightest species, would be achieved. Self-consciousness is a distinguished trait that goes along with the mirror test, the general test for animal intelligence. The mirror-test, as the name suggests, is an experiment to determine whether the specific animal can recognize itself in the mirror (Gallup, 1970) . Non-human species that have passed the mirror-test are the smartest of animals: primates (bonobo, chimpanzee, orangutan, gorilla), cetaceans (bottlenose dolphin, killer whale), elephants, and corvids (Eurasian magpie). The test results substantiate claims that certain species are very intelligent (Prior et al., 2008) . Among the brightest self-conscious species, such as elephants, cetaceans, and corvids, an association was shown between the number of social interactions and various learned behaviors (Poole, 1996) . In the jungles of Borneo and Sumatra, Schaik (2006) conducted a specific behavior study with orangutans and chimps. The groups in which each primate had more opportunities to examine others exhibited a greater variety of learned behaviors than the groups that offered fewer chances to observe (Figure 2 ). This correlation was observed in both animals. The difference in learning that resulted from social interactions is attributed to "How much there is to eat", van Schaik answers (Binns, 2006) . If there is a shortage of food, individuals must spend more time hunting and foraging. Therefore, there is less time for social interaction and examining others. In the "Evolution-Progression Model", we are not talking about primates and are instead talking about humans. Humans comparatively spent interminable time among groups, observing and communicating with each other. As a consequence of the two evolutionary landmarks, humans lived in a rich and secure setting. They focused more on relations and spent time among themselves rather than what activities other animals conducted: gathering foods or watching out for predators. Increased social interaction is, in fact, what drove human intelligence (Mithen, 2006) ; as previously stated, a complex social structure provides a place for the individual animal, and self-recognition is born. As a result, humans are the most self-conscious of all animals, and the consequence of concentrated self-consciousness is language. Out of an extreme desire to express oneself and to communicate to others, a form of language naturally arises.
How Language Might Have Begun
The earliest words that humans spoke were universal sequences of the sounds /ma/ and /pa/. Ascribed to the meanings of "mother" and "father" throughout the world, "mama" and "papa" are phrases that are built from speech vocalizations and that are easiest to generate (O'neill, 2013) . In addition, a series of interjections was first employed by humans. The interrogative word/syllable "Huh" is one of the most recognized syllables in many Figure 2 . A social behavior study was conducted with chimps and orangutans. Groups in which each unit had a higher possibility of observing others act showed a greater variety of learned behaviors than groups that offered fewer chances. The correlation was observed in both animals. Schaik, C. (2006) . Why Are Some Animals So Smart? Scientific American, 64-71.
languages of the world, covering many continents, cultures, and borders (Dingemanse et al., 2013) . The use of the term "Ow" and distantly similar terms is transcontinental as well. These interjections all begin with vowel sounds. The sounds are produced with an open vocal cavity without any accumulation of air pressure, enabling effortless pronunciation for the speaker (Laver, 1994) . These are among the very few universal words that humans used first. The words that followed had many variations, but there were general principles for word-making.
1) Simple, shorter sounds were designated for important words of frequent use.
2) Harsh/strong sounds (Stop, Affricate, and Fricative) were assigned for words with negative connotation 3) Many variations occurred over time 4) Be-verbs, transitive, adverbs, and syntax would come later. The first principle is logical. Essential words that were often put into use would be kept short. For example, first person subjective pronouns are universally one or at most two syllables long, for example Wǒ in Chinese, én in Hungarian, Mimi in Swahili, and Я in Russian. This principle usually works for other "necessity" words, such as mama, papa, yes, no, water, or food.
Second, hominids are assigned a negative connotation for certain sounds because they were an indication of danger. Studies have shown that people instinctively perceived danger from sharp shapes that were reminders of stings, claws, and the fangs of insects and predators (Bar & Neta, 2006) . More interestingly, Köhler (1929) indicated that there was a strong preference to match the jagged shape with "takete" and the roundish shape with "baluba". The study was repeated with different words, "kiki" and "bouba" ("maluma" in the 1947 version), and conclusively led to a correlation between certain sounds and shapes. Certain sounds, such as [k], did requirea relatively stiffer, angular mouth form and a more taut, clenched jaw than other sounds. The sounds gave a "sharp" and "jagged" impression. Thus, humans subconsciously prescribed negative overtones to these vocalizations. Generally speaking, the "harsh" sounding words carry a negative meaning. For example, ancient Greek words such as "kakos (evil)" or "kaos (chaos)" are made from a taut mouth shape and closed jaws, compared to nonnegative words such as "hydro (water)" and "helios (sun)".
The third principle is that many variations occur over time. Pagel (2009) compares language evolution to a massive game of "Chinese whispers", where the last person in the line ends up speaking gibberish. Languages change over time because of speakers' desires to pronounce words with ease. In old English, for example, the words for "bird" and "horse" were "brid" and "hros", which are slightly more difficult to pronounce. The alteration of sounds would continue further with the advent of writing.
Be-verbs, transitive, adverbs, and syntax would come later, as the final principle that our hairy predecessors would have first spoken in baby talk. Unconnected talk without be-verbs or adverbs would have served its purpose in the beginning. Early ape-like hominids without fire and stone tools had difficulty surviving in unprotected environments. It was literally "To be, or not to be". Similar to other animals, humans simply remained alive by foraging and avoiding predators. There were not complex situations, where "I would prefer going", "I go", or even "go" would make a difference. Moreover, before the primitive language and the advent of writing, typical grammar such as parallelism, run-ons, or fragments would not even matter. As complex organizations arose in more developed societies, grammar structures occurred naturally from a need to specify one's exact purpose. The human brain size, consciousness and intelligence grew as hominids started living in more settled societies. A handful of nouns were assigned, with a few adjectives and verbs to express and recognize them. Individuals also agreed on words to express or label themselves and others. Later would come words such as conjunctions, adverbs, and be-verbs.
Eventually, our ancestors built what we would call human language. Primitive language before proto-writing, however, was not anywhere close to modern language. Oral languages are extremely short, redundant, and colloquial. The number of words that are required for speaking is very small compared to the 20,000 words or more that people would need to write a long essay or to read good literature. For example, the oral language of Piraha has approximately a few hundreds words or less (Everett, 1986) .
The process of language creation is described shortly because the question that this article adresses is how basic primitive language began; the question is not how complex languages such as English, which has diverse syntax and two million words, developed over time.
Part III. The Natural Selection Whereby Child Helplessness or Early
Parturition Produced Exceptional Self-Consciousness (Language)
Previously, I stated two pivotal evolutionary changes that led to the loss of "hyperfocus" and explained in Part II how a relatively safe environment replaced "hyperfocus" with social bonds, leading natural selection to favor exceptional self-consciousness (intelligence). In this section, I will explain the biological process behind natural selection, relating anatomy and evolution to language: How infant helplessness produced concentrated selfconsciousness (language): Last, as a part of the evolutionary sequence, humans lost the traits of hyperfocus over time while they obtained the ability to learn language. The evidence is supported by a long development stage of humans. The human infant is more helpless than those of all other primates. Moreover, human babies fall behind infants from other species at every stage of inchoate development. "One of the things that set modern humans apart from the living great apes is our long period of growth and development", Christopher Dean of University College, London explains (Dean et al., 2001) . Newborns of some other species depend on birthmothers, but a human infant takes months to support itself by standing on its own two (or four) feet and years to master even the simplest tasks, such as walking properly, preparing a meal, or sleeping alone. A human child remains completely dependent on parents to care for their every need.
Why would mothers give birth to helpless babies? The scientific reason behind helpless infants is very simple. An idea was originally made by Peter T. Ellison for the explanation of infant helplessness. Study co-author Duns worth and her team support the theory, which is known as the metabolic crossover hypothesis. They claim that "Energetic constraints of both mother and fetus are the primary determinants of gestation length and fetal growth in humans and across mammals" (Dunsworth et al., 2012) . Near the end of a pregnancy, the maturation of the human fetus places a heavy burden on the mother, and metabolic demands reach the mother's limitations in meeting both the baby's energy requirements and her own. In other words, the mother must perform labor due to the large amount of energy that the baby consumes. Extensive studies in an array of non-human mammals also indicate a limit in the development of a fetus due to how much energy-draining it can do and how large it can grow during the gestation period, while recent analysis refutes the traditional obstetrical dilemma hypothesis (Wong, 2012) .
Energy and Early Brain Development
The question arises, why would human babies be so energy-consuming? The energy-draining perspective of a fetus relates substantially to brain development. Most of the brain development takes place within the first three years of human life. At birth, a human baby's brain starts at 369 cc, and it rapidly grows to approximately 961 cc during the first year of life (Peters, 2006) . Although the human brain represents only 2% of the body weight, the brain consumes a large amount of energy in proportion to its volume. The brain demands 15% of the cardiac output, 20% of the total body oxygen consumption, and 25% of the total body glucose utilization (Munck & Lassen, 1957) . Human babies are defenseless during their early years as their brains make key neural connections-a process known as pruning.
Nevertheless, we must attempt to answer what could be the evolutionary reason? The final question yet remains unanswered: the reason why babies have this early development stage that would have made them vulnerable to predators and harsh survival settings.
The following is our proposed response: The only answer is that bipedalism changes and intricate hand movements made the habitat to be a very rich and safe setting for women to give birth to helpless infants. The two evolutionary stages mentioned earlier shaped the environment around them. Hominids carried foods with two hands, gained control of fire, and developed stone tools. In an evolutionary trade-off, human infants became vulnerable because of their ability to express themselves or self-consciousness. Over time, evolution passed along individuals who had strong traits of self-consciousness, and millions of years of evolutionary pressure resulted in the helplessness of human infants.
Brain and Language: Connection to Infant Helplessness or Early Parturition
The research by Gogtay (2004) reveals active development in posterior parietal cortex (sense of self), prefrontal cortex (social cognition), and temporal lobe (language interpretation) in the early years (Figure 3) . Such anatomical evidence verifies studies of how connections for language and cognition are remarkably responsive in toddlers (Nelson, 2000) . In addition, early regional development matches evolutionary changes in the brain. The human brain has tripled over a million years of evolution (Hawks, 2013) ; the prefrontal cortex has substantially increased along with an increase in the posterior parietal cortex and temporal lobe (Jerison, 1973) . In other words, the increase in the brain's size was implemented through a long infantile development period in humans.
In part II, the article mentions the earliest words that humans spoke. "Mama" and "papa" are phrases that are built from the speech vocalizations that are the easiest to produce, and a series of simple interjections such as "huh?" and "Ow" were generated without any build-up of air pressure. This pattern relates to the biological changes that I have mentioned. These specific phrases were easily spoken by infants to call out to their parents, to satisfy their curiosity, or to cry out for pain. Because of how evolution works, the earliest words to be spoken by humans apparently came out of babies' mouths (language mutation in a newborn). At one point, an infant with a different larynx instinctively prescribed simple sound sets for mother, father, curiosity, and pain. In fact, toddlers who expressed their specific needs would have elicited more attention from their parents and group members. Because these toddlers were able to express their exact needs and draw more attention from adults, the babies were more likely to survive compared with other infants who could not speak at all.
How were parents able to adhere to the needs of the talking babies? Even if parents themselves could not vocalize human sounds, they would have eventually known the meanings of sundry babbles from numerous practices and from their natural instinct, similar to how domesticated dogs and non-wild animals interpret human phrases. The evolution of language would subsequently continue, as grown-up hominids with vocal capabilities agreed upon various sounds to designate certain meanings.
With respect to further biological implications in human language, the posterior parietal cortex (the region of parietal neocortex posterior to the primary somatosensory) contains cortical fields, handling "the sense of self" and planned movements with the coding of locations of objects both within and out of the body frame (Krubitzer & Disbrow, 2008) . Increasing the "sense of will" in the posterior parietal lobe naturally embedded meaning and intention in language while creating syntax to aid in representations. The principal activity of the prefrontal cortex, on the other hand, is considered to be the management of social cognition, carrying out executive functions in accordance with goals (Miller et al., 2002) . Social cognition, therefore, bestowed humans with talent for analyzing social context and situations. The temporal lobe works to interpret language, emotions, and memory (Smith, 2007) . The temporal lobe, last, serves to store sounds and meanings of language for possible interpretation.
Addition to the Conclusion: Enlargement of Brain Regions-Sulcus Lunatus
In series short-term memory tasks such as memorizing the sequential order of numbers and recalling them, the performance of young chimps exceeded those of human adults (Matsuzawa et al., 2007) . Chimps are apparently superior to humans at accomplishing instantaneous memorization. Matsuzawa suggests that there could be an evolutionary tradeoff between the eidetic/photographic memory shown in these chimps and the higher cognitive abilities of humans, such as an advanced capability for complex language (Choi, 2007) . In this regard, the simian sulcus, which is also known as the sulcus lunatus, is an anatomical fissure between the temporal and occipital lobes that is found in primates (Allen et al., 2006) . Interestingly, the lunate sulcus lies at the back of human brains while the brain fissure of chimpanzees is located further front. In chimps, the fissure would allow more free connections between the two lobes, granting the storage of visual memory. The specific location of the fissure in humans, however, would limit the connections between the temporal and occipital lobes. In turn, the temporal lobe in humans would form more connections to the posterior parietal lobe and prefrontal cortex.
Many animals besides chimps depend on eidetic memories for survival. Our ancestors, however, did not require photographic memories due to having a satisfactory survival setting built by previous evolutionary stages. Humans did not need to pinpoint the exact location of predators or food because they lived in a rich, protected environment.
Conclusions
Consequently, the "Evolution-Progression Model" describes how humans could have obtained language using a multidisciplinary approach. In Sentences of Peter Lombard, Ockham, a Franciscan friar and theologian, mentions the problem-solving method, Occam's razor. The principle states that among competing hypotheses, the hypothesis with the fewest assumptions should be selected. The "Evolution-Progression Model" is Occam's razor. Unlike any of the other theories that explain the origin of language, this model does not make special assumptions. It literally retraces evolutionary time to explain how primitive human language began. The hypothesis is concise, logical, and relevant.
Fire and Brain Increase
The brain size in hominids increased steadily overtime, but from 1.6 million to 1.8 million years ago, the trend of this brain increase sharpened. This steeper increase in brain size is explained by the early control of fire in Homo erectus. Fire makes foods easier to digest, and thus, humans would have had more extra calories. "The energetic consequences of eating cooked meat are very high," says Wrangham. The study by Carmody et al. (2011) found that mice given cooked meat gained 29% more weight than the mice that were fed raw meat, over 5 weeks. Mice that ate raw calories weighed less, although they consumed more meat (Gibbons, 2007) .
25 Questions Facing Science
Science Magazine's special 125th anniversary issue listed "25 big questions facing science over the next quarter-century". One of the questions is "What Is the Biological Basis of Consciousness?" (Miller, 2005) . Narrowing down this ultimate question, the writer mentions specific challenges: the biological basis of consciousness and the evolutionary pressure that led to its development.
The explanation of human consciousness is simple. What goes inside of our mind is a chaotic mixture of images, senses, and verbal thoughts. Sensual and visual memories are largely observed in studies of non-human species. What makes the difference is our verbal thoughts formed by human language. Scott (2013) indicates that the inner voice in our minds is actually a prediction of our own sounds. The auditory memory of external sound stored in the brain allows humans to "hear" thoughts. In this case, auditory memories are verbal communication sounds. The evolution of human thoughts or consciousness, therefore, comes down to how humans began speaking language.
Re-Cap of Summary
As a final remark, Kanzi, the male bonobo, can communicate using lexigrams (specially designed graphic symbols) but cannot pronounce in a way that is coherent to most humans. At one point, it was observed that every time that Kanzi communicated, he also produced some vocalization. Surprisingly, Kanzi was actually articulating the sound counterpart of the symbols that he was expressing. The male bonobo was saying the words, although in a very high tone and with distortions.
Originally, people thought that the intricacy of modern language did not appear until 100,000 years ago. Many have believed that only Homo sapiens had the capability to speak modern language due to having a specific vocal structure. The discovery of a Neanderthal hyoid bone that is similar to that of Homo Sapiens in Kebara Cave had an impact on the contemporary belief (Arensburg et al., 1989) . The hyoid bone, which is loosely jointed to other bones, links the tongue and the larynx, producing broader muscle movements. The hyoid itself is not a distinctive feature in Homo sapiens. Gorillas and even cats and dogs have this bone; however, a specific variety of hyoid bone in unison with a descended larynx allowed human speech. It remains controversial whether the discovered hyoid bone indicates the larynx's lowered position or not.
Before the time that Neanderthals had different vocal tracts from Bonobos and chimps, language would have started from the babbles of a chimp. There were many direct changes that were related to language, such as Forkhead box protein P2 and the larynx; however, the most important part of language evolution is understanding what types of environmental pressures worked to enable these changes.
Two evolutionary changes in humans, bipedalism and delicate muscle movements, resulted in the lack of a need for "hyperfocus". Hyperfocus was replaced by social bonding. Growing social interaction and a safe environment led the progression in which infant helplessness or early parturition developed self-consciousness. The result of exceptional self-consciousness was the enlargement of posterior parietal cortex (sense of self), prefrontal cortex (social cognition), and temporal lobe (language interpretation). Language was not a sudden revelation but was a gradual process instead, a built-in part of the evolutionary sequence.
First, we had the bipedalism change; the aforementioned studies demonstrated how bipedalism enhanced food transport. Lovejoy also presents the Provisioning model, which attaches the evolution of bipedalism to monogamy. Lovejoy theorizes that, in addition to the efficient transfer of sustenance, sexual dimorphism in food gathering would improve the infant survival rate. Males were responsible for provisioning females and their offspring. Females would mate exclusively with that male, and males would no longer need to fight with each other over the females. Therefore, males' jagged, blade-like canine teeth diminished over time. This change is endorsed by the downsizing of the male canine teeth-prevalent in the ape world-in early hominids such as Ardipithecus ramidus and Sahelanthropus tchadensis (Suwa et al., 2009; Brunet et al., 2002) . Finally, bipedalism itself proved to be energy-efficient. Scientists who examined chimpanzees on treadmills discovered that the chimps demanded 75 percent more calories while walking than bipedal humans, which indicates proof that the two-legged walk has advantages (Sockol et al., 2007) .
A second factor is escape from fear. Humans developed complex hand movements in return for wild strength. Gradually, humans made technological innovations to guard against predators. They were good at aimed throwing and clubbing. Moreover, they learned to build primitive shelters and develop basic weapons. The use of fire and comparatively secure shelters near the river or cave freed our ancestors from the necessity of being watchful at all times. Once a safe haven was established from predators and starvation, it was again natural selection that came into play.
Third, the control of fire by hominids presented a turning point in evolution. The use of fire and safe shelters near the river or cave freed our ancestors from the necessity of being vigilant at all times. The fire drove away predators and insects and provided additional warmth to humans. Furthermore, cooking with fire enabled inedible components of plants, such as tubers, raw cellulose, mature stems, thick leaves, or seeds, to be part of the hominin diet. By cooking foods, humans preserved energy on digestion, as indicated by various studies of Wrangham et al. (2010) . This outcome accounts for the steeper increase in brain size 1.6 million to 1.8 million years ago. Herculano-Houzel and Karina (2012) calculated the number of hours per day that various primates take to eat the calories of raw food that are necessary to fuel their brains. They found that it would take 9.3 hours for humans, while 7.8 hours and 7.3 hours would be required for orangutans and chimpanzees. The varied numbers showed an upper-limit on the energy that is achieved from a raw uncooked diet in primates.
As previously stated, some species are considered to be more intelligent than others because of their complex social structure, whereby each individual becomes sufficiently conscious of oneself to be able to pass the mirrortest. African grey parrots are the most gregarious birds, having a long life span and strong social bonds. They hunt or communicate in large groups. Hominids' and dolphins' complex social life requires communication skills, which in turn requires comparatively large brain size for animals of similar size and for intricate echolocation (in dolphins).
Some have insisted on the Machiavellian intelligence hypothesis to explain the correlation between social life and intelligence. This approach argues that the smartest creatures would make the most self-protective choices and proliferate to pass their heredity to the next generation (Schaik, 2006) . However, this scenario is most likely not the case for the following simple reason: most animals are not sufficiently intelligent to make self-conscious decisions. Most do not possess self-awareness and cannot recognize themselves. They are not fully conscious of their actions. Instead, it is the other way around: social grouping gives consciousness that would the drive Machiavellian intelligence.
6. Discussion: Clearing up the Difference between "Self-Consciousness" and "Consciousness": 25 Questions in Science
The meaning of "Self-consciousness" as used in previous passages is different from that of "consciousness". Self-consciousness is highly exclusive to intelligent species, but consciousness is not limited to certain species. These two terms are sometimes used interchangeably. In this specific case, "consciousness" is a broader term for general cognitive processing, while "self-consciousness" is defined as having a sense of ego. At the zenith of self-consciousness, we have language. What I attempted to say in the last paragraph is the following: we have language running in our thought processes, but animals do not.
6.1. "Self-Consciousness" and "Consciousness" Surprisingly, when chimps see a mirror, they can recognize themselves and know what they are, in fact, doing. This phenomenon explains how some of the distinguished primates can grasp the concept of language. Unfortunately, cows, cats, pigs, or goats do not contain any real sense of ego and are not capable of self-recognition (Nosowitz, 2013) ; however, these non-intelligent species are still "conscious" of their surroundings and can learn from basic conditioning. When I say "consciousness" in the "25 Questions in Science", I mean the basic thought process that is shown in many, including non-intelligent, species. Cats and goats "think", but "think" only instinctively. There are no words to their thoughts. Their thoughts are a chaotic amalgam of sounds, senses, and images that are necessary for survival.
Blindness and Self-Consciousness
The mirror test is one way to test for self-consciousness, but blind people would not be qualified for this test. Blind people are, no doubt, self-conscious, despite the fact that they cannot see. This arrangement occurs be-cause the brain (Wernicke's area) is in control of "self-consciousness". I also stated how language itself is mainly the work of the brain. Visual, auditory, and vocal systems are important but auxiliary in regard to their role in learning a language. I did not mention blind people in part II for a simple reason: it is difficult to consider people who have congenital blindness in evolution because they would have suffered early deaths in prehistoric times. Additionally, even a few decades ago, most people who were considered to be "Blind" ended up in wretched, ghastly conditions, unless they were cared for by families or friends (Shattuck, 1980) .
Examining Other Theories

Grammatical Theory-Language-Too Complex?
Chomsky and discontinuity theorists hold that language is the result of an abrupt mutation in the human species, refusing the view that a "language organ" could have evolved from preexisting components of animals. These theorists claim that humans are born with an innate "organ" that enables grammar and syntax. Unfortunately, various animal behavior studies have proved otherwise.
Washoe, a female chimpanzee, was the first to learn American Sign Language to a limited degree as part of research on animal language acquisition. Washoe learned approximately 350 words of ASL (Johnson, 1993) . Another distinguished primate is Kanzi, who was trained by Dr. Savage-Rumbaugh. Kanzi is a bonobo who knows complex questions, 3000 words, lexigrams, and syntax. He once tried to eat kale and named it "slow lettuce" because it takes more time to chew than regular lettuce (Raffaele, 2014) .
Alex, an African grey parrot was the subject of a thirty-year experiment by animal psychologist Irene Pepperberg. He called an apple a "banerry", which Pepperberg thought to be a combination of "banana" and "cherry," two fruits that he understood. Alex understood the communication process and often combined words that he already knew to form new words and sentences, demonstrating that he had known syntax used in language (Wise, 2002) .
Scientists trained primates and birds to talk, while people with inborn defects or permanent brain damage are unable to speak. This finding suggests the following question: why are we arguing about an innate language organ?
Continuity theorists depict human languages to be "so complex" to have simply emerged from animalistic communication or cognition. I guess there is still an unscientific obsession to believe that there are parts of evolution that made humans be sacrosanct. This major confusion about human language being "so complex" stems from two false premises: assuming that language did not undergo a large amount of modification and assuming that all languages are similar to English.
Change in language.
In contrast to what many theorists presume, languages have changed over time. 10,000 years ago or even before, language use was solely oral because writing was nonexistent on Earth. Unfortunately, oral languages compared to written languages have shorter sentences and a smaller variety of repeated words while containing extremely exaggerative, colloquial, and vague nouns; in addition, they have overstated interjections (McCroskey et al., 2003) . According to Arguelles, an estimated 250 words are needed for speaking in everyday life, while the comprehension of 20,000 words is mandatory for people to recognize meanings, to be able to read, understand, and enjoy a work of literature, a novel, or a news article (Bond, 2013) . Without a system of writing, human language was not as complex as it is today. If we were to consider early hominids who did not even have proto-writing/symbols, the antecedents of alphabets, human language would have been extremely basic and instinctive.
English is not similar to other languages. Second, English, unfortunately, is not very representative of other languages. The English language is likely to contain the largest number of words of all languages. Estimates for the number of words range from one to two million, according to the Oxford English Dictionary. Some languages, such as Pitjantjatjara, contain about 10,000 words, a lot of which were incorporated from Western Languages. Others, such as the Piraha language, do not show clear signs of syntax (Banting, 2003; Everett, 2009) . Apparently, the extent of complexity for each language does differ depending on the culture. Natives in non-industrialized regions still use very few words in their language. Many nomadic hunter-gatherer populations in continents failed or did not find the need to develop a written language. Diamond (1998) explained the cultural imbalance such as the advent of writing in Eurasia, examining environmental and geographical factors. Regardless of the reason, the conclusion is simple: not every language is as intricate as English.
Is the language faculty non-linguistic? A language module, a concept first proposed by Noam Chomsky in the 1960s (named LAD), is a hypothesized structure in the human brain that contains an innate capacity for language. Psycholinguists such as Pinker and Fodor claim as well an instinctive predisposition and inborn ability that enables toddlers to acquire language. However, no available evidence confirms that one anatomical area is solely devoted to the process of language (Wada & Rasmussen, 1960) .
Yes, language faculty is non-linguistic. The allegedly complex syntax and grammar in language is not, in anyway, encoded anatomically. "Language acquisition" occurs through a biological process. The complexity of human language arises naturally and anatomically from concentrated self-consciousness and social cognition in humans.
Moreover, language is mainly the work of the brain. The visual, auditory, and vocal systems are important, but they are auxiliary with respect to their role in language. The innovative systems of sign language and English Braillehave helped deaf and blind people to demonstrate their aptitude in language. With modern social service and educational care, people with congenital deafness, blindness, or dumbness scan now reach their full capacity for language. On the other hand, people who have permanent injuries in Broca's area (Prefrontal Cortex) and Wernicke's area (posterior parietal cortex) suffer from language comprehension or speaking impairments. In most cases, the damage to language comprehension and speaking is unrecoverable. Consequently, the human brain itself alone holds an innate capacity for language, even regardless of the larynx and the hyoid bone.
Biologically speaking, a period of infant helplessness and early parturition help to develop the exceptional capability of self-consciousness (intelligence). Because of this exceptionally extensive early developmental stage, humans, compared to other primates, have especially large posterior parietal cortex (sense of self), prefrontal cortex (social cognition), and temporal lobes (language interpretation). As a result of natural selection from a special environment that was gradually set off by two landmarks in evolution, humans, unlike other primates, have the brain structure that is apropos for language. A further implication for human language is that the posterior parietal cortex contains cortical fields that handle "the sense of self" (Krubitzer & Disbrow, 2008) . Increasing the "sense of will" in the posterior parietal lobe naturally embedded meanings and intentions into language while creating syntax to represent relations with one another. The principal activity of the prefrontal cortex, on the other hand, is considered to be the management of social cognition, carrying out executive function in accordance with goals (Miller et al., 2002) . Social cognition, therefore, bestowed humans with talent for analyzing social context and situations. The temporal lobe works to interpret language, emotions, and memory (Smith, 2007) . The temporal lobe, last, served to store the sounds and meanings of language for possible interpretation.
However, does it mean that language is not a cultural system that is learned through social interactions? No, this question is very tricky. Increased social interaction in humans was originally the impetus behind the evolution, rendering humans more and more conscious. Nonetheless, compared to any other species, human babies are extremely vulnerable during their early years. It is not feasible for babies to survive on their own without human care. Human infants have trouble moving around or even sleeping on their own; thus, they cannot possibly live in the wild by foraging. In addition, wild animals are predators and not protectors of human infants, unlike the mythological babysitters of the Romulus Brothers or Atlanta. Every baby who makes it into adulthood, assuming that they have no genetic disease, is nurtured by human adults such as their parents or guardians. In any scenario, babies who "survive" learn language. This process does not have to involve quality parenting. Even if there are poor caregivers nurturing them, babies will pick up any words or sentences that are spoken by their caregivers and eventually succeed at understanding the concept of human language. Consequently, the question of whether language is something that is learned culturally becomes difficult to answer.
There are, however, very rare historical accounts in which babies did make it into adulthood without parental care, such as Victor of Aveyron or the recently found Vietnamese "jungle boy". The first example, Victor of Aveyron (c. 1788-1828), was a French feral child who passed the majority of his childhood abandoned in the forests (Smith, 1984) . Having no prior experience with human society, Victor stayed mute. This wild boy did not learn language even when Victor had proven that he was neither deaf nor mute (Shattuck, 1980) .
In the recent case in Vietnam, a Father and son, emaciated and disarranged, were found in a forest of Quang Ngai province after 40 years in isolation under the hard conditions of the jungle (BBC, 2013) . Local media reports that a bomb explosion in his home killed his wife and two children during the Vietnam War. Ho Van Thanh fled during the war into the woods with his then-infant son. When found, they both could not speak. After 40 years of isolation under the hard conditions of the jungle, the father could communicate very little in the eth-nic Cor language; Ho Van Lang, the 42-year-old son, only knew a few words.
In addition to the particular vulnerability of infants, their brains make key neural connections in the first few years-a process known as pruning (Figure 4) . Early learning-specific experiences of sensation, language, and cognition-shape a child's brain to develop a strong foundation for adult intelligence from the moment the children are born. At this stage, caring and social interaction with the child is necessary if not obligatory. What is the conclusion? Automatic 3-D food printers would never be a replacement for human care.
Gestural Theory
This school of thought sees human language as having developed from gestures that are used for iconic communication. Observing partially genetic gestures in animals, the supporters of the gestural theory, such as Tomasello, posit that human language originated from the manual gestures of primates. For example, gorillas beat their chests, or chimps might pounce. Nevertheless, many doubts remain for this theory.
Main communication observed in animal vocalizations. To begin with, primates and many animals mainly use vocalization in communication. In gorillas, twenty-five distinct vocalizations are dominantly used for group communication. While gorillas travel, sounds recognized as grunts and barks are used to indicate the locations of individual members (Harcourt et al., 1993) . Common chimpanzees as well largely use distance calls to draw attention, signal alarm, and indicate food sources or other community members (Goodall, 1986) . Bonobos also communicate primarily through vocalizations. Because humans' closest cousins chiefly engage in vocal communication, there is no reason to believe that language arose from gestures. Not only primates but also herd animals, reptiles, and cetaceans use mostly sound for communication. Herd animals make different moo sounds; reptiles such as crocodiles generate varied cries, and cetaceans produce diverse clicks (Mathevon et al., 2013) . Consequently, Darwin's evolution cannot explain how human communication arose from gestures.
Gestures-supplementary communication in animals.
Gestural theorists yet claim that gestures are precursors of human language, pointing to specific communicative gestures in primates. Primates, however, have very different muscular structures and motor neurons, and thus, they are anatomically capable of creating only vague gestures. Great apes engage in vocal communication, hooting and screeching in various ways. Other relatively bright species also use "gestures", but only as supplementary means of communication. Dolphins, for example, mostly use echolocation and vocalization, such as whistles and clicks, to communicate, but they also use non verbal communication by means of moving tails, flapping fins, and touching one another (Dudzinski & Frohoff, 2008) . Ravens, the smartest of the bird species, use their "hands" in addition to various cries and singsongs in communication. Crows employ their wings and bills to engage in play, offer, point, and present items (Pika & Bugnyar, 2011) . These nonverbal, "gestural" cues are used in every other animal, such as gibbons, hyenas, and great apes, as a subsidiary tool for communication. The gestures that are used by primates do not show that human language arose from body language. The most intelligent species display "gestural communication" but chiefly use vocal communication. Therefore, gestures in primates or chimps cannot substantiate anything about the gestural theory. It is more logical to believe that the gestures of common chimpanzee-human ancestors evolved into the gestures of humans, while various calls evolved into oral language.
Gestures observed in our closest relatives. Proponents of the theory might again note how wild chimpanzees are especially known for using more gestures than other animals in communication. What is more important to know is the fact that gestural communication in chimps is the simple result of increased bipedalism. In other words, chimps use gestures a large amount only because they can use them. In terms of genetics and anatomy, chimps are more closely related to humans than they are to the remaining great apes (Wildman, 2003) . For example, orangutans have significant adaptations for arboreal locomotion because orangutans spend the largest amount of time in trees of all the great apes (Schwartz, 1988) . In other words, orangutans are not fit for bipedal motion on terrain. Bipedalism in gorillas is also rarely documented because gorillas are an inactive ape species that primarily sits and digests leaves (Hughes, 2001) . The common chimpanzee, however, can walk upright for short distances, in contrast to the quadrupedal ape, orangutan or, largely "knuckle walker", gorilla. Chimps use hands frequently because they are more bipedal than the other great apes. Their gestures are not obviously precedents of human language.
It appears that primates depend substantially on gestural communication because apes do not have the capacity for human language. The situation was similar for hominins who preceded evolutionary changes. Before humans spoke complex language, hominins probably relied more on gestural communication than they do now. Nevertheless, this scenario does not mean that human language came from gestures. Human language arose naturally from the evolution of increasing sociality, hyoid bone, and brain development. Eventually, the concreteness and specificity of human language that arose from vocal language replaced the vagueness of the body gestures that were often used in communication.
