Abstract. The spectral theory of Laplacian tensor is an important tool for revealing some important properties of a hypergraph. It is meaningful to compute all Laplacian Heigenvalues for some special k-uniform hypergraphs. For an odd-uniform loose path of length three, the Laplacian H-spectrum has been studied. However, all Laplacian H-eigenvalues of the class of loose paths have not been found out. In this paper, we compute all Laplacian Heigenvalues for the class of loose paths. We show that the number of Laplacian H-eigenvalues of an odd(even)-uniform loose path with length three is 7(14). Some numerical results are given to show the efficiency of our method. Especially, the numerical results show that its Laplacian H-spectrum converges to {0, 1, 1.5, 2} when k goes to infinity. Finally, we establish convergence analysis for a part of the conclusion and also present a conjecture.
Introduction
A natural definition for the Laplacian tensor and the signless Laplacian tensor of a kuniform hypergraph for k ≥ 3 was introduced in [18] . From then on, the study of spectral hypergraph theory via tensors has attracted extensive attention and interest [5, 7, 8, 10, 11, 13, 15, 16, 18, 19, 20, 21] . Some results extended the classical results in spectral graph theory [2] . Xie and Chang [21] discussed the applications of the largest and the smallest Heigenvalues of Laplacian tensors and signless Laplacian tensors in the edge cut and the edge connectivity of a k-uniform hypergraph. Qi [18] introduced H + -eigenvalues of Laplacian tensors and signless Laplacian tensors and established some properties of theseH + -eigenvalues. In [18] , Qi also defined analytic connectivity of a uniform hypergraph and discussed its application in edge connectivity. Hu, Qi and Xie [10] studied the largest Laplacian and signless in spectral graph theory [2, 4, 7] .
Motivated by the third question and the above mentioned applications. In this paper, we pay our attention on the Laplacian H-spectrum of k-uniform loose paths of length three. We observe that [7, Proposition 5.4] can not find out all Laplacian H-eigenvalues of the odd-uniform loose path of length three. There exists another case except four cases in [7, Proposition 5.4 ]. In addition, there is no results when k is even. Using the same method as [7] , we compute the Laplacian H-spectrum of the loose path of length three. This will be useful for research on the second smallest Laplacian H-eigenvalue of a k-uniform hypergraph, and also will be useful for research on applications in the edge cut and the edge connectivity of a k-uniform hypergraph. Especially, we show that when k is odd, the number of Laplacian H-eigenvalues is 7, and when k is even, the number of Laplacian H-eigenvalues is 14. Some numerical results are given to show the efficiency of our method. Especially, the numerical results show that its Laplacian H-spectrum converges to {0, 1, 1.5, 2} when k goes to infinity. Finally, we establish convergence analysis for a part of the conclusion and also present a conjecture.
The rest of this paper is organized as follows. We list some known results of cored hypergraphs and power hypergraphs in the next section. In Section 3, we investigate the number and distribution of Laplacian H-eigenvalues of the k-uniform loose path with length three. In Section 4, numerical experiments are implemented and some convergence analyses are established. Finally, some concluding remarks are given in Section 5.
Preliminaries
Some known results about cored hypergraphs and power hypergraphs are given in this section, which will be used in the sequel. Denote [n] := {1, . . . , n}. A real tensor T = (t i 1 ···i k ) of order k and dimension n refers to a multidimensional array or a hypermatrix with entries t i 1 ···i k such that t i 1 ···i k ∈ R for all i j ∈ [n] and j ∈ [k]. Given a vector x ∈ R n , T x k−1 is defined as an n-dimensional vector such that its ith element being
. Let I be the identity tensor of appropriate dimension, e.g., i i 1 ···i k = 1 if and only
, and zero otherwise when the dimension is n. The following definition was introduced in [16] .
Definition 2.1 Let T be a k-th order n-dimensional real tensor. For some λ ∈ R, if polynomial system (λI − T )x k−1 = 0 has a solution x ∈ R n \{0}, then λ is called an Heigenvalue and x an H-eigenvector.
Obviously, H-eigenvalues are real number. The number of H-eigenvalues of a real tensor is finite [12, 16] . By [18] , all the tensors given in Definition 2.2 have at least one H-eigenvalue [17] . Hence, we can denote by λ(T ) as the largest H-eigenvalue of a real tensor T .
We next list some essential notions of uniform hypergraphs. Please refer to [1, 2, 4, 6, 9, 18] for comprehensive references. In this paper, unless stated otherwise, a hypergraph means an undirected simple k-uniform hypergraph G with vertex set V and edge set E. For a subset S ⊂ [n], we denote by E S the set of edges {e ∈ E|S ∩ e = ∅}. For a vertex i ∈ V , we simplify E {i} as E i . It is the set of edges containing the vertex i, i.e., E i := {e ∈ E|i ∈ e}. The cardinality |E i | of the set E i is defined as the degree of the vertex i, which is denoted by d i . Two different vertices i and j are connected to each other (or the pair i and j is connected), if there is a sequence of edges (e 1 , · · · , e m ) such that i ∈ e 1 , j ∈ e m and e r ∩ e r+1 = ∅ for all r ∈ [m − 1]. A hypergraph is called connected, if every pair of different vertices of G is connected. In the sequel, unless stated otherwise, all the notations introduced above are reserved for the specific meanings. For the sake of simplicity, we mainly consider connected hypergraphs in the subsequent analysis because the conclusion on connected hypergraphs can be easily generalized to general hypergraphs via the techniques in [9, 18] .
Qi [18] introduced the following definition for the adjacency, Laplacian and signless Lapacian tensors of k-uniform hypergraphs.
Definition 2.2 Let G = (V, E) be a k-uniform hypergraph. The adjacency tensor of G is defined as the k-th order n dimensional tensor A whose (i 1 · · · i k )-entry is: It is known that zero is always the smallest H-eigenvalue of Theorem 3.8] , whered is the average degree of G.
In the following, we recall the concept of loose path introduced in [7, 14] . Some known results on k-uniform loose paths are listed here. Let G be a k-uniform loose path, we have λ(L) = 2 when k is odd [7, 11] , and 2 < λ(L) < 3 when k is even [22] . In [7, Proposition 5.4] , the H-spectrum of Laplacian tensor was characterized for an odd-uniform loose path with length three. However, [7, Proposition 5.4] can not compute out all Laplacian H-eigenvalues. Can we characterize the Laplacian Hspectrum for a k-uniform loose path of length three? In the next section, we will investigate this question. (iii)λ is the unique root of the equation (λ − 2)
Laplacian H-spectrum of the loose path with length three
In this section, we discuss Laplacian tensor of a k-uniform loose path with length d = 3.
We compute all H-eigenvalues of its Laplacian tensor. Especially, we show that the number of Laplacian H-eigenvalues is 7 when k is odd, and 14 when k is even.
Let G k,3 denote a k-uniform loose path with length d = 3 throughout the rest of this paper. By Proposition 2.2, λ = 1 is a Laplacian H-eigenvalue of G k,3 [7, Corollary 5.1]. Let λ be an H-eigenvalue of Laplacian tensor of G k, 3 . By Proposition 2.3, when k is odd, if λ = 1 then λ lies in one of the four cases [7, Proposition 5.4] . Actually, we prove that there are five cases and the number of Laplacian H-eigenvalues is 7. Our results are given in the following theorem.
Theorem 3.1 Let k be odd and L be Laplacian tensor of G k,3 . Then λ = 1 is an Heigenvalue of L if and only if one of the following five cases happens:
There are two real roots, one is in (0, 1) and the other is in (1, To show (iv) and (v), according to the proof process of [7, Proposition 5 .4], we consider the case of x k = 0 and x 2k−1 = 0. We divide into two subcases to discuss as follows.
(a) If x k+1 = 0, x 1 = 0 and x 2k = 0, we have
The first equality shows λ < 2. So, the above equation
Then λ is a root of the equation f (λ) − g(λ) = 0. We compute
. It is easy to see that
and
So, the equation f (λ) − g(λ) = 0 has a root in (0, 1) and (1,
), respectively. Clearly, there is a unique real root in (1,
. We now show that there is a unique root in (0, 1). Let
is monotone increasing in λ ∈ (0, 1). Combining f (0) = −4k < −2 and f (1) = 0 > −2, we obtain that the function f (λ) − g(λ) is first decreasing and then increasing. It can be seen that f (0) − g(0) = 1 and f (1) − g(1) = −1. Thus, it has a unique root in (0, 1). Hence, in this subcase, we can show (iv).
The discussion for the subcase x k+1 = 0, x 1 = 0 and x 2k = 0 is similar, and the result is the same as the above subcase.
(b) If x k+1 = 0, x 1 = 0 and x 2k = 0, we have
Assume λ > 1, we have x k x 2k−1 < 0 and (λ − 2)(1 − λ) k−1 + 1 = 0. This is a contradiction with (ii). Thus, λ < 1.
on one hand, if x k = x 2k−1 , by (1), we have
By a similar discussion as the proof of (ii) in [7, Proposition 5 .4], we know that h(λ) is a monotonically increasing function as λ < 1. Hence, f (λ) is first decreasing and then increasing in (0, 1). Since g (λ) = −k(λ − 1) k−1 < 0 , f (0) = 1 and g(0) = 1, it has at least one root in (t, 1), where t is the unique real root of (t − 2)(1 − t) k−1 + 1 = 0 in (0, 1).
Now we need to prove that if there is a real root in the interval (0, t)? The problem can be changed into the following minimization problem:
By the first order necessary condition of (2), we have
By trivial analyzing and discussing (3) in details, we obtain that there is no a real root of
On the other hand, if x k = x 2k−1 , we have (λ − 2)(1 − λ) k−1 + 1 = 0. However, by the first equation of (1),
This is a contradiction. Thus, we complete the proof.
We next characterize all Laplacian H-eigenvalues of G k,3 when k is even. We compute out all H-eigenvalues of its Laplacian tensor. Let λ be an H-eigenvalue of Laplacian tensor of G k,3 where k is even. We show that if λ = 1 then λ lies in one of seven positions, and the number of Laplacian H-eigenvalues is 14. (2, 3) . The proof is divided into four cases, which contain several subcases respectively.
Case 1:
We assume x k = 0 and x 2k−1 = 0. By [22, Lemma 2.6], we have x 1 = 0, x k+1 = 0 and x 2k = 0. So, this case does not happen.
Case 2:
We assume x k = 0 and x 2k−1 = 0. Then, x 1 = 0 and x k+1 = 0.
(a) If x 2k = 0, then λ = 2 is an H-eigenvalue.
(b1) If p is odd, we have
Since (λ − 2)(1 − λ) k−1 < 0 when λ < 1 or λ > 2, the equation (4) has no any real root under this condition.
(b2) If p is even, we have
We compute
Thus, the equation f (λ) = 0 has two real roots respectively in (0, 1) and (2, 3). So, (ii) holds.
Case 3:
We assume that x k = 0 and x 2k−1 = 0. After a discussion similar to Case 2, we can show that either λ = 2 or (ii) also holds in this case. 
which implies that this case does not happen. Similarly, the case x k+1 = 0, x 1 = 0 and x 2k = 0 does not exist. 
2k−1 ) = 0. This shows λ = 2 or x k = ±x 2k−1 . So, In the second case, λ is a real root of the equation
By a straightforward computation, we have
We also have f (λ) < 0 when 1 < λ < 2. Hence, the equation f (λ) = 0 has two real roots. One is in (0, 1) and the other is in (2, 3) . Thus, (iii) holds.
(e) If x k+1 = 0, x 1 = 0 and x 2k = 0, we have
Let t :=
. We consider the following two subcases.
(e1) If p 2 is odd, we have
This implies that λ is a real root of the equation (λ − 2)
Clearly, f (λ) < 0 if λ > 2. Also, f (2) = 1 > 0 and f (3) = (−2) k−1 + 1 < 0. Hence, the equation f (λ) = 0 has a unique root in (2, 3) . That is, (v) holds.
(e2) If p 2 is even, we have
This shows that λ is a real root of the equation
By a straightforward computation, we have the derivatives
Moreover, g(0) = 0, g(1) = 2, g(2) = 4 and g(3) = 6. If k = 4, then 2k 1+k
and g( 8 5 ) = 16 5 > f ( 8 5 ). If k ≥ 6, we have
Hence, the root of the equation f (λ) − g(λ) = 0 exists in (0, 1), (1, 2k 1+k ) and (2, 3), respectively. After a similar discussion to the subcase (a) in the proof of Theorem 3.1, we show that they are unique in each interval.
In addition, if x k+1 = 0, x 1 = 0 and x 2k = 0, after a discussion similar to Case 4 (e), we also have (iv).
(f) If x k+1 = 0, x 1 = 0 and x 2k = 0, we have
(f1) If p 2 and p 3 are odd, we have
Hence, the equation f (λ) − g(λ) = 0 has no real root when λ ≥ 3. If λ ∈ (1, 2), we have
We have
Let t = λ − 1. Thus, 1 < t < 2 since λ ∈ (2, 3), and
Obviously, s(t) is monotonically increasing in (1, 2). Thus, r (t) = 0 has a unique root in (1, 2) . This shows that f (λ) − g(λ) is first decreasing and then increasing in (2, 3) . Hence, the equation f (λ) − g(λ) = 0 has the unique root in (2, 3) and then (vii) holds.
(f2) If p 2 and p 3 are even, we have
After a discussion similar to (f1), we show that the above equation has the unique root in (2, 3) . If (λ − 2)(λ − 1) k−1 − 1 = 0, then by (ii), we have λ ∈ (0, 1) or λ ∈ (2, 3). Thus, (vi) holds.
(f3) If p 2 is odd and p 3 is even or p 2 is even and p 3 is odd, we have
2k−1 ) = 0, which implies λ = 2 or x k = ±x 2k−1 . We assume x k = ±x 2k−1 , then
This shows that λ = 2. Thus, (i) holds.
Numerical experiments and convergence analysis
We now give some numerical experiments to show the conclusions given in Theorems 3.1 and 3.2. We apply the bisection method to solve the real root of the polynomial equations given in Theorems 3.1 and 3.2. For fixed k, the computational complexity of this method is O(log 1 ), where ε is a given tolerance. We also investigate the changing trend of Laplacian H-spectrum of G k,3 as k increasing.
By making a lot of experiments with 3 ≤ k ≤ 50, we find some good properties of Laplacian H-spectrum of G k,3 . The numerical results are reported in Figure 3 , where (a) and (b) show the distribution of all H-eigenvalues of Laplacian tensors for odd/even-uniform loose paths with length three, respectively. From Figure 3 , we see that Laplacian H-spectrum of G k,3 converges to {0, 1, 1.5, 2} when k goes to infinity. Yuan, Qi and Shao [24] showed that {λ(L k )} is a strictly decreasing sequence. Clearly, the conclusion in Theorem 4.1 is much stronger than theirs. To show Theorem 4.1, we need the following lemmas.
Lemma 4.1 Let k be odd and λ k be the real root of (λ − 2)(1 − λ) k−1 + 1 = 0 in (0, 1). Then {λ k } is a strictly decreasing sequence and lim
It is easy to see that g(t) := − ln (t+1) ln t is a strictly increasing function in (0, 1). Hence, we obtain
which implies that {λ k } is a strictly decreasing sequence. Therefore, the limit of {λ k } must exist. Let lim
Lemma 4.2 Let k be even and λ k be the real root of (λ − 2)(λ − 1) k−1 − 1 = 0 in (2, 3). Then {λ k } is a strictly decreasing sequence and lim
It is easy to see that g(t) := − ln (t−1) ln t is a strictly decreasing function in (1, 2). Therefore,
which implies that {λ k } is a strictly decreasing sequence. Hence, the limit of {λ k } must exist. Let lim
we must have λ * − 1 = 1 and hence λ * = 2. This is a contradiction. Thus, we complete the proof.
Lemma 4.3 Let k be odd and λ k be the real root of (λ − 2)
). Then {λ k } is a strictly increasing sequence and lim k→∞ λ k = 1.5.
k . Since k is odd, we have 0 < t k < 0.5. Furthermore,
It is easy to see that g(t) :=
is a monotonically increasing function in (0, 0.5) by analyzing its derivative. Therefore,
which implies that {λ k } is a strictly increasing sequence. Hence, the limit of {λ k } must exist. Let lim ). Then {λ k } is a strictly decreasing sequence and lim k→∞ λ k = 1.5.
Combining the conclusions in Lemmas 4.1-4.8 and Theorems 3.1 and 3.2, we see that we can not prove Theorem 4.1. So, we give the following conjecture. 
Some concluding remarks
Motivated by the applications of Laplacian H-spectrum in edge cut and edge connectivity of a k-uniform hypergraph and in image processing, we studied Laplacian H-spectrum of the k-uniform loose path of length three. By Theorems 3.1 and 3.2, we found out all Laplacian H-eigenvalues of the loose path of length three. We showed that the number of Laplacian Heigenvalues of the odd-uniform loose path of length three is 7, and the number of Laplacian H-eigenvalues of the even-uniform loose path of length three is 14. Some numerical results are given to show the efficiency of our method. Especially, the numerical results show that its Laplacian H-spectrum converges to {0, 1, 1.5, 2} when k goes to infinity. Finally, we established convergence analysis for a part of the conclusion. However, we can not prove the whole conclusion. We presented a conjecture for the future research.
