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SUMMARY 
Here we present a combined method of conventional and coherent Doppler sonar 
systems (CMDS) to provide accurate marine velocity information. The dissertation is 
divided into four chapters, background, sonar system, combined method of Doppler sonar 
and conclusions. 
Chapter 1 describes the background of velocity measurement systems in water. The 
purpose of CMDS is to measure velocity accurately and precisely for surface and 
underwater vessels. Conventional Doppler sonar (CNDS) can provide velocity without 
velocity ambiguity, but it needs some seconds to provide valuable reading velocity. 
Coherent Doppler sonar (CHDS) can measure the velocity with an accuracy of about 1 cm/s, 
but velocity ambiguity seriously limits its general application. Therefore, CMDS is 
proposed in order to take advantage of both CNDS and CHDS to provide accurate and 
precise velocity with a short time lag. A further brief description of the dissertation’s 
structure can be found at the end of this chapter. 
Chapter 2 introduces existing Doppler sonar systems, CNDS and CHDS, in detail. 
Firstly, types and usages of sonar systems are introduced briefly. Then the fundamentals of 
CNDS are explained and the equations used to calculate velocity using CNDS are shown. 
CNDS calculates velocity using measured frequency information directly based on the 
Doppler effect. After introducing the measurement method of CNDS, error analysis of 
CNDS is also discussed. Thirdly, velocity measurement by CHDS is introduced. Phase 
change between two adjacent pulses is used to calculate moving velocity. But because the 
measured phase is limited from –π to π, velocity ambiguity occurs. Several methods have 
  
been proposed to solve this problem. One method is to introduce dual time intervals. This 
method can extend the range of maximum measureable velocity several times, but it 
decreases the data rates and increases measurement error. Although a data processing 
technique is used to make the measurement as precise as the single time interval method, 
measureable velocity range is still limited when using the dual time interval method. 
Multiple frequency method is also used to enlarge the measureable velocity range without 
decreasing the data rates, but system device needed is expensive. The alternating dual time 
interval and dual frequency method has also attempted to solve the problem of velocity 
ambiguity, but despite enlarging the range it was unable to solve the velocity ambiguity. 
Although, these previous methods could extend the measureable velocity several times 
larger, none of them could cancel it. At the end of this chapter error analysis using CHDS is 
explained. 
In Chapter 3, CMDS is introduced as a solution to cancel the velocity ambiguity. 
Firstly, basic CMDS is presented using the measurement results of CNDS and CHDS. 
However, the result of this basic CMDS method is affected by the value of measured 
velocity. A velocity shift technique is introduced to solve this problem. CMDS using fixed 
ambiguity velocity only works well at the range of high SNRs. At the range of low SNRs it 
contains lots of impulsive noise due to a wrong estimation of integer factor. Accordingly 
adaptive algorithm is employed to provide accurate and precise velocity information for 
CMDS at a wide range of SNRs.  
Chapter 4 discusses measurement error of CMDS. After introducing the definition of 
measurement error, the measurement error of CMDS is deduced by the error of CNDS and 
CHDS. The effect of velocity shift technique and adaptive algorithm are also analyzed. In 
the end, simulations and experiments of CMDS were carried out to evaluate its performance. 
Simulations were carried out with white Gaussian noise and the results of CMDS fitted the 
  
theoretical analysis well. Experiments were carried out in a large shallow water tank. Under 
the situation of fixed projector and hydrophone, the noise in the received signals could be 
considered as white Gaussian noise, and the measurement results fitted the theoretical 
results well. The projector which moves forward and backward, caused a vibration to be 
generated from the bar and frame of the experimental platform. The vibration caused the 
results of CNDS to be much noisier than in the stable situation, which made the CMDS, 
using adaptive algorithm, do not work well at the range of high SNRs. According to the 
simulation and experiment results CMDS can provide accurate and precise velocity at a 
wide range of SNRs in white Gaussian noise. 
In Chapter 5, conclusions based on the theoretical and experiment results of the 
proposed CMDS are explained. Future considerations and proposals are also discussed to 
improve the performance of CMDS. 
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CHAPTER 1  
BACKGROUND 
Since the mid 1970’s, Doppler Docking Sonar has been installed on very large vessels 
to provide velocities with the accuracy of 1 cm/s over ground and in three directions: 
fore/aft movement and side movements at bow and stern. Furthermore, Docking Speed and 
Distance Measurement Equipment (SDME) usually fixed on dolphins have been developed. 
Because of sonic disturbance, Docking SDME on dolphin was developed to use laser 
instead of underwater ultrasonic. Tracking laser equipment was then applied on a docking 
guidance system [1]. For Very Large Crude Oil Carrier (VLCC), velocity information is 
frequently and effectively used to maneuver adequately and safely. Therefore, at the 2000 
International Convention for the Safety of Life at Sea (SOLAS) vessels more than 50,000 
gross tonnes were recommended to be equipped with two axes SDME [2], [3], [4]. In 
addition, there are also many benefits for usual navigators on the vessels less than 50,000 
gross tonnes to use the precise velocity information. With precise velocity information, a 
decrease in the probability of collisions with other ships or piers and improvement of the 
workload safety is possible.  
Normally, electro-magnetic (EM) log, inertial navigation system (INS), Global 
Positioning System (GPS) and Doppler sonar systems are used to measure the velocity of 
moving vessels at sea. The EM log can only provide the velocity through water. The 
velocity measured by EM log is also limited to the area around the sensor. The handbook of 
the EM log (EML 500) indicates its accuracy as 0.1 m/s [5]. The velocity information GPS 
(VI-GPS) system can provide accurate velocity information relative to the earth with an 
accuracy of 0.01 m/s [6], [7], [8], [9]. Unfortunately GPS signal cannot be transmitted into 
 2 
 
water, so the VI-GPS is limited to the surface and above where it can receive the GPS signal. 
It also has an intrinsic disadvantage in that we cannot always receive a GPS satellite signal 
due to obstacles, such as mast or antenna. INS can also provide the velocity if the initial 
velocity is known, but the accumulative error seriously affects the final results. The 
accuracy of the INS of SEANAVTM for velocity is 0.91 m/s [10]. The Doppler sonar 
system can measure the velocity of objects both on the sea surface and in the water. Both 
the velocity relative to ground and water can be provided by the Doppler sonar system. 
However, the velocity information of the conventional Doppler sonar system includes a 
time lag of not a few seconds [11]. 
Most navigators of small vessels which are less than 500 gross tonnes do not rely on 
Doppler sonar. But about 30 – 40 % of navigators on vessels from 3,000 gross tonnes to 
5,000 gross tonnes do rely on Doppler sonar. 80 % of navigators on vessels larger than 
50,000 gross tonnes depend on Doppler sonar [7]. According to this data, it is important to 
provide accurate and precise velocity with short time lag by Doppler sonar for navigators.  
The combined Doppler sonar (CMDS) system is proposed in this dissertation. Both 
conventional Doppler sonar (CNDS) and coherent Doppler sonar (CHDS) are used in the 
CMDS system. Adaptive algorithm is also introduced to decrease the measurement error at 
a wide range of signal to noise ratio (SNR). Error analyses are carried out to evaluate the 
performance of CMDS. According to the results of the simulation and experiments, CMDS 
can provide accurate and precise velocity with a short time lag and no velocity ambiguity.  
The structure of this dissertation is as below: 
Chapter 1 details the background and the structure of this dissertation.  
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Chapter 2 introduces the existing Doppler sonar systems. Before introducing CMDS, 
CNDS and CHDS are elaborated on. Measurement methods of CNDS and CHDS are 
explained in detail. Some improved methods of CHDS are also discussed. Error analysis of 
CNDS and CHDS are shown to evaluate their performance.  
Chapter 3 describes in detail the method of combined Doppler sonar. First, with the 
knowledge of CNDS and CHDS, the expressions of CMDS are deduced. Then technique of 
variable shift is introduced to erase the effect of the value of measured velocity. Finally, an 
adaptive algorithm is proposed to decrease the measurement error of CMDS at a wide range 
of SNRs.  
Chapter 4 discusses measurement error of CMDS. After introducing the definition of 
measurement error, theoretical analysis of combined Doppler sonar is deduced based on the 
error of CNDS and CHDS. Both simulation and experiments are carried to evaluate the 
performance of CMDS at different SNRs.  
Chapter 5 summarizes the performance of velocity measurement by CMDS and 
discusses future work. 
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CHAPTER 2  
SONAR SYSTEMS 
2.1 Introduction 
2.1.1 Types of sonar system 
Of all known radiation sources, it is sound that travels best in water. Light and radio 
waves are attenuated in seas of turbid and saline water, greater than sound, which is a form 
of mechanical energy. Therefore, sound is normally used in the ocean exploration. The 
science of sonar consists of the uses of underwater sound, and systems using underwater 
sound in a variety of ways are called sonar systems [1]. 
Sonar systems can be divided into two types: active sonar systems and passive (or 
listening) sonar systems. If sound is generated by one component of the system, this kind of 
sonar is called active sonar system. Sound waves generated by a projector travel through the 
water to the objective, and are reflected as sonar echoes and are detected by a hydrophone. 
The hydrophone is a device which converts sound into electric signals. Then the converted 
electric signals from the hydrophone are amplified and processed to provide the information 
which is used to control or display depending on how the sonar system was intended to be 
used. If the sound used is radiated by the target, this kind of sonar is called passive or 
listening sonar system. In the passive sonar system only one-way transmission of sound is 
involved, and only the hydrophone is used to establish the system. However, in practiced 
applications, such as telemetry, communication and control applications, a hybrid form of 
sonar system using a projector and a hydrophone is employed at both ends of the 
communication paths. 
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2.1.2 Uses of sonar system 
The first practical application of underwater sound was submarine bell, used by ships 
for offshore navigation. After the disaster as the collision of “Titanic”, echo ranging systems 
were developed to detect icebergs for safe passage. During World War Ⅰ a number of 
military applications of sonar systems were developed. This research and development 
continued and now there are great advances in the commercial uses of underwater sound, 
which listed in Table 2-1 [1]. 
2.2 Doppler Sonar System 
Doppler sonar system has been developed to provide velocity information for vessels 
and submarines. CNDS needs a few seconds time delay to provide velocity information 
with the desired accuracy. A long time lag means a large risk of collision for navigators. 
CHDS which can provide precise velocity with short time lag has been developed, and it 
has been used in various applications, such as wave and turbulence measurements [2]. 
However, CHDS has an intrinsic disadvantage, velocity ambiguity [3]. Velocity ambiguity 
means that it can only provide accurate velocity information in a limited range, which 
seriously limits its general application. 
2.2.1 Conventional type 
The basic block diagram of CNDS is shown in Figure2-1. It consists of four basic parts, 
a transmitter, a receiver, a signal processing unit and a display [4]. The transmitter sends 
ultrasonic waves through the water when trigged, which also initiates a time-measuring 
system in the signal processing unit. The receiver is required to pick up and amplify 
 9 
 
Table 2-1 Commercial uses of sonar 
Function Description 
Depth Sounding 
Conventional depth sounders 
Send short pulses downward and time the 
bottom return 
Subbottom profilers 
Use lower frequencies and a high-power 
impulsive source for bottom penetration 
Side-scan sonars 
Sidewise-looking sonars for mapping the sea 
bed at right angles to a ship’ track 
Acoustic speedometers 
Use pairs of transducers pointing obliquely 
downward to obtain speed over the bottom 
from the Doppler shift of the bottom returns. 
Another method uses the time-delay 
correlogram of the bottom return between 
halves of a small split transducer 
Fish finding 
Forward-looking active sonars for spotting 
fish schools 
Fisheries aids 
For counting, luring, or tagging individual 
fish 
Divers’ aids 
Small hand-held sonar sets for underwater 
object location by divers 
Miscellaneous uses 
Acoustic flow meters and wave-height 
sensors 
Control 
Sound-activated release mechanisms; 
well-head flow control devices for 
underwater oil wells 
Communication and telemetry 
Use a sound beam instead of a wire link for 
transmitting information 
Position marking 
Beacons Transmit a sound signal continuously 
Transponders Transmit only when suitably interrogated 
the low level return echo from targets for use in the signal processing unit. The transducers, 
projector and hydrophone are connected with the transmitter and receiver respectively. In 
the signal processing unit of CNDS, Doppler shift will be detected and velocity will be 
calculated. Normally fast Fourier transform is used to measure the frequency information. 
Then with the comparison of spectrum between transmitted and received signals, Doppler 
shift can be determined. Then the measured velocity is presented in several ways, such as 
electro-sensitive recording paper, a spinning neon display and LCD which is normally used 
in modern devices.  
(1) Conventional method 
The Doppler effect (also called Doppler shift) was first proposed in 1842 by the 
Austrian physicist Christian Doppler [5]. It is the change in frequency of a wave (or other 
periodic event) for an observer moving relative to its source. For waves that propagate in a 
medium, such as sound waves, the Doppler effect is affected by motion of the wave source, 
 
Figure 2-1 Block diagram of CNDS. 
 
Transmitter Receiver 
Projector 
Signal processing 
unit: Doppler shift 
detection 
Display 
Hydrophone 
 
Timing initiation 
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motion of the observer, and motion of the medium. For waves, such as light or gravity 
which do not require a medium, only the relative velocity between the observer and the 
wave source affects the Doppler effect. 
If the source emitting waves through a medium with a frequency 𝑓0 moves with a 
speed of 𝑣𝑠, and the observer moves with a speed of 𝑣𝑟, then the frequency 𝑓𝑟 of received 
waves can be expressed as  
𝑓𝑟 =
𝑐 + 𝑣𝑟
𝑐 + 𝑣𝑠
𝑓0   ,                                                          (2-1) 
or, alternatively: 
𝑓0 = (1 +
𝑣𝑠,𝑟
𝑐 + 𝑣𝑟
 )𝑓𝑟    ,                                                   (2-2) 
where 𝑣𝑠 is positive if the source is moving away from the observer, and negative if the 
source is moving towards the observer. 𝑣𝑟 is positive if the observer is moving towards the 
source, and negative if the observer is moving away from the source. 𝑐 represents the wave 
speed in the medium. 𝑣𝑠,𝑟 is the relative speed of source and observer, which can be 
expressed as 𝑣𝑠,𝑟 = 𝑣𝑠 − 𝑣𝑟. 
The above formula works for sound waves, if and only if, the speed 𝑣𝑠,𝑟 between the 
wave source and receiver relative to the medium is slower than the wave speed 𝑐. And also 
the above formula assumes that the movements of the wave source and receiver are either 
directly approaching or receding from each other. 
In line with the Doppler effect, CNDS was developed to measure the velocity of 
vessels and submarines. We will now introduce CNDS used to measure the speed of a local 
vessel [6], [7], [8]. 
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Figure 2-2 shows the structure of CNDS. In this figure, the projector and hydrophone 
are located in the same place, and the moving velocity of the vessel is set as 𝑣. In order to 
obtain a fixed reference point, usually there is a stationary reflecting surface ahead of the 
vessel. A beam is deflected downwards at 𝛼 degree to the vertical and a reflection is 
obtained from the bottom. Based on the expression of Doppler effect, the received 
frequency by hydrophone can be expressed as: 
𝑓𝑟 =  𝑓0
𝑐 + 𝑣 × 𝑐𝑜𝑠𝛼
𝑐 − 𝑣 × 𝑐𝑜𝑠𝛼
   ,                                                     (2-3) 
where      𝑓0 is the frequency of transmitted signal;  
       𝑓𝑟 is the frequency of received signal; 
       𝑐  is the sound speed in the water; 
       𝛼 is the angle of depression of the beam. 
 
Figure 2-2 Schematic diagram of velocity measurement by Doppler effect. 
𝑣 
𝛼 
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And Eq. (2-3) can be simplified as 
𝑓𝑟 =  𝑓0
1 + 𝑥
1 − 𝑥
   ,                                                          (2-4) 
where 𝑥 is defined as (𝑣 × 𝑐𝑜𝑠𝛼)/𝑐. Then the frequency shift 𝑓𝑑  caused by Doppler 
effect can be calculated as 
𝑓𝑑 =  𝑓𝑟 − 𝑓0 = 𝑓0
1 + 𝑥
1 − 𝑥
− 𝑓0 = 𝑓0
2𝑥
1 − 𝑥
   .                                    (2-5) 
Because the moving speed of vessel 𝑣 is much less than the propagation velocity of 
sound 𝑐 in water, it caused value 𝑥 which is far less than 1. Then Eq. (2-5) can be 
approximated to be: 
𝑓𝑑 ≈ 2𝑥 × 𝑓0 =
2𝑣 × 𝑐𝑜𝑠𝛼
𝑐
𝑓0    .                                           (2-6) 
Unfortunately, the system is now sensitive to vertical motion, and generally speaking 
only the velocity in the horizontal direction is important for sailors.  
In order to eliminate the vertical component, two sets of sonar systems with projector 
and hydrophone are introduced, shown in Figure 2-3. The angle of depression of the 
forward beam is 𝛼 (beam Ⅰ), and the angle of the rear beam is 180° − 𝛼 (beam Ⅱ). 𝑢 
is the velocity in the vertical direction. The transmitted frequency 𝑓0 of the projectors 
remains the same. Then the received frequencies of the front and rear beams can be shown 
as below: 
𝑓𝑟Ⅰ =  𝑓0
1 + 𝑥1
1 − 𝑥1
  ,  
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𝑓𝑟Ⅱ =  𝑓0
1 − 𝑥2
1 + 𝑥2
  ,                                                         (2-7) 
where  
𝑥1 =
𝑣 × 𝑐𝑜𝑠𝛼
𝑐
+
𝑢 × 𝑠𝑖𝑛𝛼
𝑐
   , 
𝑥2 =
𝑣 × 𝑐𝑜𝑠𝛼
𝑐
−
𝑢 × 𝑠𝑖𝑛𝛼
𝑐
   . 
The Doppler shift between the front and rear received beams is 
𝑓𝐷 =  𝑓𝑟Ⅰ − 𝑓𝑟Ⅱ = 𝑓0
4𝑥
(1 − 𝑥1)(1 + 𝑥2)
  ,                                     (2-8) 
and the approximate value can be expressed as  
𝑓𝐷 ≈ 4𝑥 × 𝑓0 =
4𝑣 × 𝑐𝑜𝑠𝛼
𝑐
𝑓0  .                                                  (2-9) 
 
Figure 2-3 Velocity measurement system with two sets of projector and hydrophone. 
 
𝑢 
𝑣 
𝛼 𝛼 
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(2) Error analysis of CNDS  
Suppose the analytic form of the transmitted signal with a zero phase characteristic is  
𝑆(𝑡) = 𝑎0(𝑡)𝑒
𝑗𝜔0𝑡,                                                        (2-10) 
the received target signal will be 
𝑅𝑟(𝑡) = 𝐴𝑎0(𝑡 − 𝑡0)𝑒
𝑗(𝜔0+𝜔𝑑)(𝑡−𝑡0) ,                                         (2-11) 
where    
𝑎0(𝑡) is the envelop of transmitted signal; 
𝜔0 = 2𝜋𝑓0, 𝑓0 is the carrier frequency of transmitted signal; 
𝐴 is the amplitude of received signal 
𝜔𝑑 is the frequency component generated by Doppler effect; 
𝑡0 is the time delay generated by the distance between the transmitter and target. 
For simplicity, we can let 𝑡0 = 0, in which case the transmitted signal is expressed as 
𝑅𝑟(𝑡) = 𝐴𝑎0(𝑡)𝑒
𝑗(𝜔0+𝜔𝑑)𝑡  .                                               (2-12) 
With the addition of thermal and environmental noise at the input to the receiving system, 
the total signal of receiver becomes  
𝑅(𝑡) = 𝑅𝑟(𝑡) +  𝑁𝑎(𝑡)  ,                                                    (2-13) 
where 𝑁𝑎(𝑡) is an analytic random-noise characteristic of white Gaussian noise. 
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In order to estimate the Doppler shift, 𝑓𝑑, which exists between transmitted and received 
waveforms, it would seem reasonable to compare the spectra of these two waveforms. Based 
on Fourier transform, two waveforms of transmitter and receiver in time domain can be 
transformed to the frequency domain, which can be expressed as  
𝑆(𝑡)  ↔ 𝑆𝑓(𝑓)   ,                                                          (2-14) 
𝑅(𝑡)  ↔ 𝑅𝑓(𝑓)  .                                                          (2-15) 
The spectral integrated squared difference becomes 
𝜖∆ = ∫ |𝑆𝑓(𝑓 − ∆𝑓) − 𝑅𝑓(𝑓)|
2
𝐹
0
𝑑𝑓  ,                                          (2-16) 
where 𝐹 represents the maximum range of interest. 
Accordingly, to get the minimum value of 𝜖∆, the root mean square error in estimating 
Doppler shift can be obtained as [9] 
𝜎∆𝑓 =
1
𝜅√2𝐸/𝑁0
 ,                                                       (2-17)  
where 𝐸      is the energy of the received signal; 
𝑁0/2   is the noise power per Hertz for noise waveform; 
𝜅2 =
(2𝜋)2 ∫ 𝑡2|𝑎0(𝑡)|
2𝑑𝑡
+∞
−∞
∫ |𝑎0(𝑡)|2𝑑𝑡
+∞
−∞
 .     
With the standard deviation of frequency shift, the standard deviation of measured 
velocity can be expressed as: 
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𝜎𝑛 =  
𝜎∆𝑓
𝑓0
𝑐 .                                                               (2-18) 
Because of the Gaussian white noise effect, the measurement velocity by CNDS also 
follows the Gaussian distribution, which is:  
𝑣𝑛 ~𝒩(𝑣0, 𝜎𝑛
2) .                                                         (2-19) 
2.2.2 Coherent type 
Pulse-to-pulse coherent method was used to provide velocity information in 
atmospheric radar observation [10] [11] and laser-Doppler anemometer [12] [13]. Then this 
method was introduced in sonar systems to carry out measurements of fluid turbulence [14] 
[15]. The basic structure of CHDS, shown in Figure 2-4, is similar to the CNDS, but in the 
signal processing unit, CHDS detects the phase difference between adjacent received pulses 
instead of the Doppler shift of each received pulse [16].  
(1) Coherent method 
 
Figure 2-4 Block diagram of CHDS. 
Signal processing 
unit: Phase detection 
between adjacent 
received pulses 
Transmitter Receiver 
Projector 
Display 
Hydrophone 
Timing initiation 
 18 
 
In some applications, such as the velocity measurement of water or turbulence, a pulse 
width of several milliseconds is required to allow a meaningful evaluation of the Doppler 
frequency shift for CNDS, but such a signal time window is still too short to provide the 
frequency resolution needed to observe the exact spectrum of Doppler frequency shifts. 
Therefore, the useful measurements have been performed using pulse-to-pulse CHDS. 
CHDS systems rely on the measurement of phase change between two adjacent coherent 
pulses. And this method can provide a velocity resolution of one centimeter per second [17], 
[18], [19], [20], [21].  
In CHDS a phase change of two adjacent pulses is used to estimate the velocity. The 
process of phase calculation is shown in Figure 2-5. 
 
Figure 2-5 Phase calculation process. 
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Suppose that the two adjacent signals received at time interval 𝜏 are  
𝑅(𝑡) =  𝐴1 𝑐𝑜𝑠(2𝜋𝑓𝑟𝑡 + 𝜑𝑜𝑟𝑖)    ,                                               (2-20) 
𝑅(𝑡 + 𝜏) =  𝐴2 𝑐𝑜𝑠(2𝜋𝑓𝑟𝑡 + 𝜑𝑜𝑟𝑖 + 𝜑)  ,                                       (2-21) 
where  
𝜑𝑜𝑟𝑖  is the original phase; 
𝐴1  and 𝐴2 are amplitudes of received signals, and to simplify the analysis, 
the value of 𝐴1 and 𝐴2 are considered as 1. 
𝜑 is the phase generated by the movement of the object.    
Then the known signals 𝑠𝑖𝑛 2𝜋𝑓0𝑡  and 𝑐𝑜𝑠 2𝜋𝑓0𝑡  are used to construct the 
quadrature and in-phase components of the received signals. 
                              𝐼(𝑡) = 𝑠𝑖𝑛 2𝜋𝑓0𝑡 ∙ 𝑅(𝑡)          
=
𝑠𝑖𝑛[ 2𝜋(𝑓𝑟 − 𝑓0)𝑡 + 𝜑𝑜𝑟𝑖]
2
+
𝑠𝑖𝑛[ 2𝜋(𝑓𝑟 + 𝑓0)𝑡 + 𝜑𝑜𝑟𝑖]
2
  ,        (2-22) 
                              𝑄(𝑡) = 𝑐𝑜𝑠 2𝜋𝑓0𝑡 ∙ 𝑅(𝑡)            
=
𝑐𝑜𝑠 [2𝜋(𝑓𝑟 − 𝑓0)𝑡 + 𝜑𝑜𝑟𝑖]
2
+
𝑐𝑜𝑠 [2𝜋(𝑓𝑟 + 𝑓0)𝑡 + 𝜑𝑜𝑟𝑖]
2
  ,        (2-23) 
𝐼(𝑡 + 𝜏) = 𝑠𝑖𝑛 2𝜋𝑓0𝑡 ∙ 𝑅(𝑡 + 𝜏)                                                                                           
=
𝑠𝑖𝑛[ 2𝜋(𝑓𝑟 − 𝑓0)𝑡 + 𝜑𝑜𝑟𝑖 + 𝜑]
2
+
𝑠𝑖𝑛[ 2𝜋(𝑓𝑟 + 𝑓0)𝑡 + 𝜑𝑜𝑟𝑖 + 𝜑]
2
  ,    (2-24) 
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𝑄(𝑡 + 𝜏) = 𝑐𝑜𝑠 2𝜋𝑓0𝑡 ∙ 𝑅(𝑡 + 𝜏)                                                                                      
=
𝑐𝑜𝑠 [2𝜋(𝑓𝑟 − 𝑓0)𝑡 + 𝜑𝑜𝑟𝑖 + 𝜑]
2
+
𝑐𝑜𝑠 [2𝜋(𝑓𝑟 + 𝑓0)𝑡 + 𝜑𝑜𝑟𝑖 + 𝜑]
2
 .   (2-25) 
After the filtration of ideal low pass filter, the in-phase and quadrature components can 
be expressed as follows: 
    𝐼′(𝑡) =
𝑠𝑖𝑛[ 2𝜋(𝑓𝑟 − 𝑓0)𝑡 + 𝜑𝑜𝑟𝑖]
2
 ,                                    (2-26) 
    𝑄′(𝑡) =
𝑐𝑜𝑠 [2𝜋(𝑓𝑟 − 𝑓0)𝑡 + 𝜑𝑜𝑟𝑖]
2
 ,                                    (2-27) 
  
𝐼′(𝑡 + 𝜏) =
sin [ 2𝜋(𝑓𝑟 − 𝑓0)𝑡 + 𝜑𝑜𝑟𝑖 + 𝜑]
2
 ,                           (2-28) 
𝑄′(𝑡 + 𝜏) =
cos[2𝜋(𝑓𝑟 − 𝑓0)𝑡 + 𝜑𝑜𝑟𝑖 + 𝜑]
2
.                           (2-29) 
    The complex signals consisting of in-phase and quadrature components are shown in 
the following equations: 
ℝ(𝑡) = 𝐼′(𝑡) + 𝑗𝑄′(𝑡)  ,                                                    (2-30) 
ℝ(𝑡 + 𝜏) = 𝐼′(𝑡 + 𝜏) + 𝑗𝑄′(𝑡 + 𝜏)  .                                         (2-31) 
Then the cross-correlation of two complex signals is  
ℂ (𝑡) = ℝ(𝑡)ℝ∗(𝑡 + 𝜏)                                                                              
 = (𝐼′(𝑡)𝐼′(𝑡 + 𝜏) + 𝑄′(𝑡)𝑄′(𝑡 + 𝜏)) + 𝑗(𝑄′(𝑡)𝐼′(𝑡 + 𝜏) − 𝐼′(𝑡)𝑄′(𝑡 + 𝜏)) 
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= 𝑎(𝑡) + 𝑗𝑏(𝑡)   ,                                                                                                                 (2-32) 
where 
ℝ∗(t + τ) donates the complex conjugate of ℝ(t + τ), and 
     𝑎(𝑡) = 𝐼′(𝑡)𝐼′(𝑡 + 𝜏) + 𝑄′(𝑡)𝑄′(𝑡 + 𝜏)    
= 0.25𝑐𝑜𝑠𝜑  ,                                                                                                          (2-33) 
               𝑏(𝑡) = 𝑄′(𝑡)𝐼′(𝑡 + 𝜏) − 𝐼′(𝑡)𝑄′(𝑡 + 𝜏) 
= 0.25𝑠𝑖𝑛𝜑 .                                                                                                           (2-34) 
According to 𝑎(𝑡) and 𝑏(𝑡), phase change can be calculated as in the equation shown 
below: 
𝜑 = 𝑡𝑎𝑛−1
𝑏(𝑡)
𝑎(𝑡)
   .                                                            (2-35) 
Because the projector and hydrophone are located in the same place, the transmitted 
signal travels as a round trip between the projector and the measured object. Then distance 
change of measured object during time interval 𝜏 can be expressed as  
𝐷 =
𝜑
2𝜋
×
𝑐
𝑓𝑟
 ×
1
2
   ,                                                          (2-36) 
As the velocity of object is much less than 𝑐, 𝑓𝑟 is approximate to 𝑓0. Then the radial 
velocity which is calculated by the pair of reflected pulses can be expressed as 
 22 
 
𝑣 =
𝐷
𝜏
=
𝑐 𝜑
4𝜋𝜏𝑓0
   .                                                           (2-37) 
Generally speaking, pulse-to-pulse CHDS is an accurate method for the measurement 
of velocity information, as only spectrum skewness that 𝑓𝑟 is replaced by 𝑓0, produces a 
small bias in the estimate. Here the difference between spectral estimate and the pulse-pair 
estimate is discussed [19]. 
For CNDS, a transmitted pulse with a long time period is needed to provide enough 
resolution of measured velocity by Fourier transform. Thus the velocity estimated from a 
Fourier transform of the received signal is a statistical result that includes all the velocity 
components occurring during the observation time. This property is also seen in the spectra, 
since all velocity components in each spectra will be involved in the total velocity statistics. 
Therefore, the velocity measured by CNDS will be affected by time fluctuation of measured 
target and large scale eddies traveling through the measurement scale. The spectral variance 
will thus increase continuously with time as new scales become part of the statistics, and its 
final value will include all of those scales that have contributed to the spectra. However, 
once the variance of a spectrum has been evaluated, application of the same procedure to 
other spectra observed later will not bring any variance contribution arising from variations 
with respect to the frequency content of previous spectra. 
In examining the principle of pulse-to-pulse CHDS carefully, we see that the estimator 
evaluates the variance of a snapshot of the velocity distribution relating only to the motion 
of targets during the short pulse-to-pulse time interval. Therefore, it can be considered as an 
“instantaneous” velocity. Repeating the measurements involving successive pulse-pair 
samples leads to the evaluation of an average value of this short-term variance that does not 
include velocity fluctuations at time scales exceeding the short pulse-pair time interval. The 
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method is thus insensitive to variations of the instantaneous velocity mean, such as that 
produced by eddies translating through the sonar pulse volume, occurring over times 
exceeding the pulse-pair time interval. This may be considered to be an advantage of the 
pulse-pair technique since the lower wave number (larger scale) involved in the variance 
measurements is unambiguously only related to pulse volume size. 
A prescribed range of velocity measurement can be made by considering the time 
elapsed since a sound pulse was transmitted. The range from the transducer can be 
calculated as  
𝑟(𝑡) =
𝑐 × 𝑡
2
   ,                                                              (2-38) 
where 𝑡 the time since the pulse was transmitted. The maximum range is determined by 
the acoustic propagation conditions where backscatter can be detected. But in coherent 
sonar, the precondition is that backscatter between successive acoustic pulses should be 
correlated. This means that the maximum range of the CHDS system is typically 
determined by the time interval between adjacent acoustic pulse transmissions. If some 
pulses, separated in time by the time delay of transmitted pulse interval 𝜏 exist in the water, 
then the range ambiguity is introduced such that backscatter is received from multiple 
ranges at the same time 
𝑟 =
𝑐(𝑡 + 𝑛𝜏)
2
   ,                                                     (2-39) 
where 𝑛  is an integer value. However, backscatter decreases significantly due to 
attenuation and beam spreading, therefore backscatter from the shortest range dominates in 
all components of received signal. Then the maximum measureable space range of CHDS 
can be expressed as: 
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∆𝑟 =
𝑐𝜏
2
   .                                                         (2-40) 
Velocity ambiguity occurs in CHDS because it uses phase change to determine velocity. 
Phase change can only be determined to within ±𝜋 according to the characteristic of tan-1 
function. Based on the maximum phase 𝜋 measured by tan-1 function, the maximum 
measureable velocity provided by CHDS is  
∆𝑣 =
𝑐
4𝑓0𝜏
 .                                                          (2-41) 
This maximum measureable velocity is called ambiguity velocity.  
For instance, the signal frequency is 200 kHz, the time interval is 20 ms and the sound 
speed is 1500 m/s, then the maximum measureable space range of the CHDS is 15 m and 
the velocity ambiguity of CHDS is 0.094 m/s. 
If we combine the velocity ambiguity and maximum measureable space range together, 
we can get the velocity-range expression 
∆𝑟∆𝑣 =
𝑐𝜏
2
×
𝑐
4𝑓0𝜏
=
𝑐𝜆
8
   ,                                           (2-42) 
where 𝜆 is the sound wave length. Because the space range used in CHDS is not long, the 
temperature, salinity and pressure do not change a lot, so the sound speed can be considered 
as constant. A constant sound speed and transmitted frequency direct a constant value of 
wave length. Therefore, the velocity-range is considered as a constant value related to the 
transmitted frequency and sound speed. According to this result, it is easy to find that the 
velocity ambiguity is inversely proportional to the maximum measureable space range for a 
CHDS. For instance, if we enlarge the time interval of 20 ms into 40 ms, the maximum 
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measureable space range increases to 30 m, but the velocity ambiguity decreases to 0.047 
m/s compared with 0.094 m/s. By cutting the time interval in half, the maximum space 
range is also shortened to half, while the velocity ambiguity is doubled. With this 
relationship between the maximum measureable space range and ambiguity velocity, we 
cannot provide large maximum measureable space range and ambiguity velocity 
simultaneously. This seriously restricts the general application of pulse-to-pulse CHDS.  
Medical Doppler ultrasound and pulsed Doppler radar also use pulse-to-pulse coherent 
processing technique which is subject to the same limitation of range and velocity 
ambiguities. For medical applications, the short ranges allow sufficiently short pulse delays 
thereby avoiding velocity ambiguities except in extreme circumstances [22]. Pulsed radar 
does not generally encounter problems with range ambiguities but must deal with velocity 
ambiguities. In order to overcome this shortcoming, some methods have been developed. A 
simple way to deal with velocity ambiguity is to invert velocity using time history or prior 
knowledge of the observed target, but these approaches are not always practical or reliable. 
Dual time intervals have been introduced to enlarge the range of ambiguity velocity [23]. 
This method which is already used in weather radar system can enlarge the velocity range 
significantly without affecting the space range and the equipment requirements are not strict 
[24]. However, because new longer time intervals are introduced, data rates will decrease. 
Multiple frequency method has also been proposed [25]. This method can improve the scale 
of velocity ambiguity without decreasing the sampling rate. However, this method needs 
large projector bandwidth which is both complicated and expensive. In some radar systems, 
both dual time interval and multiple frequency are introduced to enlarge the range of 
ambiguity velocity [26]. 
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(2) Dual time interval method 
a. Basic method of CHDS using dual time interval method 
For a moving object with a constant velocity, according to Eq. (2-37), the velocity can 
be determined by the measured phase 𝜑, the carrier frequency 𝑓0 and the time interval 
between adjacent pulses. Suppose that phase is measured by two different time intervals 𝜏1 
and 𝜏2 (𝜏2 > 𝜏1), it is easy to find the equation of phase change and time interval by Eq. 
(2-37): 
𝜑1 =
4𝜋𝑓0𝜏1
𝑐
 𝑣 ,  
 𝜑2 =
4𝜋𝑓0𝜏2
𝑐
 𝑣 .                                                          (2-43) 
By taking the difference of 𝜑2 and 𝜑1, the velocity can be calculated as follows [23]: 
𝑣 =
𝑐
4𝜋𝑓0(𝜏2 − 𝜏1)
(𝜑2 − 𝜑1)                                          
=
𝑐𝜑2
4𝜋𝑓0𝜏2
∗
𝜏2
(𝜏2 − 𝜏1)
−
𝑐𝜑1
4𝜋𝑓0𝜏1
∗
𝜏1
(𝜏2 − 𝜏1)
                                                  
= 𝑣2 ∗
𝜏2
(𝜏2 − 𝜏1)
 − 𝑣1 ∗
𝜏1
(𝜏2 − 𝜏1)
     ,                                                (2-44) 
where 𝑣1  and 𝑣2  are the velocities measured by single time intervals 𝜏1  and 𝜏2 , 
respectively. 
The ambiguity velocity determined by Eq. (2-41) is given by 
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∆𝑣1,2 =
𝑐
4𝑓0(𝜏2 − 𝜏1)
   .                                                 (2-45) 
In practice, 𝜏1 is usually an integer multiple of the time interval difference (𝜏2 − 𝜏1), 
which can be defined as 
𝜏1 = 𝑁 × (𝜏2 − 𝜏1)  .                                                      (2-46) 
Then velocity measured by dual time interval method can be expressed as  
𝑣 = 𝑣2 × (𝑁 + 1) − 𝑣1 × 𝑁 .                                           (2-47) 
According to Eq. (2-46), the relationship of the maximum amplitude velocity between 
single time interval (𝜏1) and dual time interval (𝜏1 and 𝜏2) can be expressed as 
∆𝑣1,2
∆𝑣1
=
𝜏1
𝜏2 − 𝜏1
= 𝑁  .                                               (2-48) 
Eq. (2-45) shows that the ambiguity velocity can be arbitrarily large by making the 
difference of dual time intervals small. In this situation, the integer 𝑁 shown in Eq. (2-48) 
can be infinite. However, this is impossible because of the noise. Suppose that 𝜏1 is 
constant, if the value of 𝑁 becomes larger, then the uncertainty of the measured velocity 
will increase at the same time.  
The space range determined by each time interval can be expressed as 
∆𝑟1 =
𝑐𝜏1
2
 , 
∆𝑟2 =
𝑐𝜏2
2
 .                                                              (2-49) 
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For the time interval, 𝜏2 is larger than 𝜏1, the range ∆𝑟2 is also larger than ∆𝑟1. The 
velocity is determined by reflected pulses from the measured object. If the object is located 
at a position larger than ∆𝑟1 and less than ∆𝑟2, the reflected signal during the short time 
interval 𝜏1 cannot be used. Therefore, the space range of dual time interval pulse-to-pulse 
CHDS is determined by the shorter time interval, which can be expressed as 
∆𝑟1,2 = 𝑚𝑖𝑛(∆𝑟1, ∆𝑟2)  .                                               (2-50) 
Although this method can improve the velocity range, it cannot be enlarged infinitely, 
due to the error of phase measurement. According to Eq. (2-47) which contains 
uncertainties from the estimations of 𝑣1 and 𝑣2, it is inherently much noisier than the 
single time interval method. According to the basic knowledge of statistics, the relationship 
of the standard deviation between dual time interval method and normal method can be 
expressed as 
𝜎ℎ𝑑 =  √(𝑁 + 1)2𝜎ℎ22 + 𝑁2𝜎ℎ12   ,                             (2-51) 
where 𝜎ℎ𝑑 is the standard deviation of velocity measured by dual time interval method, 
𝜎ℎ1 and 𝜎ℎ2 are the standard deviations of the velocities using single time interval 𝜏1 and 
𝜏2 respectively. In order to have the same level of accuracy as single time interval method, 
a special processing technique is introduced in the following section. 
The advantage of dual time interval method is that it increases the velocity ambiguity, 
but the introduction of longer time interval decreases the data rate at the same time. For 
example, 𝜏1 = 0.04 s, the data rate of 𝜏1 is 25 velocity samples per second. If we 
introduce another time interval 𝜏2 which is 0.06 s, then the data rate of dual time interval 
method changes to 19 velocity samples per second.  
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b. Processing technique for dual time interval method 
As mentioned above, dual time interval method enlarges the velocity ambiguity at the 
cost of measure accuracy and data rate. To remedy the disadvantage of higher uncertainty, 
one technique which has been mentioned in [27] and [28] is adopted to improve the 
accuracy without affecting velocity ambiguity. 
A fundamental problem in dealing with phase measurements is that it is impossible to 
measure the absolute value. The phases mentioned above are all absolute values, and it is 
necessary to convert them into measurable values.  
The measurement value of the phase change 𝜑 which is measured at the time interval 
𝜏 with the measurement error 𝜖 and phase wraps 2𝑛𝜋 can be expressed as: 
?̃? =  𝜑 +  𝜖 +  2𝑛𝜋.                                                        (2-52) 
Then the difference of the phases measured by 𝜏1 and 𝜏2 can be described as below: 
𝜑12̃ =  𝜑2̃ − 𝜑1̃                 
= 𝜑2 − 𝜑1 + 𝜖2 − 𝜖1 +  2(𝑛2 − 𝑛1)𝜋 ,             (2-53) 
where subscribes 1 and 2 indicate the value for time intervals 𝜏1  and 𝜏2 . With the 
restriction of the ambiguity velocity defined by Eq. (2-45), we can find the inequality 
|𝜑2 − 𝜑1 + 𝜖2 − 𝜖1| ≤ 𝜋 .                                               (2-54) 
The technique to improve the velocity accuracy of dual time interval method to be as 
good as single time interval method is to determine the integer value of 𝑛 in Eq. (2-52). 
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This can be realized by a velocity estimation based on the dual time interval method, 
because the absolute values of phases are linear related  
𝜑𝑖
𝜏𝑖
=  
𝜑𝑗
𝜏𝑗
  ,                                                            (2-55) 
the value of an unknown phase of any time interval can be calculated by a certain phase at a 
certain time interval. Although it is impossible to get the absolute value of the phase, it can 
be well estimated by the measurement value, if the error is not large. The phase for the time 
interval 𝜏𝑖 (𝑖 = 1 or 𝑖 = 2) can be estimated by the 𝜑12̃, which can be expressed as: 
𝜑𝑖−𝑒𝑠𝑡 =  ‖𝜑12̃‖ 
𝜏𝑖
𝜏2 − 𝜏1
                                                     
= (𝜑2 − 𝜑1 + 𝜖2 − 𝜖1) 
𝜏𝑖
𝜏2 − 𝜏1
                                                             
=  𝜑𝑖 +  (𝜖2 − 𝜖1) 
𝜏𝑖
𝜏2 − 𝜏1
,                                                         (2-56) 
where the operator ‖  ‖ denotes the value of an argument constrained between ±𝜋 by 
appropriate additions or subtractions of 2𝜋.  
The difference between estimated value 𝜑𝑖−𝑒𝑠𝑡 and measured value 𝜑?̃? is 
𝜑?̃? − 𝜑𝑖−𝑒𝑠𝑡 =  𝜑𝑖 +  𝜖𝑖 +  2𝑛𝑖𝜋 − (𝜑𝑖 + (𝜖2 − 𝜖1) 
𝜏𝑖
𝜏2 − 𝜏1
) 
= 𝜖𝑖 +  2𝑛𝑖𝜋 − (𝜖2 − 𝜖1) 
𝜏𝑖
𝜏2 − 𝜏1
  ,                                        (2-57) 
when the error component 𝜖𝑖 − (𝜖2 − 𝜖1 ) ×  𝜏𝑖/(𝜏2 − 𝜏1 ) is less than 𝜋, the integer 𝑛𝑖 
can be calculated as: 
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𝑛𝑖 = 𝑅𝑜𝑢𝑛𝑑(
𝜑?̃? − 𝜑𝑖−𝑒𝑠𝑡
2𝜋
),                                                (2-58) 
where the operator 𝑅𝑜𝑢𝑛𝑑( ) denotes the integer value which is the nearest one around 
operand. The absolute value of phase 𝜑𝑖  can be estimated by combining 𝜑?̃?  and 𝑛𝑖 
together according to Eq. (2-52), and the velocity can be calculated by Eq. (2-37) with the 
advantage that it only contains the uncertainty 𝜖𝑖 . 
(3) Multiple frequency method 
Suppose that a moving object with a constant velocity is measured by CHDS with a 
fixed time interval 𝜏, then phase difference 𝜑 measured by two different carrier frequency 
𝑓1 and 𝑓2 (𝑓2 > 𝑓1) can be expressed as: 
𝜑1𝑓 =
4𝜋𝜏𝑓1
𝑐
 𝑣 , 
𝜑2𝑓 =
4𝜋𝜏𝑓2
𝑐
 𝑣  .                                                        (2-59) 
By taking the difference of 𝜑2𝑓 and 𝜑1𝑓, the velocity can be calculated as below 
[25]: 
𝑣 =
𝑐
4𝜋𝜏(𝑓2 − 𝑓1)
(𝜑2𝑓 − 𝜑1𝑓)                                          
=
𝑐𝜑2𝑓
4𝜋𝜏𝑓2
×
𝑓2
(𝑓2 − 𝑓1)
−
𝑐𝜑1𝑓
4𝜋𝜏𝑓1
×
𝑓1
(𝑓2 − 𝑓1)
                 
= 𝑣2𝑓 ×
𝑓2
(𝑓2 − 𝑓1)
 − 𝑣1𝑓 ×
𝑓1
(𝑓2 − 𝑓1)
  ,                                               (2-60) 
where 𝑣1𝑓 and 𝑣2𝑓 are the velocities measured by single carrier frequency 𝑓1 and 𝑓2, 
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respectively. 
The ambiguity velocity determined by Eq. (2-60) is given by 
∆𝑣1,2𝑓 =
𝑐
4𝜏(𝑓2 − 𝑓1)
  .                                                   (2-61) 
In practice, 𝑓1  is usually an integer multiple of the carrier frequency difference 
(𝑓2 − 𝑓1), which can be defined as 
𝑓1 = 𝑁 × (𝑓2 − 𝑓1) .                                                      (2-62) 
Then velocity measured by multiple carrier frequency can be expressed as  
𝑣 = 𝑣2𝑓 × (𝑁 + 1) − 𝑣1𝑓 × 𝑁.                                         (2-63) 
According to Eq. (2-62), the relationship of the maximum velocity amplitude between 
single carrier frequency (𝑓1) and multiple carrier frequency (𝑓1 and 𝑓2 ) can be expressed 
as 
∆𝑣1,2𝑓
∆𝑣1𝑓
=
𝜏1
𝜏2 − 𝜏1
= 𝑁.                                                       (2-64) 
Eq. (2-64) shows that the velocity ambiguity can be arbitrarily large by making the 
difference of carrier frequencies small. In the same situation as dual time interval method, 
because of noise affection, multiple carrier frequency method can extend the ambiguity 
several times. By introducing a new frequency, two measured phases are used to calculate 
the velocity of measured target, which will decrease the measurement accuracy. However, 
the technique used in dual time interval method can also be used in multiple carrier 
frequency method to keep the measurement results as precise as the method using single 
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carrier frequency. 
Multiple carrier frequency method does not introduce new time intervals, which means 
it does not decrease the data rate. However, a transmitter wide frequency band is needed, 
and is a much more expensive device. 
(4) Alternating dual time interval dual frequency method 
In some weather radar systems, both dual time interval and dual carrier frequency 
methods are used to enlarge the range of ambiguity velocity [26]. The signal used in these 
systems can be expressed as Figure 2-6. In Figure 2-6 𝑓1 and 𝑓2 are different carrier 
frequencies, 𝜏1, 𝜏2 and ∆𝜏 are used to generate different time intervals. ∆𝜏0 is the initial 
time shift between two different carrier frequencies. In weather radar systems, the 
difference of wavelengths in two channels (𝜆1 − 𝜆2) is much less than 𝜆1 (or 𝜆2).  
 
Figure 2-6 General alternating dual time interval sampling scheme for the two frequency 
channels. 
𝜏1 + ∆𝜏 𝜏1 − ∆𝜏 𝜏1 + ∆𝜏 𝜏1 − ∆𝜏 
𝜏2 + ∆𝜏 𝜏2 − ∆𝜏 𝜏2 + ∆𝜏 𝜏2 − ∆𝜏 
∆𝜏0 
Low frequency (𝑓1) channel 
High frequency (𝑓2) channel 
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According to these parameters the expression of measured velocity for alternating dual time 
interval dual frequency method is [26] 
𝑣 = −
𝜆1
8𝜋∆𝜏
𝑎𝑟𝑔(𝑈∆𝜏) ,                                            (2-65) 
where 
𝑈∆𝜏 =  
1
𝑀 − 1
∑ ℂ12 (𝑚)
𝑀−2
𝑚=0
ℂ12 (𝑚 + 1) ; 
ℂ12 (𝑚) =  {
ℝ1
∗(𝑡)ℝ2(𝑡),         𝑚 𝑒𝑣𝑒𝑛 
ℝ1(𝑡)ℝ2
∗ (𝑡),         𝑚   𝑜𝑑𝑑
; for 𝑚 = 0,1, … , 𝑀 − 1 ; 
ℝ1 and ℝ2 denotes the complex signals from the two frequency channels; 
𝑀 is the number of samples in the dwell time for each channel. 
Taking advantages of both dual time interval method and dual carrier frequency 
method will make the range of ambiguity velocity even larger than a system using single 
method. However, it also makes the system more complicate to design and construct. 
As discussed above, dual time interval method, multiple carrier frequency method and 
alternating dual time interval dual frequency method can only extend the range of ambiguity 
several times larger, and they cannot delete the velocity ambiguity completely. In order to 
provide a method of wide application which erases the effect of velocity ambiguity, we 
propose CMDS shown in next chapter. 
(5) Error analysis of CHDS 
For CHDS, the received signals are transferred into the complex domain, as shown in 
Figure 2-5. In this process, since the signal passes through the low pass filter, the SNR of the 
band-limited signal (𝛾b) is improved significantly compared to the originally received signal. 
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For each received signal, the probability density function of phase (𝑝(𝜑)), affected by the 
white Gaussian noise, can be expressed as [29], [30]: 
𝑝(𝜑) =
𝑒−𝛾𝑏
2𝜋
{1 + √𝜋𝛾𝑏cos𝜑 × [1 + 𝑒𝑟𝑓(√𝛾𝑏 cos𝜑)]𝑒
𝛾𝑏𝑐𝑜𝑠
2𝜑} ,             (2-66) 
where 𝑒𝑟𝑓 (𝑥) is the error function, which can be expressed as [31]: 
𝑒𝑟 𝑓(𝑥) =  
2
√𝜋
∫ 𝑒−𝑡
2
𝑥
0
𝑑𝑡 .                                                      (2-67) 
The probability density function of the phase difference between two adjacent pulses can 
then be expressed as [32]: 
𝑝𝑑(𝜑) =  ∫ 𝑝(𝜃)𝑝(𝜑 − 𝜃)𝑑𝜃.
𝜋
−𝜋
                                          (2-68) 
Based on the probability density function of the phase difference, the standard deviation 
of velocity measured by CHDS is: 
𝜎ℎ =
𝑐
4𝜋𝑓𝜏
 × √∫ 𝜑2𝑝𝑑(𝜑)𝑑𝜑
𝜋
−𝜋
  ,                                       (2-69) 
=
∆𝑣
𝜋
 × √∫ 𝜑2𝑝𝑑(𝜙)𝑑𝜙
𝜋
−𝜋
    .                                        (2-70) 
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CHAPTER 3  
COMBINED METHOD OF DOPPLER SONAR 
3.1 Combined Method 
In order to overcome the disadvantage of CNDS, a long time delay, and the 
disadvantage of CHDS, velocity ambiguity, CMDS is proposed. The basic structure of 
CMDS is shown in Figure 3-1. In the data processing unit, both Doppler shift and phase 
difference are measured. The Doppler shift is used to provide a rough velocity, which 
includes velocity range information. The phase difference measured by CHDS is used to 
provide precise velocity information, but precisely measured velocity is limited to a fixed 
range. In the data fusion block in Figure 3-1, precise and accurate velocity is provided by 
combining the range information given by CNDS and the more precise details given by 
CHDS. 
  
Figure 3-1 Block diagram of combined Doppler system. 
Doppler 
Shift 
Detection 
Transmitter Receiver 
Projector 
Display 
Hydrophone 
Timing initiation 
Phase 
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Data 
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Signal Processing Unit 
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3.1.1 Structure of combined method 
The aforementioned CHDS can provide accurate velocity information by phase 
measurement, but it is seriously limited by velocity ambiguity for wider applications. 
Although lots of methods have been used to extend the range of ambiguity velocity, it still 
cannot be cancelled. Therefore, CMDS is introduced to take advantage of both CNDS and 
CHDS to provide accurate and precise velocity information [1], [2]. A functional block 
diagram of CMDS to measure velocity 𝑣 is shown in Figure 3-2. At the receiver block, 
received pulse series are detected and forwarded to CNDS and CHDS. At the start of CNDS, 
the Doppler shifts of the received pulses are calculated based on Fourier transform, and a 
coarse velocity (𝑣𝑛) with error (𝜀𝑛) is obtained. In CHDS, phase changes between adjacent 
pulses are calculated, and the precise velocity (𝑣ℎ) with measurement error (𝜀ℎ) is obtained. 
In this process, although course velocity is not accurate, it can be used to determine the 
velocity range for CHDS, which means that it can be used to determine the velocity shift 
(2𝑛∆𝑣) of CHDS. Finally, an unlimited and accurate velocity (𝑣𝑚) is calculated by the 
addition of the determined velocity shift 2𝑛∆𝑣 and the velocity 𝑣ℎ measured by CHDS.  
 
Figure 3-2 Functional block diagram of combined method. 
Decide the Integer 
Factor with 
Velocity Ambiguity 
Precise Velocity 
limited by Velocity 
Ambiguity 
Receiver 
Calculate 
Doppler Shift 
Calculate 
Coarse 
Velocity 
Calculate Phase 
Change 
Calculate 
Precise 
Velocity 
Accurate 
Velocity 
CNDS 
CHDS 
+ 
+ 
 43 
 
One of the main functions of CMDS is to decide the integer factor 𝑛. In order to carry 
out this calculation, two assumptions are necessary. The first assumption is that the 
measurement velocity 𝑣ℎ  has the same sign as the velocity 𝑣ℎ0  measured by CHDS 
without noise. This assumption is only challenged in situations when 𝑣ℎ0 is near to ±∆𝑣. 
According to this assumption, the sign of 𝑣ℎ0  can be estimated by 𝑣ℎ . The second 
assumption is that the absolute value of coarse velocity error (|𝜀𝑛 |) is less than half the 
ambiguity velocity ∆𝑣. These two assumptions can be expressed as: 
𝑣ℎ × 𝑣ℎ0 > 0,                                                                (3-1) 
|𝜀𝑛| <
∆𝑣
2
.                                                                   (3-2) 
In order to make the explanation clear, the basic relationships between 
measured velocities and true velocity by CNDS and CHDS are shown below: 
                     𝑣 = 𝑣ℎ0 + 2𝑛∆𝑣 = 𝑣ℎ − 𝜀ℎ + 2𝑛∆𝑣 ,                                         (3-3) 
𝑣 = 𝑣𝑛 − 𝜀𝑛  .                                                               (3-4) 
Then we get 
𝑣𝑛
2∆𝑣
=
𝑣 + 𝜀𝑛
2∆𝑣
=
𝑣ℎ − 𝜀ℎ + 2𝑛∆𝑣 + 𝜀𝑛
2∆𝑣
= 𝑛 +
𝑣ℎ0 + 𝜀𝑛
2∆𝑣
  ,                   (3-5) 
If ∆𝑣 ≥ 𝑣ℎ0 >  0, considered with the second assumption, we find 
−
1
4
<
𝑣ℎ0 + 𝜀𝑛
2∆𝑣
≤
3
4
   (𝑣ℎ0 >  0)  .                                         (3-6) 
With Eq. (3-5) and inequality (3-6), one inequality to determine the integer factor 𝑛 is 
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obtained as 
𝑛 −
1
4
<
𝑣𝑛
2∆𝑣
≤ 𝑛 +
3
4
   (𝑣ℎ0 >  0)   .                                    (3-7) 
For the situation ∆𝑣 < 𝑣ℎ0 ≤  0, we can also get the inequality as following: 
𝑛 −
3
4
<
𝑣𝑛
2∆𝑣
≤ 𝑛 +
1
4
    (𝑣ℎ0 ≤  0)  .                                  (3-8) 
In the ranges shown in inequalities (3-7) and (3-8), one and only one integer value 
exists, which means the integer factor 𝑛 can be determined. With the integer  𝑛  decided 
and the precise velocity 𝑣ℎ, the velocity measured by the CMDS can be calculated by Eq. 
(3-3). According to Eq. (3-3), if the integer 𝑛 is estimated correctly, CMDS can provide 
accurate velocity calculations over an unlimited range. 
The value of 𝑣ℎ0 is considered to be a variable limited in the range of (0,∆𝑣] in 
inequality (3-7) and (−∆𝑣 , 0] in inequality (3-8). However, the 𝑣ℎ0  is fixed by the 
velocity 𝑣. Therefore, the range of error in the second assumption can be extended, and it 
can be expressed as a function of 𝑣ℎ0, which means the measurement error of the integer 
factor 𝑛 is also affected by the value of 𝑣ℎ0. In order to remove the affection of 𝑣ℎ0, a 
variable shift is introduced in the inequalities of integer factor determination [3]. 
3.1.2 Procedure of variable shift 
As just discussed, integer factor 𝑛  determined by inequalities (3-7) and (3-8) is 
affected by the value of measured velocity. This system should be able to provide stable 
measurement error irregardless of the value of measured velocity. However this isn’t true as 
the measured error changes when different measured velocities occur. In order to solve this 
problem, a method of variable shift is introduced. 
 45 
 
In a noise-free process, 𝑣 can be measured by CNDS without noise as 𝑣𝑛0, and 𝑣ℎ0 
is the velocity measured by CHDS including the ambiguity velocity. Accordingly, the 
relationship between 𝑣𝑛0 and 𝑣ℎ0 can be expressed as:  
𝑣𝑛0 − 𝑣ℎ0 = 2𝑛∆𝑣  .                                                          (3-9). 
In the actual process of measurement, each measurement noise, 𝜀𝑛 for CNDS and 𝜀ℎ 
for CHDS, should be considered, and the difference between the two measurement values, 
𝑣𝑛 by CMDS and 𝑣ℎ by CHDS, can be expressed as: 
𝑣𝑛 − 𝑣ℎ = (𝑣𝑛0 + 𝜀𝑛) − (𝑣ℎ0 + 𝜀ℎ) = 2𝑛∆𝑣 + (𝜀𝑛 − 𝜀ℎ)  ,                     (3-10) 
𝑣𝑛 − 𝑣ℎ
2∆𝑣
= 𝑛 +
𝜀𝑛 − 𝜀ℎ
2∆𝑣
    .                                                (3-10') 
We propose using the left side of Eq. (3-10’) as the new decision variable to clear away 
the error effect generated by the value of 𝑣. In the decision algorithm of the integer factor, 
the inequality used to determine the integer factor 𝑛, can be expressed: 
𝑛 −
1
2
<
𝑣𝑛 − 𝑣ℎ
2∆𝑣
≤ 𝑛 +
1
2
   .                                            (3-11) 
In Figure 3-3, a flow chart for the decision algorithm of integer factor 𝑛 is shown, and 
the procedure of the decision algorithm is described below. 
1) Input the coarse velocity measured by CNDS 𝑣𝑛 , the precise velocity 
measured by CHDS 𝑣ℎ, and the range of ambiguity velocity (∆𝑣). 
2) Carry out the variable shift, and calculate (𝑣𝑛 − 𝑣ℎ)/(2∆𝑣). 
3) Round (𝑣𝑛 − 𝑣ℎ)/(2∆𝑣), and decide the integer factor 𝑛. 
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Figure 3-3 Flow chart for decision algorithm of integer factor. 
3.2 Adaptive Algorithm 
3.2.1 Structure of CMDS using adaptive algorithm 
In our previous explanation, we proposed a method of CMDS using a fixed range of 
ambiguity velocity. This method was proposed to provide accurate and precise velocity 
information. At high SNRs, this method works well because the absolute value of 
(𝜀𝑛 − 𝜀ℎ)/2∆𝑣 is less than 0.5. However, at low SNRs the error components of CNDS and 
CHDS, especially 𝜀𝑛, increase which make the value of (𝜀𝑛 − 𝜀ℎ)/2∆𝑣 large enough to 
direct a wrong estimation of integer factor 𝑛. In order to provide accurate and precise 
velocity at a wide range of SNRs, we propose using CMDS with an adaptive algorithm to 
decide the optimum range of ambiguity velocity [4]. 
Start 
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(𝑣𝑛 − 𝑣ℎ)/(2∆𝑣) 
Calculate decision variable 
End 
Input 𝑣𝑛, 𝑣ℎ, ∆𝑣 
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A functional block diagram of CMDS using the adaptive algorithm for the range of 
ambiguity velocity is shown in Figure 3-4. Signals are received by hydrophone and sent to 
CNDS and CHDS. In the CNDS, coarse velocity including noise 𝑣𝑛 is measured and 
forwarded to the adaptive algorithm for the range of ambiguity velocity and the decision 
algorithm for integer factor 𝑛. The adaptive algorithm for the range of ambiguity velocity 
should determine the optimum range of ambiguity velocity (∆𝑣𝑎) based on the minimum 
CMDS error. By means of the optimum range of ambiguity velocity and the signal received 
by hydrophone, the precise velocity including noise 𝑣ℎ is then measured by CHDS. With 
the use of ∆𝑣𝑎, 𝑣𝑛 and 𝑣ℎ, a decision algorithm for integer factor 𝑛 including a variable 
shift technique is proposed as inequality (3-11). The variable shift technique changes the 
range of the variable to a suitable range to eliminate the error effect caused by different 
measured velocity. After carrying out the variable shift, the most probable integer factor 𝑛 
is decided by the optimum range of ambiguity velocity (∆𝑣𝑎). Finally, by combining the 
most probable range of ambiguity velocity 2𝑛∆𝑣𝑎 and the precise velocity including noise 
𝑣ℎ, a precise and accurate measurement of velocity by CMDS 𝑣𝑚 is obtained.  
 
Figure 3-4 Functional block diagram of CMDS using adaptive algorithm. 
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3.2.2 Method of adaptive algorithm 
At low SNR, the CMDS error using a fixed range of ambiguity velocity included many 
impulsive noises due to wrong decisions for the integer factor 𝑛. When the range of 
ambiguity velocity is wider, the probability of a wrong decision for the integer factor is lower. 
Therefore, if the range of ambiguity velocity were made larger, the CMDS error using a 
variable range of ambiguity velocity would become smaller. As shown in Figure 3-5, at low 
SNRs the measurement error of CMDS with the maximum ambiguity velocity 3.75 m/s is 
less than other results of CMDS with the ambiguity velocity of 0.75 m/s and 1.87 m/s. On 
the other hand, the CMDS error also depends on CHDS error. As the range of ambiguity 
velocity is wider, the CHDS error becomes larger. At high SNRs the measurement error of 
CMDS with the minimum ambiguity velocity 0.75 m/s is less than the other two in Figure 
3-5. Therefore, a wide range of ambiguity velocity does not necessarily reduce the CMDS 
error. As CMDS with an adaptive algorithm can take advantage of the above two contrary 
characteristics of the CMDS error at a variable range of ambiguity velocity, it can provide 
accurate and precise velocity at a wide range of SNRs.  
 
Figure 3-5 Measurement error of CMDS using different ambiguity velocities. 
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In the process of CMDS using the adaptive algorithm, the most important step is to 
determine the optimum range of ambiguity velocity based on the minimum CMDS error. A 
flow chart for the adaptive algorithm for the range of ambiguity velocity is shown in Figure 
3-6. From the received signal of hydrophone, SNR is estimated by means of the  
 
Figure 3-6 Flow chart for adaptive algorithm for the range of ambiguity velocity. 
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frequency characteristics of the measurement results. Based on the value of SNR, standard 
deviation (𝜎𝑛) of CNDS is calculated. On the other hand, the range of ambiguity velocity of 
CHDS can be determined using dual time intervals, where the minimum value of the range 
of ambiguity velocity is zero, and the maximum value of the range of ambiguity velocity is 
set as ∆𝑣𝑢. Next, the range of ambiguity velocity ∆𝑣 limited to the range (0, ∆𝑣𝑢], is used 
to calculate the standard deviation of the CHDS error (𝜎ℎ) at the estimated SNR. From the 
results of 𝜎𝑛, 𝜎ℎ and ∆𝑣, the values of the standard deviation of the CMDS error (𝜎𝑚) can 
be calculated. From 0 to ∆𝑣𝑢 at intervals of ∆𝑣𝑠, the CMDS error (𝜎𝑚) is obtained for each 
range of ambiguity velocity. Consequently, the optimum range of ambiguity velocity ∆𝑣𝑎 is 
selected based on the minimum CMDS error 𝜎𝑚. This method works successfully based on 
a correct estimation of measurement error for CNDS, CHDS and CMDS. In the next section 
the error analysis of CMDS will be discussed. 
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CHAPTER 4  
MEASUREMENT ERROR OF COMBINED 
METHOD 
4.1 Definition of Measurement Error 
“Error” in a scientific measurement means the inevitable uncertainty that attends all 
measurements. “Measurement error” is the difference between a measured value of quantity 
and its true value. In statistics, errors are not mistakes and they cannot be avoided. One of 
the best ways to assess the measurement error is to repeat it several times and to examine the 
different values obtained. However, not all types of errors can be evaluated by statistical 
analysis using repeated measurement. Therefore, Measurement error can be classified into 
two groups: random errors, which can be revealed by repeating the measurement; and 
systematic errors, which cannot [1]. The statistical methods give a reliable estimate of the 
random errors, but systematic errors are hard to evaluate, and even to detect. In the error 
analysis of combined method, systematic errors are considered to be much smaller than the 
required precision and can be ignored.  
Mean (or average) is used to find the best estimation of repeated measurement values. If 
quantity 𝑥 is measured 𝑁 times, the best estimation ?̅? can be expressed as: 
?̅? =  
1
𝑁
∑ 𝑥𝑖
𝑁
𝑖=1
                                                                  (4-1) 
where 𝑥𝑖 is the result of 𝑖th measurement.  
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Standard deviation is an estimation of the average error of measurements, which can be 
calculated as:  
𝜎𝑥 = √
1
𝑁 − 1
∑(𝑥𝑖 − ?̅?)2
𝑁
𝑖=1
                                                     (4-2)  
If measurements follow Gaussian distribution, about 68 percent of measurements would 
lie in the range of ?̅?  ±  𝜎𝑥 [2]. In this situation, based on the characteristics of Gaussian 
distribution, the standard deviation of the mean can be got below. 
𝜎?̅? =
𝜎𝑥
√𝑁
                                                                      (4-3) 
In the analysis of measurement error of combined method, standard deviation is the 
basic parameter to evaluate its performance. According to Eq. (4-3), average can decrease 
the standard deviation. To evaluate the performance of combined method logically, average 
will not be considered in the error analysis.   
4.2 Measurement Error Analysis 
4.2.1 Combined method 
For CMDS, the measurement error is decided by the accuracy of both CNDS and 
CHDS. In the case of inequality (3-7), the inequality can also be expressed as: 
𝑛𝑒 −
1
4
<
2𝑛0∆𝑣 + 𝑣ℎ0 + 𝜀𝑛
2∆𝑣
≤ 𝑛𝑒 +
3
4
,                                        (4-4) 
where 𝑣ℎ0 is larger than 0, 𝑛0 is the correct value of integer factor 𝑛, and 𝑛𝑒 is the 
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estimated integer factor. Based on inequality (4-4), the relationship between 𝜀𝑛 and the 
estimated integer error ∆𝑛𝑒 (∆𝑛𝑒 = 𝑛𝑒 − 𝑛0) is obtained as follows: 
∆𝑛𝑒 −
1
4
−
𝑣ℎ0
2∆𝑣
<
𝜀𝑛
2∆𝑣
≤ ∆𝑛𝑒 +
3
4
−
𝑣ℎ0
2∆𝑣
.                                (4-5) 
In inequality (4-5), 𝜀𝑛/(2∆𝑣) is the error factor to estimate the wrong integer number. 
From Eq. (2-19), the velocity measured by CNDS follows the Gaussian distribution, so the 
error factor also follows the distribution as shown below: 
𝜀𝑛
2∆𝑣
~𝑁 (0,
𝜎𝑛
2
4∆𝑣2
)  .                                              (4-6) 
In order to obtain the theoretical error of CMDS, variable conversion from the 
continuous variable 𝜀𝑛/(2∆𝑣) to the discrete estimated integer error ∆𝑛𝑒 should be carried 
out. With the integral scales shown in inequality (4-5) as the error factor, the probability of 
∆𝑛𝑒 occurring can be expressed as [3]: 
𝑃(∆𝑛𝑒) = ∫
1
√2𝜋𝜎𝑛
′
𝑒
−𝜀𝑛
′ 2
   2(𝜎𝑛
′ )2   
∆𝑛𝑒+
3
4−
𝑣ℎ0
2∆𝑣
∆𝑛𝑒−
1
4−
𝑣ℎ0
2∆𝑣
𝑑𝜀𝑛
′  ,                           (4-7) 
where 
𝜀𝑛
′ =
𝜀𝑛
2∆𝑣
  , 𝜎𝑛
′ =
𝜎𝑛
2∆𝑣
         and        ∆𝑛𝑒 ∈ 𝒁. 
The standard deviation of CMDS is expressed as: 
  𝜎𝑚 =  √
1
𝑁
∑(𝑣𝑚 − 𝑣0)2
𝑁
𝑖=1
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= √𝐸1 + 𝐸2 + 𝐸3  ,                                                            (4-8) 
where  
𝐸1 =
1
𝑁
∑(𝑣ℎ𝑖 − 𝑣ℎ0)
2
𝑁
𝑖=1
;                                                                           
𝐸2 =
1
𝑁
∑ 4(∆𝑛𝑒𝑖)
2
𝑁
𝑖=1
∆𝑣2;                                                                (4-9) 
𝐸3 =  
1
𝑁
∑ 4∆𝑛𝑒𝑖∆𝑣(𝑣ℎ𝑖 − 𝑣ℎ0)
𝑁
𝑖=1
;                                               (4-10) 
𝑁 →  ∞;                                                          
∆𝑛e𝑖  is the estimated integer error of 𝑖th calculation;        
𝑣ℎ𝑖   is the measurement result of 𝑖th calculation by CHDS.  
𝐸1 is the expression of variance for CHDS. 𝐸2 and 𝐸3, expressed in Eq. (4-9) and Eq. 
(4-10), are difficult to analyse directly. Therefore, expressions with the probability of the 
estimated integer error are introduced. We set the number such that ∆𝑛e𝑖 = 𝑞 occurs as 𝑀𝑞, 
then Eq. (4-9) and Eq. (4-10) are changed to be:  
𝐸2 = ∑
𝑀𝑞
𝑁
𝑞2(2∆𝑣)2
𝑞∈𝑍
 ,                                                                    (4-11) 
𝐸3 =
1
𝑁
∑  ∑ 4𝑞∆𝑣(𝑣ℎ𝑖 − 𝑣ℎ0)
𝑖:∆𝑛𝑒𝑖=𝑞𝑞∈𝒁
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= ∑
𝑀𝑞
𝑁
4𝑞∆𝑣
𝑞∈𝒁
 {
1
𝑀𝑞
 ∑ (𝑣ℎ𝑖 − 𝑣ℎ0)} 
𝑖:∆𝑛𝑒𝑖=𝑞
                                          
= ∑
𝑀𝑞
𝑁
4𝑞∆𝑣(?̅?ℎ𝑞 − 𝑣ℎ0)
𝑞∈𝑍
,                                                      (4-12) 
where the summation of all 𝑀𝑞 (𝑞 ∈  𝒁) is 𝑁 ; ?̅?ℎ𝑞  is the mean value of measured 
velocity by CHDS, while the conventional method provides the integer estimation error 𝑞. 
When 𝑁 →  ∞, 𝑀𝑞/𝑁  is the probability of the estimated integer error 𝑞  happening. 
Therefore, with the probability of the estimated integer error shown in Eq. (4-7), Eq. (4-11) 
and Eq. (4-12) can be expressed as: 
𝐸2 =  ∑ 𝑃(𝑞)(2𝑞∆𝑣)
2
𝑞∈𝑍
  ,                                               (4-13) 
𝐸3 =  ∑ 𝑃(𝑞)4𝑞∆𝑣(?̅?ℎ𝑞 − 𝑣ℎ0)
𝑞∈𝑍
.                                     (4-14) 
With the integer 𝑞 replaced by ∆𝑛𝑒 in Eq. (4-13) and Eq. (4-14), 𝐸2 and 𝐸3 can be 
expressed as: 
𝐸2 =  ∑ 𝑃(∆𝑛𝑒)(2∆𝑛𝑒∆𝑣)
2
∆𝑛𝑒∈𝑍
 ,                                   (4-15) 
𝐸3 =  ∑ 𝑃(∆𝑛𝑒)4∆𝑛𝑒∆𝑣(?̅?ℎ∆𝑛𝑒 − 𝑣ℎ0).
∆𝑛𝑒∈𝑍
                        (4-16) 
In Eq. (4-16), ?̅?ℎ∆𝑛𝑒 is the mean value of measured velocity by CHDS, while the 
conventional method provides the integer factor estimation with error ∆𝑛𝑒. If the number of 
measured data is large enough, the value of ?̅?ℎ∆𝑛𝑒 approximates 𝑣ℎ0, and the value of 𝐸3 
can be ignored. Consequently the standard deviation of CMDS in the case of inequality (3-7) 
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is: 
𝜎𝑚 = √𝜎ℎ
2 + ∑ 𝑃(∆𝑛𝑒)(2∆𝑛𝑒∆𝑣)
2
∆𝑛𝑒∈𝑍
 .                                       (4-17) 
For the case of inequality (3-8), the inequality can also be expressed as: 
𝑛𝑒 −
3
4
<
2𝑛0∆𝑣 + 𝑣ℎ0 + 𝜀𝑛
2∆𝑣
≤ 𝑛𝑒 +
1
4
 ,                                  (4-18) 
where 𝑣ℎ0 is not larger than 0. The inequality of the error factor 𝜀𝑛/(2∆𝑣 ) is then 
obtained as: 
−∆𝑛𝑒 −
1
4
+
𝑣ℎ0
2∆𝑣
< −
𝜀𝑛
2∆𝑣
≤ −∆𝑛𝑒 +
3
4
+
𝑣ℎ0
2∆𝑣
 .                        (4-19) 
Because 𝜀𝑛/(2∆𝑣)  follows a Gaussian distribution, −𝜀𝑛/(2∆𝑣 )  has the same 
distribution as 𝜀𝑛/(2∆𝑣 ) shown in Eq. (4-6). Therefore, the probability of the discrete 
estimated integer error ∆𝑛𝑒 can be expressed as: 
𝑃(∆𝑛𝑒)
− = ∫
1
√2𝜋𝜎𝑛
′
𝑒
−𝜀𝑛
′ 2
   2(𝜎𝑛
′ )2   
−∆𝑛𝑒+
3
4+
𝑣ℎ0
2∆𝑣
−∆𝑛𝑒−
1
4+
𝑣ℎ0
2∆𝑣
𝑑𝜀𝑛
′  .                         (4-20) 
Based on the same data processing technique, the standard deviation of CMDS in the 
case of 𝑣ℎ0 ≤ 0 is shown as: 
𝜎𝑚
− = √𝜎ℎ
2 + ∑ 𝑃(∆𝑛𝑒)
− (2∆𝑛𝑒∆𝑣)2
∆𝑛𝑒∈𝑍
.                                (4-21) 
Compared with Eq. (4-7) and Eq. (4-20), if the absolute values of 𝑣ℎ0 in different 
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directions are the same, the relationship between 𝑃(∆𝑛𝑒) and 𝑃(∆𝑛𝑒)
−  can be expressed as: 
𝑃(−∆𝑛𝑒) = 𝑃(∆𝑛𝑒)
− .                                                 (4-22) 
According to Eq. (4-22), the relation between 𝜎𝑚
− and 𝜎𝑚 can be calculated as: 
𝜎𝑚
− = √𝜎ℎ
2 + ∑ 𝑃(∆𝑛𝑒)
− (2∆𝑛𝑒∆𝑣)2
∆𝑛𝑒∈𝒁
                                          
= √𝜎ℎ
2 + ∑ 𝑃(−∆𝑛𝑒)(2∆𝑛𝑒∆𝑣)
2
∆𝑛𝑒∈𝒁
                                       
= √𝜎ℎ
2 + ∑ 𝑃(∆𝑛𝑒)(2∆𝑛𝑒∆𝑣)
2
∆𝑛𝑒∈𝒁
                                         
= 𝜎𝑚     .                                                                           (4-23) 
Based on Eq. (4-23), if the absolute values of 𝑣ℎ0 in the cases of inequality (3-7) and 
(3-8) are the same, the standard deviations are also the same, which means that the standard 
deviation of CMDS is independent of the velocity direction. But as the expression of 𝑃(∆𝑛𝑒) 
contains the parameter 𝑣ℎ0, which means the measurement error for CMDS by inequality 
(3-7) and (3-8) is affected by the value of measured velocity.  
4.2.2 Effect of variable shift 
As discussed in Chapter 3.1.2, with variable shift CMDS can erase the affection of 
measured velocity according to inequality (3-11). In order to obtain the measurement error 
numerically derived by the variable shift process, Eq. (3-3) and Eq. (3-4) are substituted into 
the inequality (3-11). Accordingly, the inequality (3-11) is expressed as follows: 
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𝑛𝑒 −
1
2
<
2𝑛0∆𝑣 + 𝜀𝑛 − 𝜀ℎ
2∆𝑣
≤ 𝑛𝑒 +
1
2
 ,   
 𝑛e − 𝑛0 −
1
2
<
𝜀n − 𝜀h
2∆𝑣
≤ 𝑛e − 𝑛0 +
1
2
 ,   
 ∆𝑛𝑒 −
1
2
<
𝜀𝑛 − 𝜀ℎ
2∆𝑣
≤ ∆𝑛𝑒 +
1
2
 .                                         (4-24) 
In the inequality (4-24), 𝜀𝑡 = (𝜀𝑛 − 𝜀ℎ)/(2∆𝑣) is the error factor used to decide a wrong 
integer factor. 
The measurement errors by CNDS, 𝜀𝑛, and by CHDS, 𝜀ℎ, are different velocity errors 
processed by CNDS and CHDS respectively. The velocity by CNDS is measured from the 
Doppler shift frequency, but the velocity by CHDS is measured from the coherent phase 
shift. Accordingly, we assume that the measurement errors by CNDS, 𝜀𝑛, and by CHDS, 𝜀ℎ, 
are statistically independent. Based on this assumption, the probability density function of 
the error factor, 𝜀𝑡, can be obtained using the convolution integral of two random variables 
and is expressed as [4]: 
𝑝𝑡(𝜀𝑡) = ∫ 𝑝𝑛 (𝜀𝑡 +
𝜀ℎ
2∆𝑣
)
∞
−∞
𝑝ℎ (
𝜀ℎ
2∆𝑣
) 𝑑
𝜀ℎ
2∆𝑣
 .                            (4-25) 
Eq. (4-25) shows the probability density function of the new error factor obtained using the 
variable shift. 
Next, in order to obtain the probability of the decided integer error, ∆𝑛𝑒, we use the 
following: 
 𝑃𝑡(∆𝑛𝑒) =
∫ 𝑝𝑡(𝜀𝑡)
∆𝑛𝑒+
1
2
∆𝑛𝑒−
1
2
𝑑𝜀𝑡 .                                       (4-26) 
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As in the calculation process of the error for CMDS without variable shift shown in Eq. 
(4-17), the standard deviation of CMDS error using variable shift can be expressed as: 
𝜎𝑚𝑡 = √𝜎ℎ
2 + ∑ 𝑃𝑡(∆𝑛𝑒)
(2∆𝑛𝑒∆𝑣)2
∆𝑛𝑒∈𝑍
 .                          (4-27) 
In Figure 4-1 one example of the standard deviation error by CMDS using variable shift 
with 0.188 m/s of ambiguity velocity at 3dB SNR is shown. One can see that CMDS error 
using variable shift is reduced and becomes flat. Our proposed data processing technique of 
variable shift calculation, to clear away the error effect generated by the value of measured 
velocity, is proved to be effective.  
4.2.3 Error reduction effect of adaptive algorithm 
The core calculation in the adaptive algorithm is to find the optimum range of ambiguity 
 
Figure 4-1 Error reduction effect of variable shift at 3 dB SNR. 
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velocity, ∆𝑣𝑎, from the minimum CMDS error at any SNR shown before the End in Figure 
3-6. First, the CMDS error (𝜎𝑚) at one SNR is obtained from 0 to ∆𝑣𝑢 at intervals of 
∆𝑣𝑠.Then the minimum CMDS error (𝜎𝑚𝑎) can be selected for the SNR, and the optimum 
range of ambiguity velocity, ∆𝑣𝑎, can be obtained. Next, when the value of SNR is changed 
to a new value, a new minimum CMDS error can be calculated. Consequently, the minimum 
CMDS error and the optimum range of ambiguity velocity are simultaneously obtained. 
This calculation process can be expressed as 
∆𝑣𝑎 = 𝑎𝑟𝑔 𝑚𝑖𝑛
∆𝑣∈(0 ∆𝑣𝑢]
𝜎𝑚(𝑆𝑁𝑅, ∆𝑣)      .                                       (4-28) 
Next, we determine the standard deviation of CHDS error using the optimum range of 
ambiguity velocity. Eq. (2-70) shows the standard deviation of CHDS error using the range 
of ambiguity velocity. Therefore, ∆𝑣 in Eq. (2-70) is changed to ∆𝑣𝑎. As a result of the 
change, the standard deviation of the CHDS error using the optimum range of ambiguity 
velocity is obtained as 
𝜎ℎ𝑎 =
∆𝑣𝑎
𝜋
 × √∫ 𝜙2𝑝𝑑(𝜙)𝑑𝜙
𝜋
−𝜋
   .                                  (4-29) 
In Eq. (4-27), 𝜎𝑚𝑡 is the standard deviation of CMDS error using a fixed range of 
ambiguity velocity and the variable shift. Consequently, ∆𝑣 and 𝜎ℎ  in Eq. (4-27) are 
replaced by ∆𝑣𝑎 and 𝜎ℎ𝑎; then the CMDS error using the optimum range of ambiguity 
velocity can be expressed as 
𝜎𝑚𝑎 = √𝜎ℎ𝑎
2 + ∑ 𝑃𝑡(∆𝑛𝑒)
(2∆𝑛𝑒∆𝑣𝑎)2
∆𝑛𝑒∈𝑍
.                          (4-30) 
 63 
 
4.3 Evaluation of Measurement Error 
4.3.1 Results of simulation 
(1) Conditions 
In order to evaluate the performance of CMDS, computer simulations were carried out. 
In our simulation the hydrophone is considered as a fixed point, and the projector is moving 
towards the hydrophone with a constant velocity as shown in Figure 4-2. The sign of the 
projector velocity is negative when the projector moves away from the hydrophone and 
positive when moving toward. 
To evaluate the performance of CMDS, some basic conditions are used in the 
simulation shown in Table 4-1. The slow moving velocity, -0.270 m/s, was selected as the 
half speed of our experimental moving device. The fast moving velocity, -2.500 m/s, was 
selected as a common speed of a moving device on or under the sea. Other conditions are 
set to use the experimental facilities in our laboratory. For CHDS the velocity ambiguity 
determined by the time interval of 20 ms is 0.188 m/s. Two moving velocities, -0.270 and 
-2.500 m/s, are larger than the velocity ambiguity. Therefore, CMDS is adopted to make the 
measurement. 
In this simulation, the received signal is set as the transmitted signal with a time delay 
and white Gaussian noise. According to a variation of white Gaussian noise, the received 
signals are generated of various SNRs. Specifically there are 100 received pulses every two 
seconds in our simulation conditions. The definition of SNR is as follows [5]: 
                    SNR=
average signal power
average noise power
=
1
𝑡0
∫ 𝑆(𝑡)2
𝑡0
0
𝑑𝑡
1
𝑡0
∫ 𝑁𝑎(𝑡)2𝑑𝑡
𝑡0
0
       ,                        (4-31) 
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where  
𝑆(𝑡)  is the square pulse used in the error analysis; 
𝑁𝑎(𝑡) is the generated white Gaussian noise; and 
𝑡0  is the pulse length. 
 
 
Figure 4-2 Simulation schematic. 
Table 4-1 Simulation conditions 
Moving speed (m/s) -0.270 -2.500 
Pulse envelope Square 
Pulse length (ms) 0.6 
Carrier frequency (kHz) 200 
Time interval (ms) 20 
Sampling frequency (MHz) 10 
Sound speed (m/s) 1500 
Simulation Time (s)  2 
  
𝑣 
Transducer 
Hydrophone 
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In calculating the phase difference of two adjacent pulses, a phase calculation shown in 
section 2.2.2 (1) needs a low pass filter. For the digital signals, there are other filters to 
choose [6]. We chose the Butterworth filter is for use in the program.  
The frequency response of the Butterworth filter is maximally flat (i.e. has no ripples) 
in the passband and rolls off towards zero in the stopband. When viewed on a logarithmic 
Bode plot the response slopes off linearly towards negative infinity. Butterworth filters have 
a monotonically changing magnitude function with ω, unlike other types of filter that have 
non-monotonic ripple in the passband and/or the stopband. Compared with a Chebyshev 
Type I/Type II filter or an elliptic filter, the Butterworth filter has a slower roll-off, and thus 
will require a higher order to implement a particular stopband specification, but Butterworth 
filters have a more linear phase response in the pass-band than Chebyshev Type I/Type II 
and elliptic filters can achieve.  
For the low pass Butterworth filter, the bandwidth is from 0 Hz to 10 kHz, and the filter 
order is set as 4. With these parameters, the amplitude-frequency characteristics of the filter 
are shown in Figure 4-3. 
 
Figure 4-3 Amplitude-frequency characteristics of low pass filter. 
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(2) Results 
Before performing the numerical analysis, the independence of the two measurement 
errors by CNDS and CHDS at the SNR of -10 dB was carried out by use of the chi square 
statistical test. As a result of the test, it was verified that the above two measurement errors 
were statistically independent based on 1 % level of statistical significance. 
With the conditions shown in Table 4-1, the theoretical standard deviations of the three 
methods, CNDS, CHDS and basic CMDS, are shown in Figure 4-4. In Figure 4-4, at the 
low SNRs (less than-2.0 dB), the difference of the standard deviation between CMDS and 
CNDS is small, but at the middle SNRs (from -2.0 dB to 5.0 dB), the velocity measured by 
CMDS is better than CNDS. When the measurement is carried out at the high SNRs, larger 
than 5.0 dB, CMDS can be as precise as CHDS without velocity ambiguity. The standard 
deviations of -0.270 and -2.500 m/s measured by CMDS are slightly different at the middle 
range of SNR, because the two different velocities have different integration intervals in Eq. 
(4-7). From the results shown in Figure 4-4, the standard deviation of the measurement 
error by CNDS is about four times the standard deviation by CMDS at the SNR of 5 dB at 
the velocity of -2.500 m/s. In the case where the standard deviation by CNDS was the same 
value as by CMDS, the number of samples by CNDS required sixteen times the number by 
CMDS.  
In Figure 4-4, it shows that the error effect of the value of measured velocity is serious, 
shown as the red line and red dash line. The basic CMDS using fixed ambiguity velocity 
can provide velocity as precise as CHDS at high SNRs. At low SNRs, because of wrong 
estimation of integer factor, impulsive noise occurs, and it make the measurement result 
noisy than CHDS. 
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Figure 4-4 Theoretical measurement errors of three methods at different SNRs. 
In Figure 4-5 one example of the velocity -0.270 m/s measured by means of CNDS, 
CHDS and CMDS at the SNR of -1.0 dB is shown. The velocity of CHDS is precise and 
stable, but it deviates a couple of ambiguity velocity (2∆𝑣) from the true velocity (𝑣0). The 
velocity of CMDS includes one large impulsive behavior. This impulsive behavior is 
generated due to the wrong estimation of the integer factor 𝑛. Except for this one impulse, 
the velocity of CMDS can be as stable as that of CHDS, and becomes accurate.  
Figure 4-6 a) ~ f) show the theoretical and simulation errors of the three methods at 
different SNRs at -0.270 and -2.500 m/s velocities using a fixed ambiguity velocity of 0.188 
m/s. From the results of the comparison between the theoretical and simulated errors, these 
two methods corresponded well to each other at these two different velocities. Three 
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theoretical equations (Eq. (2-19), Eq. (2-69), Eq. (4-17)) correctly represented the 
measurement error are and will be able to use them to evaluate the performance of systems. 
Measurement errors of CHDS, shown in Figure 4-6 b) and e), are much less than the errors 
measured by CNDS shown in Figure 4-6 a) and d). However, because of the limitation of 
velocity ambiguity, the measurement results of CHDS are not correct as shown in Figure 
4-5. At low SNRs, less than 5 dB, measurement errors of CMDS, shown in Figure 4-6 c) 
and f), are almost the same as the errors measured by CNDS. However, at high SNRs, larger 
than 5 dB, CMDS can provide velocity information as precise as CHDS and the 
measurement results are not affected by velocity ambiguity. These theoretical and 
simulation results of measurement error show that basic CMDS using a fixed ambiguity 
velocity can only provide accurate and precise velocity at high SNRs. Therefore, CMDS 
using adaptive algorithm and variable shift will be evaluated in the simulation. 
 
Figure 4-5 Simulation results of -0.270 m/s using three methods at -1.0 dB SNR. 
2∆𝑣 
−0.270 
Impulsive Behavior 
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Figure 4-6 Simulation and theoretical errors of three methods. a), CNDS (-0.270 m/s); b), 
CHDS (-0.270 m/s); c), CMDS (-0.270 m/s); d), CNDS (-2.500 m/s); e), CHDS (-2.500 
m/s); f), CMDS (-2.500 m/s). 
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In Figure 4-7, the relationship between CMDS error and the range of ambiguity 
velocity is shown, and there is only one optimum range of ambiguity velocity based on the 
minimum CMDS error, shown as the circle point. For a smaller range of ambiguity velocity, 
less than 1.163 m/s, the impulsive noises are overwhelming which directs a large 
measurement error of CMDS. With a larger range of ambiguity velocity, greater than 1.163 
m/s, the CHDS error grows progressively which also increase the measurement error of 
CMDS. Accordingly, the optimum value of the range of ambiguity velocity was identified 
as 1.163 m/s, and the minimum CMDS error was obtained as 0.045 m/s. From these 
numerical conditions, the optimum ambiguity velocities and the minimum CMDS errors 
using the adaptive algorithm were calculated at wide SNRs. The relation between the 
optimum range of ambiguity velocity and the value of SNR is shown in Figure 4-8. In 
Figure 4-8, as the value of SNR becomes smaller, the optimum ambiguity velocity 
 
Figure 4-7 One example of CMDS error using variable range of ambiguity velocity at -10 
dB SNR. 
Minimum point 
 72 
 
becomes larger. The reason for this is that CNDS provides a larger measurement error at the 
lower range of SNRs and it needs a larger ambiguity velocity to decrease the probability of 
impulsive noise. 
Both the numerical and theoretical standard deviations of CNDS, CHDS, and CMDS 
errors using fixed ambiguity velocity, and CMDS using the adaptive algorithm at different 
SNRs are shown in Figure 4-9. Figure 4-9 a) shows the comparative results of measurement 
errors between four types of Doppler sonar. In particular, in order to present the effect of the 
adaptive algorithm, the CHDS error and the CMDS using the adaptive algorithm are 
magnified and shown in Figure 4-9 b). In Figure 4-9 a) and b), it is clear that CMDS error 
using the adaptive algorithm becomes considerably smaller than the CMDS error using 
fixed ambiguity velocity. Especially, at low SNRs, the proposed adaptive algorithm had a 
profound effect in reducing the measurement error.  
 
Figure 4-8 Optimum ambiguity velocities of CMDS using adaptive algorithm at different 
SNRs. 
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Figure 4-9 a) Comparative results of measurement errors between four types of Doppler 
sonar. b) Comparative results of measurement errors between two types of Doppler sonar. 
 
a)    
b)    
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Table 4-2 Theoretical and numerical averaged measurement errors by four types of 
Doppler sonar 
Table 4-2 shows the quantitative results of the theoretical and numerical errors by these 
four methods. In Table 4-2, the averaged standard deviation errors by these four methods 
were calculated at every 1 dB SNR from -10 to 19 dB. At the comparatively lower range of 
SNRs from -10 to 4 dB, the effectiveness of the adaptive algorithm was clearly seen, and 
the adaptive algorithm reduced the measurement error to one tenth that of the CMDS error 
using fixed ambiguity velocity. At the higher range of SNRs from 5 to 19 dB, the 
measurement error, except for CNDS, was almost the same and fairly small. At the wide 
range of SNRs from -10 to 19, the measurement error by CMDS using adaptive algorithm 
was about one tenth the measurement of error by CMDS using fixed ambiguity velocity and 
by CNDS.  
Theoretical and simulation results were carried out to evaluate the performance of the 
CMDS using a fixed and adaptive ambiguity velocity. The simulation results fit the 
theoretical results well in the situation of white Gaussian noise, which means that the 
proposed theoretical analysis can be used to evaluate the performance of CMDS systems. 
SNR (dB) 
Method 
-10~ -4 -5~ -1 0 ~ 4 5 ~ 9 10~14 15~19 -10~19 
CNDS 
𝜎T̅̅ ̅ 0.214 0.120 0.068 0.038 0.021 0.012 0.079 
𝜎N̅̅̅̅  0.229 0.132 0.068 0.038 0.022 0.014 0.084 
CMDS using fixed  
ambiguity velocity 
𝜎T̅̅ ̅ 0.251 0.139 0.039 0.002 0.000 0.000 0.072 
𝜎N̅̅̅̅  0.257 0.161 0.036 0.001 0.000 0.000 0.076 
CMDS using adaptive 
algorithm 
𝜎T̅̅ ̅ 0.031 0.010 0.003 0.001 0.000 0.000 0.008 
𝜎N̅̅̅̅  0.027 0.009 0.003 0.001 0.000 0.000 0.007 
CHDS 
𝜎T̅̅ ̅ 0.003 0.002 0.001 0.000 0.000 0.000 0.001 
𝜎N̅̅̅̅  0.003 0.002 0.001 0.001 0.000 0.000 0.001 
𝜎T̅̅ ̅: Theoretical standard deviation error (m/s), 𝜎N̅̅̅̅ : Numerical standard deviation error (m/s) 
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The theoretical and numerical results prove that, CMDS using adaptive algorithm can 
substantially reduce measurement error compared with CNDS, and it can overcome the 
disadvantage of velocity ambiguity in CHDS. Consequently, CMDS using adaptive 
algorithm can provide accurate and precise velocity at a wide range of SNRs. 
4.3.2 Results of experiment 
The basic structure of experiment system for CMDS is shown in Figure 4-10. The 
system is established by waveform generator, amplifiers, projector, hydrophone and data 
acquisition card. The square pulse is generated by the waveform generator with a carrier 
frequency of 200 kHz and is sent at different time intervals. Then the pulse is amplified by 
the amplifier and transmitted by the projector in the water tank. The sound signal is 
received by the hydrophone and amplified by another amplifier. Both the transmitted and 
received signals are sampled by the NI acquisition card. The speed  information 
 
Figure 4-10 System structure of experiment. 
Water tank 
Waveform 
Generator 
 
Amplifier 
 
Projector 
 
Hydrophone 
Amplifier 
CH0   CH1 
Data Acquisition Card 
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is generated by a three dimension moving device with an accuracy of 1 mm/s. In this 
section, first the experiment system will be introduced in detail, and then the experiment 
results shown. 
(1) Experiment system 
a. Waveform generator 
Wave Factory 1973 (short as WF1973) is a wave function generator produced by NF 
Corporation, which is shown in Figure 4-11. WF1973 is a multifunctional generator based 
on direct digital synthesizers. As a 1-channel generator, the basic features of WF1973 are 
shown below [7]: 
① Highest frequency: 30 MHz (sine wave), 15 MHz (square wave, pulse) 
② Frequency accuracy: ±(3 ppm + 2 pHz), high resolution of 0.01 μHz. 10 MHz external 
frequency reference can be used. 
③ Maximum output voltage: 20 Vp-p/open, 10 Vp-p/50 Ω. 
④ The Arbitrary Waveform Editor (short as ARB Editor) is software that supports WF1973 
Multifunction Generator to generate arbitrary wave function. 
 
Figure 4-11 Waveform generator WF1973. 
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b. Amplifier 
 
Figure 4-12 High speed bipolar amplifier HSA4011. 
 
Figure 4-13 Differential amplifier measure league 5307. 
In the experiment system, there are two amplifiers to amplify the transmitted and 
received signals. High speed bipolar amplifier HAS4011, shown in Figure 4-12, is used to 
enlarge the power of the transmitted signal and differential amplifier Measure League 5307, 
shown in Figure 4-13, is used to amplify the received signal from the hydrophone.  
The high speed bipolar amplifier HAS4011 is a high-speed, wideband power amplifier 
with a frequency range from DC to 1 MHz and a maximum output of 50 VA [8]. The 
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frequency characteristic is almost flat in the range of DC to 1 MHz with little overshoot or 
sag of step response waveforms. Its ability to amplify a direct current allows not only 
asymmetric waveforms between positive and negative polarities but also waveforms with a 
direct current superimposed to be transmitted correctly.  
The Measure League 5307 is a differential amplifier commonly used for wide band 
that realizes a frequency range of DC to 10 MHz [9]. Although it has a wide frequency 
range, it also has low noise (4 nV/√Hz typical), low drift (8 μV/℃ typical), a low 
distortion factor (0.02 % max), and obtains a maximum gain of 1000 times at a 50 Ω load 
(2000 time with no-load). In addition to the wide band range, it also has superior pulse 
response with very little overshoot and ringing. A 1 MHz low-pass filter can be inserted if 
necessary and the frequency band can be controlled to 1 MHz while maintaining the desire 
pulse response. This model can select either the differential input or the single-ended input. 
The single-ended input is available to cancel the DC offset up to ±5 V and to select the 
reverse or the non-reverse amplitude mode. When the differential is used, a high common 
model voltage of ±10 V and a large common-mode rejection ratio of 120 dB are obtained 
and complete protection from excessive input is provided by the input protector. As the 
input impedance is 1 MΩ, the probe for the oscilloscope can be used. If the internal sort 
plug in the unit needs to be changed, input impedance is changeable to 100 MΩ and the 
common-mode rejection ratio deterioration with the unbalance of the single source 
impedance can be minimized. The output impedance is 50 Ω and this unit can drive a 50 
Ω load up to ±5 V (the full power band width is from DC to 3 MHz) and stabilized 
operation is possible even under capacity load conditions. With wide functions, the Measure 
League 5307 can be widely used, such as a wide range preamplifier or differential amplifier. 
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c. Projector 
Projector TC2111 which is shown in Figure 4-14 is a compact low cost echo sound 
transducer, made by RESON Co. shown in Table 4-3 [10]. 
 
Figure 4-14 Production of TC2111. 
Table 4-3 Technical specifications of TC2111 
Resonant Frequency 200 kHz ± 3 kHz 
Transmitting Sensitivity 163 dB ± 3 dB (re 1 μPa/V at 1 m) 
Impedance 200 Ω ±60 Ω at 200 kHz 
Max Input Power 50 W (at 1 % duty cycle) 
Operating Temperature Range +2 ℃ to +35 ℃ 
Storage Temperature Range -30 ℃ to +50 ℃ 
Beam Shape +2 ℃ to +35 ℃ 
Beam Width -30 ℃ to +50 ℃ 
Operating Depth 30 m 
Survival Depth 50 m 
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The horizontal directivity and transmitting sensitivity of TC2111 are shown in Figure 
4-15 and Figure 4-16 respectively [11]. 
 
Figure 4-15 Horizontal directivity pattern of TC2111 [11]. 
 
 
Figure 4-16 Transmitting sensitivity of TC2111 [11]. 
 81 
 
d. Hydrophone 
The hydrophone TC4034 we used is also made by RESON Co., shown in Figure 4-17. 
The TC4034 broad band spherical hydrophone provides uniform omnidirectional 
characteristics over a wide frequency range from 1 Hz to 470 kHz. The overall receiving 
characteristics make the TC4034 an ideal transducer for making absolute underwater sound 
measurements up to 470 kHz. The wide frequency range also makes the TC4034 perfect for 
calibration purposes, particularly at higher frequencies. The features of TC4034 are shown 
in Table 4-4 [10]. The horizontal directivity and the receiving sensitivity of TC4034 are 
shown in Figure 4-18 and Figure 4-19 respectively [12]. 
Table 4-4 Technical specifications of TC4034 
Usable Frequency Range 1 Hz to 470 kHz (+3, -10 dB) 
Linear Frequency Range 1 Hz to 250 kHz (+2, -4 dB) 
Receiving Sensitivity -218 dB±3 dB (at 250 kHz, re 1μV/Pa) 
Horizontal Directivity Omnidirectional ±2 dB (at 100 kHz) 
Vertical Directivity >270° ±3 dB (at 300 kHz) 
Nominal Capacitance 3 nF 
Operating Depth 900 m 
Survival Depth 1000 m 
Operating Temperature Range -2 ℃ to +80 ℃ 
Storage Temperature Range -40 ℃ to +80 ℃ 
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Figure 4-17 Production of TC4034. 
 
 
Figure 4-18 Horizontal directivity pattern of TC4034 [12]. 
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Figure 4-19 Receiving sensitivity of TC4034 [12]. 
e. Data acquisition card 
Data acquisition card NI Pxie-5122 made by National Instruments Corporation is used 
in the experiment system [13]. NI Pxie-5122 is a high-speed digitizer, which features two 
100 million samples per second simultaneously sampled input channels with 14-bit 
resolution, 100 MHz bandwidth, and up to 512 MB of memory per channel. And the related 
sampling software, LabVIEW, is used to develop and execute. Generally speaking the 
sampling frequency and resolution of NI Pxie-5122 are very high. Figure 4-20 shows the NI 
Pxie-5122, which can be integrated with a general-purpose computer. There are two analog 
channels, CH0 and CH1, on the board of NI Pxie-5122, with which the transmitted and 
received signal is input into the high-speed digitizer. 
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Figure 4-20 High-speed digitizer NI Pxie-5122. 
f. Three dimension moving device 
The movement information is generated by the three dimension moving device, Super 
FA made by THK Co., shown in Figure 4-21. The velocity resolution provided by this 
moving device is 1 mm/s and the highest acceleration is 3m/s2. In the experiment, only one 
axis is used [14]. 
 
Figure 4-21 Three dimension moving device. 
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g. Shallow water tank 
Experiments are carried out in a shallow water tank, 60 m × 6 m × 2 m. The 
maximum water depth is 1.5 m, but in our experiment the water depth was kept at 0.9 m. 
The ground plan and side view of the shallow water tank is shown in Figure 4-22. Figure 
4-23 is a photo of the shallow water tank. 
 
Figure 4-22 Ground plan and side view of shallow water tank. 
 
 
Figure 4-23 Photo of shallow water tank. 
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h. System structure 
 
Figure 4-24 Components of experiment system. ① , projector; ② , hydrophone; ③ , 
oscilloscope; ④, waveform generator; ⑤ and ⑥, amplifier; ⑦, high-speed disk; ⑧, NI 
Pxie-5122 data acquisition card; ⑨, control panel of three dimension moving device; ⑩, 
one axis of three dimension moving device. 
① 
② 
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After introducing the characteristics of each component in the experimental system, 
the whole system is shown in Figure 4-24. The sampled data is stored in the high-speed disc, 
and will be processed later. Limited by the characteristics of this system, we cannot change 
the time interval of transmitted pulses automatically. Since we change the time interval 
manually, one ambiguity velocity is used for a range of SNRs in the experiments. 
(2) Experiment results 
a. Static experiment 
The hydrophone and projector are fixed. In this situation, the velocity is zero. The 
velocity measurement error is only affected by the noise generated from the electronic 
device. The three dimension moving device was not used, so the engine was not needed to 
turn on. Therefore, noise only comes from the signal generator, amplifiers, sensors and the 
environment. These kinds of noise are normally all considered as white Gaussian noise, 
which means the analysis of CNDS, CHDS and CMDS using and not using adaptive 
algorithm should fit the experimental results. 
In the experiments, limited by the device we used, it was impossible to change the 
ambiguity velocity according to each measured SNR immediately. Therefore, instead of an 
ambiguity for each measured SNR, an ambiguity velocity was used for a range of SNRs. To 
evaluate the affection from the range of SNRs, experiments were carried out with different 
ranges of SNRs, and they are shown in Table 4-5. 
 
 
 88 
 
Table 4-5 Ambiguity velocities used at different ranges of SNRs 
Range of SNRs: 2 dB 
SNR 
(dB) 
(-12,-10] (-10,-8] (-8,-6] (-6,-4] (-4,-2] (-2,0] (0,2] (2,4] 
A.V. 
(m/s) 
1.163 0.938 0.788 0.638 0.525 0.413 0.338 0.263 
SNR 
(dB) 
(4,6] (6,8] (8,10] (10,12] (12,14] (14,16] (16,18] (18,20] 
A.V. 
(m/s) 
0.225 0.188 0.150 0.113 0.113 0.075 0.075 0.075 
Range of SNRs: 4 dB 
SNR 
(dB) 
(-12,-8] (-8,-4] (-4,0] (0,4] (4,8] (8,12] (12,16] (16,20] 
A.V. 
(m/s) 
1.050 0.713 0.450 0.300 0.188 0.150 0.113 0.075 
Range of SNRs: 8 dB 
SNR 
(dB) 
(-12,-4] (-4,-4] (4,12] (12,20] 
A.V. 
(m/s) 
0.938 0.375 0.150 0.075 
Range of SNRs: 16 dB 
SNR 
(dB) 
(-12,4] (4,20] 
A.V. 
(m/s) 
0.563 0.113 
Range of SNRs: 32 dB (fixed ambiguity velocity) 
SNR 
(dB) 
(-12,20] 
A.V. 
(m/s) 
0.263 
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a)-1 
a)  
a)-2 
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b)-1 
b)  
b)-2 
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c)-1 
c)  
c)-2 
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d)-1 
d)  
d)-2 
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Figure 4-25 Measurement and theoretical errors of CNDS, CHDS and CMDS under 
different ambiguity velocities at different SNRs. a)-1, measurement errors at the 2 dB range 
of SNRs; a)-2, used ambiguity velocities; b)-1, measurement errors at the 4 dB range of 
SNRs; b)-2, used ambiguity velocities; c)-1, measurement errors at the 8 dB range of SNRs; 
c)-2, used ambiguity velocities; d)-1 measurement errors at the 16 dB range of SNRs; d)-2, 
used ambiguity velocities; e)-1 measurement errors of CNDS, CMDS and CHDS at one 
fixed ambiguity velocity of 0.2625 m/s; e)-2, used ambiguity velocities. 
e)-1 
e)  
e)-2 
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    Based on the ambiguity velocities used at different ranges of SNRs, the measurement 
results are shown in Figure 4-25, where “(m)” means measurement result in experiment and 
“(T)” means theoretical analyzed result. In Figure 4-25, all measurement errors from 
experimental data fit the theoretical calculation well, which means that the theoretical 
analysis can be used to evaluate CNDS, CHDS and CMDS systems well when only white 
Gaussian noise occurs. According to the measurement results of CMDS from Figure 4-25 a) 
to Figure 4-25 e), we can find that the smaller the range of SNRs is, the better the 
measurement results will be. Comparing the results in Figure 4-25 a) and Figure 4-25 b), 
this shows that when the range of SNRs is less than 4 dB, the measurement error will only 
decrease slightly as the range of SNRs decreases. While comparing the results of CMDS 
from Figure 4-25 b) to Figure 4-25 e), CMDS using an ambiguity velocity of the 4 dB range 
of SNRs can provide accurate and precise velocities at a wide range of SNRs. Taking into 
consideration of both measurement error and the sensitivity to noise, the 4 dB range of 
SNRs is a good choice for the usage of CMDS using adaptive algorithm.  
b. Dynamic experiment 
The hydrophone is fixed, the projector is moving with a constant velocity of 0.200 m/s 
forward and backward to the hydrophone. In this situation, the received signal contains not 
only white Gaussian noise, but also the noises generated from the 3 dimension moving 
device and the vibration of the frame and the bar connected with the projector. The 
generated noise from the 3 dimension moving device is shown in Figure 4-26. In Figure 
4-26 a), the yellow line on the oscilloscope is the generated signal from the generator, and 
the blue line is the received signal from the hydrophone when the engine of the 3 dimension 
moving device is turn off. The received signal with lots of noise in Figure 4-26 b) is the 
situation when the engine is turn on. Comparing Figure 4-26 a) and Figure 4-26 b), the 
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noise from the engine of the 3 dimension moving device is large. 
 
Figure 4-26 Transmitted and received signals with and without engine turn on. 
 
The structure of the installed projector is shown in Figure 4-27. When the moving 
projector changes direction, the force generated by the three dimension moving device 
vibrates the bar connected with the projector. This vibration continues even when the 
acceleration generated from the 3 dimension moving device is zero. The vibration increases 
the measurement error of CNDS, CHDS and CMDS.  
a) 
b) 
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Figure 4-27 Structure of installed projector. 
The following figures from Figure 4-28 to Figure 4-43 show measurement results of 
0.200 m/s by CNDS, CHDS and CMDS at four SNRs, -11 dB, -2 dB, 5 dB and 13 dB. The 
ambiguity velocities used at these SNRs are shown in Table 4-5 for every 8 dB from -12 dB 
to 20 dB. These results are chosen from the smooth moving periods. In these figures, first 
the velocities measured by CNDS, CHDS and CMDS are shown together in one figure, and 
then the next three figures show the velocities separately measured by CNDS, CHDS and 
CMDS. 
Projector 
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Figure 4-28 Measurement results of 0.200 m/s by CNDS, CHDS and CMDS using the 
ambiguity velocity of 0.938 m/s at the SNR of -11 dB. 
 
Figure 4-29 Measurement results of 0.200 m/s by CNDS at the SNR of -11 dB. 
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Figure 4-30 Measurement results of 0.200 m/s by CHDS at the SNR of -11 dB. 
 
Figure 4-31 Measurement results of 0.200 m/s by CMDS using the ambiguity velocity of 
0.938 m/s at the SNR of -11 dB. 
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From Figure 4-28 to Figure 4-31, the velocities measured by three methods at the SNR 
of -11 dB are shown. The velocities measured by CNDS (Figure 4-29) are very noisy. 
Velocities measured by CHDS are more precise than CNDS as shown in Figure 4-30. 
Although velocities measured by CMDS using the ambiguity velocity of 0.938 m/s can be 
mostly as precise as CHDS, but because of the wrong estimation of integer factor 𝑛 
impulsive noise occurs. 
Figure 4-32 Measurement results of 0.200 m/s by CNDS, CHDS and CMDS using the 
ambiguity velocity of 0.375 m/s at the SNR of -2 dB. 
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Figure 4-33 Measurement results of 0.200 m/s by CNDS at the SNR of -2 dB. 
 
 
Figure 4-34 Measurement results of 0.200 m/s by CHDS at the SNR of -2 dB. 
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Figure 4-35 Measurement results of 0.200 m/s by CMDS using the ambiguity velocity of 
0.375 m/s at the SNR of -2 dB. 
From Figure 4-32 to Figure 4-35, the figures present the measurement results at the 
SNR of -2 dB. Velocities measured by CNDS in Figure 4-33 are noisy, but they are better 
than the results shown in Figure 4-29. Velocities measured by CHDS shown in Figure 4-34 
are much smoother than those of CNDS. In Figure 4-34, the vibration generated from the 
bar is also obvious. This shows that CHDS can even pick up the vibration information while 
the projector is moving. Velocities measured by CMDS using the ambiguity of 0.375 m/s 
are shown in Figure 4-35. It can also provide immediate accurate and precise velocity, but 
as the ambiguity velocity decreases, the impulsive noise, shown in Figure 4-35, increases. 
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Figure 4-36 Measurement results of 0.200 m/s by CNDS, CHDS and CMDS using the 
ambiguity velocity of 0.150 m/s at the SNR of 5 dB. 
 
Figure 4-37 Measurement results of 0.200 m/s by CNDS at the SNR of 5 dB. 
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Figure 4-38 Measurement results of 0.200 m/s by CHDS at the SNR of 5 dB. 
 
Figure 4-39 Measurement results of 0.200 m/s by CMDS using the ambiguity velocity of 
0.150 m/s at the SNR of 5 dB. 
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From Figure 4-36 to Figure 4-39, the figures present the measurement results at the 
SNR of 5 dB. Velocities measured by CNDS in Figure 4-37 become precise, compared with 
the results measured at the SNR of -11 dB and -2 dB. Velocities measured by CHDS shown 
in Figure 4-38 are much more precise than CNDS, but not correct, because the ambiguity 
velocity used in CHDS is 0.150 m/s which is less than the measured velocity, so the 
velocities measured by CHDS cannot reflect the true measured velocity. However, the 
vibration can be presented in the measurement results of CHDS as a wave. Velocities 
measured by CMDS using the ambiguity of 0.150 m/s are shown in Figure 4-39. It can 
provide accurate and precise velocity immediately without velocity ambiguity, but as the 
ambiguity velocity decreases, the impulsive noise increases, occurs more often. 
 
 
 
Figure 4-40 Measurement results of 0.200 m/s by CNDS, CHDS and CMDS using the 
ambiguity velocity of 0.075 m/s at the SNR of 13 dB. 
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Figure 4-41 Measurement results of 0.200 m/s by CNDS at the SNR of 13 dB. 
 
Figure 4-42 Measurement results of 0.200 m/s by CHDS at the SNR of 13 dB. 
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Figure 4-43 Measurement results of 0.200 m/s by CMDS using the ambiguity velocity of 
0.075 m/s at the SNR of 13 dB. 
From Figure 4-40 to Figure 4-43, the figures present the measurement results at the 
SNR of 13 dB. Compared with the results shown before, the error of velocities measured by 
CNDS decrease when the SNRs increase. Velocities measured by CHDS shown in Figure 
4-42 are limited by the ambiguity velocity of 0.075 m/s. Velocities measured by CMDS 
using the ambiguity of 0.075 m/s are shown in Figure 4-43. Because of impulsive noise, 
velocity measured by CMDS is almost as noisy as CNDS.  
Measurement results of CMDS using adaptive algorithm does not work as well as 
theoretical analysis and the situation where the transducers are fixed. This is a result of the 
affection of vibration generated by the bar used to connect the projector. The measurement 
error of CNDS, CHDS and CMDS using different ambiguities shown in Table 4-5 are 
shown from Figure 4-44 to Figure 4-48. 
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Figure 4-44 Measurement errors of CNDS, CHDS and CMDS under the ambiguity 
velocities with the range of SNRs as 2 dB. a), measurement errors of three methods; b), 
used ambiguity velocities. 
b) 
f)  
a) 
g)  
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Figure 4-45 Measurement errors of CNDS, CHDS and CMDS under the ambiguity 
velocities with the range of SNRs as 4 dB. a), measurement errors of three methods; b), 
used ambiguity velocities. 
b) 
h)  
a) 
i)  
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Figure 4-46 Measurement errors of CNDS, CHDS and CMDS under the ambiguity 
velocities with the range of SNRs as 8 dB. a), measurement errors of three methods; b), 
used ambiguity velocities. 
b) 
j)  
a) 
k)  
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Figure 4-47 Measurement errors of CNDS, CHDS and CMDS under the ambiguity 
velocities with the range of SNRs as 16 dB. a), measurement errors of three methods; b), 
used ambiguity velocities. 
 
b) 
l)  
a) 
m)  
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Figure 4-48 Measurement errors of CNDS, CHDS and CMDS under the ambiguity 
velocities with the range of SNRs as 32 dB. a), measurement errors of three methods; b), 
used ambiguity velocities. 
 
b) 
n)  
a) 
o)  
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From Figure 4-44 to Figure 4-48, the velocity measurement error by CNDS is much 
worse than the theoretical results, especially at the range of high SNRs. Because of the 
vibration and electro-magnetic noise from three dimension traverser, measurement error of 
CNDS (blue asterisk) is much larger than theoretical analysis (blue line), especially at high 
SNRs. Using ambiguity velocities calculated based on theoretical analysis shown in Table 
4-5, the probability of wrong estimation for integer factor increases a lot, because of the 
noisier measurement results of CNDS. With improper ambiguity velocities, measurement 
results of CMDS are larger than theoretical analysis. According to the measurement error 
from Figure 4-44 to Figure 4-48, CMDS using the ambiguity velocities determined by 
adaptive algorithm based on Eq. (4-28) does not perform well in non-white Gaussian noise.  
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CHAPTER 5  
CONCLUSIONS 
Combined method of conventional and coherent Doppler sonars (CMDS) is proposed 
to provide accurate and precise velocity information. This method is proposed to overcome 
the disadvantages of long time lag for conventional Doppler sonar (CNDS) and velocity 
ambiguity for coherent Doppler sonar (CHDS). The advantages that large measureable 
velocity range of CNDS and precise measurement result of CHDS are taken into CMDS. 
According to the theoretical analysis and experiment results, we can draw some of the 
following conclusions.  
The CMDS was designed to provide accurate and precise velocity information with a 
short time lag. According to the theoretical analysis, the measurement method and 
measurement error of CMDS are proposed. With variable shift and adaptive algorithm, the 
measurement error of CMDS is deduced. Simulation and experiment results of CMDS show 
that CMDS using adaptive algorithm can provide accurate and precise velocities as CHDS 
does without velocity ambiguity. The theoretical analyses fit the simulation and experiment 
results well when the noise is white Gaussian noise. Therefore, the theoretical analysis of 
CMDS system can be used as a basic method to evaluate the performance.  
Although some achievements have been obtained from CMDS, CMDS can be 
improved if some considerations and proposals are implemented in the future research. 
They are shown following: 
(1) Reducing impulsive noise 
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Impulsive noise is the specific characteristic of CMDS. When an ambiguity 
velocity used in CMDS is not appropriate for the measurement error of CNDS, the 
wrong estimation of integer factor occurs, which directs impulsive noise. The 
impulsive noise makes the measurement results of CMDS become noisy. If some 
methods can be introduced to cancel the impulsive noise, CMDS will be improved. 
One method is considered to introduce inertial measurement unit sensor. With 
the acceleration information measured by inertial measurement unit sensor, the 
impulsive noise can be determined and canceled. Moreover, Kalman filter can also 
be used to decrease the probability of impulsive noise occurs.   
(2) Searching suitable ambiguity velocity  
As discussed in Chapter 4, optimum ambiguity velocity at each SNR is 
calculated based on theoretical analysis in white Gaussian noise according to 
adaptive algorithm. However, in dynamic experiment, measurement errors of 
CMDS using calculated optimum ambiguity velocities are larger than theoretical 
analyses because of vibration and non-white Gaussian noise. Therefore 
measurement error of CNDS in practical applications should be considered as the 
basic parameter to determine suitable ambiguity velocities at a wide range of 
SNRs. 
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