Abstract. The highly oscillatory solution of a singularly perturbed Schrödinger equation with time-dependent Hamiltonian is computed numerically. The new time-symmetric integrators presented here can be used efficiently with step sizes significantly larger than those required by traditional schemes. This is achieved by a transformation of the problem and an expansion technique for integrals over the oscillating components. The error behavior in the adiabatic case is thoroughly analyzed, and the performance of the methods is illustrated both in an almost-adiabatic setup and in an avoided energy level crossing, where nonadiabatic state transitions occur.
Introduction. Singularly perturbed Schrödinger equations of the form iψ(t) = 1 ε H(t)ψ(t) (1.1)
with a small parameter 0 < ε 1 and a time-dependent Hamiltonian H(t) represented by a finite-dimensional matrix have been studied since the early days of quantum mechanics, yielding considerable insight into the nature of quantum systems [2, 8, 22] . Furthermore, these and similar equations often play an important role when mixed quantum-classical models are used to include quantum effects into simulations of molecular dynamics (see, e.g., papers and references in [5, 18] ).
Two of these models are the surface hopping approach [6, 7, 21] and the system known as Ehrenfest, mean field, or QCMD (quantum-classical molecular dynamics) [3, 4, 6, 18, 20] . In both models, the nuclei of the molecule are considered as classical particles moving according to a Newtonian equation of motion, but the force depends on the behavior of the electrons which remain quantum particles and are described by the Schrödinger equation (1.1) . The parameter ε is typically defined by the square root of the mass ratio m q /m c . If m q , the mass of the quantum particles, is significantly less than m c , the mass of the classical particles, then the constant ε = m q /m c takes a small value, e.g., ε ≈ 10 −2 for electron-ion interactions. As a consequence, the wave function ψ oscillates on a fast time scale ∼ ε, whereas the classical degrees of freedom move on a comparatively slow time scale ∼ 1. Hence, solving the Schrödinger equation (1.1) is the numerically critical part in both models.
If any traditional solver such as, e.g., a Runge-Kutta method, is chosen to approximate the quantum part, the time step size h has to be much smaller than the frequency of the oscillations, i.e., h ε. This necessitates a huge number of time steps and consequently a huge number of evaluations of the time-dependent Hamiltonian H(t). In real-life applications, however, evaluating H(t) is a computationally expensive procedure because the matrix H(t) has to be derived from the Hamiltonian of the full molecular Schrödinger equation by an intricate modeling step. Thus, the aim of this paper is to devise and analyze two new integrators which • can be used with a big step size h > ε to compute the oscillating solution of (1.1), and • need only one evaluation and (partial) diagonalization of H(t) per time step. The numerical methods proposed so far for (1.1) [1, 9, 10, 12, 13, 14, 19, 20] are based on the premise of a fixed positive ε. They require either many evaluations of H(t) and/or a small h ε. For ε → 0 and h > ε, neither of these methods approximates the adiabatic limit equation, which is given by the Born-Fock quantum-adiabatic theorem [2] .
In [16] , several numerical methods were designed for the above demands. However, these methods are sensitive to resonances for certain choices of the step size h. By construction, an accuracy of O h 2 is obtained only if certain oscillatory O h 2 terms included in the local error do not sum up. Our aim is to avoid this undesirable effect with improved integrators having a local error of O h 3 and hence providing an accuracy of O h 2 independently of any resonances. The paper is organized as follows. In section 2, the problem (1.1) will be transformed by means of the eigendecomposition. This allows a change from the highly oscillatory wave function ψ to a smoother variable η. A first time-reversible method for the transformed equation is presented in section 3. Some fundamental ideas for the construction were developed in [16] , but the approach is refined by the inclusion of higher order terms and an expansion technique for the oscillatory variables, which appear as integrals over exponential functions. Section 4 gives a short summary of the concept of Magnus methods. It will turn out that, similarly to the first scheme, a Magnus-type integrator can be derived. Numerical examples are shown in section 5. The methods are applied both to an almost-adiabatic situation and an avoided energy level crossing with nonadiabatic state transitions. A comparison with several traditional schemes demonstrates that the accuracy of the new integrators is far better and that they generate very precise results even when large step sizes h > ε are used. These observations are confirmed by a detailed error analysis in section 6.
Reformulation of the problem.
The numerical methods will make use of the observation that, instead of computing ψ from the Schrödinger equation (1.1) directly, it is more favorable to transform the problem as it was proposed in [16] . For convenience of the reader, we repeat the procedure here.
2.1.
Assumptions. It will be assumed that, for all t ∈ [t 0 , t end ], H(t) is a real symmetric matrix, and that the entries of H(t) change slowly compared to the oscillations of ψ. Then H(t) can be diagonalized as
with an orthogonal matrix Q(t) and a real diagonal matrix Λ(t) containing the eigenvalues λ k (t) of H(t). The decomposition is sufficiently smooth, i.e., both t −→ Q(t) and t −→ Λ(t) are three times continuously differentiable, and the first to third derivatives are bounded independently of ε. Moreover, it is assumed that the eigenvalues as functions in time do not intersect and remain separated; i.e., there is a δ min > 0 such that for any pair λ k (t) and λ l (t) with k = l, the lower bound
If the dimension of H(t) is so large that a complete diagonalization cannot be carried out, only the subspace spanned by the eigenvectors corresponding to a sufficiently large number of lower eigenvalues may be considered. Such a reduction of the dimension is motivated by the version of the quantum-adiabatic theorem presented in [16] . In the surface hopping approach, however, the matrix H(t) typically is of small size (but nevertheless expensive to evaluate), because H(t) has to be diagonalized anyway due to the physical model : The coefficients of the wave function with respect to the eigenbasis have to be computed in order to determine the probability of state transitions [6, 7, 21] . Thus, the diagonalization is already available for the numerical integration of the corresponding Schrödinger equation.
Changing variables.
A new function η can be defined by the relation
where Φ(t) is the diagonal matrix containing the integrals over the eigenvalues:
Up to an oscillating phase, η is the coefficient vector of ψ with respect to the eigenbasis. Differentiating (2.2) and using (1.1) shows that η solves the differential equatioṅ
with two rapidly oscillating diagonal matrices exp (±iΦ(t)/ε) and a real coupling matrix W =Q T Q. It will be used frequently that W is skew-symmetric and has zero diagonal entries.
The above transformation was already used in [21] , but it was noticed only in [16] that it enables the construction of very efficient numerical integrators. From the point of view of numerical analysis, the motivation for transforming the problem is the fact that the right-hand side of (2.3) stays bounded independently from ε. Hence, the new function η is still highly oscillatory but smoother than ψ. Another good reason for working with η rather than ψ is provided by the quantum-adiabatic theorem of Born and Fock [2] , stating that under the separation condition (2.1), the absolute values of the coefficients in the eigenbasis representation of the wave function ψ are adiabatic invariants of the motion as ε → 0. In fact, a simple integration by parts proves [16] that under condition (2.1)
holds uniformly on bounded time intervals as ε → 0.
Notation.
It will be helpful to use the following notation. E(Φ) stands for a matrix with entries e kl (Φ) defined by
Denoting the entrywise product of matrices by • , equation (2.3) can be restated aṡ 3. Method I. After these preparations, a time-symmetric method for the new equation (2.5) can be derived. The approach is related to that of [16] , but the concept is extended in order to obtain a more accurate integrator requiring similar computational work.
The basic equations.
Let h be the step size and fix a time t n = t 0 + nh. Integrating (2.5) from t n−1 to t n+1 and from t n to t n + θh yields
respectively. In (3.1), the expression η(t n + θh) is substituted by the right-hand side of (3.2), and the intermediate value W (t n + θh) is replaced by the Taylor expansion
These equations are the starting point for the construction of the numerical method. The task for the remainder of this section is to approximate α n , β n , and γ n . First, W (t n ) andẆ (t n ) are replaced by the symmetric difference quotients
Next, we insert the Taylor expansion
whereas the integral Φ(t n ) = tn t0 Λ(s) ds is calculated by the Simpson rule
Computing the integrals.
After these substitutions, the matrices (3.4), (3.5), and (3.6) have turned into
(To disambiguate notation, the symbol × will be used where necessary to signify matrix multiplication.) Now the oscillating exponentials have to be integrated in an efficient way. In [16] , this was done by simply calculating the integrals analytically, but unfortunately this is impossible now-at least for the double integral in γ n -due to the second order term in the Taylor expansion of Φ, which was omitted in [16] . A feasible way out consists in expanding the integrals up to a sufficiently high order of h. First, consider the integral in β n . Integrating by parts yields
Since the last integral is of O(h), this gives
The integral in α n is treated in a similar way. Integrating by parts and using (3.17) turns it into
The term γ n is slightly more complicated due to the double integral and the presence of both matrix multiplication and entrywise multiplication. By definition,
holds for all diagonal matrices Φ and arbitrary
where I is the identity. Integration by parts, similar to that above, leads to
and with (3.22) and (3.23) we obtain
as an approximation to γ n of O(h). Summarizing, Method I reads as follows.
The algorithm of Method
be given from the previous steps. 2. Evaluate H(t n+1 ) and diagonalize:
3. Compute W n and its derivative:
Expand the integrals:
T 1 (t n ) = E hΛ(t n ) + 1 2 h 2Λ n − E −hΛ(t n ) + 1 2 h 2Λ n , T 2 (t n ) = E hΛ(t n ) + 1 2 h 2Λ n + E −hΛ(t n ) + 1 2 h 2Λ n , T 3 (t n ) = ε ih D − Λ(t n ) • T 2 (t n ) − ε ih D − Λ(t n ) •2 • T 1 (t n ), T 4 (t n ) = E Φ n • ε ih D − Λ(t n ) • T 1 (t n ) + 2 I, T 5 (t n ) = ε ih D − Λ(t n ) • W n .
Compute
7. Update the quantum vector:
8. Compute Φ n+1 by the Simpson rule:
9. Update the wave function:
Postprocessing step: Normalize all η n and ψ n . This may be advantageous because the algorithm is not norm-preserving, although the Schrödinger equation (1.1) and its unitary transformation (2.5) are known to have a unitary propagator.
Remark 1. Care should be taken that the ordering of the eigenvalues in Λ remains the same in all time steps, and that the diagonalization of H(t) does not produce artificial sign changes of the eigenvectors (the columns of Q).
Remark 2. Although W (t n ) andẆ (t n ) are skew-symmetric matrices, the corresponding approximations W n andẆ n are only "nearly skew-symmetric." In particular, they may include small nonzero diagonal entries, which can arise from the difference quotients in step 3. The accuracy of Method I slightly improves if these nonzero diagonal entries are canceled out, or if W n andẆ n are replaced by their skew-symmetric parts (W n − W T n )/2 and (Ẇ n −Ẇ T n )/2, respectively. Remark 3. A starting step can be performed by putting
and integrating from 0 to 1 instead of from −1 to 1 (see [15] for details). For [17] that the solution of a vector-valued differential equatioṅ
with a time-dependent matrix A(t) can formally be represented as
where Ω(t) is given by the Magnus series
Here, the brackets [
Unfortunately, the terms of the Magnus series soon become very complicated, because the number of commutators and integrals grows rapidly, but truncating the series yields an approximation up to any order and can be used for the construction of very precise numerical schemes [11, 12, 13, 14] -provided that it is possible to compute the integrals in Ω(t) with the required accuracy. This, however, is not a straightforward task in our situation. In the case of the electronic Schrödinger equation (1.1), the matrix A(t) equals
Consequently, any error caused by quadrature is amplified by the factor ε −j with j = 1 for the first integral, j = 2 for the double integral in the second term, and so on. Due to this unpleasant effect, using a high order quadrature rule would be necessary, but this demands too many costly evaluations of H(t).
In [12] , modified Magnus methods for oscillating problems were presented. Here, the differential equation is transformed before applying the Magnus approach. The transformation improves the error behavior of the method but makes computing the integrals of the Magnus series more laborious, since A(t) is replaced by an oscillating matrix. Nevertheless, it is assumed in [12] that these integrals can be approximated by quadrature. This is not feasible in our situation, because many evaluations of H(t) per time step would be unavoidable.
If instead of (1.1) the differential equation (2.3) is considered, the matrix A(t) takes the form
Again, A(t) oscillates, and discretizing the corresponding integrals by quadrature would become prohibitively expensive, but now the problem can be solved by means of the expansion technique presented in the previous section. It allows us to compute the integrals sufficiently accurate with only one evaluation. Since the method is supposed to be time-symmetric, we take the mean of one step forward in time and the inverse of one step backward in time and put
Now Φ(t n ± θh) and W (t n ± θh) are replaced by the corresponding Taylor expansions as in the previous section. These substitutions lead to terms which are identical or very similar to (3.13), (3.14), and (3.15) and thus can be computed mutatis mutandis. We omit the details and state the algorithm of Method II.
The algorithm of Method II.
1 to 5. Proceed as in Method I. 6. Compute A n and B n as in Method I, and
7.
Compute Ω n and update the quantum vector:
8 to 9. Proceed as in Method I. Remark 4. Since W n andẆ n are nearly skew-symmetric (cf. Remark 2), Ω n is nearly skew-Hermitian, and hence Method II almost preserves the norm of the initial value. Exact norm conservation can easily be obtained by replacing W n andẆ n by their corresponding skew-symmetric part, i.e., (W n − W T n )/2 and (Ẇ n −Ẇ T n )/2, respectively. This slightly improves the accuracy.
Remark 5. Unlike Method I, Method II is not a two-step method but a "shifted" one-step scheme: η n is computed from η n−2 , η n+1 is computed from η n−1 , and so on. Instead, it seems somewhat more natural to develop a scheme of the type η n+1 = exp(Ω n )η n , where the η k are approximated successively. This may be done, of course, if H(t) can be evaluated between the time steps, i.e., at t n + h/2, but this is not possible if the Schrödinger equation (1.1) is coupled to some other equation, as is the case, for example, in the surface hopping approach or the QCMD model. Remark 6. A starting step can be obtained as for Method I or by modifying the Magnus step accordingly. 
Numerical examples.
In this section, the performance of Methods I and II is illustrated by applying them to a test problem which, in spite of its simplicity, reveals characteristic features that appear also in higher-dimensional situations. Let us consider the tridiagonal matrix
with h 44 (t) = −4 + 2 cos (2t − 1)π/10 . The parameter δ > 0 exerts a strong influence on how the eigendecomposition of H(t) and the solution of (2.5) behave. Two situations will be distinguished:
• For δ = 2, the eigenvalues are well separated at all times t (cf. Figure 5 .1, left-hand side), and the norms of the coupling matrix W (t) and its derivatives remain rather small. • For δ = 0.1, the first pair of eigenvalues passes through a so-called avoided crossing ( Figure 5 .1, right-hand side): The eigenvalues approach each other until t ≈ 1.5, where they almost intersect, and then separate again. This behavior is accompanied by a sudden increase of coupling between the corresponding components, as is reflected in Figure 5 .2 by the high peaks of W (t) and its derivatives. 
First example: δ = 2.
This situation is often referred to as the adiabatic case. Figure 5 .3 shows two of the real parts of the exact solution (solid lines). As predicted by the quantum-adiabatic theorem (2.4), the range of η is only of magnitude O(ε). Within this range, η oscillates rapidly. On the right-hand side, the region marked by the boxes is enlarged, and the approximations generated by Method I (circles) and Method II (crosses) are added. Both methods work with great precision, even though the step size is five times larger than ε, and within one time step the true solution performs two entire periods of oscillation.
In Figure 5 .4, the error is plotted in logarithmic scale versus the step size, and the methods are compared to other numerical schemes (see [15] or [16] for details). All these methods have in common that only one evaluation of H(t) per time step is needed, and that the error is of O h 2 as the step size is reduced to h ε. However, as the figure exhibits, the differences in accuracy are immense.
Consider the left-hand side of Figure 5 .
The upper dotted line is the error that results from applying the trapezoidal rule to the original Schrödinger equation iεψ(t) = H(t)ψ(t).
It demonstrates what happens when an oscillatory problem is tackled in a rather straightforward manner: Only for very small h ε, the error starts to decrease, because the oscillations have to be resolved by tiny step sizes, requiring so many evaluations of H(t) that the computations become prohibitively expensive.
The other two dotted lines (almost identical) were produced by the exponential midpoint rule and again the trapezoidal rule, but now applied to the equationη = E(Φ) • W η. Evidently, the reformulation contributes to reduce the error, but the accuracy is still very modest.
The next three solid lines correspond to the integrators proposed in [16] , named Method 1, 2, and 3. These are akin to Method I, but certain terms are omitted, saving numerical costs while sacrificing precision. Even Method 1, a very rough scheme which was introduced rather for the sake of comparison than for effective computations, performs better than the three traditional solvers.
The best approximations are provided by Methods I and II (thick solid lines). The plot shows that both methods generate similar results for h > ε = 0.01, the situation we are interested in. For h ≤ ε = 0.01, the error of the Magnus-type integrator is significantly smaller.
It should be noticed that in the right half of Figure 5 .4, where h > ε = 0.01, the accuracy of most of the schemes is subject to resonances for certain values of h. As for Methods 2 and 3, the error goes up for certain step sizes, deviating the error curve from a straight line of slope 2. This phenomenon was analyzed, explained, and controlled in [15, 16] . Methods I and II are robust to such resonance effects. In fact, their error is clearly of O h 2 .
5.2.
Second example: δ = 0.1. Figure 5 .5 shows what happens if δ is reduced to 0.1 and the first two eigenvalues λ 1 (t) and λ 2 (t) pass through an avoided crossing. Around t ≈ 1.5, where the gap between these eigenvalues is tiny, the quantumadiabatic theorem (2.4) ceases to be valid. Thus, the entries η 1 (t) and η 2 (t) may leave their range of O(ε) and "jump" to completely new levels. As an example, the real part of η 1 (t) is shown in Figure 5 .5 (upper two plots). The nonadiabatic transition is visible on a scale of O (1), whereas outside the avoided crossing region, the solution appears almost as a straight line. However, a strong zoom reveals small oscillations of η(t) within an O(ε) range as in the adiabatic case; cf. the upper right picture in Figure 5 .5.
How do the numerical methods cope with this completely new behavior of the solution? Before the nonadiabatic transitions, the situation is similar to the adiabatic case, and Methods I and II give very exact results. Within the avoided crossing, accuracy is reduced due to the nonsmooth behavior of the first two entries. The error arises from three sources. First, from the fact that both methods approximate the coupling matrix W (t) only linearly, although W (t) changes rapidly during the avoided crossing (cf. Figure 5. 2). Second, from the matrix D − Λ(t n ) containing, by definition, ±1/(λ 1 − λ 2 ) as two of its entries, which are large during the avoided crossings and multiply errors. Third, from the difference quotients in steps 3 and 4 giving less precise approximations now that the corresponding functions W ,Ẇ , andΛ are not smooth.
Nevertheless, both integrators depict the "jump behavior" on the large scale correctly even for big step sizes; cf. the left upper plot of Figure 5 .5. Only the tiny oscillations on the small scale after the avoided crossing are not reproduced as well as before, cf. the upper right picture in Figure 5 .5. However, if the h is decreased to h = δ 2 = ε = 0.01, Method I approximates even these oscillations very well, as is shown in Figure 5 .6. This suggests using an adaptive version of Method I and II and reducing the step size automatically near the avoided crossing. Adaptive versions of Methods 1-3 were presented in [16] and can be devised for the new integrators as well, but in several numerical tests, neither Method I nor Method II produced a better result with an adaptive step size than with a fixed one. The reason is that some error terms arising from the integral expansions (cf. section 3.2) almost vanish due to the symmetric structure when equidistant approximations are computed but can increase when symmetry is traded for adaptivity.
The entries η 3 (t) and η 4 (t) are not affected by the avoided crossing, because their eigenvalues remain separated from the rest of the spectrum. Hence, they behave as in the first example and are computed with good precision by both methods. This is demonstrated in the lower two pictures of Figure 5 .5, where the real part of η 3 (t) is plotted.
The right-hand side of Figure 5 .4 again shows a comparison between Methods I and II and the other numerical schemes as described above. Most of the graphs are much smoother than in the first example, because now the main error does not originate from the small scale oscillations and resonances, but from the nonadiabatic transitions on the large scale. Again, Methods I and II clearly achieve the best results, but in contrast to the first example, it is now the former which performs better than the latter with respect to the average error.
6. Error analysis. According to Figure 5 .4, the new integrators seem to be of second order even for h > ε. This observation is confirmed mathematically in this section.
Error of Method I.
Theorem 6.1. Suppose that ε > 0, and choose the step size h > 0 such that ε < h < √ ε holds. Let ψ n and η n denote the approximations given by Method I. Then, under the conditions of subsection 2.1, the errors at t n = t 0 + nh ∈ [t 0 , t end ] are bounded by
The constants C 1 and C 2 depend on bounds of the first three derivatives of Q and Λ, on δ min and t end − t 0 but are independent of ε and h. Proof of Theorem 6.1. Let n ∈ N be fixed. The main task is to prove that the local error is bounded by O h 3 , i.e.,
The rest of the proof follows from a discrete version of Gronwall's lemma, and the estimate for ψ n is a consequence of the transformation (2.2) with Φ n substituting Φ(t n ). For simplicity, these abbreviations will be used:
• Let α n , β n , and γ n be defined as in (3.4), (3.5), and (3.6), respectively, but with W (t n ) replaced by W n , andẆ (t n ) replaced byẆ n .
• Letα n ,β n , andγ n be defined as in (3.13), (3.14) , and (3.15), respectively, but with Φ(t n ) instead of Φ n , andΛ(t n ) instead ofΛ n .
The local error can be split into the four parts 
this enables the estimate
Here we have used that, by assumption, 
