In this paper we present an algorithm that is able to generate locally regular node layouts with spatially variable nodal density for interiors of arbitrary domains in two, three and higher dimensions. It is demonstrated that the generated node distributions are suitable to use in the RBF-FD method, which is shown by solving Poisson's and convection-diffusion equations. Additionally, local minimal spacing guarantees are proven for both uniform and variable nodal densities. The presented algorithm has time complexity O(N ) to generate N nodes with constant nodal spacing and O(N log N ) to generate variably spaced nodes. Comparison with existing algorithms is performed in terms of node quality, time complexity, execution time and PDE solution accuracy.
Introduction.
In recent years, a number of meshless approaches have been developed to numerically solve partial differential equations (PDEs) with the desire to circumvent the problem of polygonization encountered in the classical mesh-based numerical methods. The major advantage of meshless methods is the ability to solve PDEs on a set of scattered nodes, i.e. without a mesh. This advantage was advertised even to the point that arbitrary nodes could be used (see [19, p. 14] and [28] ), making node generation seemingly trivial. Nevertheless, it soon turned out that such simplification leads to unstable results [35] .
Although node placing is considered much easier than mesh generation, certain care still needs to be taken when generating node sets for meshless methods. Many methods require sufficiently regular nodes for adequate precision and stability. Among others, this also holds for the popular Radial Basis Function-generated Finite Differences method (RBF-FD) [9] . Despite the need for quality node distributions, solving PDEs with strong form meshless methods utilizing radial basis functions (RBFs) has become increasingly popular [10] , with recent uses in linear elasticity [34] , contact problems [31] , geosciences [9] , fluid mechanics [15] , dynamic thermal rating of power lines [16] and even in the financial sector [11] .
Since one of the key advantages of mesh-free methods is the ability to use highly spatially variable node distributions, which can adapt to irregular geometries and allow for refinement in critical areas, many specialized algorithms for generations of such node layouts have been developed. Most of them can generally be categorized into either mesh-based, iterative, advancing front or sphere-packing algorithms.
The most basic way to generate such node sets is to employ existing tools and algorithms for mesh generation, use the generated nodes and simply discard the connectivity relations. Such approach was reasoned by Liu [19, p. 14] as: "There are very few dedicated node generators available commercially; thus, we have to use preprocessors that have been developed for FEM.". This is problematic for two reasons: it is computationally wasteful, and some authors have reported that such node layouts yielded unstable operator approximations [29] , making them unable to obtain a solution. Besides above shortcomings, such approach is also conceptually flawed, since the purpose of mesh-free methods is to remove meshing from the solution procedure altogether. To this end, other approaches were researched, often inspired by the algorithms for mesh generation.
A common iterative approach is to position nodes by simulating free charged particles, obtaining so-called minimal energy nodes [13] . Other iterative methods include bubble simulation [20] , Voronoi relaxation [1] or a combination of both [5] . Iterative methods are computationally expensive and require an initial distribution. Additionally, the user is often required to consider trade-offs between the number of iterations and node quality. Despite their expensive nature, the produced distributions are often of high quality, which makes iterative methods useful for improving node distributions generated by other algorithms [8] .
The next category consists of advancing front methods, which usually begin at the boundary and advance towards the domain interior, filling it in the process. Lhner and Oate [21] present a general advancing front technique that can be used for filling space with arbitrary objects. These methods, especially if generating a mesh, are often restricted to two dimensions [26] . Another example of a two-dimensional advancing front approach is inspired by dropping variable-sized grains into a bucket [8] , which yields quality variable density node distributions and is computationally efficient in practice [32] .
The last category are the circle or sphere packing methods [18] , which generate high quality node distributions, but are often computationally expensive. With inspiration from the graphics community, Poisson disk sampling [6] has become of interest. It can be used to efficiently generate nodes in arbitrary dimensions [4] , and has just recently been used as a node generation algorithm [29] providing nodal distributions of sufficient quality for the RBF-FD method.
To the best of our knowledge, algorithms presented in [8, 29] are currently among the best available. However, they have some shortcomings, namely [8] only works in two dimensions and [29] does not support variable nodal spacing. In this paper, we present an algorithm that overcomes these shortcomings. The presented algorithm works in two, three and higher dimensions and supports variable density distributions. It also has minimal spacing guarantees and is provably computationally efficient.
The rest of the paper is organized as follows: in section 2 the requirements for node generation algorithms are discussed, in section 3 recently introduced algorithms for generating nodal distributions, suitable for strong form meshless methods, are presented, in section 4 a new algorithm is presented, in section 5 the algorithms are compared, and some numerical examples are presented in section 6.
2. Node placing algorithm requirements. In this section we examine a list of properties that an ideal node-positioning algorithm should possess and discuss the rationale behind each property. The properties are loosely ordered by decreasing importance. More precisely, we are given a set X b of points such that for any two neighboring points p and q, the norm p − q is approximately equal to h(p) or h(q). The generated discretization of the whole domain Ω should seamlessly join with the boundary discretization. This helps to prevent problems often encountered when enforcing boundary conditions (see [29, sec. 3 .5] and references therein). 6. Compatibility with irregular domains. The algorithm should inherently work with any irregular domain Ω, given its characteristic (i.e. "is element of") function
Any algorithms that fill axis-or otherwise oriented bounding boxes, or produce nodes in a certain non-constant space outside Ω are seen as impaired in this aspect. Desirably, as the volume of Ω decreases, no matter what the shape of Ω is, so should the number of operations required by the algorithm. 7. Dimension independence. The algorithm should ideally be formulated for a general (low) dimension d without any special cases. One-, two-and threedimensional versions of the algorithm should also allow a single general implementation. 8. Direction independence. The produced distributions and running time of the algorithm should be independent of the orientation of the domain Ω or the coordinate system used. 9. No free parameters. The algorithm should aim to minimize the number of free or tuning parameters and work well for all domains and density functions, without any user intervention. The aim is to require algorithms to be robust and work "out of the box". Any free parameters should be explored and well understood, default values should be recommended, and varying the parameters should not drastically change the algorithm's behavior. 10. Simplicity. Algorithms with simpler formulations and implementations are preferred.
3. State of the art algorithms. To the best of our knowledge, recently published algorithms by Flyer [8] and Shankar et al. [29] best satisfy the requirements described in section 2 and are hence used as a base for further development. Both algorithms are first briefly described in the following sections.
3.1. Algorithm by Fornberg and Flyer. The node positioning algorithm by Fornberg and Flyer [8] was published in 2015 in a paper titled "Fast generation of 2-D node distributions for mesh-free PDE discretizations". The algorithm in its base form constructs discretizations for two dimensional axis-aligned rectangles and is presented as Algorithm 3.1. In the following discussion, the first letters of the authors' surnames (FF) will be used to refer to the algorithm. pts ← an empty array of points This is the final array of points.
3:
candidates ← points spaced according to h from xmin to xmax at y coordinate ymin This variable represents potential point locations, candidates for actual points that will be in the final result.
4:
(ymin, imin) ← findMinimum(candidates)
Find minimal point with respect to y 5:
while ymin ≤ ymax do coordinate and return its value and index. append p to pts 8: remove points closer than h(p) from candidates 9:
find nearest remaining points in candidates to the left and to the right of p 10:
add n new points to candidates, equispaced on the circular sector with center p, spanning from the nearest left to the nearest right point 11: (ymin, imin) ← findMinimum(candidates) 12: end while 13: return pts 14: end function Initially, the lower side of the rectangle is filled with nodes, spaced according to the given spacing function h. The algorithm works as an advancing front algorithm, starting from y = y min and advancing towards y = y max . In each iteration the lowest (min(y)) candidate p from the current list of potential node locations is found, removed from potential candidates and added to the final list. New candidates are spaced accordingly away from p and are inserted into the list of potential node locations. The iteration continues until y = y max limit is reached.
For irregular domains Ω the authors recommend to run the above algorithm for the bounding box of Ω, denoted bb(Ω), and later discard the nodes outside Ω. If present, the boundary discretization is superimposed onto the discretization generated by Algorithm 3.1. Additionally, internal nodes whose closest boundary node p is less than h(p)/2 away are discarded as well.
A few local "repel algorithm" iterations are recommended in the vicinity of the boundary to improve the quality. This part will be omitted from consideration, as it is an iterative improvement scheme that can be performed equivalently on any node distribution generated by any other algorithm [15] . 
where S is defined as S = max 1≤i≤N s i . Precisely analyzing s i and S is difficult for general function h. However, for a fixed square box and constant spacing h it holds that N = Θ( 1 h 2 ) and s i = Θ(n 1 h ) = Θ(n √ N ). The time complexity in this case is hence O(nN √ N ). For irregular domains Ω additional work is required. If N denotes the final number of nodes, the algorithm will generate approximately | bb Ω| |Ω| N nodes in case of constant h. Superimposing the boundary discretization with N b nodes and testing all generated nodes for proximity takes O(N b log N b + | bb Ω| |Ω| N log N b ) time, for building and querying the k-d tree of boundary nodes. These terms are dominated by the node generation in the interior and the time complexity of the algorithm by Fornberg and Flyer for generating node distributions for irregular domains for constant spacing h is
For variable spacing, the overhead of generated nodes due to the irregularity of Ω and the advancing front size have to be evaluated using integrals, making the time complexity expression somewhat more complicated and less illustrative.
3.1.2. Implementation notes. Authors provided a Matlab implementation of Algorithm 4.1 in the Appendix ot their article [8] . This implementation has been translated to C++ using the Eigen matrix library [12] and the nanoflann library for k-d trees, provided by Blanco and Rai [3] . The translation is mostly faithful to the original with a few inefficiencies removed. The C++ implementation is approximately 6 times faster than the original Matlab implementation (both tested on the same computer).
Algorithm by Shankar, Kirby and Fogelson.
In 2018, Shankar, Kirby and Fogelson published a node generation algorithm in a paper titled "Robust node generation for meshfree discretizations on irregular domains and surfaces" [29] . Their node generation algorithm is designed to work on surfaces and in 3-D, however it does not support variable nodal spacing. We will focus our attention on the part that generates discretizations of the domain interior, when boundary discretization has already been constructed. The main part of the node generation for the interior is based on Poisson disk sampling of the oriented bounding box obb(Ω) of domain Ω, described in a paper by Bridson [4] . The relevant part of the node generation algorithm is presented as Algorithm 3.2. In the following discussion the first letters of the authors' surnames (SKF) will be used to refer to the algorithm. Output: A list of points in Ω distributed according to spacing function h.
Generate an oriented bounding box of X using PCA.
3:
Maps points to their indices.
4:
p ← uniform random node inside obb 5:
Resulting list of accepted samples.
7:
A ← {0} Set of active indices.
8:
while A = ∅ do 9:
i ← randomElement(A) Get a uniform random element of A.
10:
b ← false Indicates if any valid points were generated.
11:
for j ← 1 to n do 12: p ← uniform random point in annulus with center S[i] and radii h and 2h 13: if not outside(p, obb) and not tooClose(p, h, G, S) then 14: Add(A, size(S)) Add sequential index of p to active set A. 15 :
Mark grid cell taken by p as occupied.
16:
Append(S, p) Append p to the list of accepted samples.
17:
b ← true Flag that an accepted sample was generated. T ← kdtreeInit(X ) Initialize spatial search structure on points X .
26:
S ← Filter(T, S) Discard points outside the region, bounded by X .
27:
return S 28: end function
The algorithm starts by taking points on the boundary and their corresponding outward unit normals and shifting them towards the domain's interior by h. An oriented bounding box (OBB) of the shifted boundary points is then constructed using Principal Component Analysis (PCA) [14] as described by Dimitrov et al. [7] . The main part of the algorithm, spanning lines 3 to 24, is the Poisson disk sampling algorithm, which generates the internal discretization of the oriented bounding box using a background grid G as a spatial search structure. Finally, points outside the domain, bounded by X , are discarded. Here, a k-d tree is used to test all candidates for inclusion by testing against the outward normal of their closest boundary point. The remaining points along with the original boundary discretization constitute the final discretization. As an inward-shifted array of points was used to construct the internal discretization, spacing of at least h is guaranteed.
Time complexity analysis.
Authors themselves provide the time complexity analysis of the algorithm. Translated to our notation, the running time of the interior fill algorithm is
This represents the running time of the Poisson disk sampling. The PCA analysis and tree construction are linear or log-linear in N b and are thus dominated by the Poisson disk sampling.
Implementation notes.
There is a small difference between the algorithm as described by Shankar et al. [29] and Bridson [4] . The Bridson version generates up to n candidates for each point and stops as soon as one candidate is accepted. The version in the SKF algorithm generates all n points and adds all accepted candidates. Algorithm 3.2 uses the original, Bridson version and to obtain the SKF version, one needs to remove the break statement on line 18. Since the authors of SKF algorithm claim to use a faithful implementation of algorithm as presented by Bridson and only list the algorithm for completeness, we decided to use the Bridson version in our tests. All matrix and tensor operations were again implemented using the Eigen matrix library and the k-d tree operations were implemented using nanoflann.
4. New node placing algorithm. From the discussion presented in section 3 it is clear that although state of the art placing algorithms provide a solid spatial discretization methodology for strong form meshless methods, there is still room for improvements, especially in the generalization to higher dimensions, flexibility regarding variable nodal density, and treatment of irregular domains. Improving upon the work of Fornberg and Flyer [8] and Shankar et al. [29] , we propose a new algorithm that overcomes some of limitations of FF and SKF algorithms. We will refer to the proposed node placing algorithm as PNP in the rest of the paper.
The PNP algorithm is, similarly to SKF, based on Poisson disk sampling. Poisson disk sampling has certain stochastic properties, such as the fact that it produces a "blue noise distribution" that is an excellent fit for graphical applications like dithering [4, 6] . In context of PDE solution procedure a slightly different distribution is required that primarily follows appropriate spacing and regularity criteria. Therefore, the PNP algorithm deviates from the original Poisson disk sampling in order to effectively produce tightly packed regular distributions needed in solution of PDEs.
The PNP algorithm begins either with a given non-empty set of "seed nodes" or with an empty domain. In the context of PDE discretizations, some nodes on the boundary are usually already known and can be used as seed nodes, possibly along with additional nodes in the interior. If algorithm starts with no nodes, it adds a seed node randomly within the domain. Before the main iteration loop, seed nodes are put in a queue, waiting to be processed. In each iteration i, a node p i is dequeued and expanded, by generating a set of candidates C i , which are positioned on a sphere with center p i and radius r i , where r i is obtained from the function h, r i = h(p i ). Candidates that lie outside of the domain or are too close to already existing nodes are rejected and remaining candidates are enqueued for expansion. Node p i is accepted as a domain node and will not be touched any more. The iteration continues until the queue is empty. Figure 1 demonstrates a core operation of the algorithm, i.e. the expansion, with possible selection of new candidates and the rejection process. Figure 2 illustrates the execution of the algorithm. The first panel shows an initial setup on a unit square. For demonstration purposes, the nodes in the initial boundary discretization along with a single node in the interior were chosen as the seed nodes. The subsequent panels in Figure 2 illustrate the progression of the algorithm. The discretization grows from the initial nodes inwards towards the empty interior, until no more acceptable candidates can be found due to already existing nodes. The advancing front nature of the algorithm can be seen, however the front itself is not a straight line as in FF. An efficient implementation with an implicit queue contained in the array of final points and the k-d tree spatial structure [25] is presented as Algorithm 4.1. In practice, the comparison on line 10 should be done with some tolerance, due to inexactness of the floating point arithmetic, i.e. the line should in practice read c i,j −n i,j ≥ (1−ε)r i for e.g. ε = 10 −10 .
The algorithm includes generation of new candidates in line 7 that needs to be further defined. Three options are proposed and evaluated below:
1. Random candidates: The candidate set C i in each iteration consists of n T ← kdtreeInit(X ) Initialize spatial search structure on points X .
3:
i ← 0 Current node index.
4:
while i < |X | do Until the queue is not empty.
5:
pi ← X [i] Dequeue current point.
6:
ri ← h(pi) Compute its nodal spacing.
7:
for each ci,j in candidates(pi, ri) do Loop through candidates.
8:
if ci,j ∈ Ω then Discard candidates outside the domain.
9:
ni,j ← kdtreeClosest(T, ci,j) Find nearest node for proximity test.
10:
if ci,j − ni,j ≥ ri then Test that ci,j is not too close to other nodes.
11:
append(X , ci,j) Enqueue ci,j as the last element of X .
12:
kdtreeInsert(T, ci,j) Insert ci,j into the spatial search structure. return X 19: end function random points chosen on a d-dimensional sphere with center p i and radius r i , reminiscing the original Poisson disk sampling. 2. Fixed pattern candidates: The candidate set C i in each iteration consists of a fixed discretization of a unit ball, translated to p i and scaled by r i . The discretization of a unit ball in 2-D is obtained simply by C unit (k) = {(cos ϕ, sin ϕ); ϕ ∈ {0, ϕ 0 , 2ϕ 0 , . . . , (k − 1)ϕ 0 }, ϕ 0 = 2π k }. In d-dimensions, the discretization of a ball with radius r is obtained using d-dimensional spherical coordinates and recursively discretizing a d − 1 dimensional ball. Using e.g. k = 6 results in 14 candidates in 3-D, and using k = 12 results in 48. In 3-D, the parameter k represents the number of points lying on the great circle. 3. Randomized pattern candidates: The candidate set C i is obtained from the fixed set in point 2, by applying a random rotation to all the points. The three ways of candidate generation were used to produce node distributions on a unit square, shown in Figure 3 . Different types of candidate generation are abbreviated as PNP-R, PNP-F and PNP-RF for random, fixed pattern, and randomized fixed pattern variants, respectively.
The fixed pattern candidate generation algorithm stands out, as the gaps where the advancing fronts of nodes joined are clearly visible. Due to reproduction of spaceefficient hex-packing it also has the most nodes. Other two algorithms generate visually similar distributions, but a higher value of n needed to be used for the randomized version to produce similar results. We decided to use the randomized fixed pattern for candidate distribution, as it produces results similar to the random version with lower time complexity. The presented algorithm has a few differences compared to the original Poisson disk sampling. First and foremost, the algorithm works with variable nodal spacing and is able to generate distributions with spatially variable densities. Each node is used only once to generate the new candidates. Third, the candidates are generated uniformly on the sphere with random offsets, as opposed to being generated at random on an annulus. This packs the candidates more tightly and reduces the gaps. It also improves running time, as candidates better cover the unoccupied space at the cost of removing the stochastic properties of the sampling, which are not relevant to the PDE solutions. Fourth, the candidates that are outside Ω are immediately discarded, only continuing the generation of candidates actually inside Ω, once again improving execution time. More details about impact of above differences on the nodal quality are investigated in section 5 and can be observed in Figure 4 and Figure 12 The number of iterations of the main loop is equal to the number of generated points, denoted by N . A total of n candidates are generated in i-th iteration and, in the worst case, two k-d tree operation on the tree with at most i + N b nodes are performed, taking O(log(i + N b )) time for each candidate. All other operations are (amortized) constant. Thus the total time complexity of the algorithm is equal to
The above analysis shows that the time complexity of the algorithm is dominated by the spatial search structure used, which adds an undesired factor log N . If h is assumed to be constant, the algorithm could be sped up by using a uniform-grid based spatial search structure, similar to one used in Algorithm 3.2. Using such a search structure requires a rectangular grid, usually with spacing h/ √ d, such that there is at most one point per grid cell. When constructed on the rectangle obb(Ω), the time complexity of its allocation and initialization is proportional to the number of cells, which leads to time complexity
using the fact that for constant h the number of nodes is N = Θ(|Ω|/h d ).
The subsequent insertions and queries in the grid are all O(1), thus improving the time complexity of the algorithm for constant h to
Furthermore, the factor | obb Ω| |Ω| can be eliminated by using a hash map of cells instead of a grid; however, the practical benefit of that approach shows only with very irregular domains.
Using the background grid for a spatial structure is feasible even with moderately spatially variable h, by allowing more than one point per cell. For even higher variability, hierarchical grids could be used, but a k-d tree-like search structure is needed to cover all cases. For a specific use case, k-d tree can be replaced with any spatial search structure, as desired by the user, obtaining time complexity 4.2. Implementation notes. As in the previous two algorithms, all matrix and tensor operations were implemented using the Eigen matrix library and the k-d tree operations were implemented using nanoflann. x is enough to trick the algorithm into sampling indefinitely. As a precaution to that and more practically, as a memory limit, the maximal number of points N max can be specified by the user and the algorithm can be terminated prematurely.
Satisfaction of the requirements.
This section compares all three node placing algorithms, namely FF (Algorithm 3.1), SKF (Algorithm 3.2) and PNP (Algorithm 4.1). The results of the comparison presented in this section are summarized at the end in Table 2 . The following subsections roughly follow the requirements postulated in section 2.
Local regularity.
The most important feature that an algorithm should possess is regularity of the distributions. This property is initially tested visually, by observing plots of nodal distributions, which is feasible only in 2-D. Among other things, local regularity states also that large discrepancies in distances to nearest neighbors are not desired. This can be tested in arbitrary dimensions, by observing distances to nearest neighbors, using various statistics and histogram plots to determine their properties. Finally, accuracy and stability of solutions of PDEs on generated node distributions can be compared to fully determine the quality of distributions generated by the three algorithms.
We begin our analyses by comparing the three algorithms on the unit square [0, 1] × [0, 1]. Node distributions were generated using constant density h = 0.025 and the expected number of nodes is N (h) = 1600. Node distribution for all three algorithms are shown in Figure 4 . Parameters n for various algorithms were chosen as recommended in their respective papers (n = 5 for FF and n = 15 for SKF), with n = 15 also being used for the algorithm presented in this paper. SKF algorithm generated substantially less nodes than the other two. It also has significant gaps between the boundary and internal nodes as well as visually more irregular distributions. FF algorithm sets the threshold for the distance between boundary and interior nodes to h/2, which reduces the gaps at the cost of potential node clustering near the boundary. PNP algorithm exhibits gaps on diagonals, where advancing fronts from the sides have merged, but behaves better near the boundaries. In terms of the number of nodes, FF gives the best result, since it produced only 45 nodes less than expected, followed by PNP that produces 128 less nodes. The worst performance is demonstrated by SKF with deficiency of 573 nodes.
To analyze local regularity, distances to nearest neighbors are observed. For each node p i , its c closest neighbors (excluding i itself) are found and denoted by p i,j for j = 1, . . . , c with distances to these neighbors computed as d i,j = p i − p i,j . Figure 5 shows average distances of each node to its three closest neighbors, i.e. the plot of d i = 1 Significant differences between the algorithms can be observed. FF algorithm has parts of the distances below h = 0.025, mostly due to the boundary threshold of h/2. Ignoring these parts, the FF and PNP algorithms show similar behavior, with average distance being close to h with little variability between distances to closest neighbors. SKF algorithm performs worse with most of its distances to c nearest neighbors being on average closer to 0.03 and with a significantly larger spread. The numerical results representing these quantities are shown in Table 1 . The first two columns of the table demonstrate that the prescribed nodal spacing h is much better obeyed in PNP and FF algorithms, and the last column shows that the average spread of the internodal distances in SKF algorithm is about 2.5 times greater than in FF and PNP. Additional insight is offered with histograms of distances to three nearest neighbors ( Figure 6 ). As expected, the largest count is in the bin around h. PNP and SKF algorithms have no distances in bins below h, however the FF algorithm does put a number of nodes at a distance less than h, mostly due to clustering near the boundary, but also in the interior (see subsection 5.2). The irregularities visible in the SKF algorithm distribution in Figure 4 are reflected in the histogram. The histogram has a much heavier tail than PNP and FF histograms, with far less nodes exactly at distance h. PNP and FF histograms show more tightly packed distributions with slimmer tails, but the FF algorithm still has a few non-empty bins farther on the right. Figure 7 .
The histograms behave similarly to their 2-D counterparts. SKF algorithm again generated significantly less nodes than the PNP algorithm. The histograms are similar in shape, with PNP having a lighter tail, indicative of a more compact distribution. The SKF algorithm has a number of nodes present in the [0.052, 0.07] interval, indicating greater variability between distances to the nearest neighbors than in the PNP case.
Further visual confirmation of regularity for variable density cases is demonstrated in subsection 5.3 (see Figure 10 , Figure 11 and Figure 9 ), and more importantly, by the solutions of PDEs on generated node sets [10, 29, 34] , thus confirming sufficient local regularity.
Additionally, section 6 considers sample solutions to PDE examples and discusses accuracy and convergence properties. Our experiments have shown that SKF distributions cause stability problems when using small stencils, such as e.g. closest 7 nodes. The likely cause of this instability is higher node irregularity in SKF node distributions. PNP and FF distributions had no problems with small stencils.
5.2.
Minimal spacing requirements. Point 2 discusses minimal spacing guarantees. Provable minimal spacing guarantees are very desirable, since nodes that are positioned too closely can gravely effect the stability of strong form methods. FF algorithm in 2-D does not respect the spacing h, even when h is constant. Figure 8 shows one such distribution of nodes generated with FF algorithm, before any boundary nodes were superimposed. Pairs of points p i and p j for which it holds that p i − p j < 0.95h are shown as circle-cross pairs. Most of the pairs that violate the separation distance are on the boundary of the domain, and the closest pair of nodes is only 0.0011 apart, which means it violates the separation distance by a little less than 5 times. The violations near the boundary are not considered too much of a problem, as they are usually removed due to the domain shape or when adding the boundary discretization. Some padding could be added to the bounding box to ensure that the nodes generated near the boundary are discarded in any case. However, a few pairs also appear sporadically in the middle of the domain and although the violations do not appear to be significant, no bound of form p j − p i ≥ αh, for α ≤ 0 and i = j is known even for constant h. Even less can be said for variable h, except that the nodes visually approximately respect the nodal spacing function.
SKF algorithm enforces the spacing between nodes to be greater than or equal to h in the interior and on the boundary, both times leveraging specialized spatial search structures. The algorithm thus has the usual minimal spacing guarantee for constant nodal spacing:
Similar argument can be made for PNP algorithm: each new candidate is checked using a k-d tree against all previous ones, proving the minimal spacing guarantee for constant h. For variable h, the above argument yields the bound
for i = j. This bound is dependent on a global property of h and can be very coarse. More precise, local bounds when considering spatially variable distributions are defined by Mitchell et al. [24] . If an ordered list of points, numbered 1 to N , is considered then the minimal spacing guarantee, called the empty disk property, is satisfied if Preposition 5.1. Let the points p i , i = 1, . . . , N, be a list of nodes generated by Algorithm 4.1, where first N b nodes were given as initial nodes. The minimal spacing inequality
holds for all N b ≤ k < j < N . The function β represents the predecessor function.
Proof. Algorithm 4.1 begins with N b initial nodes. Each candidate is generated from a unique existing node, thus giving rise to a predecessor-successor relation. Predecessor function β : {N b + 1, . . . , N } → {1, . . . N } for an accepted candidate p j that was generated from p i is defined as β(j) = i. Note that predecessors for the first N b initially given points are not defined.
Consider an accepted candidate p j , generated from a node p i . The candidate was generated at a distance h(p i ) from p i , thus satisfying the equality (5.5) p i − p j = h(p i ) = h(p β(j) ).
In particular, this means that Algorithm 4.1 satisfies the prior-disks property for predecessor-successor pairs. The distance d to the nearest neighbor of p j among already accepted nodes is then found and if d ≥ h(p i ), the candidate is accepted. This means that the following inequality holds for all k < j:
establishing the desired property.
Spatial variability.
An important feature of FF and PNP algorithms is the ability to generate node sets with variable nodal spacing on irregular domains. SKF algorithm does not support variable nodal spacing and is excluded from this analysis. As an example, the image shown in top left corner of Figure 9 is chosen as a source for the nodal spacing function h. The image is a modified version of an image showing stress distribution in a plastic spoon under a photoelasticity experiment [2] . It features an irregular domain and rapidly varying dark and light regions, which presents a more challenging case usually found in PDE discretizations. The conversion from gray levels to the nodal spacing function is the same as used by Fornberg and Flyer [8] . Normalization factor h 0 = 1.5 was used to adjust the number of nodes for maximal visibility. The nodal spacing function h is thus constructed from the image as
h(x, y) = h 0 s I wx , wy 255 , s(g) = 0.002 + 0.006 g + 0.012 g 8 ,
where I ij represents the grey level, ranging from 0 to 255, of the pixel in the i-th row and the j-th column of the image and w is the width of the image. The node distributions obtained by filling the spoon shape with aforementioned density using PNP and FF algorithms are shown in the first row of Figure 9 . The bottom row shows an enlarged portion of the image and the corresponding distributions, so that individual nodes are visible for easier visual assessment. Both generated node sets conform to the supplied nodal spacing function. The total number of nodes is similar in both cases, with PNP having fewer nodes than FF. Enlarged portions show that PNP and FF distributions are locally regular, visually similar and respect the variable nodal spacing function h.
Further examples of 2-and 3-dimensional spatially variable distributions are shown in Figure 10 . Figure 11 displays successive enlargement of a nodal distribution used to solve a contact problem [31] , which illustrates the graded nature of the refinement and its local regularity in the most zoomed panel. PNP algorithm is better for a domain irregularity factor compared to both SKF and FF algorithms. In case of constant h it shares the same remaining factor N n with SKF and for variable densities it is strictly better than FF.
Next, we compare the running time and scalability of proposed algorithms. All time measurements were done on a laptop computer in with Intel(R) Core(TM) i7-7700HQ CPU @ 2.80GHz processor and 16 GB DDR4 RAM. Code was compiled using g++ (GCC) 8.1.1 for Linux with -std=c++11 -O3 -DNDEBUG flags. Note that we implemented all three algorithms in the same manner with great emphasis on optimization of the code in order to provide a fair comparison.
All algorithms were run on a unit square [0, 1] 2 with the same parameters as in subsection 5.1. The nodal spacing function h was varied as h = 1 n , for such n that the total number of nodes N reached approximately N = 10 6 . Each run was executed 10 times and the median time was taken. The results are shown in Figure 12 . In 2-D the FF algorithm performs better than the others for small N . This is also expected, as the algorithm generates nodes in a much simpler (and deterministic) way than the other two approaches. SKF algorithm is next in terms of performance, with its grid-based search structure. PNP algorithm is the slowest, due to the k-d tree search structure. Nonetheless, 10 6 nodes are generated in 5 to 10 seconds, which is significantly less than the time that would be spent on solving the PDE on these nodes.
The trends for large N coincide with the theoretical time complexities with SKF being an O(N ) algorithm and PNP being an O(N log N ) one. Bad scalability of FF algorithm begins to show and the trend resembles the predicted time complexity O(N √ N ). PNP was also run using the same grid search structure as SKF, denoted in Figure 12 by "PNP-grid". It shows a significant improvement over the use of k-d tree spatial search structure and agrees with the predicted linear time complexity. This also shows that PNP algorithm itself is about three times faster than SKF, when compared using the same search structure and the same number of candidates. PNP with a gird-based structure also comes close to FF for smaller N and constant h. Execution time of PNP and SKF algorithms was tested also in 3-D and the results are equivalent.
Additionally, we analyze the execution time of the three algorithms when dealing with irregular domains. Both FF and SKF algorithms do no have time complexity proportionate to |Ω|, but rather to the volume of its (oriented) bounding box, which can be arbitrarily larger. In practice this means that PNP algorithm inherently benefits in execution time by a factor of | bb(Ω)| |Ω| . This is illustrated in Figure 13 , which shows the execution time of the considered algorithms when filling increasingly "emptier" domains (5.11 )
Domains Ω(α) are chosen in such a way that the bounding box is equal to [0, 1] 2 for all α and that the limit of the ratio between the bounding box and domain volume approaches zero as α approaches 1/2. The difference in the behavior of execution time is substantial and shows that both versions of PNP really scale with volume of Ω, while the execution time of FF and SKF remains almost constant, as predicted by time complexity analysis. This means that around 30 000 nodes can be generated, for less than 8 000 to remain in the final set.
5.5.
Compatibility with boundary discretizations. The next point discusses the compatibility between interior and boundary discretizations. All three algorithms treat boundary discretizations separately from discretizing the interior of Ω. Due to box-fill nature of FF, the generated discretization of the interior is chopped off at the boundary of Ω when the boundary discretization is superimposed. Nodes that are closer to the boundary nodes than a given threshold are discarded. If the threshold is strictly h, gaps between the boundary and the interior discretization can occur. The authors recommend setting the threshold to h/2 and preforming a few iterations of a repel-type algorithm that is executed locally on the nodes near the boundary to smooth the transition between both discretizations. SKF algorithm possesses a similar problem, but deals with it differently. It generates internal nodes in a slightly reduced oriented bounding box, which is computed from boundary nodes that were shifted by h to the interior. This prevents the generation of internal nodes too close to the boundary of the box; however, the nodes still need to be tested for inclusion, which is done using the shifted nodes and their normals. This causes gaps near the boundary, which can be observed in the sample distribution in Figure 4 (second panel).
PNP algorithm bypasses the aforementioned problems altogether, by offering the option to use the boundary discretization as a starting point of the interior discretization and thus allowing for a smooth transition near the boundary. Similar irregularities to those present near the boundary in SKF algorithm are formed when the advancing fronts from the opposite sides meet, but they appear in the interior of Ω (see Figure 4 , rightmost panel), where they have less impact on the stability of the solution. Consequently no need to smooth the irregularities with expensive iterative repel techniques arose. 5.6. Compatibility with irregular domains. Another requirement deals with irregular domains. FF algorithm has a clear disadvantage of being only able to fill axis-aligned boxes, which results in potentially a lot of unnecessarily generated nodes. This approach is somewhat improved in the SKF algorithm, where oriented bounding boxes are used, in general reducing the number of generated nodes compared to FF. Of the three discussed algorithms only PNP never generates any unnecessary nodes in the exterior of the given domain Ω, never evaluates nodal spacing function h outside of Ω and has the property that the number total number of generated nodes and the time complexity scale directly with |Ω|. The impact of unnecessary node generation outside Ω on the execution time is illustrated in subsection 5.4; however, the slowdown introduced by bounding boxes is in practice often acceptable.
The strength of the PNP algorithm which allows it to generate nodes only inside Ω can also become its disadvantage. If seed nodes are supplied only in one part of Ω and the domain has a bottleneck in the middle (such as an hourglass shape) of girth approximately equal to nodal spacing h in that area, the algorithm might fail to advance through such bottleneck and would not generate any nodes in the other part. The FF and SKF algorithms do not suffer from this problem, and it can also be circumvented in PNP by supplying at least one seed node in each problematic part of the domain. 5.7. Direction and dimension independence. Points 7 and 8 deal with direction and dimension independence. FF algorithm is only two-dimensional and directionally dependent, because the advancing front progresses with respect to the increasing y coordinate. For inconveniently rotated or badly shaped domains, filling via increasing last coordinate might perform badly. Choosing a filling direction is the first step of the algorithm, and it can have significant effect on the running time and the generated node distribution. The algorithm is also not easily generalizable to higher dimensions, as it is not immediately obvious how to extend the concept of the "closest left" point to higher dimensional spaces.
The SKF algorithm is better in this aspect. Using PCA it computes oriented bounded boxes, which provides independence from rotations. The main parts of the SKF algorithm, i.e. PCA and Poisson Disk Sampling, all work in arbitrary dimensions. Similarly, all parts of the PNP algorithm are formulated for a general dimension d and the formulation of the fill procedure is independent of the coordinate system. The same is true for the implementation: there is a single implementation for all values of d and the space dimension can truly be a run-time parameter. The coordinates of points are only accessed in the internals of the k-d tree operations; all other expressions are coordinate-free. 5.8. Free parameters. Point 9 states that the developed algorithm should aim to minimize the number of free or tuning parameters. All three algorithms have a parameter influencing the number of candidates, which represents a time-quality trade-off. Authors of FF set n = 5 and anything above has similar distributions with a higher execution time. Authors of SKF analyze the effect of the number of candidates more precisely and recommend n = 15 in 2-D and 3-D, with a higher number of candidates corresponding to lower errors. For PNP algorithm we similarly recommend n = 15 in 2-D, and n = 30 in 3-D with increasing n for higher dimensions. Anything above n = 30 in 2-D gives very similar results and is computationally wasteful.
6. Solution of PDE on generated nodes.
Poisson's equation.
The decisive factor of node distribution quality for strong form methods is its ability to construct good approximations of differential operators. A basic test of this ability is to solve the Poisson's equation on nodes generated by all three algorithms and compare the accuracy of the solutions.
A d-dimensional boundary value problem
sin(πx i ) and f (x 1 , . . . , x d ) = −dπ 2 d i=1 sin(πx i ) is considered in d = 2 and d = 3 dimensions.
The solution was obtained using the popular strong form RBF-FD method [10, 15, 22, 33, 34] . Gaussian radial basis functions
with spatially variable σ = 100h(p) were used to construct the approximations on a stencil of 9 closest nodes in 2-D and 13 closest in 3-D. One basis function corresponded to one stencil node. The final system was solved using BiCGstab iterative algorithm with tolerance 10 −15 and 100 iterations with ILUT preconditioner with fill factor 20 and drop tolerance 10 −5 . The L 1 error between the correct solution u and obtained solution u h was evaluated using an independent uniform grid of points G, three times denser than the densest discretization used in solution of the problem, and computed as (6.3)
Node distributions generated by the three considered algorithms were tested using the same parameters as in subsection 5.1 and subsection 5.4. The nodal spacing function h was varied as h = 1 n , for such n that the total number of nodes N reached approximately N = 10 5 . The results are shown in Figure 14 .
In both 2-D and 3-D case we observe convergence with expected rates for large N . All node sets give well-behaved solutions with very similar accuracy. Similar results are obtained in 3-D, except that solution is unstable for small N . Accuracy of the numerical solution of (6.1) for four considered algorithms when filling [0, 1] d with successively smaller densities in 2D (left) and 3D (right) 6.2. Convection-diffusion equation. In addition to the solution of Poisson's equation, we also provide an example solution of a convection-diffusion equation that describes a transport of particles, heat, solute, or other physical quantities inside a considered system. It is widely used in many physical models ranging from bioheat transfer by Pennes' bioheat transfer equation [27] to transport of charged particles in drift diffusion model [17] . We examine a d-dimensional steady-state of the following equation
where p is the spatial coordinate, u is the unknown function, and values γ = 10, s = 0.1, α = 10, v = (1, . . . , 1) were chosen for the remaining parameters.
The considered domain is where B(c, r) denotes a d-dimensional ball with center c and radius r and \ and ∪ denote set difference and union, respectively. In two dimensions, the third coordinate is dropped. The domain is filled with the density function (6.6) h(p) = max h min , (ν(1 + A/(1 + p + λ v 2 /t 2 ))) −1 , using ν = 30, A = 10, t = 0.2, λ = 0.3 in h min = 0.025 in 3-D and A = 550 and h min = 0.0025 in 2-D. Sample solutions in two and three dimensions are shown in Figure 15 and Figure 16 . Additionally, a variant of this algorithm has been successfully used to solve linear elasticity contact problems in a fully adaptive setting [31] . 
Conclusions.
A new algorithm for generating variable density node distributions in arbitrary dimensions is proposed. The algorithm has many desirable properties, such as direction independence, support for irregular domains by only discretizing the area actually contained in the domain interior, good compatibility with boundary discretizations and good scaling behavior. We prove that the time complexity of the proposed algorithm scales as O(N ) for constant nodal spacing and O(N log N ) for variable spacing. A minimal nodal spacing guarantee for constant and variable nodal spacing functions is also proven. With examples it is shown that the proposed algorithm produces locally smooth distributions that are suitable for RBF-FD method for solving partial differential equations. The algorithm is compared against two other state-of-the-art algorithms, and the summary of the findings is presented in Table 2 .
The algorithm is also included in the Medusa library [23] for solving PDEs with strong form meshless methods, but a standalone implementation of the algorithm is available from the library's website as well [30] .
At least three directions are open for future research. The first one deals with effective adaptive modification of parts of generated distributions with target complexity O(N old + N new ), where N old and N new stand for the number of removed old nodes and the number of added new nodes. The second direction is to generalize the algorithm to (parametric) surfaces, again with O(N ) time complexity irrespective of the surface. The third direction is to investigate parallelization opportunities, possibly via domain decomposition. 
