Abstract-"Community" in social networks is a nebulous concept. A community is generally assumed to be formed by people who possess similar attributes or characteristics, also known as "homophily". Although there has been a lot of research on community detection based on network topology, the semantic interpretation of communities is rarely studied. The present work aims to understand the behavioral similarity of users present in their personal neighborhood communities formed by friends, relatives, or colleagues, and addresses two fundamental questions: (i) 
Introduction

S
ocial networks are playing a progressively paramount role in our existence, especially in the spread of convictions and feelings among their users. The availability of huge volumes of social interaction data has opened up several new possibilities to unleash a grand avenue for research in the field of computational social science. The present paper aims to seek answers to the following questions: i) What are the psycho-sociological facets that govern the natural selection of societal relationships, such as friends, relatives, and colleagues? ii) Can we identify different psycho-sociological facets automatically? iii) Can psycho-sociological features be used as user-centric properties to detect community structure and to predict emerging links more accurately?
The Paradox of Homophily
Loosely, homophily (from Ancient Greek nqy o ] u 'together' and k m a {k l 'friendship') refers to the tendency for people of having (non-negative) ties with other people who are similar to themselves in significant ways. However, there is no consensus on the exact meaning of homophily and what the definite facets of such similarities are. Here, we argue that someone's individuality (psychological) and societal upbringings define the facets of their homophily nature; Section 2.1 compares this to the spectrum of ways homophily is addressed in the literature.
In this paper, the theoretical point of departure is in psycholinguistic models. The psycho-sociological backgrounds of individuals play a crucial role in determining which communities they will belong to and which ones they will leave or join in the future. To understand someone's personality we have borrowed from Psychology the well-established Big-5 [1] personality model also known as the Five Factor Model (FFM) or the OCEAN model: Openness, Conscientiousness, Extroversion, Agreeableness, and Neuroticism, as described in Table 1 . Our argument is that the Big-5 Personality model could be further considered as a personal level sentiment model, whereas the normal sentiment analysis on only text considers a ternary class of separation: positive, negative, and neutral. To understand the behavior of someone in accordance to society, Schwartz' value model [2] is used. This model defines ten distinct ethical values that are illustrated in Table 2 .
The classical definition of homophily only considers that similar people can come together and become friends. Indeed, such homogeneity is perceived to a large extent in Table 1 Big-5 personality traits. The personality model aids in understanding characteristics or a blend of characteristics at an individual level.
PerSoNaliTy beHavioral CHaraCTeriSTiCS
Openness Although there has been a plethora of work ( [9] - [13] ) on understanding network topology (edge density, clustering coefficients, etc.) within a community, the semantic interpretation of a community has barely been contemplated.
society, but there are specific nuances in human-human relationships that might get overlooked in the paradox of homophily. For example, extroverts can really handle neurotic friends whereas two highly sentimental (neurotic) people may not ideally complement to each other. To understand such relational nuances, the present research addresses issues such as: i) Do people seek friendship with others with similar personality traits and/or having similar societal values? ii) Are relatives more societal homophile than friends? iii) Where do colleagues fit on the personality/value spectra?
Link Prediction
Understanding the evolutionary dynamics of a social network is complicated, since network structure is not static, but varies over time. Some of the possible changes in the network may include: deletion of links, creation of new links, and addition of new nodes. Although the evolution of a network can be categorized based on various factors, the main aspect considered in this paper is link prediction, i.e., understand in which types of network it is possible to predict with the highest accuracy that a new link between two nodes (persons) will be established in the future.
Communities-Understanding Who's Who
The word "community" is derived from the Latin communis, meaning to have something in common. Communities in social networks are generally assumed to be formed by people possessing similar attributes and characteristics. Although there has been a plethora of work ( [9] - [13] ) on understanding network topology (edge density, clustering coefficients, etc.) within a community, the semantic interpretation of a community has barely been contemplated. Here the questions are whether individuals in a community possess similar personalities, values, and ethical backgrounds, and whether community structure be discovered more accurately if we know psychosociological traits. We are interested to learn how the nature of homophily changes in terms of user-user relationships with friends, relatives, and colleagues. The annotation of such relationships was crowd-sourced, as described in detail in Section 3. Figure 1 depicts an ego-centric network of a particular user and shows their relationships with other users in different communities: friends, relatives, and colleagues.
The remainder of this paper is structured as follows. Section 2 discusses related work. Section 3 presents the data collection process. Section 4 explains the classifiers built to assign personality and values to each user in the network. Section 5 then provides a complete description of the methodology. Section 6 presents three link prediction models and a comparative study to analyze the performance of the model in each categorical network (friends, relatives, and colleagues), while Section 7 shows how communities can be detected without node features and how the addition of appropriate features to nodes can increase community detection accuracy. Finally, Section 8 concludes this paper and discusses future work.
Related Work
As in Section 1, the description of related work will be structured around the paper's three main themes: the psycho-sociological facets underlying the homophily that governs the selection of societal relationships, ways to automatically identify such relationships and links between individuals, and ways to detect overall community structures.
Homophily-the Facets of Commonality
The phenomenon of homophily has been studied for a long time in the fields of social science and social network analysis [14] - [21] . Previous work has focused on understanding the homophily phenomenon mostly using two main approaches: i) investigating real-world socio-demographic information (age, gender, education, occupation, school, workplace, home-town, etc.) or social media demographics (interests, opinions, perspectives, Communities in social networks are generally assumed to be formed by people possessing similar attributes and characteristics. Here the questions are whether individuals in a community possess similar personalities, values, and ethical backgrounds, and whether community structure can be discovered more accurately if we know the individuals' psycho-sociological traits.
etc.), or ii) complex network analysis, where homophily is considered as a similarity metric (assortativity), representing to what extent nodes in a network are associated with each other.
user Demographic and properties
Bisgin et al. [16] hypothesized that new ties are formed between individuals who demonstrate similar characteristics, either in the real world or in social media. However, retrieving demographic information from social media is hard as most of the times it is missing, and even if it is available, it might not be trustworthy. Therefore, problems such as identifying age, gender, income, and religious beliefs [20] , [22] , [23] are all addressed as topical research problems. Furthermore, user personality and their psycho-sociological behavior change with their demographic. An empirical analysis and an interactive map are available from the University of Pennsylvania. 1 Wilson et al. [24] present a cross-cultural analysis of valuebehavior relationships spanning writers from the United States and India, based mainly on language in social media. Still, all such characteristic features are explicit in nature; here we concentrate more on psychological and sociological (personality and values) characteristics, that are innate but often implicit.
For the same reason, Bisgin et al. [16] only analyzed interest-based homophily through i) dyadic relations: identifying the overlap of interest among individuals (those with no common interest and those with one or more common interest), ii) community structure: clustering users into communities based on their interests; using the Fast Modularity [25] and Graculus [26] algorithms for the interest-based community identification, and iii) content: identifying user interests based on the blog posts that they share.
Anagnostopoulos et al. [14] tried to understand the relationship and influence that exist among users in social networks. They explained the importance of achieving social ties through social influence, the ways by which users induce their friends to show similar behavior in tagging (in this case the usage of tags/keywords on Flickr). Kafeza et al. [27] argued that users in social media communities are more probable to make contact if they are not "biased" with respect to user personality.
Several other types of information sources have also been used to extract personalities and relations. So did Gavrilescu and Vizireanu [3] propose a neural network based model that determines the Big Five personality traits of an individual by analyzing offline handwriting. Zhong et al. [4] utilized a personality prediction framework consisting of outlier elimination, training dataset selection and personality prediction. Rammstedt et al. [5] comprehensively investigated the associations between both fluid and crystallised intelligence with Big Five personality domains as well as their facets. Fluid intelligence describes general abilities such as reasoning and problem-solving, whereas crystallized intelligence reflects acquired skills, knowledge and experience. Anglim et al. [6] examined the correlations of Schwartz' basic values with the broad and narrow traits of the HEXACO personality model. Zhang et al. [7] assessed the possible correlations between personality traits and face images. They concluded two important points 1) "Rule-consciousness" and "Tension" can be reliably predicted from face images.
2) It is difficult, if not impossible, to predict intelligence from face images, a finding in accord with previous studies. Xu et al. [8] proposed a multi-view feature extraction model to evaluate the possible correlation between personality traits and facial images.
assortativity
A network is said to be assortative if nodes with higher degrees are connected with other nodes that have similar high degrees. Newman [28] showed that social networks tend to be assortative, while other networks such as technological (internet, world wide web) and biological (protein interactions, food web) are disassortative, i.e., nodes with higher degrees are connected with nodes with lower degrees in the network. Mulders et al. [21] proposed a method to show how assortativity could be used to enhance the demographic predictions of individuals within a social network.
Link Prediction in Online Social Networks
Studying whether a link could be established between a pair of users in a social network is called link prediction. It could be used for friend recommendation, community evolution, and for solving several other real-life problems. Studies on link prediction can be categorized into three broad genres: i) similarity-based approaches, ii) path-based approaches, and iii) learning-based approaches.
Similarity-Based approach
This is a node-centric approach. The similarity between disconnected pairs of nodes in a social network is calculated. Although there are several metrics to measure similarity between nodes, the most commonly used are: Common Neighbours (CN) [29] , Salton Cosine Similarity (SC), Jaccard Coefficient (JC) [30] , and Adamic-Adar (AA) [31] . The similarity measures can be i) content specific [32] , ii) network specific, and iii) activity specific [33] .
path-Based approach
Several researchers approached this problem by exploring whether a direct link can be established between a pair of users. Studying whether a link could be established between a pair of users in a social network is called link prediction. It can be used for friend recommendations, for community evolution, and for solving several other real-life problems.
A variety of methods have been used to compute the possibility of a link between a pair of nodes based on the ensemble of all the indirect paths available between the nodes: Local Path (LP) [34] , Katz' metric [35] , PageRank [30] , SimRank [36] , etc.
learning-Based approach
Link prediction can also be viewed as a binary classification problem, for which several feature-based supervised machine learning classifiers such as Decision Trees and Support Vector Machines (SVM) [37] have been used. Consider a graph ( , ), G V E with vertices V and edges , E where , x y V ! represent the nodes and l , x y represents the label for each pair of nodes ( , ).
x y If a link exists between a pair of nodes, it is labelled as positive, otherwise as negative. Jiang et al. [38] showed that using attributes such as age, interest, characteristic, and common friends for nodes and edges in the network can notably increase the performance of the link prediction system. Li and Chen [39] unveiled the task of link prediction in a bipartite graph, using a graph kernel-based learning method based on features such as user age, level of education, book title, and keywords.
In this paper, link prediction is performed using all the three approaches: i) similarity-based, by calculating the cosine similarity between nodes based on their psychological and sociological attributes, ii) path-based, by using the node2vec model [40] of link prediction on the three categorical networks. iii) learning-based, by creating a node2vec link prediction system which uses the path-based approach incorporating the psychological and sociological attributes of the nodes/users.
Community Detection
Discovering hidden structure within a network, i.e., nodes that are tightly connected within themselves and loosely connected with others, is the main agenda of community detection research. Community detection within a social network has been widely studied during the last two decades. Most community detection algorithms focus only on the network information (see [9] , [41] for detailed reviews). Yang et al. [42] proposed CESNA, a community detect method from edge structure and node attributes, which takes into consideration both the network structure and the features and attributes of the nodes in the network. Leskovec and Mcauley [43] referred to the categorized network as ego-centric, representing how the central user is connected with other members in various networks (high school friends, college friends, and family members). Chakraborty et al. proposed a metric called "permanence" to detect disjoint [44] , overlapping [45] , and dynamic [46] communities. Zheng et al. [47] introduced ComEmbed, the first community embedding method, which jointly optimizes the community embedding and node embedding; M. et al. [48] then proposed another novel community embedding framework. Zuo et al. [49] suggested a temporal network embedding based on Hawkes processes, which is useful for node classification, link prediction, and embedding visualization, while Wang et al. [50] used a modularized nonnegative matrix factorization model to incorporate the community structure into the network embedding. Furthermore, Kafeza et al. [27] , argue that communities in social media, e.g. Twitter, are more probable to contact information easily if they are not "biased" with respect to user personality.
Our work is motivated by Maheshwari et al. [51] , who showed that adding the psycholinguistic behavior of individuals as additional features to community detection helps in accurately detecting structure within a network. Here, we add personality and value features to the nodes and analyze if these node features increase the performance of state-of-the-art community detection algorithms (such as CESNA).
Data: the Relations Between Users
There has been a growing interest in the scientific community in doing automatic personality recognition based on language usage and behavior in social media. A milestone in this area were the 2013 and 2014 workshops and shared tasks on Computational Personality Recognition (WCPR) [52] , [53] . Two corpora were released for the 2013 task: a Facebook corpus consisting of about 10,000 Facebook status updates from 250 users, plus their Facebook network properties, labelled with Personality traits, and a corpus of 2,400 essays written by several participants labelled with Personality traits.
For this research, the micro-blog Twitter was used as the source for the data collection. The dataset is comprised of information about users and their relationships: friends, relatives, and colleagues, with their followers and followings.
A web interface was created to collect the data. In it, the users were first asked to enter their Twitter handles, and were then redirected to pages that respectively displayed their Followers (people who follow them) and Followings (people who they are following). The followers and followings were populated dynamically with the help of the Twitter There has been a growing interest in the scientific community in recognising personality automatically based on language usage and behavior in social media.
API Twitter4j. 2 The users needed to categorise their followers/ followings into four pre-defined categories: friends, relatives, colleagues, and other. The first three categories are direct, but selecting the fourth category opened up an additional option, where the user was asked to explicitly describe the "other" type of relationship, e.g., a relationship between a professor and a student.
The data was collected using the crowdsourcing services Amazon Mechanical Turk (AMT) 3 and Rapid Workers 4 [54] . Nearly 600 users participated in the data collection process, and each of them was asked to select at least 10 followers and 10 followings along with their relationship (friends, relatives, colleagues, other). However, not all the responses were qualitative as some of the users did not complete the survey, and a few of them had their Twitter account as private. Furthermore, users who had posted less than 100 tweets were discarded, since they would be not useful for the personality and values classification. Table 3 gives the details of the remaining data.
In addition, a Twitter corpus with personality gold labels developed by Maheshwari et al. [55] was used. It contains 367 unique users with on average 1,608 tweets per user.
Psycho-Sociological Classifiers
Inspired by the work published at the Workshop and Shared Task on Computational Personality Recognition [52] , [53] , four classifiers were built to classify the users' personality, values, age, and gender. The classifiers were trained using several machine learning algorithms: SVM, Multinomial Naïve Bayes (MNB), Simple Logistic Regression (LR), and Random Forests (RF). A comprehensive set of linguistic and non-linguistic features were used in these models. Those features are described below, before going into details of the classifiers that were built.
Features
Varying lengths of word n-grams (unigrams, bigrams, trigrams) were extracted, since they have proven to be effective for various text classification works [56] . In addition, categorical features such as Part of Speech (POS) were used, together with a few other word-level features like capital letters and repeated words. Apart from these, features extracted from several psycholinguistic and sensorial lexica were utilized, as well as speechact features and non-linguistic features.
linguistic Inquiry and Word Count (lIWC)
LIWC [57] is a well-developed handcrafted lexicon consisting of 6,000 distinct words and 69 broad categories (emotions, psychology, affection, social processes, etc.). In order to select the words of interest from the lexicon, three corpora were collected-from user essays, Facebook, and Twitterand analyzed in terms of Big 5 personality traits and Schwartz' ten value classes. To understand the contribution of each LIWC feature, feature ablation was performed and the Pearson correlation calculated for each feature over all personality and value traits. Table 4 delineates the accuracy for the ten Schwartz value traits when using either all 69 LIWC features or when only using a smaller set of features selected by Pearson correlation (given in the "after ablation" row). The final values classifier was trained only with features that contributed to a particular value trait, giving a performance boost and a significant reduction in time complexity (both training and testing time for the model). Table 4 shows that the Achievement (AC) class has the same accuracy (65.84%) before and after feature ablation, whereas the lowest obtained accuracy for the Security (SE) class (53.06%) is increased to 55.80% when considering only 47 features (after ablation).
psycholinguistic lexica
In addition to the basic LIWC features, information was extracted from two other psycholinguistic lexica: Harvard General Inquirer and the MRC psycholinguistic database.
The Harvard General Inquirer lexicon contains 182 categories including two broad categories, positive and negative. Apart from these, there are also other psycho-linguistic categories such as words that indicate pleasure, pain, virtue, etc., and words that indicate overstatement and understatement. These categories have been used in content analysis research applications in social science to assess particular situations, emotion-laden words, and cognitive orientation.
The MRC lexicon contains 1,508,837 words with up to 26 linguistic and psycholinguistic attributes. Here, 14 features from the MRC lexicon were used to create the model, including the number of phonemes and syllables, KuceraFrancis number of categories and number of samples, KuceraFrancis frequency, Thorndike-Lorge frequency, Brown verbal frequency, ratings of familiarity, concreteness, imageability, and age of acquisition. All MRC psycholinguistic features were obtained using an API. 
Sensicon
Sensicon [58] is a sensorial lexicon, which is comprised of words with sense association scores pertaining to the five basic senses: sight, hearing, smell, touch, and taste. For example, when the human mind comes across the word "apple", it will automatically visualize the appearance of an apple, stimulating the eye-sight, feel the smell of the apple in the nose and the taste on the tongue. Sensicon provides probabilistic mappings indicating the level to which each of the five senses is used to understand a particular concept.
Speech-act Features
Speech-acts define the various ways we make conversation by uttering different sentence semantics such as opinion, question, acknowledgement, etc. For this research, speech-acts were classified into eleven types: statement non-opinion (SNO), whquestion (Wh), yes-no question (YN), statement opinion (SO), action directive (AD), yes-answers (YA), thanking (T), appreciation (AP), response acknowledgement (RA), apology (A), and others (O). A corpus comprised of 7,000 utterances was gathered from Facebook and Quora pages, and annotated manually. A speech-act classifier was built using an SVM trained on the following features: bag-of-words (top 20% bigrams), presence of "wh" words, presence of question marks, occurrence of "thanks/thanking" words, POS tag distributions, and sentiment lexica such as the NRC Sentiment and Emotion lexicon, 6 SentiWordNet [59] , and WordNet Affect [60] . The classifier obtained an F1-score of 0.69 after 10-fold crossvalidation. The corpus distribution and classifier performance are shown in Table 5 .
non-linguistic Features
Apart from the linguistic features, social networks topological features were used to build the classifiers. For the Facebook corpus, network properties such as network size, betweenness centrality, density, and transitivity were used. For the Twitter values corpus, properties such as the total number of tweets/ messages of one user, number of likes, average time difference between two tweets, number of favorites and re-tweets of all the messages by one user, and their in-degree and out-degree centrality scores on the networks of friends and followers were used as features.
The Personality and Values Classifiers
Several psycholinguistic features were tested for categorizing user personality and values. The classifiers as described by Maheshwari et al. [55] were recreated using features including network properties (network size, betweenness centrality, density, transitivity), linguistic features (such as LIWC, MRC, Harvard General Inquirer, and Sensicon), and speech-act classes. Three machine learning algorithms (SVM, LR, and RF) were used to perform the classification. All results obtained are based on 10-fold cross-validation. The SVM-based model outperformed the state-of-the-art system [61] , achieving an average F1-score of 0.80 for personality classification and 0.81 for values classification.
For comparison, a classifier using GloVE word embeddings [62] and a convolutional neural network (CNN) was also created for the personality and values classification. 7 This classifier performed slightly worse than the SVM, producing an F1-score of 0.78 for personality and 0.80 for values classification (see Table 6 for detailed results).
Furthermore, the SVM personality classifier was compared to the deep learner proposed by Majumder et al. [63] . Their model achieved an F1-score of 0.73 on our data, which is 9.4% lower than that of the SVM model. In short, the SVM model beats three compatible systems. Readers are referred to the supplementary material for detailed feature analysis.
The Age Classifier
The dataset released for the PAN 2016 Author Profiling task [64] was used to develop an age/gender classification model. In this classifier, the same set of linguistic features was used as in the personality and values classifier along with some additional features: word n-grams, POS tags, sentiment amplifiers (exclamation marks, quotes, interjections, emoticons, etc.), and The model achieved an F1-score of 0.56, which is very close to the state-of-the-art system by Rangel et al. [64] , which had an F1-score of 0.59.
The Gender Classifier
For the gender classifier, an additional feature based directly on Indian usernames was utilized (checking for possible occurrences of "-abu" and "-um/min", that represent common suffixes for men and women, respectively) along with all the features used for the age classifier: word n-grams, POS tags, sentiment amplifiers, and misspelt words. A Support Vector Machine classifier was trained to predict user's gender based on their tweets. The model obtained an F1-score of 0.76, which is comparative to the highest score achieved by the participants in the author profiling task [64] .
Psycho-Sociological Factors
To understand how psycho-sociological factors impact on the categorized networks, three networks of friends, relatives, and colleagues were created. The networks were created in such a way that source nodes represent the users and target nodes represent their friends, in the friends network, with similar relationships represented in the relatives and colleagues networks. An automatic model (discussed in Section 4) was used to categorise people into corresponding personality and value types by analyzing their language usage in social media and their social network behavior. Each member of the network was assigned personality and values based on the scores obtained for each trait as a result of the classification task, with the personality and values having the highest score being assigned as the most dominant characteristics of the particular user. For each of the three networks, the number of Big-5 personality-personality pairs (Openness-Openness, OpennessConscientiousness, and so on) was calculated, resulting in a 5 × 5 matrix. Then the number of Schwartz value pairs (Achievement-Achievement, Achievement-Benevolence, etc.) that existed in each of the three networks was calculated; resulting in a 10 × 10 matrix.
These results represented a count of the personality/values pairs and differed greatly. Hence the results were scaled using max-min normalization (i.e., ( )/( )) x x x x min m ax min --so that they fall in the [0, 1] range. The scaled personality and values scores for each network were then analyzed.
Friends are Homophilic
The scaled personality scores for the friends network are reported in Table 7 (a). Users with the same personality traits show higher connectivity, i.e., prefer their friends to be of similar personality, thus the network exhibits the homophily phenomenon. Furthermore, people who are agreeable (A) tend to be connected strongly to almost all the other personality traits as they are friendly and amiable by nature. Some other characteristics of these people include geniality, generosity, kindness, and altruism. The extroverts (E), who spirited, talkative, sociable, and energetic, are also highly connected with people People in neither of the networks connect much with those who are power-oriented (PO) because these people try to impose their dominance in relationships.
of other personality traits. The neurotic people (N), who by nature are docile, passive, and unstable in their personalities, are in the friends network strongly connected with conscient (C) users, who are dependable, reliable, and mature. In this network, neurotic people are not complementary to each other, as they are mostly tense, anxious, and moody, which does not fit into the characteristics of friends. The relationships between people of different value traits are tabulated in Table 7 (b). Similar to the personality classification, people of the same value trait are strongly connected among themselves, thus exhibiting the phenomenon of homophily. The security-oriented people (SE) maintain good connectivity with people of most other value traits, which is an astounding inference. These people place more emphasis on safety, harmony, the stability of society, social relationships, and of self. The power-oriented people (PO), on the other hand, are by nature dominant over other people and resources. Hence they are not connected to people of other values (except with SE and TR), substantiating that friends like to have similar intentions and do not want to be dominated by others.
Relatives are Cultural Homophilic
The relationships between users of various personality and values traits in the relatives network are delineated in Tables 8(a) and 8(b) , respectively. Unlike the relationship in the friends network, the homophily phenomenon does not appear in this network, that is, most of the relationships are not oriented towards people of the same personality/value trait. This is since the users may choose friends based on their personality/value traits, but cannot do so in the case of relatives. In this network, surprisingly the extroverts (E) are highly connected with the neurotic (N) people, which is not a common phenomenon in the friends network. This shows that in this network the extroverts can really handle the neurotic people because of the conservative behavior of people in the network. People who are open (O) are connected highly among themselves as these people are intellectual, thoughtful, simple, and lovers of art (poetry, literature, music, etc.) and hence end up exchanging creative ideas. On the other hand, similar to the friends network, there is a strong connectivity between people who are neurotic (N) and conscient (C). People who are conscient are dependable as they are reliable, mature, and discreet; thus the neurotic people, who tend to be unstable and dependent, have strong connections to them. Table 8 (b) summarizes the relationship between people of various Schwartz type values in the relatives network. There is a strong relationship between people who are traditional (TR) and other values traits, as these people respect and accept the customs and ideas that the culture and religion of another person provide, thus maintaining mature relationships with others. Confor mity-or iented (CO) persons are well connected with hedonistic and self-directed people (likewise for benevolent persons). These persons are restrained in their actions and less likely to harm others and violate social expectations. From these observations it is clear that people in the relatives network are more conservative, i.e., they are more conventional and orthodox.
Colleagues are Not Necessarily Homophilic
Empirical results also provide interesting observations in the colleagues network represented in Table 9 (a) for personality and Table 9 (b) for values. The relationships in the colleagues network are not necessarily considered to A comparative link prediction study was carried out on the three networks (friends, relatives, and colleagues).
be homophilic in nature. It is inferred that there is a strong relationship between users of various personality traits and those who are open (O) (known for their wisdom, intellectuality, innovativeness, and clever thinking).
The users who are agreeable (A) tend to be cooperative, agreeable, and altruistic. The relationship between the openness (O) and agreeableness (A) characteristics shows the need for growth/enhancement of skills among the users in the network. This relationship can be justified by the fact that when some new initiative or idea is posted by a person who is open, the agreeable users tend to be more supportive than controverting. On the other hand, people who are neurotic show heterogeneity in their relationships as they are mostly tense, anxious, and moody, which can be interpreted as instability in their characteristics. Table 9 (b) represents the relationships between people of various values in the colleagues network. The achievement-oriented people, who are goal-focused, are highly connected people of power, self-enhancement, and universality, and with other achievement oriented people in their neighborhood (likewise for CO people), as their primary objective is to achieve their targets. In this network, the self-directed people (SD) are highly connected to the stimulant (ST) people, showing their intrinsic interest in novelty and mastery, similar to the behavior of people who are open. There is a strong relationship between people who are benevolent (BE) and conformity-oriented (CO) people.
Take-Away Points
The overall observation from this analysis on personality and values in three networks can be summarized as follows: ❏ People who are agreeable (A) are connected strongly with users of other personality traits in all three networks. ❏ People who are neurotic (N) show inconsistent behavior in all the networks because of the unstable character pertaining to their personality. For friendship and in professional settings they rely mostly on conscient people, whereas among relatives they prefer to mingle with extroverts. ❏ In none of the networks do people connect much with those who are power-oriented (PO), because these people try to impose their dominance in relationships. ❏ The friends network exhibits the homophily phenomenon, where the relationships among people of the same personality traits are strong, whereas the other networks do not produce significant results in terms of homophily.
❏ The relatives network is conservative, i.e., traditional, orthodox, and conventional. Traditional people show a strong connection with others in the network, thus making this network culturally homophilic in nature. ❏ The colleagues network showed diversity in the relationships between personalities and values, but a significant observation is that people in this network are focused on achieving goals and emphasise growth/enhancement.
Link Prediction
An abstract definition of link prediction is: given a snapshot of a network, is it possible to predict the links that are likely to be formed in the network? This section first defines the link prediction problem, then describes the experimental setup and the methodology used to develop a link prediction system.
Definition 1 (The Link Prediction Problem).
Given a network ( , )
G V E where E represents the edge set and V the vertex set in G at time , t is it possible to predict the links that could be established in G at a future time tl?
Experimental Setup
A comparative study on the link prediction system was done on the three networks (friends, relatives, and colleagues). Each network varies diversely with the number of nodes present, with the friends network being comprised of approximately 1,200 nodes, 
The Link Prediction Systems
Three models were used to perform link prediction. The three models follow node2vec (model 1), cosine similarity between the node attributes (model 2), and node2vec with additional node attributes (model 3).
model 1
The first model draws inspiration from the work by Grover and Leskovec [40] on node2vec. The model utilizes random walks with SkipGrams and can be viewed as a speculation of DeepWalk [65] . The contrast between the two techniques is that node2vec's walks are arbitrary, however, one-sided by two prerelegated parameters p and q (considered to be the hyper-parameters). When , p q 1 = = this is equivalent to DeepWalk. In the production of the walks, the parameters are utilized to elevate the chances of the walk coming back to the parent node or going further. The technique makes use of a semi-directed approach, requiring a few models to be created and some nodes labelled, so that the best values for the parameters p and q can be chosen. (Note that this is the state-of-the-art model, so can be considered as a baseline.)
model 2
The second model calculates the similarity between features (including the personality and values) of each user. Consider that there are m attributes for n nodes in a network. A vector Fi can be created for each node , vi such that
represents the features of the node (user), with i ranging from 1 to .
n The similarity between the attributes of each node pair vi and v j is obtained by calculating the cosine similarity between the vectors Fi and .
Fj Links are predicted if the similarity score is greater than a threshold.
model 3
Utilizing a combination of the former two models, i.e., using the node2vec model (Model 1) and incorporating the personality and values features (Model 2). In this system, additional node attributes (age, gender) are also used. Table 10 reports the performance of link prediction based on Area Under Curve (AUC), precision, recall, and F1 -score, respectively, for the three categorical networks. Empirical results suggest that all the link predictors perform better on the friends network than the other two networks, justifying the phenomenon of homophily in the friends network.
Evaluation of the Link Prediction Models
Psycho-Sociological Community Detection
It could also be inferred that adding node attributes increases the performance of node2vec to a significant extent, corroborating the results by Jiang et al. [38] . Specifically, experiments were carried out to investigate whether community detection accuracy improves if appropriate features are added to the nodes [66] . The state-of-the-art algorithm CESNA [42] was used for community detection, as it considers both the network structure and the node features (personality and values).
The community detection algorithm was evaluated with various performance measures: Normalised Mutual Information We believe that these kinds of models can become extremely useful in the future for various purposes such as social media advertising, recommendation systems, computational psychology, and psychosociological analysis of users in social media.
(NMI), 8 Adjusted Random Index (ARI), 9 and Community F-score (C ) F [41] = e e / / (1) NMI is the normalization of mutual information. The results are scaled (given in Equation 2) such that they lie between 0 (no mutual information) and 1 (perfect mutual information) [67] , [68] .
( ; ) ( ) ( ) ( ; ) .
X Y H X H Y I X Y
The ARI compares two partitions (a scalar). In the case of random partition this index has a 0 expected value, and in the case of a perfect agreement between the partitions this index has the value of 1 [69] .
As suggested by Chakraborty et al. [41] , CF is computed as follows: Given the ground-truth community structure C r and a detected community structure , C decide which c C i ! corresponds to . c C j ! r r Then CF is defined to be the average of the F1-scores of the best matching ci to c j r and vice-versa (since the relationship is asymmetric): Table 11 represents the NMI, ARI and CF scores for CESNA over different feature sets. The comparison is made based on community detection using CESNA in four stages where initially community detection is performed only with network information. Second, community detection is performed with network information and values features added to the node attributes. Third, community detection is performed with network information and personality features added to the node attributes. Finally, community detection is performed with network information and both personality and values features added to the node attributes.
CESNA performs better when personality and values features are incorporated as node attributes. This result signifies that the appropriate additional information related to the nodes notably improves the performance of the community detection algorithm [42] . To show that the accuracy improvement with personality and values taken together with the network features is statistically significant with respect to only considering the network features, the p-value for community detection was measured on the categorical networks (last row of Table 11 ). The p-value is lower than 0.05, signifying strong evidence against the null hypothesis.
Conclusion and Future Work
The contributions of this paper are four-fold: First, the relationships present between people of various communities (friends, relatives, and colleagues) were analyzed by considering their psychological (personality) traits. Second, the behavior of people in these communities was further analyzed by considering their sociological (value) traits. Third, it was shown that the detected personality and values of individuals can be used as additional node attributes to detect better community structure. Finally, a link prediction system was developed to show that because the friends network is homophilic in nature, the performance of link prediction is significantly higher when compared to the performance of link prediction for the other two networks.
Future work would aim to look at closeness and reciprocity in categorical networks to obtain some insight on the behavior of users with respect to various personality/values in each of the networks. We believe that these kinds of models may become extremely useful in the future for various purposes such as social media advertising, recommendation systems, computational psychology, and psycho-sociological analysis of users in social media.
The code and the datasets used in this study are publicly available at https://github.com/Hilt-Reseach/CIM. 
