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Abstract
We consider the approximate solution of parametric PDEs using the low-rank Tensor
Train (TT) decomposition. Such parametric PDEs arise for example in uncertainty
quantification problems in engineering applications. We propose an algorithm that is
a hybrid of the alternating least squares and the TT cross methods. It computes a
TT approximation of the whole solution, which is beneficial when multiple quantities
of interest are sought. This might be needed, for example, for the computation of the
probability density function (PDF) via the maximum entropy method [Kavehrad and
Joseph, IEEE Trans. Comm., 1986]. The new algorithm exploits and preserves the
block diagonal structure of the discretized operator in stochastic collocation schemes.
This disentangles computations of the spatial and parametric degrees of freedom in
the TT representation. In particular, it only requires solving independent PDEs at a
few parameter values, thus allowing the use of existing high performance PDE solvers.
In our numerical experiments, we apply the new algorithm to the stochastic diffusion
equation and compare it with preconditioned steepest descent in the TT format, as well
as with (multilevel) quasi-Monte Carlo and dimension-adaptive sparse grids methods.
For sufficiently smooth random fields the new approach is orders of magnitude faster.
Keywords: stochastic PDEs, high-dimensional problems, tensor decompositions, low-
rank decompositions, cross approximation.
1 Introduction
As a model, we consider the parameter-dependent diffusion problem
−∇x ·
(
c(x,y)∇xu(x,y)
)
= f(x,y) with x ∈ Ω ⊂ Rd0 , (1.1)
subject to appropriate boundary conditions, where d0 = 2, 3 is the dimension of the physical
space, and y = (y1, . . . , yd) is a parameter, which can be high- or even infinite-dimensional. A
typical application is the modelling of stochastic subsurface flow, where the parametrization
arises through a Karhunen-Loe`ve expansion of the stochastic coefficient:
c(x,y) = c0(x) +
d∑
k=1
ykψk(x), y
k ∼ U(−
√
3,
√
3). (1.2)
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In practice, of greater interest are the so-called log-normal and log-uniform cases,
c(x,y) = exp
(
d∑
k=1
ykψk(x)
)
, (1.3)
where yk ∼ N (0, 1) or yk ∼ U(−√3,√3) are independent, normally or uniformly distributed
random variables, respectively. Typically, we are interested in evaluating some statistics of
the solution u itself, or of a function of u – a quantity of interest (QoI). To carry out the
quadrature w.r.t. the parameters requires solving problem (1.1) for a sufficiently large number
of parameter values y. The parameter dimension d can range from tens to thousands. Classical
approaches that rely on tensorizing one-dimensional quadrature rules are unthinkable in that
case, since the number of quadrature points would grow exponentially in d.
The most common alternatives are (quasi) Monte Carlo [35, 18] and quadrature methods
based on sparse grid/polynomial approximation [9]. Classical Monte Carlo quadrature in-
troduces randomly distributed points in a d-dimensional space, and converges independently
of d (if the variance of the QoI is bounded independently of d). However, the error decays no
faster than N−1/2 for N points, which can be prohibitively slow. Quasi-Monte Carlo (QMC)
methods introduce a deterministic set of points, and can have higher convergence rates. Stan-
dard QMC rules provide an error close to O(N−1), and this rate can be proved rigorously
with a constant that is again independent of d if the coefficient c(x,y) satisfies certain condi-
tions (both for the coefficients in (1.2) and in (1.3)). There exist higher order QMC rules [12]
which, under even stronger assumptions, can be shown to achieve faster convergence rates
(but so far only for (1.2)). Another approach (with rigorous theory for (1.2) and (1.3)) is the
multilevel QMC method [33, 32], which relies on a hierarchy of spatial discretizations: the
(fast) solution on a coarse spatial mesh is used as a control variate for the solution on a finer
mesh, and hence fewer expensive fine-mesh solves are needed.
Quadrature methods based on sparse polynomial approximations for the solution of stochas-
tic PDEs are usually constructed using stochastic collocation [1, 36] or stochastic Galerkin
[7, 34] techniques. In particular, total-degree approximation builds on tensorized univariate
polynomial interpolation with a maximum polynomial degree of n in each coordinate direc-
tion. In its basic form, it can only be used for moderate-dimensional problems (with d up
to 10), since the total-degree polynomial space has a cardinality of O( (d+n)!
d!n!
), which is still
very large for high d and a typical size of n of about 10. However, in the PDE application
considered here, the different components of y typically have decreasing influence, since ‖ψk‖
typically decreases algebraically or even exponentially with k → ∞. In that case, adaptive
sparse grids can be designed that require significantly smaller numbers of quadrature points
[16, 29], and that can even be shown to converge dimension-independently when c(x,y) is of
the form (1.2) in special cases [11]. No such proofs exist for the coefficients in (1.3).
Tensor product decompositions form another class of adaptive techniques. They trace
back to separation of variables and the Fourier method for solving PDEs. The solution can
be sought in the form of products of univariate factors, e.g. u(x,y) ≈ ∑rα=1 vα(x)wα(y),
where the number of terms r is as small as possible. Similarly, different components of y can
be separated. If r is moderate, it becomes possible to use the tensor product quadrature and
its superior accuracy, since a high-dimensional integral breaks into one-dimensional integrals
over each factor. In practical computations, all functions are discretized and the separation
of variables results in the so-called low-rank tensor formats, generalizations of low-rank ma-
trices. For extensive reviews on the topic see [30, 21, 26]. Tensor product algorithms employ
robust tools of linear algebra, such as the singular value decomposition and pivoted Gaus-
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sian elimination to deliver an optimal low-rank approximation for a given accuracy. Several
approaches to apply them to the stochastic PDE problem exist already [25, 13, 3, 15, 4].
Tensor product methods have the computational complexity O(dnrp), which scales linearly
in the dimension d and in the univariate grid size n, but polynomially in the ranks r that define
the number of elements in tensor representation, and thereby the approximation accuracy.
In turn, the order p and the hidden constant may be significantly different for different
representations and algorithms. In this paper, we use the Tensor Train (TT) decomposition
[38], which is both simple and robust, but generalisations, such as the hierarchical tensor (HT)
format [22, 19], exist and could also be employed. The TT format has a storage complexity
bounded by dnr2, where r is the largest TT rank. However, the algorithmic complexity can
feature p > 2 and/or constants much greater than 1. The overhead may be particularly
high if the algorithm discards some of the underlying structure in the problem. For example,
(1.1) with finite element discretization in x and collocation on a tensor product grid in y
results in a large linear system with a block-diagonal structure (see Section 3.2). Generic
algorithms for the solution of tensorized linear systems destroy this structure in the course of
the computation. In that case, the computational complexity is O(dn3r6) for a direct solver or
O(Nidnr4) for an iterative solver for the reduced linear systems (with hidden constants being
in the order of 1), where Ni is the number of iterations that can be in the order of thousands.
Moreover, if N is the number of spatial degrees of freedom, the computation of the first TT
factor (which carries the x variable) requires the solution of a fairly dense Nr ×Nr system,
which does not lend itself easily to efficient preconditioning techniques.
We propose a new algorithm, where the TT factors corresponding to the y variables can be
computed using a direct solver, but in a number of operations no bigger than O(dnr4), with
the hidden constant being again below 10. The TT factor corresponding to the spatial vari-
able x can be computed using only O(r) independent deterministic PDE solves and O(Nr3)
additional floating point operations. Extensive numerical experiments have shown that the
TT rank r grows only logarithmically with the required accuracy ε (in the approximation of
the QoI) and at most linearly in d. The actual value of r depends on the smoothness of the
input random field c(x,y) – our experiments include fairly rough models, similar to lognormal
fields with Mate´rn covariance with smoothness parameter ν = 1. Even using efficient pre-
conditioning techniques, the O(| log ε|) PDE solves will typically dominate the computational
cost, especially in three spatial dimensions. Thus, the overall cost estimate is much lower
than for QMC methods, which require N = O(ε−1) PDE solves to achieve an accuracy of ε.
Our overall TT scheme is carried out as follows. Firstly, using the TT-Cross algorithm [42],
we approximate the whole coefficient c(x,y) at all grid points in x and y in the TT represen-
tation (see Section 2.2). The TT-Cross algorithm requires to evaluate c(x,y) only at O(dnr2)
grid points in x and y, where r grows at most linearly in d and logarithmically in ε. As
already mentioned, so far there is no rigorous proof for this statement but substantial nu-
merical evidence. Then, using our proposed hybrid method based on the TT-Cross and an
Alternating Least Squares (ALS) linear solver [23], we approximate the whole PDE solution
u(x,y) at all the grid points in the TT representation (see Section 2.3), providing a so-called
surrogate model or response surface. Since a pointwise evaluation of a TT decomposition is
inexpensive, the accuracy of a TT approximation can be certified cheaply using, for example,
a Monte Carlo estimate. We will provide such evidence with our numerical experiments. Fi-
nally, multiple statistics of multiple QoIs can be evaluated at negligible cost by direct tensor
product integration based on the TT approximation of u(x,y).
In [3], the authors use a cross algorithm to directly build a surrogate model in HT format
(in the high-dimensional parameter y) for a functional of the PDE solution (e.g.
∫
Ω
u(x,y)dx),
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avoiding the approximation of the entire solution u at all the spatial grid points. When only
one moment of one QoI is needed this is likely going to lead to a lower rank in the TT
approximation and to a lower computational cost than our proposed TT scheme. However,
often several statistics of several QoIs are required. One such example is the Maximum
Entropy method [8] for approximating the entire probability density function (PDF) of a
QoI Q, which is useful for computing probabilities of events, including rare ones, or quantiles.
The quality of the approximation, especially of the tails of the PDF, depends strongly on the
number of moments. It may thus be necessary to compute many moments, see Section 4.3.
In that case, the TT rank of the simultaneous approximation of all those moments may be of
the same order as (or even higher than) the rank required to approximate the whole solution.
Moreover, once the whole solution is available in a structured representation, further QoIs or
higher moments are available immediately at negligible extra cost.
The paper is organised as follows. Section 2 contains the definition and some basic prop-
erties of TT decomposition, as well as the TT-Cross and the Alternating Least Squares
algorithm for the approximation and for the solution of linear systems in TT format, respec-
tively. In Section 3 we present a combination of the two algorithms and tailor it to provide an
efficient algorithm for discretized parameter-dependent PDEs. Finally, Section 4 is devoted
to numerical experiments, where we compare the newly proposed TT algorithm with single
and multi-level QMC and Sparse Grid techniques. We demonstrate that, for sufficiently fast
decaying ‖ψk‖ in the expansions (1.2) and (1.3), the new algorithm is consistently up to two
orders of magnitude faster.
2 Background on TT algorithms
2.1 Tensor Train decomposition and notation
In this section, we give a very brief introduction to the tensor train methodology in an abstract
notation. To link with the original PDE problem in Section 3, we deviate slightly from the
common notation in tensor literature. We consider a tensor v(j0, . . . , jd), where the total
number of variables (the dimension) is d+1, and each jk for k = 0, . . . , d enumerates degrees
of freedom (DOFs) corresponding to the k-th variable. On the other hand, v must also be
represented as a vector to apply standard linear algebra tools. An equivalence between tensors
and vectors is established via multi-indices.
Definition 2.1. Given indices j0, . . . , jd with ranges n0, . . . , nd, a multi-index is introduced
as their straightforward lexicographic grouping,
j0 . . . jd = (j0 − 1)n1 · · ·nd + · · ·+ (jd−1 − 1)nd + jd.
Now we can represent the same data by either a tensor v(j0, . . . , jd) or a vector v(j0 . . . jd).
Throughout the paper, we use the Tensor Train (TT) decomposition [38] to represent (or
approximate) tensors:
v(j0, . . . , jd) =
r0,...,rd−1∑
α0,...,αd−1=1
v(0)α0 (j0)v
(1)
α0,α1(j1) · · ·v(d)αd−1(jd). (2.1)
Each element of v is represented (or approximated) by a sum of products of elements of smaller
tensors v(k) ∈ Rrk−1×nk×rk , called TT blocks. The auxiliary summation indices α0, . . . , αd−1
are called rank indices, and their ranges r0, . . . , rd−1 are called TT ranks. For simplicity, we
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define r−1 = rd = 1. In the physics literature, the TT decomposition is known as the Matrix
Product States [43] representation, since in (2.1), each element of v is given by a product of
d+1 matrices, with the k-th matrix depending on the “state” of the index jk. The TT ranks
depend on the approximability of the particular tensor and on the required accuracy, if (2.1)
does not hold exactly. Defining upper bounds rk ≤ r, jk ≤ n, k = 0, . . . , d, we can see that
the required storage for the TT blocks is ≤ dnr2 + nr, which can be much less than the full
amount nd+1. We refer to r as the maximal TT rank.
If a tensor is given fully or as another TT representation, a TT approximation with
quasi-optimal TT ranks for a given accuracy threshold ε can be computed via the Singular
Value Decomposition [38]. This is crucial to avoid growth of the TT ranks when performing
algebraic operations, such as additions or multiplications, with TT representations.
A matrix A ∈ Rnd+1×nd+1 can be seen as a (2d+ 2)-dimensional tensor and represented in
a slightly different TT format,
A(j0 . . . jd, j′0 . . . j
′
d) =
R0,...,Rd−1∑
γ0,...,γd−1=1
A(0)γ0 (j0, j
′
0)A
(1)
γ0,γ1
(j1, j
′
1) · · ·A(d)γd−1(jd, j′d), (2.2)
whereA(k) ∈ RRk−1×nk×nk×Rk are the matrix TT blocks. This is consistent with the Kronecker
product (⊗) in two dimensions. The matrix-vector product Av can then be implemented in
the TT format block by block [38].
In what follows, to shorten calculations it will be convenient to consider a TT block v(k)
(a 3-dimensional tensor) as a matrix or a vector.
Definition 2.2. Given a 3-dimensional tensor (TT block) v(k) ∈ Rrk−1×nk×rk , we define the
following repartitions of its elements:
(a) Vector folding: v(k)(αk−1jkαk) = v
(k)
αk−1,αk(jk), v
(k) ∈ Rrk−1nkrk×1.
(b) Left matrix folding: V |k〉(αk−1jk, αk) = v
(k)
αk−1,αk(jk), V
|k〉 ∈ Rrk−1nk×rk .
(c) Right matrix folding: V 〈k|(αk−1, jkαk) = v
(k)
αk−1,αk(jk), V
〈k| ∈ Rrk−1×nkrk .
Equivalently, once any of the foldings is defined, we assume that the original tensor, as well
as all others foldings are also defined and carry the same elements.
The full range (a vector of all values) of an index i is denoted by {i} or “:”, for example,
A(:, j) = A({i}, j) is the j-th column of a matrix A with elements A(i, j).
2.2 TT-Cross approximation
Even if a low-rank TT approximation exists, it is not always obvious how to obtain it effi-
ciently. In this section, we recall a general approach for building TT approximations that
requires only a small number of evaluations of tensor elements. We assume that we do not
have access to the whole tensor, but only a procedure that can return elements of the tensor
at any arbitrary index.
The TT-Cross algorithm [42] is an extension of Gaussian elimination to TT tensors. An
n×m matrix V of rank r can be recovered by computing a so-called cross
V = V (:,J )V (I,J )−1V (I, :) (2.3)
5
of r columns and rows, where I ⊂ {1, . . . , n} and J ⊂ {1, . . . , m} are two index sets of
cardinality r such that V (I,J ) (the intersection matrix) is nonsingular. If r ≪ n and m, this
decomposition requires computing only (n+m− r)r ≪ nm elements of the original matrix.
If the matrix is not exactly of low rank, we can still try to approximate it with the right hand
side of (2.3). However, we need a stable algorithm for computing such I and J that not only
provide a nonsingular intersection matrix, but minimize also the approximation error.
A theoretically optimal, but NP-hard choice of I and J is such that V (I,J ) has the
maximum volume (= modulus of the determinant) among all r × r submatrices. Different
sub-optimal strategies have been suggested in practice, such as ACA [6], a search restricted
to a random submatrix [3] and alternating maximum volume iteration [17]. In this paper we
employ the latter approach, which is particularly convenient for combining with other tensor
product methods (see the next section).
The idea is to replace the (hard) problem of finding a r× r optimal submatrix in a n×m
matrix by a feasible problem of finding a r× r submatrix in a n× r matrix, when r ≪ m. Let
one index set be given; without loss of generality, let it be J . Then it is feasible to compute
the nr elements of the corresponding r columns V (:,J ). Now a r×r submatrix that has close
to maximum volume can be found in V (:,J ) instead of in the full matrix V by the so-called
maxvol algorithm [17] in O(nr2) operations. We collect the corresponding row positions of
this submatrix into an index set
I = maxvol(V (:,J )) = {iα}rα=1 , s.t. | detV (I,J )| ≥ c max
Iˆ⊂{i},#Iˆ=r
| detV (Iˆ,J )|, c > 0.
The index set I can in turn be used to compute r rows V (I, :). The maxvol algorithm,
applied to V (I, :)⊤, gives a new index set J , and the process repeats. Since the volume of
V (I,J ) is non-decreasing and bounded from above, it converges. A few of such alternating
iterations are usually sufficient to obtain index sets that deliver good approximations.
However, especially in the first iterations, the factor V (:,J ) can be ill-conditioned or
even rank-deficient. This makes it difficult to determine the maximum volume index set,
not to mention that the inversion in (2.3) becomes impossible. Fortunately, it is sufficient to
orthogonalize V (:,J ) to stabilize the calculations. Indeed, in exact arithmetic,
V (:,J )V (I,J )−1 = QR(Q(I, :)R)−1 = QRR−1Q(I, :)−1 = QQ(I, :)−1,
where QR = V (:,J ) is the QR decomposition, and hence maxvol(Q) and maxvol(V (:,J ))
produce exactly the same I. But in the presence of round-off errors, using the Q-factor gives
a much more robust algorithm in comparison to (2.3).
A full TT decomposition can now be computed by applying this alternating maxvol al-
gorithm recurrently. To start the procedure, suppose we are given an initial right index set
J>0 ∈ Nr0×d, containing rows of indices (j1, . . . , jd)α0 , for α0 = 1, . . . , r0. Then it is feasible to
compute n0r0 elements v(j0, (j1)α0 , . . . , (jd)α0), to collect them into a matrix V
|0〉, to orthog-
onalize it and to apply the maxvol procedure to deduce the left index set I<1. Now, suppose
in the k-th step we are given index sets I<k ∈ Nrk−1×k and J>k ∈ Nrk×d−k, containing some
instances of (j0, . . . , jk−1)αk−1 and (jk+1, . . . , jd)αk , respectively. We can evaluate rk−1nkrk
elements
V |k〉(αk−1jk, αk) = v((j0)αk−1 , . . . , (jk−1)αk−1 , jk, (jk+1)αk . . . , (jd)αk), (2.4)
orthogonalize this matrix and compute the set of local maxvol indices
Lk = maxvol(V |k〉) =
{
(αk−1jk)αk
}rk
αk=1
.
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Algorithm 2.1 TT-Cross algorithm [42]
Input: Initial TT blocks v(k), k = 0, . . . , d; function to evaluate v(j0, . . . , jd); tolerance ε.
Output: Updated TT approximation blocks v(k).
1: Initialize I<0 = J>d = ∅ (see also Remark 2.3) and iter = 0.
2: while iter < Imax or ‖v − vprev‖ > ε‖v‖ do
3: Set iter← iter + 1 and vprev ← v
4: for k = 0, 1, . . . , d do
5: if J>k exist, e.g. iter > 1 then
6: Evaluate v(k) = v (I<k ∪ {jk} ∪ J>k) ∈ Rrk−1×nk×rk , as given in (2.4).
7: end if
8: if k < d then
9: Compute QR decomposition V |k〉 = QR, Q ∈ Rrk−1nk×rk .
10: Determine a new vector of local pivots Lk = maxvol(Q).
11: Update TT blocks: V |k〉 ← QQ(Lk, :)−1 and V 〈k+1| ← Q(Lk, :)RV 〈k+1|
12: Map Lk to global index set I<k+1 = [I<k ∪ {jk}]Lk , as given in (2.5).
13: end if
14: end for
15: for k = d, d− 1, . . . , 0 do
16: Evaluate v(k) = v (I<k ∪ {jk} ∪ J>k) ∈ Rrk−1×nk×rk , as given in (2.4).
17: if k > 0 then
18: Compute QR decomposition (V 〈k|)⊤ = QR, Q ∈ Rnkrk×rk−1.
19: Determine a new vector of local pivots Lk = maxvol(Q)
20: Update TT blocks: V 〈k| ← Q(Lk, :)−⊤Q⊤ and V |k−1〉 ← V |k−1〉R⊤Q(Lk, :)⊤.
21: Map Lk to the global index set J>k−1 = [{jk} ∪ J>k]Lk , as given in (2.6).
22: end if
23: end for
24: end while
Since V |k〉 consists of the elements of v, αk−1 is associated with the tuples (j0, . . . , jk−1)αk−1 ,
and we can map (αk−1)αk from Lk to the set of global indices
I<k+1 =
{
(j0)(αk−1)αk , . . . , (jk−1)(αk−1)αk , (jk)αk
}rk
αk=1
, (j0, . . . , jk−1)αk−1 ∈ I<k. (2.5)
This procedure continues until k = d, and then recurs in a similar fashion backward from
k = d to k = 0, updating the right indices in the process:
J>k−1 =
{
(jk)αk−1 , (jk+1)(αk)αk−1 . . . , (jd)(αk)αk−1
}rk−1
αk−1=1
, (jk+1, . . . , jd)αk ∈ J>k, (2.6)
where (jk)αk−1 and (αk)αk−1 belong to a similar set of local maxvol indices
maxvol((V 〈k|)⊤) =
{
(jkαk)αk−1
}rk−1
αk−1=1
.
Instead of specifying initial indices J>k, we can start with any TT decomposition as an
initial guess. In this case, we compute J>k from the maxvol procedure applied to the initial
TT blocks in the first iteration. The whole procedure is outlined in Algorithm 2.1.
Remark 2.3. In general, the selection of the initial guess, or, equivalently, of the initial
indices, might be a crucial, but difficult task. For example, consider a tensor of all zeros
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except for one single nonzero entry. The probability of finding its location (an initial index)
at random is 1/nd, i.e. extremely small. However, this is to some extent an academic example.
The tensors in our application are smooth. In this case, if no specific initial guess is available,
a reasonable choice is to initialize J>k with N random indices, where N is slightly larger
than the expected ranks. We can therefore evaluate Line 6 already in the first iteration.
To compress the solution to optimal ranks, we replace the (exact) QR decomposition in
Line 9 by an approximate truncated singular value or cross decomposition. The random
index initialization was also employed in the cross approximation in the HT format [3, 4].
However, the HT cross is implemented differently: both I<k and J>k are sought among a
priori chosen random subsets of the corresponding spaces. In Alg. 2.1, one of the sets (I<k) is
optimized by the maxvol algorithm (in particular, I<1 is chosen from the entire range {i0}).
Moreover, if the initial representation is insufficient, better index sets are found by conducting
several alternating iterations.
2.3 Alternating Least Squares linear solver
Cross algorithms are suitable when an explicit function for evaluating an arbitrary element
of a tensor is available. However, this is not the case if the tensor is given as the unknown
solution of a linear system, such as Au = f, where u is a nd+1 × 1 vectorization of the sought
tensor u(j0, . . . , jd). A central element of the TT-Cross algorithm is the alternating iteration
over the TT blocks. A similar idea applies also to linear systems, leading to the so-called
Alternating Least Squares (ALS) algorithm [23].
We assume that A is symmetric positive definite and that it can be represented in TT
format as in (2.2). Let f also be represented in TT-format with ranks ρ0, . . . , ρd, i.e.,
f(j0 . . . jd) =
ρ0,...,ρd−1∑
δ0,...,δd−1=1
f
(0)
δ0
(j0)f
(1)
δ0,δ1
(j1) · · · f (d)δd−1(jd).
We reformulate the solution of the linear system Au = f as a minimization problem for the
functional J(u) = u⊤Au−2u⊤f and plug the TT decomposition of u into the functional J . We
solve this minimisation problem by iterating over k = 0, . . . , d and restricting the optimization
in each step to a single TT block:
u(k) = arg min
v(k)∈Rrk−1×nk×rk
J(u), where (2.7)
u(j0 . . . jd) = u
(0)(j0) · · ·u(k−1)(jk−1)v(k)(jk)u(k+1)(jk+1) · · ·u(d)(jd). (2.8)
In order to solve the univariate minimisation problem (2.7) for each k, we rewrite (2.8) as a
single matrix product.
Definition 2.4. By interface matrices, or simply interfaces, we denote partial TT decompo-
sitions, with elements
U (<k)αk−1(j0 . . . jk−1) =
r0,...,rk−2∑
α0,...,αk−2=1
u(0)α0 (j0) · · ·u(k−1)αk−2,αk−1(jk−1), U (<k) ∈ Rn0···nk−1×rk−1,
U (>k)αk (jk+1 . . . jd) =
rk+1,...,rd−1∑
αk+1,...,αd−1=1
u(k+1)αk ,αk+1(jk+1) · · ·u(d)αd−1(jd), U (>k) ∈ Rrk×nk+1···nd.
(2.9)
To simplify the presentation, we also define U (<0) = 1 and U (>d) = 1.
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Using these interfaces, (2.8) can be represented as
u = U6=kv
(k), where U6=k = U
(<k) ⊗ Ink ⊗ (U (>k))⊤,
Ink is the identity matrix of size nk, and v
(k) is a rk−1nkrk × 1 vectorization of the TT block
v(k) (see Def. 2.2). The so-called frame matrix U6=k ∈ Rnd+1×rk−1nkrk defines thus a linear
map from the kth TT block to the whole tensor. Finally, we can rewrite (2.7) as a reduced
symmetric positive definite rk−1nkrk × rk−1nkrk linear system, i.e.,
u(k) = arg min
v(k)∈Rrk−1nkrk
(U6=kv
(k))⊤AU6=kv
(k) − 2(U6=kv(k))⊤f ⇔
(
U⊤6=kAU6=k
)
u(k) = U⊤6=kf.
(2.10)
The representations of A, f and U6=k in TT format can be exploited for an efficient assembly
of the reduced system (2.10). In particular, fk = U
⊤
6=kf reduces to
fk =
ρk−1,ρk∑
δk−1,δk=1
Fˆ<k(:, δk−1)⊗ f (k)δk−1,δk(:)⊗ Fˆ>k(δk, :) ∈ Rrk−1nkrk , where Fˆ<k = (U (<k))⊤F (<k)
(2.11)
and Fˆ>k = F
(>k)(U (>k))⊤ can be computed by exploiting the TT formats of u and f again.
These projections are the counterparts of the index sets I<k and J>k in the TT-Cross Algo-
rithm (Alg. 2.1). The reduced matrix can be constructed in a similar way:
Ak = U
⊤
6=kAU6=k =
Rk−1,Rk∑
γk−1,γk=1
Aˆ<k(:, :, γk−1)⊗A(k)γk−1,γk⊗Aˆ>k(γk, :, :) ∈ Rrk−1nkrk×rk−1nkrk , (2.12)
where A
(k)
γk−1,γk = A
(k)
γk−1,γk(:, :) is a matrix slice of the TT block A
(k). To define the projections
Aˆ<k, Aˆ>k in (2.12), we introduce the interfaces of A, which are defined (similarly to those of
vectors in Def. 2.4) as follows:
A(<k)γk−1 =
∑
γ0,...,γk−2
A(0)γ0 ⊗· · ·⊗A(k−1)γk−2,γk−1 and A(>k)γk =
∑
γk+1,...,γd−1
A(k+1)γk,γk+1⊗· · ·⊗A(d)γd−1 . (2.13)
The projections Aˆ<k, Aˆ>k are then simply Galerkin projections of these interfaces onto the
solution interfaces, i.e.,
Aˆ<k(:, :, γk−1) = (U
(<k))⊤A(<k)γk−1U
(<k) and Aˆ>k(γk, :, :) = U
(>k)A(>k)γk (U
(>k))⊤. (2.14)
In the course of the alternating iteration, these projections can be computed recursively, using
only the k-th TT blocks of A, f and u and the projections from the previous step [23].
However, the solution interfaces U (<k), U (>k) are dense. Hence, the projections in (2.14)
and the reduced matrix in (2.12) are also dense, even if the TT blocks A(k) are sparse, e.g.
even if A(k)(jk, j
′
k) = 0 for all jk 6= j′k. The next section is devoted to the main contribution of
this paper, on how to avoid this unnecessary “fill-in” and the associated computational cost.
3 ALS-Cross algorithm for parameter-dependent PDEs
In this section we introduce our new hybrid algorithm, where the iteration for k = 0, 1, . . . , d
is carried out in the ALS fashion, and the backward iteration for k = d, . . . , 0 resembles
the backward iteration of the TT-Cross algorithm. However, first we need to discretize the
parametric PDE (1.1) both in space and in the parameters.
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3.1 Discretization of the elliptic parametric PDE
For the spatial discretization we use continuous piecewise linear (or bilinear) finite ele-
ments. We denote by Th a shape-regular family of simplicial triangulations or rectangular
tessellations of the Lipschitz polygonal/polyhedral domain Ω, parametrized by the mesh
size h = maxτ∈Th diam(τ) > 0. The partitioning Th induces a finite element (FE) space
V¯h = span
{
φs(x) : s = 1, . . . , N¯
}
of continuous functions on Ω that are linear (resp. bilinear)
on each element τ ∈ Th. For every fixed y ∈ Rd, the FE approximation to the solution of
(1.1) is the unique function uh ∈ Vh ⊂ V¯h, satisfying the weak formulation∫
Ω
c(x,y)∇φi(x) · ∇uh(x,y)dx =
∫
Ω
f(x,y)φi(x)dx, ∀i = 1, . . . , N,
where Vh = span {φi(x) : i = 1, . . . , N} is the subspace of V¯h containing only those FE func-
tions that also satisfy the essential boundary conditions on ∂Ω (for details see Sec. 4). Exis-
tence and uniqueness of uh, as well as the bound |uh(·,y)|H1(Ω) ≤ ‖f(·,y)‖H−1(Ω)/minx c(x,y)
follow by the Lax-Milgram Lemma. Standard convergence results are of the form
|u− uh|Hr(Ω) ≤ Chs−r, where r ∈ [0, 1], s ∈ (0, 2] and C > 0
depend on the smoothness of the coefficient, the boundary and the right hand side [20]. For
c ∈ W 1,∞(Ω) and f ∈ L2(Ω) on a convex domain Ω, we have ‖u− uh‖L2(Ω) ≤ Ch2.
Since a closed form of the coefficient c(x,y) is rarely available, we need to discretize it as
well. For simplicity, in this paper, we interpolate c(x,y) in the same FE space V¯h, such that
ch(x,y) =
∑N¯
s=1 c(xs,y)φs(x). Similarly we discretize the right hand side. Now the finite
element solution is defined by A(y)u(y) = f(y), where
Ai,i′(y) =
∫
Ω
N¯∑
s=1
c(xs,y)φs(x)∇φi(x) · ∇φi′(x)dx, fi(y) =
∫
Ω
N¯∑
s=1
f(xs,y)φs(x)φi(x)dx,
(3.1)
for i, i′ = 1, . . . , N , and u is a coefficient vector, representing uh ∈ Vh.
The dependency on the parameters y is discretized via the stochastic collocation scheme
on a tensor product grid. If y is normally (resp. uniformly) distributed, let Yk = {ykjk}nkjk=1 ⊂
(−a, a) denote the roots of the Hermite (resp. Legendre) polynomials for each of the compo-
nents yk of y, where a =∞ (resp. a = √3). Using the sets Yk, we construct the following set
of d-dimensional grid points,
Yn =
{
yj = (y
1
j1, . . . , y
d
jd
) : ykjk ∈ Yk ∀jk = 1, . . . , nk, 1 ≤ nk ≤ n, k = 1, . . . , d
}
,
which can be used to define the space
Vn =
{
Lj(y) =
d∏
k=1
Ljk(y
k) : Ljk(y
k) is a Lagrange polynomial centered at ykjk ∈ Yk
}
(3.2)
of globally continuous Lagrange interpolation polynomials on (−a, a)d. The approximate
solution is then sought in the form uh,n(x,y) =
∑
yj∈Yn
uj(x)Lj(y) with (uj)yj∈Yn ⊂ Vh.
Having discretized both in space and in the parameters, the discrete approximations of the
coefficient, the right-hand side and the solution can be represented as the following tensors :
c(s, j1, . . . , jd) = c(xs,yj), f(i, j1, . . . , jd) = fi(yj) and u(i, j1, . . . , jd) = uj(xi) = ui(yj),
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for i = 1, . . . , N, s = 1, . . . , N¯ , jk = 1, . . . , nk, k = 1, . . . , d.
The n1n2 . . . nd unknown FE functions (uj)yj∈Yn ⊂ Vh are then uniquely defined by as-
suming that the semidiscrete FE system A(y)u(y) = f(y) is satisfied at all the grid points
yj ∈ Yn (collocation). This finally reduces the continuous problem (1.1) to a linear system
with a block-diagonal matrix,A(y1,...,1) . . .
A(yn1,...,nd)

︸ ︷︷ ︸
A
 u(:, 1, . . . , 1)...
u(:, n1, . . . , nd)
 =
 f(:, 1, . . . , 1)...
f(:, n1, . . . , nd)
 , (3.3)
where yj1,...,jd ∈ Yn, “:” denotes the full range of i from 1 to N , and A and f are assem-
bled according to (3.1). The block-diagonal form arises from the property of the Lagrange
polynomials that Lj(yk) = 0, for all j 6= k.
However, even to store the tensors c,u or f directly would be prohibitive, since the amount
of values N
∏
k nk ≤ Nnd exceeds the memory capacity already for moderate N, n and d.
Instead, we approximate c,u and f using TT decompositions.
3.2 Construction of the block-diagonal system in TT format
First, the discrete coefficient c needs to be provided in TT format
c(s, j) =
R0,...,Rd−1∑
γ0,...,γd−1=1
c(0)γ0 (s)c
(1)
γ0,γ1
(j1) · · ·c(d)γd−1(jd), s = 1, . . . , N¯ , jk = 1, . . . , nk, k = 1, . . . , d.
(3.4)
For the affine form (1.2), the following natural rank-d TT decomposition can be used:
c(s, j) =
d∑
k=1
ψk(xs) · ej1 · · · ejk−1 · ykjk · ejk+1 · · · ejd, (3.5)
where e is a vector of all ones. We construct this decomposition directly.
For the non-affine coefficient (1.3) no such explicit analytical TT decomposition exists.
Instead, we use the TT-Cross algorithm (Alg. 2.1) to compute an approximate TT decomposi-
tion, passing the function v(s, j1, . . . , jd) = c(s, j) = exp
(∑d
k=1 ψk(xs)y
k
jk
)
for the evaluation
of the elements of the discrete tensor c to the TT-Cross algorithm. The initial indices for
TT-Cross can be chosen randomly, see Remark 2.3.
Having decomposed the coefficient, we still need to decompose the matrix and the right-
hand side to solve the system (3.3). A crucial ingredient is the fact that the bilinear form in
(3.1) depends linearly on the coefficient. Plugging the TT format of the coefficient (3.4) into
the bilinear form (3.1), we obtain
Ai,i′(j) =
[∫
Ω
N¯∑
s=1
c(0)(s)φs(x)∇φi(x) · ∇φi′(x)dx
]
· c(1)(j1) · · · c(d)(jd). (3.6)
These matrices A(j) are the blocks on the diagonal of (3.3). Now, notice that for any matrix
P and vector q = (q1, . . . , qn) we have
diag(q)⊗ P =
Pq1 . . .
Pqn
 , where diag(q)j,j′ = qjδj,j′, (3.7)
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and δj,j′ is the Kronecker symbol, equal to 1 when j = j
′ and 0 otherwise. Due to distributivity,
(3.7) can be extended to the TT format (3.6). Hence, the whole matrix A in (3.3) admits a
TT decomposition (2.2) with the ranks R0, . . . , Rd−1 as in (3.4) and the following TT blocks:
A(0)γ0 (i, i
′) =
∫
Ω
N¯∑
s=1
c(0)γ0 (s)φs(x)∇φi(x) · ∇φi′(x)dx,
A(k)γk−1,γk(jk, j
′
k) = c
(k)
γk−1,γk
(jk)δjk,j′k , k > 0.
(3.8)
The right-hand side is assembled or approximated in the TT format as well, i.e.
f(i, j) =
ρ0,...,ρd−1∑
δ0,...,δd−1=1
f
(0)
δ0
(i)f
(1)
δ0,δ1
(j1) · · · f (d)δd−1(jd).
The simplest case is a deterministic right-hand side, f = f(x), which yields a rank-1 TT
decomposition
f(i, j) =
[∫
Ω
N¯∑
s=1
f(xs)φs(x)φi(x)dx
]
ej1 · · · ejd.
Another example would be the case of inhomogeneous deterministic Dirichlet boundary con-
ditions. In that case, the right hand side depends linearly on the elements of the matrix A
and thus again linearly on the coefficient c, leading to a rank-(R0, . . . , Rd−1) TT format of f .
Before we proceed to the solution algorithm, it is instructive to see how an interpolation
uh,n ∈ Vh ⊗ Vn can be evaluated efficiently for arbitrary points x ∈ Ω and y ∈ (−a, a)d,
provided a TT decomposition of the tensor u containing the nodal values of uh is available.
Indeed, the indices jk in (3.2) are independent, and the summation over j can be distributed
with the multiplications in the TT format,
uh,n(x,y) =
[
N∑
i=1
u(0)(i)φi(x)
][
n1∑
j1=1
u(1)(j1)Lj1(y
1)
]
· · ·
[
nd∑
jd=1
u(d)(jd)Ljd(y
d)
]
. (3.9)
Since the finite element basis functions φi(x) are local, and Ljk(y
k) are global (univariate)
functions, evaluation of uh,n(x,y) at fixed x,y requires O(r+dnr2) operations. Similarly, the
quadrature weights for integrating the interpolant uh,n over x,y can be obtained by explicit
integration of φi and Ljk , and the overall quadrature complexity is O(Nr + dnr2).
Remark 3.1. The presented approach is not limited to the discrete description. We can
consider continuous variables, such that TT blocks become matrix-valued functions [39], e.g.
c(x,y) = c(0)(x)c(1)(y1) · · ·c(d)(yd),
or tensors with one of the dimensions being infinite, e.g. c
(k)
αk−1,αk(y
k). Matrix multiplications
involving this dimension (e.g. ALS projections (2.14)) should be replaced by integrals. Prod-
ucts over rank indices (in e.g. QR decompositions) imply linear combinations of columns
of the corresponding matrix foldings, which are to be replaced by linear combinations of
functions. Computation of cross indices can be also performed at the continuous level, as
determining one index means finding the maximal value of a function in modulus. This is
done in the Empirical Interpolation method (EIM), for example [5]. From the practical per-
spective, it may pave the way for an adaptive discretization in space and in the parameters,
interleaved with the ALS/cross iterations over the TT structure [2].
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3.3 A hybrid ALS-Cross algorithm for solving the block-diagonal
collocation system
Our goal is to replace the dense, reduced matrix (2.12) in the ALS method by a sparser matrix
which allows an efficient solution. Recall from (3.8) that, for k = 1, . . . , d, the TT factors
A(k)(jk, j
′
k) = 0 whenever jk 6= j′k. This structure is generally destroyed by the projection
onto the dense interface U (>k) of the solution in (2.12).
In order to sparsify the factor Aˆ>k in (2.12) we modify the ALS algorithm in two aspects.
Firstly, instead of using the dense interface U (>k) in the k-th step directly, we use a similar
trick to that used in Alg. 2.1 at Lines 18–21, i.e., we recursively apply the maxvol algorithm to
find an index set J>k and update the k-th TT block. This is equivalent to replacing U (>k) with[
U (>k)(:,J>k)
]−1
U (>k). This transformation ensures that U (>k)(:,J>k) = Irk . Secondly, we
replace the symmetric Galerkin projection U⊤6=kAU6=k in (2.10) by a Petrov-Galerkin projection
W⊤6=kAU6=k with a specially chosen matrix W6=k ∈ RNn1···nd×rk−1nkrk . Since we are interested
in sparsifying the right projection Aˆ>k, we simply set the columns of U
(>k) corresponding to
indices j 6∈ J>k to zero, i.e.
W6=k = U
(<k) ⊗ Ink ⊗
(
E(>k)
)⊤
,
where E(>k) ∈ Rrk×nk+1···nd is a submatrix of identity at the index set J>k, that is
E(>k)(:,J>k) = Irk ,
while all other elements of E(>k) are zero. For the projected matrix we now obtain:
W⊤6=kAU6=k =
Rk−1,Rk∑
γk−1,γk=1
Aˆ<k(:, :, γk−1)⊗A(k)γk−1,γk ⊗
(
E(>k)A(>k)γk (U
(>k))⊤
) ∈ Rrk−1nkrk×rk−1nkrk ,
(3.10)
where A(>k) is as given in (2.13). Finally, we solve the Petrov-Galerkin linear system
(W⊤6=kAU6=k)u
(k) = (W⊤6=kf) (3.11)
to compute the next TT block u(k).
The block-diagonality of the hybrid projection (3.10) can be shown as follows. Without
loss of generality, let us assume that J>k = {1, . . . , rk}, and note that due to (3.8) A(>k)γk is
diagonal. Then, we obtain
E(>k)A(>k)γk (U
(>k))⊤ =
A
(>k)
γk (1, 1) · · · 0 0
...
. . .
... 0
0 · · · A(>k)γk (rk, rk) 0


1 · · · 0
...
. . .
...
0 · · · 1
∗ ∗ ∗

︸ ︷︷ ︸
(U (>k))⊤
= A(>k)γk (J>k,J>k).
Hence, both the middle and the right factor in (3.10), for each γk−1, γk, are diagonal, and so
the matrix W⊤6=kAU6=k is block-diagonal. Let us consider the cases k = 0 and k > 0 separately.
k = 0 : For uniformity of notation, let Aˆ<k = 1. Assume again that J>0 = {1, . . . , r0} and
recall the definition of the zeroth TT block A
(k)
γ0 = A
(0)
γ0 in (3.8). It follows from (3.10),
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since W6=0 = IN ⊗ (E(>0))⊤ =
[
INr0 0
]
, that
W⊤6=kAU6=k =
∑
γ0
A(0)γ0 ⊗ A(>0)γ0 (J>0,J>0) =
A (y1) . . .
A (yr0)
 ,
where A(yj) is the FE stiffness matrix at parameter value yj, for j ∈ J>0, according
to (3.1). Similarly, the right hand side W⊤6=kf is simply the concatenation of the vectors
f(y1), . . . , f(yr0), as defined in (3.1).
Therefore, the step k = 0 is similar to the offline stage in Reduced Basis methods [4]: we
solve independent deterministic PDEs at a finite set of r0 parameter values to produce
the snapshots u(yj), j ∈ J>0, which then form the columns of the TT block u(0). The
difference is that the choice of the parameter values is not random, but optimised by
the maxvol algorithm. As the algorithm converges, the indices in J>0 will converge
to their maximum volume positions. For smooth functions, they should deliver better
approximation than random (Monte Carlo) samples.
In order to proceed to the next step (k = 1), we need to construct the partially reduced
factor Aˆ<1 in (2.14). This involves orthogonalisation of u
(0) and projection of A(0) and
f (0) onto this orthogonal basis, as in Reduced Basis Methods. In this step it is possible
to reduce the rank r0, using truncated singular value decomposition, similarly to Proper
Orthogonal Decomposition. For more details on adapting the ranks see Section 3.4.
k > 0 : Due to the block-diagonal form of the matrix (3.10), for the other TT blocks, cor-
responding to the discretization in y, the solution of (3.11) decouples into nkrk inde-
pendent dense systems of size rk−1 × rk−1. These blocks are orthogonal projections of
the FE stiffness matrices at some y points, and hence are symmetric positive definite.
This is similar to the online stage of Reduced Basis Methods. The difference is that
this online computation is split into d steps over individual TT blocks.
The pseudocode of the ALS-Cross method is shown in Alg. 3.1. Similarly to the TT-
Cross and ALS methods, this algorithm is iterated forward, from k = 0 to k = d, and back,
from k = d to k = 0. In the forward iteration where k increases, we compute the orthogonal
projection Aˆ<k as in (2.14) for the ALS method. In the backward iteration where k decreases,
we use the recursive maxvol algorithm and update the TT blocks as described in this section.
3.4 Adaptation of TT ranks
The algorithms listed so far work with TT approximations of fixed rank. However, the final
ranks of the solution are difficult to guess a priori. A practical algorithm should be able to
decrease or increase the ranks depending on a desired accuracy. To decrease the ranks is easy:
we just need to apply any rank-revealing technique (singular value decomposition or matrix
cross) [23] to an appropriate folding of the TT block, U |k〉 or U 〈k|, after it is computed from
the reduced system (Lines 8 and 15 in Alg. 3.1).
More interesting is the rank-increasing step. There are two main approaches. The Density
Matrix Renormalization Group (DMRG) method suggested in the quantum physics commu-
nity [44] merges two neighbouring TT blocks into one larger block, u(k,k+1), then the corre-
sponding larger system is solved, and the variables are separated back. In the latter step, the
rank rk can be increased up to a threshold. An immediate drawback is the need to solve a
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Algorithm 3.1 ALS-Cross algorithm
Input: TT blocks of the coefficient c(k) and right-hand side f (k); initial index sets J>k,
k = 0, . . . , d; stopping tolerance ε.
Output: TT blocks of the solution u(k).
1: Initialize Aˆ<0 = Fˆ<0 = 1, copy u
(k) ← c(k), k = 0, . . . , d, set iter = 0.
2: while iter < Imax or ‖u− uprev‖ > ε‖u‖ do
3: Set iter← iter + 1 and uprev ← u.
4: For all α0 = 1, . . . , r0, solve A(yα0)u
(0)
α0 = f(yα0), with A(yα0), f(yα0) as given in (3.1).
5: Orthogonalize u(0) = QR and update the TT blocks u(0) ← Q, U 〈1| ← RU 〈1|.
6: Compute projections Aˆ<1 and Fˆ<1 as shown in (2.14) and (2.11).
7: for k = 1, 2, . . . , d do
8: Solve the reduced problem (3.11) with the matrix from (3.10).
9: if k < d then
10: Orthogonalize U |k〉 = QR and update U |k〉 ← Q, U 〈k+1| ← RU 〈k+1|.
11: Compute projections Aˆ<k+1 and Fˆ<k+1 as shown in (2.14) and (2.11).
12: end if
13: end for
14: for k = d, d− 1, . . . , 1 do
15: Solve the reduced problem (W⊤6=kAU6=k)u
(k) = W⊤6=kf, as above.
16: Orthogonalize (U 〈k|)⊤ = QR.
17: Determine a new vector of local pivots Lk = maxvol(Q).
18: Update the TT blocks U 〈k| ← Q(Lk, :)−⊤Q⊤ and U |k−1〉 ← U |k−1〉R⊤Q(Lk, :)⊤
19: Map Lk to the global index set J>k−1 = [{jk} ∪ J>k]Lk , as given in (2.6).
20: end for
21: end while
larger “two-dimensional” system in each step. A less obvious caveat is the possible stagnation
of convergence far from the optimal solution, which can occur especially for high dimensional
problems. A remedy for this problem is to pad the TT blocks of the solution with random
entries [41].
It was observed later that using this expansion the ranks can actually be increased explic-
itly without merging TT blocks. A more reliable and theoretically justified method, where the
TT blocks of the solution are augmented by the TT blocks of the residual, is the Alternating
Minimal Energy (AMEn) method proposed in [14]. It converges faster than DMRG and its
complexity remains of the same order as that of the plain vanilla ALS algorithm.
The AMEn algorithm features a semi-reduced system A≥ku
(≥k) = f≥k with
A≥k(αk−1j≥k, α′k−1j
′
≥k) = Aˆ<k(αk−1, α
′
k−1)A
(k)(jk, j
′
k) · · ·A(d)(jd, j′d),
f≥k(αk−1j≥k) = Fˆ<k(αk−1)f
(k)(jk) · · · f (d)(jd),
where only the coordinates < k are reduced. Then, before Line 10 in Alg. 3.1, the residual of
the semi-reduced system is approximated in TT format with small TT ranks,
z≥k = f≥ k − A≥ku(≥k), z≥k(αk−1j≥k) ≈ Z |k〉(αk−1jk)z(k+1)(jk+1) · · ·z(d)(jd),
before expanding the TT block U |k〉 and orthogonalizing it to obtain
[
U |k〉 Z |k〉
]
= QRexp. To
update the next TT block U 〈k+1| consistently, we remove the last rank(Z |k〉) columns from
Rexp to obtain R and then compute RU
〈k+1|.
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To compute Z |k〉 efficiently, we use the same hybrid ALS-cross procedure, but on different
index sets, tailored to the residual. Applying the recursive maxvol algorithm to the TT blocks
of z(k), we obtain an index set J˜>k, subsample the matrix, right hand side and the solution,
A˜k =
Rk−1,Rk∑
γk−1,γk=1
Aˆ<k(:, :, γk−1)⊗A(k)γk−1,γk ⊗A(>k)γk (J˜>k, J˜>k),
f˜k =
ρk−1,ρk∑
δk−1,δk=1
Fˆ<k(:, δk−1)⊗ f (k)δk−1,δk ⊗ F (>k)γk (J˜>k),
U˜ |k〉 = U |k〉
[
U (>k)(:, J˜>k)
]
, and update the TT block of the residual as z(k) = f˜k − A˜ku˜(k).
Remark 3.2. The number of AMEn iterations to obtain convergence depends on two factors.
Firstly, if the initial TT ranks are underestimated, we need to raise them to achieve the desired
accuracy. The number of iterations in this stage is equal to the difference in the solution
ranks, divided by the rank of Z |k〉. Secondly, once the proper ranks are achieved, a few more
iterations might be necessary for the solution to actually converge. For the parametric PDE
under consideration we have found that a single iteration in this second stage is sufficient.
Since in the log-normal case the ranks of the solution and of the coefficient turn out to be
approximately equal, this makes the treatment of the log-normal case particularly simple.
Using the coefficient as the initial guess, Alg. 3.1 needs only one iteration overall. In the
affine case, the TT ranks of the solution can be several times larger than the ranks of the
coefficient. It is still advantageous though, to start with the coefficient and to conduct several
iterations to increase the ranks.
3.5 Complexity of the algorithm
Let us now consider the cost of each of the steps in Alg. 3.1. For brevity, assume that there
exists an r ∈ N, such that Rk ≤ r and rk ≤ r, for all k = 0, . . . , d. Lines 10 and 16–19 of
Alg. 3.1 (QR, maxvol decompositions and updates of index sets) require O(nr3) operations.
Lines 8 and 15 (updates of TT blocks for k > 0) require the construction and solution of ≤ nr
dense systems of size ≤ r × r at a cost of O(nr4) each. The computation of the projections
in Line 11 has the same complexity. In particular, each of the matrix projections in (2.14)
requires computing three tensor-tensor products. The projection of the right-hand side (2.11)
has a cost of O(nr3) which can be neglected. Therefore, the TT blocks for k = 1, . . . , d can be
computed at the cost not greater than O(dnr4) per iteration with the hidden constant being
of order 1. This includes the products in the construction of (3.10), the direct inversions of
the dense blocks, and the products in the update of (2.14).
We need to multiply a N × r by a r× r matrix to construct the deterministic coefficients
for (3.1), resulting in a cost of order O(Nr2) for the setup of Line 4. The cost of the solution
of the deterministic problems in Line 4 depends on the particular model and solver. For
an optimal solver (e.g. multigrid), this step has O(Nr) complexity, in general it can be
of O(KNλr) with λ > 1 and/or K ≫ 1. The deterministic solutions in Line 5 can be
orthogonalized in O(Nr2) operations, while the deterministic matrices can be projected in
O(Nr3) operations.
The total cost per iteration (with the hidden constants being of order 1) is therefore
O(KNλr +Nr3 + dnr4). (3.12)
16
Typical magnitudes for the parameters in (3.12) are N ∼ 104 − 105 (for a two-dimensional
physical space), d ∼ 20−100, r ∼ 100−500, and n ∼ 5−10 (for a Gaussian grid). For smaller
ranks, the complexity is mainly due to the deterministic part with the cost proportional to N .
However, for larger ranks the r4-term becomes dominant, and the stochastic part can consume
most of the time. We will explore this in detail via some concrete numerical experiments.
4 Numerical examples
We consider the following instance of the PDE problem (1.1): we choose Ω = [0, 1]2, the
right-hand side f = 0, and the boundary conditions
u|x1=0 = 1, u|x1=1 = 0, ∂u
∂n
∣∣∣∣
x2=0
=
∂u
∂n
∣∣∣∣
x2=1
= 0 (4.1)
This allows us to introduce, for any m ∈ N, a uniform rectangular partitioning
Th =
{
[x1i1 , x
1
i1+1]× [x2i2 , x2i2+1] : x1i1 = i1/m and x2i2 = i2/m, i1, i2 = 0, . . . , m− 1
}
,
with mesh width h = 1/m and the corresponding finite element space
Vh = span
{
φi(x) : i = i1i2 = 1, . . . , N
}
, N = (m− 1) (m+ 1) ,
where i1 ∈ {1, . . . , m − 1}, i2 ∈ {0, . . . , m} and φi(x) is a continuous, piecewise bilinear
function on [0, 1]2, which is 1 at (i1h, i2h) and 0 at all other vertices of the uniform grid.
The coefficient is based on the following expansion, proposed in [15],
w(x,y) =
d∑
k=1
ykψk(x), where ψk(x) =
√
ηk cos(2πρ1(k)x
1) cos(2πρ2(k)x
2),
ρ1(k) = k − τ(k)(τ(k) + 1)
2
, ρ2(k) = τ(k)− ρ1(k), τ(k) =
⌊
−1
2
+
√
1
4
+ 2k
⌋
,
ηk = σ
2 Dk∑d
m=1Dm
, and Dk =
{
1, k ≤ k0,
(k − k0)−ν−1, k > k0.
(4.2)
Here, d is chosen such that ‖ψd+1‖∞ is smaller than the required tolerance. This coefficient
mimics the Karhunen-Loe`ve expansion (KLE) induced by the Matern covariance function
with smoothness parameter ν, variance σ2 and correlation length ℓ = 1/k0. Unless otherwise
specified, we use σ2 = ℓ = 1 in the experiments. The coefficient is constructed in either affine
or log-form,
c(x,y) = 10 + w(x,y), or c(x,y) = exp (w(x,y)) ,
respectively. To ensure well-posedness, only uniform y are used in the affine case, while both
uniformly and normally distributed parameters are used in the log-case.
The spatial grid levels vary from 1 to 5, with mesh size halved from level to level, starting
from h = 1/32 at Level 1. The stochastic parameters yk are discretized with n Gauss-Hermite
or Gauss-Legendre points for normal or uniform y, resp. By default, we use n = 7 for the first
dimension, and coarsen this anisotropically in the latter dimensions (see Sec. 4.1 for details).
The (vector-valued) QoI consists of 10 moments of the solution averaged over a subdomain,
Qp = E [Q
p(y)] , p = 1, . . . , 10, Q(y) =
∫
[ 6
8
, 7
8
]×[ 7
8
, 8
8
]
u(x,y)dx− 0.2, (4.3)
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where the offset by 0.2 is added to make the magnitudes of the first two moments comparable.
We show how these moments can be used for estimating the PDF of Q in Section 4.3.
The TT solver is carried out as follows. Since 10 +w(x,y) is affine in y, it is constructed
straightforwardly in the TT format. In the log-case, we approximate the exponential of w at all
spatial and parametric points using the TT-Cross algorithm (Alg. 2.1). After the full solution
is computed via the ALS-Cross algorithm (Alg. 3.1), integration over x in (4.3) involves only
the zeroth (spatial) TT block. The resulting quantity depends only on y, and is raised to the
p-th power via the TT-Cross algorithm. The moments of Q are computed by multiplying the
obtained tensor with the quadrature weights (the latter admit a rank-1 TT decomposition).
To compute the coefficient and the QoI, we initialize Alg. 2.1 with 800 random indices J>k,
for each k = 0, . . . , d−1. This is a reasonable trade-off between overhead and reliability, since
optimal TT ranks range from 50 to 500, depending on the model parameters.
For the ALS-Cross algorithm we have two strategies, depending on the form of the coeffi-
cient, see Rem. 3.2. In the log-normal and log-uniform case, the ranks of the coefficient and
the solution are comparable, and we can use the coefficient as an initial guess. In the affine
case, we can start from the coefficient and increase the ranks in the course of the iteration,
or we can adopt the strategy used for the coefficient, i.e., to start from a high-rank initial
guess and to truncate the ranks to the optimal values. However, the rank of the initial guess
governs the number of deterministic problems we need to solve; if it is too large, the overall
complexity will be too high. We compare these two strategies below.
Let us now briefly describe the methods we benchmark our ALS-Cross algorithm against.
The first attempts of applying tensor techniques to stochastic PDEs used classical Richardson
iteration, preconditioned by the mean-field operator [27, 25]. A slightly improved method is
the preconditioned steepest descent iteration where linear combinations of vectors, scalar
and matrix products are replaced by their TT counterparts, followed by rank truncation.
We will benchmark against this method in the affine case. The mean-field preconditioner is
efficient for small variances of the random field, but in general, excessive TT ranks of the
preconditioned residual introduce a significant overhead. One way to reduce the complexity
of classical iterative methods is to avoid multiplying the TT approximations of A and u and
to compute directly the approximate residual using adaptive truncation both in the TT ranks
and in the parametric resolution [2], but we will not compare against that approach.
Quasi Monte Carlo (QMC) methods are equal-weight quadrature rules where the nodes are
chosen deterministically. Here, we use a randomised deterministic lattice rule, constructed
by minimising the worst-case error component by component [18]. We can also leverage
the hierarchy of spatial discretizations for the PDE problem and design a multilevel QMC
(MLQMC) algorithm [32]. In MLQMC, large numbers of samples are only needed on the
coarsest spatial grid. The solutions on finer grids are then used to correct this coarse-grid
solution. When the difference between the solutions on two consecutive grids is small, only a
few QMC samples of the fine-grid solution are sufficient to deliver the same accuracy as the
single-level approach.
Finally, the Sparse Grid approach [9] is a particular realization of stochastic collocation,
where instead of the full tensor product grid we use a union of grid surpluses with bounded
total polynomial degree. Individual degrees for each variable can be weighted (anisotropically)
to gain additional sparsity. For the stochastic PDE, one can introduce lower degrees in the
latter, less important dimensions and the weights can be determined adaptively [16].
The TT algorithms1 were implemented within the TT-Toolbox [40]. The QMC points
are produced via randomly shifted lattice rules [32], using the generating vector from [31,
1The codes are available from http://people.bath.ac.uk/sd901/als-cross-algorithm.
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lattice-39102-1024-1048576.3600.txt]. Sparse grid experiments are carried out using an
adaptive sparse grid algorithm from the spinterp toolbox [29, 28]. This algorithm is only ap-
plicable for uniform y though, since it employs a Clenshaw-Curtis grid with boundary points,
giving zero or infinite coefficients for normally distributed y. The CPU times, measured in
seconds, are summed over all runs. The numerical results were obtained in Matlab R2015b
on one node of the University of Bath Balena cluster with a 2.6GHz Intel Xeon processor.
4.1 Equilibration of different errors in the approximation
We are going to benchmark the algorithms with respect to the total modelling error. To
optimize the performance and to guarantee a fair comparison, we aim to equilibrate all the
errors introduced at different stages: truncation of the coefficient expansion, discretization
in space and in the parameters, approximation in TT format and quadrature errors in the
QMC method. In this section, we investigate some of these individual errors, study their
dependence on key modelling parameters and describe how we equilibrate them.
We begin with the truncation error. An exact parametrization of a continuous random field
c(x, ω), e.g., a Karhunen-Loe`ve expansion of a Gaussian random field with Mate`rn covariance,
involves an infinite number of parameters, c(x, y1, y2, . . .). For practical purposes, we have to
truncate such an expansion to a finite number of parameters, and thus introduce an error. In
the case of the affine expansion c(x,y) = 10+w(x,y) with w defined in (4.2), the norm of ψk
is bounded by the function Dk, which is asymptotically proportional to k−ν−1. This decaying
sequence can be used for estimating the truncation dimension and the corresponding error. A
similar dependence of the truncation error on the norm of the functions ψk and thus on k
−ν−1
can also be shown in the log-normal case [10]. In both cases, we truncate the sum by ensuring
that the first discarded term has a norm less than a given tolerance δ, i.e. ‖ψd+1‖∞ ≤ δ.
Next, let us study the error due to the stochastic collocation method and its dependence
on the maximal polynomial degree n (and thus the number of collocation points) in any
parameter direction. We consider both a uniform grid, where the same nk = n is used for all
components yk, k = 1, . . . , d, as well as a heuristic anisotropic coarsening strategy, reducing
the polynomial degree as k increases. The decay of Dk and thus of the norm of the kth
term in the expansion of w suggests the use of fewer discretization points for the latter yk,
i.e. an anisotropic grid. In the TT format, it is possible to estimate the quadrature error
in computing the QoI for each individual term and we can bound the total error due to the
choice of polynomial degree in the stochastic collocation approximation by
ε̂SC ≤ C
d∑
k=1
Dkε̂q(nk), (4.4)
where ε̂q(nk) is the quadrature error in the k-th variable. Our anisotropic coarsening strategy
aims to balance the terms in (4.4) such that Dkε̂q(nk) = δ/d, where δ is again the pre-
scribed error tolerance. For analytic functions, Gauss quadrature converges exponentially,
i.e., ε̂q(nk) = exp(−cnk), suggesting the choice nk = 1c (logDk − log(δ/d)). Denoting n1 = n
and setting nd = 1 for the last variable, we obtain
nk =
⌈
n + (1− n) logDk
logDd
⌉
, (4.5)
where n is chosen such that the total quadrature error is less than δ.
In Fig. 4.1, we investigate numerically the quadrature error due to collocation in the
stochastic parameters y. We fix the spatial mesh level at 4 (i.e. h = 1/256), let ν = 3
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Figure 4.1: CPU times (left) and errors (right) for different parameter grid sizes n, with the
same number of points for different dimensions (uniform) and anisotropic coarsening (anisot)
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anisot
10−0.94n−0.45
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and set the TT approximation and KLE truncation thresholds to δ = 10−6, varying the
numbers of grid points n1, . . . , nd in Yn. We consider both the uniform grid with nk = n,
for all k = 1, . . . , d, as well as the anisotropic coarsening strategy in (4.5), discussed above.
The total stochastic collocation error ε̂SC is estimated by considering the relative error in the
Frobenius-norm of the vector of moments (4.3):
ε̂SC = ‖Q−Q⋆‖2/‖Q⋆‖2 (4.6)
where the reference solution Q⋆ is computing using all the same model parameters except for
a uniform collocation grid with n = 11. We see that on average, the errors for the uniform and
for the anisotropic grid are the same, while the CPU time for the uniform grid is significantly
larger, and moreover, grows faster than linearly due to the growth of the TT ranks. In the
anisotropic setup, the growth is perfectly linear in n.
As stated above, for ν ≥ 1, the spatial discretization error has an algebraic decay rate of
O(h2). We estimate the precise dependence numerically for different values of ν by comparing
again the vector of moments with the reference solution as in (4.6), see Fig. 4.2 (left). The
moments are computed using the same N = 220 QMC points for all levels and a tolerance
of δ = 10−5 for the truncation error, with the reference solution Q⋆ computed with a spatial
mesh size of h∗ = 1/1024. In the same way, the QMC quadrature error for different numbers
of samples (with all other parameters fixed) is shown in Fig. 4.2 (right). Here, the spatial
mesh size is fixed to 1/256, and the reference solution is computed with N = 220 QMC points.
We see that the spatial and QMC errors are not sensitive to the choice of ν.
We finish with an analysis of the TT approximation errors. The TT algorithms are
parametrized again by the same stopping tolerance δ; the TT ranks are adapted such that
the relative mean error in the Frobenius vector norm is below that tolerance. In Tab. 4.1, we
vary δ from 10−2 to 10−5 and compute Monte Carlo (MC) estimates of the expected values of
the relative errors in the coefficient c and the solution u of (1.1). In particular, we compute
ε̂TT,c =
1
N
N∑
i=1
‖cTT(:,yi)− c(:,yi)‖∞
‖c(:,yi)‖∞
and ε̂TT,u =
1
N
N∑
i=1
‖uTT(:,yi)− u(:,yi)‖2
‖u(·,yi)‖2
, (4.7)
where cTT and uTT are the TT approximations of the exact coefficient and the solution
for the case of the log-normal coefficient field c(x,yi) = exp(w(x,yi)) with ν = 3, and
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Figure 4.2: Spatial discretization error (left) and QMC error (right) for log-normal field (1.3).
1 2 3 4
10−4
10−3
ℓ ≡ log2(1/h)− 4
FE error ε̂FE similar to (4.6)
ν = 3
ν = 1.5
2−2.034·ℓ−7.613
8 9 10 11 12 13 14
10−3
10−2
ℓ ≡ log2N
QMC error ε̂QMC similar to (4.6)
ν = 3
ν = 1.5
2−0.971·ℓ+2.885
where {yi : i = 1, . . . ,N} is a set of N i.i.d. standard normals. The norm used for ε̂TT,c
approximates the error in the L∞ norm, while the norm used for ε̂TT,u approximates the
error in the L2 norm. The total number of samples N = 104, the spatial mesh size is set to
h = 1/256, n = 7 and the truncation tolerance is 10−5. We see that the actual errors decay
(roughly) linearly with δ, and the L2 norm of the error is within the requested tolerance.
Table 4.1: Relative errors in the L∞-norm of the coefficient and in the L2-norm of the solution
with respect to the TT approximation tolerance (MC estimate with 95% confidence interval).
TT tolerance δ 10−2 10−3 10−4 10−5
ε̂TT,c 1.53e-2± 3.3e-4 2.15e-3± 4.7e-5 2.5e-4± 5.7e-6 2.92e-5± 6.8e-7
ε̂TT,u 4.91e-3± 4.3e-5 6.10e-4± 1.1e-5 8.7e-5± 2.0e-6 1.01e-5± 1.9e-7
4.2 Benchmarking the ALS-Cross algorithm
Let us now come to the main experiments, where we compare the TT scheme and the alter-
native techniques in terms of CPU time and number of deterministic solves versus total error.
We vary the spatial grid level from 1 (h = 1/32) to 5 (h = 1/512). To equilibrate all errors,
we use the estimate of the spatial discretization error in Fig. 4.2 for each grid level as the
tolerance δ for the truncation error, for the stochastic collocation error and for the quadrature
error (either due to QMC or TT approximation). This heuristic should ensure that the total
error is less than 4δ.
Since both the TT and the QMC approaches involve randomness, we conduct 16 runs of
each and compare the results. The total error in the QoI is log-averaged over the runs,
ε̂tot = exp
(
1
16
16∑
ι=1
log ‖Q(ι)−Q⋆‖2 − log ‖Q⋆‖2
)
, (4.8)
where ι enumerates the runs, and Q⋆ is the reference solution computed using MLQMC with
6 levels, hL = 1/1024 and all other errors equilibrated. The 2-norm of the vector of moments
Q is used since it governs the Kullback-Leibler divergence of the estimated PDF (see [8]).
Figure 4.3: CPU time (left) and number of deterministic PDE solves (right) vs. log10 ε̂tot
for the affine-uniform coefficient (1.2) with ν = 3 (# solves in mlqmc computed according to
Rem. 4.1).
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Since all algorithms are built upon state of the art Matlab software and run on the same
computer, the CPU time should give a reliable complexity measure. In addition, we also
compare the methods in terms of number of deterministic PDE solves, since they constitute
most of the cost, especially for complex PDEs. In fact, numerical experiments confirm that
for our model problem, the solution of the O(r) deterministic PDEs (in Line 4 in Alg. 3.1)
dominates when the TT ranks remain relatively small (below r = 100). This corresponds
to the first term in the complexity estimate (3.12). When r is larger, the other steps in
Alg. 3.1 dominate the cost, due to their O(r3) and O(r4) complexity. More specifically, in
our tests with log-normal random fields on spatial grid level 4 (h = 1/256), Line 4 in Alg. 3.1
constitutes 45% of the cost for smoother fields (ν = 3) and about 5% for less smooth fields
(ν = 1.5).
Remark 4.1. For MLQMC, the deterministic solves on different levels have different com-
plexity, but we know (or can estimate) very accurately how this cost scales with grid level
ℓ. Thus, to allow a comparison with the other methods in terms of number of deterministic
PDE solves, we normalize the cost of each PDE solve on coarser levels, so that they represent
the correct fraction of the cost of a PDE solve on the finest grid. The sum of these normalized
costs over all the levels is then an accurate estimate of the equivalent cost in terms of number
of PDE solves on the finest grid when compared to the other (single-level) methods.
4.2.1 Affine coefficients
We start with the affine coefficient and a fairly smooth random field (ν = 3). In Fig. 4.3,
we compare our new ALS-Cross algorithm with a simple preconditioned steepest descent
iteration in the TT format (“psd”), as well as with the QMC methods, in single (“qmc”) and
multilevel (“mlqmc”) form [32]. The ALS-Cross algorithm is invoked in two regimes: either
one iteration, starting from a random initial guess with TT ranks 800 (“tt1”), or K iterations,
starting from the coefficient as the initial guess (“ttK”). In the latter case, the algorithm is
stopped when the relative difference between the solutions at iterations K and K − 1 is less
than the chosen TT tolerance δ. The numbers in the left figure denote slopes of least squares
linear fits (discarding the right-most point(s) where necessary).
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We see that the ALS-Cross schemes are clearly faster and more accurate than the other
techniques. The multilevel QMC method exhibits the same asymptotic slope, but its absolute
run time is two orders of magnitudes larger. Note that the minimal possible slope of cost with
respect to error is 1 for the deterministic problem, since the FE error decays as O(h2), while
the cost grows at least with O(h−2). In the ALS-Cross and in the multilevel QMC methods
this is indeed almost achieved for the overall cost. The single-level QMC exhibits a slope of 2,
as was also observed previously [32]. The simple preconditioned steepest descent method
becomes too slow due to the large TT ranks of the residual at the latter iterations. Its cost
seems to be growing faster than algebraically. For the affine case, the adaptive Richardson
iteration in [2] may allow to overcome this problem, but for larger variances such as those in
Sec. 4.2.2 we still expect the number of iterations to be too high to be really competitive.
Comparing the two versions of the ALS-Cross method (“tt1” and “ttK”), we confirm that
for lower accuracies, it is faster to perform several iterations, and to approach the TT ranks
of the solution from below, as this requires fewer deterministic solves, which dominate the
total cost. However, the method works also very well when choosing a high initial rank and
performing only one iteration of the ALS-Cross algorithm. In our experiments, the complexity
of “tt1” approaches the complexity of “ttK” for higher values of the TT tolerance δ, since in
that case the difference between initial and final TT ranks is smaller.
4.2.2 Log-normal and log-uniform coefficients
In the next experiments (Fig. 4.4–4.5), we focus on the log-uniform and the log-normal coef-
ficients. We carry out systematic comparisons of the (tt1 version of the) ALS-Cross method,
starting with the coefficient as the initial guess (“tt”), with the single and multilevel QMC
methods (“qmc”, “mlqmc”), as well as with the dimension adaptive sparse grid method (“sg”,
for uniform y only). As before, we compare total CPU times (left) and numbers of determin-
istic solves (right), plotted against the estimate of the total error ε̂tot in (4.8).
For the smooth field (ν = 3, Fig. 4.4) the ALS-Cross method is the fastest approach,
due to small TT ranks in both the spatial and stochastic TT blocks. For spatial grid level
5 (h = 1/512) with normally distributed y, for example, it is almost 100 times faster than
the nearest competitor, multilevel QMC. In the log-uniform case, for lower accuracies, the
sparse grid algorithm is the fastest method, since a low polynomial order (and hence a small
number of samples) suffices. However, due to the simultaneous refinement of the spatial and
parametric grids (the latter also grows with the total dimension) the cost grows quite steeply.
This makes the sparse grid approach significantly slower for higher accuracies in this example.
The difference in numbers of solves is more dramatic. The TT-based scheme needs to
solve only r0 deterministic problems, where r0 grows logarithmically with the tolerance δ,
and is almost independent of the spatial grid size. However, since the stationary 2D diffusion
equation on the unit square is relatively easy to solve, this is not directly transferable to the
comparison in terms of cost versus error. The computation of the TT approximation of the
stochastic part contributes significantly to the overall cost. For more difficult PDE models
(e.g. the time-dependent Navier-Stokes equations in three space dimensions) we expect the
deterministic part to become the most time-consuming part.
For a less smooth field (ν = 1.5, Fig. 4.5), the slope for the cost of the ALS-Cross method
increases, in particular becoming larger than the respective slope of multilevel QMC. However,
in absolute terms the ALS-Cross method remains consistently the fastest for the considered
range of tolerances. For an even less smooth field with ν = 1, both the single-level and the
multilevel QMC method become faster than the ALS-Cross method and the rate of ALS-Cross
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Figure 4.4: CPU time (left) and number of deterministic solves (right) vs. log10 ε̂tot for log-
uniform (top) and log-normal (bottom) coefficients with ν = 3 (# solves in mlqmc computed
according to Rem. 4.1).
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is closer to that of single-level QMC (Fig. 4.6, left). This indicates that it might be beneficial
to use the ALS-Cross solver also in a multilevel framework. A further investigation of this
idea goes beyond the scope of this paper. However, in terms of PDE solves (Fig. 4.6, right),
ALS-Cross still hugely outperforms both the QMC approaches, which may indicate potential
even for rough coefficient fields for more complex 3D PDE problems.
Finally, we investigate in Fig. 4.7 the influence of the parameters k0 and σ
2 in our coef-
ficient model (4.2) on the performance. These two parameters correspond to the reciprocal
of the correlation length and to the variance, respectively. We consider only ALS-Cross and
multilevel QMC here. The results confirm what we expected: the TT ranks, and hence the
complexity, are larger for a larger variance and for a smaller correlation length. Consequently,
the TT-based algorithm is more beneficial in the low variance, long correlation length regime.
4.3 Estimation of probability densities
Finally, we compute probability density functions via the maximum entropy method. Let
Q(y) be the QoI in (4.3), which we treat as a random variable. Let us assume that Q has
a probability density function (PDF) P (Q) > 0, normalised such that the zeroth moment∫
R
P (Q)dQ = 1. The p-th moment of Q, for p ≥ 1, is then given by ∫
R
QpP (Q)dQ. On the
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Figure 4.5: CPU time (left) and number of deterministic solves (right) vs. log10 ε̂tot for log-
uniform (top) and log-normal (bottom) coefficients with ν = 1.5 (# solves in mlqmc computed
according to Rem. 4.1).
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other hand, we have just described how to compute approximations Qp for these moments
from the parametric solution (4.3).
To approximate the entire PDF of Q we can use the maximum entropy method described
in [24]. It maximizes the Shannon entropy E(− ln(P (Q))) = − ∫
R
P (Q) lnP (Q)dQ, sub-
ject to matching the first S + 1 moments of Q (including the zeroth moment) to the com-
puted moments. By enforcing these constraints via Lagrange multipliers λ = (λ0, . . . , λS),
the first-order criticality conditions lead to an approximate PDF of the form PS(Q) =
exp
(∑S
p=0Q
pλp
)
where the Lagrange multipliers λ satisfy the (S+1)-dimensional nonlinear
system ∫
R
QpPS(Q)dQ =
{
1, p = 0,
Qp, p = 1, . . . , S,
which can be solved via an efficient Newton algorithm [24]. So the main computational cost
is in computing the moments Qp, as described above.
In Fig. 4.8 we investigate two values of the smoothness parameter ν for the log-normal and
log-uniform cases. The left axes in Fig. 4.8 show the PDFs for different numbers of moments.
The right axes show the relative error in the PDF approximation PS with S moments. As
the exact solution in those error estimates, we use a computation with a larger number of
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Figure 4.6: CPU time (left) and number of deterministic solves (right) vs. log10 ε̂tot for the
log-normal coefficient with ν = 1 (# solves in mlqmc computed according to Rem. 4.1).
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moments (8 for the top left figure, 10 for the other plots). We see that up to 10 moments might
be necessary for approximating the PDF to achieve a relative error below 10−2. For a smaller
relative error, more moments computed with a smaller tolerance δ would be necessary. This
is the rationale behind computing the full solution in the TT format, particularly for more
complex PDEs, since the number of deterministic problems the TT method needs to solve is
several orders of magnitude lower than in the other methods, for all considered parameters.
In most of our numerical experiments, the TT method is faster than multilevel QMC for
lower accuracies, since the TT approach needs much fewer deterministic solves. On the other
hand, in these experiments the MLQMC cost is dominated by the work on the coarsest level,
while the finer level corrections require less than a thousand samples. Thus, the multilevel
correction idea could provide a more efficient way to enhance the accuracy of the TT solution,
especially for rougher coefficients (i.e. for smaller values of ν), similar to [37]. More impor-
tantly for applications, the TT solution of the forward problem can also be used as an efficient
and accurate surrogate model for sampling-based Bayesian approaches to high-dimensional
inverse problems, reducing the number of expensive PDE solves. Both these extensions will
be the focus of our future research.
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