The high cost of acquiring labels is one of the main challenges in deploying supervised machine learning algorithms. Active learning is a promising approach to control the learning process and address the difficulties of data labeling by selecting labeled training examples from a large pool of unlabeled instances. In this paper, we propose a new data-driven approach to active learning by choosing a small set of labeled data points that are both informative and representative. To this end, we present an efficient geometric technique to select a diverse coreset in a low-dimensional latent space obtained by training a Variational Autoencoder (VAE). Our experiments demonstrate an improvement in accuracy over two related techniques and, more importantly, signify the representation power of generative modeling for developing new active learning methods in high-dimensional data settings.
Introduction
In many machine learning applications such as medical diagnosis, a major challenge is to collect sufficient amounts of supervised training data because the labeling process tends to require domain expertise and immense amounts of computational/experimental resources. A promising approach to overcome this problem is active learning [2, 23, 5, 8] , which focuses on practical ways to choose a small subset of the data for labeling to train accurate predictive models. In the pool-based active learning setting, we have access to a large set of unlabeled instances, as data collection is often straightforward. The goal is then to query a small number of labels from an oracle, e.g., a human annotator. A recent work defined active learning as a core-set selection problem to improve the performance of existing methods [22] . Core-set construction has been a promising technique for large-scale learning such as classification and clustering [15, 12, 18] .
From a geometric perspective, the idea behind core-sets in unsupervised settings is to find diverse subsets that best cover the entire data. Thus, in the context of active learning with a limited labeling budget, it is reasonable to query labels for only representative examples to train supervised models. However, most existing works, including [22] , attempt to find such set covers in the original input space.
A remarkable drawback of prior work is that geometric methods often have poor performance when analyzing high-dimensional data sets, such as image data, because of the inefficiency of similarity measures such as the Euclidean norm [14] . Moreover, covering methods are often NP-hard and require multiple initializations. Therefore, solving related geometric optimization problems in the high-dimensional input space is computationally expensive and impractical, specifically for a large number of unlabeled instances.
In this paper, we propose a new approach to active learning by learning a mapping from the observed space to a lower-dimensional latent space. To learn an efficient compression of the input data, we use Variational Autoencoders (VAEs) [7, 21, 11] . VAEs are popular techniques to find complex latent-variable generative models for high-dimensional data sets such as image data. The success of VAEs stems from the representation power of neural networks for approximating complex functions and variational inference for Bayesian models [27] .
Our second contribution is to design an efficient and easy-to-implement method for finding core-sets in the latent space of a VAE. The proposed method uses K-means clustering [19] to recognize regions of interest with possibly homogeneous labels. Subsequently, the learner trains a supervised model, e.g., a classifier, in the latent space. Due to the generative nature of our framework, we can map data points outside the original pool into the latent space. Therefore, our active learning approach complements existing works focusing on choosing representative examples in the input space and paths the way for future improvements in terms of achieving higher accuracies and computational savings.
We also present experiments on the MNIST database of handwritten digits [9] to verify the performance of our proposed method empirically. The results of an active learning algorithm are typically depicted by a curve measuring the trade-off between the number of labeled points and classification accuracy. Unlike most existing works, we do not assume a fixed hypothesis or model for the classification task because an appropriate classifier is usually not known a priori. To have a fair comparison in our experiments, instead, we allow our active learning method to decide the best classifier according to the labeling budget.
The rest of this paper is organized as follows. Section 2 formulates the active learning problem and provides a brief overview of prior art. Section 3 introduces the proposed method. Extensive experiments in Section 4 demonstrate the effectiveness of VAEs for active learning, while Section 5 provides concluding remarks.
Relation to Prior Work
Suppose we are given a set of n unlabeled points X = {x 1 , . . . , x n } in R D with a label space Y = {1, . . . , C}, corresponding to classification with C classes. We then acquire labels for a small set of B points from X to train a classifier. Thus, the labeling budget is B < n in the pool-based active learning framework.
In the classical setting, active learning methods choose a single point from the pool of unlabeled instances X at each iteration until requesting labels for a total of B points. To this end, a fixed model actively selects the data points for which the most uncertain [10, 24, 6, 5, 1] . Intuitively, such a sampling strategy will choose more informative data points compared to sampling uniformly at random from the unlabeled pool X [26] . For example, a binary classifier, such as logistic regression, selects a point at each round whose posterior probability is closest to 0.5, i.e., has the maximum entropy.
Active learning methods using uncertainty information have two main shortcomings. For large-scale data, it is impractical to query a single point from X at each active learning iteration due to the high cost of sampling, e.g., calculating the entropy of the entire unlabeled set. Also, the model has to be retrained after acquiring each label, which can lead to computational and statistical inefficiencies. For example, a single point is likely to have no statistically significant impact on the accuracy of the trained classifier. The second issue is that highly correlated queries across different iterations of active learning reduce the overall efficiency, as a large part of the budget may focus on repeatedly choosing nearby points [25, 17] . This problem is exacerbated in multi-class classification problems as standard active learning methods are often biased towards certain regions and miss critical information about the distribution of the unlabeled pool X .
Therefore, there is consensus now on the need for improved active learning methods that take into account the diversity of selected points for labeling. The authors of [22] proposed a geometric approach, which finds a small subset that best covers the entire unlabeled pool X . To be formal, given a candidate set S with size less than B, the next point to query is chosen as follows:
arg max
where ∆(·, ·) is a distance metric in the input space R D . A critical component of this geometric approach is the choice of ∆. Previous work considered the Euclidean distance for simplicity. However, it is still an open question whether we can find more meaningful metrics for complex high-dimensional data.
In this paper, we propose a new approach to tackle this problem based on learning an informative and low-dimensional data representation using the unlabeled data set X before acquiring labels for B points. Hence, the proposed framework has several advantages: it will lead to significant improvements in terms of computational and statistical efficiencies, and furthermore, it can be seamlessly integrated into other frameworks focusing on finding diverse subsets of data points for active learning or other purposes.
Proposed Method
In this section, we explain why variational autoencoders (VAEs) are effective tools to find a small set of diverse examples from the unlabeled data set X in the pool-based active learning framework. To this end, we briefly review the main underlying ideas behind VAEs. Next, we discuss our proposed method in the latent space provided by training a VAE on X . While we focus on using the entire unlabeled set in this paper, an interesting future research direction is to train VAEs using a portion of unlabeled instances X .
VAEs are powerful generative models capable of learning unsupervised latent representations of complex high-dimensional data. In the VAE framework, one approximates the intractable posterior distribution over a set of latent variables, i.e., p(z|x), with another distribution q(z|x). The Kullback-Leibler divergence between these two distributions [3] , i.e., D KL (q(z|x)||p(z|x)), is minimized by maximizing a lower bound on the marginal log-likelihood over the data in the following form when p(z) is a predefined distribution such as an isotropic Gaussian:
(
From an information theoretic perspective, the variables z ∈ R d , d < D, are latent representations of the input data points x ∈ X . From the neural network viewpoint, VAEs consist of an encoder q(z|x), a decoder p(x|z), and a loss function which can be optimized by stochastic gradient descent. Therefore, the encoder network q(z|x) takes as input data in R D and maps it into a lower-dimensional latent representation in R d . This feature transformation process forms the main building block for our proposed active learning method by facilitating the design of effective geometric methods. The proposed geometric approach in the latent space of a VAE is an efficient method capable of providing a diverse set of B points that cover the entire data. To be formal, we propose to employ a clustering algorithm, such as K-means clustering, to partition the latent representations z 1 , . . . , z n into K clusters (K < B); without of loss of generality, we assume that m = B/K is an integer. This step allows us to capture the underlying structure in the latent space; see [13] for a theoretical discussion. Next, we sample m points uniformly at random from each cluster to create a set of B points for labeling. Hence, our approach approximately solves the following optimization problem over a core-set S to cover the full data Z = {z 1 , . . . , z n } in R d :
That is, our proposed method aims to find B data points in the latent space R d such that the largest Euclidean distance between every point in Z and its nearest representative from the coreset S is minimized. As a result, learning a latent representation of the input data has two benefits. It leads to significant computational savings for high-dimensional data and considerable improvements in performance when finding a meaningful metric for measuring distances in the data space is a difficult task. Moreover, the introduced active learning method in this paper offers an elegant framework for massive data sets with thousands or even millions of points by employing non-uniform sampling methods within each of the K clusters (instead of the uniform sampling currently used). Specifically, the proposed framework allows us to incorporate uncertainty information concerning a model within each of the K partitions to achieve further improvements. However, in this work, our main focus is to design an agnostic active learning algorithm that works for any hypothesis class [4] .
Experimental Results
We demonstrate the effectiveness of VAEs for reducing the number of labeled data points that are required to get a specified accuracy on the MNIST data set (loaded from Keras). To this end, we first present a visualization of the latent space corresponding to three classes and show the advantages of our proposed framework compared to existing techniques. The second experiment consists of four and five classes from the MNIST data set to further show that our framework is appropriate for multi-class classification problems. Classification with three classes: In this experiment, we consider the problem of classifying three digits, i.e., 0, 3, and 9, using data which contains 18,003 training images and 2,999 test images of size 28 × 28 (D = 784). Test images are used only for reporting the classification accuracy and not for training VAEs or classifiers.
We use the unlabeled training data consisting of 18,003 images to learn a latent space in R d with d = 3. To train a VAE for the image data, the encoder network consists of four convolutional layers [16] , where both the height and width of convolution windows are set to be 3. The numbers of filters in these four layers are 32, 64, 64, and 64, respectively. We use ReLU activation functions and the standard optimizer RMSProp. As a result, we map the 784-dimensional input space into R 3 . Before reporting active learning results, we plot the latent space for the training data in Fig. 1(a) , where we color-code the embedding for visualization purposes (although we did not use those labels for training). As we see, the learned mapping provides an informative representation of the data according to their known digit class.
To exhibit the efficacy of VAEs in this example, we also perform K-means clustering in both input space and latent space when the number of clusters is 3. While our main goal in this paper is to train supervised models, the clustering accuracy is a sensible measure to confirm that the obtained latent representation is indeed able to extract the underlying structure of the data. Normalized mutual information (NMI) [20] is a popular clustering quality metric which ranges In the active learning setting, we do not have access to all 18,003 labels. Hence, we choose varying number of labeled points B from 20 to 200, and we then train a support vector classifier (SVC) on the labeled data (SVC loaded from scikit-learn, and supports multi-class classification). The classifier is optimized by cross-validation using GridSearchCV, and chooses between radial basis and linear kernel functions.
In Fig. 1(b) , we report the mean and standard deviation of accuracy over 500 independent trials for the number of labeled points ranging from 20 to 140. Here, we drop the standard deviation of geometric techniques to demonstrate the improvement achieved by just using a better data representation combined with uniform sampling. We observe that uniform sampling in the latent space consistently outperforms the same sampling method in the input space. For example, the averaged classification accuracy in the latent space reaches 0.96 with even 40 labeled points, while at least 120 labeled instances are required to reach the same accuracy without transforming the input data. Furthermore, uniform sampling in the latent space results in greater reduction in the standard deviation of classification accuracy. Thus, the low-dimensional representation achieved by the VAE is beneficial for reducing the number of labeled points to achieve a desired accuracy.
In Fig. 1(c) , we report the mean and standard deviation of core-set sampling methods in both input space and latent space with K = 20 (number of partitions explained in Section 3) and up to 200 labeled points. We see that the mean accuracy of our proposed sampling technique in the latent space is about 0.96 when 20 labeled points are available. Even for larger values of labeled points, such as 200 labeled points, our approach outperforms other related techniques such that the mean accuracy is 0.976 with the standard deviation 0.003.
Classification with four and five classes: In this experiment, we consider two problems of classifying four digits (0, 3, 7, and 9) and five digits (0, 2, 3, 7, and 9) from the MNIST data set. We use the same network architecture as the previous case. However, we increase the dimension of latent space slightly; d = 5 for the data set with four digits and d = 7 when we have five digits. Empirically, we observe that growing the latent space dimensionality leads to higher quality representations as the number of classes increases.
In Fig. 2 , the mean and standard deviation of classification accuracy over 500 independent trials are reported for varying values of B. In Fig. 2(a) and (b), we set K = 20 and K = 40, respectively. The main reason we choose K = 40 for the case with five classes is to make sure that we have a few points from each class to train a classifier and tune corresponding parameters using cross-validation. Similar to the previous case, our proposed sampling method in the latent space consistently outperforms other methods in the input space. Therefore, the proposed active learning method offers great potential to reduce the labeling cost to reach a certain accuracy.
Conclusion
In this paper, we presented a new approach to active learning through finding compact representations of high-dimensional data using variational autoencoders. The proposed framework allows us to design efficient sampling strategies to query labels, which will result in developing cost-effective and accurate supervised models.
