Many methods had been developed to improve the accuracy of extracting information from a vast amount of data. This paper combined a number of natural language processing methods such as NER (named entity recognition), sentence extraction, and part of speech tagging to carry out text analysis. The data source is comprised of texts obtained from the web using a domain-specific data extraction agent. A framework for the extraction of information from unstructured data was developed using the aforementioned natural language processing methods. We simulated the performanceof our work in the extraction and analysis of texts for the detection of organizational structures. Simulation shows that our study outperformed other NER classifiers such as MUC and CoNLL on information extraction.
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For a long time, information extraction has been the foundation of every knowledge discovery endeavors. The World Wide Web had already penetratedalmost every aspect of our society. Nowadays, social activities in the real world have been recorded in a massive number of inter-linked Web documents. Whether intentionally or unintentionally, these documents can provide information about what is going on, what has happened, as well as the people and things involved and their relationship with each other. When dealing with enormous data, we need to find a more efficient way to find the underlying relationships between concealed entities. Useful information can be derived from this enormous pool of data should there be a way of transforming it into a structured form that would provide adequate semantic metadata.
A number of methods have been developed to further improve the process of mining information from a vast amount of data sources. One of these methods is using text analysis, which in many studies has been proven to be an effective tool. Taking advantage of its capabilities, we further extended its use by applying with it a number of natural language processing tasks such as named entity recognition, sentence extraction, and part of speech tagging. From this standpoint, we were able to draw out results that could be of significant value to analysts. Looking at our results, combining the capabilities ofthe aforementioned processes would greatly improve the accuracy and reliability of text analysis in knowledge discovery. In this paper, we focused our methods in discovering organizational structures from a given corpus of text.
Social network describes agroup of social entities and the pattern of inter-relationships among them. What the relationship means varies, from those of social nature, such as kinship or friendship among people, to that of transactional nature, such as trading relationship between countries [1] . A considerable number of works has been done in the field of Social Network Analysis. However, existing network analysis tools used by law enforcement and intelligence agencies mainly focus on network visualization and do not have much structural analysis capability. Such a limitation might be successfully addressed by several methods from social network analysis research [2] . Therefore, an analyst's concrete understanding of the structural properties of a network would aid in the identification of valuable members to be subjected for removal or monitoring, as well as to apply disruptive measures to exposed vulnerabilities.
Texts are abundant sources of information about anything. Machine readable texts that convey information about covert networks are available on a large scale. In order to extract the organizational structure of covert networks effectively and efficiently from texts, appropriate tools and techniques are needed [3] . Over the web, a vast amount of text is available in electronic form that shows information about people, the groups in which they belong, the events or activities in which they are involved, time and place, as well as the resources in hand. Such data and its accessibility enable the development and evaluation of automated techniques for the efficient and effective extraction of the underlying social and organizational structures.
In this paper, we present a text-based approach to discovering organizational structures. A data extraction agent does the first step of the data gathering process. Unstructured data will be gathered in the form of texts from various sources over the web. The data pre-processing module takes part in the early processes of information extraction. Namely the tasks involved are Named Entity Recognition and Sentence Extraction based on NER. Finally, the data processing module performs the final stages. A process called Part-of-Speech Tagging is used to form statements between entities which will be later on classified as associations among entities.
Background and Related Work

Named Entity Recognition
Named Entity Recognition (NER) is a subtask of information extraction that seeks to locate and classify atomic elements in text into predefined categories such as the names of persons, organizations, and locations [4] . It was shown in [5] that focused named entities are useful for many natural language processing applications, such as document summarization, search result ranking, and entity detection and tracking. In [6] , adaptive NER is used for social network analysis. The method utilized is link analysis based on clustering algorithm, which was used to find entities which are closely related to each other. Entities that occur in same documents are deemed to co-occur with each other. The software developed used relevant lexicons and patterns decided by the domain to perform NER. Although the approach was able to retrieve entities, it was largely dependent on domain-specific ontology, which is manually crafted and maintained.
Inter-worker Agreement
Another work in [7] with the goal of improving NER, made use of "mechanical turk". Workers are given data to work on, and from that their respectiveannotations will be evaluated. They utilized an algorithm to determine the quality of worker annotations. As a result, entities can be drawn out based on the annotation agreement among workers. However, this approach has posed a major issue: information loss. For instance, removing some existing model and inserting training data from some worker causes the model's performance to go down in predicting person entities, but increases its performance on organization entities.
Sentence Extraction and Part of Speech Tagging
A study in [8] shows that sentence extraction can capture the most salient pieces of information in the original document. In corpus linguistics, part-of-speech tagging, also called grammatical tagging or word-category disambiguation, is the process of marking up the words in a text as corresponding to a particular part of speech, based on both its definition, as well as its context [9] . Algorithms for the extraction of {subject, predicate, object}triplets from a given parse tree of a sentence was presented in [10] . A triplet is a representation of a subject-verb-object relation in a sentence, where the verb is the relation. A machine learning approach to extract subject-predicate-object triplets from English sentences were demonstrated in [11] .
Text Analysis and Social Networks
A work in [12] focused in analyzing an online social visualization web site using word-based textual similarity measures to study the relationships among user comments. They also detect and visualize the patterns of user collaborations. Using word sense disambiguation the parts of speech and probable senses of the words in a comment are found. In [13] , they proposed a method of social tension detection and intention recognition based on natural language analysis of social networks, forums, blogs and news comments. The approach combines natural language syntax and semantics analysis with statistical processing to identify possible indicators of social tension. A work in [14] adopted network analysis tools to carry out a terrorist social network quantitative analysis. Text information on terroristic activities from various network were processed by text data mining, and visual network models of the organizational structure of terrorists were made. The tools they utilized were ORA [15] and Automap [16] .
( Figure 1 ) The proposed architecture.
NER Based on NLP
The proposed architecture is presented in a layered approach as shown in Figure 1 . The main components of the architecture are distributed among the three layers, namely the Information Extraction Layer, Data Processing Layer, and Data Presentation Layer.
The Information Extraction Layer does the initial job of retrieving unstructured text resources from the web using an extraction agent. Each agent specializes on certain document formats found over the web, thus enabling it to "crawl"the web based on a given parameter. The Data Processing Layer is composed of two components, the Data Pre-processing Module and the Data Processing Module. The first task in the Data Pre-processing Layer is accomplished by the Named Entity Recognition (NER). It is utilized to identify the names of people, places, organizations, and other concepts, thereby establishing the foundation of the semantics. After which, sentences with relevant entities are extracted. Sentence Extraction is used to identify the most salient sentences of a text. It works as a filter which allows only important sentences to pass. In the Data Processing Module, the first task is Part of Speech Tagging (PoST). It is the process of marking up the words in a text as corresponding to a particular part of speech, based on both its definition, as well as its context. Entity Statement Classification is the second task in the Data Processing module. This process works by associating words identified as parts of speech. Finally, processed data is shown in a more intuitive form within the Data Presentation Layer through the Visualization Module.
Extracting Data from the World Wide Web
The information extraction agent is assigned to extract text on a given domain. In this work, we are interested in extracting documents that might contain information leading to the discovery of possible criminal organizations. Pages with interesting contents are being crawled, thus extracting text from it. The agents take unseen texts as input and produces fixed-format, unambiguous data as output. This data may be used directly for display to users, or may be stored in a database or spreadsheet for later analysis [17] .
Identifying Entities and Extracting Relevant Sentences
As soon as the input file is ready, relevant entities are identified using NER. Entities are identified by the entity extraction agent based on a particular domain. This is a crucial process of data pre-processing since it will provide the basis for the succeeding tasks within the framework. The particular purpose of NER in this work is to identify entities such as person, location and organization. In defining the task, it is essential to recognize information units like names, including person, organization and location names, and numeric expressions including time, date, money and percent expressions [18] .
After the previous process, sentence extraction is performed. In this routine, it is used to identify the most salient sentences of a text. Sentence extraction algorithms were originally used in the automatic summarization of documents which involves the creation of a shortened version of a text. In this approach, sentences with sufficient number of potential entities are drawn out. The product of this procedure contains the most important portions of the original text. In Figure 2 , an algorithm designed for this specific purpose is shown. Figure 2 ) The algorithm for sentence extraction based on NER.
In figure 2 , sentences in a document are read. Using the NER(w) function, a word is analyzed if it is an entity or not. A sentence which contains two or more entities is considered relevant and is therefore extracted.
Finding the Nodes and Establishing the Edges
The ability to recognize previously unknown entities is an essential part of NER systems. However, it is evident that even the most sophisticated NER systems are still susceptible to losses therefore affecting its accuracy [19] . These are the "non-coding"regions of NER. This applies to sequences where there was an entity and the system guessed it right, there was an entity but the system missed it, and also there was no entity but the system hypothesized one. These events are considered as labeling error, a boundary error, and a label-boundary error [20] .
From the previous process, potential nodes have already At this point, we are only interested on the words tagged as noun and verb, therefore words like adverbs, adjectives, and determiners were not considered. From this, we were left only with words tagged as noun and verb. The primary word orders that are of interest are then considered to form the subject, verb, and object of a sentence therefore forming the "triplet"of a sentence. The algorithm [10] in Figure 3 describes this process.
function TRIPLET-EXTRACTION(sentence) returns a solution, or failure result ←EXTRACT-SUBJECT(NP) "ｾ EXTRACT-PREDICATE(VP) "ｾ EXTRACT-OBJECT(NP)
if result ≠failure then return result else return failure (Figure 3) The algorithm for extracting triplets in treebank output.
In figure 3 , the algorithm describes the process of forming the triplet of a sentence. The triplets of a sentence refer to the word order of subject, predicate, and object that presents an idea. The EXTRACT-SUBJECT(NP)function extracts the subject. It is the person or a thing that carries out the action. The EXTRACT-OBJECT(VP)function extracts the object. It is the person or a thing upon whom or upon which the action is carried out. The EXTRACT-PREDICATE(NP)function extracts the predicate. The predicate in a sentence tells about the action done to a person or to a thing.
Classifying Relationships Among Nodes
The final step of data processing is the formulation and classification of statements between entities. These statements are reflected in a matrix [3] that would contain entities as a set of rows and columns. This approach is best described by intersecting rows and columns, therefore allowing us to establish potential relationship among entities.
A statement can be classified as one involving a person, organization, resource, location, and some other entities. For example in figure 4 , a person to person interaction is a possible social network, a person to organization interaction could tell us about membership to a network, a person to location interaction could lead us to a network's point of operation, and a person to resource interaction could let us identify resource providers.
Visualization of Organizational Structure
In the data presentation layer, the processed data is presented in a form that can be easily understood and analyzed. The visualization of relationships betweenentities 2012. 4 derived from the text is implemented by the data presentation module. Entities comprise the nodes of the network while the links between them are depicted as edges. The visualized information can now be used for further analysis and knowledge formation.
Implementation and Evaluation
Implementation
This work was implemented using Java. Aperture [21] was used for the text extraction process of the data extraction layer. Aperture is a Java framework for extracting and querying full-text content and metadata from various information systems (e.g. file systems, web sites, mail boxes) and file formats (e.g. documents, images). The output of the "web crawling"process was written on a text file. The procedure in Figure 5 shows the extraction of text from a webpage. Extracted texts are then stored in a format ready for further processing. Preferably, text file is the best option for this purpose. Figure 6 shows an example of a text file to be processed.
( Figure 5 ) Extracting text from a webpage.
( Figure 6 ) Text file to be used for processing.
The text file is then subjected to named entity recognition using Stanford NER [22] . Stanford NER is a Java implementation of a Named Entity Recognizer. It provides a general implementation of linear chain Conditional Random Field (CRF) sequence models, coupled with well-engineered feature extractors for Named Entity Recognition. Figure 7 shows the resulting text after NER was carried out.
( Figure 7 ) Text file applied with NER.
Part of Speech Tagging isthen used to mark words with their corresponding value in the Penn Treebank tag set. The PoST process was implemented using Stanford Log-linear Part-of-Speech Tagger [23] . It is a Java-made tagger that reads text and assigns parts of speech to each word and other token.
As shown in Figure 8 , the tagging process utilized the Penn Treebank tag set for reading text and assigns parts of speech to each word, such as noun, verb, adjective, adverb, and determiner. From this process, triplets can be constructed out of the tagged words. For example, we have the sentence: "Mike bought a car in New York". Mike, car, and New York are nouns and bought is a verb. Further categorizing the tagged elements, Mike is a Person, car is a Resource, and New York is a Location. This will form an interesting interaction between entities, allowing us to come up with statements between them. The statements formed between entities are classified into relationships. A triplet like(Mike, bought, car) can form a relationship. This can be considered as an interaction between a person and a resource. Another example, "Rasputin will also invite clients coming from Russia."The triplet (Rasputin, invite, clients) is a potential relationship. This can be classified as an interaction between persons, therefore revealing a possible social network.
( Figure 9 ) Organizational Structure.
The visualization of the network structure was implemented using JGraph. It is a powerful, lightweight, feature-rich, and thoroughly documented open-source graph component available for Java [24] .
The entities identified in the analysis of data were depicted as nodes, and on the other hand, the edges represent the links between entities. Figure 9 shows the visualization of a possible organizational structure.
Evaluation
In the actual run of the system, a sample document was fed. The domain of the document is focused on monitoring the activities of a suspected mafia. The actual count of entities was setto 41 which will be used as a basis for evaluating the actual performance of the system. For the purpose of evaluation, the text was fed onto NER using three different classifier models included with Stanford NER. The performance is then measured in terms of Precision, Recall, and F-measure as shown by the following equations: The three NER classifiers were tested and their performance was measured. The first model usedis a seven-class model trained for MUC. It has seven classesTime, Location, Organization, Person, Money, Percent, and Date. Using this model, the NER routine was able to retrieve a number of entities. In this case, it was able to retrieve 21 entities and 5 of these were mislabeled. The second model used is a four-class model trained for CoNLL. It has four classes-Location, Person, Organization, and Misc. Using the said model, the NER routine was able to retrieve more entities, this time it was able to retrieve 25 entities but 6 were mislabeled. The third model used as classifier is a combination of the previous models; it has three classes-Location, Person, and Organization. Using the said model, the NER routine was still able to retrieve 19 entities but 2 of them were mislabeled.
Finally, entity recognition using NER based on NLP was tested. It was able to tag 43 entities, however; there was an excess of 2 which should have not been included. Despite of this, still it remarkably improved the process of extracting entities based on the following results:
(Table 1) Simulation results
In table 1, it is shown that in the first three methods CoNLL has the highest f-measure. This is due to the balance between its precision and recall. On the other hand, MUC has a slightly higher f-measure as compared to Combination. However, compared to MUC and CoNLL, Combination has a higher precision. Despite of this, it suffered in the area of its recall which significantly affects its accuracy. Using NER based on NLP, the highest precision and recall was achieved with values of 0.95122 and 1.00 respectively. It is actually trivial to achieve 100% recall by returning all relevant documents in response to a query. This means that recall alone is not enough so we need to measure the number of non-relevant documents also, for example by computing the precision. Once the precision and recall are known, the f-measure is then derived. In figure 10 , a graphical representation of the values is shown.
(Figure 10) Summary of performance evaluation
We also tested the tools utilized in [14] for text analysis and social network visualization. The method was able to retrieve 15 entities with a Precision, Recall, and F-measure of 1.0, 0.37, and 0.54 respectively. A network visualization using their tool was also generated as shown in figure 11.
( Figure 11 ) Visualization generated by ORA.
In its own right, the tool was indeed powerful. However it is only applicable for entity pairs which will comprise the node links. On the other hand, our work makes use of word triplets consisted of two entity names and a verb. Using triplets, we can visualize not only the link but also the event that occurred between the two entities.
Conclusions and Future Work
Studies show that even the most advanced NER systems are brittle. It means that NER systems developed for a particular domain do not typically perform well on other domains. This simply shows that NER systems are always dependent on how "well-trained"its classifier is, which is only limited to a particular domain in which it is directed to learn.
In this work, part of speech tagging has a significant impact on entity recognition in the sense that the information missed by NER can be retrieved by PoST without having to depend on a domain-specific entity classifier. This can be useful in extracting information from unstructured documents in which unknown entities can be revealed and analyzed.
The significant contribution of this work is the improvement of the accuracy of information extraction by using natural language processing techniques in processing data. As shown by the results, accuracy of text analysis is remarkably enhanced. To further assist with the analysis, a visualization of the structure formed by the links and entities was also provided.
The efficiency and accuracy of the proposed text analysis technique applied on unstructured data sources could provide indispensable assistance to crime analysts. This enables the extraction of hidden crime-related information from unlikely sources as well as to generate and visualize their potential networks. Our work can also be used to monitor and analyze suspicious Web sites as well as threatening online social activities. Practically, it would provide immediate discovery of knowledge pertaining to criminal organizations that would take a lot of time and effort when done manually.
In our future work, we intend to expand the proposed framework by integrating a knowledge broker in the data presentation layer. This would provide a domain expert that would facilitate the extraction of knowledge from areas specified by its clients. With such capability, mining of significant information over an enormous and unstructured data source will be a straightforward task.
