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Abstract
Bayesian l0-regularized least squares is a variable selection technique for high di-
mensional predictors. The challenge is optimizing a non-convex objective function
via search overmodel space consisting of all possible predictor combinations. Spike-
and-slab (a.k.a. Bernoulli-Gaussian) priors are the gold standard for Bayesian vari-
able selection, with a caveat of computational speed and scalability. Single Best
Replacement (SBR) provides a fast scalable alternative. We provide a link between
Bayesian regularization and proximal updating, which provides an equivalence be-
tween finding a posterior mode and a posterior mean with a different regularization
prior. This allows us to use SBR to find the spike-and-slab estimator. To illustrate our
methodology, we provide simulation evidence and a real data example on the sta-
tistical properties and computational efficiency of SBR versus direct posterior sam-
pling using spike-and-slab priors. Finally, we conclude with directions for future
research.
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1 Introduction
Bayesian l0 regularization is an attractive solution for high dimensional variable selec-
tion as it directly penalizes the number of predictors. The caveat is the need to search
over all possible model combinations, as a full solution requires enumeration over all
possible models which is NP-hard. The gold standard for Bayesian variable selection are
spike-and-slab priors, or Bernoulli-Gaussian mixtures (Mitchell and Beauchamp, 1988;
George and McCulloch, 1993; Scott and Varian, 2014). Whilst spike-and-slab priors pro-
vide full model uncertainty quantification, they can be hard to scale to very high di-
mensional problems, and can have poor sparsity properties (Amini et al., 2012). On the
other hand, techniques like proximal algorithms (Polson et al., 2015; Polson and Sun,
2017) can solve non-convex optimization problems which are fast and scalable, but they
generally don’t provide a full assessment of model uncertainty (Jeffreys, 1961; Hans,
2009; Scott and Berger, 2010; Li and Lin, 2010; Marjanovic and Solo, 2013).
Our goal is to build on the single best replacement (SBR) algorithm of Soussen et al.
(2011) as one approach to Bayesian l0 regularization, in contrast with other methods
based on proximal algorithms (Parikh and Boyd, 2014; Polson et al., 2015; Polson and Sun,
2017). Our approach also builds on other Bayesian regularizationmethods including, for
example, the Bayesian bridge (Polson et al., 2014), horseshoe regularization (Carvalho et al.,
2010; Bhadra et al., 2017a), SVMs (Polson and Scott, 2011), Bayesian lasso (Hans, 2009;
Park and Casella, 2008; Carlin and Polson, 1991), Bayesian elastic net (Li and Lin, 2010;
Hans, 2011), spike-and-slab lasso (Rockova and George, 2017), and global-local shrink-
age priors (Bhadra et al., 2017a; Griffin and Brown, 2010).
To fix notation, statistical regularization requires the specification of a measure of fit,
denoted by l (β) and a penalty function, denoted by penλ (β), where λ is a global regu-
larization parameter. From a Bayesian perspective, l (β) and penλ (β) correspond to the
negative logarithms of the likelihood and prior distribution, respectively. Regularization
leads to an optimization problem of the form
minimize
β∈Rp
l (β) + penλ (β) . (1.1)
Taking a probabilistic approach leads to a Bayesian hierarchical model
p(y | β) ∝ exp{−l(β)} , p(β) ∝ exp{−penλ (β)} .
The solution to the minimization problem estimated by regularization corresponds to
the posterior mode, βˆ = arg maxβ p(β|y), where p(β|y) denotes the posterior distribu-
tion. For example, regression with a least squares log-likelihood subject to a penalty
such as an l2-norm (ridge) Gaussian probability model or l1-norm (lasso) double expo-
nential probability model.
The rest of the paper is outlined as follows. Section 2 defines the Bayesian l0 regu-
larization problem and explores the connections with spike-and-slab priors. Section 3
introduces a novel connection between regularization and Bayesian inference. Section
4 surveys recent developments on l0 regularization and best subset selection problems.
Section 5 describes the SBR algorithm for l0 regularization. Section 6 provides a com-
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parison between SBR and other variable selection methods and models including Lasso
and elastic net (Tibshirani, 1994; Zou and Hastie, 2005), Bayesian bridge (Polson et al.,
2014), and spike-and-slab (George and McCulloch, 1993). Finally, Section 7 concludes
with directions for future research.
2 Bayesian l0 regularization
Consider a standard Gaussian linear regression model, whereX = [X1, . . . ,Xp] ∈ Rn×p
is a design matrix, β = (β1, . . . , βp)
T ∈ Rp is a p-dimensional coefficient vector, and e is
an n-dimensional independent Gaussian noise. After centralizing y and all columns of
X, we ignore the intercept term in the design matrix X as well as β, and we can write
y = Xβ + e , where e ∼ N(0, σ2eIn) . (2.1)
To specify a prior distribution p (β), we impose a sparsity assumption on β, where
only a small portion of all βi’s are non-zero. In other words, ‖β‖0 = k ≪ p, where
‖β‖0 := #{i : βi 6= 0}, the cardinality of the support of β, also known as the l0 pseudo-
norm of β. A multivariate Gaussian prior (l2 norm) leads to poor sparsity properties in
this situation (see, e.g., Polson and Scott, 2010).
Sparsity-inducing prior distributions for β can be constructed to impose sparsity.
The gold standard is a spike-and-slab priors (Jeffreys, 1961; Mitchell and Beauchamp,
1988; George and McCulloch, 1993). Under these assumptions, each βi exchangeably
follows a mixture prior consisting of δ0, a point mass at 0, and a Gaussian distribution
centered at zero. Hence we write,
βi|θ, σ2β ∼ (1− θ)δ0 + θN
(
0, σ2β
)
. (2.2)
Here θ ∈ (0, 1) controls the overall sparsity in β and σ2β accommodates non-zero signals.
This family is termed as the Bernoulli-Gaussian mixture model in the signal processing
community.
A useful re-parameterization, the parameters β is given by two independent ran-
dom variable vectors γ = (γ1, . . . , γp)
′ and α = (α1, . . . , αp)′ such that βi = γiαi, with
probabilistic structure
γi|θ ∼ Bernoulli(θ) ;
αi|σ2β ∼ N
(
0, σ2β
)
.
(2.3)
Since γi and αi are independent, the joint prior density becomes
p
(
γi, αi | θ, σ2β
)
= θγi (1− θ)1−γi 1√
2piσβ
exp
{
− α
2
i
2σ2β
}
, for 1 ≤ i ≤ p .
The indicator γi ∈ {0, 1} can be viewed as a dummy variable to indicate whether βi is
included in the model. (Soussen et al., 2011)
Let S = {i : γi = 1} ⊆ {1, . . . , p} be the “active set” of γ, and ‖γ‖0 =
p∑
i=1
γi be its
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cardinality. The joint prior on the vector {γ, α} then factorizes as
p
(
γ, α | θ, σ2β
)
=
p∏
i=1
p
(
αi, γi | θ, σ2β
)
= θ‖γ‖0 (1− θ)p−‖γ‖0
(
2piσ2β
)− p
2
exp
{
− 1
2σ2
β
p∑
i=1
α2i
}
.
Let Xγ := [Xi]i∈S be the set of “active explanatory variables” and αγ := (αi)
′
i∈S
be their corresponding coefficients. We can write Xβ = Xγαγ . The likelihood can be
expressed in terms of γ, α as
p
(
y | γ, α, θ, σ2e
)
=
(
2piσ2e
)−n
2 exp
{
− 1
2σ2e
‖y −Xγαγ‖22
}
.
Under this re-parameterization by {γ, α}, the posterior is given by
p
(
γ, α | θ, σ2β, σ2e , y
)
∝ p
(
γ, α | θ, σ2β
)
p
(
y | γ, α, θ, σ2e
)
∝ exp
{
− 12σ2e ‖y −Xγαγ‖
2
2 − 12σ2
β
‖α‖22 − log
(
1−θ
θ
) ‖γ‖0
}
.
Our goal then is to find the regularized maximum a posterior (MAP) estimator
argmax
γ,α
p
(
γ, α | θ, σ2β, σ2e , y
)
.
By construction, the γ ∈ {0, 1}p will directly perform variable selection. Spike-and-
slab priors, on the other hand, will sample the full posterior and calculate the posterior
probability of variable inclusion.
Finding the MAP estimator is equivalent to minimizing over {γ, α} the regularized
least squares objective function (Soussen et al., 2011).
min
γ,α
‖y −Xγαγ‖22 +
σ2e
σ2β
‖α‖22 + 2σ2e log
(
1− θ
θ
)
‖γ‖0 . (2.4)
This objective possesses several interesting properties:
1. The first term is essentially the least squares loss function.
2. The second term looks like a ridge regression penalty and has connection with the
signal-to-noise ratio (SNR) σ2β/σ
2
e . Smaller SNR will be more likely to shrink the
estimate of α towards 0. If σ2β ≫ σ2e , the prior uncertainty on the size of non-
zero coefficients is much larger than the noise level, that is, the SNR is sufficiently
large, this term can be ignored. This is a common assumption in spike-and-slab
framework in that people usually want σβ → ∞ or to be “sufficiently large” in
order to avoid imposing harsh shrinkage to non-zero signals.
3. If we further assume that θ < 12 , meaning that the coefficients are known to be
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sparse a priori, then log ((1− θ) /θ) > 0, and the third term can be seen as an l0
regularization.
Therefore, our Bayesian objective inference is connected to l0-regularized least squares,
which we summarize in the following proposition.
Proposition 1. (Spike-and-slab MAP & l0 regularization)
For some λ > 0, assuming θ < 12 , σ
2
β ≫ σ2e , the Bayesian MAP estimate defined by (2.4) is
equivalent to the l0 regularized least squares objective, for some λ > 0,
min
β
1
2
‖y −Xβ‖22 + λ ‖β‖0 . (2.5)
Proof. First, assuming that
θ <
1
2
, σ2β ≫ σ2e ,
σ2e
σ2β
‖α‖22 → 0 ,
gives us an objective function of the form
min
γ,α
1
2
‖y −Xγαγ‖22 + λ ‖γ‖0 , where λ := σ2e log ((1− θ) /θ) > 0 . (2.6)
Equation (2.6) can be seen as a variable selection version of equation (2.5). The inter-
esting fact is that (2.5) and (2.6) are equivalent. To show this, we need only to check that
the optimal solution to (2.5) corresponds to a feasible solution to (2.6) and vice versa.
This is explained as follows.
On the one hand, assuming βˆ is an optimal solution to (2.5), then we can correspond-
ingly define γˆi := I
{
βˆi 6= 0
}
, αˆi := βˆi, such that {γˆ, αˆ} is feasible to (2.6) and gives the
same objective value as βˆ gives (2.5).
On the other hand, assuming {γˆ, αˆ} is optimal to (2.6), implies that we must have all
of the elements in αˆγ should be non-zero, otherwise a new γ˜i := I {αˆi 6= 0} will give a
lower objective value of (2.6). As a result, if we define βˆi := γˆiαˆi, βˆ will be feasible to
(2.5) and gives the same objective value as {γˆ, αˆ} gives (2.6).
Combining both arguments shows that the two problems (2.5) and (2.6) are equiv-
alent. Hence we can use results from non-convex optimization literature to find Bayes
MAP estimators.
3 Bayesian regularization and Proximal Updating
Section 2 provides a connection between spike-and-slab and l0 regularization, in the
sense that l0 regularization can be viewed as the MAP estimator of Bayesian spike-and-
slab regression. From a Bayesian perspective, the posterior mean is preferred to the
MAP estimator due to its superior risk minimization properties under mean squared
error. Starck et al. (2013) also discusses the inadequacy of interpreting sparse regular-
ization as Bayesian MAP estimator. We now show that the posterior mean estimation is
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also connected to regularization and introduce the connection with the help of proximal
operators and Tweedie’s formula (Efron, 2011).
Gribonval (2011) considers the relationship between theMAP estimator and the pos-
teriormean. Polson and Scott (2016) considers the relationship between posteriormodes
and envelopes. These approaches try to uncover the implicit prior that maps a posterior
mean to a mode. As the posterior mean is designed to minimize the mean squared error
and Bayes risk, this is the appropriate calculation.
3.1 Posterior mean optimality
Consider a normal mean problem in Bayesian setting,
y|β ∼ N(β, σ2e) ;
β ∼ p (β) . (3.1)
Then the optimal estimator of β with respect to the quadratic loss is the posterior mean.
To calculate this posterior mean, βˆ, Efron (2011) introduced Tweedie’s formula which,
for the normal mean problem, gives
βˆ = E [β | y] = y + σ2e
d
dy
logm(y) , (3.2)
where the marginal density of y is
m(y) =
∫
f (y | β) p(β)dβ .
Here f (y | β) = 1√
2piσe
exp
{
− (y−β)22σ2e
}
is the probability density function (pdf) ofN(β, σ2e ).
The interpretation of the Bayesian correction term,
σ2e
d
dy
logm(y) ,
is to “regularize” the unbiased maximum likelihood estimator y, which provides the
optimal bias-variance trade-off for prediction, see Pericchi and Smith (1992) for further
discussion. When both m and σ2e are unknown, Donoho and Reeves (2013) proposes a
procedure to estimate each term, which achieves the optimal Bayes risk, resulting in the
plug-in estimator
βˆ = y + σˆ2e
d
dy
log mˆ(y) .
Another useful result applies Stein’s risk function to Tweedie’s formula. Then we
can derive this optimal Bayes risk (Robbins, 1956),
R(βˆ) = σ2e
(
1− σ2eI (m)
)
,
where I(m) = Ey
[(
d
dy
logm(y)
)2]
is the Fisher Information for m. This risk is optimal
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given the use of the posterior mean estimator.
Tweedie’s formula can be generalized to Gaussian linear regression in the following
theorem.
Theorem 3.1. Suppose in the Gaussian linear regression model,
y = Xβ + e, where e ∼ N (0,Σ) .
Let p (β) denote the prior density of β, and m (y) =
∫
β
p (y | β) p (β) dβ the marginal (prior
predictive) density of y. Then, assuming
(
XTΣ−1X
)−1
exists, the posterior mean of β given y
is
E [β | y] = (XTΣ−1X)−1XT (Σ−1y +∇y logm (y)) . (3.3)
Proof. LetN (y;Xβ,Σ) denote the multivariate normal density of y|β ∼ N (Xβ,Σ), then
the posterior density of β given y,
p (β | y) = p (y | β) p (β)
m (y)
=
1
m (y)
N (y;Xβ,Σ) p (β) .
Therefore, the posterior mean of the quantity Σ−1 (y −Xβ),
E
[
Σ−1 (y −Xβ) | y] = ∫
β
Σ−1 (y −Xβ) p (β | y) dβ
= 1
m(y)
∫
β
Σ−1 (y −Xβ)N (y;Xβ,Σ) p (β) dβ . (3.4)
Note that by the property of the multivariate normal density,
Σ−1 (y −Xβ)N (y;Xβ,Σ) = −∇yN (y;Xβ,Σ) ,
and so (3.4) becomes
E
[
Σ−1 (y −Xβ) | y] = 1
m (y)
∫
β
−∇yN (y;Xβ,Σ) p (β) dβ = −∇y logm (y) .
Multiplying both sides byXT and assuming
(
XTΣ−1X
)−1
exists, the posteriormean
of β given y becomes
E [β | y] = (XTΣ−1X)−1XT (Σ−1y +∇y logm (y)) .
It’s easy to see that, similar to Tweedie’s formula for the normal means problem,
the posterior mean in the Gaussian linear regression (3.3) consists of two parts. One
is the usual weighted least squares solution, and the other is a Bayesian correction by
the gradient of the prior predictive score, ∇y logm (y). Griffin and Brown (2010) gives
the equivalent result in the form when the least squares estimator βˆ instead of y is con-
ditioned on. Masreliez (1975) discusses the posterior mean under Gaussian prior but
non-Gaussian likelihood. (Pericchi and Smith, 1992)
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3.2 Regularized linear regression
Proximal operators and Tweedie’s formula also provide a way to connect the Bayesian
posterior mean and the regularized least squares. Specifically, we want to find a φ, such
that the Bayesian posterior estimator βˆ = E [β | y] with the prior p is the same as the
solution to the φ-regularized least squares. That is,
βˆ = E [β | y] = argmin
β
{
1
2σ2e
(y − β)2 + φ(β)
}
. (3.5)
We now use the theory of proximal mappings to re-write this estimator. First, here
are some definitions. The Moreau envelope Eγf (x) and proximal mapping proxγf (x) of
a convex function are defined as
Eγf (x) = infz
{
f(z) + 12γ ‖z − x‖22
}
≤ f(x) ;
proxγf (x) = argminz
{
f(z) + 12γ ‖z − x‖22
}
.
(3.6)
The Moreau envelope is a regularized version of f and approximates f from below, and
has the same set of minimizing values as f . The proximal mapping returns the value
that solves the minimization problem defined by the Moreau envelope. It balances two
goals: minimizing f , and staying near x.
Now, observe that if zˆ(x) = proxγf (x) is the value that achieves the minimum,
∇
{
f(zˆ) +
1
2γ
‖zˆ − x‖22
}
= ∇f(zˆ) + 1
γ
(zˆ − x) = 0 ,
which leads to zˆ = x− γ∇f(zˆ) . By construction of the envelope,
∇Eγf (x) = ∇ inf
z
{
f(z) +
1
2γ
‖z − x‖22
}
=
1
γ
[x− zˆ(x)] ,
This leads to the fundamental proximal relation zˆ = x− γ∇Eγf (x) . Therefore, write
prox
γf
(x) = x− γ∇f
[
prox
γf
(x)
]
= x− γ∇Eγf (x) . (3.7)
Meanwhile, the definition of proximal mapping (3.6) and its property (3.7) give us
βˆ = argmin
β
{
1
2σ2e
(y − β)2 + φ(β)
}
= prox
σ2eφ
(y) = y − σ2e∇φ
(
βˆ
)
.
Combining with Tweedie’s formula (3.2), gives
∇φ
(
βˆ
)
= − d
dy
logm(y) . (3.8)
Hence, if we want to match a regularized least squares with a posterior mean, we
can “solve” for the penalty φ, given a marginal distribution m(y), via the equation for
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the proximal mapping (3.8). If φ is non-differentiable at a point, we replace ∇ by ∂.
Gribonval (2011) provides the following answer. Given any z, find yˆ such that
E [β | yˆ] = z. Then the penalty
φ(z) = − 1
2σ2e
(yˆ − z)2 − logm (yˆ) + c , (3.9)
with the constant c to ensure that φ(0) = 0. To see why this construction makes sense,
simply take derivatives with respect to yˆ on both sides, and get
− d
dyˆ
logm(yˆ) = ∇φ(z)dz
dyˆ
+ 1
σ2e
(yˆ − z)
(
1− dz
dyˆ
)
[ by (3.2) ] = ∇φ(z)dz
dyˆ
+ 1
σ2e
(
−σ2e ddyˆ logm(yˆ)
)(
1− dz
dyˆ
)
= − d
dyˆ
logm(yˆ) +
(
∇φ(z) + d
dyˆ
logm(yˆ)
)
dz
dyˆ
[ by (3.8) ] = − d
dyˆ
logm(yˆ) .
To summarize, the solution to the regularized least squares problem
min
β
1
2σ2e
(y − β)2 + φ (β)
is the posterior mode with the prior p (β) ∝ exp (−φ (β)). Our proximal operators and
Tweedie’s formula discussion shows that the regularized least squares solution can also
be viewed as the posterior mean under an implied prior p (β), see Strawderman et al.
(2013).
To illustrate our result, When p is sparsity-inducing, such as the spike-and-slab, we
can construct the associated penalty φ, which is typically non-convex for both Gaussian
and Laplace cases.
3.3 Example: Spike-and-slab Gaussian & Laplace prior
For the normal mean problem (3.1), assuming p (β) is the aforementioned spike-and-slab
(Bernoulli Gaussian) prior (2.2), the marginal distribution of y is a mixture of two mean
zero normals,
y | θ ∼ (1− θ)N (0, σ2e)+ θN (0, σ2e + σ2β) .
The posterior mean E [β|y] is given by
βˆBG = w(y)y , where w(y) =
σ2β
σ2e + σ
2
β

1 + (1− θ)
1√
2piσe
exp
{
− y2
2σ2e
}
θ 1√
2piσe
exp
{
− y2
2σ2e+σ
2
β
}


−1
.
Thus, ∀z ∈ R, we can find yˆ such that w (yˆ) yˆ = z; then the penalty φBG associated with
the Bayesian posterior mean with the Bernoulli-Gaussian prior can be obtained by (3.9).
φBG doesn’t have an analytical form, but can be computed numerically.
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Amini et al. (2012) argued that Bernoulli-Gaussian priors are usually not applicable
to real-world signals, and proposed Bernoulli-Laplace priors which are infinitely divisi-
ble and more appropriate for sparse signal processing. The Bernoulli-Laplace priors are
very similar to the Bernoulli-Gaussian ones, their only difference being that the “slab”
parts are replaced by Laplace distributions. Therefore, the prior
p (β | σβ) = (1− θ) δ0 + θ 1√
2σβ
exp
(
−
√
2
σβ
|β|
)
. (3.10)
Mitchell (1994) and Hans (2009) studied the marginal and posterior distributionwith
the Laplace prior. With their results, themarginal density of ywith the Bernoulli-Laplace
prior (3.10) is given by
m (y) = (1− θ) 1√
2piσe
exp
{
− y
2
2σ2e
}
+ θ
1√
2σβ
exp
{
σ2e
σ2β
}(
Fσβ (y) + Fσβ (−y)
)
,
where
Fσβ (y) = exp
{√
2y
σβ
}
Φ
(
− y
σe
−
√
2σe
σβ
)
.
Here Φ is the cumulative distribution function (cdf) of the standard normal. The poste-
rior mean E [β|y] is then given by
βˆBL =
(
y −
[
Fσβ (−y)− Fσβ (y)
Fσβ (−y) + Fσβ (y)
] √
2σ2e
σβ
)1 + (1− θ)
1√
2piσe
exp
{
− y2
2σ2e
}
θ 1√
2σβ
exp
{
σ2e
σ2
β
}(
Fσβ (y) + Fσβ (−y)
)


−1
Similarly, we are also able to find the penalty φBL associated with this Bernoulli-Laplace
prior numerically by (3.9). It’s worth noting that this prior is a special case of the spike-
and-slab Lasso prior proposed by Rockova and George (2017). In that paper the authors
use a mixture of two Laplace distributions, one of which is very close to δ0 as its variance
goes to zero. Both priors are capable of striking a balance between hard-thresholding
and soft-thresholding.
For comparison, βˆBG and βˆBL are plotted in Figure 1; φBG and φBL are plotted in Fig-
ure 2. Both priors shrink small observations towards zero. For large observations, when
σβ is small, Bernoulli-Gaussian, like ridge regression, unnecessarily penalizes large ob-
servations too much, whereas Bernoulli-Laplace is more like Lasso. As σβ gets larger,
both priors get closer to hard-thresholding, and their associated penalties φ closer to
SCAD-like non-convex penalties (Fan and Li, 2001).
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Figure 1: Posterior mean βˆ = E [β | y] with Bernoulli-Gaussian (left) and Bernoulli-
Laplace (right) priors. Both priors shrink small observations towards zero. When σβ is small,
Bernoulli-Gaussian priors shrink large observations more heavily than Bernoulli-Laplace priors
which are more like soft-thresholding. As σβ gets larger, both get closer to hard-thresholding.
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Figure 2: Penalty φ associated with the posterior mean of Bernoulli-Gaussian (left) and
Bernoulli-Laplace (right) priors. Both φBG and φBL look “spiky” around zero, seemingly
to induce sparsity for small observations, although they are actually differentiable everywhere.
When σβ is small, the penalties associated with Bernoulli-Gaussian priors behave like ridge re-
gression for large observations, whereas those associated with Bernoulli-Laplace priors appear to
have a Lasso flavor. As σβ gets larger, both get closer to non-convex penalties such as SCAD.
4 Computing the l0-regularized regression solution
We now turn to the problem of computation. l0-regularized least squares (2.5) is closely
related to the best subset selection in linear regression as follows.
min
β
1
2‖y −Xβ‖22
s.t. ‖β‖0 ≤ k .
(4.1)
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The l0-regularized least squares (2.5) can be seen as (4.1)’s Lagrangian form. However,
due to high non-convexity of the l0-norm, (2.5) and (4.1) are connected but not equiva-
lent. In particular, for any given λ ≥ 0, there exists an integer k ≥ 0, such that (2.5) and
(4.1) have the same global minimizer βˆ. However, it’s not true the other way around.
It’s possible, even common, that for a given k, we cannot find a λ ≥ 0, such that the
solutions to (4.1) and (2.5) are the same.
Indeed, for k ∈ {1, 2, . . . , p}, let βˆk be respective optimal solutions to (4.1) and fk
respective optimal objective values, and so f1 ≥ f2 ≥ · · · ≥ fp. If we want a solution βˆλ
to (2.5) has
∥∥∥βˆλ∥∥∥
0
= k, we need to find a λ such that
max
i>k
{fk − fi} ≤ λ ≤ min
j<k
{fj − fk} ,
with the caveat that such λ needs not exist.
Both problems involve discrete optimization and have thus been seen as intractable
for large-scale data sets. As a result, in the past, l0 norm is usually replaced by its con-
vex relaxation l1 norm to facilitate computation. However, it’s widely known that the
solutions of l0 norm problems provide superior variable selection and prediction per-
formance compared with their l1 convex relaxation such as Lasso. Zhang et al. (2014)
studies the statistical properties of the theoretical solution to (2.5), and points out that
the solution to the l0-regularized least squares should be better than Lasso in terms of
variable selection especially when we have a design matrix X that has high collinearity
among its columns.
Bertsimas et al. (2016) introduced a first-order algorithm to provide a stationary so-
lution β∗ to a class of generalized l0-constrained optimization problem, with convex g,
min
β
g(β)
s.t. ‖β‖0 ≤ k .
(4.2)
LetL be the Lipschitz constant for∇g such that ∀β1, β2, ‖∇g(β1)−∇g(β2)‖ ≤ L‖β1−β2‖.
Their “Algorithm 1” is as follows.
1. Initialize β0 such that
∥∥β0∥∥
0
≤ k.
2. For t ≥ 0, obtain βt+1 as
βt+1 = Hk
(
βt − 1
L
∇g (βt)) , (4.3)
until convergence to β∗.
where the operatorHk (·) is to keep the largest k elements of a vector as the same, whilst
to set all else to zero. It can also be called the hard thresholding at the kth largest element.
In the least squares setting when g(β) = 12‖y − Xβ‖22, ∇g and L are easy to compute.
Bertsimas et al. (2016) then uses the stationary solution β∗ obtained by the aforemen-
tioned algorithm (4.3) as awarm start for theirmixed integer optimization (MIO) scheme
to produce a “provably optimal solution” to the best subset selection problem (4.1).
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It’s worth pointing out that the key iteration step (4.3) is connected to the proxi-
mal gradient descent (PGD) algorithm many have used to solve the l0-regularized least
squares (2.5), as well as other non-convex regularization problems. PGD methods solve
a general class of problems such as
min
β
g(β) + λφ(β) , (4.4)
where g is the same as in (4.2), and φ, usually non-convex, is a regularization term. In
this framework, in order to obtain a stationary solution β∗, the key iteration step is
βt+1 = prox
λφ
(
βt − 1
L
∇g (βt)) , (4.5)
where βt − 1
L
∇g(βt) can be seen as a gradient descent step for g and proxλφ is the prox-
imal operator for λφ. In l0-regularized least squares, λφ (·) = λ ‖·‖0, and its proximal
operator proxλ‖·‖0 is just the hard thresholding at λ. That is, proxλ‖·‖0 is to keep the
same all elements no less than λ, whilst to set all else to zero. As a result, the similarity
between (4.3) and (4.5) are quite obvious.
In a recent work, Jewell and Witten (2017) proposes an exact algorithm to obtain the
global minimum of l0-regularized optimization in a computational neuroscience con-
text. Consider the optimization problem
min
c1,...,cn
{
1
2
n∑
i=1
(yi − ci)2 + λ
n∑
i=2
I(ci − γci−1)
}
.
By exploiting the sequential time series nature of the problem, one can recast the
problem as a changepoint detection problem and use the available results in that litera-
ture to design a dynamic programming algorithm. Instead of trying to simultaneously
find all i’s where ci− γci−1 6= 0, the algorithm aims to find them sequentially, from i = 1
to i = n at each step. In this sense, it can reach a global minimum within O
(
n2
)
. The
authors further speed up the algorithm by pruning the set of possible changepoints to
at each step of the sequential search, and reduce the expected time cost to O (n).
5 Single best replacement (SBR) algorithm
The single best replacement (SBR) algorithm, originally developed by Soussen et al.
(2011), provides solution to the variable selection regularization (2.6). Since (2.6) and
the l0-regularized least squares (2.5) are equivalent, SBR also provides a practical way to
give a sufficiently good local optimal solution to the NP-hard l0 regularization.
Take a look at the objective (2.6). For any given variable selection indicator γ, we
have an active set S = {i : γi = 1}, based on which the minimizer αˆγ of (2.6) has a closed
form. αˆγ will set every coefficients outside S to zero, and regress y on Xγ , the variables
inside S. Therefore, the minimization of the objective function can be determined by γ
or S alone. Accordingly, the objective function (2.6) can be rewritten as follows.
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min
S
fSBR(S) =
1
2
‖y −XSβS‖22 + λ |S| . (5.1)
The SBR algorithm thus tries to minimize fSBR(S) via choosing the optimal Sˆ.
The algorithm works as follows. Suppose we start as an initial S, usually the empty
set. At each iteration, SBR aimes to find a “single change of S”, that is, a single removal
from or adding to S of one element, such that this single change decreases fSBR(S) the
most. SBR stops when no such change is available, or in other words, any single change
of γ or S will only give the same or larger objective value. Therefore, intuitively SBR
stops at a local optima of fSBR(S).
SBR is essentially a stepwise greedy variable selection algorithm. At each itera-
tion, both adding and removal are allowed, so this algorithm is one example of the
“forward-backward” stepwise procedures. It’s provable that with this feature the algo-
rithm “can escape from some [undesirable] local minimizers” of fSBR(S) (Soussen et al.,
2015). Therefore, SBR can solve the l0-regularized least squares in a sub-optimal way,
providing a satisfactory balance between efficiency and accuracy.
We are nowwriting out the algorithmmore formally. For any currently chosen active
set S, define a single replacement S · i, i ∈ {1, . . . , p} as S adding or removing a single
element i,
S· i :=
{
S ∪ {i}, i /∈ S
S\{i}, i ∈ S .
Then we compare the objective value at current S with all of its single replacements S · i,
and choose the best one. SBR proceeds as follows.
Step 0: Initialize S0. Usually, S0 = ∅. Compute fSBR(S0). Set k = 1.
Step k: For every i ∈ {1, . . . , p}, compute fSBR(Sk−1 · i). Obtain the single best replace-
ment j := argmin
i
fSBR(Sk−1 · i).
1. If fSBR(Sk−1 · j) ≥ fSBR(Sk−1), stop. Report Sˆ = Sk−1 as the solution.
2. Otherwise, set Sk = Sk−1 · j, k = k + 1, and repeat step k.
Soussen et al. (2011) shows that SBR always stopswithin finite steps. With the output
Sˆ, the locally optimal solution to the l0-regularized least squares βˆ is just the coefficients
of y regressed on X
Sˆ
and zero elsewhere.
In order to include both forward and backward steps in the variable selection pro-
cess, the algorithm needs to compute fSBR(Sk−1 · i) for every i at every step. Because it
involves a one-column update of current design matrix XSk−1 , this computation can be
made very efficient by using the Cholesky decomposition, without explicitly calculating
p linear regressions at each step (Soussen et al., 2011). An R package implementation of
the algorithm is available upon request.
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6 Applications
6.1 Statistical properties of SBR and l0 regularization
The design matrix X in this experimentation has n = 120 rows and p = 100 columns. In
order to impose high collinearity in the columns of X, we construct it in the following
way.
1. Construct a p×dmatrix L consisting ofN (0, 1) random samples and obtain ΣX =
LLT + Ip. If d≪ p, ΣX will have a low-rank structure. Here we use d = 5.
2. Sample each of the n rows ofX from themultivariate normal distributionNp (0,ΣX).
3. Centralize and normalize the columns of X such that each column sums to zero
and has unit l2 norm.
A design matrix X constructed this way has highly collinear columns. β is a highly
sparse coefficient vector with 100 elements, 90 of which are zero, and the rest 10 ran-
domly chosen to be {−5,−4,−3,−2,−1, 1, 2, 3, 4, 5}. The noise vector e is sampled from
N
(
0, σ2e
)
. In this setting, the signal-to-noise ratio was defined as
SNR = 10 log10
[
σ2(Xβ)
σ2e
]
,
and σe is determined such that SNR = 20 dB. Finally, let y = Xβ + e be the observation.
Essentially all kinds of regularization methods, including ridge regression, Lasso,
and l0 regularization, share a common difficulty: to find a suitable regularization pa-
rameter λ. A thorough theoretical treatment on the optimal λ hasn’t been established,
and in practice cross validation is often used.
Meanwhile, one of the advantages of l0 regularization is that, compared with its
l1 counterpart, the estimates of coefficients are relatively insensitive to λ when it’s large
enough, as shown in Figure 3. Therefore, we don’t have to worry too much about choos-
ing a particularly optimal λ.
In a large scale numerical experiment, we conducted 1000 simulation trials with ran-
dom X, y generated as above. We compare SBR with the ordinary least squares (OLS),
two sparsity regularization methods, Lasso and elastic net with the tuning parameter
α = 0.5, and two Bayesian MCMC methods, Bayesian bridge (Polson et al., 2014) and
Bayesian spike-and-slab shrinkage (Scott and Varian, 2014), each with their state-of-the-
art implementations. The regularization parameter λ in SBR is determined by a 10-fold
cross validation. For Lasso and elastic net, the regularization parameter λ is chosen by
the built-in cross validation in glmnet (Friedman et al., 2010). For Bayesian bridge, we
use the default prior in the package BayesBridge (Polson et al., 2012). For spike-and-
slab, the prior inclusion probability is set to be 0.5, and other hyperparameters are the
same as in the default setting in the package BoomSpikeSlab (Scott, 2016).
Figure 4 shows the accuracy in estimating β for the six methods. For OLS, Lasso,
elastic net, and SBR, βˆ are the minimizers of the corresponding optimization problems,
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Figure 3: Solution paths of l0 regularization by SBR (left) and its l1 counterpart Lasso by
glment (Friedman et al., 2010). The horizontal dotted lines indicate the true values of β, and
the vertical dashed line indicates a λˆCV chosen by cross validation in log-scale. The range of λ in
both plots are from 12 λˆ
CV to 4λˆCV . Once λ passes a certain value, the estimates of coefficients of
l0 regularization given by SBR is much more accurate and less sensitive to λ than those of lasso
given by glmnet.
and for Bayesian bridge and spike-and-slab, βˆ are the posterior means. SBR performs
as well as the gold standard Spike-and-slab and better than all else, including the two
widely used convex regularization methods.
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Figure 4: Comparison in estimation accuracy. The boxplot depicts empirical mean squared
errors of 1000 simulation trials. The l0 regularization by SBR and Bayesian posterior mean
estimators under the gold standard spike-and-slab priors outperform the convex regularization
estimators in this regards.
In terms of variable selection, we compare SBR with the other 3 sparsity-inducing
methods, Lasso, elastic net, and Bayesian spike-and-slab. For spike-and-slab, an coef-
ficient is selected when its posterior inclusion probability is greater than 0.5. Figure 5
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shows that all methods are able to select all the true non-zero coefficients almost all the
time. However, when compared in terms of preventing false selection, SBR and spike-
and-slab are the best, whereas Lasso and elastic net tend to drastically over-select.
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Figure 5: Comparison in variable selection accuracy. All 4methods generally select all of the
10 (horizontal dotted line) true non-zero coefficients almost all the time. SBR and spike-and-slab
are on par of successfully preventing over-selecting, but Lasso and elastic net tend to produce a
lot of false selections.
Recently, Hastie et al. (2017) compared Lassowith best subset selection (Bertsimas et al.,
2016), forward stepwise selection, and found similar phenomenon. Namely, the perfor-
mance of best subset selection and forward stepwise selection is overall similar, and both
tend to outperform Lasso in the high signal-to-noise setting. Since SBR is a forward-
backward stepwise selection algorithm, it’s no surprise then that SBR should give better
results than Lasso in such setting.
6.2 Computational efficiency and scalability of SBR
In section 6.1 we’ve shown that the l0 regularization has superior statistical properties in
terms of both minimizing the estimation risk and selecting correct variables, especially
its statistical performance improvement on convex regularization methods such as Lasso
and elastic net.
Full Bayesian spike-and-slab performs very well statistically. In order to achieve this
good performance, spike-and-slab needs to do a complete MCMC sampling, and this
task could take a significant amount of time, especially in high-dimensional settings,
whereas regularization methods are usually able to handle large-scale computation effi-
ciently.
In order to compare the computational efficiency of different methods, two sets of
experiments, one with n = 120, p = 100, the other n = 300, p = 200, are run, and the
results are plotted in Figure 6. SBR, as well as Lasso and elastic net, is almost as efficient
as OLS, and only changes proportionally when the size of the problem increases. On
the contrary, the two full Bayesian methods, Bayesian bridge and especially spike-and-
slab, are costly and scale badly with the problem size. Actually when n = 300, p = 200,
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it could take as much as 40 minutes to run even one spike-and-slab MCMC, whereas
SBR finishes all 200 simulation trials under 10 seconds. When n and p are in thousands,
spike-and-slab is computationally intractable.
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Figure 6: Time cost by different methods for different problem sizes. SBR is as efficient
as convex regularization methods Lasso and elastic net, whereas full Bayesian MCMC methods
Bayesian bridge and spike-and-slab take significantly longer time. When the problem size in-
creases from n = 120, p = 100 to n = 300, p = 200, averaging over 200 simulation trials, the
time cost of Lasso changes from 0.008 to 0.024 seconds, SBR 0.011 to 0.046 seconds, yet that of
spike-and-slab MCMC surges from 10 to more than 170 seconds.
6.3 Diabetes data
Nowwe examine the performance of SBR on the classic diabetes data, available in the R
package lars (Efron et al., 2004). The design matrix X has 64 columns, including all 10
biochemical attributes and certain interactions. Each column of X has been normalized
to have zero mean and unit l2 norm. The response y is centralized to have zeromean. We
compare SBR with sparsity-inducing methods including Lasso, elastic net, and spike-
and-slab priors, with the same settings as in Section 6.1, and λ determined by cross
validation. The results shown in Table 1 indicate that SBR’s performance on variable
selection is in line with popular sparse linear regression alternatives.
7 Discussion
Bayesian l0 regularization can be solved using a fast and scalable single best replacement
(SBR) algorithm. In variable selection, this estimator possesses much of the statistical
properties of spike-and-slab priors. We provide theoretical links between the spike-and-
slab MAP estimator and l0 regularization.
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Variable Lasso Elastic Net Spike & Slab SBR
sex X X X X
bmi X X X X
map X X X X
hdl X X X X
ltg X X X X
glu X X — —
age2 X X — —
bmi2 X X — —
glu2 X X — X
age · sex X X X X
age · map X X — —
age · ltg X X — —
age · glu X X — —
sex · map — X — —
bmi · map X X — X
Table 1: Variable selection for the diabetes data. Out of all 64 variable, only those selected
by at least one method are shown, chosen variables marked by X, and — otherwise. Lasso and
elastic net select the most variables, whereas spike-and-slab the least. Compared with these two
extremes, SBR selects all variables chosen by spike-and-slab, but no variables not chosen by Lasso
and elastic net. The result indicates that SBR performs a reasonable variable selection task.
We also explore the connection between regularized MAP estimators and poste-
rior means (Strawderman et al., 2013). Tweedie–Masreliez construction of the posterior
mean is re-interpreted as a proximal update rule. This proximal update identity shows
how the sparse posterior mode can be viewed as a posterior mean under a suitably
defined prior. Bernoulli-Gaussian (BG) and Bernoulli-Laplace (BL) priors are used for
illustration. Our approach demonstrates how regularized estimators can have good out-
of-sample mean squared error.
In simulated and real data applications, SBRperforms favorably comparedwith pop-
ular convex regularization methods such as Lasso and elastic net, as well as full Bayesian
sampling methods including Bayesian bridge and spike-and-slab priors.
Recently non-convex feature selection methods for sparse signals estimation have
gained increasing attention from the statistical learning community, including the clas-
sic SCAD penalty (Fan and Li, 2001), lq penalty (Marjanovic and Solo, 2013), and horse-
shoe regularization (Bhadra et al., 2017b). There are a number of future directions for
research, such as regularized logistic regression (Gramacy and Polson, 2012) and struc-
tural sparsity learning (Polson and Sun, 2017). A comprehensive theoretical treatment
and empirical comparison on different non-convex regularizations on the trade-off be-
tween statistical accuracy and computational efficiency remains open.
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