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The ability of human operators to correct mutilations in printed 
English texts was studied for a variety of mutilations. The average 
person, given limited time to work, will not be able to correct passages 
perfectly if more than 10% of the characters are mutilated; the job is 
most difficult if the mutilation consists of random substitutions of 
erroneous characters. With superior persons and unlimited time, 
however, it is possible to abbreviate passages as much as 50%, either 
by omitting alternate characters or by omitting all the vowels and the 
space between words. These results correspond to a lower bound of 
60% for the redundancy of printed English. 
Shannon (1951) est imated that  pr inted Engl ish text  is approx imate ly  
75 % redundant ,  in the sense that  a 27-character a lphabet  (26 letters plus 
a space) could encode exact ly  the same informat ion with one-fourth as 
many characters if all sequences were equiprobable.  Bur ton  and Lick- 
l ider (1955) fol lowed Shannon's  method with a larger sample of texts 
and of subjects and confirmed his est imate.  However,  Chapanis  (1954) 
reported that ,  when more than  about  25 % of the characters are randomly  
omit ted  from a pr inted Engl ish passage, it  is unl ike ly that  anyone dan 
restore them from the remaining context.  A l though it  is theoret ica l ly  
possible to shorten pr inted texts to a quarter  their  present length, random 
abbrev iat ion  is not  the way to do it. 
A method of receding that  will approach as near as one l ikes to the 
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theoretical optimum has been described by Fano (1950) and by Shannon 
(1949). They arrange the set of all possible sequences of N characters in 
order of decreasing probability of occurrence in English text, p(S1) > 
p(S2) >_ . . .  >_ p(S~). Define 
where pl = 0. To encode the ith message, use the first t,~ decimal digits 
of P j  to the right of the decimal point, where 
-- lOgl0 p(Si) ~__ ti < 1 - -  IOgl0 p(Si). (1) 
(To use a 27-character alphabet, expand Pj  as a fraction in the base-27 
number system and determine t~ by using logarithms to the base 27.) 
Since P/+i  must differ from Pj  by the quantity p(S~), its fractional ex- 
pansion will differ in one or more of the first tl places. The expected length 
of the recoded message is E(t), and from (1) we see that a 27-character 
alphabet yields 
HN/log2 27 ~ E(t) < 1 + (HN/]og2 27), (2) 
where log2 27 is a conversion factor to enable us to state HN in bits of 
information contained on the average in the original sequences of length 
N. Therefore, with N sufficiently large, the expected length of the re- 
coded message is given by the amount of information it contains. Since 
Shannon estimated that H100 -'~ 120 bits, we have E(t) ~--- 120/4.755 = 
25.2 characters of recoded text needed to convey the same information 
as 100 letters of ordinary text. 
Although we know that efficient coding is possible, there are practical 
disadvantages to this system. Blocks of N characters must be recoded 
as a unit; Burton and Licklider found N ~ 32 for optimal results, and 
Newman and Gerstman (1952) suggest an equation of the form H~ = 
aHI(N + (1 -- a)/a),O < a < 1, sothatas N increases, E(t) will approach 
the optimum at a rate proportional to 1/N. More important, however, 
is the fact that the coded message bears no resemblance to the original; 
it must be decoded before it can be read, so the process is slow, or expen- 
sive, or both. People would have great difficulty learning to read and 
write this 'efficient' orthography, because N might well exceed the span 
of immediate memory and because the sequences of letters would bear 
no simple relation to pronunciation. Such practical problems, therefore, 
lead one to search for methods that can be decoded readily by a person 
who knows English but has no special knowledge of the coding scheme. 
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Such schemes will fall short of the optimal code, but they indicate how 
far we can go toward economizing on length within the framework of our 
present system of writing. 
Although one suspects that random omission is not the best way to 
shorten a message, the random ease is interesting for other reasons. 
Since random abbreviation is one way that messages can be accidentally 
mutilated in the course of printing, typing, or teletype transmission, it is 
useful to know how much inadvertent abbreviation an ordinary text 
can tolerate. In addition to abbreviation, we would like to know the 
effects of other kinds of mistakes, such as substitutions or insertions. 
Some kinds of errors are much easier to locate and to correct han others. 
A teletype system illustrates the kinds of mistakes that can occur. 
There are, of course, errors made by the operator who types the message 
into the transmitter. Further errors may be introduced by the machine. 
The teletype equipment converts characters into patterns of electrical 
impulses; a sequence of five impulses, any one of which may be present 
or absent, can represent any one of 25 = 32 different characters. In the 
process of transmission, some impulses may disappear, or noise may in- 
troduce a spurious impulse where none was intended. Some errors are 
more serious than others: the machine may accidentally go to upper 
ease symbols, where it will remain indefinitely unless it is instructed to 
return to lower case; characters may pile up at the end of a line, or one 
line may be printed on top of another if the carriage return or line feed 
signals are lost; the receiver may temporari ly lose synchronism with the 
transmitter so that a run of damaged copy is received. About half the 
errors that occur, however, involve only a single character. Substitutions 
do not occur at random, since it is rare that more than one impulse is 
added or lost from the original pattern; thus there are only five likely 
substitutions for any received character. 
The occurrence of an error in an odd number of the transmitted im- 
pulses can be detected if a sixth "parity check" impulse is added to the 
pattern. The sixth pulse is selected in such a way that the total number 
of pulses in the pattern is always odd (or always even); if a pattern is 
received with an even (or odd) number of pulses, that character must be 
wrong. However, we do not know what the correct character was. In 
this situation we might decide not to print anything at all, we might leave 
a blank space, we might print the incorrect letter below the line formed 
by the other characters or with a special mark to indicate it is wrong, 
etc. Hamming (1950) has shown how to add several redundant pulses to 
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a pattern in such a way  that the code will correct errors after it has de- 
tected them. However,  as the number  of impulses per character increases, 
either the transmission rate must  be decreased or the signal-to-noise 
ratio of each impulse (being inversely related to the duration) will suffer. 
To  make  better use of data available in reception of binary sequences 
Silverman and Balser (1954) have proposed the "Wagner  code." When 
the parity check indicates that an error has occurred, the machine ex- 
amines again the pattern of pulses which it has received and stored (each 
with its associated signal-to-noise ratio), estimates which pulse is most  
likely to be wrong (lowest signal-to-noise ratio), changes its identifica- 
tion, and prints the character with the altered signal. The  "corrected" 
letter, of course, may not be the letter that was originally sent, for the 
Wagner  code is not immune to error. However,  the information as to 
where the receiver corrected itself is available and can be displayed in 
any way  that may aid the receiving operator. Since several alternatives 
are technically possible, we  need psychological data to decide which 
method  of display is best for the operator. 
The  present paper is concerned with two related questions: (l) What  
are the effects of different kinds of mutilation upon our ability to recon- 
struct damaged copy? and (2) I-Iow much redundancy can we eliminate 
without modifying the basic rules of English orthography? 
INCOHERENT MUTILAT ION 
Ten  English passages 300 characters in length, containing no numerals 
or proper names, were selected from newspapers and popular books. 
These were rewritten with a 27~character alphabet (* was used to sym- 
bolize the space between words). No  punctuation or other nonalphabetie 
symbols were used. A particular type and amount  of error was then in- 
troduced into each passage. Each  type of error was introduced for 10, 
20, 30, 40, or 50 % of the characters at random, but only one type of 
error was introduced at a time. 
The  five types of mutilation were: (I) Substitution of characters chosen 
at random for some of the characters in the original text. This method  is 
roughly equivalent to present teletype operation. (2) Indicated substit'a- 
lion of characters chosen at random for some of the characters in the 
original text, with the place of substitution always marked  by underlin- 
ing the substituted character. Such an indication of error could be pro- 
vided by a parity-check digit. (3) Deletion of a character with an under- 
lined, blank space left to mark  where the deletion had occurred. Elias 
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TABLE I 
ILLUSTRATING FIVE VAaIETIES OF INCOHERENT MUTILATION (40~0 LEVEL) 
Originol Copy F AC T~ I S~ S TR ANG ER W(TH AN-)I(F I C T IO N 
Mutilofed Copy 
Substitution FABTWSS~S~R ANGWRD TQGN-~P ICO I G J 
Indicoted Substitution FABTWSSN(SW(RANGWRDTQGN~P ICO IG  J 
m 
Deletion F'A T SW(S RANG R T N~ IC  I 
Abbreviotion F 'ATSW(SRANGRT NW( IC  I 
Insertion F ACBT~W'r  SS~ST~RANGEWR-~DTHQAGN 
~FP ICTQIOGNJ  
(1956) has called this situation an "erasure channel." (4) Abbreviation 
of the original text by removing characters without leaving any space to 
indicate the point at which they had been removed. This situation has 
been studied by Chapanis. (5) Insertion of characters chosen at random 
between successive characters of the original text. 
These five types of mutilation are illustrated in Table I. When new 
characters are substituted or added, each has a probability of 1/27 of 
occurring. Since the place at which the mutilation is introduced and the 
new characters that are introduced are selected without any reference 
to the characters in the original text, the mutilation is said to be inco- 
herent with respect to the text. 
Fifty S's were given ten minutes to find and correct he errors in each 
of the mutilated texts. Of the 50 mutilated texts, each S received only 
10, no two of which were constructed from the same original text. The 
median percentage of the erroneous characters which they were able to 
correct is shown in Fig. 1. Also in Fig. 1 is a dashed curve taken from 
Chapanis' work with abbreviation; the reasonably close agreement with 
the present data on abbreviation, in spite of our deletion of punctuation 
and imposition of a ten minute time limit, suggests hat these results are 
satisfactorily reproducible. 
The fact that insertions could not be perfectly eliminated is probably 
attributable tothe time limit imposed. With the method of insertion we 
used, two foreign characters could not appear together in sequence; if the 
S's had had time to discover this fact, they could have improved their 
scores. Logically, the results with deletion and with indicated substitu- 
tion should have been the same, since the indicated-substitution situa- 
tion could be converted into the deletion situation simply by marking 
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FIG. 1. The median percentage of the muti lat ions that S was able to correct 
is plotted as a function of the relative amount of muti lat ion for five varieties of 
incoherer~t muti lation. Dashed function represents data from Chapanis (1954) 
for abbreviation. 
out the substituted characters. Again, if the time allowed had been 
longer, the results would have been different and the indicated-substitu- 
tion scores would have been as high as the deletion scores. The substi- 
tuted characters, even though they were marked as wrong, apparently 
set off associative processes that interfered with the solution. Thus the 
insertion and indicated-substitution curves in Fig. 1 are probably unique 
for the particular experimental conditions we chose. 
The practical recommendation for teletype operation based on these 
data would be that, if a parity cheek is used to detect the occurrence of 
errors in transmission, it is better simply to delete and leave blank the 
incorrect character than to print it, or to abbreviate the message, or to 
print it with an indication that it is wrong. In terms of decibels, however, 
the advantage is small. For example, with present teletype operation 
(which is roughly equivalent o the substitution condition in this experi- 
ment) an operator  can  take copy  wh ich  is 70% correct and  make it 
70 ~ 0.32 (30) = 79.6 % correct. Suppose ,  however ,  that a par i ty-check 
code was  used to detect the occurrence of errors and  that, whenever  an  
error was  detected, a b lank  space was  left in the printed text. Then  an  
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operator could insert the missing characters to obtain copy that was 
70 + 0.87 (30) = 96.1% correct. This improvement is roughly cquiva- 
lent to increasing the transmitter power by 2.4 db; the price paid for 
adding a sixth digit to a five-digit code would be a loss in signal-to-noise 
ratio of 5/6, or 0.9 db. Thus the same rate of transmission could be main- 
rained with a gain of 1.5 db in transmitter power. It  is possible, of course, 
that if the substituted letter is elated to the correct letter (as is usually 
the case in teletype transmission), and if unlimited time is available to 
the receiver, indicated substitution might be preferable to simple dele- 
tion. 
RELATION TO ESTIMATES OF REDUNDANCY 
Figure 1 indicates how ell an average operator could be expected to 
do in a reasonable period of time. When we shift our attention from the 
operator to the redundancy of the messages we see that these data can 
provide a lower bound on redundancy. We would like this lower bound to 
be as great as possible, however, and so we should optimize the condi- 
tions under which the human being is to serve as our meter. That is to 
say, we should select he most efficient subjects and give them unlimited 
time to work. Only under these conditions can we expect our human 
meter to approach the performance of an imaginary statistician who 
knows the probabilities for all strings of characters and who is able to 
compute, rather than estimate, the actual redundancy. 
As a first step toward these optimal conditions, we can consider the 
scores given by the best subjects in this experiment. When the passages 
were randomly abbreviated, the best subject was able to insert all the 
missing letters correctly at 20 % abbreviation and 84 % of them at 30 % 
abbreviation. Interpolation suggests that he could have corrected per- 
fectly a passage with 25 % random abbreviation. Thus the passages were 
at least 25 % redundant. But we may make two stronger statements 
based on this same result. First, the 75 % of the characters that remained 
after abbreviation still followed the usual distribution of frequencies for 
single letters, even though their sequential dependencies were disrupted. 
If we use Shannon's (1951) estimate that H1 is 4.03 bits per character, 
then we have 4.03 bits per output character, or 0.75(4.03) = 3.02 bits 
per input character. Thus we calculate a redundancy of at least (4.755 -- 
3.02)/4.755, or 36 %. 
Second, we note that the successful decoder of a randomly abbreviated 
text has reproduced in fact two messages: the original passage, and the 
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locations of the omitted characters. These two messages are statistically 
independent of one another, because of the incoherence of the abbrevia- 
tion, and their informations add to give the total input information to 
the system. If the decoding is successful, the output information can be 
no less than this total. At 25 % abbreviation, the decoded message pro- 
vides H(0.25, 0.75) = 0.81 bit per input character of information about 
omission location, and thus cannot provide more than 3.02 - 0.81 = 
2.21 bits per input character about the passage. This gives a redundancy 
of at least (4.755 - 2.21)/4.755, or 54 % for the passages. 
Another bound can be obtained from the passages containing random 
erasures. The best subject could restore perfectly a passage with about 
33 % deletions. Thus we calculate a lower bound for the redundancy of 
0.33 ~ 0.67 (0.14), or 42%. 
If incoherent abbreviation were to be used in actual communications, 
it would obviously be an advantage for the source and the destination 
to agree in advance on the positions of the characters that would be 
omitted. Such advance agreement enables the destination to convert 
the abbreviated passage into a deleted passage, with a consequent im- 
provement in performance. The  difference between 36 % and 42 % re- 
dundancy  amounts  to about 0.32 bit per character of the original text. 
By  agreeing in advance on the random pattern of abbreviation to be 
used, therefore, an economy of about 0.3 bit per character can be ob- 
tained. 
Note  that the question of what  is the most efficient method  of elimi- 
nating characters, and therefore saving channel capacity for transmis- 
sion, is quite different from the question of what  method of elimination 
gives the largest lower bound on redundancy. Random abbreviation 
gives a large redundancy estimate for the passages, but only because it 
must  transmit an uninteresting message--the location of the omissions-- 
along with the message of interest. Decoding this uninteresting message 
takes a good deal of information: 0.81 bit per input character. Much  of 
this information is provided by residual redundancy in the English pas- 
sages which is not effective for decoding the English message, but is 
effective for locating deletions. But  0.3 bit per input character must  still 
be provided for by increased transmission capacity. Thus, random ab- 
breviation is not a good way  to save channel capacity, even though it is 
a good way  to estimate a lower bound on redundancy. 
A random pattern of abbreviation has the disadvantage of producing 
occasional runs of omitted characters that are difficult to restore. This 
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disadvantage could be avoided if the source and destination agreed upon 
a periodic pattern of omissions. In order to evaluate the effects of peri- 
odic omissions, therefore, we  asked 14 subiects to work  I0 minutes  on 
these same passages with 25, 33, 50, and 67 % of the characters deleted 
periodically. Each  subject attempted two passages at each level of muti- 
lation. The  median scores were 100, 95, 16, and 5 % of the deleted char- 
acters correctly restored. When these results are compared with function 
D in Fig. i, we  see that they are better at the low percentages of muti- 
lation, but poorer at the high percentages of mutilation. This result for 
deletions confirms a similar relation between random and periodic ab- 
breviation observed by Chapanis. If we  look at the scores for the best 
subiect, we  find they were I00, 100, 61, and 19 % correctly restored in 
I0 minutes. Graphical interpolation suggests that the best subject could 
have corrected passages perfectly with about 38 % of the characters 
omitted periodically. The  remaining 62 % of the characters would have 
no gaps longer than one character, so we can now use Newman and Gerst- 
man's (1952) estimates that HI(3), the conditional information in pairs 
of characters skipping one, is 3.66 bits per character. Thus the remain- 
ing 62 % must be at least 22 % redundant; so we have 0.38 + 0.62(0.22), 
or 52 %, as a lower bound on the redundancy of these passages. 
In order to push this lower bound still higher, six subjects worked for 
unlimited time on these same passages with 50 % of the characters de- 
leted alternately. Not all of the subjects were able to complete both of 
the passages on which they worked, although some worked as long as 
five hours on a single passage. Some passages are easier than others, just 
as some people are consistently better than others, but the superior sub- 
ject on an average passage with unlimited time and sufficient motiva- 
tion should be able to replace at least 90 % of the deleted characters. Our  
six subjects yielded a median of 97 % and, their scores ranged from 60 
to I00 % correct. If we  assume that 50 % deletion is near the upper limit 
under optimal conditions, and that the remaining letters are at least 22 % 
redundant, then we estimate that the lower bound on redundancy is 
0.5 -k 0.5(0.22), or 61%.  
RELAT ION TO PREDICT ION 
Shannon (1951) has suggested another technique for using the human 
subject to obtain estimates of redundancy. The  subject is presented with 
n characters of context and asked to predict the n q- i character, where 
n can vary from 3 up to I00 or more characters. We can think of this 
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situation as a special ease of the deletion experiment, where the final 
character in a passage of n -t- 1 characters has been deleted. In the pre- 
diction experiment, only left context is usually supplied, although Shan- 
non found that when only right context is supplied, accuracy as a func- 
tion of n was almost as good as for left context. In the deletion experi- 
ment, however, the subject has both left and right context o aid him. 
In the prediction experiment, S is required to guess repeatedly until 
he gives the correct character. F om the distribution of the number of 
guesses required it is possible to estimate bounds on the redundancy. 
It seems a natural extension of the deletion experiment, herefore, to 
ask S to guess repeatedly at deleted letters. In order to make the results 
comparable to those obtained in prediction experiments, we decided to 
use very short passages and to delete only a single character, but to vary 
the position of the deleted character systematically throughout the pass- 
ages. 
Segments of text 5, 7, and 11 characters in length were selected at 
random from newspapers and magazines, again avoiding proper names, 
numerals, and punctuation. The segments could start or end in the mid- 
dle of a word. In fifty segments of each length the first character was 
deleted, in fifty more of each length the second character was deleted, 
etc., until a total 'of 250 -t- 350 -t- 550 = 1150 such segments were con- 
structed. Six S's "predicted" the deleted characters; in each ease they 
guessed repeatedly until they were correct, and the number of guesses 
required was recorded. From the distribution of number of guesses re- 
quired we can, following Shannon, estimate the average amount of in- 
formation per character. 
If we consider only the percentage correct on the first guess, we obtain 
the results shown in Fig. 2. The more context, the more accuracy. Ac- 
curacy is greatest, however, when the context is symmetrical round the 
deleted character. And, in agreement with Shannon, left context is 
slightly easier to use than right context. If we use the total distribution 
of guesses to estimate the amount of information, the segments of five 
characters yield 2.8, 1.8, 1.8, 1.9, and 2.9 bits for the first to fifth posi- 
tions successively; segments of seven characters yield 2.5, 1.7, 1.8, 1.0, 
1.3, 1.3, and 1.8 bits from the first to the seventh position; segments of 
eleven characters yield 2.6, 2.1, 1.3, 0.8, 0.7, 0.3, 0.6, 0.6, 0.6, 1.8, and 
2.2 bits from the first to the eleventh position. Note that when ten char- 
aeters of context are provided symmetrically, five on either side of the 
deleted character, only 0.3 bit of information is needed to supply the 
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FIO. 2. Per cent correct on first guess plotted as a function of the position of 
the deleted letter, with length of segment as the parameter. 
missing character, whereas 2.2 bits are needed when all ten characters of 
context appear to the left of the deleted character. Every character is 
almost completely determined when five characters are given on each 
side. 
The asymmetry of the functions in Fig. 2 is of some theoretical inter- 
est, since the generalized Markovian model of a discrete source runs back- 
ward as predictably as it runs forward. A Markovian model for letter 
sequences does not truly describe S's procedure. Introspectively, one 
searches for a word that incorporates the given letters; it is easier, perhaps 
because of our alphabetizing conventions, to think of words that start 
with those letters than to think of words that end with them. I t  is re- 
markable that the curves are as nearly symmetrical as they are. 
Now consider the problem of relating these results to those obtained 
for the reconstruction of mutilated texts. A long sequence from which 
1In of the characters have been deleted should be roughly equivalent to 
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a fragment of length 2(n - 1) 3- 1 from which a single character has 
been deleted. For example, the pattern XX__XX XX__XX • • • would 
have ½ of its characters deleted, and each deleted letter would be guessed 
in a context of two left ~nd two right characters, which would correspond 
to the fragments of length five, with the middle character deleted. This 
relation would say that five-character segments correspond to 33 % dele- 
tion, the seven-character s gments correspond to 25 % deletion, and the 
eleven-character s gments correspond to 17 % deletion. However, when 
we use this correspondence to compare the results obtained for periodic 
deletion (95, 100, and presumably 100 %, respectively) with the maxi- 
mum values on the functions in Fig. 2 (63, 83, and 95 %, respectively), 
we find that S's did consistently better with the long text than they were 
able to do with the short fragments. This difference is in the expected 
direction, since in the long text there is actually more remote context 
supplied, and each time a correct substitution is made the amount of 
context for adjacent deletions i  greatly increased. 
These studies produced an interesting relation which may be of value 
in the use of Shannon's prediction experiment for estimates of redun- 
dancy. This relation is shown graphically in Fig. 3, where Shannon's 
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"upper bound"  is plotted in bits per character as a function of P, the 
proportion of times the S's were right on their first guess. The  straight 
line represents the equation H, -- 5Q where H is the number  of bits per 
character calculated from the entire distribution of guesses, and Q = 1 - 
P is the probability of being wrong on the first guess. Each  point repre- 
sents one distribution of guesses under a given set of conditions. The  filled 
circles represent Shannon's data; the open circles are the results obtained 
in the present studies. The  two dashed functions in Fig. 3 indicate the 
largest and the smallest values of H that could be obtained with the 
given value of P, assuming that the probability of being right on the first 
guess is not less than the probability of being right on any later guess (an 
assumption that was true for all but one of the empirical distributions). 
The  function H = 5Q is a first approximation to the data. A curvi- 
linear approximation can be obtained if we  assume that from the second 
guess onward the probability of being correct follows the same distribu- 
tion function as though a single, preceding symbol of context had been 
given. In that case we would have 
H- -  -P log~P-  ~ P~---~Q log2 
p~Q 
~=21 - -  p l  1 - -  pl' 
where p~ is the probability of being correct on the ith guess when only 
one preceding symbol of the message is known. If, following Shannon 
(1951), we assume that 1 - pl = 0.71 and that ~2 p~ logs p~ = 2.93, 
then we obtain H -- 3.6Q + H(P,Q), where H(P,Q) = -P  logs P - 
Q log2 Q. This function would apply over the range 0.28 _~ P <_ 1.0. 
Empirically, however, this function lies about as far above our data as 
H = 5Q lies below them (for P > 0.5), and a compromise between the 
two, H = ~Q + 0.TH(P,Q), gives a better fit. 
The relation shown in Fig. 3 means that it is not necessary to obtain 
repeated guesses from S. A reasonably good estimate can be obtained 
from a knowledge of only his first guess. Thus the time required to col- 
lect such data can be considerably reduced and the task made more 
acceptable to S. 
COHERENT ABBREVIAT ION 
By coherent abbreviation we mean that the characteristics of the mes- 
sage are taken into account in deciding whether or not any particular 
character is to be omitted. We have explored two kinds of coherence: 
(1) letters are omitted according to their position within words, and (2) 
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characters are omitted according to their relative frequency of occurrence 
in the language. 
The fact that common abbreviations in general usage characteristi- 
cally preserve the initial letters of the abbreviated word suggests that 
we should try abbreviating words by omitting the final letters. As a 
control condition, we have also studied the effect of omitting the initial 
letters of each word. The abbreviation was accomplished according to the 
following rules: the first (or last) n letters (where n = 1, 2, 3, 4, 5) were 
omitted from every word with more than n letters; if the word contained 
n or less ]etters, all letters were omitted except he first (or last) letter. 
For example, if n -- 3, we would have 
F , I ,STRAN,T ,F ICT ,  
when initial letters are preserved, and 
T ,S ,ANGER,N,T ION,  
when final letters are preserved. 
The ten passages used in the studies of incoherent mutilation were 
used again. Each passage was abbreviated in all ten ways (five levels of 
n, both forward and backward) and 25 S's attempted to reconstruct ten 
passages each, no S being given two abbreviations of the same passage. 
The S's were given 20 minutes to work on each passage. The results are 
shown in Fig. 4, where the median percentage of the omitted letters that 
could be restored is plotted as a function of the percentage of the total 
characters that were left out of the original passage. Since the percentage 
abbreviation differed slightly from one passage to the next, depending 
upon word lengths, the mean percentage abbreviation is plotted on the 
abscissa. 
As one would expect, S's are more accurate in restoring omitted letters 
at the ends of words than at the beginnings. Both of these coherent types 
of abbreviation are easier to unravel than is random abbreviation; 
Chapanis' data for random abbreviation are indicated by the dashed 
line in Fig. 4 for purposes of comparison. 
This method of abbreviation, however, has the disadvantage that the 
spaces between the words are never omitted. The fact that the space is 
the most frequent character in our 27-character alphabet means that its 
occurrence conveys the least information and its omission achieves the 
greatest shortening of the total message. If we simply delete the spaces 
between words we achieve an abbreviation of 18 %, and S's have no 
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trouble restoring the word boundaries. This line of argument suggests 
that we should begin with the most frequent characters and delete them 
first, proceeding to less frequent characters in order to increase the 
amount of abbreviation. This method of abbreviation was used to obtain 
the data shown by the open circles in Fig. 5. Four S's reconstructed ab- 
breviated passages in which the space (,) had been omitted, then (,, E), 
then (*, E, T), then (,, E, T, A, H), then (*, E, T, A, H, O, N). This 
order of omission was based upon the letter frequencies reported by New- 
man and Gerstman, and it produced mean abbreviation percentages of
18, 28, 34, 44, and 59, respectively. In each case the S~s were told which 
characters had been omitted. Even with 59 % of the characters omitted, 
S's were able to restore more than half the missing characters. 
Since this technique is reasonably efficient, it might be possible to 
generalize it. Newman and Gerstman have published a table of digram 
frequencies, and with this table it is possible to delete those characters 
that most frequently follow each character of the text. For example, 
when the digram ,T occurs in the original text, the T is omitted because 
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T is the most frequent letter following ,. In this way the second character 
in all of the following digrams was omitted: ,T,  E,,  TH, AN, HE, OR, 
ND, RE, IN, S*, L*, D,,  UN, F,,  ME, WI, Y,, CO, PE, G*, BE, KE, 
VE, JA, QU, XA, ZI. For example, an abbreviated text would then 
read FACT, ISSTRAGER,A ,F ICT ION.  Continuing 
this procedure, we omitted either of the two most frequent characters 
following each character of text. Thus the second letters of both ,T  and 
• A were omitted because these are the two most frequent successors to *. 
The abbreviated text then reads 
FACT ISSTt~AGEF ICT ION.  
When we delete the three most frequent successors to each character of 
text, the abbreviated passage is F A C T I g A G F I C T I O N. This 
procedure yielded 25, 36, and 50 % abbreviation, respectively, on the 
average. The results obtained when four S's tried to reconstruct the origi- 
nal texts are shown by the filled circles in Fig. 5. It is disappointing to 
discover that they did less well with these passages, which exploited the 
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sequential statistical structure of the messages, than when particular 
characters were omitted regardless of context. It is unlikely that we can 
blame Newman and Gerstman for this failure; a better table of digram 
frequencies would not have helped. The difference is largely attributable 
to the fact that in the first-order omissions the S's had a small set of 
known alternatives to insert into the abbreviated text. When second- 
order omissions were used, the method of abbreviation was explained to 
S, but he was  not given the Newman-Gers tman table and so did not 
know what  alternatives he had  to deal with. It is possible that with rules 
of abbreviation completely specified, with unlimited t ime and highly 
mot ivated S's, the second-order omissions might  have been replaced 
even more  accurately than the first-order omissions. 
The  most  successful procedure for coherent abbreviation that we  ]]ave 
found is to omit the space and all the vowels: 
F C T S S T R N G R T H N F C T N .  
This procedure produces an average abbreviation of 48 %. Six S's were 
able to replace 93 % of the omitted characters when this method of ab- 
breviation was  used, and some of the S's achieved i00 %. If we  now use 
the frequencies of occurrence of the consonants in order to calculate the 
information in the characters which  were not omitted, we  obtain an esti- 
mate  of H I  = 3.7 bits. Thus  the 52 % of the characters in the original 
passage that were not deleted were at ]east 21% redundant, and  we cal- 
culate 0.48 + 0.52(0.21), or 59 %, as the lower bound on redundancy.  
This figure is surprisingly close to the greatest lower bound we were 
able to establish with periodic, incoherent abbreviation. 
DISCUSSION 
A problem that we have not touched in this research is the interaction 
among different ypes of mutilation. Most important is the relation be- 
tween abbreviation and substitution. Because English is redundant and 
because time is vMuable, it is a common practice to abbreviate many 
words and even whole phrases before transmission. When errors of trans- 
mission introduce substitute characters into the message, these substi- 
tutions are much more damaging to an abbreviated message then they 
would be to the full text. Thus when the interference in transmission is
great, the sender may reintroduce the normM redundancy or even exag- 
gerate it by spelling out numbers and repeating important parts of the 
message. The level of interference that is considered tolerable in present 
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teletype communications is far below the 10 % substitution that was 
effectively corrected in our experiments, but our experiments did not 
introduce substitutions into abbreviated messages. Here we have an 
example of the trading relation that exists between signal-to-noise ratio 
and rate of transmission; when the noise is low, the abbreviated messages 
can be quickly transmitted, but when the noise is high, more time is 
needed for the redundant message to get through. It  would be interesting 
to explore the limits on this trading relation in another series of studies. 
RECEIVED: November 9, 1956. 
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