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Abstract
In this paper, L- and W-surface are constructed via recurrence scheme. The derivation formulae, basis
function properties, envelope theorems of L-surface and an equivalent representation of L-surface into Bezier
surface are presented. Especially, a C2 bicubic spline surface on a cross-cut grid partition consisting of
quadrilaterals is given, which can be used to replace the biquintic surface in most of the applications. The
new method has been applied in the 8eld of contour design of human body and aircraft. c© 2001 Elsevier
Science B.V. All rights reserved.
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1. Introduction
In Refs. [1–3], with the demand of practical applications, a general de8nition of the recurrence
curves is given and the L-curve and W-curve are de8ned and constructed. The authors have also
presented both the derivation formulae, envelope theorem, basis function properties of the L-curve
and convexity theorem of W-curve. By revealing a simple duality relationship between the L- and
W-curve and their characteristic vertices, an equivalent representation of the L- and W-curve into
Bezier curves is derived. As one of the smooth surface design methods on quadrilateral partition, [4]
generalizes Wachespress’s results concerning 8nite shape function on polygon and constructs rational
smooth interpolants on quadrilateral for surface design. Since a recurrent scheme is very convenient
for free surface design, we shall concentrate on generalization of a recurrent curve to a recurrent
surface by de8ning the recurrent surface on a quadrilateral mesh and establish L- and W-surface
which have most of the properties of the L- and W-curve in this paper.
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In general cases, in the process of designing contour of human body, fashion or plane, regular
mesh characteristic parameters have been given 8rst. What we are required to do is to construct the
surface which is not only satisfying interpolating conditions or preserving shape, but also has C1 or
C2 continuity or exact conformity regardless of whether the geometric distribution of characteristic
vertices is uniform or not. In large-scale geometric system, the interpolation on space mesh is usually
de8ned on rectangular partition of rectangle region. For the consideration of computing complexity
and compatibility of CAD system, we generally use bicubic spline interpolating method and Coons
surface method. However, if mesh nodes distribution is not uniform, it is hard to 8nd a suitable
parameter domain and its partition, which will result in a poor graphic eGect in many cases. So, we
partly improved its manner and basically solved the problem met in our practical application.
2. The denition of recurrent surface
On a given quadrilateral mesh, we can generalize a recurrent curve to a recurrent surface by tensor
product.
Denition 2.1. Given (n + 1) (m + 1) points of space quadrilateral mesh Pi;j (i = 0; 1; : : : ; n; j =
0; 1; : : : ; m), we assume m¿ n, then
Rk;li; j (u; v) =


Pi; j k = l= 0
[i;k(u); i; k(u)] ·

Rk−1; l−1i; j (u; v) Rk−1; l−1i; j+1 (u; v)
Rk−1; l−1i+1; j (u; v) R
k−1; l−1
i+1; j+1 (u; v)

 ·
[
’j;l(v)
j;l(v)
]
(2.1)
l= 1; 2; : : : ; m; k = 1; 2; : : : ; n;
where
i;k(u) + i;k(u) = ’j;l(v) + j;l(v) = 1;
(u; v)∈ [a; b]× [c; d] b¿a d¿c
i=0; 1; : : : ; n− k; k=1; 2; : : : ; n; j=0; 1; : : : ; m− l; l=1; 2; : : : ; m when k ¿n, set i;k(u)=1; i; k(u)
= 0; Rn;m0;0 (u; v) is called n×m-pace recurrent surface. If i;k(u) = ai;ku+ bi;k ; i; k(u) = cj; l(v) + dj;l
and ai;k =0; cj; l =0 (i= 0; 1; : : : ; n− k; k = 1; 2; : : : ; n; j= 0; : : : ; m); Rn;m0;0 (u; v) is called the n×mth
recurrent surface, abbreviated as Rn;m(u; v) or R(u; v).
Actually, R(u; v) can also be written as
R(u; v) =
n∑
i=0
m∑
j=0
Gi;n(u)Hj;m(v)Pi;j (u; v)∈ [a; b]× [c; d] (2.2)
where {Gi;n(u)} and {Hj;m(v)} have the following properties:
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(1)
∑n
i=0 Gi;n(u) = 1;
∑m
j=0 Hj;m(v) = 1.
(2) (2) The recursion formulae
Gi;k(u) = i;n−k+1(u)Gi;k−1(u) + i−1; n−k+1(u)Gi−1; k−1(u);
i = 0; 1; : : : ; n− k; k = 1; 2; : : : ; n;
Hj; l(v) =’j;m−l+1(v)Hj;l−1(v) + j−1;m−l+1(v)Hj−1; l−1(v)
j = 0; 1; : : : ; m− l; l= 1; 2; : : : ; m: (2.3)
Denition 2.2. If the n× mth recurrent surface R(u; v) satis8es the following conditions:
bi;k
ai; k
=
bi;k+1
ai;k+1
; i = 0; 1; : : : ; n− k − 1;
1− bi+1; k
ai+1; k
=
1− bi;k+1
ai;k+1
; k = 1; 2; : : : ; n− 1 (2.4)
dj;l
cj; l
=
dj;l+1
cj; l+1
; j = 0; 1; 2; : : : ; m− 1;
1− dj+1; l
cj+1; l
=
1− dj;l+1
cj; l+1
; l= 1; : : : ; m− l− 1; (2.5)
then R(u; v) is called the n× mth L-surface.
Denition 2.3. If the n× mth L-surface R(u; v) satis8es the condition
06 i;k(u); i; k(u); ’j; l(v); j; l(v)6 1;
i = 0; 1; : : : ; n− k; k = 0; 1; 2; : : : ; n; j = 0; 1; : : : ; m− 1; l= 1; 2; : : : ; m;
then R(u; v) is called the n× mth W-surface.
3. The main properties of L-surface
Formula (2.2) can be rewritten as
R(u; v) =
n∑
i=0
m∑
j=0
(i;1(u)Gi;n−1(u) + i−1;1(u)Gi−1; n−1(u))
×(’j;1(v)Hj;m−1(v) + j−1;1(v)Hj−1;m−1(v))Pi;j
=
n−1∑
i=0
m−1∑
j=0
R1;1i; j (u; v)Gi;n−1(u)Hj;m−1(v): (3.1)
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Repeating the above operation, we have
R(u; v) =
n−k∑
i=0
m−l∑
j=0
Rk; li; j (u; v)Gi;n−k(u)Hj;m−l(v) k = 1; 2; : : : ; n; l= 1; 2; : : : ; m: (3.2)
Theorem 3.1. Derivation formulae:
(1)
G′i; n(u) = n(ai;1Gi;n−1(u)− ai−1; n−1Gi−1; n−1(u)); u∈ [a; b]; i = 0; 1; : : : ; n;
H ′j;m(v) = m(cj;1Hj;m−1(v)− cj−1;1Hj−1;m−1(v)); v∈ [c; d]; j = 0; 1; : : : ; m: (3.3)
(2)
@
@u
R(u; v) = na0; n[1;−1]
[
Rn−1;m−10;0 (u; v) R
n−1;m−1
0;1 (u; v)
Rn−1;m−11;0 (u; v) R
n−1;m−1
1;1 (u; v)
] [
’0;m(v)
0;m(v)
]
;
@
@v
R(u; v) = mc0; n[0; n(u); 0; n(u)]
[
Rn−1;m−10;0 (u; v) R
n−1;m−1
0;1 (u; v)
Rn−1;m−11;0 (u; v) R
n−1;m−1
1;1 (u; v)
] [
1
−1
]
;
(u; v)∈ [a; b]× [c; d]: (3.4)
Theorem 3.2. (n + 1) (m + 1) companion functions of L-surface {Gi;n(u)Hj;m(v)} (i = 0; 1; : : : ; n;
j=0; 1; : : : ; m). Constitute a group of base functions of (n+1) (m+1)-dimensional binary polynomial
space. The (n− 1) (m− 1)th L-surface family with parameters  and  can be written as follows:
R˜(; ; u; v) =
n−1∑
i=0
m−1∑
j=0
R1;1i; j (; )Gi;n−1(u)Hj;m−1(v): (3.5)
Comparing formula (3:1) with formula (3:5); We have
R˜(; ; u; v)|=u=v = R(u; v); (3.6)
R˜
(r)(s)
(; ; u; v)|=u=v =
(n− r)(m− s)
nm
R(r)(s)(u; v): (3.7)
If R(r)(s)(u; v) represents the rth partial derivative of R(u; v) with respect to u and the vth partial
derivative of R(u; v) with respect to v; then we have the following theorem.
Theorem 3.3. L-surface R(u; v) is the envelope of the surface family
R˜(; ; u; v): (3.8)
Theorem 3.4. L-surface R(u; v) is the envelope of the surface family
R∗(; ; u; v) =
n−k∑
i=0
m−l∑
j=0
Rk;li; j (; )Gi;n−k(u)Hj;m−l(v); (3.9)
where 16 k6 n− 1; 16 l6m− 1.
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From dual relationship; R(u; v) is the envelope of surface family R∗(u; v; ; ) as well.
If the parameter variable of L; W-surface is applied to linear transformation; then the trans-
formed surfaces are L; W-surface also. Without loss of generality; we can assume that the domain
of de8nition of u and v is [0; 1]. Abbreviate to
R(u; v) =
n−k∑
i=0
m−l∑
j=0
Rk;li; j (; ) · Gi;n−k(u)Hj;m−l(v) = [Gn−k(u) · Rk;l(u; v) · Hm−l(v)]
(u; v)∈ [0; 1]× [0; 1]: (3.10)
Theorem 3.5.
[Gn−k(0); Rk; l(1; 0); Hm−l(1)] = [Gk(0); Rm−k; l(1; 0); Hm−l(1)]
= [Gk(0); Rn−k;m−l(1; 0); Hl(1)]
= [Gn−k(0); Rk;m−l(1; 0); Hl(1)]; (3.11)
where k = 0; : : : ; n; l= 0; : : : ; m; and G0;0(u) = H0;0(v) = 1.
Theorem 3.6. If qi; j = [Gi(1); Rn−i;m−j(0; 0); Hj(1)] (i = 0; : : : ; n; j = 0; : : : ; m), then we have
R(u; v) =
n∑
i=0
m∑
j=0
qi; j · Bi;n(u)Bj;m(v) u; v∈ [0; 1]; (3.12)
where {Bi;n(u)}; {Bj;m(v)}; respectively; represent the nth; mth Bernstein base functions.
4. The convexity of W-surface on parallelogram
Here, we give some results in Ref. [2]. As for its details, readers can refer to Ref. [2]. First, we
give a parallelogram T1T2T3T4, which is cross-cut into m× n small parallelograms.
At cutting intersecting points (i; j; k; h) (i=0; : : : ; n; j=0; : : : ; m; i+ k = n; j+ h=m), we de8ne
a group of real numbers {fi;j; k;h: i = 0; : : : ; n; j = 0; : : : ; m; i + k = n; j + h = m}, then the space
mesh {fi;j; k;h} which is over the parallelogram T1T2T3T4 can be written as f˜(P) (see Fig 1).
The coplanar condition: the space nodes P11; P12; P21; P22 are coplanar if P11 + P22 = P12 + P21.
Theorem 4.1. f˜(P) is convex net if and only if (4:1) holds
fi+2; j+1; k; h+1 + fi+1; j; k+1; h+2¿fi+2; j; k;h+2 + fi+1; j+1; k+1; h+1;
fi+2; j; k;h+2 + fi+1; j+2; k+1; h¿fi+2; j+1; k; h+1 + fi+1; j+1; k+1; h+1;
fi+1; j+2; k+1; h + fi;j+1; k+2; h+1¿fi+1; j+1; k+1; h+1 + fi;j+2; k+2; h;
fi+1; j+1; k+1; h+1 + fi;j; k+2; h+2¿fi+1; j; k+1; h+2 + fi;j+1; k+2; h+1;
fi; j+2; k+2; h + fi+2; j+1; k; h+1¿fi+1; j+1; k+1; h+1 + fi+1; j+2; k+1; h;
fi; j+1; k+2; h+1 + fi+2; j; k;h+2¿fi+1; j; k+1; h+2 + fi+1; j+1; k+1; h+1;
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Fig. 1.
fi+1; j; k+1; h+2 + fi;j+2; k+2; h¿fi+1; j+1; k+1; h+1 + fi;j+1; k+2; h+1;
fi+2; j+2; k; h + fi+1; j+1; k+1; h+1¿fi+2; j+1; k; h+1 + fi+1; j+2; k+1; h;
i + k = n− 2; j + h= m− 2: (4.1)
Corollary 1. If nodes of f˜(P) {fi;j; k;h; fi; j+1; k; h−1; i+1; j; k−1; h; fi+1; j+1; k−1; h−1} (i = 0; : : : ; n − 1; i +
k = n; j = 0; : : : ; m; j + h= m) are coplanar then f˜(P) is convex net if and only if (4:2) holds.
fi+2; j; k;h+2 + fi+1; j+2; k+1; h¿fi+2; j+1; k; h+1 + fi+1; j+1; k+1; h+1;
fi; j+2; k+2; h + fi+2; j+1; k; h+1¿fi+1; j+2; k+1; h + fi+1; j+1; k+1; h+1;
fi+2; j; k;h+2 + fi;j+1; k+2; h+1¿fi+1; j; k+1; h+2 + fi+1; j+1; k+1; h+1;
fi; j+2; k+2; h + fi+1; j; k+1; h+2¿fi;j+1; k+2; h+1 + fi+1; j+1; k+1; h+1;
i + k = n− 2; j + h= m− 2: (4.2)
Theorem 4.2. If the characteristic polygon of n-curve is convex; then the corresponding character-
istic polygon of its equivalent Bezier curve is convex also.
Because the space nodes Pi;j (i = 0; : : : ; n; j = 0; : : : ; m) and real number f (i = 0; : : : ; n; j =
0; : : : ; m; i + k = n; j + h= m) are 1–1 correspondence; we can identify them.
Denition 4.1. If the given space nodes Pi;j (i = 0; : : : ; n; j = 0; : : : ; m) (see Fig. 1) are on the
parallelogram T1T2T3T4, then the space made up of {Pi;j} is called characteristic net and denoted
by #P.
Denition 4.2. If #P satis8es formula (4.1), then #P is convex net.
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Denition 4.3. If the surface is always at one side of its tangent planes, it is convex.
Theorem 4.3. As for characteristic mesh #P; any four nodes {Pi;j; Pi; j+1; Pi+1; j ; Pi+1; j+1} (i=0; : : : ; n−
1; j=0; : : : ; m−1) are coplanar; the #P is convex if and only if every mesh line on u and v directions
is a convex polygon.
Lemma 4.1. If R(u; v) is W-surface on the characteristic mesh #P and any four nodes {Pi;j;
Pi; j+1; Pi+1; j ; Pi+1; j+1} (i = 0; : : : ; n − 1; j = 0; : : : ; m − 1) are coplanar; then {rk; li; j (0; 0);
rk; li+1; j+1(0; 0); r
k; l
i; j+1(0; 0); r
k; l
i+1; j(0; 0)} (i=0; : : : ; n−k; k=0; : : : ; n−1; j=0; : : : ; m−l; l=0; : : : ; m−1)
are coplanar also.
Lemma 4.2. Under the condition of Lemma 4:1, {qk;l; qk+1; l+1; qk; l+1; qk+1; l} (k = 0; : : : ; n − 1; l =
0; : : : ; m− 1) are coplanar.
Theorem 4.4. The characteristic mesh #P of W-surface R(u; v) is convex and any four nodes #P
{Pi;j; Pi; j+1; Pi+1; j ; Pi+1; j+1} (i = 0; : : : ; n− 1; j = 0; : : : ; m− 1) are coplanar; then the corresponding
characteristic mesh #P of its equivalent Bezier surface is convex also and any four nodes of
#Q {Qi;j; Qi; j+1; Qi+1; j ; Qi+1; j+1} (i = 0; : : : ; n− 1; j = 0; : : : ; m− 1) are coplanar.
Theorem 4.5. If any four nodes of #P {Pi;j; Pi; j+1; Pi+1; j ; Pi+1; j+1} (i=0; : : : ; n− 1; j=0; : : : ; m− 1)
are coplanar; then W-surface on #P is convexity-preserving.
This model has been used in large-scale CAD systems. Here we generalized the characteristic
to surface modeling and obtained a fairly practical e<ect.
5. Applications on recurrence surface
5.1. The de8nition of area parameter
By use of the given space mesh nodes Pi; j (i=0; : : : ; n; j=0; : : : ; m), we construct the regular mesh
of space quadrilateral and connect a diagonal on the same direction for each of the quadrilaterals
(see Fig. 2).
Then we determine the partition plane (u; v) and its domain. At a 8xed row i0; on u direction, let
the areas of side Pi0; j−1Pi0; j correspond to two small triangles Si0j1 and Si0j2; we can express it as
Si0 = Si0j1 + Si0j2 (j=1; 2; : : : ; m) (see Fig. 2). On the boundary (i=0), double area of the triangle,
which is on the one side of corresponding side, is taken as the area parameter. At a 8xed column
j0, we get the area parameter Tij0 (i = 1; 2; : : : ; n) in the same way. Thus we have the partition:
'1 = 'u ⊗ 'u;
'u = ui0¡ui1¡ · · ·¡uim; (i = 0; 1; : : : ; n);
'v = v0j ¡ v1j ¡ · · ·¡vnj; (j = 0; 1; : : : ; m); (5.1)
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P01 P0m
Pnm
Fig. 2.
(ui-1j-1 ,vi-1j-1 )
Fig. 3.
where
uij =
j∑
k=1
Sik vij =
i∑
k=1
Tkj (i = 0; 1; : : : ; n; j = 0; 1; : : : ; m): (5.2)
This determines each quadrilateral partition region {Rij} (i=1; 2; : : : ; n; j=1; 2; : : : ; m) (see Fig. 3).
The domain R1 consists of all partition regions.
Let
hij = ui−1 j−1 + t(uij−1 − ui−1 j−1);
lij = vi−1 j−1 + s(vi−1 j − vi−1 j−1): (5.3)
Choosing suitable values t and s, we can get correction values of hij and lij.
We apply the following transformation to the parameter domain R1 and the partition '1, then
apply the linear least-squares approximation to 'u and 'v, respectively, generate a new partition
(see Fig. 4).
'2 = '˜u ⊗ '˜v;
'˜u : 0 = u˜ i0¡u˜i1¡ · · ·¡u˜im (i = 0; 1; : : : ; n);
'˜v : 0 = v˜j0¡v˜j1¡ · · ·¡v˜jm (j = 0; 1; : : : ; n); (5.4)
The quadrilateral partition regions {R˜ij} (i = 1; : : : ; m) constitute the domain R2.
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Denition 5.1. The following conditions are called I-type boundary conditions
(1) 1st partial derivative on tangent direction at all nodes in the boundary of the parameter domain:
Daj = P′u(uaj; vaj) (j = 0; 1; : : : ; m; a= 0; n; );
Qib = P′v(uib; vib) (i = 0; 1; : : : ; n; b= 0; m): (5.5)
(2) 2nd partial derivative with respect to u and v at four corner points of the domain:
Gab = P′′uv(uab; vab); (a= 0; n; b= 0; m): (5.6)
Here P(u; v) is to generate a bicubic spline interpolation surface.
In the practical application, the parameter domain and its partition are altered many times. So
does the boundary.
5.2. The bicubic area parameter C1; C2 spline interpolation surfaces
Suppose I-type boundary conditions are given, the bicubic spline interpolation surfaces generated
on R1 and R2 not only depend on the characteristic points Pij, the tangent vectors on the u-direction
Dij, the tangent vectors on the v-direction Qij and twist vectors Gij, but also subject to the restriction
of the shape-parameters (dij qij gij), where (i = 0; : : : ; n; j = 0; 1; : : : ; m).
Algorithm 1 ([6]). Suppose a parameter domain and its partition is given, the bicubic surface on Rij
can be written as
P(u; v) = [(u− hij)][A(h˜ij)][C]ij[A(l˜ij)]T[v− lij]T; (u; v)∈Rij; (5.7)
where [(u− hij)] = [1; (u− hij); (u− hij)2; (u− hij)3],
[A(h˜ij)] =


1 0 0 0
1 0 0 0
−3=h˜2ij 3=h˜
2
ij −2=h˜
2
ij −1=h˜
2
ij
2=h˜
2
ij −2=h˜
2
ij 1=h˜
2
ij 1=h˜
2
ij

 ; h˜ij = hij+1 − hij; (5.8)
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[c]ij =


Pi−1 j−1 Pij−1 Qi−1 j−1 Qi−1 j−1
Pi−1 j Pij Qi−1 j Qij
Di−1 j−1 Dij−1 Gi−1 j−1 Gij−1
Di−1 j Dij Gi−1 j Gij

 (5.9)
[A(l˜ij)] and [(v− lij] have similar expressions also.
u= hi−1j−1 + (hi−1 j+1 − hij) · e;
v= li+1j−1 + (li−1 j−1 − lij) · f; 06 e; f6 1: (5.10)
Theorem 5.1. The bicubic spline interpolation surface represented by expression (5:7) has C1 con-
tinuity.
In the practical application, the four elements of the left-up corner of matrix [C]ij are given
by interpolating conditions; and under the conditions of the given boundary; other entries Dij; Qij;
Gij (i = 0; : : : ; n; j = 0; : : : ; m) are obtained by solving the continuous equation group.
Algorithm 2 ([5]). Suppose parameter domain and its partition '˜ are given, on each subregion the
bicubic surface can be written as
P(e; f)ij = [e][A][C˜]ij[A]
T[f]T;
[c˜]ij =


Pi−1 j−1 Pij−1 Q˜i−1 j−1qi−1 j−1 Q˜ij−1qij−1
Pi−1 j Pij Q˜i−1 jqi−1 j Q˜ijqij
D˜i−1 j−1di−1 j−1 D˜ij−1dij−1 G˜i−1 j−1gi−1 j−1 G˜ij−1gij−1
D˜i−1 jdi−1 j D˜ijdij G˜i−1 jgi−1 j G˜ijgij

 ; (5.11)
where
[e] = [1; e; e2] [f] = [1; f; f2; f3]; e; f∈ [0; 1];
[A] =


1 0 0 0
0 0 1 0
−3 3 −2 −1
2 −2 1 1

 : (5.12)
Theorem 5.2. In Algorithm 2; suppose the parameter domain R2 and its partition '2 are given;
then let
d./ = h˜ij; q./ = lij; g./ = h˜ij (.= i − 1; i; / = j − 1; j) (5.13)
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where
h˜ij =
unj − u0 j
vnj
− unj − u0 j−1
vnj−1
;
l˜ij =
vim − vi0
uim
− vi−1m − vi−10
ui−1m
; (5.14)
and D˜ij (i = 0; 1; : : : ; n; j = 0; 1; : : : ; m) satisfy the following continuous equation group:
ijDij−1 + 2Dij + uijDij+1 = 3
[
ij
Pij − Pij−1
h˜ij
+ uij
Pij+1 − Pij
h˜ij+1
]
(j = 1; 2; : : : ; m− 1): (5.15)
In each expression at a 8xed subscript j,
ij =
h˜ij+1
h˜ij + h˜ij+1
; uij =
h˜ij
h˜ij + h˜ij+1
: (5.16)
Q˜ij and G˜ij (I = 0; 1; : : : ; n; j = 0; 1; : : : ; m) as well as satisfy corresponding continuous equations.
Under the conditions of the given I-type boundary, all continuous equations are solved, so the bicubic
spline interpolation surfaces given by Algorithm 2 have C2 continuity.
5.3. The generation of the I-type boundary conditions
How to determine boundary conditions is very important for interpolation surface. Here we present
a practical method constructing boundary conditions. The practical applications show its advantage.
First, let Di0 denote the tangent vector on the boundary at a 8xed subscript i, without loss of
generality write Pk = Pik (k = 0; 1; 3), and letting
u1 =
l1
l1 + l2 + l3
; u2 =
l2 + l3
l1 + l2 + l3
;
∣∣∣∣ 1− u1 u11− u2 u2
∣∣∣∣ =0
we have
x(u1) =
P1 − P0(1− u1)3 − P3u31
3 · u1(1− u1) ;
x(u2) =
P2 − P0(1− u2)3 − P3u32
3 · u2(1− u2) ;
R1 =
x(u1)u2 − x(u2)u1
u2 − u1 ; (5.17)
then
Di0 =
R1 − Pi0
|R1 − Pi0| ; (i = 0; 1; : : : ; n): (5.18)
Next, let G00 denote the twist vectors of four end points of bicubic Bezier surface.
B(u; v) = [u][N ][R]ij[N ]
T[v]T; (u; v)∈ [0; 1]⊗ [0; 1]: (5.19)
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Then, according to the following three stages, we determine [R]i j ; (i; j = 0; 1; 2; 3):
(1) Let R00 = P00; R03 = P03; R30 = P30; R33 = P33.
(2) By the above method, we can determine the tangent vector, thereby 8nding out R01; R02; R31; R32;
R10; R20; R13; R23.
(3) Set
u11 =
S11
S11 + S12 + S13
; u12 =
S11 + S12
S11 + S12 + S13
;
u21 =
S21
S21 + S22 + S23
; u22 =
S21 + S22
S21 + S22 + S23
;
where Sij is an area parameter (i=1; 2; j=1; 2; 3). Similarly, we can obtain uij; vij (i=1; 2; j=1; 2).
Then let
P(u11; v11) = P11;
P(u21; v21) = P21;
P(u12; v12) = P12;
P(u22; v22) = P22; (5.20)
where∣∣∣∣∣∣∣∣∣
1 u11 v11 u11 · v11
1 u21 v21 u21 · v21
1 u12 v12 u12 · v12
1 u22 v22 u22 · v22
∣∣∣∣∣∣∣∣∣
=0:
By solving equation group (5.20), we can get R11; R21; R12; R22:
We write QG = 9 · (R11 + R00 − R10 − R01) then unit twist vector G00 = QG=|G|.
We have used the above method to some practical subjects and have got a series of satisfactory
numerical results.
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