1.. Introduction {#s1}
================

Data mining of extensive genome-scale databases, such as the Human Epigenome Atlas,^[@DSU044C1]^ ENCODE,^[@DSU044C2]^ Eukaryotic Promoter Database,^[@DSU044C3]^ DBTSS,^[@DSU044C4]^ database on CpG islands,^[@DSU044C5]^ FANTOM5,^[@DSU044C6]^ and many others, cannot be performed without efficient bioinformatic tools. Typically, the researcher is interested in finding correlations between various characteristics distributed over the genome (commonly termed genome tracks). The trends in the close or remote positioning between genomic features may indicate their coordinated action in chromatin packing, recombination, replication, or transcription.^[@DSU044C7]^ The features on the genome can be presented as points \[e.g. transcription start sites (TSS), DNA double-strand breaks (DSBs), contacts between chromosomes\], stretches (transposons, exons and introns, CpG islands), or profiles defined throughout the sites (expression profiles, protein-binding profiles). The stretches can be described in terms of their lengths and positions of some characteristic points (starts/centres/ends). The effects related to these two parameters (overlapping and positioning of stretches) should be studied separately. A part of correlational analysis related to the mutual positioning of starts/centres/ends of stretches can also be reduced to the study of point distributions. The processing of profiles is rather complicated. The processing of data from several experiments and data on the background noise results in identifying the maxima in profiles or the significant regions distributed over the genome. Such maxima and regions can further be treated as points and stretches. Therefore, the general assessment of correlations between features of two types always includes an estimation of the closeness between two point sets.

Despite the seemingly simple formulation, such analysis remains a challenge.^[@DSU044C8]--[@DSU044C10]^ The distribution of distances between consecutive genome track elements proved to be significantly different from that in the reference random model, with the variations in lengths between consecutive genomic elements being much stronger than the approximately homogeneous distribution of randomly positioned elements (see Results). In this sense, the distribution of genome track elements may be called inhomogeneous. The strong inhomogeneity in the distribution of genomic features over the genome, which is inherent to most genetic data, hampers statistical analysis. The application of simple and standardized methods, such as correlation functions, needs the coarse graining of data over 10--100 kb bins^[@DSU044C11]^ and smears the resolution of correlations. The proper approach should be based on the relevant statistical criteria. The developed analytical criteria and respective packages ought to be robust against the spatial inhomogeneity of feature distribution.

Among the available packages, the Genomic HyperBrowser^[@DSU044C12],[@DSU044C13]^ is based on Monte Carlo (MC) simulations for the assessment of the statistical significance of correlations between genome tracks of two types, whereas GenometriCorr^[@DSU044C14]^ uses the combination of statistically grounded analytical criteria with a permutation test. The application of simulations generally needs at least two rounds of simulations with an enhanced number of realizations to prove the statistical convergence of a method and is rather time consuming. The simulations are difficult to implement for the study of large genome-scale data sets. In contrast to packages based on the simulations, packages based on the analytical criteria (i.e. on the mathematical expressions derived in advance) do not need a large number of trial realizations for assessment of statistical significance and, therefore, save a lot of computational time.

Primarily, we were interested in the applications of available packages to the particular correlations between DSBs and epigenetic features. We began by testing available packages. In a random independent set of points, the position of each point does not depend on the positions of other random points or on the positions of points of any other (random or not) set. Thus, if at least one of two sets is random and independent, correlations between the two sets should be absent. Testing of both packages, Genomic HyperBrowser and GenometriCorr, for the absence of correlations between a random independent set and a strongly inhomogeneous, non-random genomic set revealed that the packages may indicate artificial correlations in this case. Moreover, as both packages do not suggest a measure for assessment of intrinsic inhomogeneity, the attribution between a random set and a non-random inhomogeneous set is not known *a priori*. If the true attribution was permuted, the correct assessment of correlations actually failed in both packages. The failure is perhaps related to problems in statistical assessment. Note that our remarks are concerned only with the particular options in the Genomic HyperBrowser and GenometriCorr corresponding to the study of correlations between two point sets. Therefore, we were prompted to develop an original statistical algorithm and package, the Genome Track Analyzer, based on this algorithm. Our package is freely available at <http://ancorr.eimb.ru/>. The usage of the analytical criteria permits the rapid processing of large-scale data. We tried to formulate our resulting analytical criteria in terms of Gaussian *z*-statistics that is familiar to most researchers.

The testing of available packages and the study of particular examples proved that the assessment of genome track inhomogeneity and the robustness of the algorithm against inhomogeneity are crucial for the correct analysis of correlations between genome tracks. In this article, we present the quantitative measure for inhomogeneity of genome tracks, robust statistical criteria, and an algorithm for the analysis of correlations between two genome tracks, and we compare the different packages. Furthermore, we demonstrate the application of our package to the study of particular correlations between different genetic and epigenetic features related to the regulation of gene expression in eukaryotes. Among our particular applications, the correlations between CpG islands and TSS are well studied and serve in our work mainly as an additional test, whereas the correlations between TSS on the forward and reverse strands in eukaryotic genomes, as well as the correlations between DSBs and H3K4me3 marks in the *Homo sapiens* genome, can be considered as original. The correlations between protein-binding profiles for *Drosophila melanogaster* were likely not studied using the similar statistical methods. They reflect the mutual dependence between features that was established experimentally. The correlations between particular genomic tracks obtained with the Genomic HyperBrowser and GenometriCorr were compared with that obtained using our package.

2.. Materials and methods {#s2}
=========================

In this section, we describe the basic theory and the main algorithm. The genome tracks proved to be often inhomogeneous and strongly different from quasi-homogeneous random distributions. We present the quantitative criteria for assessment of genome track inhomogeneity. The algorithm developed in this article is robust against inhomogeneity effects. It is implied that, after preprocessing (Preprocessing of input genetic data), the genetic data will correspond to the set of points that divides the genome (or a genome region) under study into a set of fragments.

2.1.. Reference model {#s2a}
---------------------

The reference model used in this work for the assessment of correlation significance is based on the random division of an interval. Let the interval of length *M* be divided by *N* -- 1 points into *N* fragments: $$M = \sum\limits_{i = 1}^{N}L_{i}$$ Here, *L~i~* is the length of fragment. The respective mean length is given by: $$\langle L\rangle = \frac{M}{N}$$ We will use henceforth the normalized lengths: $$l_{i} = \frac{L_{i}}{\langle L\rangle}$$ The probability that the normalized lengths of fragments ($l_{i}^{\prime}$) exceed some *a priori* chosen values ($l_{i}$) is defined by De Finetti distribution:^[@DSU044C15]^ $$\Pr(l_{1}^{\prime} \geq l_{1},\ldots\,,l_{N}^{\prime} \geq l_{N}) = \left( {1 - {\frac{l_{1}}{N} - \cdots - \frac{l_{N}}{N}}} \right)_{+}^{N - 1}$$ where $x_{+} = x$ if $x > 0$ and $x_{+} = 0$ if $x \leq 0$. The analytical derivation of De Finetti distribution and some relevant results can be found in previous publications.^[@DSU044C16],[@DSU044C17]^ We present below the auxiliary statistical criteria needed for the main algorithm.

The corresponding one-fragment probability is defined as: $$\Pr(l_{1}^{\prime} \geq l,l_{2}^{\prime} \geq 0,\ldots\,,l_{N}^{\prime} \geq 0) = \left( {1 - \frac{l}{N}} \right)_{+}^{N - 1}$$ and, at the limit of large *N*, can be approximated by the exponential distribution $\Pr \approx e^{- l}$. The mean minimum length from *k* fragments and its dispersion are: $$\langle l_{\min\,|\, k}\rangle = {\frac{1}{k};\quad\sigma^{2}(l_{\min\,|\, k}) = \frac{N - 1}{k^{2}(N + 1)}}$$ The characteristic maximum and minimum values in the complete set of normalized lengths corresponding to random division of an interval can be estimated as:^[@DSU044C17]^ $$l_{\max} \approx \ln N;\quad l_{\min} \approx \frac{1}{N}$$ If the input data are filtered out with respect to outliers, the potential outliers should be compared with extreme values in the reference model.

2.2.. Assessment of genome track inhomogeneity {#s2b}
----------------------------------------------

When studying correlations between genome tracks, it is useful to begin with the preliminary assessment of input data. In our package, the (in)homogeneity of length distribution related to the genome tracks is assessed by two methods. In the first method, the distribution of normalized fragment lengths is compared with one-fragment distribution (5) by the Kolmogorov--Smirnov criterion. In the second method, the homogeneity of length distribution can be assessed with an entropy-like function:^[@DSU044C17]^ $$S_{structural} = \sum\limits_{i = 1}^{N}{l_{i}\ln l_{i}}$$ As can be proved, the function (8) at the restriction (1) attains its minimum equal to zero for *l*~1~ = *l*~2~ = ... = *l~N~* = 1. This distribution corresponds to the most homogeneous one. The higher the value of the entropy (8), the stronger the variations in fragment lengths or the higher the inhomogeneity of input data. The mean value and dispersion of structural entropy for the random division of an interval are: $$\langle S_{random}\rangle = (1 - C)N = 0.422785\,\ldots\, N;\quad\sigma^{2}(S_{random}) = \text{0}.289868\,\ldots\, N$$ where *C* = 0.577215... is the Euler constant. The (in)homogeneity of the input data can be estimated in terms of the *z*-ratio: $$z_{S} = \frac{\langle S_{random}\rangle - S_{data}}{\sigma(S_{random})}$$ The *z*-ratio (10) obeys approximately Gaussian statistics for the random deviations.

2.3.. Ordering of genomic features {#s2c}
----------------------------------

Many genetic features are ordered with respect to each other, e.g. 5′-ends of CpG islands often precede the TSS. Such ordering may be related to the coordinated regulation mechanisms. The level of ordering for the pairs of points can be assessed by the criterion: $$z_{P} = \frac{P_{+}/P - 0.5}{0.5P^{- 1/2}}$$ where *P* is the total number of pairs and *P*~+~ is the number of pairs in which the points of one type precede the points of the other type. At the limit of large *P*, the deviations (11) also obey Gaussian statistics.

2.4.. Preprocessing of input genetic data {#s2d}
-----------------------------------------

### 2.4.1. Points {#s2d1}

If the input genetic data correspond to the particular sites, e.g. sites of DSBs, TSS, etc., they are commonly used without additional preprocessing. If needed, preliminary clustering of points can be performed.

### 2.4.2. Stretches {#s2d2}

The stretches, such as CpG islands, transposons, etc., are replaced by points in the starts/centres/ends of the stretches. The overlapping of stretches is permissible. The mean distance between consecutive reference points should be much longer than the characteristic length of stretches.

### 2.4.3. Profiles {#s2d3}

The profiles characterizing DNA--protein binding are assumed to be defined throughout the sites. The formats of profiles may depend on the database or vary even within a particular database. Commonly, the peaks in profiles should be determined from several experimental sets and from the set with background data. In this case, using the data from several experiments as well as the data on the background noise, the maxima in profiles or the significant regions can be identified over the genome by one of numerous available packages.^[@DSU044C18]--[@DSU044C20]^ Then, such maxima and regions can be processed as points and stretches. We integrated into our server the popular peak-caller MACS2,^[@DSU044C21]^ which is convenient for processing ChIP-Seq data. If needed, the researcher can use any other available caller for profile preprocessing. Some profiles are presented in databases in aggregated form comprising several data sets. After identifying peaks with an available caller or when using aggregated profiles, further clustering preprocessing of profiles can be performed. In our package, such clustering preprocessing first filters out the insignificant values lower than a given threshold (in terms of the mean + *n* SD). Then, the significant values exceeding a given threshold are clustered by the following rule: the consecutive points nearer than a given distance belong to the same cluster. The values of the threshold and the clustering distance are defined by the user. The site corresponding to a cluster is determined by the centre-of-mass rule: $$m_{c} = \frac{\sum_{i\,\, \in \,\,{cluster}}{m_{i}H_{i}}}{\sum_{i\,\, \in \,\,{cluster}}H_{i}}$$ where *H~i~* is the height of profile at the site *m~i~*. As the correlations may depend on the clustering distance (Correlations between protein-binding profiles), we recommend using a variable clustering distance that covers a range of characteristic lengths for the problem concerned. The format of input data for points is txt and for stretches is BED/BED6, whereas the profiles can be loaded in SGR, WIG, bigWIG, or bedGraph.

2.5.. Algorithm {#s2e}
---------------

The analysis shows that most genetic data are strongly inhomogeneous, i.e. the variations in lengths corresponding to genome tracks are stronger than that corresponding to the random division of the genome in the same number of fragments (Assessment of genome track inhomogeneity). Therefore, the criteria and algorithm for assessment of mutual correlations between two genome tracks should be robust against inhomogeneity of corresponding length distributions. The algorithm presented below satisfies this requirement.

It is assumed that the genome strand under study is restricted by terminal points corresponding to one or two genome tracks. Such a definition excludes the possible edge effects. Within such a strand, let the number of points related to the first set be *N~A~* (the related points will be denoted for brevity by *A*), whereas the corresponding number of points for the second set is *N~B~* (the related points will be denoted by *B*). Then, the fractions of points are determined as $${\, f_{A}} = {\frac{N_{A}}{N_{A} + N_{B}};\quad{\, f_{B}} = \frac{N_{B}}{N_{A} + N_{B}}}$$ The division of points on the same strand into two sets generates a string of points that may formally be presented as a sequence composed of *A* and *B*. The neighbouring points of two types can be encountered only within the following sequences: *ABA*, *BAB*, *AABB*, *BBAA*, and their combinations. Our algorithm relies on the following rules: The subsequences (*A*)*~k~* or (*B*)*~k~* (*k* ≥ 3) are discarded, because they cannot be associated with the neighbouring points of the other type. The subsequences *AABB* or *BBAA* are also discarded.This leaves us only two fundamental types of subsequences: *ABA* and *BAB*. All other possible sequences under consideration are their combinations. Our algorithm processes the entire sequence of points, splitting it into fundamental subsequences *ABA* and *BAB* from left to right. In the process of splitting, consequent fundamental subsequences can have only one common border letter, and they cannot overlap by two or more letters. For example, *ABABA* is split into *ABA* and *ABA*.In the subsequence *BAB*, the pair of the nearest neighbours is determined relative to the *A* point and corresponds to the minimum of two lengths in the combinations *BA* and *AB*, whereas in the subsequence *ABA* the pair of the nearest neighbours is determined relative to the *B* point and corresponds to the minimum of two lengths in the combinations *AB* and *BA*.Consider, for example, the combination *ABA*. Let the distance for *AB* be *L*~1~ and the distance for *BA* be *L*~2~. The mean local distance for this combination is: $${\langle L\rangle_{local}} = \frac{L_{1} + L_{2}}{2}$$ whereas the respective normalized length between the nearest neighbours (NN) is determined as: $$l_{{NN},{local}} = \frac{\min(L_{1},L_{2})}{{\langle L\rangle}_{local}}$$ A similar normalization was used also by Favorov *et al.*^[@DSU044C14]^

The correlations between two sets of points are assumed to be absent if at least one of the sets *A* and *B* is random and independent. Consider the situation when one of the sets is random (*R*), whereas the other is a non-random inhomogeneous (*I*) set. This implies the correspondence *A*, *B* ↔ *R*, *I* or *ABA*, *BAB* ↔ *RIR*, *IRI*. It is very important that the statistics turns out to be different for the combinations *IRI* and *RIR*. The moments for the normalized lengths in the combinations *IRI* are defined by Equation (6) for *k* = *N* = 2: $${\langle l_{{NN},IRI}\rangle_{random}} = {\frac{1}{2};\quad\sigma_{{NN},IRI;{random}}^{2} = \frac{1}{12}}$$ The significance of divergence between $\langle l_{{NN},IRI}\rangle_{random}$ and the mean normalized length ${\overline{l}}_{{NN},IRI}$ obtained in a particular realization may be assessed by the *z*-ratio: $$z_{IRI} = \frac{{\langle l_{{NN},IRI}\rangle}_{random} - {\overline{l}}_{{NN},IRI}}{{(\sigma_{{NN},IRI;{random}}^{2}/K_{IRI})}^{1/2}}$$ which obeys the standard Gaussian statistics *N*(0, 1) at the limit of large number of combinations *K~IRI~*. Let the neighbouring points for a combination *RIR* be *P*~1~ and *P*~2~, i.e. *RIR* can be considered as a part of combination *Р*~1~*RIRР*~2~. The random points (*R*) in the combination *RIR* are homogeneously distributed within intervals *Р*~1~*I* and *IР*~2~. The corresponding moments for the normalized lengths (15) in the combinations *RIR* are calculated as $$\begin{array}{rr}
{{\langle l_{{NN},RIR}^{k}\rangle_{random}} =} & {\int\limits_{0}^{L_{P_{\mspace{180mu} 1}I}}\frac{dL_{RI}}{L_{P_{1}I}}\int\limits_{0}^{L_{IP_{\mspace{180mu} 2}}}\frac{dL_{IR}}{L_{IP_{\mspace{180mu} 2}}}\left\langle \left( \frac{2L_{RI}}{L_{RI} + L_{IR}} \right)^{k} \right\rangle\theta\left\lbrack {1\, - \,\frac{2L_{RI}}{(L_{RI} + L_{IR})}} \right\rbrack} \\
 & {+ \int\limits_{0}^{L_{P_{\mspace{180mu} 1}I}}\frac{dL_{RI}}{L_{P_{1}I}}\int\limits_{0}^{L_{IP_{\mspace{180mu} 2}}}\frac{dL_{IR}}{L_{IP_{\mspace{180mu} 2}}}\left\langle \left( \frac{2L_{IR}}{L_{RI} + L_{IR}} \right)^{k} \right\rangle\theta\left\lbrack {1\, - \,\frac{2L_{IR}}{(L_{RI} + L_{IR})}} \right\rbrack} \\
\end{array}$$ where *θ*(*x*) is the Heaviside step function, *θ*(*x*) = 1 if *x* \> 0 and *θ*(*x*) = 0 if *x* \< 0. The angular brackets denote the averaging over an ensemble of realizations. The bulky but straightforward computations provide the explicit expressions: $$\begin{array}{ll}
 & {{\langle l_{{NN},RIR}\rangle_{random}}\, = \,\langle r_{{NN},\,{local}}(1 - 2\,\ln\, 2) - r_{{NN},{local}}\ln\, r_{{NN},{local}}\, + \, 1} \\
 & {\mspace{89mu} - (1\, - \, r_{{NN},{local}}^{2})\ln\,(1\, + \, r_{{NN},{local}})/r_{{NN},{local}}\rangle;} \\
 & {\langle l_{{NN},RIR}^{2}\rangle_{random}\, = \,\langle 2r_{{NN},{local}}(1 - 2\,\ln\, 2)\, + \, 4\ln\,(1 + r_{{NN},{local}})/r_{{NN},{local}}\rangle;} \\
 & {\sigma_{{NN},RIR;{random}}^{2}\, = \,{\langle l_{{NN},RIR}^{2}\rangle_{random}} - \langle l_{{NN},RIR}\rangle_{random}^{2}} \\
\end{array}$$ where $$r_{{NN},{local}}\, = \,\min\left( {\frac{L_{P_{1}I}}{L_{IP_{2}}},\frac{L_{IP_{2}}}{L_{P_{1}I}}} \right)$$ If the averaging over the ensemble of realizations is replaced by the mean in a particular realization, $\langle\ldots\rangle\rightarrow\sum\limits_{RIR}{(\ldots)/K_{RIR}}$ (here the dots correspond to the expressions in the right-hand side of Equation (19), and *K~RIR~* is the total number of combinations *RIR*), the variable $$\varsigma_{RIR}\, = \,\frac{{\overset{\sim}{l}}_{{NN},RIR;{random}}\, - \,{\overline{l}}_{{NN},RIR}}{{({\overset{\sim}{\sigma}}_{{NN},RIR;{random}}^{2}/K_{RIR})}^{1/2}}$$ obeys Gaussian statistics *N*(0, *c*~ς~) with dispersion $c_{\varsigma}^{2} \neq 1$. Here, the wave over the reference random values corresponds to the replacement $\langle\ldots\rangle\rightarrow\sum\limits_{RIR}{(\ldots)/K_{RIR}}$ in Equation (19) and ${\overline{l}}_{{NN},RIR}$ is the mean normalized length for the combinations *RIR*. The variable corresponding to the standard Gaussian statistics *N*(0, 1) can be obtained by the normalization: $$z_{RIR}\, = \,\frac{\varsigma_{RIR}}{c_{\varsigma}}$$ The normalization parameter *c*~ς~ depends weakly on the ratio between the numbers of points belonging to random and inhomogeneous sets, *N~R~*/*N~I~*. The simulations yield the dependence, *N~R~*/*N~I~* = 0.25; 0.5; 1; 2; 4 and *c*~ς~ = 0.833; 0.837; 0.855; 0.862; 0.881. We used the linear interpolation for *c*~ς~ within this range of ratios *N~R~*/*N~I~*, while beyond this range the values of *c*~ς~ were taken to be equal to the boundary quantities.

The united Gaussian criterion of proximity between two sets of points is formulated in terms of: $$z_{corr}\, = \,\frac{S_{K,{random}} - S_{K}}{{(K_{IRI}\sigma_{{NN},IRI;{random}}^{2} + K_{RIR}c_{\varsigma}^{2}{\overset{\sim}{\sigma}}_{{NN},RIR;{random}}^{2})}^{1/2}}$$ where $$S_{K}\, = \,\sum\limits_{k = 1}^{K}l_{{NN},{{local};}k}$$ $$S_{K,{random}}\, = \, K_{IRI}\langle l_{{NN},IRI}\rangle_{random} + K_{RIR}{\overset{\sim}{l}}_{{NN},RIR;{random}}$$ and the other nomenclature is as defined in Equations (16)--(22). The correspondence *A*, *B* ↔ *R*, *I* or *ABA*, *BAB* ↔ *RIR*, *IRI* is defined by the criterion (10). The set with the higher \|*z~S~*\| is associated with an inhomogeneous set, whereas the set with the lower \|*z~S~*\| is associated with a random set. The criterion (23) remains valid when the inhomogeneous non-random set tends towards a random set. The positive values of *z*~corr~ reflect a trend towards shorter distances between point sets relative to the reference model (or correlations), whereas the negative values of *z*~corr~ reflect a trend towards longer distances between point sets (or anticorrelations). The ordering between the pairs of the nearest neighbours contributing to sum (24) can be additionally assessed by *z~P~*-criterion (11).

The mean fraction of the nearest neighbours between two random sets of points is $$\begin{array}{ll}
{F_{NN}\, = \,} & {({\, f_{A}}f_{B}^{4} + {\, f_{B}}f_{A}^{4})\sum\limits_{k = 0}^{\infty}{(k + 1){({\, f_{A}}{\, f_{B}})}^{k}} + 2f_{A}^{2}f_{B}^{2}\sum\limits_{k = 1}^{\infty}{k{({\, f_{A}}{\, f_{B}})}^{k}}} \\
 = & {\frac{({\, f_{A}}f_{B}^{4} + {\, f_{B}}f_{A}^{4})}{{(1 - {\, f_{A}}{\, f_{B}})}^{2}} + \frac{2f_{A}^{3}f_{B}^{3}}{{(1 - {\, f_{A}}{\, f_{B}})}^{2}}} \\
\end{array}$$ In particular, if *f~A~* = *f~B~* = 0.5, the mean fraction is *F~NN~* = 1/6. This fraction is assessed relative to the complete set of points *N* = *N~A~* + *N~B~*, i.e. the mean number of pairs of the nearest neighbors is determined as *N*·*F~NN~*. The significant bias against frequency (26) is interesting for assessment of trends in natural selection and large-scale genome organization.

3.. Results {#s3}
===========

3.1.. Tests and comparison of different packages {#s3a}
------------------------------------------------

The distribution of genome tracks over the genome is often strongly inhomogeneous. As a typical example, we chose the exons on the forward and reverse strands of 23 human chromosomes (the Y-chromosome was discarded due to insufficient data). Both the Kolmogorov--Smirnov and entropy criteria revealed strong inhomogeneity of this set ([Supplementary data S1](http://dnaresearch.oxfordjournals.org/lookup/suppl/doi:10.1093/dnares/dsu044/-/DC1)). The positions of points in any random set are independent of that of exons and should be uncorrelated with them. This test was used to verify the predictions in different packages. For a particular MC realization, the *P*-value characterizing the significance of correlations between exons and a random set was calculated for each chromosome separately. The correlations were assumed to be significant if *P* \< 0.05. Then, we calculated the observed fraction of events with predicted *P* \< 0.05 per 100 MC realizations (false discovery rate, FDR). As neither Genomic HyperBrowser^[@DSU044C12],[@DSU044C13]^ nor GeometriCorr^[@DSU044C14]^ suggests the criteria for the comparison of the inhomogeneity of two sets, we performed the blind computations in which the attribution of two sets was unknown.

Statistical analysis of correlations between genome tracks with Genomic HyperBrowser was performed to test the hypothesis: point--point located nearby? The correlations in this package were assessed via MC simulations, in which one of the sets was preserved, whereas the other was replaced by MC samples. The maximal number of MC samples was 1,000. To create single-line commands suitable for batch processing, we used Perl scripts written by ourselves. GenometriCorr used the combination of the Kolmogorov--Smirnov test for the normalized lengths together with a permutation test for distances between the points of two sets. In GenometriCorr, the user should manually set the extreme 5′- and 3′-ends of the data range to define the limits of the chromosome region under study for correct correlations. This option is called 'mapping' and is turned off by default. For setting mapping, we used an R script written by ourselves. The number of permutations for the assessment of absolute distance *P*-value was 1,000. For our package, we used the united Gaussian criterion (23) with attribution of sets by the entropy *z* criterion (10). The results are compared in Table [1](#DSU044TB1){ref-type="table"}. Table 1.FDR for the tests on the absence of correlations between exons in human chromosomes and random setsNumber of points in random sets relative to that of exonsFraction of events with *P* \< 0.05 per 100 MC realizationsExons on forward strandExons on reverse strand2-Fold lessEqual, ±10%2-Fold more2-Fold lessEqual, ±10%2-Fold moreGenomic HyperBrowser^[@DSU044C12],[@DSU044C13]^*P*-value, exon positions preserved, random set MC randomized0.2530.2530.2470.2490.2500.248Adjusted *P*-value, exon positions preserved, random set MC randomized0.2270.2280.2270.2270.2310.228*P*-value, random set preserved, exon positions MC randomized0.5380.5970.6700.5880.6350.773Adjusted *P*-value, random set preserved, exon positions MC randomized0.5230.5820.6560.5730.6280.768GenometriCorr^[@DSU044C14]^Relative distance KS *P*-value, exons---reference; random---query0.0470.0490.0510.0510.0480.050Absolute distance *P*-value, exons---reference; random---query0.1090.1060.1000.1100.1070.109Relative distance KS *P*-value, random---reference; exons---query0.5370.4370.4280.5790.4500.215Absolute distance *P*-value, random---reference; exons---query0.7050.6970.6620.7250.6930.599Genome Track AnalyzerUnited *z*-criterion, Equation (23)0.0560.0520.0510.0440.0460.048[^2][^3]

The results in Table [1](#DSU044TB1){ref-type="table"} reveal strong dependence of the FDR on the attribution of sets. If exon positions are preserved, while the random set is MC randomized, the Genomic HyperBrowser provides the FDR about five times higher than the expected rate. GenometriCorr provides the correct rate for the relative distance KS *P*-value and the correspondence exons---reference, random---query, whereas the usage of the absolute distance *P*-value provides the FDR ∼2-fold higher than the expected rate at the same correspondence. The permutation in set attribution (i.e. the random set is preserved, while exon positions are MC randomized for the Genomic HyperBrowser and random---reference, exons---query for GenometriCorr) leads to the complete failure of the correlation prediction in both packages. This proves that the preliminary assessment of randomness/inhomogeneity is crucial for the correct statistical predictions.

The computation time needed for one random realization in Genomic HyperBrowser was 1 h 35 min, in GenometriCorr 52 min, and in Genome Track Analyzer 9 s. This time included the duration of loading and processing of input data, direct computations, and processing of output data. In particular, for our package, the time needed for the loading and processing of input data was 8 s, and the processing of output data needed 1 s, whereas the direct computations took only 0.01 s.

3.2.. Correlations between CpG islands and TSS {#s3b}
----------------------------------------------

The software package was applied to the analysis of particular genetic problems. The first one concerned the correlations between CpG islands and transcription start sites.^[@DSU044C5],[@DSU044C22]--[@DSU044C24]^ The positions and overlapping of CpG islands with TSS affect gene expression in eukaryotes. The data on CpG islands on human chromosomes were taken from URL <http://rafalab.jhsph.edu/CGI/>,^[@DSU044C5]^ whereas the data on TSS were taken from the Eukaryotic Promoter Database (<http://epd.vital-it.ch/> *H. Sapiens* hg19 version EPDnew 003).^[@DSU044C3]^ Our method supported the strong correlations between CpG islands and TSS with clear preceding ordering between 5′-ends of CpG islands and TSS. The study also showed overlap between CpG island and the nearest TSS ([Supplementary data S2](http://dnaresearch.oxfordjournals.org/lookup/suppl/doi:10.1093/dnares/dsu044/-/DC1)).

3.3.. Correlations between TSS on the forward and reverse strands {#s3c}
-----------------------------------------------------------------

Additionally, we found significant correlations between TSS on the forward and reverse strands of *D. melanogaster*, *Caenorhabditis elegans*, *Mus musculus*, *H. sapiens*, and *Danio rerio* (zebrafish) genomes. The positions of TSS on the reverse strand were projected to the forward strand. The detailed results are presented for *D. melanogaster* and *H. sapiens*. In Table [2](#DSU044TB2){ref-type="table"}, we included only the chromosomes in which the number of nearest neighbours exceeded 50 to ensure the applicability of Gaussian statistics. These data show clear positional and ordering correlations for the significant fraction of the TSS on two strands. Implying that expression regulation factors are upstream of TSS, the bias in projected TSS on the reverse strand preceding neighbouring TSS on the forward strand indicates that some regulatory elements such as CpG islands, enhancers, silencers, etc., may be common. Such a mode of regulation expression has, in fact, been experimentally established.^[@DSU044C25]--[@DSU044C27]^ The statistical significance of these correlations versus the counterpart random model proves the positive selection of such a mode of expression regulation during evolution. The fraction of the nearest neighbours for TSS turned out to be less than the theoretical prediction for the random sets with the same fractions of points \[Equation (26)\] for the *H. sapiens* genome and rather close to the theoretical prediction for the *D. melanogaster* genome (Table [2](#DSU044TB2){ref-type="table"}). The histograms for the relative and absolute lengths between neighbouring TSS, scattering plot, and the list of the top nearest TSS on the reverse and forward strands are summarized in [Supplementary data S3](http://dnaresearch.oxfordjournals.org/lookup/suppl/doi:10.1093/dnares/dsu044/-/DC1). The histograms for both *H. sapiens* and *D. melanogaster* genomes show the length distributions peaked at the small distances between neighboring TSS in accordance with significant positional correlations. The histograms for the absolute lengths revealed a sharp drop at the distances exceeding the characteristic nucleosome length of ∼200 bp. Though the absolute and relative lengths between neighbouring TSS were significantly correlated (Spearman correlation coefficients exceeded 0.7, *P* \< 0.001), only the criteria formulated in terms of relative lengths proved to be robust against the inhomogeneity of genome tracks. The distribution of the nearest neighbouring TSS on the forward and reverse strands across particular chromosomes of the *H. sapiens* genome is shown in Fig. [1](#DSU044F1){ref-type="fig"}a, which was drawn with the Integrated Genome Browser.^[@DSU044C28]^ The distributions of the TSS pairs across all chromosomes of the *H. sapiens* genome listed in Table [2](#DSU044TB2){ref-type="table"} can be found in [Supplementary data S4](http://dnaresearch.oxfordjournals.org/lookup/suppl/doi:10.1093/dnares/dsu044/-/DC1). Table 2.Correlations between transcription start sites on the forward and reverse strandsChromosome*zPz~P~P*TSS forwardTSS reverseNNA. *Homo sapiens* genomechr12.590.0105.93\<0.0011,2261,156230chr23.77\<0.0014.28\<0.001817728177chr33.010.0034.60\<0.001643663133chr40.280.7792.070.038446471103chr54.39\<0.0014.42\<0.001570497113chr64.34\<0.0015.22\<0.001609617132chr70.650.5162.970.003562509109chr82.760.0064.48\<0.00139742372chr92.970.0033.39\<0.00144350795chr101.970.0494.27\<0.001471475106chr113.52\<0.0015.02\<0.001696656129chr124.21\<0.0015.36\<0.001623656147chr144.28\<0.0014.64\<0.00138236390chr151.940.0525.74\<0.00133835982chr163.73\<0.0016.30\<0.001571422113chr175.08\<0.0016.37\<0.001633725150chr194.28\<0.0017.65\<0.001823772178chr202.570.0104.06\<0.00132029170chr221.770.0774.16\<0.00126826963chrX2.240.0251.430.15347745396B. *Drosophila melanogaster* genomechr2L11.98\<0.00115.68\<0.0011,3931,379454chr2R13.72\<0.00114.73\<0.0011,5781,529481chr3L12.57\<0.00115.59\<0.0011,5281,570473chr3R14.19\<0.00116.61\<0.0011,7621,852583chrX12.42\<0.00114.08\<0.0011,1761,198387[^4] Figure 1.(a) The distributions of the nearest neighbouring transcription start sites (NN TSS) on the forward and reverse strands across particular chromosomes of the *Homo sapiens* genome. The cytobands across corresponding chromosomes and relevant length scales are shown below the TSS. The length scale is in megabases. The blue vertical lines correspond to the pairs of NN TSS. The 15 closest pairs on each chromosome are marked by the red lines, and the names of the corresponding NN TSS are indicated. Names shown above the red lines correspond to the TSS on the forward strand, whereas names shown below the red line correspond to the TSS on the reverse strand (names are given according to EPD notation). (b) Particular examples of NN TSS pairs in the *H. sapiens* genome. The transcriptions factors (TF) participating in the regulation of expression of a particular gene are listed after the name of the gene. The TF that match genes on both strands are marked in red. The data on binding sites for TF associated with genes were taken from <http://www.genecards.org>.

The analysis of some nearest TSS duplets revealed that they correspond to rather short intergenic regions between pairs of closely located genes that reside on different strands. They may have mutual enhancers or bidirectional promoters, and thus should correspond to genes with coordinated expression. The particular examples are shown in Fig. [1](#DSU044F1){ref-type="fig"}b. Currently, we are analysing these gene pairs to determine the role of this type of genome organization for coordinated regulation of genes in the human genome.

3.4.. Correlations between protein-binding profiles {#s3d}
---------------------------------------------------

The second problem concerned the relationships between profiles characterizing DNA binding with proteins E(Z), Pc-S2, and Psc, and H3me3K27 marks in the chromosomes of *D. melanogaster*. E(Z), Pc-S2, and Psc belong to the polycomb group (PcG) of proteins, which are important for maintaining the transcriptional repression of homeotic genes.^[@DSU044C29]--[@DSU044C32]^ The corresponding processed and aggregated profiles were obtained by Schwartz *et al.*^[@DSU044C29]^ and were taken from EMBL ArrayExpress accession E-MEXP-535.^[@DSU044C33]^ The profiles were preliminarily filtered by the cut-off threshold mean + 2 SD and clustered with a distance in the range 50--500 nt with steps of 50 nt (Preprocessing of input genetic data). The data before and after preprocessing with a clustering distance of 50 nt are shown in Fig. [2](#DSU044F2){ref-type="fig"}a. The corresponding *z*-ratios \[Equation (23)\] indicate strong correlations between binding profiles for the PcG proteins and for H3me3K27 marks (Fig. [2](#DSU044F2){ref-type="fig"}b). The correlations strongly depend on the clustering distance (Fig. [2](#DSU044F2){ref-type="fig"}c and [Supplementary data S5](http://dnaresearch.oxfordjournals.org/lookup/suppl/doi:10.1093/dnares/dsu044/-/DC1)). As the characteristic binding region for the PcG proteins is ∼50 nt,^[@DSU044C34]^ the clustering distance of 50 nt may be considered as optimal in this example. The cut-off threshold affects the number of nearest neighbours, but it retains the mode of correlations at a given clustering distance. These observations are in accordance with the data on the coordinate action of the E(Z), Pc-S2, and Psc proteins, and the H3me3K27 marks in the silencing mechanisms for *D. melanogaster.*^[@DSU044C29],[@DSU044C30]^ Figure 2.(a) The binding profiles for proteins E(Z), Pc-S2, and Psc, and for H3me3K27 histone marks over chromosome 3R of *Drosophila melanogaster*. For the study of correlations, these profiles were preliminary filtered by the cut-off threshold mean + 2 SD and clustered with distance of 50 nt \[Preprocessing of input genetic data and Equation (12)\]. The input data after preprocessing are shown below initial profiles. (b) *z*-ratios \[Equation (23)\] characterizing pairwise positional correlations between profiles for proteins E(Z), Pc-S2, and Psc, and for the H3me3K27 mark in the different chromosomes of *D. melanogaster*. The input data were preprocessed as described above. The numbers below the chromosome nomenclature correspond to that of the nearest neighbours. The horizontal broken lines for *z*-ratios correspond to 5% (\|*z*\| = 1.96) and 1% (\|*z*\| = 2.58) significance thresholds for random correlations. (c) Ratios characterizing positional correlations between profiles for proteins E(Z), Pc-S2, and Psc, and for H3me3K27 histone marks in the chromosome 2R of *D. melanogaster* at the different clustering lengths. The profiles were preliminary filtered by the cut-off threshold mean + 2 SD. The positive values of *z*~corr~ reflect a trend towards shorter distances between profiles relative to the reference model (or correlations), whereas the negative values of *z*~corr~ reflect a trend towards longer distances between profiles (or anticorrelations).

3.5.. Correlations between DSBs and histone marks {#s3e}
-------------------------------------------------

Finally, we studied the relationships between DSBs and histone mark H3K4me3 in human chromosomes. DSBs induced by physical, chemical, or genetic agents provide important information about the large-scale organization of chromatin and may potentially be related to genomic stability, including translocations, deletions, or amplifications.^[@DSU044C35]--[@DSU044C37]^ H3K4me3 is a well-known, promoter-specific histone modification that is associated with transcription and active genes. Recently, it was demonstrated that this epigenetic mark selectively directs global TFIID recruitment to active genes, some of which are p53 targets.^[@DSU044C38]^ The data on nucleotide-resolved DSBs were submitted to GEO with accession number GSE53811. DSBs were preliminarily preprocessed: DSBs mapped below 5% and above 95% of coverage were cut-off; the remaining DSBs were clustered within a distance of 1 kb (Preprocessing of input genetic data). Such a clustering distance provides the distribution of lengths between consecutive DSBs, which is similar to that observed in gel electrophoresis.^[@DSU044C35],[@DSU044C36]^ The profiles for histone marks were taken from ENCODE accession wgEncodeEH000953 in the pre-aligned format BAM and were then processed with MACS2.^[@DSU044C21]^ The MACS2 peak-caller was used with the option 'callpeak' for identifying significant regions (treated like stretches in our package). Then, the correlations of corresponding midpoints of stretches with DSBs were studied with our package. The summary of correlations is shown in Fig. [3](#DSU044F3){ref-type="fig"} and reveals clear positional correlations between these features. Such correlations support the hypothesis regarding the relationships between DSBs and coordinated gene expression.^[@DSU044C35],[@DSU044C36]^ Figure 3.(a) The distributions of DNA double-strand breaks (DSBs) and H3K4me3 histone marks over human chromosome 7. The distributions of DSBs and histone marks were coarse-grained over bins of 100 kb, i.e. the heights in these distributions correspond to the number of points in the bins of 100 kb. Both sets were preprocessed as described in the main text. The distribution of cytobands across chromosome 7 is shown above the length scale. (b) *z*-ratios \[Equation (23)\] characterizing pairwise positional correlations between distributions of DSBs and H3K4me3 in the human chromosomes. The correlations for the Y-chromosome are not shown due to poor statistics. The numbers below the chromosome nomenclature correspond to that of the nearest neighbours. The horizontal broken lines for *z*-ratios correspond to 5% (*z* = 1.96) and 1% (*z* = 2.58) significance thresholds for random correlations.

The correlations between particular genomic tracks in the following sections, Correlations between CpG islands and TSS, Correlations between TSS on the forward and reverse strands, Correlations between protein-binding profiles, and Correlations between DSBs and histone marks, obtained with Genomic HyperBrowser, GenometriCorr, and Genome Track Analyzer are mutually compared in [Supplementary data S6](http://dnaresearch.oxfordjournals.org/lookup/suppl/doi:10.1093/dnares/dsu044/-/DC1). The comparison showed that the detected correlations appeared to be significant in all three packages (with minor divergence depending on the package and method). The significance of correlations in all packages indicates that they are real, non-artificial correlations. Generally, the coincidence of the correlation significance obtained with the different packages may depend on the particular chosen example (see Tests and comparison of different packages).

4.. Discussion {#s4}
==============

Our study proves that the proper treatment of inhomogeneity inherent to genome tracks is essential for the correct assessment of correlations between genome tracks. We tried a series of algorithms, including our variants and those suggested by others,^[@DSU044C12]--[@DSU044C14]^ and found that none of the algorithms that used absolute length scales satisfied the test for the absence of correlations between a random independent set and a strongly inhomogeneous non-random set (Tests and comparison of different packages and Table [1](#DSU044TB1){ref-type="table"}). The choice of the relative lengths with local normalization turned out to be crucial for the absence of correlations between a strongly inhomogeneous set and a random one. The significant inhomogeneity inherent to genome tracks and strong variations in characteristic lengths may be related to the large-scale chromatin organization (see Ref. [@DSU044C17] for discussion and further references).

All *z*-criteria (10), (11), and (23) used in our package are based on the central limit theorem. The variations in the vicinity \|*z*\| ≤ 2.7 proved to be approximately Gaussian for the random sets. The application of Gaussian criteria implies that the number of pairs of nearest neighbours, *K*, should be sufficiently large. The convergence can be assessed by the parameter $1/\sqrt{K}$. We determined that 50--100 representatives or more are sufficient for Gaussian approximation in the corresponding *z*-criteria. For the small sets, the statistical scattering becomes large and the deviations from Gaussian statistics may be significant. As the tails of distributions for *z*-ratios are non-Gaussian, we used the coarse-grained scale for the presentation of significance for output *z*-values: \|*z*\| \< 1.8, insignificant; 1.8\< \|*z*\| \<1.96, fuzzy; 1.96\< \|*z*\| \<2.58, significant; and \|*z*\| \> 2.58, highly significant. In the visual presentation of the software, all grades are marked by different colours.

Our analytical criteria proved to be robust against the inhomogeneous distribution of lengths corresponding to genome tracks, which is typical of genetic problems. The analytical criteria significantly shorten the time of computational analysis and permit the study of larger data sets in comparison with MC simulations (Tests and comparison of different packages). Note that the analysis of large output data arrays needs the application of extreme value statistics for the assessment of their statistical significance. For example, in the case of random correlations, ∼5% of output *z*-values can exceed the threshold \|*z*\| \>1.96. Generally, the distribution of the large output array of *z*-values can be compared with Gaussian distribution by the Kolmogorov--Smirnov criterion.

A similar approach can be applied to the study of distributions of nucleotide content or DNA physico-chemical characteristics over the genome. In the latter case, these parameters should, initially, be coarse-grained over a window of length *W*. The distribution of parameters over consecutive non-overlapping windows can further be treated in line with profile preprocessing (Preprocessing of input genetic data). If needed, the continuous criteria used in our package can be replaced by their corresponding discrete counterparts.^[@DSU044C17]^ In the next step, we will include the more detailed analysis of correlations between stretches that are characterized by both the positions of the stretch centres and the overlap of stretches. To conclude, the Genome Track Analyzer provides an efficient tool for the study of correlations between genome features with useful applications to many genetic problems. The study of correlations between genome tracks may shed light on the intricate regulation networks in the different organisms.
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[^1]: Edited by Prof. Hiroyuki Toh

[^2]: All tests were performed with predicted *P*-values \<0.05. The expected mean value and standard deviation for FDR per 100 MC realizations should be 0.05 ± 0.005.

[^3]: FDR, false discovery rate; MC, Monte Carlo; KS, Kolmogorov--Smirnov test.

[^4]: The positions of TSS on the reverse strand were projected to the forward strand. *z* and *z~P~* are calculated by Equations (23) and (11) and characterize the positional and ordering correlations between TSS, respectively. The 1% significance thresholds for \|*z*\| and \|*z~P~*\| in the case of random correlations correspond to 2.58, while 5% significance thresholds correspond to 1.96. The positive values of *z~P~* indicate that projected TSS on the reverse strand precede TSS on the forward strand. The corresponding *P*-values were calculated using Gaussian statistics. The data were filtered by the number of pairs of the nearest neighbours (NN) exceeding 50 to ensure the applicability of Gaussian statistics.
