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Abstract
In this paper we are interested in optimizing the shape of multi-flagellated helical microswimmers.
Mimicking the propagation of helical waves along the flagella, they self-propel by rotating their tails.
The swimmer’s dynamics is computed using the Boundary Element Method, implemented in the
open source Matlab library Gypsilab. We exploit a Bayesian optimization algorithm to maximize
the swimmer’s speeds through their shape optimization. Our results show that the optimal tail
shapes are helices with large wavelength, such that the shape periodicity is disregarded. Moreover,
the best propulsion speed is achieved for elongated heads when the swimmer has one or two flagella.
Surprisingly, a round head is obtained when more flagella are considered. Our results indicate that
the position and number of flagella modify the propulsion pattern and play a significant role in
the optimal design of the head. It appears that Bayesian optimization is a promising method for
performance improvement in microswimming.





























Microswimming is a challenging field due to its applications in biology and engineering [1–3].
Improvement of microswimmer’s performance has attracted a lot of attention in the recent
literature [4].
When the swimmer has a microscopic size, the regime of interest is characterized by a Low
Reynolds number. This regime imposes hydrodynamical obstructions to microswimmers’
stroke patterns and shapes due to the time-reversibility of the fluid flow [5].
Optimization appears in many aspects of microswimming. Numerous studies address the
path-planning and optimal navigation problems [6, 7], and recently the method of reinforce-
ment learning has been explored to solve them [8]. Other works deal with the optimization
of the deformation strategy to enhance the swimmer’s efficiency [9–11] or velocity [12], which
consists in finding the best cycle of deformation, namely a stroke, to move. Many approaches
exist as using the Pontryagin principle [13], or equivalently the Euler-Lagrange equations
[14, 15]. Propulsion at micro-scale depends on body shapes, and optimizing it becomes
another crucial issue. Parametrical studies allow to investigate the effect of geometrical
parameters [16, 17]. Using shape optimization theory, [18] optimizes helical swimmers in
Stokes flow. Experimental study [19] allows to improve the speed of helical microrobot
considering multi-flagella. All these optimization problems are very challenging due to the
numerical complexity of the swimmer’s dynamical system.
This paper focuses on the shape optimization of multi-flagellated helical microswimmer,
where both the head shape and the flagella design are adressed to improve the swimmer’s
speed. The swimmer’s dynamics is solved using the Boundary Element Method (BEM)
which has been extensively used in the microswimming field [17, 20–22]. In the rest, the
BEM library Gypsilab is used to solve the fluid-structure interaction [23]. The optimization
is then performed using Bayesian optimization [24], which is a new method in this context.
Our results show that the larger the wavelength of the helical tail, the greater the propulsion
speed. Moreover, the best propulsion speed is achieved for elongated heads when swimmers
have one or two flagella. Surprisingly, a round head is obtained when more flagella are con-
sidered. Our results indicate that the position and number of flagella modify the propulsion
pattern and play a significant role in the optimal design of the head.
The paper is organized as follows: in Section II the mathematical modeling of the swimming
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problem is introduced; in Section III the numerical methods are presented, namely the
Boundary Element Method and the optimization procedure; in Section IV the results are
detailed, focusing first on the monoflagellated case, then on the biflagellated case and finally
on the tetra-flagellated case. Section V summarizes and concludes the paper.
II. MATHEMATICAL MODELING
Swimmer. In this paper we study the shape of three-dimensional self-propelling mi-
croswimmers inspired by MO-1 bacteria (see [21, 25, 26] and figure 1 for MO-1). The study
will focus on different swimmers having a number of tails nT ∈ {1, 2, 4}. The swimmer S
is composed of non-deformable parts: an ellipsoidal head H, and nT helical tails, where nT























3 are the two orthogonal
semi-axes. The tails, denoted by Fi, i = 1, ..., nT , are tubes of radius r, having as centerline
the curve of total length L described by
x(s) = s,
y(s) = Rt(1− e−k2Es2) cos(2πs/λ),
z(s) = Rt(1− e−k2Es2) sin(2πs/λ),
(2)
where Rt is their maximal radius, λ is their wavelength and kE is a shrinkage coefficient
[27]. Tails are separated from the cell body by a small gap l, measured along the normal to
the ellipsoid, and are symmetrically distributed and rotated with respect to the propulsion
direction. The latitude of the tail junctions is denoted by α while their inclination angle with
respect to the horizontal is indicated by γ. The previous notations are presented in Figure
1, in the case of a biflagellated swimmer (nT = 2). In order to swim, the helices rotate
around their axes at speed ω = −2π rads−1, mimicking bacteria which propagate helical
waves along their tail. This modelisation was already employed in [21] for the biflagellated
swimmer, and in [17] for the monoflagellated one.
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Swimmer’s dynamics. The fluid is modeled via Stokes equations, due to the small value
of the Reynolds number for microswimmers. Fluid velocity and pressure, denoted by (u, p),
satisfy the following Dirichlet boundary value problem when the swimmer is composed of
one head H and several flagella
∇p− µ∆u = 0 on R3 \ S
∇ · u = 0 on R3 \ S
u = U + Ω ∧ (x− xS) on ∂H
u = U + Ω ∧ (x− xS) + ω~eFi1 ∧ (x− xFi) on ∂Fi,
i = 1, .., nT
where S = H ∪ F1 ∪ · · · ∪ FnT , xS is the center of mass of the head, ~e
Fi
1 is the axis direction
of the i−th tail, for i ∈ {1, . . . , nT}, xFi is the i−th tail’s junction i ∈ {1, . . . , nT}, U ∈ R3
and Ω ∈ R3 are the linear and angular velocity of the swimmer. Notice that the Dirichlet
boundary conditions are composed of two distinct parts: the term ω~eFi1 ∧ (x− xFi) depends
on the rotation rate of the tail, that is a known datum, while term U +Ω∧ (x−xS) contains
the linear and angular velocities that result from the interaction between the swimmer and
the fluid, which are unknown.
Let x = (x1, x2, x3) and y = (y1, y2, y3) be points in R3. Three-dimensional Stokes equations,
being linear in velocity and pressure, admit a tensorial Green kernel denoted by Gij(x, y),











where δij is the Kronecker delta [28, 29].
The convolution of the Green kernel with fluid surface tensions f : ∂S → R3 participates to









uj(y)Tjik(x, y)nk(y) dS(y). (4)
where Tjik(x, y) = −6(xi − yi)(xj − yj)(xk − yk)/||x− y||52, nk(y) is the k−th component of
the outward normal to ∂S and the Einstein summation convention is employed [28].
Using the integral representation formula (4), the linear and angular velocities (U,Ω) and
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Figure 1: Three-dimensional mesh model of the MO-1 bacterium (nT = 2). In this picture
the gaps l between the cell body and the tails are visible. The head is an ellipsoid with




2 . The tail total length is L, its sectional radius is r.
The helix wavelength is λ and its maximal radius is Rt. The analytical expression for the
cell body and the tail’s centerline are given in (1) and (2), respectively.
the surface tensions f can be determined via
U − (x− xS) ∧ Ω+∫
∂S




f(y) dy = 0, (5b)∫
∂S
(y − xS) ∧ f(y) dy = 0. (5c)
Equation (5a) derives from (4): here we exploited the fact that on the boundary of a rigid
body the velocity writes as u(x) = U + Ω ∧ (x − xS) and that reduces the second integral
in (4) to 0 when x ∈ ∂S [28]. Equations (5b)-(5c) respectively indicate that net forces and
torques over the swimmer are zero. These two equations are usually named “self-propulsion
constraints” and they model self-propelled motions, i.e. those deriving from internal forces
and body deformations. Using (U,Ω) obtained from (5), the resulting trajectory of the
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swimmer could be computed.
Optimization problem. By using the previous hydrodynamical model, we look for the
shapes which optimize the swimmer’s velocity in the propulsion direction. In this case, the
shape of the swimmer depends on a finite number of parameters p ∈ P , where P ⊂ Rd is a
compact set and d ∈ N∗ is the number of variable parameters. The cost function is the first




U(t) dt, where the swimmer’s linear velocity is
averaged over the tail’s rotation period T . The volumes of the head |H| and tail
∑nT
i=1 |Fi|






Remark. In the case of the monoflagellated swimmer, due to the lack of symmetry in its
shape, we consider an additional constraint on Ūy, Ūz defined by
|Ūy|, |Ūz| ≤ ε, ε > 0. (7)
Different values of ε are considered, and their effect on the swimmer’s optimal shape are
discussed.
III. NUMERICAL METHODS
Boundary element method. The Boundary Element Method (BEM) is a well-adapted
framework for helical microswimmers. It is a popular mesh-based numerical method which
allows the simulation of Stokes flow via the integral formulation (4), and it has been used in
parametric studies of monoflagellated swimmers [17]. Boundary Element Method solves (4)
by evaluating numerically the integrals and by regularizing the singular Green kernel when
necessary. A possible regularization method consists in semi-analytical integration [23]. We
detail below the numerical formulation of problem (5).






span the scalar continuous P 1 finite element space over ∂S, and each component of equation
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l(y) dy = 0 for l = 1, . . . , N (8b)
∫
∂S




l(y) dy = 0 for l = 1, . . . , N (8c)
Since ∂S = ∂H ∪ ∂F1 ∪ · · · ∪ ∂FnT , integrals can be split and the resulting system matrix



























where the matrices G, J , K and I(ω) are defined in appendix A. The implementation is
done through the Matlab BEM library Gypsilab1.
Bayesian Optimization. Optimization of swimmers is carried out by means of Bayesian
optimization (BO), available in the Matlab bayesopt routine. BO provides global optimiza-
tion capabilities for problems where evaluations are expensive. Such problems appear in
many fields, ranging from engineering design, physics, operations research, to hyperparam-
eter optimization in machine learning. The interested reader is referred to [30, 31] for a
general review of the methodology. In a nutshell, starting from a small initial design of
experiments, BO works by first considering a surrogate of the initial black-box function f ,
such as a Gaussian process (see, e.g., [24]). In our case, f is defined as the function which
associates for a set of parameters the swimmer’s average velocity, i.e., f : p ∈ P 7→ Ū . This
probabilistic model not only provides a prediction of f over the entire input space but also
comes with uncertainty information on this prediction in the form of a predictive variance.
1 https://github.com/matthieuaussal/gypsilab
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Figure 2: Several steps of Bayesian optimization on a toy function.
This is particularly useful to balance between exploitation of promising input regions where
the predictive mean is good and exploration of unknown ones where the variance is high,
through the use of acquisition function. Among other alternatives, expected improvement
(EI) [32] is used to select designs sequentially as proposed by the so-called efficient global
optimization [33], a canonical BO method.
An illustration of the procedure is proposed in Figure 2. At the first iteration, the design
with maximum EI is selected around x ≈ 0.35, mislead by a crude initial model. Then the
method is able to identify the location where the optimum is located in a very few iterations.
The prediction intervals become smaller as new data comes, and the EI value, of the same
unit as the response, also decreases. This latter can be used to monitor and, eventually,
stop the process.
Dealing with expensive constraints involves modeling them as well. Then they can be used
to weight EI by the corresponding probability of feasibility [34]. Noise in the responses can
be included as well, see for instance [35] for application examples.
IV. NUMERICAL RESULTS
In this section we address the optimization of several swimmers. The values of the geomet-
rical parameters are collected in Table I. The dimensionless quantities are considered, and
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Symbol Value (dimensionless) Value (dimensional)
Rh1 0.874 0.65 µm




L 3.0 2.2 µm
r 0.067 50 µm
Rt 0.2 0.15 µm
λ 1.0 0.74 µm
kE 0.333·2π/λ = 2.09 2.8 µm−1
l 2r = 0.134 100 nm
Table I: Parameters describing the body and tail shape of the bacterium. The lengthscale










































Figure 3: Behaviour of the mean speed Ūx versus the number of evaluations realized by the
optimization algorithm.
the variables which are not optimized keep these same values. We first consider a monoflag-
ellated microswimmer and optimize at the same time the tail wavelength, the tail radius
and the cell body.
Secondly, a biflagellated swimmer is considered and, to the previously mentioned parameters,
we add two angles defining the placement of the tails. The placement of the two tails is
symmetric with respect to the propulsion direction (i.e. x-axis).
Finally, we carry out the optimization process for a tetra-flagellated swimmer by optimizing
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the tail wavelength, the tail radius and the cell body. Also in this setting, the position of
the four tails satisfies a symmetry requirement with respect to the propulsion direction.
A. Monoflagellated swimmer
(A). Prolate head. (B). Spherical head. (C). Oblate head.
Figure 4: Terminology for the head shapes.
The presence of only one helical flagellum can produce a non-negligible transversal motion.
In order to ensure an horizontal self-propulsion, we introduce an additional constraint on
the absolute value of the transverse velocities. This allows to produce motions that are
prevalently straight. In figure 4, we illustrate three adjectives describing the head shapes as
we will use them in this paper: prolate (Rh1 > R
h





Different values of the latter velocity constraints are tested, and their effects are visible on
the swimmers’ optimal shapes. In figure 5a, the least constrained swimmer is presented: in
this case, the lateral velocities are of the same order of magnitude of the horizontal one. We
observe that the optimal tail reaches the maximal possible value of Rt, while the optimal
head has a prolate shape with Rh1 close to the maximal value 1.5. Having large R
t and
λ implies that the tail remains funnel-shaped and asymmetric, ensuring larger propulsion




3) reduces the drag
resistance of the ellipsoid to an incident flow parallel to its horizontal axis. The mildly
constrained optimal swimmer is depicted in figure 5c. Only Rh1 is close to the upper bound
of its feasible region. Lower values of Rt and λ entail lower propulsion forces, and thus lower
speed, ensuring a propulsion mainly in the horizontal direction. Analogously, lower values of




3 decrease the hydrodynamicity of the head but they increase
its stability. The resulting shape is still of prolate type. The smaller values of the tail
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parameters increase its symmetry with respect to the propulsion axis. Further tightening
the constraints produces an even more symmetrical tail, hence an even slower but much
more stable swimmer with a less elongated head, as shown in figure 5e. Figure 3a shows
that the performance of the swimmer improves mainly in the first 30 iterations. The figure
just presents the objective function of the mildly constrained case, associated with figure
5c-d, as the two other constrained cases present similar behaviours.
The numerical values of the optimal shape parameters are collected in Table II.





Figure 5a 1.0 2.58 1.49 0.89 0.75
Figure 5c 0.58 2.12 1.47 1.0 0.68
Figure 5e 0.32 1.73 1.35 0.78 0.95
Table II: Parameters describing the geometry of the monoflagellated optimal swimmers in
figure 5.
B. Biflagellated swimmer
The presence of two flagella restores the symmetry of the swimmer’s shape, which was an
issue in the monoflagellated case. In addition to the tail and cell body parameters, in this
case it is possible to vary the position of the tails and their inclination while maintaining
the symmetric shape of the swimmer. The placement of the helices is parametrized by two
angles: the angle α describes the latitude of the tail junction, while the angle γ describes the
inclination of the tail’s axis with respect to the horizontal plane. Figure 6 gives a graphical
representation of the roles of α and γ in the position of the tail junctions.
The optimal swimmer is depicted in figure 7, and it has a prolate head, i.e. elongated
in the propulsion direction, as the monoflagellated swimmer. The ellipsoid is flattened in
the perpendicular direction to the plane that contains the tails’ junctions, Rh2 , while the
radius Rh1 attains its upper bound. Since the symmetry is ensured by the overall body-tail
configuration, it is no longer necessary to have a symmetric tail shape to propel along a
straight line. For this reason, the optimal tails only need to focus on propulsion and not
11





1.0 3.46 1.49 0.63 1.07 0.85 0.17
Table III: Parameters describing the geometry of the optimal bacterium in figure 7.
on the stability, which explains the large values of the helix radius Rt and its wavelength λ.
The optimal angular parameters are α ≈ 0.27π and γ ≈ 0.06π, which correspond to closer
tails but slightly tilted far from each other. The optimal parameters are presented in Table
III.
In this case, the optimization algorithm was launched with a set of 50 shapes uniformly
sampled in the feasible space, for which the objective function was evaluated. Additional
twenty evaluations are performed, and figure 3b shows that only an improvement of order
2% was produced with respect to the best input.
Remark. When dealing with multiple tails, it is possible that the optimization algorithm
proposes sets of parameters that lead to tail-tail intersection or tail-body intersection during
its exploration of the parameter space. These sets of parameters are declared unfeasible,
whenever they appear.
C. Tetra-flagellated swimmer
The four flagella are located at an angular distance of π
2
from each other, ensuring a sym-
metric body configuration (see figure 8) which prevents transversal displacements. In the
rest we fix α = 0.45π and γ = 0.
The optimal shape of the tetra-flagellated swimmer is depicted in figure 9. The resulting
tails have a funnel-like shape, close to the monoflagellated least constrained case (see Figure
5a) and the biflagellated case (see Figure 7). Surprisingly, regarding the head, the optimal
shape is almost spherical. Table IV contains the values of the optimal parameters describing
the tetra-flagellated swimmer.
The algorithm converges in almost 40 iterations (see Figure 3c) and the result given by the
first 10 iterations differs by 9% from the final result.
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1.0 3.59 1.01 0.96 1.03
Table IV: Parameters describing the geometry of the optimal bacterium in figure 9.
V. DISCUSSION
Figure 10 compares the speeds of the optimal mildly constrained monoflagellated, biflagel-
lated and tetra-flagellated swimmers.
Adding a flagellum to a monoflagellated swimmer almost doubles the propulsion speed, while
the tetra-flagellated case produces a less significant increase with respect to the biflagellated
one. This is due to the fact that, the more the flagella, the stronger the mutual interaction
which inhibits the propulsive potential of multiple tails. This behaviour was already observed
in experimental studies [19]. Moreover, our results show that funnel-like tails produce larger
propulsion speeds.
The numerical experiments that were conducted show that the optimal shape of a multi-
flagellated swimmer depends strongly on the number of flagella and their position. In the
case of a monoflagellated or biflagellated swimmer, the body shapes we found were elongated
in the direction of the motion, while for a tetra-flagellated swimmer a spherical cell body is
preferred. Our results indicate that the position and number of flagella modify the propulsion
pattern and play a significant role in the optimal design of the head. This argument also
justifies the multiple natural head shape of helical bacteria. Indeed, for instance, Escherichia
coli bacteria have elongated head while mediterranean magneto-ovoid bacterium MO-1 have
a rounder shape.
VI. PERSPECTIVES
Further investigations could be conducted by taking into account the elasticity at the tails’
junctions or elastic deformable tails. Also, generalizing the geometrical shapes considered
would be an other perspectives. Bayesian optimization could be applied in a more complex
framework, as for swimmers immersed into a non-Newtonian fluid.
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Appendix A: Explicit formulas for matrices in (8)




























Submatrix G is composed of (1 + nT )
2 submatrices G{A,B}, for A,B ∈ {∂H, ∂Fi}. Define
as NA and NB the cardinality of the scalar finite element subspaces corresponding to the
degrees of freedom over A and B, respectively. Each of the G{A,B} is subdivided into NA×NB








Gij(x, y)φl(x)φk(y) dxdy, (A1)
for i, j = 1, 2, 3 and l = 1, . . . , NB, k = 1, . . . , NA.
Submatrix J is composed of (1+nT ) submatrices J
A for A ∈ {∂H, ∂Fi}. Each of the JA has





for i = 1, 2, 3 and l = 1, . . . , NA inside each block and j = 1, 2, 3 denoting the diagonal
block.
Submatrix K is composed of (1 + nT ) submatrices K
A for A ∈ {∂H, ∂Fi}. Each of the KA




[(y − xS) ∧ ~ei]jφl(x) dx, (A3)
for i, j = 1, 2, 3 and l = 1, . . . , NA. In this case, the structure of matrix K
A is block-
antisymmetric.
Vector I(ω) is composed of (nT ) non-zero subvectors I(ω)
A for A ∈ {∂Fi}, and one zero
subvector for A = ∂H. Each of the non-zero subvectors I(ω)Ai is subdivided into NA




[(x− xAi) ∧ ω~eAi1 ]jφl(x) dx, (A4)
for j = 1, 2, 3 and l = 1, . . . , NA.
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(a) Top and side view.












(b) Trajectory over several periods.













(d) Trajectory over several periods.
(e) Top and side view.












(f) Trajectory over several periods.
Figure 5: Optimal swimmer in the monoflagellated case, with different constraints on the
transversal velocities |Ūy|, |Ūz|. In subfigure (a)-(b) |Ūy|, |Ūz| ≤ 0.1, (c)-(d)




Figure 6: Schematization of (α, γ) variability. In the figure, an example is reproduced
where (α, γ) = (0.3π, 0.1π).
Top view. Side view.





Figure 8: Position of the tails for the tetra-flagellated swimmer. Lateral and frontal view.
Top view. Side view.
Figure 9: Optimal swimmer in the tetra-flagellated case.
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Figure 10: Speed comparison between the fastest monoflagellated, biflagellated and
tetra-flagellated microswimmers. The mean propulsion speed is normalized by the total
volume of the swimmer. We notice that passing from 2 to 4 does not produce a doubling of
the advancement speed as passing from 1 to 2 produces. The flagella are slender and their
volume is 1% of the cell volume.
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