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ABSTRACT 
Let r : A + A’ be a Galois covering of a finite graph A’ defined by the action of a 
group G. We study the problem of the relation between the spectral radius r(A) of A 
and that of A’. We show that r(A) < r(A)) < r(A)2. We prove that in case the group 
G is amenable, then r(A) = r(A’). 
INTRODUCTION 
In recent years there has been an increase in interest in spectral methods 
in graph theory. For a survey in the case of finite graphs see [3]; the case of 
infinite graphs is surveyed in [12]. 0 ur approach to the study of spectra of 
infinite graphs follows [lo]. 
Let x : A -+ A’ be a Galois covering of a finite graph defined by the action 
of a group G, and assume that A’ is finite (Section 2.1). The problem 
considered in this work is the relation between the spectral radius r(A) of A 
and that of A’. In case the group G is infinite, this gives a natural setting for 
the study of the connections between the well-developed spectral theory of 
finite graphs and the corresponding theory for infinite graphs. 
We show that r(A) < r(A’) < r(A>2. I n certain cases the equality r(A) = 
r(A’) holds. We prove that in case the group G is amenable [that is, the 
isoperimetric constant i(r) of a Cayley graph r of G is zero], then 
r(A) = r(A’). This has some consequences: if G has polynomial growth (e.g. 
G has a nilpotent subgroup of finite index), then r(A) = r( A’); if r(A) < r(A’), 
then G has exponential growth. 
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The work is organized as follows. In Section 1, we recall some basic 
concepts; in Section 2 we develop some basic properties of Galois coverings 
and give some examples (e.g. Cayley graphs). In Section 3 we show the main 
results. 
1. BASIC DEFINITIONS 
1.1 
Let A be a locally finite, connected graph. By A0 (A,) we denote the set 
of vertices (edges) of A. We fix two functions s, e : A, -+ A, such that for 
each edge i”j we have {i,j} ={s(cu), e(a)]. A pair (s,e) is called an 
orientation of A. If s(a) = e(o), we say that LY is a loop. 
Given u, v E Aa, we denote by A(u, o) the set of edges between u and v. 
If v E A,,, the degree deg(v) of v is the number of edges containing v (an 
edge counts twice if it is a loop). Set 
M,=sup(deg(ti):vEA,,}. 
If MA < ~0, we say that A is bounded. We will always assume that our 
graphs are bounded. 
1.2 
The set of vertices A, is countable; thus we assume that either A, = 
{I,..., n} for some n E N or A, = N. The adjacency matrix of A, A = A, = 
(aij), is the matrix whose (i,j)th entry aij is the number of edges between 
the vertices i and j if i z j and aii is twice the number of loops at i. 
Let 1: be the Hilbert space of all sequences (xi)iEbO of complex 
numbers such that CiEA0]rij2 converges, with the inner product 
(xaY> = C xiQj> 
i E A, 
where x =(x~)~=~, and y=(~~)~~~,. 
Let ej = (Sij), E AO, where sij denotes the Kronecker delta. Then ( ej : j E 
AJ forms an orthonormal basis in Ii. Following [lo], we consider A as the 
linear operator over 12 defined by ( Aej, e,) = aij. The domain of definition 
SPECTRAL RADIUS OF A GRAPH 177 
D(A) of the adjacency operator A is the set of points x E 1: such that 
Ax E 1;. 
The first basic result is the following (see [lo]). 
THEOREM 1.2. Let A be a bounded graph. Then: 
(a) A is a bounded operator defined on li, that is, 
D(A) = 1: and l]Al] := sup{IIAx]]:]]xll= 1) < M,. 
(b) A is a continuous self-adjoint operator. 
Cc> IlAll = supll(Ar, x>l: llxll = 11. 
Proof. (a) follows from the theorem of Schur [15, Theorem 6.12.A]. 
(b) follows from (a> and [15, Theorem 3.1.A] 
(c) follows from (b) and [7, $241. n 
1.3 
The spectrum u(A) of the graph A is defined as the spectrum of the 
adjacency operator A = A,. We recall that A E a(A) iff A - AZ is not an 
invertible operator, where 1 denotes the identity operator in 1:. The set 
a,(A) of eigenvalues of the operator A is contained in R. 
PROPOSITION 1.3 [i‘, $311. Let A be a bounded graph. Then 
o(A)=(A~C:thereexistsasequence (~,),~,inZi with ]]x,ll=l 
such that ,,‘$~illAr~ - ox,]] = 0). 
1.4 
The spectral radius r(A) of A is defined as the spectral radius of A, that 
is, r(A) = sup(]lh((: h E a(A)). 
If A is a finite graph, then the Perron-Frobenius theorem 14, XIII] 
assures that r(A) E o,,(A) and there exists a vector x B- 0 (that is, xi > 0 for 
every i E A,,) such that Ax = r(A)x. In the general situation, the following is 
known (see for example [15, $6.21). 
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PROPOSITION 1.4. Let A be a bounded graph. Then 
(a) r(A) E a( A), 
6) t-(A) = IIAII, 
Cc> dA>c[- M,,M,l. 
1.5 
Let F,, F,, . . be a sequence of subgraphs of A. Following [lo], we say 
that this sequence converges to A, in symbols lim F, = A, if for every edge 
cx E Ai, there exists a number N = N(a) such that (Y E (F,), for every 
n > N(a). The following result will be very useful. 
THEOREM 1.5 [lo]. Let F,, F,, . . be a sequence of subgraphs of A 
converging to A. Then 
r(A) = lim r(F,,). 
n--r- 
1.6 
Let A be a bounded graph and A = A,. Let i, j E Au. Given an edge i aj 
with s(a)= i and e(o)=j, we formally define (Y-I with s(a-‘)= j and 
e(a-‘) = i. A walk of length n from u to 6 is a sequence y = (pi,. .,/3,) 
such that pi = ai or CUT’ for some edge cri and u = s(@,), e(Pr) = s(&), . , 
e(P,,) = v. We set s(y) = u and e(r) = v. 
The matrix powers A” = (a(,“,)) are well defined. It is well known that aI”,’ 
is the number of walks of length n from u to D. We give a short proof of the 
following result [8,16]. 
PROPOSITION 1.6. ,?kt A be a bounded graph. Then fw every u, v E Aa, 
lim sup n@ exists and equals r(A). 
Proof. 
(a) A is finite. Let n be the number of vertices of A. Let A, =Z A, < 
. . . < A, = r(A) be the spectrum of A. Consider a complete system of 
mutually orthogonal normalized eigenvectors vi, . . . , v, of A corresponding 
to A, ,..., A,,. Then A = VAV T, where V=(v,,...,vL),)=(vij) and A= 
diag(A,,..., A,). Clearly, a$) = C~=iviswj,A~ for every i, j = 1,. . . , n. By the 
Perron-Frobenius theorem (Section 1.4) 0 < oi, < a’,k,‘/Ak, =G 1, for k even. 
Therefore, lim sup “snn aCk) = r(A). For any 1~ i < n, there is a number j >, 0 
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such that .!j) f 0 Thus, *n . &)o(k -8 En nn Q u$“,) for k > j. It follows that 
lim sup k a!k’ = r(A). The general case is similar. $_ 
(b) If li” is finite, we observe that ~$5’ < r(Alk. This will be needed in 
case (c). Indeed, by the Perron-Frobenius theorem (Section 1.4) there exists 
a vector x > 0 such that AX = r(A)x. Define D = diag(x,, . . .,x,,), where 
xi is the ith coordinate of X. Consider the stochastic matrix P = 
[l/r(A>]~_‘AD. Th en Pk is also stochastic; in particular, its (i, j)th entry 
[l/r(A)k]~,~la$)xj < 1. By symmetry u$‘< r(A>k. 
(c) Assume A is infinite. By (1.5) we may write A = lim,,, F,,, where 
F, is a finite connected subgraph of A and F, c F,, 1. Thus, r(A) = sup r( F,>. 
Let A( F,,) = (a( F,),,). Let E > 0, and consider n E N such that 0 < r(A) - 
T( F,) < E. By (a), (b) we have SUpk;/U( F,)i!’ = r( F,). Take m E N with 
0 < r( F,)-l);lu( F,)Ij”’ < E. Therefore, 
Thus r(A) = lim sup ‘m. n 
2. GALOIS COVERINGS OF A GRAPH 
2.1 
Let rr: A + A’ be a morphism of graphs. We say that r is onto if for 
each edge LY E A’r, there is an edge /3 E A, such that r(p) = (Y. 
Let G be a group of automorphisms of A acting freely on A, that is, if for 
some r E A0 we have g(x) = x [or for some (Y E A, we have g(a) = a], then 
g = 1. An onto morphism r : A + A’ is said to be a Gulois covering defined by 
the group G if rg = r for every g E G and for every x E A0 [ cr E A r] we 
have err = Gx [r-‘r(a) = Go]. 
LEMMA 2.1. Let TT : A + A’ be a Gulois covering defined by the group G. 
Let (s’, et) be an orientation of A’. Then there exists an orientation (s, e) of A 
satisfying : 
(i) TS = S’T and re = e’r; 
(ii) sg = gs and eg = ge for any g E G. 
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Proof. For every edge LY E A’l, choose an edge i “j E A1 such that 
r(6)= (Y. Define s(&> and e(E) with the properties rs(h)= s’(o), 
re(fi) = e’(a), and (s(G), e(E)} = Ii, j}. For g E G, we set s(g(&))= g(s(c?)) 
and e(g(a;‘)) = g(e(&)). Th is is well defined, since g(6) = CE implies g = 1. 
n 
2.2 
Let r : A + A’ be a Galois covering defined by the group G. Fix an 
orientation (s’, e’) of A’ and an orientation (s, e) of A satisfying the proper- 
ties of Lemma 2.1. 
For an edge (Y E A1 we set T((Y - ‘) = r(~y)-r (a walk of length 1 in A’). 
For a walk y = (PI,. . . , @,I in A we set r(y) = (7&?r), . . . , d/3,)) (a walk of 
length n in A’). 
PROPOSITION 2.2. rr has the unique walk lifting property, that is, for any 
walk 6 in A’ and vertex i E A0 such that r(i) = s(6), there exists a unique 
walk 8 in A satisfying s(8) = i and ~(8) = 6. 
Proof. By induction it is enough to prove the unique lifting property for 
walks of length 1. Let u 50 E A’r be such that s’(a) = u and e’(a) = 0. Let 
i E A0 be such that r(i) = u. Since r is onto, there exists an edge a r b E A1 
with r(y) = (Y. Without loss of generality da) = u; therefore there exists 
g E G with g(a)= i. Thus igz)g(b) is an edge in A with r(g(y))= (Y. We 
denote p := g(y) and j := g(b). 
If i = S(P), then & = p. If i = e(P), then rr( j) = u = e’(a) = r(e(p))= 
r(i). Thus there exists h E G with h(j) = i. Then ~5 = h(P) satisfies ~(6) = 
h(s(P)) = i. 
Uniqueness: If (Y’ E A1 is another edge satisfying ~(a’) = i and ~(a’) = 
o, then g(&) = CY’ for some g E G. We get i = ~(a’) = s(g(&)) = g(s(6)) = 
g(i) and g = 1. n 
2.3 
COROLLARY 2.3. Let T : A -+ A’ be a Galois covering defined by the 
group G. bt A = (aij) [A’ = (ajj)] be the adjacency matrix of A [A’]. For 
every i, j E A0 and n 2 1 we have 
c ap = af(n) and c (n) - r(n) a(r)49 atj - a,(i)57(j). 
a(t) = a(j) r(t) = P(i) 
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Proof. Let i, j E Aa. Denote by W,$“]) [Wc!$‘,,Tcj,,l the set of all walks of 
length n from i to j in A [r(i) to a(j) in A’]. Proposition 2.2 provides a 
bijection 
The result follows by the remarks in Section 1.6. 
2.4 Examples 
(a) Let A’ be the graph 
Let rz E N, and consider the graphs 
/ 
1 -2 
\ 
Anz n\ / . . . 
A,; . . . ,_ ._ ._ . . . . 
There are unique Galois covering morphisms r,, : A, + A’ defined by 
H/(n) and r : A, + A’ defined by h. It is known that o(A’) = (2], a(A,) = 
{2c0s(27r/1z)j; j=l,..., n] [3, Section 2.13 and a(A,> = [ -2,2] [15, Section 
5.31 (see also [lo]). Therefore 
r( A’) = r( A,) = r( A,) = 2. 
(b) Consider the graph morphism shown in Figure 1, where the points 
indicated by 1 are sent to a and those indicated by 2 to b. Thus r : A -+ A’ is 
a Galois covering defined by the action of Z X Z. 
A: . 
: A’: 
c 3 U-b 
FIG. 1. 
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FIG. 2. 
The spectral radius of A’ is the maximal root of the polynomial x2 - 6x + 7; 
thus r(A’>=3+& L t e us calculate r(A). Consider the graphs shown in 
Figure 2. Then A = lim n ,,(A, + B,) (for th e construction and properties of 
A,, + B, see [3, Section 2.51). By Theorem 1.5, r(A) = lim.,, r(A,L + B,) = 
lim .,,[r(A,)+ r(B,)l. Th e characteristic polynomial PA,{ A) of A, is 
P,,(h) = A”P,,$h - l/A) [3, Section 2.31. Therefore 
r(k) = 
r(%) + 1/+(B,Y+4 
2 
and 
The general situation is treated in Section 3.4. 
(c) Let A be a graph, and G be a group of automorphisms on A acting 
freely on A. Define the quotient graph A /G as the graph whose vertices are 
th: orbits Gx, x E A,,, and whose edges are of the form GLY : GX - Gy for any 
x--y. Clearly the graph morphism r: A + A/G, LY e Go, is a Galois 
covering defined by the action of G. 
(d) Let G be a finitely generated group. Let S be a finite set of 
generators such that 1 E S. The Cayley graph A = A(G, S) has vertex set 
A, = G and for every g E G and s E S, an edge g L gs. Then G is a group 
of automorphisms of A acting freely on A. The quotient graph A/G is a 
bouquet of ) S I-loops. 
(e) Let G be the free group in two generators a, b. Let A be the Cayley 
graph A(G, (a, bl). By (d) we get a Galois covering +rr : A + A’ (see Figure 3). 
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i --. -. . 
*. j 1 i .” 
.-.-.-:_. 
A: i ! ! i A’: .-._. .-.-. 
i I I i ._._.-.- .-.-. 
! I I ! 
4 - 
.-.-. 
! i I 
ccl 
.-.-. 
i ! 
.-.- . -._. 
: . ! 1 ! .*. 
.-.-. 
I . 
FIG 3. 
Then r(A’) = 4 and a(A) =[ -2fi,2J?3] (see [12,§7] for some remarks 
concerning this problem). In particular r(A) < r(A)). In Proposition 3.5 we 
consider more general situations. 
2.5 
PROPOSITION 2.5. Let T: A + A’ be a Galois covering. lf A is finite 
graph, then a(A’1 c a(A). 
Proof. Let A = A(A)=(a,j) and A’ = A(A’)= (aij). It is enough to 
construct a basis of CA0 where the matrix A takes the form 
A' * H-1 0 *’ 
For every s E Ac,, we define the vector vcS) E CA0 such that v!“) := 1 if 3 
r(j) = s and 0 otherwise. Clearly, the vectors v(‘) (s E A’a) are linearly 
independent. Moreover, by Lemma 2.1 
(Av’“‘)j = C ajkvp)= C ajk = akCjjs. 
kEAO dk)=s 
Therefore, AvcS) = Et E Aha;,v(t). n 
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2.6 
PROPOSITION 2.6. Let T: A 4 A’ be a Galois covering. Then 
r(A) <r(A)) ,(T(A)~. 
Proof. 
(a) Let u E A0 and i E A,, be such that r(i) = U. By Corollary 2.3, 
a(:’ < arcn) uu . Thus by Proposition 1.6, we get 
(b) Let u and i be as above. With the notation of Section 2.3 we define a 
function rp : WC$,“?, 
(Pr,..., 
+ WC!:;). For y = @,, . . . , pJ E WC;“u’, take a lifting 7 = 
6,) E W,$;j+ then set cp(y) = (&, . . . , P,, pi ‘, .I., 8; ‘1. Clearly cp is 
injective. Therefore 
r( A’) = hmsupn a:‘,“’ < limsup r mm<r(A)2. n 
COROLLARY. Let TT :A -+ A’ be a Galois covering. lf A is finite, then 
r(A) = r(A’). 
This corollary is a particular case of (2.7). 
2.7 
PROPOSITION 2.7. Let T: A --, A’ be a Galois covering defined by the 
action of a finite group G. Then r(A) = r(A’). 
Proof. Let (F,), be a sequence of finite induced subgraphs of A such 
that lim, em F,, = A. Let F,’ = rTT( F,,) be the finite subgraph of A’ obtained as 
the image of F,. Then lim n em Fi = A’. 
Consider em, the finite induced subgraph of A with set of vertices 
G( F,),. Then the restriction r : gn + Fi is a Galois covering defined by the 
group G. Then by Theorem 1.5 and Proposition 2.6 
r(A) = lim r( gn?n) = ,IFmr( Fi) = r( A’). 
n-+m 
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3. THE ISOPERIMETRIC CONSTANT AND 
THE GROWTH OF GROUPS 
3.1 
Let A be a graph and X c Ao. The boundary aX of X is the set of edges 
in A having one end in X and the other in Ao\X. The isoperimetric constant 
i(A) of A is a measure of the expansion of the graph. It is defined as 
PXl 
-:X~A,,XisafinitesubsetofA, 
1x1 
; 
see for example [12, 21. 
If F is a subgraph of A, we denote by int(F) the set of inner points of F, 
that is, i E int(F) iff for any edge i-j in A, j E F,. 
A group G with a Cayley graph I- satisfying i(r) = 0 is called amenable. 
Such groups have many interesting properties [12, 131. 
THEOREM 3.1. Let T : A + A’ be a Galois covering defined by the group 
G, and assume that A’ isfinite. Ifthe group G is amenable, then r(A) = r(A’). 
The proof is given in Section 3.3 below. 
3.2 
We fix for the rest of the work a Galois covering 7r : A + A’ defined by 
the group G and assume that A’ is finite. 
The next construction follows [5]. 
Denote the orbits of G in A0 by R,, . . ,O,. By [l], there is a connected 
subgraph W of A such that IWOnfli/=l, for l<i< t. Then IW,l =t; 
W, n g(WJ=0 if g + 1; A, = U,,,gWJ. 
Let S be the set of those elements 1 # g E G such that the disjoint 
subgraphs W and g(W) are adjacent in A. Since A is locally finite, S is 
finite. Moreover, the connectness of A implies that S generates G. Define 
r = A(G, S), the Cayley graph associated with (G, S). 
LEMMA 3.2. With the above notation, i(A) < MAi(T). 
Proof. Let F be a finite induced subgraph of r. Consider the finite 
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Consider the function cp: L,\int(L) -+ F,,\int(F), a H g,, such that e E 
g,(W,>. This is well defined: if n E L,,\int(L), there is some edge u--l> 
with h E L,,. Therefore g, ‘fib E S, and we get an edge g,, - g,, in I. Since 
b P L,, then fib @ F,. 
Clearly cp-‘(g)~ g(W,>. Therefore lL,,\int(L)I < tlF,\int(F)I. We get 
IaLl< MAIL,\int(L)l < M,tlF,\int(F)I < M,tldFI. q 
In particular, if i(P) = 0, then i(A) = 0 and we can find a sequence of 
finite subgraphs (L,), of A with lim Ln = A, lim.,, IaL,\/ I(L,>,,I = 0 and 
such that the map A’,, + FV, s r* IT-‘(s)n(L,),I is constant for each n EN. 
3.3. Proof of Theorem 3.1 
Let A = A, = (aij> and A’ = A,, = (aij). Let t = IAol. 
By Proposition 2.6 it is enough to show that r’ := r(A)) E a(A). For this 
purpose we construct a sequence (y’“‘), in 1: with lly’“‘ll = 1 and such that 
lim n ,,INY’“’ - r’y(n)ll = 0 (Proposition 1.3). 
Let (L,),, be a sequence of finite induced subgraphs of A such that 
lim n~m ldL,I/ I(L,,),I = 0 and the map Alo + N, s e IT-‘(s>n(l,),l is con- 
stant for each n E M (Lemma 3.2). 
Since A’ is a finite graph, we find a vector x >> 0 satisfying A’x = r’x and 
llxll = 1. For any n E N, we define x(“) E Z& such that xin) = x,(,) if i E (L,)0 
and xi”’ = 0 otherwise. Then y’“’ = x(“)/ llxCn!\l E 1: and lly’“‘ll = 1. For 
i E int(L.) we have 
(Ax@))~ = c qj~;71) = 
.i fz (L,,)” 
= c u),(,),~x, = ( A’x),ci, = r’x$“). 
s E &, 
If (Ax’“)). + r’xjn), then either i E (L,),\int(L,), or i P CL,), but there 
exists j E iL.),\int(L,,) such that a. .x!~) # 0. In both cases 1, .I 
I(A~(~~)), - r’xI”)l G t114~. In fact, if i E (L,),\int(L,), then (Ax(~))~ - r’zcln) 
= -&A& a(,)=3 aij)xS. The other case is similar. 
J e(L,J,, 
Therefore, IlAx - r’x(“)ll < tM,J$ZJ. Since ~lx(“)l12 = I(L,,),l/t, we 
get 
IlAy (“) - rry(n)lj < fiMht3’2 I IaL,1 
iv 
~ 
IKLJOI 
The result follows. 
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3.4 
Let A be a connected bounded graph. Given two vertices i, j E A,,, the 
distunce d(i, j) between i and j is defined as 
d( i, j) = min( n : there is a walk of length n from i to j) 
Fix a vertex i E A,,. Then the growth function of A around i is hi(n) = 
II j E A0 : d(i, j) < nil. 
It is said that A has polynomial growth of degree at most p (with p E N) 
if there is a constant c > 0 such that b,(n) < cnp; A has exponential growth 
if there are constants c > 0 and i > 1 such that b&n) 2 cln; A has subexpo- 
nential growth if lim n ~ m VW= 1. It is easy to see that these definitions 
do not depend on the choice of the vertex i. 
Let G be a finitely generated group and S be a finite set of generators of 
G. Consider the Cayley graph A = A(G, S>; then b,(n) does not depend on 
the choice of i. Set b(n) = hi(n). The group G is said to have polynomial 
(respectively, exponential, subexponential) growth if A(G, S) has that prop- 
erty. This definition does not depend on the choice of S. The growth function 
was originally introduced in [9] for groups. 
The following is known about the growth of a finitely generated group G: 
(a) If G has a nilpotent subgroup of finite index, then G has polynomial 
growth [IT]. 
(b) If G has a free subgroup on more than one generator, then G has 
exponential growth [ 141. 
(c) There are groups with subexponential nonpolynomial growth [6]. 
3.5 
PROPOSITION 3.5. Let r: A + A’ be a Galois covering defined by the 
action of a group G which has polynomial growth. Then r(A) = r( A’). 
Proof. Let I = A(G, S) be the Cayley graph defined in Section 3.2. 
Then I is a regular graph of valency k = Mr. Thus r(T) < k (Proposition 
1.4). Since G has polynomial growth by [2, Section 2.21, r(T) = k. 
By Proposition 2.6 we may assume that A (and therefore I> is an infinite 
graph. By [2, Section 3.31, 0) = 0. Thus Theorem 3.1 gives the result. H 
COROLLARY. lf T : A + A’ is a Galois covering defined by a group G 
having a nilpotent subgroup offinite index, then r(A) = r(A’). 
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3.6 
PROPOSITION 3.6. Let T : A + A’ be a Galois covering defined by a group 
G. Zf r( A) # r( A’), then G has exponential growth. 
Proof. Let r = A(G, S) be the Cayley graph defined in Section 3.2. By 
Theorem 3.1, i(r) > 0. Again [2, Sections 3.3, 2.21 says that r(F) < M, and r 
has exponential growth. n 
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