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Abstract
Aero-engine intakes play a critical role in the performance of modern high-bypass
turbofan engines. It is their function to provide uniformly distributed, steady air flow
to the engine fan face under a variety of flow conditions. However, during situations of
high incidence, high curvature of the intake lip can accelerate flow to supersonic speeds,
terminating with a shock wave. This produces undesirable shock wave boundary layer
interactions (SWBLIs).
Reynolds-Averaged Navier Stokes (RANS) turbulence models have been shown to
be insensitive to the effects of boundary layer relaminarisation present in these highly-
accelerated flows. Further, downstream of the SWBLI, RANS methods fail to capture
the distorted flow that propagates towards the engine fan face.
The present work describes simulations of a novel experimental intake rig model
that replicates the key physics found in a real intake- namely acceleration, shock and
SWBLI. The model is a simple geometric configuration resembling a lower intake lip
at incidence. Simulations are carried out at two angles of attack, α = 23◦ and α = 25◦,
with the more aggressive α = 25◦ possessing a high degree of shock oscillation.
RANS, Large Eddy Simulations (LES) and hybrid RANS-LES are carried out in
this work. Modifications to the one-equation Spalart-Allmaras (SA) RANS turbulence
model are proposed to account for the effects of re-laminarisation and curvature. The
simulation methods are validated against two canonical test cases. The first is a
subsonic hump model where RANS modifications give a noticeable improvement in
surface pressure predictions, even for this mild acceleration case. However, RANS is
shown to over-predict the separation size. LES performs much better here, as long as
the Smagorinsky-Lilly SGS model is not used. The σ-SGS model is found to perform
best, and is used to run a hybrid RANS-LES that predicts a separation bubble size
within 4% of LES.
The second canonical test case is a transonic hump that features a normal shock-
iv
wave and SWBLI. RANS performs well here, predicting shock location, surface pres-
sure and separation with good agreement with experimental measurements. Hybrid
RANS-LES also performs well, but predicts a shock downstream of that measured by
experiment. The use of an improved shock sensor here is able to maintain solution
accuracy.
Simulations of the intake rig are then run. RANS modifications provide a signifi-
cant improvement in prediction of the shock location and lip surface pressure compared
to the standard SA model. However, RANS models fail to reproduce the post shock
interaction flow well, giving incorrect shape of the flow distortion. Further, RANS is
inherently unable to capture the unsteady shock oscillations and related flow features.
LES and hybrid RANS-LES predict the shock location and SWBLI well, with the
downstream flow distortion also in very good agreement with experimental measure-
ments. LES and hybrid RANS-LES are able to reproduce the time averaged smearing
of the shock which RANS cannot. However, shock oscillations in the α = 25◦ case
present a particular challenge for costly LES, requiring long simulation time to ob-
tain time averaged flow statistics. Hybrid RANS-LES offers a significant saving in
computational expense, costing approximately 20% of LES. The work proposes rec-
ommendations for simulation strategy for intakes at incidence based on computational
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The rapid growth of civil air travel in recent years is pushing aero-engine manufacturers
to develop more fuel efficient engines. This is primarily driven by rising fuel prices, as
well an increase in environmental impact.
Fig. 1.1 Rolls-Royce Trent-700 at take-off showing the intake section, fan and nacelle
Figure 1.1 shows a typical high-bypass ratio turbofan engine of the type used on
most modern airliners. The overall efficiency of these engines is governed by a com-
bination of thermal and propulsive efficiencies. Recent efforts in increasing thermal
2 Introduction
efficiency have plateaued as a results of limits of turbine cooling and material technol-
ogy. Consequently, efforts have shifted towards improving propulsive efficiencies. In
the case of high-bypass ratio turbofan engines, this can be achieved by increasing the
fan pressure ratio through larger fan diameters.
However, larger fans bring about many unwelcome side effects. An increase in the
fan diameter means an overall increase in the physical dimensions of the engine. This
means bigger intakes and nacelles, as shown in figure 1.1. These lead to increased drag
(due to increased wetted area) and weight of the engine that could negate propulsive
efficiency gains. For under-wing podded-engines, additional adverse effects include:
the need for longer (and heavier) landing gear to maintain engine ground clearances;
increased interactions between the nacelle and wing, including disruption of nearby
wing leading edge high lift devices; and often overlooked logistical issues in transport-
ing these massive engines around the world. Thus, as future engine fan diameters
increase, shorter intakes and slimmer nacelles are desired to mitigate the effects asso-
ciated with directly scaling these components.
Progress in the field is being made. Rolls-Royce’s recent announcement of next
generation Advance and UltraFan engine designs aim to offer up to 25% reduction
in fuel burn over first generation trent engines, with an entry into service as early as
2025 [17]. In addition to a new core architecture and composite carbon/titanium fan
blades, the design of the engine intakes will play a key role in achieving this.
Intakes play a critical role in the performance of the engines. As the initial stage
of the engine system, it is their function to provide steady, uniformly distributed air
flow to the engine fan face in a variety of operating conditions, all whilst minimising
drag and losses [18].
When moving towards shorter intakes and reduced lip thicknesses, new design
challenges emerge. A shorter intake length means increased intake fan coupling, with
complex intake lip flow interacting more to the engine fan face. If not properly man-
aged, this can lead to increased unsteady flow distortion at the fan that, in addition to
fan aerodynamic operability issues, can cause blade fatigue if sustained over a longer
period [19]. Shorter intakes also leave less internal area for components such as noise
suppression liners, which must move forward into the lip region, increasing the flow
complexity here. Sufficient understanding and accurate predictability of intake flow
features is therefore crucial when designing engine intakes, to minimise these effects
or push them outside of the flight envelope.
Ideally, this close intake-fan coupling calls for the two components to be devel-
oped together for optimum performance. However in reality, the long and somewhat
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independent processes of intake and fan design (requiring detailed computational sim-
ulation and wind tunnel testing over various design iterations and flight conditions)
mean the development time scales are often out of sync. For example at Roll-Royce,
the intake geometry is usually fixed to within millimetres before the fan design is even
finalised. This design uncoupling is made worse by the fact that most engine manu-
facturers are not in control of the intake or nacelle geometries themselves, with the
airframers defining these. As a result, intake geometries are made less aggressive with
regards to optimum performance in order to accommodate uncertainties in fan design
[18, 19]. Thus intake designers do not only need accurate predictive methods, but time
efficient ones too, that enable quick turn around times so that intake design can be
brought forward and more in phase with the fan design process. Robust methods will
also lessen the need for expensive, time consuming wind tunnel testing, supporting
this further.
1.2 Intakes at Incidence
(a) Standard intake (b) Short intake
Fig. 1.2 Flow features of intakes at incidence
Intakes operating during situations of high incidence flow- e.g. take-off or instanta-
neous crosswinds/gusts- present a particular challenge, and will be the focus of this
work. Under these conditions, the high streamline curvature of the intake lip can ac-
celerate flow to supersonic speeds, creating localised supersonic regions at the intake
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lip, terminating with a near normal shock wave. This shock impacts directly onto a
young boundary layer on the inner lip surface, believed to be in a laminar/transitional
state. This leads to unfavourable shock-wave boundary layer interactions (SWBLI). If
the shock is strong enough, shock-induced boundary layer separation can occur which
inevitably leads to strong three-dimensional flow unsteadiness or shock buffet. These
key flow features are illustrated in Fig 1.2a. Resultant flow oscillations can propagate
far downstream of the interaction, giving rise to severe flow distortion and unsteadi-
ness at the fan face [20]. This can be so severe that they can cause damage to the fan
or, if the separation is large enough, can cause fan stall [6, 20].
Since the intake shape is fixed, intake geometries must be designed to handle
this severely off-design flight condition, compromising performance at cruise to meet
certification requirements [18].
With future intakes moving towards shorter, slimmer designs, interactions with
this distorted flow will become even more significant. As illustrated in fig. 1.2b, a
shorter intake moves the fan much closer to the complex flow features at the lip. This
increases the intake fan coupling and the potential distortion experienced by the fan.
Predictive methods must be able to reproduce key flow physics such as accurate re-
production of streamwise acceleration, surface pressure distribution, supersonic region
size and shock strength and location, all within reasonable time scales. Furthermore,
these should allow accurate assessment of intake characteristics like incidence angles
at which flow separation occurs, post separation flow unsteadiness and maximum ac-
ceptable distortion levels. This will allow for more refined and efficient intake designs,
as well as a more reliable design framework.
1.3 Computational Fluid Dynamics (CFD)
With the ever-increasing computational power available today, using computers to
accurately simulate fluid dynamics has become a real possibility. Coupled with the
use of wind tunnel and full scale engine tests, Computational fluid dynamics (CFD)
is extensively used throughout the process of modern aero-engine development.
CFD offers numerous benefits over conventional experimental techniques. Compu-
tational models can be created and run over multiple configurations and flow condi-
tions without the time, expense or intrusive measurement methods required to build
and test physical components. Furthermore, data can be viewed, investigated, and
analysed over and over, with the ability for new information to be derived long after
testing.















Fig. 1.3 Hierarchy of CFD methods
Despite its wide spread use, CFD methods are still in need of continuous research
and development. Although most flows can be fully described by the Navier-Stokes
equations of fluid motion, Direct Numerical Simulations (DNS), requiring resolution
of all spatial and temporal scales of the turbulence down to the Kolmogorov scales,
are still far too computationally expensive for most applications. This has given rise
to techniques such as Reynolds-averaged Navier-Stokes (RANS) that model the tur-
bulent motions instead. These provide much more efficient computations for use in
commercial environments. However, the variety of models and their suitability (or
unsuitability) to certain flow types mean RANS simulations are not truly predictive.
They often require sufficient validations before use. Nevertheless, the relative cheap-
ness of RANS means it is still the workhorse CFD tool in industry, and so continu-
ous development and improvement of RANS models is still a necessity. As a result,
partnering of computational and experimental efforts still forms an integral part of
aero-engine design.
Figure 1.3 presents a hierarchy of the main CFD methods in order of computational
cost, with DNS at the top and steady RANS at the bottom. In the middle lie Large
Eddy Simulations (LES). LES is an approach where the large turbulent scales that
form the bulk of the turbulent motions are explicitly resolved, while only the smallest
scales are modelled using a sub-grid scale (SGS) model. While still expensive for wall
bounded flows, LES offers far greater fidelity compared to RANS methods since only
the smallest scales are modelled, while being orders of magnitude cheaper than DNS.
Further still, it is often desired to combine the advantages of RANS and LES,
without bearing the full cost of LES. Hybrid RANS-LES methods provide a framework
for this, circumventing the primary cost of LES- the need to resolve fine near wall
turbulent structures in boundary layer flows. These instead conduct RANS in the
near wall flow and switch to LES away from the wall. This gives an intermediate
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between RANS and LES and is well suited for large separated flows. Hybrid methods
such as these look to provide a promising next step for use in industry, bridging the
gap between RANS in use today and LES in the future.
Details of the numerics and applications of the aforementioned CFD methods are
explored in later chapters.
1.4 Aims and Research Objectives
This project aims to study CFD simulations of transitional shock wave boundary layer
interactions in engine intakes at incidence. The objective of the work is to improve
and assess the modelling of this complex, very interactive and potentially unsteady
flow, comparing to new experimental rig measurements. Work is partnered by a novel
state of the art experimental effort at the Department of Engineering, University of
Cambridge, consisting of a lower intake lip mounted in a transonic wind tunnel1. It
is believed to be the only such setup, and this project hopes to be the first to carry
out and validate CFD of this flow type. The close partnering of experimental and
CFD work offers a substantial advantages. As Aeschliman and Oberkampf [25] put it,
"careful experiments designed and executed specifically for CFD validations are the
recommended source for validation data", which these projects aim to provide.
CFD simulations and development will be undertaken using the Rolls-Royce HY-
DRA CFD code with the aim of assessing the current capability of the code and CFD
methods, as well as testing and implementing additional modules to improve the pre-
diction of intake shock separation flow physics. The work will centre on the following
main technical activities:
• Development of improved RANS modelling capability to address deficiencies in
current methods for intake flow physics.
• Assess wall-resolved LES and hybrid RANS-LES for intake flow physics predic-
tion.
• Calculations of the experimental intake rig with enhanced models.
The project aims to conclude by providing a hierarchy of predictive strategies,
ranging from improved RANS models for current use, to LES methods for future
simulations, for an improved predictive framework for future intake design.
1Experimental work is carried out by fellow PhD students Tafara Makuni [21, 22] and Andrea
Coschignano [23, 24] both under the supervision of Professor Holger Babinsky at the Department of




This chapter will first review literature on aero-engine intake flows, SWBLIs and
related flow phenomena. The search for literature on intake flows at incidence has
revealed a lack of work that combines the complex flow features described in the
previous section. However, there has been considerable work on CFD modelling of
intake flows at cross wind, as well as significant progress on SWBLIs.
As such, a review of literature presented in the following sections will be split into
two parts; studies that investigate intake flow, and studies on SWBLIs.
2.2 Aero-engine Crosswind Flows
Fig. 2.1 shows the key flow features in crosswind flow. While transonic flow over
intakes at less severe incidence angles share some of these characteristics, such as
strong lip flow acceleration and large flow separation, they lack some key flow features.
These are primarily large, well defined supersonic regions, and strong shock waves and
SWBLIs that can significantly alter the flow physics. Nevertheless, if flow velocities
are high enough, crosswind flows have been shown to exhibit small scale transonic
flows that provide a suitable case for discussion [1, 6]. These describe the accurate
prediction of the shock position and resulting separation as a challenge for RANS
models.
Recent work has been done on the prediction of aero-engine intake flows at cross-
wind by Oriji and Tucker [1, 19], Vadlamani and Tucker [3] and Colin et al. [6]. These
have been supported by experimental studies such as those by Hall and Hynes [4, 5]
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Fig. 2.1 Key flow features of intakes in 90 degree crosswind flow
that aim to provide numerical validation data for such flows, as well as to better un-
derstand intake separation mechanisms and downstream flow distortions. Work by
Wakelam et al. [18, 26] has also looked at flow control techniques to reduce separa-
tion induced flow nonuniformity in intakes that may prove beneficial for future intake
design. These studies typically consider intakes operating in pure 90 degree cross-
wind flows, with a lack of work investigating transonic flow features at less aggressive
incidence angles.
Oriji and Tucker [1] identified four key flow zones present in an intake at cross-
wind that required accurate reproduction to represent the overall flow. These were
prediction of accelerating boundary layers, high streamline curvature, boundary layer
transition and surface roughness. This coupling of flow features presents a challenge
for RANS simulations, whereby turbulence models that are often tailored for certain
types of flow must respond correctly to the varying flow regimes.
In particular, highly accelerated flows pose difficulty for RANS models. Flows of
this nature can exhibit effects of boundary layer relaminarisation, or reverse transition,
whereby severe favourable pressure gradients can revert the boundary layer from a
turbulent to a quasi-laminar state. The dimensionless acceleration parameter KS







where ν is the kinematic viscosity, ue is the velocity at the boundary layer edge
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and s is the flow streamline direction. Loyd et al. [28] and Launder and Stinchombe
[29], suggested the acceptable threshold for which laminarisation occurs is between
2.5×10−6 and 3.5×10−6 [19]. Oriji and Tucker [1] showed that KS can peak to values
up to 4 × 10−6 for intakes in crosswind [1] which is more than sufficient to laminarise
the boundary layer in this zone. Subsequent interactions of this laminar flow with
a shock can induce premature boundary layer separation. In addition to a decay in
turbulence, laminarisation is accompanied by flow features such as an increase in the
viscous sub-layer and shape factor H and a reduction in boundary layer thickness
[19]. These can significantly influence surface pressure distributions and boundary
layer profiles. It is therefore crucial to understand and accurately predict reverse
transition when designing engine intakes.
Reynolds-Averaged Navier Stokes (RANS) turbulence models often perform well
for the prediction of attached boundary layer flows, however most have been shown to
be insensitive to relaminarisation and need modification [30]. The main difficulty
faced by RANS models in regions of laminarisation is the need for the model to
stop net production of turbulence in the laminarisation zone, and resume production
afterwards. Standard models remain turbulent in regions where experiments show
decay, as examined by Rumsey and Spalart [19, 31]. Karimisani et al. [30] also showed
in a recent study that most RANS models fail to capture the effects of laminarisation,
with only the Launder Sharma, Explicit algebraic stress and Cubic models able to
predict laminarisation behaviour correctly in their standard forms.
In addition to acceleration, strong streamline curvature is also an important con-
sideration for intake flows. The presence of a large favourable pressure gradient over
the convex lip can exhibit similar behaviour to accelerating boundary layers (i.e. lam-
inarisation), and the combination of these together can make a more rapid and com-
plete reversion to laminar flow [19]. It is well-known that many eddy-viscosity-based
turbulence models (EVMs) fail to capture curvature well [19, 32], as opposed to the
Reynolds stress model (RSM), whose sensitivity to curvature is considered a funda-
mental advantage [32, 33]. However, the increased complexity of RSM with up to seven
governing equations, high computational cost, and notorious difficulties in simulation
convergence make it unappealing [32]. As a result, sensitising simpler EVM models
to curvature is desired. A number of corrections to this effect have been proposed
[1, 32, 33], the most notable being that by Spalart and Shur [33]. They proposed
a rotation/curvature (RC) correction that can be applied to one and two equation
turbulence models, which introduces an additional transport equation to account for
the effects of RC. This has been shown to be much more accurate than the standard
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models for a wide range of rotating and curved flows [32, 34]. Simpler alternatives
such as that proposed by Zhang and Yang [32] based on the Richardson (Ri) number,
negate the complexity of implementation and increased computational cost imposed
by the RC function of Spalart and Shur [33] and have been shown to give competitive
if not superior results.
It is also well known that RANS is fundamentally unable to predict separated flows
regions well, such as separation bubble size, where modelled turbulence production in
separated shear layers is often insufficient to correctly reattach the flow [1]. This is
due to the RANS formulation’s inability to account for the three dimensional unsteady
turbulent motions present here. For intake simulations, this means RANS tends to
over-predict the separation size. More advanced eddy resolving methods such as LES
are able to resolve turbulence scales directly, however are far too computationally
expensive in an industrial environment.
Fig. 2.2 Variation of shape factor with acceleration parameter in accelerating flow in
a nozzle from Oriji and Tucker [1]
Oriji and Tucker [1] presented corrections to the one equation Spalart-Allmaras
turbulence model in a modular form, applying modifications for laminarisation, cur-
vature, transition and roughness. Their laminarisation correction involved damping of
the turbulence viscosity in regions of high KS. Fig. 2.2 shows the variation of shape
factor (H) with KS from [1] for the standard and modified SA models, together with
some validation data. H is used to characterise the nature of boundary layer flow,























δ∗ and θ are the boundary layer displacement and momentum thicknesses respectively
for a compressible flow. ρ0 and u0 are the density and velocity outside the boundary
layer respectively, and y is the wall normal coordinate. δ∗ and θ represent the distance
a viscous wall would have to be displaced normal to its surface to give the same flow
rate or total momentum in an inviscid solution respectively. H is usually in the range
2.0-2.6 for laminar flow, and 1.2-1.4 for turbulent flow [1]. As can be seen from fig.
2.2, the standard SA model maintains a relatively constant H with increasing KS,
indicating insensitivity to laminarisation, whereas the modified model correctly shows
reversion to laminar flow [1]. The modified model was applied for the prediction of
crosswind flow at M = 0.55 around the lip of a 90 degree sector of an intake as shown
in fig. 2.3.
Fig. 2.3b shows the predicted size of the separation bubble on the inner intake
lip during pure crosswind flow using the standard and modified SA models, with the
modified model matching much closer to experiment. The standard SA model predicts
a separation bubble much larger than is experimentally measured. This results in
the surface isentropic Mach number (Mis) on the inner intake lip being incorrectly
predicted as shown in figure 2.3d. The standard model shows a flat Mis due to the
large separation, while the modified model is able to capture the Mis that agrees
well with experimental measurements. The standard model’s overprediction of the
separation also causes a significantly large total pressure loss at the fan face as shown
in figure 2.3c which would make it unreliable for intake-fan predictions.
The significant difference in the flow field between the standard and corrected
SA models, namely the separation bubble size, highlights the importance of correctly
modelling the aforementioned flow features.
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(a) Intake lip geometry and mesh
(b) Predicted intake separation with the
standard model(A) and modified model (B)
(c) Stagnation pressure ratio at the virtual
fan face (d) Lip isentropic Mach number
Fig. 2.3 Intake rig case details and results by Oriji and Tucker [1] for pure crosswind
flow, with the modified (3-component) SA model matching much closer to experiment
Oriji and Tucker [2] also carried out hybrid RANS-LES of this crosswind flow
configuration, using their enhanced SA model in a RANS layer around the intake lip
surface, and implicit LES away from the wall. Hybrid RANS-LES methods aim to
circumvent the most computationally demanding task for LES - the need to resolve
extremely fine flow structures in boundary layers. The relatively simple subgrid scale
(SGS) models used for LES are unable to accurately account for these, and so they
must be resolved fully [35]. This means that for LES, computational grids in the
boundary layer must be sufficiently fine to resolve these directly. Table 2.1 shows
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the recommended grid resolutions in wall units from Tucker [16] for different eddy
resolving methods.
Method ∆x+/∆y+/∆z+ Number y+ < 10 points
DNS 10-15/1/5 3-5
Wall resolved LES 50-130/1/15-30 3-5
Hybrid RANS-LES 100-600/1/100-300 2-5
RANS 1000/1 2-5
Table 2.1 Grid requirements for different eddy resolving methods from Tucker [16].
∆x+, ∆y+ and ∆z+ are the recommended grid spacings in the streamwise, wall normal
and cross stream directions respectively.







where y is the physical distance to the nearest wall and τw is the wall shear stress (τw =
µ(∂u/∂y)y=0). As the Reynolds number (Re) increases, the physical grid dimensions
needed to meet these grid requirements decreases. In addition to this, timestep size
must also accordingly reduce to maintain simulation stability, thus needing more steps
for a given simulation time [35]. This can lead to extreme computational demands
that make LES infeasible for high Re flows.
Hybrid RANS-LES methods aim to limit this computational expense of LES by in-
stead modelling the fine turbulent structures within the boundary layer with a RANS
layer, and blending this near wall solution with LES away from the wall. This signif-
icantly relaxes the grid requirements as shown in table 2.1 and is particularly suited
to large separated flows. Many hybrid RANS-LES techniques have been proposed
over the years. One of the most widely used of these are Detatched-Eddy Simulations
(DES) proposed by Spalart et. al [36] that use a modified wall distance term d̃ based
on the mesh size ∆ and true wall distance d, to move between SA RANS and LES
regions. d̃ is given by,
d̃ = min(d, CDES∆) (2.4)
where CDES is a constant. This gives an adaptive turbulence model whereby the
RANS-LES interface can vary depending on the mesh. However, effort must be made
to carefully design the mesh for DES to ensure this interface sufficiently encapsulates
the whole boundary layer region. Oriji and Tucker [2] avoid this mesh dependency
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by using a zonal approach where the RANS layer is used for only the inner part of
the boundary layer and is fixed at y+ < 60. A similar approach was also used by
Davidson and Peng [37]. This method aims to only model the very near wall streaks
(that arguably require high resolution). LES is used for y+ > 60.
(a) Iso-surface of Q around the lip using hy-
brid RANS-LES (b) Lip isentropic Mach number
Fig. 2.4 Hybrid RANS-LES results of crosswind flow over an intake lip by Oriji and
Tucker [2]
Figure 2.4a shows iso-surfaces of Q-criterion displaying vortical flow structures
around the intake lip under crosswind using hybrid RANS-LES by Oriji and Tucker
[2]. Q is defined,
Q = 12(Ω
2 − S2) (2.5)
where Ω =
√
2ΩijΩij and S =
√
2SijSij are the vorticity and strain magnitudes
respectively, and is used to identify vortical structures in the flow. The figure shows
the smooth laminar region over the intake lip as the flow highly accelerates here, before
transitioning and breaking down to large scale turbulence. The exit Mach number used
for this case was M = 0.58 with a modest grid of 33 million nodes and wall grid spacing
of ∆y+ = 1, ∆x+ = 360 and ∆z+ = 250. It was found that conducting pure LES
on this grid over-predicted the isentropic Mach number Mis on the lip and failed to
capture peak Mis as shown in figure 2.4b. This was expected as the grid was not fine
enough for LES to resolve the small scale near-wall turbulence, causing premature
flow separation. Adding the RANS layer (albeit using an enhanced RANS model)
performed significantly better here, clearly showing the benefits for this type of flow.
Athough LES is costly, the superior physical insights that can be obtained provide
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motivations for LES in an academic environment. These can feed back into improv-
ing lower-order methods. Vadlamani and Tucker [3] conducted wall resolved LES of
intake crosswind flow at reduced Re to explore the effects of Re and flow separation.
Their setup followed the experimental work of Wakelam et al. [18] who investigated
separation control over an aeroengine intake lip operating in crosswind. To keep com-
putational cost low, a spanwise extrusion of the lip profile by 20% lip length was used
as the computational domain, as opposed to the three-dimensional lip sector used
in experiments. Inviscid walls were also used at the wind tunnel walls to minimise
grid requirements further. Nevertheless, around 55 million grid nodes were used for
simulations at two different Re: 1 × 105 and 4 × 105.
(a) Flow separation around the lip at two Re (b) Iso-surface of Q around the lip at two Re
Fig. 2.5 Flow around an intake under crosswind using LES from Vadlamani and Tucker
[3]
Results showed that Re had minimum influence on the size of the primary separa-
tion over the intake lip as the reattachment process is entirely driven due to turbulence
in the separation. However, a secondary separation bubble is typically formed due to
the flow reversal and the length of this decreased with increased Re. This is shown in
figure 2.5a. It was further observed that the turbulence in the reversed flow is much
higher with increasing Re. This can be seen in figure 2.5b where due to an increase
in the inertial force of the flow with increasing Reynolds number, the energy cascades
down to much more finer scales. It is this increase in turbulence with higher Re that
results in the suppression of the secondary separation bubble.
In addition to predicting correct size and location of flow separations, distortion
levels at the fan face are also desired to assess maximum acceptable limits and intake
suitability. Hall and Hynes [4, 5], Motycka [38] and Longley and Greitzer [39] have
studied inlet distortion effects experimentally, in addition to CFD of inlet distortions
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by Cao et al. [40], Colin et al. [6] and Peters et al. [41]. These have been studied in
a variety of flow conditions.
Cao et al. [40] carried out an extensive numerical study on the interaction between
the downstream fan and the flow separating over an intake under high incidence using
both steady and unsteady RANS. A low order fan model was used to represent the fan
for steady simulations while a full 3D geometry was used for unsteady RANS. Varying
the ratio of the intake length to diameter (L/D) was investigated. Results showed that
at low L/D, an increase in the separation-free angle of incidence was achieved, which
decreased with increasing L/D. At high L/D, the fan was effective in suppressing the
post-separation distortion rather than entirely eliminating the separation. Simulations
revealed that the fan accelerates the flow upstream of the fan face, thus decreasing
the distortion level in the immediate vicinity, although this effect decayed rapidly
with increasing upstream distance from the fan-face. Peters et al. [41] also studied
inlet and nacelle design for low fan pressure ratio (FPR) propulsors with large fan
diameters and short nacelles, where the fan and nacelle are more closely coupled. A
low order body-force-based model was also used for the fan rotor and stator blade
rows. They identified the interaction of the rotor with a region of high streamwise
Mach number at the fan face as the key mechanism limiting the design of short inlets.
For a candidate short-inlet design with L/D = 0.19, they found the streamwise Mach
number at the fan face to increase by up to 0.16 at cruise and by up to 0.36 at off-design
conditions relative to a long inlet propulsor. This caused penalties in fan efficiency
due to the rotor locally operating close to choke. For inlets with L/D < 0.25, the
benefit from reduced nacelle drag was offset by the reduction in fan efficiency. These
studies demonstrate the importance of carefully defining intake design paramteters, in
addition to those such as Andrew et al. [42] that describe the redesign of an inlet/fan
cowl for increased angle of attack requirements of transport aircraft.
Unsteady flow conditions can be potentially troublesome for intake performance,
yet are often neglected in the steady tests and computation typically carried out [4].
Atmospheric flow can be naturally unsteady or gusting and so consideration of this
real world situation is needed, although very little previous work exists [4]. Hall and
Hynes [4] presented the first comprehensive experimental study on interactions of
the flow in an operating engine model with unsteady atmospheric turbulence. Fig.
2.6 shows a image of flow structures around the intake. The high straining of the
flow is immediately visible, with the rapid flow contraction showing stretching of the
turbulence flow field and turbulent flow structures.
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Fig. 2.6 Turbulent flow structures around an intake model by Hall and Hynes [4]
Results also showed significant hysteresis in the intake separation when considering
unsteady flow. Accurate measurements of hysteresis made in a further study by Hall
and Hynes [5], showed that once separation had occurred, the size of the distortion
increased with increasing the wind angle, yet as the angle was reduced, reattachment
occurred at a much lower angle than required for separation. This should be taken
into account when testing intakes under crosswind conditions. The presence of the
fan was found to have negligible effects on the onset of separation, but had a strong
influence on reattachment once separation had occurred. The fan pulled flow into the
separated wake and reduced its size, promoting reattachment at greater flow angles.
This motivates the need for coupled fan-intake predictive methods, such as fan rep-
resenting bodyforce models, that are more representative of the complete flow. Fig.
2.7 shows contours of loss coefficient at the fan face with the intake flow attached and
separated, showing the severe distortion at that fan face that separation can produce.
Colin et al. [6] tested nine RANS turbulence models frequently employed for
aeronautical flows to assess their predictive accuracy in computing complex three-
dimensional separations. The models considered were the algebraic model of Bald-
win and Lomax, both basic and rotation-curvature corrected versions of the SA one-
equation models, k − l and three different k − ω models, the nonlinear eddy-viscosity
model of Wallin and Johansson, and the differential Reynolds stress model (RSM)
of Speziale, Sarkar and Gatski. Models were tested on a three-dimensional intake
geometry, shown with a cross sectional Mach number distribution in fig. 2.8.
It was found that none of the models were completely satisfactory at agreeing
with with experimental data. Each model possessed its own unique strengths and
weaknesses. The SA, k − ω SST and RSM models for example were more accurate in
the separated flow region, but failed to predict boundary layer reattachment correctly.
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(a) Attached intake flow (b) Separated intake flow
Fig. 2.7 Contours of loss coefficient at the fan face with the intake flow attached and
separated from Hall and Hynes [5]
(a) Intake geometry and mesh (b) Mach number distribution
Fig. 2.8 3D Intake geometry and crosswind flow separation over an intake lip by Colin
et al. [6]
This displays one of the primary drawbacks with RANS models, with no ‘one model fits
all’ approach possible. Models need continuous assessment for specifics flows types to
determine best practises. While corrections to model deficiencies can be introduced [1],
inherent weaknesses in the RANS formulation will always be a fundamental drawback.
For example, the eddy viscosity approach that forms the basis of most RANS models
assumes an isotropic character for the turbulent motions, making it difficult to capture
the three-dimensional time dependant anisotropic motions of highly separated flow [6].
Nevertheless, the speed, simplicity and practical usability make RANS methods the
"work horses" in the aerospace industry, and so RANS recommendations must continue
for the foreseeable future [6].
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2.3 Shock Wave Boundary Layer Interactions (SWB-
LIs)
SWBLIs can be found in almost every transonic and supersonic flow. In almost all
cases, these interactions lead to extremely undesirable effects that include increased
drag, flow separation, shock unsteadiness and high wall heating [8]. Fig. 2.9 shows
an example of this with shock induced flow separation over a transonic aerofoil. In
unsteady cases in particular, strong flow fluctuations are prejudicial to mechanical
behaviour and in some cases can cause fatigue or structural damage [8]. As a result,
SWBLIs have been the subject of several experimental and numerical studies, and
must be an important design consideration when dealing with such flows.
Fig. 2.9 Shock induced flow separation over a transonic aerofoil from Delery [7]
SWBLIs can be characterised into a variety of distinct types. These arise from
the various natures of the component boundary layers and shocks waves depending
on the flow regime. Their coupling in SWBLIs also mean predictive methods must
accurately model these individually, in order to stand a chance at modelling the overall
interaction.
Shock waves in transonic and supersonic flow bring about unique flow properties.
Flow across a shock wave undergoes a discontinuous decrease in velocity, an abrupt
increase in pressure, a rise in flow temperature and a decrease in stagnation pressure
[20]. The sudden increase in pressure in particular has several major consequences
on boundary layer flow. Boundary layers that are subjected to a shock experience a
strong adverse pressure gradient that thickens it and may separate it depending on
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the nature of the interaction. Moreover, the nature of the boundary layer itself is
critical to the outcome of the interaction, and can have a strong influence on this [43].
Laminar boundary layers for example are less resilient to adverse pressure gradients,
and may separate prematurely. Perturbations caused by the shock could also cause
the boundary layer to transition to a turbulent state much earlier than it naturally
would. These can have a significant impact on the overall flow.
Schematics of three of the most typically found SWBLIs are shown in fig. 2.10.
Note the λ shaped foot at the base of the shocks, where the compression waves spread
out in the vicinity of the viscous boundary layer. SWBLIs found in aero-engine intakes
at incidence are of the transonic normal shock type, and thus will form the focus of
this work. Normal shock waves are produced in transonic flows by a back pressure that
forces the flow to return to subsonic [20]. The near normal orientation of the shock
with respect to the oncoming flow means that the flow decelerates through the shock
without significant deflection of the velocity vector; a distinctive feature of normal
shocks [20]. However, the flow downstream of a normal shock is subsonic and this can
lead to specific problems. Downstream disturbances can influence the flow upstream,
interacting with the shock, and can lead to large scale unsteadiness and shock buffet
[20]. This is contrary to a pure supersonic flow, where the downstream flow is also
supersonic, ‘protecting’ the shock from upstream propagation of disturbances [20]. As
a result, transonic normal shock waves present a particular challenge for predictions.
The flow in all regions of the domain becomes closely coupled with the shock dynam-
ics, and accurate predictions of boundary layers both upstream and downstream are
required to represent the flow well. SWBLIs can be further categorised into strong
and weak interactions, where the interactions occur with and without boundary layer
separation respectively.
Fig. 2.10 Typical SWBLIs from [8]. (a) Transonic normal shock (b) Oblique shock (c)
supersonic flow over a compression ramp
Numerous review papers can be found on SWBLIs such as those by Delery [7],
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Delery and Marvin [9] and Dolling [43], that give a detailed account of SWBLIs and a
rich overview on the works that have been done. Reading material such as Babinsky
and Harvey [20] also provide a comprehensive explanation of this phenomenon in all
flow regimes where it occurs.
Some examples of typical SWBLIs experimental test cases are shown in fig. 2.11
from Delery [9]. These include the experimental work such as that of Bachalo and
Johnson [44] (shown in fig. 2.11g) which have been designed and carried out specifically
to provide validations for CFD codes. The axisymmetric hump model for this case
for example allows a pure 2D computational approach, as well as measurements of
turbulence intensity and Reynolds shear stress profiles for turbulence model validation.
Fig. 2.11 Typical experimental test cases for the study of SWBLIs from [9]
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2.3.1 CFD of SWBLIs
Ackeret et al. [45] and Liepmann [46] pioneered research on SWBLIs with the first
experimental studies on the subject in the 1940s. Since then, the multitude of ex-
perimental and numericals studies on SWBLIs has lead to remarkable progress in the
computations of SWBLIS, and numerous review papers that aim to summarise the
CFD capabilities of current methods. These include work by Zheltovodov [47], Knight
and Degrez [48], Knight et al. [49] and Hadjadj and Dussauge [8].
Knight et al. [49] reviewed the advances in CFD predictions of SWBLIs in 2009.
The review studied simulation methods including DNS, LES and RANS, and computed
results were compared with experimental data to assess the overall capabilities of
current CFD methods. Five separate configurations were considered, namely, a 2D
compression corner, 2D shock impingement, 2D expansion–compression corner, 3D
single fin and 3D double fin. For DNS and LES, Knight et al. [49] note that although
computational resources have increased greatly in recent times, the computational cost
of these methods means that simulations at experimental Re, or in full 3D, are still not
possible. Nevertheless, significant progress has been made at Re close to experiments,
which show good agreement. Hadjadj and Dussauge [8] also note that recent efforts
with advanced eddy resolving methods such as LES [50, 51] and DNS [10] (shown in
fig. 2.12) have been applied with significant success [8]. In fact, simulations of the
same case of a supersonic compression ramp using DNS [10] and LES [50] show a very
good agreement between the filtered DNS and the LES, with the LES computed at a
fraction of the cost (0.5% CPU time of the DNS). These are encouraging for the use
of hybrid RANS-LES for SWBLI simulations that could offer significant advances for
future use in industry [8]. From Piomelli’s review of hybrid RANS-LES approaches
[52], they find hybrid RANS-LES methods to be most effective in flow conditions
that facilitate the rapid amplification of any instability, whether due to numerical or
natural causes. These include well-defined separations, concave surfaces and adverse
pressure gradients where the eddy generation at the RANS-LES interface is greatly
increased. This reduces the adverse effects of unphysical phenomena that can occur
at this interface (the so called grey area, where RANS and LES overlap) and accurate
results can be obtained. SWBLIs therefore seem particularly suited to hybrid RANS-
LES with shocks imposing a strong instability on the boundary layer.
Regarding RANS, Knight et al. [49], Zheltovodov [47] and Knight and Degrez [48],
the latter of whom studied 13 configurations and 37 computations by 18 participants,
all conclude that in general, RANS methods perform well at predicting mean surface
pressure and heat transfer, and primary separation location for weak to moderate 2D
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(a) Instantaneous DNS (b) Experimental Schlieren
Fig. 2.12 Comparisons between DNS and experimental flow fields of the shock over a
compression ramp by Adams [10]
and 3D SWBLIs. Moreover, little variation in turbulence models is observed. Dolling
[43] attributes this to the triple deck structure of these flows, where surface pressure
results from the interactions between the inviscid second and third deck, and thus is
not effected by turbulence model choice. This also gives further motivation for hybrid
RANS-LES. However, for strong interactions, computed surface pressure, heat transfer
distributions, and location of primary separation, show significant disagreement with
experiment. Moreover, they find that RANS calculations failed to capture the high
level of unsteadiness in the shock system and the appearance of secondary separation,
and no RANS calculation provided a prediction of rms fluctuating surface pressure
and heat transfer. The main cause of inaccuracy could be related to the low-frequency
unsteadiness of the shock, which is not reproduced by steady RANS approaches [43,
51]. Hadjadj and Dussauge [8] also found that although significant progress has been
made on SWBLI RANS prediction, models fail to capture important characteristics
like high levels of shock unsteadiness and subsequent pressure fluctuations, motivating
the need for further work. In addition, they state that resolving the interactions
between various energy scales and flow anisotropy is needed to represent SWBLIs,
which may pose difficult for isotropic eddy viscosity based turbulence models. Loyau
et al. [53] also find that since the interaction is close to the wall, the turbulence here is
highly anisotropic and subjected to a complex strain field, especially in the presence of
separation. Moreover, EVM’s characterisation of the turbulence using a single length
scale also lose their validity in separated flows [43].
Loyau et al. [53] investigated a number of nonlinear eddy viscosity formulations for
modelling turbulence in shock-affected flows to account for anisotropy. The models
were implemented in a k − ϵ turbulence modelling framework, and were applied to
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two transonic bump flows based on the experiments of Delery et al. [54] and Bachalo
and Johnson [44]. Their findings showed that nonlinear models are able to return
significantly stronger SWBLI, much closer to experimental measurements, compared
to the standard linear variants that significantly under-predict the strength of the
interaction. However, they do note a strong sensitivity to the choice of nonlinear
model with results varying considerably depending of the details of the model and
approach to its calibration. Nevertheless, they find that none of the models give a
full accord with experiment. Even the best performing nonlinear model in the shock,
found to be that of Apsley and Leschziner [55], failed to correctly predict the post
interaction flow following reattachment, although returned the closest agreement in
respect of the shock induced separation point.
For eddy resolving simulations of shock affected flows, shock capturing methods are
particularly important for numerical accuracy, where numerical dissipation presents a
challenge. This arises from the need to apply significant numerical smoothing around
shocks to dissipate local numerical errors created by the high flow gradients here, while
maintaining low smoothing in all other parts of the flow. This is particularly important
for eddy resolving simulations, so as to not apply excessive smoothing around turbulent
fluctuations. Even modern low-dissipative, high order shock capturing schemes are still
too dissipative for capturing the fine scale turbulence and flow discontinuities around
shocks [8]. Nevertheless, the addition of numerical dissipation cannot be avoided in
shocked flows, and therefore methods to accommodate this have been proposed [51, 56,
57]. Jameson et al. [56] proposed a pressure based shock sensor that aimed to detect
shocks based on regions of high pressure gradient. However, this sensor was shown to
take large values not only in presence of shocks, but also in the presence of turbulent
fluctuations [57, 58]. Ducros et al. [57] proposed a modification to this by introducing
a new sensor developed to be used in conjunction with the classical Jameson sensor.
The Ducros sensor is a function of vorticity and has been demonstrated to easily
distinguish a turbulent fluctuation from a shock [51, 57, 58]. This modification has
greatly improved LES of flows with shocks.
It may therefore seem that RANS methods are disappointing for SWBLI pre-
dictions, and persuing them further may be unfruitful. However, from Dolling [43],
RANS codes have seen a high investment in recent times, driven by engineering needs
for rapid predictive capabilities. Therefore, even if critical physics are missing, it is
still necessary to benchmark RANS codes to know how they perform in specific flows,
and what is reliable and what is not [43]. Using the deficiencies in RANS code as a
motivation for LES is understandable, but it is important to remember that RANS
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codes do give adequate performance for many applications. Moreover, LES for flows
in general, and SWBLIs in particular, is still in its infancy, and will take many years
before these become common practice. Jameson [59] notes that while LES cannot
be practically used at this time, it does provide an improved insight into the physics
of turbulent flows which can in turn help develop more comprehensive and reliable
turbulence models. As such, further calibrations and tuning of RANS models are very
much a necessity [43].
2.3.2 Transitional SWBLIs
Most of the work on SWBLIs done over the past 50 years has been in fully developed
turbulent flows, since most practical applications are at transonic and low supersonic
speeds with large Re, where turbulent flow is the norm [60]. In fact, for most cases,
transitions trips are used in experimental works to ensure transition location is fixed,
and downstream interactions are fully turbulent [11]. As a result, transitional SWBLIs
have received little attention and Murphree et al. [60] state that our current under-
standing of transitional SWBLIs is extremely poor, and that at this stage, simulations
cannot be used with any measure of confidence to predict such flows. The boundary
layers on intake lips at incidence are believed to be in a transitional state at the point
of SWBLI, furthered by the effects of laminarisation, and so increased understanding
of transitional SWBLIs is essential for future intake designs.
Transitional SWBLIs occur when an oncoming boundary layer flow is in a lam-
inar or transitional state somewhere during the SWBLI. This generates a complex
interaction, where on the one hand the shock acts as a perturbation to trigger the
boundary layer to turbulence upstream of where it naturally would, and on the other,
the transition to turbulence within the interaction effects the phenomenon through
promoting momentum exchanges [20]. The shock interaction is stronger than a tur-
bulent one, since a transitional boundary layer is much less resilient to the large shock
imposed pressure gradient [11]. As a result, the flow can separate prematurely, with a
larger extent of separation, leading to increased performance and stability issues [20].
The shock interaction can also cause the position of transition to become unstable,
and this must be taken into account to avoid flutter problems [11]. It is also know
that unsteady shock oscillations are more prominent here, which may be of concern
in shorter intakes [11].
In addition to a lack of applications, shortage of research on transitional SWBLIs
can also be attributed to the formidable challenge they pose to both experiment and
computations [60]. Predictive tools must be able to provide for accurate laminar
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turbulent boundary behaviour (i.e. transition) in order to reproduce this flow well, yet
studies have shown that accurate prediction of transition to turbulence in supersonic
boundary layers is a goal yet to be reached. Even repeatability of transitional flow
experiments are extremely challenging, where small changes in some flow or geometric
parameter can shift transition position significantly from run to run, as found by
Dolling [43].
Fig. 2.13 Mach number distributions for a transonic aerofoil under free and fixed
transition, and at two shock locations from Becker at al. [11]
Nevertheless, recent improvements in non intrusive experimental measurement
techniques, such as particle image velocimetry (PIV) and planar laser scattering (PLS)
have allowed some of the first studies on transitional SWBLIs to be conducted, in not
only measuring the interaction, but also characterising the incoming boundary layer
[43], such as that by Murphree et al. [60]. However, detailed quantitative measure-
ments for CFD validations still leave a lot to be desired.
Fig. 2.13 shows Mach number distributions for a transonic aerofoil under free
and fixed transition, and at two shock locations from Becker at al. [11]. With free
transition, the flow decelerates and separates much earlier over the suction side of
the aerofoil, as opposed to the fixed transition (turbulent) case which gives a smaller
λ-shock foot, and a more vertical shock.
Becker at al. [11] conducted a numerical investigation on transitional SWBLIs
on a fan blade. The freestream turbulence here is very low, which can lead to lami-
nar/transitional boundary layers in the shock region. 3D RANS computations were
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carried out, using the SA model in combination with a transition model of Abu-
Ghanam Shaw. Results showed a considerable difference in the blade characteristics
between the fully turbulent and transitional computations, especially at low Re. The
main differences were caused by significantly different shock positions between the
cases and premature boundary layer separation for the transition case.
2.4 Summary
The literature review has highlighted many aspects of aero engine intake flows, and
SWBLIs in general, that are in need of further work, or have received little attention.
A summary of the main findings is given below.
• Although described in some literature, we find no work either experimentally
or computationally that investigates transonic high incidence lip flows. If these
phenomena are observed, they are often not the focus of research and so no
useful available data exists to the authors knowledge.
• Flow phenomena such as boundary layer acceleration and curvature are impor-
tant features of intake flows, although most turbulence models in their standard
forms are insensitive to these without modification.
• RANS computations of SWBLIs are in significant need of improvement.
• Hybrid RANS/LES methods show promise for the simulation of SWBLIs and
could offer significant advantages as a middle ground between RANS and LES.
• We find a lack of work that investigates transitional SWBLIs both experimentally
and computationally, which are a prominent intake lip flow feature. As a result,
CFD lacks validation data. High quality quantitative measurements are needed
here that include characterisation of the boundary layer, velocity profiles and
turbulence data (i.e. Reynolds stress profiles).
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2.5 Project Strategy
The multifaceted intake flow makes direct evaluation of CFD methods challenging.
The coupled nature of flow features means it is difficult to identify regions in which
schemes struggle, thus making development of corrections difficult. Shock location for
example is highly dependant on the properties of the boundary layer both upstream
and downstream of the shock, which in turn depend on the shock strength. Discrep-
ancies in the flow here make it difficult to determine which one of these features is
being inaccurately predicted.
On that account, the project strategy will first involve validating the HYDRA CFD
code and improvements against two simplified canonical test cases. These represent
a breakdown of the intake flow physics to allow development and testing of model
improvements. The first is a subsonic wall mounted hump case that will allow study
of streamwise curvature, boundary layer acceleration and flow separation size. Wall
resolved LES will be run, exploring various SGS models and their performance for this
flow. RANS modifications will also be tested. From this, a hybrid RANS-LES method
will be proposed and validated.
The simulation methods developed for the subsonic hump will then be extended to
an axisymmetric transonic bump case. This will introduce a shock and SWBLI and
enable the prediction of shock strength and location to be validated.
Finally, the methods developed for the test cases will then be applied to the intake
rig model, with the aim to provide a recommended simulation strategy for this flow.
An outline for the remainder of this thesis follows. Chapter 3 details the numerical
methods and models used in this work. This includes description of code modifications
and solver details. Chapter 4 and chapter 5 investigate simulations of the subsonic and
transonic canonical hump cases respectively. Description and simulations of the intake
rig are then presented in chapter 6. Finally, concluding remarks and recommendations




Turbulence is the three dimensional unsteady chaotic motion of fluid flow. Its seem-
ingly random and fundamentally stochastic nature mean that turbulence is notoriously
difficult to numerically predict, and is often considered one of the most important un-
solved problems of classical physics.
The Navier-Stokes equations that govern compressible viscous fluid flow are pre-
sented below, composed of the mass (continuity), momentum and energy conserva-
tion equations respectively. These are three dimensional non-linear partial differential

























These are closed with expressions for the heat flux qi and an equation of state (the





p = ρRT (3.5)
30 Numerical Methods
The shear stress τij is given by,



















Note the use of Einstein notation, where repeated indices imply summation over that
index. The term ∂τij/∂xj can also be written as µ∂2ui/∂x2j using continuity. Note
that the body force (per unit mass) term gi has also been included above, although
this will be ignored in further derivations since it is not used in this work.
While turbulence can be fully described by the Navier-Stokes equations, compu-
tations of the entire turbulent length and time scale range by means of DNS are still
far too computationally expensive for many flows of engineering interest. This leads
to turbulence modelling techniques explored in the following sections.
3.2 Reynolds-Averaged Navier-Stokes
The most widely used approach in turbulence modelling is the application of the
Reynolds averaged Navier-Stokes (RANS) equations. These filter out the unsteady
turbulent motions of the flow field (and consequently the need to resolve them) and
solve directly for the time-averaged steady flow instead. This negates the need for
temporal resolution, and also allows 2D simulation where the time-averaged flow field
under investigation can be assumed sufficiently two-dimensional. As a result, RANS
provides a computationally cheap, easy to use and cost effective way of simulating real
flows, and is the engineering tool of choice for most industrial applications [61].
The RANS equations are derived through a decomposition of the flow field into
mean and fluctuating components, known as Reynolds decomposition [62]. Flow vari-
ables such as velocity and pressure are written as the sum of their mean and fluctuating
parts as,
u = u + u′ (3.8)
where the use of · and ·′ denote the mean and fluctuating parts respectively. Following
this approach, it is assumed that the mean of fluctuating components is zero, u′ = 0,
and that the mean component is statistically steady, u = u. This new definition of
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Where τ̄ij is now given by,



















We can note the presence of an additional term in the RANS momentum equation
(3.10), ρ̄u′iu′j, that accounts for the averaged contribution of the turbulent velocity
fluctuations to the mean flow. This second moment term is referred to as the Reynolds
stress due to its analogy to the mean viscous stress, and its presence indicates the need
for additional work to solve the equations. Attempts at deriving further equations
for the second moments result in equations with even higher order moments that
are themselves unknown [63]. This is the well known closure problem of turbulence,
and gives rise to the field of turbulence modelling that attempts to close the RANS
formulation by providing models for these unknown second moments.
The most widely used closure models are based on the eddy viscosity concept,
which suggests a Boussinesq-type approximation between the Reynolds stresses and





3kδij − 2νtS̄ij (3.13)
where k is the turbulent kinetic energy (k = u′iu′i/2), δij is the Kronecker delta and νt
is a turbulent eddy viscosity to be solved for. Using this formulation, it can be noted
that the turbulence field is only coupled to the mean field through this turbulent eddy
viscosity [61].
Over the years, numerous schemes have been proposed that attempt to model νt,
usually through the inclusion of additional transport equations that aim to specify
turbulent velocity and length scales. However, as found in the literature review, the
variability of RANS models performance for specific flow types means that a ’one
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model fits all’ does not exist. In this work, the Spalart-Allmaras model [64] is chosen
as the representative RANS model for investigation, and will be the focus of this work.
This is due to its simplicity, popularity, and good performance for a wide variety of
flow types.
3.2.1 SA Model
The Spalart-Allmaras (SA) model is a one-equation turbulence model that solves an
additional transport equation for a viscosity like variable, ν̃, known as the SA variable.
Devised by Spalart and Allmaras in 1994 [64], this simple model is known for its ease
of implementation, low computational cost and good performance for a wide variety
of flows [61]. In some cases, it has even been shown to perform better than more
advanced, two-equation models [65] and as a result, has become very popular since its
inception.
































from which νt is computed using the eddy viscosity relation,





and χ = ν̃/ν. The terms cb1(1 − ft2)S̃ν̃ and
[





in (3.14) may also
be categorised as turbulence production P (ν̃) and destruction D(ν̃) terms respectively
due to their source effects on the turbulent flow field. Description of the remaining
auxiliary relations are,

















3.2 Reynolds-Averaged Navier-Stokes 33
where d is the distance to the nearest wall, and the closure constants are,




+ 1 + cb2
σ
cw2 = 0.3, cw3 = 2, κ = 0.41.
As was found in the literature review, boundary layer acceleration and curvature
are important features of intake flows, although most turbulence models in their stan-
dard forms are insensitive to these without modification. The SA model is therefore
modified in this work to account for the effects of relaminarisation and curvature.
These are described in the following sections.
Relaminarisation Modification
The standard SA model is modified to account for the effects of laminsarisation based
on the work of Launder and Jones [27] and recent work by Oriji [1]. A description of
the modification from Oriji [1] is presented here.
A modification of the Van Driest damping function DJL is proposed by Launder
and Jones[27] as,







where A+, originally a constant defined by Van Driest [66] as A+ = 26, is modified to a
variable function of L = KSC−3/2f . It is recalled that KS is the acceleration parameter
used to discern laminarisation, previously defined in equation (2.1), and Cf is the skin
friction coefficient. A+ is then given by Launder and Jones [27] as,
A+ = 26 L ≤ 1.9 × 10−3
A+(KS) = 11 + (7.9 × 103)L L ≥ 1.9 × 10−3.
 (3.18)
Since χ = κy+ from around the wall to the log layer in the SA model, χ in (3.16) is




where χA = max(1.0, κA+(KS)). This allows recovery of the standard SA model
where KS is small, returning χA = 1 and χ̃ = χ. Following this approach, regions
of high KS would tend to reduce χ̃, hence decreasing fv1 and therefore reducing the
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ue = Misa (3.21)
vt =
√








where ue is the boundary layer edge velocity, Mis is the isentropic mach number, a is
the speed of sound, vt is the tangential streamline velocity, PT is the freestream total
pressure and P is the local static pressure.
Rotation/Curvature Correction
To account for the effects of curvature, the SA model Rotation/Curvature (SARC)
correction proposed by Spalart and Shur [33] is implemented. A description of the
correction from Zhang and Yang [32] is presented here.
The production term cb1(1−ft2)S̃ν̃ in the SA transport equation (3.14) is multiplied
by a new rotation function fr1 defined as,
fr1(r∗, r̃) = (1 + cr1)
2r∗
r∗ + 1[1 − cr3tan
−1(cr2r̃)] − cr1 (3.24)






+ (ϵimnSjn + ϵjmnSin)Ω′m
]
(3.25)
where ϵimn is the Levi-Civita symbol. The remaining variables and functions are
defined below.


























2 + Ω2), cr1 = 1, cr2 = 12, cr3 = 0.6
where S and Ω are the strain rate and vorticity magnitudes respectively. It can be
noted in equation (3.25) the presence of the material derivative DSij/Dt. The need to
compute this increases the complexity of the programming and computational cost of
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the SARC model, with Zang and Yang [32] reporting a 20% increase in computational
time. Simpler alternative methods that circumvent this have been proposed [32],
although the original method by Spalart and Shur [33] is used here.
3.3 Large Eddy Simulations
Unlike RANS methods that model the entirety of unsteady turbulent motions, LES in-
creases the fidelity of simulations by only modelling the small scales. The large eddies,
that contain information about the geometry and dynamics of the specific problem
under investigation, are explicitly resolved in space and time [43]. This significantly
increases the representation of the flow and as a result, makes LES a superior simula-
tion technique. However, the need to resolve these unsteady three dimensional large
scales, including fine near wall turbulent structures present in most applications of in-
terest, mean that LES is still prohibitively expensive for use in industry. Simulations
often require use of large parallel computing facilities to obtain results in reasonable
time frames, and are usually limited to simulations of individual components and flow
conditions. Nevertheless, the richness of LES data enables valuable insights to com-
plex flow physics that, as well as increasing understanding of the flow, can feed back
into improving RANS models.
Despite its computational expense, LES is considered to have a simple formulation.
The small scales of the flow (regarded as having a universal character) are modelled
using a SGS model, which is often a simple empirical relation, as opposed to the
complexity of RANS model transport equations.
The LES formulation is derived by applying a filtering operation to the Navier-
Stokes equations. In a process similar to Reynolds decomposition, this is done by first
decomposing the flow variables into filtered (resolved) and sub-filtered (unresolved)
parts as,
ϕ = ⟨ϕ⟩ + ϕ̂ (3.26)
where the use of ⟨·⟩ and ·̂ denote the filtered and sub-filtered parts respectively. Fol-



















Where ⟨τij⟩ is given by,



















The term τ rij in the filtered momentum equation (3.28) is referred to as the residual
stress tensor. This accounts for the effects of the sub-filtered flow variables and must






δij − 2νsgs⟨sij⟩ (3.31)
where νsgs is a sub grid scale viscosity solved for using an SGS model.
3.3.1 Smagorinsky-Lilly Model
Various SGS models have been proposed over the years. One of the the earliest and
simplest models is the Smagorinsky-Lilly model [67] [68]. The model calculates νsgs
as,
νsgs = (CS∆vol)2S (3.32)
where Cs = 0.165 is the Smagorinsky model constant and S is the strain rate mag-
nitude (S = √2sijsij), also known as the model’s differential operator. ∆vol is the
filter width used to locally determine the filtering between the resolved and unre-
solved (modelled) turbulent scales. This is defined as the cube root of the local grid
cell volumes, ∆vol = 3
√
∆x∆y∆z, where ∆x, ∆y and ∆z are the cell dimensions. It fol-
lows that the scales below this grid width, the sub-grid scales, are those that the SGS
models. LES grids must therefore be carefully designed to obtain sufficient resolution
of required turbulent flow structures. As the grid is refined (∆vol decreased) more of
the turbulent scale range is directly resolved, and less of the small scales are modelled.
It can be noted that continuing to refine the grid down the Kolmogorov scales allows
LES to approach DNS, where the entire range of turbulent scales are directly resolved.
The simplicity and ease of implementation of the Smagorinsky-Lilly model has
made it popular for LES. However, the model does have its drawbacks. In real wall
bounded flows, turbulent motions are damped out in the viscous sub-layer of the
boundary layer. To simulate this correctly, νsgs should tend to zero here. However,
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the Smagorinsky-Lilly model fails to naturally model this effect. High aspect ratio cells
found near the wall have a large ∆vol and as a result, the model returns an excessively
high νsgs. To resolve this, the Smagorinsky-Lilly model uses wall damping, whereby
Cs∆vol is modified to
Cs∆vol = min(Cs∆vol, κd) (3.33)
where κ = 0.41 and d is the distance to the wall. This modification limits νsgs near
the wall to much more suitable values.
While this does improve results dramatically, this is an ad hoc approach, and can
also present difficulties for complex geometries [69].
Another drawback of the Smagorinsky-Lilly model is its behaviour in pure shear
flow. The model returns a large νsgs here, derived from the Smagorinsky-Lilly model’s
operator being based only on the strain rate S. This always give a non-zero value of
νsgs if a velocity gradient exists. This is not the case for pure shear, which contributes
very little to energy dissipation [69]. A consequence of this is the Smagorinsky-Lilly
model’s inability to reproduce laminar flow and transition well. Laminar flow consists
of almost pure shear, and the excessively large νsgs produced by the Smagorinsky-Lilly
model here has the effect of dissipating linearly unstable waves that contribute to the
transition to turbulence [69].
The Smagorinsky-Lilly model is the default SGS model in HYDRA. In addition
to this, two other SGS models have been implemented into HYDRA in this work to
address some of the Smagorinsky-Lilly model shortfalls. They are the WALE and
Sigma (σ) models. These are described in the following sections.
3.3.2 WALE Model
The Wall-Adapting-Local-Eddy-viscosity (WALE) model is an SGS model proposed
by Nicoud et al. [69]. The model proposes a differential operator not only based on











2s2 + Ω2Ω2) + 23s
2Ω2 + 2IVsΩ (3.35)
s2 = sijsij, Ω2 = ΩijΩij, IVsΩ = sikskjΩjlΩli
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The model also has its own constant, Cw = 0.5. Unlike the Smagorinsky-Lilly model,
the WALE model naturally goes to zero near the wall without the need for a wall
damping function, and also goes to zero in pure shear flows.
3.3.3 Sigma Model
Nicoud et al. proposed an advancement to the WALE model, the Sigma (σ) SGS
model [70]. The model proposes a new differential operator based on the singular
values of the resolved velocity gradient tensor, σ1, σ2 and σ3 as,
Dσ =
σ3(σ1 − σ2)(σ2 − σ3)
σ21
(3.36)
The model also has its own constant, Cσ = 1.35. As well as naturally going to zero
near the wall and in pure shear flows, the sigma model also correctly tends to zero in
solid rotation and axisymmetric compression/expansion flows.
3.4 Hybrid RANS-LES
As has been discussed in the literature review, it is often desired to combine the
advantages of RANS and LES. In this work, hybrid RANS-LES simulations are carried
out using an approach similar to Davidson and Peng [37] and Oriji et al. [1]. A RANS
layer is used in the near wall region y+ ≤ 60 using the SA model. LES is used in the
remaining part of the flow with the SGS models described in the previous sections.
The same continuity and momentum equations are solved throughout the domain, the
only difference being that the turbulent viscosity (νt) is taken from the SA model in
the RANS region (νrans), and from the SGS model in the LES region (νsgs). The two
turbulent viscosities are smoothly blended at the RANS-LES interface over a distance
of y+ = 10 using a tanh blending function,
νt =

νrans if y+ < 50
ϕνsgs + (1 − ϕ)νrans if 50 < y+ < 60












where d is the distance to the wall. h and w are chosen so that νrans and νsgs blend
smoothly at the interface.
Unlike Oriji et al. [1] that used a frozen RANS solution obtained from a precursor
simulation, both the RANS and LES domains in this work are resolved together and
updated every time step. However, aggressive first-order numerical smoothing is used
in the RANS layer to dissipate any resolved turbulent fluctuations here. This is to
reduce the so called double accounting of turbulence where the RANS zone has both
modelled and resolved scales, the latter being problematic and a well-known defect of
hybrid RANS-LES methods [2, 19].
Using a fixed RANS layer size (y+ ≤ 60) also makes the RANS-LES interface
independent of the mesh. The distance y+ = 60 is evaluated based on an averaged
shear stress in the target zone, and is constant on the wall.
3.5 HYDRA
Simulations in this work are carried out using the Rolls-Royce unstructured compress-
ible flow solver, HYDRA [71]. The solver is second order in both space and time.
It offers multi-grid capability for steady calculations, enabling accelerated simulation
convergence, with coarse grids automatically generated using an element collapsing
algorithm. Its second order nature allow computations to benefit from efficient par-
allel capabilities for distributed memory machines, whereby communications between
processors is reduced compared to higher order codes. Its unstructured aspect also
makes it particularly suited to the complex geometries found in turbo-machinery for
which it was designed.
For unsteady calculations, an explicit 5 stage Runge-Kutta temporal integration
scheme is used, with the time step, ∆t, defined using a user specified Courant-
Friedrichs-Lewy (CFL) number.
3.5.1 Spacial Discretisation
HYDRA is a node-centred solver and features an edge based finite volume spacial dis-
cretisation scheme. Flow variables stored at each grid node are calculated through flux
calculations following the control volume approach. This is initialised by constructing
dual median control volumes around each grid node formed by joining the centroids
of neighbouring cells as illustrated around an arbitrary grid node in figure 3.1. Fluxes
entering each control volume are calculated by taking the surface integral of the fluxes
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through each control volume face. These are calculated at the midpoint of all the grid









Fig. 3.1 HYDRA’s dual median control volume around an arbitrary grid node
The calculation of the fluxes at each edge are split into viscous and inviscid com-
ponents,
Fij = F Vij + F Iij (3.39)
where F Vij and F Iij are the viscous and inviscid parts respectively. The inviscid fluxes
are calculated using the method of Roe [72] to solve the Riemann problem encountered
at the interface of adjacent control volumes. This can be considered a second order
central differencing method, smoothed by some upwinding based on the nodal variables





ij(Qi) + F Iij(Qj)) −
1
2 |Aij|(QR − QL) (3.40)
where |Aij| is the flux jacobian (|Aij| = ∂F I/∂Q) and Qi and Qj are the associated
nodal variables. The dissipative second order smoothing term (the last term in equa-
tion (3.40)) is required to maintain a stable, error free solution, as the second order
central differencing scheme is prone to numerical instability [35]. This term is ap-
proximated in HYDRA by introducing a second order smoothing constant ϵ2 to give,
1




jQ − ∇2i Q) (3.41)
where ∇2i and ∇2j are undivided Laplacians evaluated at the respective nodal locations
[19].
By directly scaling the level of numerical smoothing, the specification of ϵ2 is an im-
portant consideration in HYDRA when running eddy resolving simulations (i.e. LES
or hybrid RANS/LES). Insufficient numerical smoothing can cause dispersive errors
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in the solution. These errors present themselves as unphysical point-wise oscillations
(or "wiggles") in the flow field that can disturb or otherwise influence the flow under
investigation. In transitional flow for example, these disturbances can lead to pre-
mature transition to turbulence, greatly affecting the reliability of results. Sufficient
numerical smoothing is needed to suppress these.
Conversely, excessive numerical smoothing can lead to excessive dissipation of phys-
ical turbulent flow structures. In a separated flow for example, excessive damping of
turbulence can lead to a delay in flow reattachment. It is therefore critical to find
a balance when selecting the value of ϵ2 to have the numerical smoothing as low as
possible, while maintaining a stable solution free of dispersion error.
In this regards, the selection of ϵ2 in this work is done by reducing ϵ2 gradually
until the first signs of dispersion error are seen in the region of interest. ϵ2 is then
increased marginally to achieve a dispersion free solution with minimum numerical
dissipation. The solution is monitored throughout the run to ensure no dispersion
errors appear. This is done for all LES and hybrid RANS/LES simulations.
The treatment of very high gradient flow regions such a shocks, a focus of this
work, is of particular importance with regards to numerical stability. Dispersive errors
near these high gradient areas can be seen as unphysical Gibbs-like ringing around the
shock region [35]. The second order smoother is inadequate to suppress the errors here.
HYDRA therefore includes a more aggressive first-order smoother in the inviscid flux
calculation to handle this type of flow. This is controlled using the Jameson sensor
[56], a simple pressure switch,
Ψ = min
ϵ3





where ϵ3 is a smoothing constant. The pressure switch Ψ has a value close to one in
regions of strong pressure gradient, and a value close to zero in regions of low pressure
gradient. This allows HYDRA to adequately capture shocks and only apply the lower
order smoother around these high gradient regions, while maintaining second order










jQ − ∇2i Q) + Ψ(Qj − Qi) (3.43)
where the last term is the lower order smoothing term.
As can be seen from equation (3.43), the standard smoothing field in HYDRA is
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a mixture of first and second order smoothing controlled by Ψ. While this is required
for shock flow, subsonic flows without shocks can benefit from a pure second order
accurate solution. To achieve this, ϵ3 = 0 is set for all subsonic simulations in this
work.
To complete the flux calculations, the remaining viscous fluxes, F Vij , are calculated.
These are achieved economically by approximating them at the midpoint of all the
edges eij connected to the node [35]. Again, this is where the control volume faces
intersect the edge, and is also a central difference scheme, thereby maintaining consis-
tency with the inviscid flux calculation. This is done by estimating the gradients of
the flow variables using a simple average of the values at the endpoints of the edge,
∇Qij =
1
2(∇Qi + ∇Qi) (3.44)
In regions where viscous terms dominate, such as boundary layers, the scheme can
become unstable due to the generation of instabilities by high frequency variations
[35]. To solve this, the scheme is modified to,
∇Qij = ∇Qij −
(











While the standard shock sensor of Jameson [56] used in HYDRA is able to capture
shocks, the sensor has been shown to take large values in the presence of turbulent
fluctuations too [57, 58]. This is destructive to eddy resolving simulations as it leads
to the solver applying aggressive first-order numerical dissipation to resolved turbulent
fluctuations.
Ducros et al. [57] proposed a solution to this by introducing a new sensor developed
to be used in conjunction with the classical Jameson sensor. The Ducros sensor is a
function of vorticity and has been demonstrated to be able to sucessfully distinguish a
turbulent fluctuation from a shock [51, 57, 58]. This is a simple, local, sensor and does
not require any prior knowledge of the shock position or flow. The sensor computes a
local variable,
Φ = (∇ · u)
2
(∇ · u)2 + (ω)2 + ϵ (3.47)
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where ω is the vorticity (ω = ∇ × u) and ϵ = 10−30 is a small positive real number
chosen to prevent numerical divergence when both ∇·u and ω are zero. Φ is multiplied
by the standard sensor Ψ of equation (3.42) to form the new switch. The Ducros sensor
is implemented into HYDRA in this work.
3.6 Turbulent Boundary Layers
The canonical flow cases simulated in this work require inflow turbulent boundary
layers (TBL) to replicate experimental flow conditions. These were generated in a pre-
cursor simulation using the Lund recycling/rescaling technique [12]. This was kindly
carried out by Dr. Naqavi at the University of Cambridge for the purpose of this work.




Planes at which TBL data is collected
Fig. 3.2 Schematic showing the collection of TBL data using the Lund recy-
cling/rescaling technique [12]
The method generates turbulent data from an auxiliary simulation of a zero pres-
sure gradient boundary layer. As shown in figure 3.2, the boundary layer is streamwise
growing. The simulation generates its own inflow conditions through a sequence of op-
erations where the velocity field at a downstream station is rescaled and re-introduced
at the inlet [12]. From this, instantaneous planes of velocity are extracted at stations
that correspond to required TBL momentum thickness Reynolds numbers, Reθ. These
planes are then constructed to form the three-dimensional, time-series turbulent data
sets. The method is shown to produce realistic TBLs which yield statistics that are
in good agreement with both experimental data and results from DNS [12].
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Time, t
Fig. 3.3 TBL data generated for Reθ = 8000, coloured by contours of velocity magni-
tude
In this work, boundary layer data is generated for Reθ = 8000 and Reθ = 9800.
The data agrees well with reference LES data of a turbulent zero-pressure gradient
boundary layer at Reθ = 8300 from Eitel-Amor et al. [13] as shown in figure 3.4. The
data is interpolated onto the inflow plane of the cases that are run, and is progressed
through time into the computational domain. Note that since a finite amount of planes
are collected, the data is restarted at the first plane after the last plane is reached.
Figure 3.3 shows the turbulent boundary layer data box generated for Reθ = 8000.












(a) Mean velocity profiles



























(b) Reynolds stress profiles
Fig. 3.4 Mean velocity and Reynolds stress profiles of the two TBLs generated using
the Lund recycling method. Lines: Lund recycling TBL data, Symbols: reference LES
data at Reθ = 8300 from Eitel-Amor et al. [13]
Chapter 4
Canonical Test Case 1: NASA
Hump
This project will first aim to validate the HYDRA CFD code and modifications de-
scribed in chapter 3 against two simplified canonical test cases. These represent a
breakdown of the intake flow physics. The first of these cases is a subsonic wall
mounted hump case that features attached flow acceleration followed by downstream
separation and reattachment. Recall that flow separation is important in engine in-
takes as it can lead to distortion at the fan face. Therefore it is important for predictive
methods to reproduce this correctly.
RANS, LES and hybrid RANS-LES methods are investigated here. The accelera-
tion over the curved hump forebody (although mild compared to intakes at incidence)
exceeds the acceleration parameter threshold for which relaminarisation is suggested
to occur. As such, the relaminarisation and SARC modifications to the SA model
are investigated. Wall resolved LES is run to benchmark HYDRA’s performance, and
investigate the sensitivity of SGS model choice. Particular attention is paid to the
size of the separation bubble. As previously discussed, RANS tends to under predict
the turbulence in the separated shear layer, and therefore tends to predict too long a
separation bubble. The results of the RANS and LES investigations are used to run
a hybrid RANS-LES. Performance of these methods is discussed.
4.1 Case Details
The hump geometry is a Glauret-Goldschmied type body from Greenblatt et al. [14],
herein referred to as the NASA hump, and featured as Case 3 at the NASA Langley
Research Centre Workshop [73]. The experimentation was conducted in the open-
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return NASA Langley shear flow tunnel. A rich experimental data set can be found
at http://cfdval2004.larc.nasa.gov/case3.html [74]. The hump model features a slot at
approximately 65% chord near the point of separation for flow control investigation,
although only the baseline uncontrolled case is considered in this work.
Fig. 4.1 NASA hump model showing the experimental features from [14]
Figure 4.1 shows a model of the experimental features of the NASA hump. The
model has a relatively long convex forebody with a short ramp at the aft of the
model. The chord length is C = 0.42m with a maximum height of 0.128C and a span
of 1.390C. The experimental setup features endplates at the extents of the hump
span, giving a nominally two-dimensional flow, with three-dimensional sidewall effects
limited to near the end plates. The model is mounted on a splitter plate, giving an
effective wind tunnel height of 0.909C and width 1.693C. A schematic of the hump is
shown in fig. 4.2. Dimensions are normalised by hump chord length C.






Fig. 4.2 Schematic of the NASA hump geometry normalised by the hump chord length
C
The reference freestream velocity for this case is U∞ = 34.6m/s (M∞ = 0.1). This
gives a Reynolds number based on the hump chord length of ReC = 9.36 × 105. Flow
approaching the hump first experiences an adverse pressure gradient at the leading
foot of the hump, followed by a strong favourable pressure gradient accelerating the
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flow over the hump forebody. A second adverse pressure gradient towards the rear
of the hump causes flow separation and subsequent reattachment and boundary layer
recovery. The NASA hump gives peak acceleration parameter of approximately KS =
3.0 × 10−6.
Experimental measurements of velocity and Reynolds stress profiles are taken at
6 locations downstream of flow separation, as well as one location upstream of the
hump to characterise the oncoming boundary layer. In addition to this, a plane of
velocity and turbulence data is measured along the tunnel center line, roughly covering
the region 0.63 < x/c < 1.39, to provide a cross section of the separation. Pressure
coefficients (CP ) and skin friction coefficient (Cf ) measurements are made along the
hump surface.
4.2 Computational Setup
This work considers the two-dimensional hump flow without side plates. Following
this, RANS computations are efficiently run using a 2D steady approach. For LES
and hybrid RANS-LES, simulations are run 3D and unsteady using a shorter extent
of the experimental domain in the spanwise and streamwise directions to reduce the
computational cost. To enable this, turbulent boundary layers (TBLs) are used at the
domain inlets.














Fig. 4.3 Two-dimensional slice of the computational grid and boundary conditions
used for LES of the NASA hump. Every 8th point shown in the streamwise direction
and every 4th point shown in the wall normal direction for clarity. Note the contour
on the top wall to account for endplate blockage.
Fully structured grids are used for the NASA hump simulations. A baseline grid
designed to LES specifications is generated from which RANS and hybrid RANS-LES
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grids are derived. Figure 4.3 shows a two-dimensional slice of the computational grid
used for LES. The grid extends −1.5C < x/c < 4C in the streamwise direction, with
the hump located between 0 < x/c < 1. The grid is extruded 0.2C in the spanwise
direction to form the 3D computational domain, which corresponds to about three
inflow boundary layer heights. This domain width is chosen based on previous LES
works of this case by numerous authors [75–77]. You et al. [78] showed that the
pressure coefficients predicted with Lz = 0.15C and Lz = 0.2C had little difference
[79]. Further, other authors such as Krishnan et al. [80] have successfully performed
DES of the hump flow with a substantially smaller domain width (Lz = 0.121C).
As such, 0.2C is considered suitable here. The wall normal domain size, 0.909C, is
chosen to match the experimental wind tunnel height. Since the endplates present in
the NASA hump experiment are not explictely modelled in this work, the effect of their
blockage on the flow is accounted for by contouring the top wall of the computational
domain between −0.5 < x/c < 1.6 as shown in figure 4.3. The shape of this is provided
by the NASA Workshop [74] and has been successfully used in multiple CFD works
[75, 76, 78, 79, 81–83].
Grid points are clustered near the point of flow separation (≈ 0.65C) as well as
upstream of the hump to resolve the inflow turbulent boundary layer. Downstream of
the hump, the grid is gradually coarsened towards the outflow boundary to smooth
flow fluctuations and prevent reflections at the boundary. The LES grid is developed to
have a grid spacing of ∆x+ = 90, ∆y+ = 1 and ∆z+ = 21 based on the inflow boundary
layer, where ∆x+, ∆y+ and ∆z+ are the grid spacings in the streamwise, wall normal
and spanwise directions respectively. This is to ensure adequate LES resolution as
recommended by Tucker [16] (see table 2.1). To achieve this, the LES grid has 1292
points in the streamwise direction, 110 points in the wall normal direction and 225
equally spaced points in the span. This gives the LES grid a total of 32 million points.
The resolution is equal to or higher than previous LES works of this case [75–77], and
as such a grid independence study is not run here. It should also be noted that as mesh
resolution is increased for an LES, new modes continue to be resolved until DNS level
is reached, and so the concept of a grid-independent solutions does not really exist for
LES [75]. Furthermore, the aim of the present study is to compare the performance
of various SGS models, which are all carried out under the same conditions.
For RANS simulations, a two-dimensional slice of the LES grid is used as the
RANS computational domain. However, the upstream extent is increased from −1.5C
to −6.39C as recommended by Krishnan et al. [80] to allow the boundary layer to
naturally develop to the profile measured by experiments at x/c = −2.14. Boundary
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layer velocity and turbulence intensity profiles are experimentally recorded here to
validate the correct prescription of the oncoming boundary layer, with all models
reproducing this well. Figure 5.5 shows the velocity profile of the boundary layer at
x/c = −2.14C obtained from RANS-SA compared to experimental measurements.











Fig. 4.4 Boundary layer velocity profile at x/c = −2.14C obtained from RANS-SA
compared to experimental measurements.
For hybrid RANS-LES simulations, the same computational domain size as LES is
used, however the baseline LES grid is coarsened by a factor of approximately 2 in the
streamwise and spanwise directions. This gives a grid spacing ∆x+ = 180, ∆y+ = 1
and ∆z+ = 42, and is in the range recommended for hybrid RANS-LES by Tucker
[16] (see table 2.1). The hybrid RANS-LES grid has 785 points in the streamwise
direction, 110 points in the wall normal direction and 105 equally spaced points in the
span. This gives the hybrid RANS-LES grid a total of 9 million points.
For all simulations, the boundary conditions used for the hump and wind tunnel
floor are no-slip viscous walls, the top wall is modelled as an inviscid wall and the
outflow is a fixed pressure outlet. Periodic boundary conditions are applied at the
spanwise extents for LES and hybrid RANS-LES simulations. At the inlet, a uniform
inflow boundary condition is applied for RANS simulations, with the freestream veloc-
ity U∞ = 34.6m/s. LES and hybrid RANS-LES simulations use an unsteady turbulent
boundary layer of Reθ = 8000 and thickness δ = 0.026m (0.062C) at the inflow, gener-
ated using the method described in section 3.6. To obtain the Reθ and δ needed here,
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the RANS solution is used since no experimental data is available at x/c = −1.5C,
only at x/c = −2.14C. This is believed to be reliable since the RANS solution agrees
very well with the measurements at x/c = −2.14C, and is also expected to perform
well in this flat attached part of the flow.
RANS simulations are run using the HYDRA steady flow solver with four levels of
multi-grid. LES and hybrid RANS-LES simulation are run using the explicit unsteady
solver, using converged RANS solutions to initialise the flow. The Smagorinsky-Lilly
(SM), WALE and σ SGS models are run for LES to investigate their performance
for this flow. For all eddy resolving simulations, the flow is advanced 3T ∗ before
flow statistics are collected, where T ∗ is the flow-through time, defined T ∗ = C/U∞.
This allows the inflow TBL to develop, and flush initial transients from the region
of interest. After this, time averaged flow statistics are collected over approximately
6T ∗ − 8T ∗. For analysis, the solutions are further spatially averaged in the spanwise
direction. This significantly reduces the time taken to acquire converged statistics.
4.3 Results
4.3.1 RANS
The results of RANS and RANS modifications are first investigated. Static pressure
coefficient (CP ) distributions computed over the NASA hump are compared with ex-
perimental measurements in fig. 4.5. Note that negative CP values have been plotted,









where P is the local static pressure and P∞, U∞ and ρ∞ are reference values at the
domain inlet.
CP meaurements show an adverse pressure gradient at the leading foot of the hump,
followed by a favourable pressure gradient illustrated by a sharp increase in −CP . This
indicates the strong flow acceleration over the hump. This peaks at x/c = 0.52 and
returns to an adverse pressure gradient at the point of separation. Flow is experimen-
tally measured to separate at x/c = 0.65 and reattach at x/c = 1.11, giving a bubble
size of x/c = 0.46. The NASA hump shows a small plateau in CP just downstream
of x/c = 0.65, which is a characteristic of separation [75]. The standard SA model
performs well at predicting CP at the attached regions of the flow, i.e. upstream and
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RANS-SA (Prod. Boost) exp
Fig. 4.5 CP distribution over the NASA hump using RANS
over the hump forebody, as well as downstream of reattachment, as is expected. How-
ever, the model shows an over prediction of peak −CP by approximately 7% as well
as an under prediction of the pressure plateau. Downstream of the separation point,
we also see the standard model unable to sufficiently capture the post separation pres-
sure recovery. This is an indication of an over-predicted bubble size and delayed flow
reattachment. The standard RANS-SA model is able to predict the separation point
correctly, but reattaches late at x/c = 1.67. This is an over-prediction of the bubble
size by 46%. Note that the separated region is defined where the axial wall shear stress
τw < 0.
The modified RANS-SA model for relaminarisation and curvature (labelled RANS-
SA Mod) shows an improvement in the peak −CP prediction compared to the standard
SA model. This is brought down in agreement with the experimental measurements.
The model also correctly predicts the pressure plateau, improving over the standard
model. Downstream of separation however, the modified RANS-SA model returns back
to standard RANS-SA behaviour as expected, predicting flow reattachment much later
than experiment.
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Figure 4.6 shows the acceleration parameter KS distribution over the NASA hump
forebody. As shown, KS peaks to KS = 3×10−6 (exceeding the threshold of laminari-
sation described by Loyd et al. [28] and Launder and Stinchombe [29]) although this is
over a relatively short streamwise extent. This shows that, although subtle, sensitivity
to relaminarisation and curvature can improve mean surface pressure predictions even
for mild accelerations.









Fig. 4.6 KS distribution over the NASA hump forebody
As mentioned, RANS models over predict separation size due to insufficient turbu-
lence production within the separated region. To quantify this, turbulence production
is manually boosted post separation over the hump until the correct reattachment lo-
cation is achieved. This is done by multiplying the RANS-SA model’s production term
P (ν̃) in equation (3.14) by a simple linear ramp function γP to increase production
over the length of the separation.




































Fig. 4.8 Streamwise velocity profiles located downstream of the separation compared
with experimental measurements for RANS
Figure 4.7 shows the variation of γp in the separated region. It is found that a pro-
duction ramp up to 2.5 times the standard RANS-SA production is needed to correctly
reattach the flow. The resulting CP distribution (labelled RANS-SA (Prod. Boost))
in figure 4.8 then agrees very well with experimental measurements. Of course this
manual boosting of turbulence is carried out only to display the extent of deficien-
cies of standard RANS in separated flow regions, and would not be possible without
correct prior knowledge of the flow.
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Streamwise velocity profiles located downstream of the separation point are com-
pared with experimental measurements in figure 4.8. Velocities are non-dimensionalised
with the freestream velocity U∞. Six measurement locations are compared, located at
x/c = 0.8, 0.9, 1.0, 1.1, 1.2 and 1.3. The standard RANS-SA model initially performs
well post separation, but deviates from experimental measurements further down-
stream into the separated zone. The model continues to show flow reversal far down-
stream compared to experimental measurements, highlighted at x/c = 1.1. This again
displays its over prediction of the separation size. As with pressure predictions, the
modified RANS-SA model has little effect here, behaving very similar to standard
RANS-SA. It is only by manually boosting turbulence production in the separated
flow that agreement with experimental measurements can be achieved.
4.3.2 LES and Hybrid RANS-LES
Figure 4.9 shows instantaneous Q-criterion contours from LES over the NASA hump
using the σ-SGS model. Q-criterion is used to visualise vortical structures in the flow
and is previously defined in equation (2.5). The figure shows the oncoming inflow
turbulent boundary layer used for LES and hybrid RANS-LES as it is convected over
the hump body, as well as turbulent eddies in the reversed flow (separated) region.
Fig. 4.9 Instantaneous Q-criterion contours coloured by velocity over the NASA hump
using LES with the σ-SGS model. The flow direction is left to right.
Time averaged CP distributions over the hump using the LES-SM, WALE and
σ-SGS models are shown in figure 4.10. It is immediately clear that the SM-SGS
model performs poorly for this flow, with peak −CP severely under-predicted, as
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well as poor pressure recovery following separation. This is significantly worse than
even the standard RANS-SA model prediction. The WALE and σ-SGS models on
the other hand agree very well with experimental surface pressure measurements.
These improve on peak −CP prediction where the standard RANS-SA shows an over-
prediction, and also capture the separation plateau and CP in the recirculation region
well. We can also note the close performance of the WALE and σ-SGS models despite
their significantly different formulations. This is encouraging and shows eddy resolving
methods’ superiority at predicting separated flows naturally without modification.











Fig. 4.10 CP distribution over the NASA hump
Table 4.1 shows the separation, reattachment and bubble sizes predicted by sim-
ulations. Flow reattachment is largely governed by the turbulent kinetic energy pro-
duction in the separation that drives the flow to reattach. Schemes that are too
dissipative or lack sufficient turbulent production are unable to resolve finer high en-
ergy turbulence scales and as a result, over predict the separation size. From table 4.1,
we see that all simulations are able to predict the separation point correctly except the
LES-SM, which separates early. This is one of the causes for discrepancies with the
LES-SM’s CP distributions seen in figure 4.10. Figure 4.11 shows time averaged axial
velocity contours downstream of separation compared to a plane of velocity measured
experimentally along the NASA hump center line. This displays a cross section of the
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separated region. Flow reattachment locations are marked xr on figure 4.11, as well
as a vertical dashed line showing the experimental reattachment point. Since the SM
model separates early, the flow trajectory at the point of separation is less inclined to-
wards the tunnel floor, and this may be a contributor to its delayed flow reattachment.
This occurs at x/c = 1.33 and matches that of RANS-SA, thus also over-predicting
the separation by 44%. We can see from figure 4.11 that LES-SM recirculation region
is longer and has a thicker bubble than experimental measurements. The LES-WALE
and LES-σ models perform much closer to experiments here, reattaching at x/c = 1.19
and x/c = 1.15 respectively. While these are still unable to match experiment (over-
predicting the bubble size by 17% and 8% respectively), these are much improved over
RANS and LES-SM, with the σ-SGS model performing best. The separation bubble







Exp 0.65 1.11 0.46
RANS-SA 0.65 1.32 0.67
RANS-SA Mod 0.65 1.33 0.68
LES-SM 0.60 1.33 0.72
LES-WALE 0.65 1.19 0.54
LES-σ 0.65 1.15 0.50
Hybrid RANS-LES 0.65 1.17 0.52
Table 4.1 Separation, reattachment and bubble size over the NASA hump
From these results, hybrid RANS-LES is run for the NASA hump using the σ-SGS
model in the LES parts of the flow, and the modified RANS-SA model with relaminar-
isation and curvature corrections near the wall. This performs very close to LES-σ for
Cp predictions as shown in figure 4.10, agreeing well with experimental measurements.
Hybrid RANS-LES also performs well at predicting the flow separation as shown in
figure 4.11, giving a reattachment location of x/c = 1.17. This is within 4% of LES-σ’s
bubble size, despite the hybrid simulation costing less than 20% in computational cost
compared to wall resolved LES. This suggests that the high grid resolution required
by LES to resolve fine near turbulence is not needed in the separated flow region,
where predominantly large scale eddies dominate. The reduced grid resolution used
for hybrid RANS-LES is sufficient to resolve these and reattach the flow, displaying



















































Fig. 4.11 Time averaged axial velocity contours downstream of separation from CFD
compared to a plane. Flow reattachment locations are marked xr. The vertical dashed
line shows the experimental reattachment point





























Fig. 4.12 Streamwise velocity profiles located downstream of the separation compared


























































Fig. 4.13 Reynolds stress profiles located downstream of the separation compared with
experimental measurements for LES and hybrid RANS-LES
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Figure 4.12 shows mean streamwise velocity profiles computed using LES and
hybrid RANS-LES compared to experimental measurements. Here again we can see
LES-SM’s poor agreement with experimental measurements, whereby the profile shape
is not predicted well. These show a thicker reversed flow area with a velocity deficit
extending further into the freestream. This is in line with what is qualitatively ob-
served in figure 4.11 (a greater separation bubble height) and could be attributed to
premature separation. The remaining simulation methods are all able to predict the
velocity profile shapes well, with LES-σ performing best at all locations.
Since eddy resolving methods directly resolve turbulent fluctuations in space and
time, these enable much more information to be extracted from simulation compared to
RANS. Figure 4.13 shows predictions of uu/U2∞, vv/U2∞ and uv/U2∞ Reynolds stresses
from the LES and hybrid RANS-LES simulation compared to experimental measure-
ments. The locations correspond to those where velocity profiles are measured. It
should be noted that experimental errors for turbulence measurements are estimated
at 14% for uu/U2∞ and vv/U2∞ stresses, and as much as 20% for uv/U2∞. Model com-
parisons with this data should therefore be considered in a semi-quantitative manner.
The LES-WALE, LES-σ and hybrid RANS-LES simulations are able to predict all
three stress profiles shapes well compared to experiments. All stresses generally show
good profile shape and magnitude predictions. However, peak stresses for all three
components are over-predicted at the first measurement location (x/c = 0.8) by all
simulations. For the vv/U2∞ profile at x/c = 0.8 for example, the peak stress magnitude
is over-predicted by approximately 50% by the LES-WALE and LES-σ models. This
is significantly higher than the experimental error range. For the remaining locations
however, the peaks are predicted very well by LES-WALE and LES-σ. While hybrid
RANS-LES does also perform well here, we can note that turbulent stress values are
generally predicted less than those by LES-σ, which can be attributed to the coarser
grid used here.
As with velocity profile predictions, the LES-SM simulations give incorrect pre-
diction of the turbulent stress profile shape since the separation bubble is thicker,
therefore skewing the profiles away from the wall. Despite this, the peak stress values
do compare well with the other models.
One reason why the SM-SGS models performs poorly for this flow (separating
prematurely and reattaching too late) could be that the model returns too high sub-
grid scale viscosity νsgs that is damping resolved turbulent fluctuations. However, as
shown in figure 4.13, the resolved Reynolds stresses magnitude within the separation
agree well with experiments and other LES SGS models which suggests this is not
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the case. Figure 4.14 shows time averaged contours of resolved turbulent kinetic
energy (TKE) over the NASA hump for the three LES SGS models tested. These





Fig. 4.14 Time averaged contours of resolved turbulent kinetic energy (TKE) over the














Fig. 4.15 Turbulent kinetic energy profiles upstream of separation on the hump surface
for LES
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Investigation of the flow upstream of separation reveals that it may be the model’s
turbulence behaviour near the wall that causes LES-SM to separate early. Figure 4.15
shows TKE profiles near the wall at 3 locations upstream of separation on the hump
surface. Profiles show that LES-WALE and LES-σ models produce a higher peak TKE
which is also concentrated closer to the wall compared to LES-SM. LES-SM only gives
peak TKE of approximately 75% of the other models, with this distributed further
away from the wall. This can be attributed to LES-SM’s known poor performance
near the wall, where wall damping is used, while the LES-WALE and LES-σ are able
to model this naturally (as discussed in section 3.3.1).
4.4 Conclusions
Relaminarisation and curvature corrections to the RANS-SA turbulence model show
a noticeable improvement in surface pressure predictions for flow over a wall mounted
hump model. Although mild, the acceleration over the hump body exceeds the thresh-
old for which relaminarisation is suggested to occur. However, RANS fails to predict
the post separation flow well, significantly over predicting the size of the separation
bubble. Boosting the turbulence production by 2.5 times towards the end of the bub-
ble is required to achieve the correct reattachment, and so RANS models must be used
with caution when dealing with such flows.
LES is able to predict flow over the hump well, including acceleration over the
hump and downstream separation, as long as the SM-SGS model is not used. This
predicts premature boundary layer separation and delayed flow reattachment believed
to be caused by its near wall turbulence behaviour upstream of separation. Flow
is less sensitive to the WALE and σ-SGS models despite their significantly different
formulations, suggesting they are well suited at reproducing the flow physics. These
agree well with experimental data of velocity and Reynolds stress profiles within the
separation, with the σ-SGS predicting a bubble size within 8% of measurements.
The σ-SGS is used to run a hybrid RANS-LES simulation of the flow coupled with
the modified RANS model near the wall. This performs very close to LES-σ despite
costing less than 20% in computational cost. This is encouraging for simulations of
aero-engine intake flow, where separation size, shape and reattachment locations are
particularly important.
Chapter 5
Canonical Test Case 2:
Axisymmetric Hump
The second canonical test case in this work is an axisymmetric transonic hump model.
This case follows naturally from the NASA hump and introduces transonic flow fea-
tures. The case features smooth localised acceleration to supersonic flow over the
hump body, followed by a near normal shock wave and SWBLI. This is a strong
turbulent interaction that leads to flow separation and subsequent flow reattachment
downstream. As with the NASA hump, the case aims to breaks down flow features of
an intakes at incidence. This enables validation of the HYDRA CFD code and mod-
ifications against a simplified test case, before simulating the intake rig that unifies
these complex flow physics.
This chapter will focus on the prediction of the shock location and nature of the
SWBLI. These are fundamental flow features of intakes at incidence, and their correct
reproduction is critical for predictive methods. Parameters such as the shock location
can have a significant impact on the flow propagating towards the engine fan face.
The behaviour of turbulence through this zone plays a critical role.
RANS and hybrid RANS-LES methods are investigated here. Wall resolved LES
is prohibitively expensive for this case, which has a unit Reynold number of Re =
13.6 × 106/m, and is therefore not run. This chapter will focus on the hybrid RANS-
LES method’s performance for this flow. As found in the previous chapter, the σ-SGS
performs best for flow over the NASA hump, and so it is used for hybrid RANS-LES
here. The Ducros sensor is also used and its ability at capturing shocks is compared
to the Jameson sensor and how this affects the numerical smoothing field. Unlike the
NASA hump, strong viscous-inviscid interactions caused by the shock and SWBLI are
important here and their effect on the near wall turbulence will be explored.
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5.1 Case Details
The axisymmetric transonic hump model used in this work is from Bachalo and John-
son [44], who developed the model for the purpose of providing a validation case for
turbulence models. The model consists of an annular circular-arc bump affixed to
a circular cylinder aligned with the flow direction. The cylinder is mounted in the
centre of the NASA Ames Research Center 2x2ft Transonic Wind Tunnel where ex-
periments are conducted. The setup provides a high quality flowfield free from wall
interference, three-dimensional effects, and excessive unsteadiness. This allows some






Fig. 5.1 Axisymmetric hump model showing the main flow features
Figure 5.1 shows the hump model and the main flow features. The hump has a
chord length of C = 0.2032m and the cylinder has an outside diameter of D = 0.152m.
The freestream velocity for this case is M∞ = 0.875, which gives a Reynolds number
based on the chord of ReC = 2.8 × 106. The cylinder extends 3C upstream of the
humps leading edge. This allows natural transition of the flow to a fully developed
turbulent boundary layer at the hump. Flow accelerates over the hump forebody to
supersonic speed, forming a supersonic flow region. This terminates with a shock
wave and SWBLI on the hump surface. The adverse pressure gradient imposed on the
boundary layer here, as well as the trailing edge gradient of the hump surface, causes
flow separation. A schematic of the hump geometry is shown in figure 5.2.
As with the NASA hump, experimental measurements of the velocity and Reynolds
stress profiles are taken at 6 locations downstream of the shock and separation, as well
as one location upstream of the hump to characterise the oncoming boundary layer.
In addition to this, surface pressure measurements are made on the second half of the
hump surface.
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Fig. 5.2 Schematic of the transonic hump geometry normalised by the hump chord
length c
5.2 Computational Setup
Simulations of the axisymmetric flow are run on a sector of the cylinder and hump
of angle θ using a rotated grid system about the cylinder centreline. Following this,
RANS simulation are run 3D and steady using a small θ. Hybrid RANS-LES are
run 3D and unsteady using a larger θ, however use a shorter extent of the upstream
cylinder length to reduce computational cost. Again, a TBL is used at the domain
inlet to achieve this.











(at x/c=4)Inviscid wall (at y/c=3.5)
Fig. 5.3 Two-dimensional slice of the computational grid and boundary conditions used
for hybrid RANS-LES of the transonic hump. Every 8th point shown in the streamwise
direction and every 4th point shown in the wall normal direction for clarity.
Figure 5.3 shows a 2D slice of the structured grid used for hybrid RANS-LES of
the transonic hump. The grid extends −1.5 < x/c < 4 in the streamwise direction,
66 Canonical Test Case 2: Axisymmetric Hump
with the hump located between 0 < x/c < 1. In the wall normal direction, the grid
has a height of y/C = 3.5 from the cylinder surface at y = 0. This corresponds
approximately to the extents of the 2x2ft wind tunnel walls. The grid is rotationally
extruded θ = 30◦ about the cylinder centreline to form the 3D computational domain.
This gives the computational domain an arc length a ≈ 0.2C on the cylinder surface.







Fig. 5.4 Computational domain used for hybrid RANS-LES simulations of the tran-
sonic hump
Grid points are clustered near the shock location x/C = 0.7 and upstream of the
hump to resolve the inflow turbulent boundary layer. Downstream of the hump, the
grid is gradually coarsened towards the outflow boundary. The hybrid RANS-LES
grid is developed to have a grid spacing of ∆x+ = 165, ∆y+ = 1 and ∆z+ = 100 based
on the inflow boundary layer. This is in the range of hybrid RANS-LES resolution
requirements as recommended by Tucker [16] (see table 2.1). To achieve this, the grid
has 1420 points in the streamwise direction, 120 points in the wall normal direction
and 180 equally spaced points in the span. This gives the hybrid RANS-LES a total
of 31 million points. If wall resolved LES was to be run of this case, the grid would
need to be refined by at least a factor of 2 in the streamwise and spanwise directions,
giving an estimated LES grid size of 125 million points.
The hybrid RANS-LES grid is defined as the baseline grid from which the RANS
grid is derived. For RANS simulations, the 2D grid slice of the baseline grid is ro-
tationally extruded θ = 1◦ with 3 points to form the RANS computational domain.
This makes the RANS simulations relatively cheap as the time averaged axisymmetric
flow is uniform around the cylinder. In addition, the upstream extent is increased
from −1.5C to −3C to match the upstream length of the cylinder, allowing the RANS
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boundary layer to naturally develop.
The boundary conditions used for the cylinder surface and hump are no-slip viscous
walls, the top wall is modelled as an inviscid wall, the outflow is a fixed pressure
outlet and periodic boundary conditions are applied at the spanwise extents. At the
inlet, a uniform inflow boundary condition is applied for RANS simulations, with the
freestream velocity M∞ = 0.875. Hybrid RANS-LES simulations use an unsteady
turbulent boundary layer of Reθ = 9800 and thickness δ = 0.0042m (0.021C) at the
inflow, generated using the method described in section 3.6. As with the NASA hump,
the RANS solution is used to obtain the Reθ and δ needed here since no experimental
data is available at the inflow plane at x/c = −1.5C. A velocity profile is measured
by experiments at x/c = −0.25, and as is shown in figure 5.5, both RANS and hybrid













Fig. 5.5 Boundary layer velocity profile at x/c = −0.25C obtained from RANS-SA
compared to experimental measurements.
RANS simulations are run using the HYDRA steady flow solver with four levels of
multi-grid. Hybrid RANS-LES simulation are run using the explicit unsteady solver,
using converged RANS solutions to initialise the flow. The σ − SGS model is used
here in the LES part of the domain, coupled with the modified RANS-SA model near
the wall. The flow is advanced 3T ∗ before flow statistics are collected. After this, time
averaged flow statistics are collected over approximately 6 − 8T ∗. For analysis, the
solutions are further spatially averaged in the spanwise direction.
68 Canonical Test Case 2: Axisymmetric Hump
5.3 Results
Figure 5.6 shows Mach number contours of flow over the transonic hump using the
RANS-SA model. Subsonic flow initially approaching the hump encounters an adverse
pressure gradient at the hump leading edge, before accelerating to supersonic above the
hump body. This terminates with a normal shock wave towards the trailing edge of the
hump, experimentally measured at x/c = 0.7. The adverse pressure gradient imposed
by the shock, as well as deceleration of flow here, causes flow separation. Reattachment
on the cylinder surface is estimated by experiments to occur near x/c = 1.1.
As shown in figure 5.6, RANS-SA predicts a well defined supersonic region over the
hump and a well resolved normal shock. RANS-SA predicts a shock strength (maxi-
mum Mach number across the shock) of M=1.25, which agrees well with experimental
measurements estimated from the surface pressure of M=1.3.









Fig. 5.6 Mach number contours of flow over the transonic hump
Figure 5.7 shows instantaneous Q-criterion contours from hybrid RANS-LES over
the transonic hump. The figure shows the oncoming inflow turbulent boundary layer
as it is convected over the hump body, as well as turbulent eddies in the separation.
The boundary of the supersonic region is shown with a grey iso-surface at M=1. The
turbulent eddies can be seen to stretch axially as they are accelerated over the hump,
and underneath the supersonic flow. These are then shown to abruptly decelerate
and thicken at the foot of the shock as they pass through the SWBLI and the flow
separates.
Figure 5.8 compares the classical Jameson shock sensor and the improved Ducros
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Fig. 5.7 Instantaneous Q-criterion contours coloured by velocity over that transonic
hump using hybrid RANS-LES with the σ-SGS model. The flow direction is left to
right. Note the grey iso-surface showing the boundary of the supersonic region (M=1)
sensor on the solver smoothing field in the vicinity of the hump trailing edge used for
hybrid RANS-LES. Note that the Jameson sensor field is only computed for visual-
isation purposes, and the Ducros sensor used for actual simulations. As shown, the
Jameson sensor has a high value in regions of turbulent fluctuations as well as the
shock. This would lead to turbulent fluctuations being destructively smoothed by the
solver. The Ducros sensor is able to provide a significant improvement here, isolating
the shock and preserving the solution accuracy.
Time-averaged CP distributions over the transonic hump using RANS and hybrid
RANS-LES are compared to experimental measurements in figure 5.9. Measurements
show an abrupt rise in CP at x/c = 0.7 where the shock is located, followed by a
gradual recovery in the separated region and downstream of reattachment. A small
deflection in CP is present at x/c ≈ 1.1 which is near to the reattachment point.
The RANS-SA model predicts a CP distribution in very good agreement to mea-
surements. This includes the shock location and CP deflection at the reattachment
location. The only discrepancy found is a marginal over-prediction of the pressure
in the separated region (0.7 < x/c < 1.1). This is opposite to what was found for
the NASA hump, where the pressure in the separation was under-predicted indicat-
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(a) Jameson
(b) Ducros
Fig. 5.8 Comparisons of the classical Jameson shock sensor and the improved Ducros
sensor
ing a larger bubble. Table 5.1 shows the separation, reattachment and bubble size
predicted for this flow. Note that experimental values for these were estimated from
surface pressure and velocity profiles, and so these should be considered approxima-
tions. RANS-SA predicts a bubble size 17.5% larger than measurements. The good
performance of RANS here can be attributed to its correct prediction of the shock
location (and therefore the shock induced separation point) and the flow geometry.
At the point of separation (x/c=0.7), the slope of the hump surface means that the
trajectory of the velocity vector (or flow angle) at the outer edge of the viscous layer is
already directed towards the cylinder surface. This results in the separated shear layer
angled towards the wall which is found to largely determine the reattachment point.
Thus, since reattachment in this case is not primarily driven by turbulence, RANS is
able to perform well here. Modifications to the RANS-SA for relaminarisation and
curvature have little effect for this flow, with RANS-SA Mod performing very close to
standard RANS-SA.
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From figure 5.9, hybrid RANS-LES generally predicts the CP distribution well,
although there is some disagreement with the profile shape compared to experimental
measurements. Hybrid RANS-LES shows a shock location that is slightly downstream
compared to RANS and also fails to capture the pressure deflection at x/c ≈ 1.1. From
table 5.1, we see hybrid RANS-LES separates 0.02c later and reattaches 0.03c earlier
than measurements, predicting a bubble size 12.5% shorter than measurements.
The reasons for hybrid RANS-LES disagreements here can be attributed to its
delayed shock location. Although small (only 3% chord further downstream than
RANS), the fact that separation is shock induced means flow separation occurs later
on the hump body where the flow gradient towards the cylinder surface is greater.
This results in the flow being forced to reattach sooner, therefore giving a smaller
bubble and faster pressure recovery compared to measurements. While this can be
considered specific to this geometry, it does demonstrates the importance of predicting
shock location accurately, where even small deviations can affect the flow downstream.















Exp ≈ 0.7 ≈ 1.1 ≈ 0.4
RANS-SA 0.69 1.16 0.47
RANS-SA Mod 0.69 1.16 0.47
Hyb RANS-LES 0.72 1.07 0.35
Table 5.1 Separation, reattachment and bubble size over the transonic hump
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Figure 5.10 shows axial velocity profiles at 6 locations downstream of the shock
compared to experimental measurements. As with surface pressure, RANS is able to
give a good prediction at all locations, with the profile shapes matching well with
measurements. We can however see RANS showing flow reversal at x/c = 1.125 where
measurements do not, displaying its slight over prediction of the separation. Hybrid
RANS-LES is also able to predict good profile shape, although its smaller separation
size is evident here. The height of the velocity deficit is closer to the wall at all
locations since the bubble height is predicted smaller. We can also see the sharp shear
flow shown by hybrid RANS-LES at the first profile location, indicating the delayed
separation as the separated shear layer is still well defined here. Nevertheless, profiles




























Fig. 5.10 Streamwise velocity profiles located downstream of the shock separation
compared with experimental measurements for RANS and hybrid RANS-LES
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Figure 5.11 shows resolved TKE and u′v′/U2∞ profiles obtained from hybrid RANS-
LES at the same 6 locations downstream of the shock compared to experimental
measurements. For both TKE and u′v′/U2∞, hybrid RANS-LES is able to predict
peak turbulence levels with very good agreement to measurements except at the first
location. Here, turbulence is significantly over-predicted since this is closer to hybrid
RANS-LES’s delayed separation point. Profile shapes at all other locations agree well,
although like velocity, the peaks are skewed towards the wall for 1.00 < x/c < 1.125
since the bubble is predicted smaller. At the last two locations however, where the
flow is now attached, a very good prediction of the downstream turbulence is obtained.






































Fig. 5.11 Turbulent kinetic energy and Reynolds stress profiles located downstream
of the shock separation compared with experimental measurements for hybrid RANS-
LES
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Hybrid RANS-LES can be used to study additional turbulence behaviour through
the SWBLI. Experiments report the upstream influence of the shock imposes a de-
celeration of the flow in the low momentum inner boundary layer leading up to the
interaction. This is then subjected to a large perturbation at the shock that causes
a rapid increase in the Reynolds shear stress here. Figure 5.12 shows Reynolds stress
profiles from hybrid RANS-LES at a fixed height of 0.005c above the hump surface,
corresponding to ≈1mm. Upstream of the SWBLI, the relatively low level of turbu-
lence content can be seen in this region. At the point of the interaction (x/c ≈ 0.7),
the figure shows this sudden amplification of turbulence as the near wall flow passes
through the SWBLI. u′u′/U2∞ in particular is shown to undergo a dramatic amplifi-
cation, almost 3 times v′v′/U2∞. This displays the instabilities shocks can impose on
the near wall viscous flow. Downstream of this, turbulence levels gradually decrease
towards the separation.


























Fig. 5.12 Reynolds stress profiles at a fixed height of 0.01c above the hump surface
5.4 Conclusions
RANS predictions of transonic flow over an axisymmetric hump model show very good
agreement with experimental data. The SWBLI is turbulent in nature and is strong
enough to cause flow separation. RANS is able to predict the shock location well. The
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trajectory of flow towards the wall allows RANS to also predict the separated flow
region well for this case. This overall agrees with literature, whereby RANS methods
work well at predicting shock location and mean surface pressure for steady SWBLIs
without large separations.
Hybrid RANS-LES simulations of this case are also able to predict mean flow
quantities well. The use of the Ducros sensor substantially improves the solver’s
numerical smoothing field, isolating the shock where the standard Jameson sensor
fails. However, hybrid RANS-LES predicts a shock location downstream compared to
measurements. While this is a relatively small delay, the geometry of the hump model
means that flow separation size is under-predicted. This demonstrates the importance
of predicting shock location accurately, where even small deviations can affect the
flow downstream. This must therefore be an important consideration for SWBLIs in
engine intake.
Nevertheless, hybrid RANS-LES does enable additional study of turbulence through
the SWBLI and separation. This is able to predict Reynolds stress magnitudes well
compared to measurements. Simulations are also able to show the rapid amplification
of turbulent stresses experienced by the inner boundary at the point of the SWBLI.
Overall, this is encouraging for hybrid methods where fully wall resolved LES simula-





The final chapter of this project will use the CFD methods explored in previous chap-
ters to simulate an experimental intake rig model. The rig is designed with the aim of
finding a simple geometric configuration that replicates the key physics found in a real
intake at incidence, allowing study of such phenomena and providing experimental
validation data sought for by computational models. The intake rig was designed and
built by fellow PhD student Tafara Makuni [15, 21] and experimental measurements
used in this work were made by fellow PhD student Andrea Coschignano [23, 24], both
under the supervision of Professor Holger Babinsky at the Department of Engineering,
University of Cambridge. The motivation for this study and the experimental effort
is driven by a lack of previous research both experimentally and computationally that
investigates transonic high incidence lip flows found in intakes at incidence (as found
in the literature review). The novel intake rig model is believed to be the only known
setup of its kind.
The rig model was developed in parallel to this work with the partnering of projects
providing many advantages. Preliminary CFD simulations were able to guide the
design of experimental geometry, such as the shape of the wind tunnel liners. The close
proximity of computational and experimental work also enabled new measurements
to be made in real time, such as stagnation point location needed for CFD validation.
This overall enabled confidence in both experimental and computation work.
RANS, LES and hybrid RANS-LES are used for simulations of the intake rig. The
acceleration and flow curvature over the intake lip are high akin to a real intake and so
the relaminarisation and SARC modifications to the SA model are expected to be very
active here. The cases tested also possess varying degrees of shock oscillation which the
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unsteady simulations (LES and hybrid RANS-LES) aim to capture. The nature of the
SWBLI is also transitional, where shock induced transition occurs on the lip surface.
Reproduction of the flow downstream of the lip (after the shock and SWBLI) is of
particular interest as it is this flow that would be propagating towards the engine fan
in a real intake. The ability of the simulation methods to accurately predict this will
be assessed. The chapter aims to conclude this work by recommending a simulation
strategy for intakes at incidence based on computational cost and performance of
simulation methods.
6.2 Case details
The intake rig experimentation is carried out in the small-scale blow-down supersonic
wind tunnel II (SST2) of the Cambridge University Engineering Department. A brief
description of the experimental design is given here. Full details can be found in
Makuni [15].
Fig. 6.1 Simplification of a real intake to a two dimensional aerofoil. Figure from
Makuni [15]
The experiment is designed around a two dimensional representation of an intake
lip based on the Rolls-Royce Trent 700 intake. The two dimensional approach makes
it easier to obtain high quality measurements, as well as simplifying the problem for
computations. The profile is chosen to match the bottom dead centre of the real three
dimensional intake lip, where the SWBLI is believed to be strongest. An arbitrary
downstream section is added to the intake profile that is chosen purely to impose
minimum disturbance on the flow upstream in the region of interest (i.e. the lip). As
such, the geometry resembles that of an aerofoil, and will be referred as such herein.
Fig. 6.1 illustrates the 3D intake to 2D aerofoil simplification process.
Since the original straight working section of the SST2 wind tunnel (designed for














Fig. 6.2 Schematic of the intake rig working section and key components
zero incidence flows) is unsuitable for a high incidence problem, a new flow path and
working section resembling a shallow v-shape are designed and built. Figure 6.2 shows
a schematic of the rig working section, with the key parts labelled. The intake aerofoil
spans the entire width of the tunnel. This results in unavoidable sidewall effects not
present in a real intake, such as 3D corner separation where the aerofoil meets the
tunnel sidewall. However, these are measured to be small and confined to near the
wall, with the central tunnel flow largely two dimensional (this is shown later in figure
6.4). It should also be noted that the aim of the work is to reproduce the main features
of the flow fields found in a real intake at high incidence, and not the exact flow field
of a particular intake.
The entry Mach number and overall mass flow that define the global parameters of
the rig are controlled via a variable area diffuser downstream of the working section.
In addition to this, an adjustable height bluff body blockage mechanism is located
on the lower wind tunnel liner, underside the aerofoil at approximately 80% chord.
This is also shown in figure 6.2. This mechanism is installed in order to control the
local flow over the lip. By increasing the underside blockage, the mass flow over
the upper side of the aerofoil (and consequently the local Mach number here) can
be increased, allowing varying shock intensities to be tested while maintaining the
global flow parameters. Note that this in essence enables control of the stagnation
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point location on the lip as it is the dividing point between the flow that travels above
and below the aerofoil. Increasing the underside blockage moves the stagnation point
aft towards the aerofoil trailing edge, while decreasing it moves the stagnation point
forward towards the leading edge.
The intake aerofoil has chord length of C = 0.445m, maximum lip thickness L =
0.055m and span s = 0.114m. L is used as the characteristic dimension of the flow.
The inlet of the tunnel working section is 2.71L upstream of the aerofoil leading edge
and has a height of 4.16L. Two angles of attack of the intake aerofoil are investigated,
α = 23◦ and α = 25◦. These produce significantly different flow characteristics.
The baseline flow α = 23◦ produces a stable steady shock, with the SWBLI strong
enough to induce a small separation bubble followed by flow reattachment and recovery
towards the trailing edge. The more aggressive α = 25◦ on the other hand produces an
unstable shock with shock oscillation. The resulting SWBLI gives a larger separation
and heavily distorted flow towards the trailing edge.
The freestream conditions are measured by a probe located approximately 2L
upstream of the aerofoil. For both angles of attack, the freestream Mach number is
set to M∞ = 0.435, giving a Reynolds number based on the lip thickness of ReL =
5.5×105. Freestream turbulence levels are also measured giving a turbulence intensity
Ti = 0.435% and turbulence length scale lturb = 2mm, which can be considered low.
Figure 6.3 shows photos of the intake rig working section and a close up of the
intake aerofoil model.
(a) Intake rig working section (b) Close up of the intake aerofoil model
Fig. 6.3 Photos of the Intake rig and aerofoil
For experimental measurements, high speed Schlieren photography is used to qual-
itatively capture the flow field over the lip (based on density gradients) using a pair
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of windows on each side of the working section. The windows also allow pressure
sensitive paint (PSP) to be used to measure the pressure on the aerofoil surface. In
addition, velocity profiles are measured normal to the aerofoil surface at three locations
downstream of the shock for the α = 23◦ case and at one location for α = 25◦.
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Fig. 6.4 Processed time-averaged surface pressure data captured experimentally for
both α = 23◦ and α = 25◦ cases using PSP. Flow direction is left to right.
Figure 6.4 shows the processed time-averaged surface pressure data captured exper-
imentally for both α = 23◦ and α = 25◦ cases using PSP. The plots give an indication
of sidewall effects, whereby the largely two-dimensional centre span flow is smeared
close to the spanwise (z) extents. For comparisons to CFD, a spacial average of the
central 25% is used.
6.3 Computational Setup
This work considers the two dimensional centre span flow of the intake rig without
sidewalls. This allows RANS computations to be efficiently run using a 2D steady
approach. LES and hybrid RANS-LES simulations are run 3D and unsteady using
approximately 25% mid span of the rig. These also use the σ-SGS model and Ducros
shock sensor in the LES regions of the domain, with the modified RANS-SA model to
account for laminarisation and curvature used in the inner boundary layer for hybrid
RANS-LES. Since the baseline α = 23◦ case is measured to be relatively steady with
small separation, only hybrid RANS-LES is run here due to limited computational
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resources. Wall resolved LES and hybrid RANS-LES are run for the more aggressive
α = 25◦ case.


























Fig. 6.5 Two-dimensional slice of the computational grid and boundary conditions
used for LES of the intake rig at α = 25◦. Every 8th point shown for clarity. Inset:
close up of the grid around the lip. Note the blue lines showing the O-grid around the
aerofoil.
Figure 6.5 shows a two dimensional slice of the computational grid used for LES of
the intake rig at α = 25◦. This is defined as the baseline grid from which RANS and
hybrid RANS-LES grids are derived for both α = 23◦ and α = 25◦ cases. The grids are
fully structured with a H-O-H grid topology. The sharp trailing edge of the aerofoil is
modified to a rounded blunt edge to construct the O-grid by removing approximately
1% chord. This is not believed to affect the flow at the lip and reduces the excessive
grid resolution downstream of the blade associated with a structured C-grid required
for sharp trailing edges.
The computational domain includes the full length and height of the wind tunnel
working section with the aerofoil leading edge located at x = y = 0. Also note the
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direction dS along the intake aerofoil surface as shown inset in figure 6.5. The down-
stream extent of the grid matches the tunnel outlet at x/L = 19.45. The upstream
extent of the grid is extended beyond the tunnel inlet by 5L to ensure the numerical
boundary does not influence the region of interest (the intake lip). This places the
upstream extent of the grid at x/L = −7.7. The grid is extruded 0.5L in the spanwise
direction to form the 3D computational domain. This is 24% of the rig span.
The LES grid is developed to have a grid spacing of ∆x+ = 60, ∆y+ = 1 and
∆z+ = 25 around the intake lip and on the upper aerofoil surface up to 50% chord.
This is to ensure adequate LES grid resolution in the region of interest and is in the
range recommended by Tucker [16] (see table 2.1). To achieve this, the LES grid has
167,525 points per two-dimensional slice and 300 equally spaced points in the span.
This gives the LES grid a total of 50 million points. Downstream of the aerofoil, the
grid is gradually coarsened towards the outlet boundary to smooth flow fluctuations
and prevent reflections at the boundary.
To generate the hybrid RANS-LES grids, the baseline LES grid is coarsened by
a factor of approximately 2 in the streamwise and spanwise directions. This gives a
grid spacing of ∆x+ = 120, ∆y+ = 1 and ∆z+ = 50 in the region of interest. This
again is in the range recommended for hyrbid RANS-LES by Tucker [16] (see table
2.1). The hybrid RANS-LES grid has 95,000 points per two-dimensional slice and
150 equally spaced points in the span giving a total of 14 million points. For 2D
RANS simulations, a two dimensional slice of the baseline grid is used as the RANS
computational domain.
For all simulations, the boundary conditions used for the intake aerofoil surface is a
no-slip viscous wall, the outlet is a fixed pressure outlet and the inlet is a uniform inflow
boundary with M∞ = 0.435. The top and bottom wind tunnel liners are modelled as
inviscid walls. This allows a reduction in computational cost as the liner boundary
layers are measured to be small and sufficiently far from the region of interest. This is
verified by running RANS simulations with viscous and inviscid liner walls, with both
showing a negligible difference between results around the intake aerofoil.
The underside blockage (used experimentally to control the stagnation point lo-
cation) is numerically modelled in simulations using a simple bodyforce model. This
alleviates the need explicitly resolve the bluff body mechanism, allowing blockage lev-
els to be changed numerically without regenerating computational domains or grids.
This is implemented in the HYDRA CFD code by introducing a bodyforce term on the
streamwise velocity equation to act as a numerical forcing on the flow, which is applied
in a blockage zone in the underside channel at 80% chord as shown in figure 6.5. The
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magnitude of the blockage is manually adjusted using a scaling factor to obtain the
desired stagnation point location on the aerofoil to match experiment. The baseline
α = 23◦ has an underside blockage to give a stagnation point of dS = −0.0146m
on the intake lip. No underside blockage is used for α = 25◦ (as is also the case in
experiments).
RANS simulations are run using the HYDRA steady flow solver with four levels of
multi-grid. LES and hybrid RANS-LES simulation are run using the explicit unsteady
solver, using converged RANS solutions to initialise the flow. The σ − SGS model
is used in the LES part of the domain, coupled with the modified RANS-SA model
near the wall for hybrid RANS-LES. The flow is advanced 1T ∗ before flow statistics
are collected, where T ∗ is the flow-through time, defined T ∗ = C/U∞. This allows
initial transients to be flushed from the region of interest. After this, time-averaged
flow statistics are collected over approximately 5 − 12T ∗. For analysis, the solutions
are further spatially averaged in the spanwise direction.
6.4 Results
6.4.1 α = 23◦ Case
Figure 6.6 shows the static pressure distribution around the aerofoil using the RANS
SA model, displaying the effect of the numerical blockage applied in the intake under-
side passage. The volume source term effectively creates an adverse pressure gradient
in the blockage zone, allowing the mass flow split through the upper and lower channels
of the rig to be controlled. The method performs well at efficiently reproducing the
experimental underside blockage control, and does not present any simulation stability
or convergence issues.
Although not further investigated in this work, figure 6.7 shows the effects of
varying the underside blockage for α = 23◦ on the local Mach number distribution
over the aerofoil lip. As shown, a low underside blockage produces a weaker shock
and an upstream shock location, while a high blockage moves the shock downstream
and increases the shock strength and supersonic region size. The figure shows how
the implemented numerical blockage method is able to reproduce this well comparing
to experimental schlieren images. We can also note under high blockage in fig. 6.7c
a strong SWBLI where shock induced flow separation completely detaches the flow.
This appears to be consistent with the experiment.








Fig. 6.6 Static pressure distribution around the aerofoil using the RANS SA model
(a) Low blockage (b) Design case (c) High blockage
Fig. 6.7 Effects of varying underside blockage on the lip flow. Top: CFD using the
RANS SA model, bottom: experimental schlieren images
6.8 shows a close-up of the baseline intake flow around the lip from experimental
Schlieren imaging and CFD (Schlieren-like contours of dρ/dy) using the standard
RANS-SA model. The shock strength (maximum Mach number across the shock) for
α = 23◦ is M = 1.3. Simulations produce a well defined supersonic region terminating
with a well resolved near normal shock wave. We can also see the presence of the
λ shock foot and SWBLI that display the presence of a small separation bubble just
downstream of the shock wave. These qualitatively agree well with experiment, with
flow features within agreeable sizes and locations. This is expected of the baseline
α = 23◦ flow which produces a steady, stable shock wave.
Figure 6.9 shows instantaneous Q-criterion contours for hybrid RANS-LES of the
















(b) CFD RANS-SA schlieren image (dρ/dy)
(c) CFD RANS-SA Mach number distribu-
tion
Fig. 6.8 Comparison of flow features between experimental and CFD results for α = 23◦
baseline flow. An iso-surface at M = 1 is also shown displaying the boundary of the
supersonic region. Flow at the leading edge of the aerofoil is in a laminar state as
it initially accelerates over lip surface. The onset of transition to turbulence occurs
upstream of the shock and SWBLI with transition complete at the SWBLI. This
displays the transitional nature of the SWBLI.
Static pressure coefficient (CP ) distribution over the intake lip is shown in Fig.
6.10 comparing CFD to experimental measurements. Results display a sharp decrease
in CP at the leading edge of the upper aerofoil surface as a result of the severe flow
acceleration over the lip. The surface pressure plateaus under the supersonic region,
before abruptly increasing at the shock at dS/L ≈ 1. This displays the severe adverse
pressure gradient experienced by the boundary layer in the shock foot region. The
observed distributions is typical of transonic flows. All CFD methods are able to
reproduce this distribution well, although the the standard RANS-SA model predicts
shock location 0.1L upstream compared to experimental measurements. The modified
SA model modified to account for the effects of acceleration and curvature (labelled
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Fig. 6.9 Instantaneous contours of Q-criterion coloured by velocity for hybrid RANS-
LES at α = 23◦. Note the grey iso-surface showing the boundary of the supersonic
region (M=1)
RANS-SA Mod) provides a noticeable improvement to this, moving the shock further
downstream, agreeing well with experimental measurements and hybrid RANS-LES.
This is believed to be due to the modified SA model producing a thinner boundary
layer upstream of the shock. This modifies the effective aerofoil shape, changing the
local curvature here which moves the shock downstream and in line with experimental
measurements. It can be noted that all predictions deviate from measurements at the
immediate leading edge of the aerofoil (dS/L < 0.4). This is believed to be due to
minor differences between the experimental and computational geometries that are
highlighted in this highly accelerated region.
Figure 6.11 shows time-averaged velocity profiles normal to the aerofoil surface
measured at 3 locations downstream of the shock and SWBLI. The flow here is sig-
nificantly distorted, featuring large unsteady three dimensional vortical structures.
While RANS is able to predict the correct boundary layer thickness here, the shape
of the profiles do not agree well with measurements. Both the standard and modified
RANS-SA models show a velocity deficit towards the aerofoil surface. Hybrid RANS-
LES on the other hand is able to give a much better prediction of the post SWBLI
flow. The shape of the velocity profile agrees well with experimental measurements
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Fig. 6.10 CP distribution over the intake lip for α = 23◦
at all 3 locations. This trend is also observed for the α = 25◦ case and is discussed



















Fig. 6.11 Velocity profiles at 3 locations normal to the intake aerofoil surface for
α = 23◦
Figure 6.12 shows the time-averaged skin friction coefficient (Cf ) over the intake
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where τw is the wall shear stress. Cf ≤ 0 indicates flow separation. A summary of
the time-averaged separation points, reattachments points and separation bubble size
are given in table 6.1. Note that experimental measurements of Cf are not available.
RANS-SA and hybrid RANS-LES show Cf peak at dS = 0.15L, where τw is highest
due to the strong flow acceleration over the intake leading edge. Hybrid RANS-LES
then shows a gradual Cf decrease under the supersonic flow region going negative at
dS = 0.72L indicating flow separation here. Using hybrid RANS-LES, reattachment
occurs at dS = 1.15L. Both the standard and modified RANS-SA models show Cf
plateau under the supersonic region, before sharply falling at the shock foot region.
The standard and modified SA model predict flow separation at dS = 0.94L and
dS = 0.98L respectively, the latter being due to the modified SA model giving a shock
further downstream than the standard SA. As shown, Hybrid RANS-LES separates
much earlier than the RANS models and as a result, predicts a separation bubble size
almost double that of the RANS models.









Fig. 6.12 Skin friction coefficient distribution over the intake aerofoil lip for α = 23◦
6.4.2 α = 25◦ Case
For α = 25◦, shock unsteadiness is observed. The shock is also stronger than in the
baseline case at M = 1.4. Figure 6.13 shows instantaneous Q contours from LES of







RANS-SA 0.94 1.14 0.20
RANS-SA Mod 0.98 1.23 0.25
Hybrid RANS-LES 0.72 1.15 0.43
Table 6.1 Separation, reattachment and bubble size over the intake aerofoil lip for
α = 23◦
the α = 25◦ case. Finer flow structures can be noted compared to hybrid RANS-LES
shown in Fig. 6.9 due to the increased grid resolution for LES. As with the baseline
case, the flow is laminar over the aerofoil leading edge, undergoing shock induced
transition and breaking down to fully turbulent flow downstream of the SWBLI.
Fig. 6.13 Instantaneous contours of Q-criterion coloured by velocity for LES at α = 25◦.
Note the grey iso-surface showing the boundary of the supersonic region (M=1)
Figure 6.14 compares the classical Jameson shock sensor and the improved Ducros
sensor on the solver smoothing field used for hybrid RANS-LES and LES simulations
of the intake rig. Note that the Jameson sensor field is only computed for visualisa-
tion purposes, and the Ducros sensor used for actual simulations. As was seen for the
transonic hump, the Jameson sensor has a high value in regions of turbulent fluctua-
tions as well as the shock, while the Ducros sensor is able to isolate this and therefore
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preserve the solution accuracy.
(a) Jameson sensor (b) Ducros sensor
Fig. 6.14 Comparisson of the classical Jameson shock sensor and the improved Ducros
sensor
Figure 6.15 shows the time-averaged CP distribution over the lip surface for the
α = 25◦ from CFD and experimental measurements. The pressure recovery in the
shock foot region is spread over a longer distance compared to the baseline case due
to the shock unsteadiness. The shock foot was roughly measured by experiments to
oscillate between dS/L ≈ 0.90 to dS/L ≈ 1.35 giving an amplitude of dS/L = 0.45
(corresponding to approximately 25mm). The steady RANS simulations are unable to
account for this and instead show a fixed, well defined shock location. Furthermore,
as with the baseline case, the standard RANS-SA model predicts a shock too far
upstream compared to measurements. This is more pronounced for α = 25◦. The
modified RANS-SA model does provide an improvement here, moving the shock closer
towards measurements. This is again believed to be influenced by the modified RANS-
SA producing a thinner boundary layer upstream of the SWBLI, however it is still
fundamentally unable to capture the time-averaged shock smearing. Figure 6.16 shows
time-averaged contours of Mach number over the aerofoil lip region from the CFD
methods. The smearing of the shock captured by hybrid RANS-LES and LES is
visible here, while RANS predicts a fixed shock and SWBLI location.
As a result, hybrid RANS-LES and LES simulations agree very well with exper-
imental CP measurements. Both hybrid RANS-LES and LES are able to capture
the smearing of the shock as well as the correct shock location and shock oscillation
amplitude.
The failure of RANS to predict mean surface pressures due to the high level of un-
steadiness in the shock system is a trend observed by many authors [8, 43, 47–49, 51]
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Fig. 6.16 Time-averaged contours of Mach number over the aerofoil lip region for
α = 25◦
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as discussed in the literature review. As summarised by Dolling [43], RANS computa-
tions of SWBLIs are satisfactory for weak interactions (without flow separation), but
poor agreement is seen for strong interactions. This is attributed to low frequency
unsteadiness which can be a dominant feature of such flows [43]. This same trend is
also observed here, when comparing between the α = 23◦ and α = 25◦ cases.
Fig. 6.17 shows a velocity profile normal to the aerofoil surface measured at one
location downstream of the shock and SWBLI for α = 25◦. Again, we see that both
RANS methods are unable to produce the correct profile shape here, showing a velocity
deficit towards the aerofoil surface. Hybrid RANS-LES and LES instead perform very
well. We can attribute this to the highly distorted three dimensional turbulent flow
here that RANS cannot reproduce. Further, we can note that hybrid RANS-LES
performs very close to LES in predicting these first order moments despite costing
significantly less than LES.













Fig. 6.17 Velocity profiles at one location normal to the intake aerofoil surface for
α = 25◦
We can further compare the performance of the CFD methods at five equally
spaced locations over the lip from dS/L = 0.5 to 2.5, although experimental data is
not available here. Figure 6.18 shows velocity and turbulence intensity (Ti) profiles




u′u′ + v′v′ + w′w′
U2ref
(6.2)
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where the primes (′) denote the fluctuating part of the velocity respectively. Note
that Ti is only shown for the eddy resolving hybrid RANS-LES and LES simulations.
We can see in Fig. 6.18a at dS = 0.5L and dS = 1.0L (which are upstream of
the shock and SWBLI) that the standard RANS-SA model predicts an oncoming
boundary layer that is thicker compared to hybrid RANS-LES and LES. This results
in a shock location prediction upstream of measurements as seen earlier. We can also
see at dS = 1.0L that the modified RANS-SA model thins this boundary layer. The
remaining velocity profiles display the trend previously observed, whereby the RANS
velocity profile shapes are in disagreement with hybrid RANS-LES and LES.
For Ti, we see hybrid RANS-LES in good agreement with LES, further demonstrat-
ing hybrid RANS-LES suitability to this flow. Only at the first location dS = 0.5L is
the peak Ti over-predicted for hybrid RANS-LES compared to LES. At this location,
close to the leading edge of the aerofoil, the boundary layer is very thin and so the
fixed RANS layer used occupies a large amount of the boundary layer here. This, in
addition to the RANS-LES interface zone (the so-called ’grey area’) can be consid-
ered responsible for the discrepancies here. Ti however recovers as the boundary layer
grows, giving good agreement with LES at the remaining locations.
Figure 6.19 shows the time-averaged skin friction coefficient (Cf ) over the intake lip
at α = 25◦. A summary of the time-averaged separation points, reattachments points
and separation bubble size are given in table 6.2. Since experimental measurements of
Cf are not available, comparisons are made with the LES results. LES shows Cf peak
at dS = 0.15L, where the τw is highest due to the strong flow acceleration over the
intake leading edge. Cf then gradually decreases under the supersonic flow region going
negative at dS = 0.76L indicating flow separation here. LES reattachment occurs at
dS = 1.26L. Both the standard and modified RANS-SA models over-predict peak
Cf . They also show Cf plateau under the supersonic region, before sharply falling at
the shock foot region, as was seen for the α = 23◦ case. The standard and modified
SA model predict flow separation at dS = 0.80L and dS = 0.88L respectively, the
latter being due to the modified SA model giving a shock further downstream than
the standard SA. Both RANS models over-predict the separation bubble size, with the
standard RANS-SA model exaggerating this by 50% compared to LES. Hybrid RANS-
LES Cf prediction displays characteristics of both RANS and LES. Up to dS ≈ 0.2L,
hybrid RANS-LES performs exactly as RANS, over predicting peak Cf . As discussed
earlier, this is where the boundary layer is very thin and the RANS layer dominates.
However downstream of this, hybrid RANS-LES agrees reasonably well with LES,
giving flow separation and reattachment locations of dS = 0.75L and dS = 1.31L.
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(b) Turbulence intensity profiles
Fig. 6.18 Velocity and turbulence intensity profiles at 5 locations over the intake aero-







RANS-SA 0.80 1.55 0.75
RANS-SA Mod 0.88 1.51 0.63
Hybrid RANS-LES 0.75 1.31 0.56
LES 0.76 1.26 0.50
Table 6.2 Separation, reattachment and bubble size over the intake aerofoil lip for
α = 25◦
96 Intake Rig Model









Fig. 6.19 Skin friction coefficient distribution over the intake aerofoil lip for α = 25◦
The shock unsteadiness for the α = 25◦ case presents a challenge for unsteady eddy
resolving simulations as these must be run for a sufficiently long simulation time in
order to acquire converged time-averaged flow statistics. This is particularly expensive
for wall resolved LES as the fine grids used mean the timestep size must also reduced
to maintain numerical stability. In this work, LES of the α = 25◦ case could only be
run for 7T ∗. Due to its reduced computational cost, Hybrid RANS-LES on the other
hand was run for 12T ∗. Hybrid RANS-LES was calculated to cost approximately 20%
of LES for the same simulation time and as shown, performs very close to LES for
this flow. This displays the significant benefits hybrid RANS-LES can offer. The close
results of hybrid RANS-LES to LES implies that the precise resolution of the near
wall behaviour is not vital to the accurate prediction of this flow, with the behaviour
of the shock, shock dynamics, SWBLI and post shock flow of more importance. This
agrees with Piomelli’s review [52] that hybrid RANS-LES methods are most effective in
flow conditions that facilitate the rapid amplification of instabilities where, as shown,
SWBLIs are suited.
The increased fidelity of LES does allow additional study of flow physics. Figure
6.20 shows Instantaneous contours of Q-criterion coloured by velocity using LES for
α = 25◦ at 3 time instances corresponding to the shock in its most upstream location
(Figure 6.20a), mid period location (Figure 6.20b) and most downstream location
(Figure 6.20c). xt and xs mark the onset of transition and shock location respectively.
As shown, the transition length (xs − xt) varies with shock location. The onset of
transition is coupled to a secondary compression wave shown in figure 6.21. This
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is captured by LES as shown in figure 6.21a and qualitatively compares well with
experimental schlieren images. The compression wave is believed to form from the
abrupt increase in boundary layer thickness at the point of transition. This travels
through the supersonic region towards the main shock to which it is also coupled. As
the shock oscillates, this influences the location of xt directly. Future experimental
data is planned to investigate this further, such as characterisation of the upstream
boundary layer using infra-red techniques. Nevertheless, results display LES’s ability
to also reproduce secondary flow features present in this complex flow.
6.5 Conclusion
Relaminarisation and curvature corrections to the RANS SA model provide a signifi-
cant improvement in prediction of shock location and lip surface pressure for intakes
at incidence. However, RANS fails to reproduce the post shock interaction flow well,
giving incorrect shape of the flow distortion. Further, if the flow exhibits shock un-
steadiness as seen at higher angles of incidence, RANS is inherently unable to capture
the time-averaged smearing of the shock and related unsteady flow features. Accu-
rately predicting this post interaction flow is crucial for aero-engine intake design, as
it is this flow that would be propagating towards the engine fan face.
LES and hybrid RANS-LES predict the shock location and SWBLI well, with the
downstream flow distortion also in very good agreement with experimental measure-
ments. LES and hybrid RANS-LES are able to reproduce the time-averaged smearing
of the shock which RANS cannot. LES is also able to reproduce secondary flow fea-
tures such as compression waves that accompany the main shock. However, shock
oscillations present a particular challenge for costly LES, requiring long simulation
time to obtain time-averaged flow statistics. Hybrid RANS-LES offers a significant
saving in computational cost, costing approximately 20% of LES. Hybrid RANS-LES
is therefore recommended for simulations of this flow type and looks promising for
future use in industry.










Fig. 6.20 Instantaneous contours of Q-criterion coloured by velocity using LES for
α = 25◦ at 3 time instances. Note the grey iso-surface showing the boundary of the






(a) Instantaneous contours of Q-criterion coloured by velocity using LES
with a schlieren-like plane of dρ/dy shown at the spanwise extent. xt and




(b) Experimental schlieren image
Fig. 6.21 Comparisson of secondary flow features between CFD and exprimental




Recommendations for Future Work
7.1 Concluding Remarks
Intakes operating at high incidence present an interesting and challenging case for
numerical modelling. The coupling of flow physics here, including rapid flow acceler-
ations, SWBLIs and flow separation, mean numerical methods must be sensitive to a
wide range of flow physics in order to predict the flow correctly. This project aimed
to improve the modelling of this complex flow and provide a heirarchy of predictive
strategies using RANS, LES and hybrid RANS-LES, comparing to new intake rig
measurements.
Modifications to the one-equation Spalart-Allmaras (SA) RANS turbulence model
to account for the effects of relaminarisation and curvature gave a noticeable improve-
ment in surface pressure predictions and shock location, even for mild accelerations.
The correct prediction of shock location is important as found on the transonic hump
case, as this can significantly affect the flow downstream; especially where shock in-
duced separation occurs. For simulations of the intake rig, RANS compared well to the
baseline steady flow case. However, RANS models failed to reproduce the post shock
interaction flow well, giving incorrect shape of downstream velocity profiles. This is
a known defect of RANS, where the RANS formulation is fundamentally unable to
account for highly unsteady three-dimensional turbulent motions here. However, the
cheapness of RANS means that it will continue to be a popular tool in industry. Re-
sults in this work show that RANS predicts SWBLI flows well for cases where the
interaction is steady and the separation is small, and is therefore only recommended
for such cases.
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For eddy resolving simulations, LES is shown to be a superior modelling technique
for unsteady turbulent flows. Coupled with the σ-SGS model, LES is shown to be
the best predictive tool used in this work for separated flows and unsteady SWBLI
predictions. LES is also shown to be able to reproduce secondary transonic flow
features such as transition induced compression waves that can enable study of these
phenomena in detail. Its natural ability to resolved a wide range of turbulent scales
in all parts of the flow mean that it can be considered the most reliable simulation
method.
However, shock unsteadiness that is present in most shocked flows of interest
presents a particular challenge for costly LES, requiring long simulation time to ob-
tain time averaged flow statistics. This is where hybrid RANS-LES offers significant
advantages. Hybrid RANS-LES is shown to perform close to LES for separated flows
and unsteady SWBLI predictions, despite costing approximately 20% of LES. LES
and hybrid RANS-LES are both able to reproduce the time averaged smearing of the
shock as well as downstream flow distortions, which RANS cannot. The use of the
Ducros shock sensor is also recommended for use with eddy resolving simulations,
where the superior shock detection helps to preserve numerical accuracy. The close
results of hybrid RANS-LES to LES implies that the precise resolution of the near wall
behaviour is not vital to the accurate prediction of SWBLI flow, with the behaviour of
the shock, shock dynamics, SWBLI and post shock flow of more importance. Specifi-
cally, hybrid RANS-LES methods are most effective in flow conditions that facilitate
the rapid amplification of instabilities where, as shown, SWBLIs are suited. As a re-
sult, hybrid RANS-LES is the recommended simulation method for aero-engine intakes
at incidence, and looks promising for future use in industry.
7.2 Recommendations for Future Work
The novel experimental rig simulated in this work presents many interesting opportu-
nities for future work. New experimental measurements for the α = 23◦ and α = 25◦
are still being made, and so further validations with the simulation data already ob-
tained in this project will be possible. Characterisation of the upstream boundary
layer in particular will be interesting to explore.
It would also be interesting to explore the effects of a fully turbulent boundary layer
on the SWBLI by numerically tripping this at the leading edge. This would lead to
a turbulent SWBLI, with a boundary layer that may be more resilient to separation.
This could be extended to the exploring the effects of lip surface roughness on the
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intake walls to represent acoustic liners that are present on real intakes.
The investigation of the effects of a fan downstream of the lip is also recommended
for future work. In a real intake, the presence of the fan can significantly alter the
flow. This includes suppression of the separation bubble or a redistribution of the
mass flow. The flow distortion experienced by a fan downstream of SWBLI will also
be interesting to study. A simple low order method (such as a bodyforce model) is
recommended for simulating a fan in the upper channel of the intake rig. Coupled with
LES or hybrid RANS-LES, this would provide a very interesting case for research.
The rig also allows varying shapes of the lip profile to be measured. These are
also currently being experimentally tested. Since future intakes are moving towards
thinner and shorter designs, the effects of varying the lip shape and profile on the flow
and SWBLI is a topic that many are interested in. The good performance of LES and
hybrid RANS-LES demonstrated in the work gives confidence in using these for other
lip shapes, without the immediate need for experimental validation data.
With regards to numerical simulation methods, further zonalisation of the hybrid
RANS-LES framework would be worth investigating. Figure 7.1 shows recommended
zonalisation strategies, whereby the downstream extent of the wind tunnel and the
intake aerofoil underside can be modelled using RANS, while the intake lip region can
be wall resolved LES or hybrid RANS-LES. This would allow a significant saving in
computational cost, and if successful, could be very useful for full 3D intake simula-
tions. Other non-zonal hybrid RANS-LES methods such as Delayed Detached Eddy









Fig. 7.1 Recommended zonalisation strategies for future intake rig simulations
Also shown in figure 7.1 is freestream turbulence at the wind tunnel inflow. Al-
though turbulence for the rig was measured to be low, its effect on transition over the
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lip surface would be interesting for future work as real aero-engine intake experience
freestream turbulence during operation. This may have the effect of transitioning the
boundary layer upstream of the shock, leading to a turbulent SWBLI that is more
resilient to separation. The Synthetic Eddy Method (SEM) to generate inflow turbu-
lence has recently been implemented into the HYDRA CFD code, and so its use here
would be recommended.
In addition to this, extending the relaminarisation modification used in this work
to other RANS turbulence models is recommended. The modification noticeably im-
proved predictions for high and low accelerations, and could provide better predictive
ability for a wide variety of flows.
The final recommendation for future work would be to extend the CFD methods
explored in this project to a 3D intake geometry at incidence. As explored in the
literature review, curved 3D lip profiles have been experimentally and computationally
tested, although this is for pure 90◦ crosswind flow with no SWBLI. Hybrid RANS-LES
would be recommended for simulation here, which could ultimately enable improved
predictions for real intakes.
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