Abstract-Based on the example of constructing a confidence interval for variance, the notion and construction of the shortest confidence interval are put forward. Furthermore, the particle swarm algorithm for this problem is presented to solve this non-linear programming problem. Compared with the confidence interval calculated with traditional method, it has distinct advantage. The optimum results which is used to find the shortest confidence interval of variance and mean variance are given under the confidence level 0.9 and 0.95. The shortest confidence interval about Gamma distribution, Laplace distribution, Weibull distribution and beta distribution are also discussed.
I. INTRODUCTION
The confidence interval of unknown parameter represents the range of the value and the reliability about estimation of parameter. Under given confidence level,the length of confidence interval represents the precision of the estimation. It is very necessary to research the problem how to construct good random variables to make the length of confidence interval as short as possible. In practical applications,People generally get confidence interval by probability symmetry. But the length of this kind of confidence interval is not the shortest. Although most introductory textbooks in mathematical statistics discuss confidence intervals, the concept of a shortest confidence interval commands little or no attention. Ramachandran (1958) and Tate and Klett (1959) specify shortest unbiased confidence intervals for the variance of a normal distribution. In addition, Ramachandran (1958) specifies the shortest unbiased confidence intervals for the ratio of two normal variances. Tate and Klett (1959) and Guenther (1969) also specify the physically shortest intervals for the variance of a single normal distribution.
The method of obtaining such an interval of binomial probability is presented as well by Zielinski Wojciech (2010). K.K. Ferentinos (2006) clarify and comment on methods of finding such intervals, investigate the relationship between these types of intervals, point out that confidence intervals with the shortest length do not always exist, even when the distribution of the pivotal quantity is symmetric; and finally, and give similar results when the Bayesian approach is used. In this paper the shortest confidence interval about 2  and  of normal distribution are given under the confidence level 0.90 and 0.95. Finally, this paper gives the condition that the shortest confidence interval about Gamma distribution, Laplace distribution, Weibull distribution and Beta distribution. 
II. THE SHORTEST CONFIDENCE INTERVAL

A. The Shortest Confidence Interval
n S n n P (1) which gives the
Obviously, the interval (2) can not guarantee the shortest length confidence interval. The following illustrate the concept and the method to find the shortest confidence interval.
The problem of the shortest confidence interval problem is to find some suitable  which minimize
Programming (4) is an unconstrained non-linear programming problem about  . The objective function contains percentile, so it is hard to solve by derivative methods. In general, we can use direct search optimization methods, such as "random method", "random direct method" , "simplex method", etc.. In this paper, we use particle swarm optimization to solve this problem. The ) (  cumulative distribution function with parameters specified by V for the corresponding probabilities in P. P and V can be vectors, matrices, or multidimensional arrays that have the same size. A scalar input is expanded to a constant array with the same dimensions as the other inputs.
III. THE PARTICLE SWARM OPTIMIZATION ALGORITHM
A. BasicPparticle Swarm Optimization (PSO) Algorithm
In the particle swarm optimization (PSO) algorithm [7] [8] [9] , the birds in a flock are symbolically represented as particles. These particles can be considered as simple agents "flying" through a problem space. A particle's location in the multi-dimensional problem space represents one solution for the problem. When a particle moves to a new location, a different problem solution is generated. This solution is evaluated by a fitness function that provides a quantitative value of the solution's utility.
The velocity and direction of each particle moving along each dimension of the problem space will be altered with each generation of movement. In combination, the particle's personal experience, P id and its neighbors' experience, P gd influence the movement of each particle through a problem space. The random values rand 1 and rand 2 are used for the sake of completeness, that is, to make sure that particles explore a wide search space before converging around the optimal solution. The values of c 1 and c 2 control the weight balance of P id and P gd in deciding the particle's next movement velocity. At every generation, the particle's new location is computed by adding the particle's current velocity, v id , to its location, x id. Mathematically, given a multi-dimensional problem space, the ith particle changes its velocity and location according to the following equations [7-9]: ) (
where c 0 denotes the inertia weight factor; p id is the location of the particle that experiences the best fitness value; P gd is the location of the particles that experience a global best fitness value; c 1 and c 2 are constants and are known as acceleration coefficients; d denotes the dimension of the problem space; rand 1 , rand 2 are random values in the range of (0, 1). For equation (1), the first part represents the inertia of pervious velocity; the second part is the "cognition" part, which represents the private thinking by itself; the third part is the "social" part, which represents the cooperation among the particles. 
B. PSO Algorithm For The Shortet Confidence Interval Problem
The PSO algorithm for the shortest confidence interval problem can be described as follows:
I) Initialize particle a) Set constants c 0 , c 1 and c 2.. b) Randomly initialize particle positions. c) Randomly initialize particle velocities. II) Do: a) For each particle:
2) If the fitness value is better than the best fitness value P id in history.
3) Set current value as the new P id. End b) For each particle: 1) Find in the particle neighborhood, the particle with the best fitness P gd .
2) Calculate particle velocity according to the velocity equation (5). 3) Apply the velocity constriction. 4) Update particle position according to the position equation (6).
5) Apply the position constriction. End While maximum iterations or minimum error criteria is not attained.
C.Rresults
According to this algorithm using Matlab language, the values of *  at which is used to find the shortest confidence interval of 
The length of  is
The problem of the shortest confidence interval problem is to find some suitable  which minimize  ' L . Similarly, the confidence interval of  is calculated by two methods.
Apply the formula (7), then Apply the formula (7), then VI. DISCUSSION
A. The Shortest Confidence Interval For Gamma Distributions
Above all, the minimum length of confidence interval for the variance of the normal distribution are discussed. 
The problem of the shortest confidence interval problem is to find some suitable  which minimize  ' L . , it is exponential distribution. The probability density function is
This conclusion include the shortest confidence interval for exponential distribution.
D. The Shortest Confidence Interval For Beta Distributions
The probability density function of the beta distribution is:
where  is the gamma function.
The beta density function can take on different shapes depending on the values of the two parameters. Here, we 
VII. CONCLUSIONS
The interval estimation of parameter is a basic form for statistical conclusion, which can indicate the possible scale for estimated general parameter in a certain extent dependability based on the distribution of pivot quantity. The theory of Neyman confidence interval shows that the certain level of confidence ensures the certain extent dependability, but the precision is often scaled by the length of interva1. The shortest confidence interval problem is a non-linear programming problem and the particle swarm algorithm for this problem is presented to solve it. The optimum results which is used to find the shortest confidence interval of 2  and  are given under the sample sizes from 4 to 36 and the confidence level 0.9. The shortest confidence interval about Gamma distribution, Laplace distribution and Weibull distribution can use results also. The results of the shortest confidence interval about Beta distribution are given also. When sample size is not large, conclusion shows that the precision of the interval estimation of parameter is remarkably increasing if the data from Tables in this paper are used. The shortest confidence interval of other distribution can be obtained by similar method.
