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Abstract
We concern with the global existence and large time behavior of compressible fluids (including the
inviscid gases, viscid gases, and Boltzmann gases) in an infinitely expanding ball. Such a problem is
one of the interesting models in studying the theory of global smooth solutions to multidimensional
compressible gases with time dependent boundaries and vacuum states at infinite time. Due to the con-
servation of mass, the fluid in the expanding ball becomes rarefied and eventually tends to a vacuum state
meanwhile there are no appearances of vacuum domains in any part of the expansive ball, which is easily
observed in finite time. In this paper, as the first part of our three papers, we will confirm this physical
phenomenon for the compressible inviscid fluids by obtaining the exact lower and upper bound on the
density function.
Keywords: Compressible Euler equations, expanding ball, global existence, degenerate, weighted
energy estimates, large time behavior
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1 Introduction
In this paper, we consider the behavior of a compressible inviscid fluid in a 3D expanding ball given by
Ω0 = {(t, x) : t ≥ 0, |x| =
√
x21 + x
2
2 + x
2
3 ≤ R0(t)}, where R0(t) ∈ C6[0,∞) satisfies R0(0) =
1, R′0(0) = 0, R
′′
0(0) = 0, and R0(t) = 1 + Lt for t ≥ 1 with some positive constant L. From the
expression of Ω0, we know that the ball S
0
t = {x : |x| ≤ R0(t)} at the time t is artificially set by pulling
out the initial unit ball S0 = {x : |x| ≤ 1} with a smooth speed and acceleration (see Figure 1 below).
Suppose that the movement of fluid in the ball is governed by the 3D compressible isentropic Euler
∗Gang Xu (gxu@ujs.edu.cn) and Huicheng Yin (huicheng@nju.edu.cn) are supported by the National Natural Science
Foundation of China (No.11025105, No.11571177) and a project funded by the Priority Academic Program Development of
Jiangsu Higher Education Institutions.
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Figure 1: An inviscid flow in a 3D expanding ball
system: 

∂tρ+
3∑
i=1
∂i(ρui) = 0,
∂t(ρui) +
3∑
j=1
∂j(ρuiuj) + ∂iP = 0, i = 1, 2, 3,
(1.1)
where x = (x1, x2, x3), ρ, u = (u1, u2, u3) and P represent the density, velocity and pressure, respec-
tively. Moreover, assume the state equation P = Aργ holds with A > 0 and γ (1 < γ < 43) being
constants. Without loss of generality, take A = 1 and impose the following initial-boundary conditions
on (1.1)

ρ(0, x) = ρ0(x), u(0, x) = u0(x), for x ∈ S0,
R′(t) =
3∑
i=1
xiui
|x| , for (t, x) ∈ ∂Ω0 = {(t, x) : t ≥ 0, |x| = R0(t)},
(1.2)
where ρ0(x) ∈ H4(S0), u0(x) ∈ H40 (S0), and ρ0(x) > 0 for x ∈ S0. Here, the boundary condition on
∂Ω0 in (1.2) represents the solid wall.
The purpose of this paper is to prove the following theorem.
Theorem 1.1 If ρ0(x) ∈ H4(S0), u0(x) ∈ H40 (S0), rot u0(x) ≡ 0, and the compatibility conditions
on {(t, x) : t = 0, x ∈ ∂S0} of (ρ0(x), u0(x)) hold, then there exist a constant h0 > 0, and a small
constant ε0 > 0 depending only on h0, such that when sup
0≤t≤1,1≤k≤5
|R(k)0 (t)| + ‖ρ0(x) − 1‖H4(S0) +
‖u0(x)‖H4(S0) < ε0, R0(t) = 1 + Lt for t ≥ 1, and 0 < L < h0, problem (1.1)-(1.2) with 1 < γ < 43
admits a global solution (ρ, u) in Ω0 satisfying
(ρ(t, x), u(t, x)) ∈ C([0,∞),H4(S0t )) ∩C1([0,∞),H3(S0t )), (1.3)
rot u(t, x) ≡ 0, (t, x) ∈ Ω0, (1.4)
1
2R3(t)
≤ ρ(t, x) ≤ 3
2R3(t)
for t ≥ 1, (1.5)
3and
sup
x∈S0t
(∣∣u(t, x)− Lx
R(t)
∣∣+ ∣∣R(t)∇(u(t, x)− Lx
R(t)
)
∣∣)→ 0 as t→ +∞. (1.6)
Here, S0t = {x : |x| ≤ R0(t)}, and R(t) = 1 + Lt for t ≥ 0.
In the following, we give some remarks on the above theorem.
Remark 1.1. The pointwise estimate ρ(t, x) ∼ 1
R3(t)
for large t can be expected by the conservation
of mass.
Remark 1.2. When the fluid is governed by the compressible Navier-Stokes equations and the cor-
responding boundary condition is given by u(t, x) =
R′(t)x
R(t)
for (t, x) ∈ ∂Ω0, the corresponding result
was obtained in [25]. The case for a rarefied gas in Ω0 governed by the Boltzmann equation was also
obtained in [26].
Remark 1.3. If the initial density contains vacuum, the local well-posedness of the compressible
Euler system have been extensively studied, cf. [3], [7-8], [11-12], [16], [18] and the references therein.
In general, classical solutions will blow up in finite time as shown in [3] and [23]. For the problem
considered in this paper, the vacuum is the time asymptotic state so that the classical solution exists
globally in time.
Remark 1.4. When the initial velocity u0(x) is close to a linear field, the authors in [10] and [19]
proved the global existence of smooth solution to the Cauchy problem of the compressible Euler system.
And this is different from the case considered in this paper.
Remark 1.5. If the ball S0 is pulled outwards rapidly, namely, when the number L is large, part of
the region inside the ball may become vacuum in finite time (see [6] and so on).
Remark 1.6. Note that (ρˆ(t, x), uˆ(t, x)) = (
1
R3(t)
,
Lx
R(t)
) with R(t) = 1 + Lt is a special solution
to (1.1)-(1.2). In fact, Theorem 1.2 gives the stability of this special solution. In addition, the smallness
of L in Theorem 1.1 is only used to prove the local existence of the solution to (1.1)-(1.2) and to obtain
the smallness of (ρ(1, x) − 1, u(1, x)) in (6.11).
Remark 1.7. For the spherically symmetric solution, one can relax the restriction on 1 < γ < 43 in
Theorem 1.1 to 1 < γ < 53 . The main reasons come from the simplified boundary conditions (5.66) and
(5.112) in Section 5, and the assumption (5.2) in the domain {(t, x) : t > 0, r > 13R(t)} can be replaced
by 
 |ZΦ˙| ≤MεR(t)
−σ if γ ∈ (1, 4
3
) ∪ (4
3
,
5
3
); |ZΦ˙| ≤Mε lnR(t) if γ = 4
3
;
|ZDtΦ˙| ≤MεR(t)−3(γ−1),
where σ = min{0, 3(γ − 1)− 1}. We omit the details of the estimation for this special case.
To prove Theorem 1.1, we first solve an unsteady potential flow equation in the domain Ω = {(t, x) :
t ≥ 0, |x| ≤ R(t)} with the initial-boundary conditions (1.2) (see the Figure 2 below). Let Φ(t, x) be
the potential of velocity u = (u1, u2, u3), i.e., ui = ∂iΦ (1 ≤ i ≤ 3). Then it follows from the Bernoulli
law that
∂tΦ+
1
2
|∇xΦ|2 + h(ρ) = B0, (1.7)
4where h(ρ) =
c2(ρ)
γ − 1 is the specific enthalpy, c(ρ) =
√
P ′(ρ) is the local sound speed,∇x = (∂1, ∂2, ∂3),
B0 =
c2(ρ0)
γ − 1 is the Bernoulli constant of a static state with the constant density ρ0.
t
Figure 2:
By (1.7) and the implicit function theorem with h′(ρ) =
c2(ρ)
ρ
> 0 for ρ > 0, the density function
ρ(t, x) can be expressed as
ρ = h−1
(
B0 − ∂tΦ− 1
2
|∇xΦ|2
) ≡ H(∇Φ), (1.8)
where h−1 stands for the inverse function of h(ρ), and ∇ = (∂t,∇x).
Substituting (1.8) into the first equation in (1.1) yields
∂t(H(∇Φ)) +
3∑
i=1
∂i(H(∇Φ)∂iΦ) = 0. (1.9)
In fact, for any C2 solution Φ, (1.9) can be rewritten into the following second order quasilinear equation
∂2tΦ+ 2
3∑
k=1
∂kΦ∂
2
tkΦ+
3∑
i,j=1
∂iΦ∂jΦ∂
2
ijΦ− c2(ρ)∆Φ = 0. (1.10)
Denote the lateral boundary of Ω by ∂Ω = {(t, x) : t ≥ 0, |x| = R(t)}. Then on ∂Ω,
3∑
i=1
∂iΦ · xi|x| = L. (1.11)
Due to the geometric property of Ω, it is convenient to work in the spherical coordinates (r, θ, ϕ):
(x1, x2, x3) = (r cos θ sinϕ, r sin θ sinϕ, r cosϕ), (1.12)
5where r =
√
x21 + x
2
2 + x
2
3, 0 ≤ θ ≤ 2pi, 0 ≤ ϕ ≤
pi
2
. Under the coordinate transformation (1.12),
(1.10) becomes
∂2tΦ+ 2∂rΦ∂
2
trΦ+
2
r2
∂ϕΦ∂
2
tϕΦ+
2
r2 sin2 ϕ
∂θΦ∂
2
tθΦ+
(
(∂rΦ)
2 − c2(ρ))∂2rΦ
+
1
r2 sin2 ϕ
(
(∂θΦ)
2
r2 sin2 ϕ
− c2(ρ)
)
∂2θΦ+
1
r2
(
(∂ϕΦ)
2
r2
− c2(ρ)
)
∂2ϕΦ+
2∂rΦ∂θΦ
r2 sin2 ϕ
∂2rθΦ
+
2
r2
∂rΦ∂ϕΦ∂
2
rϕΦ+
2∂θΦ∂ϕΦ
r4 sin2 ϕ
∂2θϕΦ−
1
r3
(
2r2c2(ρ) + (∂ϕΦ)
2 +
(∂θΦ)
2
sin2 ϕ
)
∂rΦ
−cotϕ
r4
(
r2c2(ρ) +
(∂θΦ)
2
sin2 ϕ
)
∂ϕΦ = 0. (1.13)
Note that some coefficients in (1.13) have strong singularities near ϕ = 0. Consequently, as in [14] and
[24], we rewrite (1.13) by introducing some smooth vector fields tangent to the sphere S2.
Set 

Z1 = x1∂2 − x2∂1 = ∂θ,
Z2 = x2∂3 − x3∂2 = − cotϕ cos θ∂θ − sin θ∂ϕ,
Z3 = x3∂1 − x1∂3 = − cotϕ sin θ∂θ + cos θ∂ϕ.
(1.14)
Then it follows from a direct computation that (1.13) can be written as
∂2tΦ+ 2∂rΦ∂
2
trΦ+
2
r2
3∑
i=1
ZiΦ∂tZiΦ+ ((∂rΦ)
2 − c2(ρ))∂2rΦ
+
2∂rΦ
r2
3∑
i=1
ZiΦ∂rZiΦ− c
2(ρ)
r2
3∑
i=1
Z2i Φ+
1
r4
3∑
i,j=1
ZiΦZjΦZiZjΦ
+
3∑
i,j=1
Cij(ω)
r3
∂rΦZiΦZjΦ+
3∑
i,j,k=1
Cijk(ω)
r4
ZiΦZjΦZkΦ− 2c
2(ρ)
r
∂rΦ = 0, (1.15)
where ω =
x
r
, Cij(ω) = Cij(
x
r
) and Cijk(ω) = Cijk(
x
r
) are smooth functions of their arguments.
Meanwhile, the boundary condition (1.11) becomes
∂rΦ = L, on ∂Ω. (1.16)
In addition, we impose the following initial perturbation:
Φ(0, x) =
1
2
L|x|2 + εΦ0(x), ∂tΦ(0, x) = −1
2
L2|x|2 + εΦ1(x), (1.17)
where ε > 0 is a small parameter, (Φ0(x),Φ1(x)) ∈ (H5(S0),H4(S0)), and the initial-boundary
value conditions (1.16)-(1.17) are compatible on S0. Note that the initial data (1.17) can be replaced
by (Φ(0, x), ∂tΦ(0, x)) = (εΦ0(x), εΦ1(x)) when L > 0 is small. On the other hand, due to ui = ∂iΦ
and (1.8), the initial conditions (1.17) can be realized by a small perturbation of the initial density and
velocity of an irrotational flow.
6Theorem 1.2 Under the above assumptions on the initial and boundary data, if γ ∈ (1, 43 ), then there
exists a constant ε0 > 0 depending on L,B0 and γ such that problem (1.10) with (1.16)-(1.17) has a
global solution Φ(t, x) ∈ C([0,∞),H5(St)) ∩ C1([0,∞),H4(St)) for ε < ε0, where St = {x : r ≤
R(t)}. Moreover, ρ(t, x) > 0 and lim
t→∞
ρ(t, x) = 0 hold.
Remark 1.8. The linearized operator of the quasilinear wave equation (1.10) around the special ex-
panding solution has the approximate form of
∂2t −
γ
(1 + Lt)3(γ−1)
(∂21 + ∂
2
2 + ∂
2
3) +
3L(γ − 1)
1 + Lt
∂t.
On the other hand, if one considers the Cauchy problem of (1.1) for initial data as a small perturbation
of a uniform constant density ρ0 and velocity (0, 0, q0), that is,

∂2tΦ+ 2
3∑
k=1
∂kΦ∂
2
tkΦ+
3∑
i,j=1
∂iΦ∂jΦ∂
2
ijΦ− c2(ρ)∆Φ = 0,
Φ(t, x)|t=0 = εΦ0(x), ∂tΦ(t, x)|t=0 = q0 + εΦ1(x), x ∈ R3,
(1.18)
where Φi(x) ∈ C∞0 (R3) (i = 0, 1), then (1.18) does not fulfill the “null-condition” introduced in [4]
and [13]. Therefore, according to the results obtained in [1-2], [5], [20] and [27], classical solution to
(1.18) blows up and then shock forms in finite time. Compared this blowup result with Theorem 1.1-1.2,
the global existence of smooth solution to (1.10) together with a fixed wall condition comes from the
rarefaction property of fluid.
We now give some remarks on the proof of Theorem 1.2. Since the local solvability of problem
(1.10) together with (1.16)-(1.17) is known as long as the vacuum does not appear, cf., for example [17],
the proof of Theorem 1.2 is based on the continuation argument.
First of all, note that the linearized operator
L = ∂2t +
2Lr
R(t)
∂2tr +
3∑
i,j=1
L2xixj
R2(t)
∂2ij −
γ
R3(γ−1)(t)
∆ +
3L(γ − 1)
R(t)
(∂t +
Lr
R(t)
∂r),
cf. (3.2), is different from the corresponding one in [24] which is
∂2t −
1
R2(γ−1)(t)
(∂21 + ∂
2
2) +
2L(γ − 1)
R(t)
∂t.
The key ingredients in the analysis for the global existence and pointwise estimate are to obtain some
weighted energy estimates by choosing some appropriate multiplier and anisotropic weights. For this,
we need to
1. show that the solution does not contain vacuum both on the boundary and inside the region;
2. obtain the different time decay rates of the density and velocity of the solution when it tends to
vacuum state at infinite time;
3. fully use the Neumann-type boundary condition (1.16) on Φ by applying the material derivative
Dt = ∂t +
Lr
R(t)
∂r on the solution, and estimate the radial derivatives and angular derivatives of Φ,
together with some weighted Sobolev interpolation inequalities given in [15].
7The rest of the paper is organized as follows. In the next section, we will give some basic properties
of the background solution and some preliminary weighted Sobolev interpolation inequalities. In Section
3, we will reformulate problem (1.10) together with (1.16)-(1.17) by decomposing its solution as a sum
of the background solution and a small perturbation so that its linearization can be studied clearly. In
Section 4, we will establish a uniform weighted energy estimate for the corresponding linear problem,
where an appropriate multiplier is constructed. In Section 5, the uniform higher order weighted estimates
of Φ˙ are obtained by the analysis on the radial derivatives and angular derivatives of Φ˙, where the do-
main decomposition technique is applied. In the last section, we complete the proof of Theorem 1.2 by
applying the Sobolev embedding theorem and the continuation argument, and then Theorem 1.1 follows
from Theorem 1.2 and the local existence result on the problem (1.1)-(1.2).
2 Background solution and some preliminaries
In this section, we analyze the background solution to (1.10) with (1.16)-(1.17) when the initial data
(1.17) are
Φˆ(0, x) =
1
2
L|x|2, ∂tΦˆ(0, x) = −1
2
L2|x|2. (2.1)
In this case, the density ρ(x) and velocity u(t, x) = ∇xΦ(t, x) in Ω take the form: ρ(t, x) = ρˆ(t, r),
u(t, x) = xr Uˆ(t, r). Consequently, problem (1.10) with (1.16) and (2.1) is equivalent to

r2∂tρˆ+ ∂r(r
2ρˆUˆ) = 0,
∂t(r
2ρˆUˆ) + ∂r(r
2ρˆUˆ) + r2∂rP = 0,
ρˆ(0, r) = 1, Uˆ(0, r) = Lr.
(2.2)
One can easily check that (2.2) has a solution
ρˆ(t, r) =
1
R3(t)
, Uˆ(t, r) =
Lr
R(t)
. (2.3)
Then for 1 < γ <
4
3
, it follows from ui = ∂iΦ, (1.7) and (2.3) that (1.10) with (1.16) and (2.1) has a
solution
Φˆ(t, r) =
γ
(γ − 1)(4 − 3γ)L +B0t+
Lr2
2(1 + Lt)
− γ
(γ − 1)(4 − 3γ)L(1 + Lt)
4−3γ , (2.4)
where B0 =
γ
γ − 1 .
Next, we include the weighted Sobolev interpolation inequality from [15] that will be used in Lemma
2.4.
Lemma 2.1 Suppose s, τ, p, α, β, q, a are real numbers, and j ≥ 0,m > 0 are integers, satisfying

p, q ≥ 1, j
m
≤ a ≤ 1, s > 0,
1
s
+
τ
n
> 0,
1
p
+
α
n
> 0,
1
q
+
β
n
> 0,
m− j − n
p
is not a non-negative integer.
(2.5)
8There exists a positive constant C such that the following inequality holds for all v ∈ C∞0 (Rn):∣∣|x|τ∇jxv∣∣Ls ≤ C∣∣|x|α∇mx v∣∣aLp∣∣|x|βv∣∣1−aLq , (2.6)
if and only if the following conditions hold:
1
s
+
τ − j
n
= a(
1
p
+
α−m
n
) + (1− a)(1
q
+
β
n
) with τ ≤ aα+ (1− a)β; (2.7)
if
1
q
+
β
n
=
1
p
+
α−m
n
, then
a(α−m) + (1− a)β + j ≤ τ ; (2.8)
if a =
j
m
, then
τ = aα+ (1− a)β. (2.9)
Corollary 2.1 For the domain Q (= Ω0 or Ω) defined in Section 1, if a function u(y) ∈ Cm(Q¯) and
u||y|≥T ≡ 0, (2.10)
where T > 0 is a constant, y = (t, x) and |y| =
√
t2 + |x|2, then
(i) (2.6) still holds under the restriction (2.5) and (2.7)-(2.9), moreover, the constant C on the right
hand side of (2.6) is independent of T .
(ii) Whenm = 2, 1 < γ < 53 and 0 < δ < 3γ, for µ > 0,∣∣|y| 2µ+2−δ4 ∇u∣∣
L4(Q)
≤ C∣∣|y|µ+1−δ2 ∇2u∣∣ 12
L2(Q)
∣∣|y|µ+12 u∣∣ 12
L∞(Q), (2.11)∣∣|y|µ+3−δ2 ∇u∣∣
L4(Q)
≤ C
∣∣|y|µ+3−δ2 ∇2u∣∣ 12
L2(Q)
∣∣|y|µ+3−δ2 u∣∣ 12
L∞(Q), (2.12)∣∣|y| 2µ+2−3(γ−1)−δ4 ∇u∣∣
L4(Q)
≤ C∣∣|y|µ+1−3(γ−1)2 ∇2u∣∣ 12
L2(Q)
∣∣|y|µ+1−δ2 u∣∣ 12
L∞(Q), (2.13)∣∣|y| 3γ−3−δ2 ∇u∣∣
L4(Q)
≤ C∣∣|y| 3γ−3−δ2 ∇2u∣∣ 12
L2(Q)
∣∣|y| 3γ−3−δ2 u∣∣ 12
L∞(Q), (2.14)∣∣|y| 6γ−6−δ2 ∇u∣∣
L4(Q)
≤ C
∣∣|y| 6γ−6−δ2 ∇2u∣∣ 12
L2(Q)
∣∣|y| 6γ−6−δ2 u∣∣ 12
L∞(Q), (2.15)
where ∇ = ∇y and ∇2 = ∇2y.
Proof. (i) The proof is completely parallel to that of Lemma 2.1 (one can check the details in [15]), then
we omit it here.
(ii) In (2.5) and (2.7)-(2.9) of Lemma 2.1, set s = 4, p = 2, q =∞, a = 12 and j = 1,m = 2, n = 4,
one can conclude that (2.11) and (2.12) come from (2.6) with τ = 2µ+2−δ4 , α =
µ+1−δ
2 , β =
µ+1
2 and
τ = µ+3−δ2 , α =
µ+3−δ
2 , β =
µ+3−δ
2 , respectively.
(2.13) and (2.14) are from (2.6) with τ = 2µ+2−3(γ−1)−δ4 , α =
µ+1−3(γ−1)
2 , β =
µ+1−δ
2 and
τ = α = β = 3γ−3−δ2 , respectively.
(2.15) is from (2.6) with τ = α = β = 6γ−6−δ2 . And this completes the proof of the corollary. 
As in [24], in order to apply Lemma 2.1 or Corollary 2.3 to derive some weighted Sobolev inequali-
ties in Q without the restriction (2.10), we need to establish an extension result as stated in
9Lemma 2.2 Set y = (t, x), QT = {y : 0 < t < T, |x| ≤ R(t)} for T > 1 and DS = {y : (t +
1
L
)2 + |x|2 ≤ S2, t ≥ 0, |x| ≤ R(t)} for S > 1 + 1
L
. If u(t, x) ∈ C3(Q¯T ) and R(t)β∇αyu ∈ L2(QT )
(|α| ≤ 3) with some β ∈ R, then there exists an extension Eu ∈ C3(D¯ 9
8
H) of u such that Eu = u in
QT , Eu|t≥ 9
8
H ≡ 0 and
|R(t)βEu|L∞(D 9
8H
) ≤ C|R(t)βu|L∞(QT ), |R(t)β∇αyEu|L2(D 9
8H
) ≤ C
∑
|ν|≤|α|
|R(t)β−|α|+|ν|∇νyu|L2(DT ),
(2.16)
where H =
√
R(T )2 + (T + 1
L
)2, and C > 0 is independent of T .
Proof. Let E˜ be an extension operator defined by
(E˜u)(t, x) =


u(t, x), 0 ≤ t ≤ T, |x| ≤ R(t);
4∑
j=1
λju(T +
j(T − t)
4L2 + 4L+ 1
, x), T < t ≤ H − 1
L
, |x| ≤
√
H2 − (t+ 1
L
)2,
where
4∑
j=1
(− j
4L2 + 4L+ 1
)kλj = 1 for k = 0, 1, 2, 3.
Note thatH− 1
L
< T +LR(T ) and T > 1 hold. This means that for T < t ≤ H− 1
L
and 0 ≤ j ≤ 3,
T ≥ T + j(T − t)
4L2 + 4L+ 1
≥ T − 4LR(T )
4L2 + 4L+ 1
>
T
4L2 + 4L+ 1
.
In addition,
1 ≤ t
T + j(T−t)
4L2+4L+1
≤ (4L2 + 4L+ 1)(L2 + L+ 1) for T < t ≤ H − 1
L
and 0 ≤ j ≤ 3.
Consequently, one has that for (t, x) ∈ DS ,
C1R(t) ≤
√
(t+
1
L
)2 + |x|2 ≤ C2R(t). (2.17)
This yields for |α| ≤ 3
|R(t)βE˜u|L∞(DH ) ≤ C|R(t)βu|L∞(QT ), |R(t)β∇αy E˜u|L2(DH ) ≤ C|R(t)β∇αyu|L2(QT ). (2.18)
Next, we construct the extension operator E starting from the operator E˜. In terms of the geometric
property of DT , it is convenient to use the spherical coordinates. Let x0 = t+
1
L
, and
s2 =
3∑
i=0
x2i , ωi =
xi
s
, i = 0, 1, 2, 3.
Denoting by u˜(s, ω) = u(sω) with ω = (ω0, ..., ω3). Let E¯ be an extension operator defined by
(E¯u)(s, ω) =


E˜u˜(s, ω), (t, x) ∈ DH ,
4∑
j=1
νjE˜u˜(H + j(H − s), ω), (t, x) ∈ D 9
8
H\DH ,
(2.19)
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where
4∑
j=1
(−1)kνj = 1 for k = 0, 1, 2, 3.
Note that
1 ≤ s
H + j(H − s) ≤
9
4
for H ≤ s ≤ 9
8
H and 0 ≤ j ≤ 3.
This together with (2.18) yields

|R(t)βE¯u|L∞(D 9
8H
) ≤ C|R(t)βE˜u|L∞(DH ) ≤ C|R(t)βu|L∞(QT ),
|R(t)β∇αt,xE¯u|L2(D 9
8H
) ≤ C|R(t)β∇αt,xE˜u|L2(DH ) ≤ C|R(t)β∇αt,xu|L2(QT ).
(2.20)
Choose a C∞ smooth function η(s) with η(s) = 1 for s ≤ 1 and η(s) = 0 for s ≥ 98 and set
Eu(t, x) = η(
s
H
)E¯u.
Then Eu satisfies (2.16), and thus Lemma 2.2 is proved. 
Remark 2.1 Lemma 2.2 implies that Corollary 2.1 still holds without assumption (2.10).
The Z−fileds introduced in (1.14), as shown in [14], have the following properties.
Lemma 2.3
(i) [Z1, Z2] = Z3, [Z2, Z3] = Z1, [Z3, Z1] = Z2.
(ii) [Zi, ∂r] = 0, Zir = 0, [Zi,∆] = 0.
(iii) ∇xf · ∇xg = ∂rf · ∂rg + 1
r2
3∑
i=1
Zif · Zig for any C1 smooth functions f and g.
(iv) |Zv| ≤ r|∇xv| for any C1 smooth function v, here and below Z ∈ {Z1, Z2, Z3}.
(v) ∂1 =
x1
r
∂r +
x2
r2
Z1 − x3
r2
Z3; ∂2 =
x2
r
∂r +
x3
r2
Z2 − x1
r2
Z1; ∂3 =
x3
r
∂r +
x1
r2
Z3 − x2
r2
Z2.
Remark 2.2 If u ∈ Cm(R3) withm ∈ N, then by Lemma 2.3 we have |∇mx u| ∼ |∂mr u|+
|∂m−1r Zu|
r
+
|∂m−2r Z2u|
r2
+ ...+
|Zmu|
rm
.
As a direct consequence of Remark 2.1, we have the following weighted inequalities which will be
used often in Section 5.
Lemma 2.4 Define Dt = ∂t +
Lr
R(t)
∂r and S0 = R(t)Dt. If 1 < γ <
5
3 , 0 < δ ≤ 35(γ − 1), and
u(y) ∈ C4(Q¯T ) (QT = Ω0 ∩ {t ≤ T} or Ω ∩ {t ≤ T}) with y = (t, x), then there exists a generic
positive constant C independent of T such that
(i) |R(t) 2µ+2−δ4 ∇yS20u|L4(QT ) ≤ C
( 2∑
k=0
|R(t)µ+1−δ2 −k∇2−ky S20u|
1
2
L2(QT )
)
|R(t)µ+12 S20u|
1
2
L∞(QT )
;
(ii) |R(t)µ+3−δ2 ∇2yS0u|L4(QT ) ≤ C
( 2∑
k=0
|R(t)µ+3−δ2 −k∇3−ky S0u|
1
2
L2(QT )
)
|R(t)µ+3−δ2 ∇yS0u|
1
2
L∞(QT )
;
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(iii) |R(t) 2µ+5−3γ−δ4 ∇yZu|L4(QT ) ≤ C
( 1∑
k=0
|R(t)µ+4−3γ2 −k∇2−ky Zu|
1
2
L2(QT )
)
|R(t)µ+1−δ2 Zu|
1
2
L∞(QT )
;
(iv) |R(t) 3γ−3−δ2 ∇2yZu|L4(QT )
≤ C
( 2∑
k=0
|R(t) 3γ−3−δ2 −k∇3−ky Zu|
1
2
L2(QT )
)
|R(t) 3γ−3−δ2 ∇t,xZu|
1
2
L∞(QT )
;
(v) |R(t) 6γ−6−δ2 ∇yZDtu|L4(QT )
≤ C
( 2∑
k=0
|R(t) 6γ−6−δ2 −k∇2−ky ZDtu|
1
2
L2(QT )
)
|R(t) 6γ−6−δ2 ZDtu|
1
2
L∞(QT )
;
(vi) |R(t) 3γ−5−δ2 ∇yZ2u|L4(QT ) + |R(t)
3γ−5−δ
2 Z2∇yu|L4(QT )
≤ C
(
|R(t) 3γ−3−δ2 ∇2yZu|L4(QT ) + |R(t)
2µ+5−3γ−δ
4 ∇yZu|L4(QT )
)
;
(vii) |R(t) 6γ−8−δ2 Z2Dtu|L4(QT ) ≤ |R(t)
6γ−6−δ
2 ∇yZDtu|L4(QT ).
Proof. Let E be the extension operator given in Lemma 2.2. Then we have
(i)
|R(t) 2µ+2−δ4 ∇yS20u|L4(QT )
≤ C|R(t) 2µ+2−δ4 ∇yE(S20u)|L4(QT )
≤ C|R(t)µ+1−δ2 ∇2yE(S20u)|
1
2
L2(QT )
|R(t)µ+12 E(S20u)|
1
2
L∞(QT )
(Applying (2.11) for E(S20u))
≤ C
( 2∑
k=0
|R(t)µ+1−δ2 −k∇2−ky S20u|
1
2
L2(QT )
)
|R(t)µ+12 S20u|
1
2
L∞(QT )
. (By Lemma 2.2)
(ii)
|R(t)µ+3−δ2 ∇2yS0u|L4(QT )
≤ C|R(t)µ+3−δ2 ∇yE(∇yS0u)|L4(QT )
≤ |R(t)µ+3−δ2 ∇2yE(∇yS0u)|
1
2
L2(QT )
|R(t)µ+3−δ2 E(∇yS0u)|
1
2
L∞(QT )
(Applying (2.12) for E(∇yS0u))
≤ C
( 2∑
k=0
|R(t)µ+3−δ2 −k∇3−ky S0u|
1
2
L2(QT )
)
|R(t)µ+3−δ2 ∇yS0u|
1
2
L∞(QT )
. (By Lemma 2.2)
(iii)
|R(t) 2µ+5−3γ−δ4 ∇yZu|L4(QT )
≤ C|R(t) 2µ+5−3γ−δ4 ∇yE(Zu)|L4(QT )
≤ C|R(t)µ+4−3γ2 ∇2yE(Zu)|
1
2
L2(QT )
|R(t)µ+1−δ2 E(Zu)|
1
2
L∞(QT )
(Applying (2.13) for E(Zu))
≤ C
( 1∑
k=0
|R(t)µ+4−3γ2 −k∇2−ky Zu|
1
2
L2(QT )
)
|R(t)µ+1−δ2 Zu|
1
2
L∞(QT )
. (By Lemma 2.2)
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(iv)
|R(t) 3γ−3−δ2 ∇2yZu|L4(QT )
≤ |R(t) 3γ−3−δ2 ∇yE(∇yZu)|L4(QT )
≤ C|R(t) 3γ−3−δ2 ∇2yE(∇yZu)|
1
2
L2(QT )
|R(t) 3γ−3−δ2 E(∇yZu)|
1
2
L∞(QT )
(Applying (2.14) for E(∇yZu))
≤ C
( 2∑
k=0
|R(t) 3γ−3−δ2 −k∇3−ky Zu|
1
2
L2(QT )
)
|R(t) 3γ−3−δ2 ∇yZu|
1
2
L∞(QT )
. (By Lemma 2.2)
(v)
|R(t) 6γ−6−δ2 ∇yZDtu|L4(QT )
≤ C|R(t) 6γ−6−δ2 ∇yE(ZDtu)|L4(QT )
≤ C|R(t) 6γ−6−δ2 ∇2yE(ZDtu)|
1
2
L2(QT )
|R(t) 6γ−6−δ2 E(ZDtu)|
1
2
L∞(QT )
(Applying (2.15) for E(ZDtu))
≤ C
( 2∑
k=0
|R(t) 6γ−6−δ2 −k∇2−ky ZDtu|
1
2
L2(QT )
)
|R(t) 6γ−6−δ2 ZDtu|
1
2
L∞(QT )
. (By Lemma 2.2)
(vi) and (vii) follow from the definition of Z−fields in (1.14) and Lemma 2.3. 
3 Reformulation of problem (1.10) with (1.16) and (1.17)
Firstly, we state a local solvability result on problem (1.10) with (1.11) and (1.17).
Lemma 3.1 There exists a T0 > 0 such that the problem (1.10) with (1.16) and (1.17) has a local
solution Φ(t, x) ∈ C([0, T0],H5(St)) ∩C1([0, T0],H4(St)) with St = {x : |x| ≤ R(t)}. Moreover,
||Φ(t, x)− Φˆ(t, r)||C([0,T0],H5(St)) + ||Φ(t, x)− Φˆ(t, r)||C1([0,T0],H4(St)) ≤ Cε,
where Φˆ(t, r) is given in (2.4).
Proof. The quasilinear equation (1.10) is strictly hyperbolic with respect to t. Thus, by the standard
Picard iteration as in [17], one can derive that Lemma 3.1 holds. 
Next, we reformulate (1.10) with (1.16)-(1.17).
Let Φ˙ = Φ− Φˆ. Then (1.10) can be reduced to
LΦ˙ = f˙ in Ω, (3.1)
where 

LΦ˙ = ∂2t Φ˙ + 2
3∑
i=1
∂iΦˆ∂
2
tiΦ˙ +
3∑
i,j=1
∂iΦˆ∂jΦˆ∂
2
ijΦ˙ + 2
3∑
i=1
∂2tiΦˆ∂iΦ˙− cˆ2∆Φ˙
+
3L(γ − 1)
R(t)
(∂tΦ˙ +
3∑
i=1
∂iΦˆ∂iΦ˙),
f˙ =
3∑
i=1
f0i∂
2
tiΦ˙ +
∑
1≤i 6=j≤3
fij∂
2
ijΦ˙ +
3∑
i=1
fii∂
2
i Φ˙ + f0,
(3.2)
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with 

f0i = −2∂iΦ˙,
fij = −∂iΦ˙∂jΦ˙− 2∂iΦˆ∂jΦ˙,
fii = −(∂iΦ˙)2 − (γ − 1)(∂tΦ˙ +
3∑
j=1
∂jΦˆ∂jΦ˙ +
1
2
3∑
j=1
(∂jΦ˙)
2)− 2∂iΦˆ∂iΦ˙,
f0 = −(3γ − 1)L
2R(t)
3∑
i=1
(∂iΦ˙)
2.
For later analysis, we use Z-fields to rewrite LΦ˙ as follows:
LΦ˙ = ∂2t Φ˙ + 2∂rΦˆ∂2trΦ˙ + ((∂rΦˆ)2 − cˆ2)∂2r Φ˙−
cˆ2
r2
3∑
i=1
Z2i Φ˙ +
γ − 1
r
(r∂2r Φˆ + 2∂rΦˆ)∂tΦ˙
+
1
r
(
2r∂2trΦˆ + (γ + 1)r∂rΦˆ∂
2
r Φˆ + 2(γ − 1)(∂rΦˆ)2 − 2cˆ2
)
∂rΦ˙. (3.3)
On the lateral boundary ∂Ω of Ω, Φ˙ satisfies
∂rΦ˙ = 0. (3.4)
In addition, we have the following initial data of Φ˙ from (1.17)
Φ˙(0, x) = εΦ0(x), ∂t(0, x) = εΦ1(x). (3.5)
Remark 3.1. By (2.3) or (2.4), we know that LΦ˙ in (3.2) has the following form at the t−axis:
∂2t Φ˙−
γ
R3(γ−1)(t)
(∂21 + ∂
2
2 + ∂
2
3)Φ˙ +
3L(γ − 1)
R(t)
∂tΦ˙, (3.6)
which is strictly hyperbolic but degenerate as t → ∞. On the other hand, the operator L = ∂2t +
2Lr
R(t)
∂2tr +
3∑
i,j=1
L2xixj
R2(t)
∂2ij −
γ
R3(γ−1)(t)
∆ +
3L(γ − 1)
R(t)
(∂t +
Lr
R(t)
∂r) in (3.2) is different from [24],
where the corresponding linear operator is ∂2t −
1
R2(γ−1)(t)
(∂21 + ∂
2
2) +
2L(γ − 1)
R(t)
∂t. Recently, with
respect to the semilinear wave equations
∂2t u−∆u+
µ
(1 + t)α
∂tu = f(u), (3.7)
where µ > 0 and α > 0 are suitable constants, there have been extensive works on the global existence
or blowup results for different nonlinear function f(u), cf. [9], [21-22] and the references therein.
However, for the critical exponent α = 1 and near the critical value µ = 1, there are still some open
questions on the blowup or global existence of solutions to (3.7). Here, (3.6) corresponds to the critical
case of (3.7) when L = 1 and γ is close to 43 .
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4 The first-order weighted energy estimate and reformulation of (3.2)-
(3.3)
In this section, we derive the weighted energy estimate of ∇t,xΦ˙ for the linear part (3.3) together with
(3.4)-(3.5).
Set ΩT = Ω ∩ {0 < t < T} and BT = ∂Ω ∩ {0 < t < T}. Then, we have
Theorem 4.1 Let Φ˙ ∈ C2(Ω¯T ) satisfy the boundary condition (3.4) and initial data condition (3.5).
Then for 0 < γ < 53 , there exists a multiplier MΦ˙ = R(t)µa(t)DtΦ˙ such that for fixed constant
µ = 6γ − 9 we have
R(T )µ
∫
ST
(DtΦ˙)
2dS + T µ−3(γ−1)
∫
ST
(∇xΦ˙)2dS
+C
∫
ΩT
(
R(t)µ−1−δ(DtΦ˙)
2 +R(t)µ−1−3(γ−1)(∇xΦ˙)2
)
dtdx
≤
∫
ΩT
LΦ˙ ·MΦ˙dtdx+ Cε2, (4.1)
where Dt = ∂t +
3∑
i=1
∂iΦˆ∂i = ∂t +
Lr
R(t)
∂r is the material derivative, C > 0 is a generic positive
constant depending only on the initial data, and δ > 0 is a small fixed constant.
Remark 4.1 The choice of µ = 6γ− 9 in (4.1) is necessary because of the following two reasons: First,
to guarantee the positivity of III in (4.2), µ ≤ 6γ − 9; Second, by the Bernoulli law (1.7), we have
c2(ρ) = c2(ρˆ) − (γ − 1)DtΦ˙ − γ−12 |∇xΦ˙|2. Notice that only the estimate of |DtΦ˙| ≤ CεR(t)−
µ+3
2
and |∇xΦ˙| ≤ CεR(t)−
µ−3(γ−1)+3
2 can be obtained as shown in Sections 5 and 6. On the other hand,
c2(ρˆ(t)) = γR(t)−3(γ−1) holds. Therefore, in order to guarantee the absence of vacuum for any finite
time t in Ω, we need to choose the constant µ such that −µ+ 3
2
≤ −3(γ − 1), that is, µ ≥ 6γ − 9. In
combination, µ = 6γ − 9.
Proof. ChoosingMΦ˙ = R(t)µ(a(t, r)∂tΦ˙ + b(t, r)∂rΦ˙), where the non-negative functions a(t, r)
and b(t, r) will be determined later, then∫
ΩT
LΦ˙ · MΦ˙dtdx = I + II + III, (4.2)
where
I =
∫
BT
R(t)µ
2
√
1 + L2
(La(t, r)− b(t, r))
(
(∂tΦ˙)
2 − cˆ
2
r2
3∑
i=1
(ZiΦ˙)
2
+ 2((L2 − cˆ2)a(t, r)− Lb(t, r))∂tΦ˙∂rΦ˙ + (L(L2 − cˆ2)a(t, r)− (L2 + cˆ2)b(t, r))(∂rΦ˙)2
)
dS,
II ≡ II1 − II2,
III =
∫
ΩT
(
A(t, r)(∂tΦ˙)
2 +B(t, r)∂tΦ˙∂rΦ˙ + C(t, r)(∂rΦ˙)
2 +
1
r2
D(t, r)
3∑
i=1
(ZiΦ˙)
2
)
dtdx,
15
with
II1 =
∫
ST
R(t)µ
(
1
2
a(t, r)(∂tΦ˙)
2 + b(t, r)∂tΦ˙∂rΦ˙ + (b(t, r)∂rΦˆ− 1
2
((∂rΦˆ)
2 − cˆ2)a(t, r))(∂rΦ˙)2
+
cˆ2
2r2
a(t, r)
3∑
i=1
(ZiΦ˙)
2
)
dS,
II2 =
∫
S0
(
1
2
a(t, r)(∂tΦ˙)
2 + b(t, r)∂tΦ˙∂rΦ˙ + (b(t, r)∂rΦˆ− 1
2
((∂rΦˆ)
2 − cˆ2)a(t, r))(∂rΦ˙)2
+
cˆ2
2r2
a(t, r)
3∑
i=1
(ZiΦ˙)
2
)
dS,
A(t, r) = −1
2
∂t
(
R(t)µa(t, r)
)
−R(t)µ∂r
(
a(t, r)∂rΦˆ
)
− 2R(t)µr−1a(t, r)∂rΦˆ
+ r−2∂r
(
1
2
r2R(t)µb(t, r)
)
+ (γ − 1)(∂2r Φˆ +
2
r
∂rΦˆ)R(t)
µa(t, r),
B(t, r) = −R(t)µ∂r
(
((∂rΦˆ)
2 − cˆ2)a(t, r)
)
− 2
r
R(t)µa(t, r)
(
(∂rΦˆ)
2 − cˆ2
)
− ∂t
(
R(t)µb(t, r)
)
+R(t)µa(t, r)
(
2∂trΦˆ + (γ + 1)∂rΦˆ∂
2
r Φˆ +
2(γ − 1)
r
(∂rΦˆ)
2 − 2
r
cˆ2
)
+ (γ − 1)
(
∂2r Φˆ +
2
r
∂rΦˆ
)
R(t)µb(t, r),
C(t, r) =
1
2
∂t
(
((∂rΦˆ)
2 − cˆ2)R(t)µa(t, r)
)
− r−2∂r
(
1
2
R(t)µb(t, r)r2((∂rΦˆ)
2 − cˆ2)
)
− ∂t
(
R(t)µb(t, r)∂rΦˆ
)
+R(t)µb(t, r)
(
2∂2trΦˆ + (γ + 1)∂rΦˆ∂
2
r Φˆ +
2(γ − 1)
r
(∂rΦˆ)
2 − 2
r
cˆ2
)
,
D(t, r) = −1
2
∂t
(
cˆ2R(t)µa(t, r)
)
− ∂r
(
1
2
R(t)µb(t, r)cˆ2
)
.
In view of the boundary condition (3.4), we have
I =
∫
BT
1
2
√
1 + L2
(La(t, R(t))− b(t, R(t)))((∂tΦ˙)2 − cˆ2
r2
3∑
i=1
(ZiΦ˙)
2
)
dS.
To guarantee I ≥ 0, it requires that on the boundary r = R(t),
b(t, R(t)) = La(t, R(t)). (4.3)
In this case,
I = 0. (4.4)
Next, we consider II . To fulfill II1 > 0, it requires on t = T

a(t, r) > 0,
b(t, r)2 − a(t, r)
(
2b(t, r)∂rΦˆ− ((∂rΦˆ)2 − cˆ2)a(t, r)
)
≤ 0. (4.5)
16
This means that on {t = T}, 

a(t, r) > 0,
∂rΦˆ− cˆ ≤ b(t, r)a(t, r) ≤ ∂rΦˆ + cˆ.
(4.6)
Thus, combining (4.3) and (4.6) yields
b(t, r) = ∂rΦˆ · a(t, r). (4.7)
On the other hand, by cˆ2 = γR(t)−2(γ−1), we have
II1 =
∫
ST
1
2
R(t)µa(T, r)
(
(∂tΦ˙ + ∂rΦˆ∂rΦ˙)
2 + cˆ2
(
(∂rΦ˙)
2 +
1
r2
3∑
i=1
(ZiΦ˙)
2
))
dS
≥ C
∫
ST
a(T, r)
(
R(T )µ(DtΦ˙)
2 +R(T )µ−3(γ−1)
(
(∂rΦ˙)
2 +
1
r2
3∑
i=1
(ZiΦ˙)
2
))
dS. (4.8)
It follows from Lemma 3.1 that
II2 ≤ Cε2. (4.9)
Finally, we deal with III . In fact, we only need to choose a(t, r) ≡ a(t). In this case, direct computation
yields

A(t, r) =
1
2
R(t)µ−1
(
L(6γ − 9− µ)a(t)−R(t)a′(t)
)
,
B(t, r) = LrR(t)µ−2
(
L(6γ − 9− µ)a(t)−R(t)a′(t)
)
,
C(t, r) =
1
2
R(t)µ−3γ−3
((
Lγ(−4 + 3γ − µ)R(t)5 + L2r2R(t)3γ(−9 + 6γ − µ))a(t)
−(L2r2R(t)1+3γ + γR(t)6)a′(t)),
D(t, r) =
γ
2
R(t)µ−3γ+2
(
L(3γ − 4− µ)a(t)−R(t)a′(t)
)
.
In order to have III > 0, we choose
A(t, r) > 0, B(t, r)2 − 4A(t, r)C(t, r) < 0, D(t, r) > 0. (4.10)
From this, we naturally set
µ = 6γ − 9, a(t) > 0 and a′(t) < 0. (4.11)
If we choose
a(t) = 1 +R(t)−δ with δ > 0, (4.12)
then
III =
∫
ΩT
{
δ
2
R(t)µ−1−δ(∂tΦ˙ + ∂rΦˆ∂rΦ˙)
2
+
γ
2
R(t)µ−1−3(γ−1)
(
L(5− 3γ)a(t) −R(t)a′(t))((∂rΦ˙)2 + 1
r2
3∑
i=1
(ZiΦ˙)
2
)}
dtdx
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≥ C
∫
ΩT
{
R(t)µ−1−δ(DtΦ˙)
2 +R(t)µ−1−3(γ−1)
(
(∂rΦ˙)
2 +
1
r2
3∑
i=1
(ZiΦ˙)
2
)}
dtdx. (4.13)
Substituting (4.4), (4.8)-(4.9) and (4.13) into (4.2) yields
R(T )µ
∫
ST
(DtΦ˙)
2dS +R(T )µ−3(γ−1)
∫
ST
(
(∂rΦ˙)
2 +
1
r2
3∑
i=1
(ZiΦ˙)
2
)
dS
+C
∫
ΩT
(
R(t)µ−1−δ(DtΦ˙)
2 +R(t)µ−1−3(γ−1)
(
(∂rΦ˙)
2 +
1
r2
3∑
i=1
(ZiΦ˙)
2
))
dtdx
≤
∫
ΩT
LΦ˙ · MΦ˙dtdx+ Cε2. (4.14)
This together with Remark 2.2 give (4.1), and it completes the proof of the lemma. 
Note that the material derivative Dt plays a crucial role in the energy estimate (4.1). Then it is
necessary that we rewrite equation (3.2) and formula (3.3) by using the operator Dt as follows:

LΦ˙ = D2t Φ˙− cˆ2∆Φ˙ +
3L(γ − 1)
R(t)
DtΦ˙,
f˙ =
3∑
i=1
f˜0i∂iDtΦ˙ +
∑
1≤i 6=j≤3
f˜ij∂
2
ijΦ˙ +
3∑
i=1
f˜ii∂
2
i Φ˙ + f˜0,
(4.15)
with 

f˜0i = −2∂iΦ˙,
f˜ij = −∂iΦ˙∂jΦ˙,
f˜ii = −(∂iΦ˙)2 − (γ − 1)(DtΦ˙ + 1
2
3∑
j=1
(∂jΦ˙)
2),
f˜0 = −(3γ − 5)L
2R(t)
3∑
i=1
(∂iΦ˙)
2.
Especially, in the spherical coordinates, (4.15) has the form
LΦ˙ = D2t Φ˙− cˆ2
(
∂2r Φ˙ +
1
r2
3∑
i=1
Z2i Φ˙ +
2
r
∂rΦ˙
)
+
3L(γ − 1)
R(t)
DtΦ˙ = f˙ , (4.16)
where
f˙ = −2∂rΦ˙Dt∂rΦ˙ + 2
r2
3∑
i=1
ZiΦ˙DtZiΦ˙−
(
(γ − 1)DtΦ˙ + γ + 1
2
(∂rΦ˙)
2 +
γ − 1
2r2
3∑
i=1
(ZiΦ˙)
2
)
∂2r Φ˙
− 2
r2
∂rΦ˙
3∑
i=1
ZiΦ˙∂rZiΦ˙− γ − 1
r2
(
DtΦ˙ +
1
2
(∂rΦ˙)
2 +
1
2r2
3∑
i=1
(ZiΦ˙)
2
) 3∑
i=1
Z2i Φ˙
− 1
r4
3∑
i,j=1
ZiΦ˙ZjΦ˙ZiZjΦ˙− 2(γ − 1)
r
∂rΦ˙DtΦ˙− (3γ − 1)L
2R(t)
(∂rΦ˙)
2 − 3(γ − 1)L
2r2R(t)
3∑
i=1
(ZiΦ˙)
2
+
γ − 1
r
(
(∂rΦ˙)
2 − 1
r2
3∑
i=1
(ZiΦ˙)
2
)− 3∑
i,j=1
Cij
r3
( Lr
R(t)
+ ∂rΦ˙
)
ZiΦ˙ZjΦ˙−
3∑
i,j,k=1
Cijk
r4
ZiΦ˙ZjΦ˙ZkΦ˙.
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Here, we point out that the precise expression of f˙ is useful in the higher order energy estimates of Φ˙,
cf. Setion 5.
5 Higher order weighted energy estimates of Φ˙
In this section, we will derive the higher order energy estimates of Φ˙ to (3.1) with (3.4)-(3.5). For this, we
need to take care of the difficulties coming from the Neumann boundary condition (3.4), the asymptotic
degeneracy of some coefficients in (4.16), and the different decay rates of DtΦ˙ and ∇xΦ˙.
Theorem 5.1 Let Φ˙ ∈ C4(Ω¯T ) be the solution to (3.1) with (3.4)-(3.5), and assume with some δ > 0,{
|∇xΦ˙| ≤MεR(t)−3(γ−1)+ δ2 , |R(t)l−1DltΦ˙| ≤MεR(t)−3(γ−1), for l = 1, 2,
|R(t)∇xDtΦ˙| ≤MεR(t)−3(γ−1)+ δ2 , |R(t)∇2xΦ˙| ≤MεR(t)−
3(γ−1)−δ
2 ,
(5.1)
in addition, for r >
1
3
R(t), further assume
|ZΦ˙| ≤MεR(t)1−3(γ−1), |ZDtΦ˙| ≤MεR(t)−3(γ−1), |∇xZΦ˙| ≤MεR(t)−
3(γ−1)
2 . (5.2)
Then for sufficiently small ε > 0 and 0 ≤ k ≤ 2, we have∫
ST
(
R(T )µ+2k(∇kt,xDtΦ˙)2 +R(T )µ−3(γ−1)+2k(∇kt,x∇xΦ˙)2
)
dS
+
∫
ΩT
(
R(t)µ−1−δ+2k(∇kt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2k(∇kt,x∇xΦ˙)2
)
dtdx
≤ Cε2, (5.3)
and ∫
ST
(
R(T )µ−δ+6(∇3t,xDtΦ˙)2 +R(T )µ−δ−3(γ−1)+6(∇3t,x∇xΦ˙)2
)
dS
+
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ−δ+5−3(γ−1)(∇3t,x∇xΦ˙)2
)
dtdx
≤ Cε2, (5.4)
where µ = 6γ − 9, 0 < δ ≤ 3(γ−1)5 , C > 0 is independent ofM , and the domains ΩT , ST are defined in
Section 4.
In order to prove Theorem 5.1, we will apply the induction on k in (5.3)-(5.4) to establish the follow-
ing estimates respectively:
(i) DtS
kΦ˙ and ∇xSkΦ˙ with S = Sl10 Z l2(S0 = R(t)Dt) and 1 ≤ k = l1 + l2 ≤ 3 (in this case, all
the tangent derivatives of ∇xΦ˙ up to the third order are estimated, where the tangent derivative means
the one of boundary BT );
(ii) DtS1Φ˙ and ∇xS1∇xΦ˙ with S1 = r∂r (in this case, together with the case k = 1 in (i), all the
second order derivatives ∇2t,xΦ˙ are analyzed);
(iii) DtSS1Φ˙,∇xSS1Φ˙,DtS21Φ˙ and∇xS31Φ˙ (in this case, together with the case k = 2 in (i), all the
estimates of third order derivatives ∇2t,xΦ˙ are given);
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(iv) DtS
2S1Φ˙, ∇xS2S1Φ˙, DtSS21Φ˙, ∇xSS21Φ˙, DtS31Φ˙ and ∇xS31Φ˙ (in this case, together with the
case k = 3 in (i), all the fourth order derivatives ∇4t,xΦ˙ are estimated).
These estimates will be given in Lemma 5.2-Lemma 5.5 respectively.
Firstly, we establish the tangent derivative estimates of Φ˙ under the suitable induction assumption.
Set S0 = R(t)Dt and S
m = Sl10 Z
l2 withm = l1 + l2, which are tangent to the boundary ∂Ω. Then we
have
Lemma 5.1 (Tangent derivative estimates) Under the assumptions of Theorem 5.1, if (5.3) holds for
0 ≤ k ≤ m with 1 ≤ m ≤ 2, then
R(T )µ
∫
ST
(DtS
mΦ˙)2dS +R(T )µ−3(γ−1)
∫
ST
(∇xSmΦ˙)2dS
+
∫
ΩT
(
R(t)µ−1−δ(DtS
mΦ˙)2 +R(t)µ−1−3(γ−1)(∇xSmΦ˙)2
)
dtdx
≤ Cε2 + Cε
∫
ΩT
m∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx, (5.5)
where 0 < δ ≤ 3(γ − 1)
5
.
Especially, form = 0, the following estimate holds
R(T )µ
∫
ST
(DtΦ˙)
2dS +R(T )µ−3(γ−1)
∫
ST
(∇xΦ˙)2dS
+
∫
ΩT
(
R(t)µ−1−δ(DtΦ˙)
2 +R(t)µ−1−3(γ−1)(∇xΦ˙)2
)
dtdx
≤ Cε2.
Form = 3, if (5.2)-(5.3) hold, then
R(T )µ
∫
ST
(DtS
3Φ˙)2dS +R(T )µ−3(γ−1)
∫
ST
(∇xS3Φ˙)2dS
+
∫
ΩT
(
R(t)µ−1−δ(DtS
3Φ˙)2 +R(t)µ−1−3(γ−1)(∇xS3Φ˙)2
)
dtdx
≤ Cε2 + Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.6)
Remark 5.1 For the case whenm = 0 in (5.5), we do not require any induction assumption.
Remark 5.2 It is noted that the normal derivatives of Φ˙ are included on the right hand side of (5.5) and
(5.6), which implies that we have not obtained the close estimates on the tangent derivative estimates of
Φ˙. However, since the coefficients of normal derivatives of Φ˙ in (5.5) are small, then together with some
subsequent normal derivative estimates, we can derive (5.3).
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Proof. Note that on BT
Sm
( 3∑
i=1
xi∂iΦ˙
)
= Sm
(
r∂rΦ˙
)
= 0. (5.7)
This, together with Theorem 4.1 and (3.5), yields
R(T )µ
∫
ST
(DtS
mΦ˙)2dS +R(T )µ−3(γ−1)
∫
ST
(∇xSmΦ˙)2dS
+
∫
ΩT
(
R(t)µ−1−δ(DtS
mΦ˙)2 +R(t)µ−1−3(γ−1)(∇xSmΦ˙)2
)
dtdx
≤ C
∫
ΩT
LSmΦ˙ ·MSmΦ˙dtdx+ Cε2. (5.8)
We divide the estimate (5.5) into three cases: (1) Sm = Sm0 , (2) S
m = Zm, (3) Sm = Sl10 Z
l2(1 ≤
l1, l2 ≤ m− 1, l1 + l2 = m).
Case (1) Sm = Sm0 .
We now derive an explicit representation of LSm0 Φ˙ for later use. By direct computation, we have
S0L = LS0 − 2LL+ 3(γ − 1)cˆ2∆. (5.9)
By induction, for 1 ≤ m ≤ 3, we obtain
LSm0 = Sm0 L+B1m +B2m (5.10)
with
B1m =
∑
0≤l≤m−1
ClmS
l
0L+
∑
0≤l≤m−2
C ′lmS
l
0(cˆ
2∆), B2m = −3m(γ − 1)Sm−10 (cˆ2∆), (5.11)
whereB2mΦ˙ contains the (m+1)−th order (the highest order) derivatives of Φ˙, but B1mΦ˙ only includes
the terms ∇αt,xΦ˙ with |α| ≤ m (the lower order derivatives of Φ˙) and the term ∇m+1t,x Φ˙ with small
coefficients.
In addition, from equation (4.15), we have that for 0 ≤ m ≤ 3
Sm0 LΦ˙ = Im1 + Im2 + Im3 , (5.12)
where
Im1 =
3∑
i=1
f˜0i∂iDtS
m
0 Φ˙ +
∑
1≤i 6=j≤3
f˜ij∂
2
ijS
m
0 Φ˙ +
3∑
i=1
f˜2i ∂
2
i S
m
0 Φ˙,
Im2 =
3∑
i=1
f˜0i[S
m
0 , ∂iDt]Φ˙ +
∑
0≤i 6=j≤3
f˜ij[S
m
0 , ∂
2
ij ]Φ˙ +
3∑
i=1
f˜ii[S
m
0 , ∂
2
i ]Φ˙,
Im3 =
∑
1≤l≤m
Clm
{ ∑
l1+l2=l,l1≥1
C˜l1l2
( 3∑
i=1
(Sl10 f˜0i)S
l2
0 (∂iDtΦ˙) +
∑
1≤i,j≤3
(Sl10 f˜ij)S
l2
0 (∂
2
ijΦ˙)
)}
+ Sm0 f˜0.
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Based on the above preparation, we now treat
∫
ΩT
LSm0 Φ˙ · MSm0 Φ˙dtdx on the right hand side of
(5.8) as follows. This procedure is divided into five parts.
Part 1. Estimate on
∫
ΩT
Im1 · MSmΦ˙dtdx.
Note that for C1-smooth functions g, one has
Dtg = ∂tg +
3∑
i=1
∂i
( L
R(t)
xig
)− 3L
R(t)
g.
Then ∫
ΩT
Dtgdtdx =
∫
ST
gdS −
∫
S0
gdS −
∫
ΩT
3L
R(t)
gdtdx. (5.13)
In addition, form ≤ 3, direct computation yields
Im1 ·MSm0 Φ˙
= Dt
(
− 1
2
a(t)R(t)µ
3∑
i,j=1
(
f˜ij∂iS
m
0 Φ˙∂jS
m
0 Φ˙
))
+
3∑
i=1
∂i
(
1
2
a(t)R(t)µf˜0i(DtS
m
0 Φ˙)
2 + a(t)R(t)µDtS
m
0 Φ˙
3∑
j=1
f˜ij∂jS
m
0 Φ˙
)
− 1
2
a(t)R(t)µ(DtS
m
0 Φ˙)
2
3∑
i=1
∂if0i − a(t)LR(t)µ−1
3∑
i,j=1
(
f˜ij∂iS
m
0 Φ˙∂jS
m
0 Φ˙
)
− a(t)R(t)µDtSm0 Φ˙
3∑
i,j=1
(
∂if˜ij∂jS
m
0 Φ˙
)
+
1
2
3∑
i,j=1
(
Dt(a(t)R(t)
µf˜ij)∂iS
m
0 Φ˙∂jS
m
0 Φ˙
)
. (5.14)
On the other hand, by the expressions of f˜ij and f˜0i, and (5.7) on BT , we observe that
3∑
i=1
xi ·
(
1
2
a(t)R(t)µf˜0i(DtS
m
0 Φ˙)
2 + a(t)R(t)µDtS
m
0 Φ˙
3∑
j=1
f˜ij∂jS
m
0 Φ˙
)
= −a(t)R(t)µ(DtSm0 Φ˙)2
3∑
i=1
(
xi∂iΦ˙
)− a(t)R(t)µDtSm0 Φ˙ 3∑
i,j=1
(
xi∂iΦ˙∂jΦ˙
)
− (γ − 1)a(t)R(t)µDtSm0 Φ˙
(
DtΦ˙ +
1
2
3∑
k=1
(∂kΦ˙)
2
) 3∑
i=1
xi∂iS
m
0 Φ˙
= 0. (5.15)
Thus, by (5.14) together with (5.13) and (5.15), it follows from the expressions of f˜ij, f˜0i, f˜0 and as-
sumption (5.1) that
|
∫
ΩT
Im1 ·MSm0 Φ˙dtdx|
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≤ Cε2 + Cε
(
R(T )µ
∫
ST
(DtS
m
0 Φ˙)
2dS +R(T )µ−3(γ−1)
∫
ST
(∇xSm0 Φ˙)2dS
+
∫
ΩT
(
R(t)µ−1−δ(DtS
m
0 Φ˙)
2 +R(t)µ−1−3(γ−1)(∇xSm0 Φ˙)2dtdx
)
, (5.16)
where we have used
|a(t)R(t)µ(DtSm0 Φ˙)2
3∑
i=1
∂if˜0i|
≤ CεR(t)µ−1− 3(γ−1)−δ2 (DtSm0 Φ˙)2
≤ CεR(t)µ−1−δ(DtSm0 Φ˙)2 for 0 < δ ≤ γ − 1.
Part 2. Estimate on
∫
ΩT
Im2 · MSm0 Φ˙dtdx.
It follows from the expressions of f˜ij, f˜0i, f˜0 and (5.1) that
|Im2 | ≤ Cε
(
R(t)−3(γ−1)−1+
δ
2
∑
0≤l≤m−1
|∇xSl+10 Φ˙|+R(t)−3(γ−1)
∑
0≤l≤m−1
|∇2xSl0Φ˙|
)
.
This derives that form ≤ 2∫
ΩT
|Im2 ·MΦ˙|dtdx ≤ Cε
∫
ΩT
m∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2+R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx,
(5.17)
and form = 3∫
ΩT
|Im2 · MΦ˙|dtdx
≤ Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.18)
Part 3. Estimate on
∫
ΩT
Im3 · MSm0 Φ˙dtdx.
First, we treat the case of
∫
ΩT
Im3 · MSm0 Φ˙dx withm ≤ 2.
Form ≤ 2, as in Part 2, it follows from the expression of fi and assumption (5.1) that
|Im3 | ≤ Cε
(
R(t)−3(γ−1)−1+
δ
2
∑
0≤l≤m
|∇xSl0Φ˙|+R(t)−3(γ−1)
∑
0≤l≤m
|∇2xSl0Φ˙|
)
,
which yields form ≤ 2∫
ΩT
|Im3 ·MSmΦ˙|dx ≤ Cε
m∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2+R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx.
(5.19)
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Next we deal with
∫
ΩT
I33 ·MS30Φ˙dtdx. Note that the difficult terms in I33 are the those that include
the products of third order derivatives of Φ˙ because there are no related weighted L∞ estimates in (5.1).
For the convenience, we decompose I33 into J1 and J2 by using S
2
0 = LR(t)Dt +R(t)
2D2t , where only
J2 contains the products of third order derivatives of Φ˙. Namely,
I33 = J1 + J2, (5.20)
where
J1 =
∑
1≤l≤2
Clm
{ ∑
l1+l2=l,l1≥1
C˜l1l2
( 3∑
i=1
(Sl10 f˜0i)S
l2
0 (∂iDtΦ˙) +
∑
1≤i,j≤3
(Sl10 f˜ij)S
l2
0 (∂
2
ijΦ˙)
)}
+C33
∑
(l1,l2)6=(2,1)
C˜l1l2
( 3∑
i=1
(Sl10 f˜0i)S
l2
0 (∂iDtΦ˙) +
∑
1≤i,j≤3
(Sl10 f˜ij)S
l2
0 (∂
2
ijΦ˙)
)
+C33C˜21
( 3∑
i=1
(LS0f˜0i)S
2
0(∂iDtΦ˙) +
∑
1≤i,j≤3
(LS0f˜ij)S
2
0(∂
2
ijΦ˙)
)
+ S30 f˜0, (5.21)
and
J2 = C33C˜21
( 3∑
i=1
(R(t)2D2t f˜0i)S0(∂iDtΦ˙) +
∑
1≤i,j≤3
(R(t)2D2t f˜ij)S0(∂
2
ijΦ˙)
)
.
By assumption (5.1) and the expressions of f˜0i, f˜ij, f˜0, direct computation yields
|J1| ≤ Cε
(
R(t)−3(γ−1)−1+
δ
2
∑
0≤l≤3
|∇xSl0Φ˙|+R(t)−3(γ−1)
∑
0≤l≤2
|∇2xSl0Φ˙|
)
. (5.22)
On the other hand, by the expression of fij , we further decompose J2 into J2 = J21 + J22 so that
only J22 contains the product terms of third order derivatives of Φ˙. More precisely,
J2 = J21 + J22
with
J22 = C33C˜21
(
− 2R(t)−1
3∑
i=1
(∂iS
2
0Φ˙)
2 − 4
3∑
i,j=1
(
∂iΦ˙∂jS
2
0Φ˙∂
2
ijS0Φ˙
)− (γ − 1)DtS20Φ˙ 3∑
i=1
∂2i S0Φ˙
−(γ − 1)
3∑
i,j=1
(
∂iΦ˙∂iS
2
0Φ˙∂
2
jS0Φ˙
))
,
and
|J21| ≤ Cε
(
R(t)−3(γ−1)−1+
δ
2
∑
0≤l≤3
|∇xSl0Φ˙|+R(t)−3(γ−1)
∑
0≤l≤2
|∇2xSl0Φ˙|
)
. (5.23)
Combining (5.22) and (5.23) yields∫
ΩT
|(J1 + J21) · MS30Φ˙|dtdx
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≤ Cε
2∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+
∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx. (5.24)
Finally, we estimate
∫
ΩT
|J22 · MS30Φ˙|dtdx. To overcome the difficulty induced by the lack of
weighted L∞ estimates of |∇3t,xΦ˙| in J22, we will use the interpolation inequalities in Corollary 2.1 and
Lemma 2.4. In fact, by (5.1) and the expression of J22, it is sufficient to estimate some typical terms in∫
DT
|J22 · MS30Φ˙|dtdx as follows:
(A) Estimate on |R(t)µ−1(∂iS20Φ˙)2DtS30Φ˙|L1(ΩT ).
|R(t)µ−1(∂iS20Φ˙)2DtS30Φ˙|L1(ΩT )
≤ |R(t) 2µ+2−δ4 ∂iS20Φ˙|2L4 |R(t)
µ−1−δ
2 DtS
3
0Φ˙|L2
≤ Cε
( 2∑
k=0
|R(t)µ+3−δ2 −k∇3−kt,x S0Φ˙|
1
2
L2
)2
|R(t)µ−1−δ2 DtS30Φ˙|L2 (Applying Lemma 2.4 (i) for Φ˙)
≤ Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+ Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.25)
(B) Estimate on |R(t)µ∂iΦ˙∂jS20Φ˙∂ijS0Φ˙DtS30Φ˙|L1(ΩT ).
|R(t)µ∂iΦ˙∂jS20Φ˙∂2ijS0Φ˙DtS30Φ˙|L1(ΩT )
≤ Cε|R(t)µ−3(γ−1)+ δ2∂jS20Φ˙∂2ijS0Φ˙DtS30Φ˙|L1(ΩT ) (By assumption (5.1))
≤ Cε|R(t) 2µ+2−δ4 ∂jS20Φ˙|L4 |R(t)
µ+3−δ
2 ∂2ijS0Φ˙|L4 |R(t)
µ−1−δ
2 DtS
3
0Φ˙|L2
≤ Cε
( 2∑
k=0
|R(t)µ+3−δ2 −k∇3−kt,x S0Φ˙|
1
2
L2
)( 2∑
k=0
|R(t)µ+3−δ2 −k∇3−kt,x S0Φ˙|
1
2
L2
)
|R(t)µ−1−δ2 DtS30Φ˙|L2
(Applying Lemma 2.4 (i)-(ii) for Φ˙)
≤ Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.26)
(C) Estimate on |R(t)µDtS20Φ˙∂2i S0Φ˙DtS30Φ˙|L1(ΩT ).
|R(t)µDtS20Φ˙∂2i S0Φ˙DtS30Φ˙|L1(ΩT )
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≤ C|R(t) 2µ+2−δ4 DtS20Φ˙|L4 |R(t)
µ+3−δ
2 ∂2i S0Φ˙|L4 |R(t)
µ−1−δ
2 DtS
3
0Φ˙|L2
≤ Cε
( 2∑
k=0
|R(t)µ+3−δ2 −k∇3−kt,x S0Φ˙|
1
2
L2
)( 2∑
k=0
|R(t)µ+3−δ2 −k∇3−kt,x S0Φ˙|
1
2
L2
)
|R(t)µ−1−δ2 DtS30Φ˙|L2
(Applying Lemma 2.4 (i)-(ii) for Φ˙)
≤ Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.27)
Combining (5.25)-(5.27) gives∫
ΩT
|J22 ·MS30Φ˙|dtdx
≤ Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+ Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.28)
This, together with (5.19) and (5.24), yields form ≤ 2
∫
ΩT
|Im3 · MSm0 Φ˙|dtdx ≤ Cε
m∑
l=0
(
|R(t)µ−1−δ+2l2 ∇lt,xDtΦ˙|2L2 + |R(t)
µ−1−3(γ−1)+2l
2 ∇lt,x∇xΦ˙|2L2
)
,
(5.29)
and form = 3∫
ΩT
|Im3 · MS30Φ˙|dtdx
≤ Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.30)
Part 4. Estimate on
∫
ΩT
B1mΦ˙ · MSm0 Φ˙dtdx.
First, from the expressions of B1m and f˙ , and by (5.1), we have
|B11Φ˙| ≤ Cε
(
R(t)−3(γ−1)+
δ
2 |∇xDtΦ˙|+R(t)−3(γ−1)|∇2xΦ˙|+R(t)−3(γ−1)−1+
δ
2 |∇xΦ˙|
)
, (5.31)
|B1mΦ˙| ≤ Cε
∑
0≤l≤m−1
(
R(t)−3(γ−1)+
δ
2 |∇xSl0DtΦ˙|+R(t)−3(γ−1)|∇2xSl0Φ˙|+R(t)−3(γ−1)−1+
δ
2 |∇xSl0Φ˙|
+R(t)−
3(γ−1)−δ
2
−1|DtSl0Φ˙|
)
+ CR(t)−3(γ−1)
∑
0≤l≤m−2
|∆Sl0Φ˙|, m = 2, 3. (5.32)
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Since (5.3) holds for l ≤ m− 1, we have from (5.29)-(5.30) that, form ≤ 2,∫
ΩT
|B1mΦ˙ · MSm0 Φ˙|dtdx
≤ Cε
m∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+ Cε
(∫
ΩT
R(t)µ−1−δ(DtS
m
0 Φ˙)
2dtdx
) 1
2
, (5.33)
and form = 3,∫
ΩT
|B1mΦ˙ · MSm0 Φ˙|dtdx
≤ Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+ Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx.
+ Cε
(∫
ΩT
R(t)µ−1−δ(DtS
3
0Φ˙)
2dtdx
) 1
2
. (5.34)
Part 5. Estimate on
∫
ΩT
B2mΦ˙ · MSm0 Φ˙dtdx.
Note thatB2mΦ˙ contains the (m+1)−th (the highest order) derivatives of Φ˙ and thenB2mΦ˙·MSmΦ
contains the term ∇αt,xΦ˙∇βt,xΦ˙ (|α| = |β| = m + 1). Thanks to the definite sign of the coefficient
−3m(γ − 1) < 0 in the B2m and the (3.1), ∇αt,xΦ˙∇βt,xΦ˙ with |α| = |β| = m + 1 can be controlled as
follows.
Since
DtS
m
0 Φ˙ =
∑
0≤l≤m−1
ClmDtS
l
0Φ˙ +R(t)S
m−1
0 D
2
t Φ˙,
it follows from (3.1) that
DtS
m
0 Φ˙ =
∑
0≤l≤m−1
ClmDtS
l
0Φ˙ +R(t)S
m−1
0
(
cˆ2∆Φ˙− 3L(γ − 1)
R(t)
DtΦ˙ + LΦ˙
)
. (5.35)
Direct computation yields∫
ΩT
B2mΦ˙ · MSm0 Φ˙dtdx
=
∫
ΩT
−3m(γ − 1)R(t)µa(t)
{
Sm−10 (cˆ
2∆Φ˙)2
+
( ∑
0≤l≤m−1
ClmDtS
l
0Φ˙ +R(t)S
m−1
0
(LΦ˙− 3L(γ − 1)
R(t)
DtΦ˙
))
Sm−10 (cˆ
2∆Φ˙)
}
dtdx
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≤ −3m(γ − 1)
∫
ΩT
R(t)µa(t)
( ∑
0≤l≤m−1
ClmDtS
l
0Φ˙
+R(t)Sm−10
(LΦ˙− 3L(γ − 1)
R(t)
DtΦ˙
))
Sm−10 (cˆ
2∆Φ˙)dtdx.
(5.36)
Note that
∑
0≤l≤m−1
ClmDtS
l
0Φ˙−R(t)Sm−10 (3L(γ−1)R(t) DtΦ˙) only contains at mostm−th order derivatives
of Φ˙, then we have by (5.1) that, for l ≤ m− 1,∫
ΩT
R(t)µ−1−δ
( ∑
0≤l≤m−1
ClmDtS
l
0Φ˙−R(t)Sm−10 (
3L(γ − 1)
R(t)
DtΦ˙)
)2
dtdx ≤ Cε2. (5.37)
On the other hand, we have
|Sm−10 LΦ˙| ≤ Cε
( ∑
0≤l≤m
R(t)−3(γ−1)−1+
δ
2 |∇xSl0Φ˙|+
∑
0≤l≤m−1
R(t)−3(γ−1)|∇2xSl0Φ˙|
)
. (5.38)
Therefore, putting (5.37)-(5.38) into (5.36) yields form ≤ 2∫
ΩT
|B2mΦ˙ · MSm0 Φ˙|dtdx
≤ Cε2 + Cε
m∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx, (5.39)
and form = 3∫
ΩT
|B2mΦ˙ ·MSm0 Φ˙|dtdx
≤ Cε2 + Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.40)
Consequently, putting (5.17)-(5.18), (5.29), (5.32), (5.37)-(5.38) into (5.8), we complete the proofs
of (5.4) and (5.6) for Sm = Sm0 .
For the case ofm = 0, (5.5) comes directly from Theorem 4.1, (5.17)-(5.18) and (5.29).
Case (2) Sm = Zm.
By direct computation, we have
ZL = LZ, (5.41)
that implies
LZm = ZmL. (5.42)
In addition, from equation (4.15), we have that for 0 ≤ m ≤ 3,
ZmLΦ˙ = Km1 +Km2 +Km3 , (5.43)
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where
Km1 =
3∑
i=1
f˜0i∂iDtZ
mΦ˙ +
∑
1≤i 6=j≤3
f˜2ij∂ijZ
mΦ˙ +
3∑
i=1
f˜ii∂
2
i Z
mΦ˙,
Km2 =
3∑
i=1
f˜0i[Z
m, ∂iDt]Φ˙ +
∑
0≤i 6=j≤3
f˜ij[Z
m, ∂2ij ]Φ˙ +
3∑
i=1
f˜ii[Z
m, ∂2i ]Φ˙,
Km3 =
∑
1≤l≤m
Clm
{ ∑
l1+l2=l,l1≥1
C˜l1l2
( 3∑
i=1
(Z l1 f˜0i)Z
l2(∂iDtΦ˙) +
∑
1≤i,j≤3
(Z l1 f˜ij)Z
l2(∂2ijΦ˙)
)}
+ Zmf˜0.
Based on the above preparation, we now estimate
∫
ΩT
LZmΦ˙ · MZmΦ˙dtdx on the right hand side
of (5.8) in the following three steps.
Part 1. Estimate on
∫
ΩT
Km1 · MSmΦ˙dtdx.
Replacing S0 in (5.16) by Z , we have as in (5.16),
|
∫
ΩT
Km1 ·MZmΦ˙dtdx|
≤ Cε2 + Cε
(
R(T )µ
∫
ST
(DtZ
mΦ˙)2dS +R(T )µ−3(γ−1)
∫
ST
(∇xZmΦ˙)2dS
+
∫
ΩT
(
R(t)µ−1−δ(DtZ
mΦ˙)2 +R(t)µ−1−3(γ−1)(DtZ
mΦ˙)2dtdx
)
. (5.44)
Part 2. Estimate on
∫
ΩT
Km2 · MZmΦ˙dtdx.
Direct computation yields
|Km2 | ≤ C
( 3∑
i=1
|f˜0i|
∑
0≤l≤m−1
|∇xZ lDtΦ˙|+
3∑
i,j=1
|f˜ij|
∑
0≤l≤m−2
|∇2xZ lΦ˙|
)
.
Then it follows from the expressions of f˜ij, f˜0i and (5.1) that
|Km2 | ≤ Cε
(
R(t)−3(γ−1)+
δ
2
∑
0≤l≤m−1
|∇xZ lDtΦ˙|+R(t)−3(γ−1)
∑
0≤l≤m−2
|∇2xZ lΦ˙|
)
,
which gives that form ≤ 2,∫
ΩT
|Km2 · MZmΦ˙|dtdx
≤ Cε
m∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx, (5.45)
and form = 3,∫
ΩT
|Km2 ·MZmΦ˙|dtdx
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≤ Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+ Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.46)
Part 3. Estimate on
∫
ΩT
Km3 · MZmΦ˙dtdx.
Form = 1, it follows from the expressions of f˜ij, f˜0i, f˜0 and (5.1) that
|K13 | ≤ Cε
(
R(t)−3(γ−1)−1+
δ
2 (|∇xΦ˙|+ |∇xZΦ˙|) +R(t)−3(γ−1)|∇2xΦ˙|
)
.
This yields
∫
ΩT
|K13 ·MΦ˙|dtdx ≤ Cε
1∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2+R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx.
(5.47)
Form = 2,
K23 = K
2
31 +K
2
32,
where
K231 =
∑
1≤l≤2
Cl2
{ ∑
l1+l2=l,l1≥1
C˜l1l2
( 3∑
i=1
(Z l1 f˜0i)Z
l2(∂iDtΦ˙) +
∑
1≤i,j≤3
(Z l1 f˜ij)Z
l2(∂ijΦ˙)
)}
− 3(γ − 5)L
2R(t)
3∑
i=1
∂iΦ˙Z
2∂iΦ˙− 3(γ − 5)
R(t)
3∑
i=1
([Z, ∂i]Φ˙)
2,
K232 = −
3(γ − 5)
R(t)
3∑
i=1
(∂iZΦ˙)
2.
Therefore, it follows from the expressions of f˜ij, f˜0i, f˜0 and (5.1) that
|K231| ≤ Cε
(
R(t)−3(γ−1)−1+δ
∑
0≤l≤2
|∇xZ lΦ˙|+R(t)−
3(γ−1)
2
−1
∑
0≤l≤2
|DtZ lΦ˙|
+R(t)−
3(γ−1)−δ
2
3∑
i=1
|Z∂iDtΦ˙|+R(t)−3(γ−1)+
δ
2 |Z∇2xΦ˙|
)
.
This implies∫
ΩT
|K231 · MZ2Φ˙|dtdx
≤ Cε
2∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx. (5.48)
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Next, we deal with
∫
ΩT
|K232 · MZ2Φ˙|dtdx. By Ho¨lder inequality and Lemma 2.4, we have for
0 < δ ≤ γ − 1 that
|R(t)µ−1(∇xZΦ˙)2DtZ2Φ˙|L1(ΩT )
≤ C|R(t) 2µ+5−3γ−δ4 ∇xZΦ˙|2L4(Ωt)|R(t)
µ−1−δ
2 DtZΦ˙|L2(ΩT )
≤ Cε
2∑
l=0
(
|R(t)µ−1−δ+2l2 ∇lt,xDtΦ˙|L2 + |R(t)
µ−1−3(γ−1)+2l
2 ∇lt,x∇xΦ˙|L2
)
|R(t)µ−1−δ2 DtZ2Φ˙|L2
(Applying Lemma 2.4 (iii) for Φ˙)
≤ Cε
2∑
l=0
(
|R(t)µ−1−δ+2l2 ∇lt,xDtΦ˙|2L2 + |R(t)
µ−1−3(γ−1)+2l
2 ∇lt,x∇xΦ˙|2L2
)
, (5.49)
which yields
∫
ΩT
|K232·MZ2Φ˙|dtdx ≤ Cε
2∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2+R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx.
(5.50)
Combining (5.47) and (5.49) gives
∫
ΩT
|K23 ·MZ2Φ˙|dtdx ≤ Cε
2∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2+R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx.
(5.51)
Next, we consider the case of m = 3. Due to the lack of L∞ assumptions on the third order
derivatives of Φ˙ in (5.1), we will decompose K33 as follows
K33 = K
3
31 +K
3
32,
whereK331 is linear with respect to the third and fourth order derivatives of Φ˙,K
3
32 contains the products
of two third order derivatives of Φ˙. K331 and K
3
32 have the following expressions:
K331 =
∑
1≤l≤2
Cl2
{ ∑
l1+l2=l,l1≥1
C˜l1l2
( 3∑
i=1
(Z l1 f˜0i)Z
l2(∂iDtΦ˙) +
∑
1≤i,j≤3
(Z l1 f˜ij)Z
l2(∂2ijΦ˙)
)}
+C33
∑
(l1,l2)=(1,2) or (3,0)
C˜l1l2
( 3∑
i=1
(Z l1 f˜0i)Z
l2(∂iDtΦ˙) +
∑
1≤i,j≤3
(Z l1 f˜ij)Z
l2(∂2ijΦ˙)
)
+C33C21
( 3∑
i=1
Z2f˜0i[Z, ∂i]DtΦ˙ +
3∑
i,j=1
(
Z2f˜ij[Z, ∂
2
ij ]Φ˙− 2Z∂iΦ˙Z∂jΦ˙∂2ijZΦ˙
)
− 2
3∑
i=1
[Z2, ∂i]Φ˙∂iZDtΦ˙− (γ − 1)
3∑
i,j=1
(
∂jΦ˙[Z
2, ∂j ]Φ˙∂
2
i ZΦ˙ + (Z∂jΦ˙)
2∂2i ZΦ˙
))
− 6(γ − 5)L
R(t)
3∑
i=1
[Z, ∂i]Φ˙Z
2∂iΦ˙,
31
and
K332 = −C33C˜21
(
− 2
3∑
i=1
∂iZ
2Φ˙∂iZDtΦ˙− 2
∑
1≤i,j≤3
∂iZ
2Φ˙∂jΦ˙∂
2
ijZΦ˙
− (γ − 1)(DtZ2Φ˙ + 3∑
j=1
∂jΦ˙∂jZ
2Φ˙
) 3∑
i=1
∂2i ZΦ˙
)
− 6(γ − 5)L
R(t)
3∑
i=1
∂iZΦ˙Z
2∂iΦ˙.
Then it follows from the expressions of f˜ij, f˜0i, f˜0 and (5.1) that
|K331| ≤ Cε
(
R(t)−3(γ−1)−1+δ
∑
0≤l≤3
|∇xZ lΦ˙|+R(t)−
3(γ−1)+δ
2
−1
∑
0≤l≤3
|DtZ lΦ˙|
+R(t)−
3(γ−1)−δ
2
∑
0≤l≤2
3∑
i=1
|Z l∂iDtΦ˙|+R(t)−3(γ−1)+δ
∑
0≤l≤2
|Z l∇2xΦ˙|
)
,
which gives∫
ΩT
|K331 ·MZ2Φ˙|dtdx
≤ Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+ Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.52)
We now turn to estimate
∫
ΩT
|K332 ·MS30Φ˙|dtdx. Again, to overcome the lack of weighted L∞ estimates
of |∇3t,xΦ˙| inK332, we use the interpolation inequalities in Corollary 2.1 and Lemma 2.4. In fact, by (5.1)
and the expression ofK332, it suffices to estimate the following typical terms in
∫
DT
|K332 ·MZ3Φ˙|dtdx:
(A) Estimate on |R(t)µ∂iZ2Φ˙∂iZDtΦ˙DtZ3Φ˙|L1(ΩT ).
|R(t)µ∂iZ2Φ˙∂iZDtΦ˙DtZ3Φ˙|L1(ΩT )
≤ C|R(t) 3γ−5−δ2 ∂iZ2Φ˙|L4 |R(t)
6γ−6−δ
2 ∂iZDtΦ˙|L4 |R(t)
µ−1−δ
2 DtZ
3Φ˙|L2
≤ Cε
( 1∑
k=0
|R(t)µ+4−3γ2 −k∇2−kt,x ZΦ˙|
1
2
L2
+
2∑
k=0
|R(t) 3γ−3−δ2 −k∇3−kt,x ZΦ˙|
1
2
L2
)
|R(t)µ−1−δ2 DtZ3Φ˙|L2
(Applying Lemma 2.4 (v)-(vi) for Φ˙)
≤ Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+ Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.53)
(B) Estimate on |R(t)µ∂iZ2Φ˙∂jΦ˙∂2ijZΦ˙DtZ3Φ˙|L1(ΩT ).
|R(t)µ∂iZ2Φ˙∂jΦ˙∂2ijZΦ˙DtZ3Φ˙|L1(ΩT )
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≤ Cε|R(t) 3γ−5−δ2 ∂iZ2Φ˙|L4 |R(t)
3γ−3−δ
2 ∂2ijZΦ˙|L4 |R(t)
µ−1−δ
2 DtZ
3Φ˙|L2 (By assumption (5.1))
≤ Cε
( 1∑
k=0
|R(t)µ+4−3γ2 −k∇2−kt,x ZΦ˙|
1
2
L2
+
2∑
k=0
|R(t) 3γ−3−δ2 −k∇3−kt,x ZΦ˙|
1
2
L2
)
|R(t)µ−1−δ2 DtZ3Φ˙|L2
(Applying Lemma 2.4 (iv) and (vii) for Φ˙)
≤ Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+ Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.54)
(C) Estimate on |R(t)µDtZ2Φ˙∂2i ZΦ˙DtZ3Φ˙|L1(ΩT ).
|R(t)µDtZ2Φ˙∂2i ZΦ˙DtZ3Φ˙|L1(ΩT )
≤ C|R(t) 6γ−8−δ2 DtZ2Φ˙|L4 |R(t)
3γ−3−δ
2 ∂2i ZΦ˙|L4 |R(t)
µ−1−δ
2 DtZ
3Φ˙|L2
≤ Cε
( 2∑
k=0
|R(t) 3γ−3−δ2 −k∇3−kt,x ZΦ˙|
1
2
L2
+
2∑
k=0
|R(t) 6γ−6−δ2 −k∇2−kt,x ZDtΦ˙|
1
2
L2
)
|R(t)µ−1−δ2 DtZ3Φ˙|L2
(Applying Lemma 2.4 (iv) and (vii) for Φ˙)
≤ Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+ Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.55)
(D) Estimate on |R(t)µ−1∂iZΦ˙Z2∂iΦ˙DtZ3Φ˙|L1(ΩT ).
|R(t)µ−1∂iZΦ˙Z2∂iΦ˙DtZ3Φ˙|L1(ΩT )
= |R(t) 5δ−3(γ−1)4 ·R(t) 9γ−13−δ4 ∂iZΦ˙ · R(t)
3γ−5−δ
2 Z2∂iΦ˙ ·R(t)
µ−1−δ
2 DtZ
3Φ˙|L1(ΩT )
(here we have used the restriction of δ ≤ 3
5
(γ − 1))
≤ C|R(t) 9γ−13−δ4 ∂iZΦ˙|L4 |R(t)
3γ−5−δ
2 Z2∂iΦ˙|L4 |R(t)
µ−1−δ
2 DtZ
3Φ˙|L2
≤ Cε
( 1∑
k=0
|R(t)µ+4−3γ2 −k∇2−kt,x ZΦ˙|
1
2
L2
+
2∑
k=0
|R(t) 3γ−3−δ2 −k∇3−kt,x ZΦ˙|
1
2
L2
)
|R(t)µ−1−δ2 DtZ3Φ˙|L2
(Applying Lemma 2.4 (iii) and (vi) for Φ˙)
≤ Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+ Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.56)
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Substituting (5.53)-(5.56) into
∫
ΩT
|K332 · MZ3Φ˙|dtdx yields
∫
ΩT
|K332 ·MZ3Φ˙|dtdx
≤ Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+ Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.57)
Then putting (5.44)-(5.46), (5.51)-(5.52) and (5.57) into (5.8) yields (5.4) and (5.6) for the case
Sm = Zm.
Case (3) Sm = Sl10 Z
l2 (1 ≤ l1, l2 ≤ m− 1, l1 + l2 = m).
Since the estimation for this case is similar to the Case (1) and Case (2), we omit the detail.
Combining the Cases (1)-(3), we complete the proof of Lemma 5.1. 
Based on Lemma 5.1, we now derive a series of estimates on the higher order derivatives of Φ˙. For
convenience, set S1 = r∂r =
3∑
i=1
xi∂i.
Lemma 5.2 (The second order radial derivative estimates) Under the assumptions of Theorem 5.1,
we have
R(T )µ
∫
ST
(DtS1Φ˙)
2dS +R(T )µ−3(γ−1)
∫
ST
(∇xS1Φ˙)2dS
+
∫
ΩT
(
R(t)µ−1−δ(DtS1Φ˙)
2 +R(t)µ−1−3(γ−1)(∇xS1Φ˙)2
)
dtdx
≤ Cε2 + Cε
∫
ΩT
1∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+ Cε
(∫
ΩT
1∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
) 1
2
. (5.58)
Remark 5.3 Lemma 5.2, together with Lemma 5.1 form = 1 yield
∑
0≤l1+l2≤1
(
R(T )µ
∫
ST
(DtS
l1Sl21 Φ˙)
2dS +R(T )µ−3(γ−1)
∫
ST
(∇xSl1Sl21 Φ˙)2dS
)
+
∑
0≤l1+l2≤1
∫
ΩT
(
R(t)µ−1−δ(DtS
l1Sl21 Φ˙)
2 +R(t)µ−1−3(γ−1)(∇xSl1Sl21 Φ˙)2
)
dtdx
≤ Cε2 + Cε
∫
ΩT
1∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
(∫
ΩT
1∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
) 1
2
.
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Proof of Lemma 5.2. Noting LS1Φ˙ = S1LΦ˙− 2cˆ2∆Φ˙, then it follows from Theorem 4.1 that
R(T )µ
∫
ST
(DtS1Φ˙)
2dS +R(T )µ−3(γ−1)
∫
ST
(∇xS1Φ˙)2dS
+
∫
ΩT
(
R(t)µ−1−δ(DtS1Φ˙)
2 +R(t)µ−1−3(γ−1)(∇xS1Φ˙)2
)
dtdx
≤ Cε2 + C
∫
ΩT
(
S1f˙ − 2cˆ2∆Φ˙
) · MS1Φ˙dtdx. (5.59)
Since S1 and Z are expressed in terms of xi∂j (1 ≤ i, j ≤ 3), similar to the proofs of (5.43)-(5.45)
and (5.47), we have
|
∫
ΩT
S1f˙ · MS1Φ˙dtdx|
≤ Cε2 + Cε
(
R(T )µ
∫
ST
(DtS1Φ˙)
2dS +R(T )µ−3(γ−1)
∫
ST
(∇xS1Φ˙)2dS
)
+ Cε
∫
ΩT
1∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx. (5.60)
In addition, thanks to (5.4) for the case of Sm = S0, it follows∫
ΩT
|cˆ2∆Φ˙ ·MS1Φ˙|dtdx
≤ C
∫
ΩT
R(t)µ−3(γ−1)|∆Φ˙∇xS0Φ˙|dtdx
≤ C( ∫
ΩT
R(t)µ+1−3(γ−1)(∆Φ˙)2dtdx
) 1
2
( ∫
ΩT
R(t)µ−1−3(γ−1)(∇xS0Φ˙)2dtdx
) 1
2
≤ Cε2 + Cε
( 1∑
l=0
∫
ΩT
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2dtdx
) 1
2
. (5.61)
Finally, substituting (5.60)-(5.61) into (5.59) yields (5.58), and this completes the proof of the lemma. 
Lemma 5.3 (The third order radial derivative estimates) Under the assumptions of Theorem 5.1, we
have
R(T )µ
∫
ST
(DtS
2
1Φ˙)
2dS +R(T )µ−3(γ−1)
∫
ST
(∇xS21Φ˙)2dS
+
∫
ΩT
(
R(t)µ−1−δ(DtS
2
1Φ˙)
2 +R(t)µ−1−3(γ−1)(∇xS21Φ˙)2
)
dtdx
≤ Cε2 + Cε
∫
ΩT
( 3∑
l=0
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +
2∑
l=0
R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
(∫
ΩT
R(t)µ+3−δ(∇2t,xDtΦ˙)2 +R(t)µ+3−3(γ−1)(∇2t,x∇xΦ˙)2dtdx
) 1
2
. (5.62)
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Remark 5.4 Under the assumptions of Theorem 5.1, as in the proof of Lemma 5.1, we have
R(T )µ
∫
ST
(DtSS1Φ˙)
2dS +R(T )µ−3(γ−1)
∫
ST
(∇xSS1Φ˙)2dS
+
∫
ΩT
(
R(t)µ−1−δ(DtSS1Φ˙)
2 +R(t)µ−1−3(γ−1)(∇xSS1Φ˙)2
)
dtdx
≤ Cε2 + Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
( 2∑
l=0
∫
ΩT
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2dtdx
) 1
2
. (5.63)
This, together with (5.62) and Lemma 5.1 form = 2 and Remark 2.2, yields the following estimate
∑
0≤l1+l2≤2
(
R(T )µ
∫
ST
(DtS
l1Sl21 Φ˙)
2dS +R(T )µ−3(γ−1)
∫
ST
(∇xSl1Sl21 Φ˙)2dS
)
+
∑
0≤l1+l2≤2
∫
ΩT
(
R(t)µ−1−δ(DtS
l1Sl21 Φ˙)
2 +R(t)µ−1−3(γ−1)(∇xSl1Sl21 Φ˙)2
)
dtdx
≤ Cε2 + Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx
+Cε
(∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx
) 1
2
. (5.64)
Proof of Lemma 5.3. In order to derive the third order radial derivative estimate, we need to study a
higher order boundary condition on BT . Differentiating (4.16) with respect to r and applying (5.7) yield
on BT
S31Φ˙− S21Φ˙− 2
3∑
i=1
Z2i Φ˙−
G
A
= 0, (5.65)
where
A = cˆ2 − (γ − 1)DtΦ˙− γ − 1
2R(t)2
3∑
i=1
(ZiΦ˙)
2,
G = −γ − 1
R(t)2
3∑
i=1
(ZiΦ˙)
2
(
S21Φ˙ +
3∑
i=1
Z2i Φ˙
)
− 3(γ − 1)L
R(t)
3∑
i=1
(ZiΦ˙)
2 − 2L
R(t)
3∑
i,j=1
CijZiΦ˙ZjΦ˙
− 4
R(t)2
3∑
i,j=1
ZiΦ˙ZjΦ˙ZiZjΦ˙ +
1
R(t)2
S21Φ˙
3∑
i,j=1
CijZiΦ˙ZjΦ˙− 4
R(t)2
3∑
i,j,k=1
CijkZiΦ˙ZjΦ˙ZkΦ˙.
36
For convenience, we rewrite (5.65) as follows
S31Φ˙− S21Φ˙− 2
3∑
i=1
Z2i Φ˙− χ
( r
R(t)
)G
A
= 0 on BT , (5.66)
where χ(s) is a smooth cut-off function
χ(s) =


1, for 23 ≤ s ≤ 1,
0, for 0 ≤ s ≤ 13 ,
smooth connection, for 13 ≤ s ≤ 23 .
(5.67)
On the other hand, direct computation yields
L(S21 − S1)Φ˙ = (S21 − S1)LΦ˙ + 4cˆ2∆S1Φ˙− 2cˆ2∆Φ˙. (5.68)
As in (4.2), we have∫
ΩT
L(S21 − S1)Φ˙ · M(S21 − S1)Φ˙dtdx
= −
∫
BT
R(t)µ√
1 + L2
cˆ2a(t)Dt(S
2
1 − S1)Φ˙ · ∂r(S21 − S1)Φ˙dS
+
(∫
ST
−
∫
S0
)
1
2
R(t)µa(t)
(
Dt(S
2
1 − S1)Φ˙ + cˆ2|∇x(S21 − S1)Φ˙|2
)
dS
+
∫
ΩT
{
δ
2
R(t)µ−1−δ
(
Dt(S
2
1 − S1)Φ˙
)2
+
γ
2
R(t)µ−1−3(γ−1)
(
L(5− 3γ)a(t)
−R(t)a′(t))|∇x(S21 − S1)Φ˙|2
}
dtdx.
(5.69)
Substituting (5.68) into (5.69), it follows
R(T )µ
∫
ST
(Dt(S
2
1 − S1)Φ˙)2dS +R(T )µ−3(γ−1)
∫
ST
(∇x(S21 − S1)Φ˙)2dS
+
∫
ΩT
(
R(t)µ−1−δ(Dt(S
2
1 − S1)Φ˙)2 +R(t)µ−1−3(γ−1)(∇x(S21 − S1)Φ˙)2
)
dtdx
≤ Cε2 +
∫
ΩT
(
(S21 − S1)f˙ + 4cˆ2∆S1Φ˙− 2cˆ2∆Φ˙
)
·M(S21 − S1)Φ˙dtdx
+
∫
BT
R(t)µ√
1 + L2
cˆ2a(t)Dt(S
2
1 − S1)Φ˙ · ∂r(S21 − S1)Φ˙dS. (5.70)
In view of (5.66) and divergence theorem, we have∫
BT
R(t)µ√
1 + L2
cˆ2a(t)Dt(S
2
1 − S1)Φ˙ · ∂r(S21 − S1)Φ˙dS
=
∫
ΩT
R(t)µcˆ2a(t)
3∑
i=1
∂i
[
∂i(DtS1Φ˙−DtΦ˙)
(
χ
( r
R(t)
)G
A
+ 2
3∑
i=1
Z2i Φ˙
)]
dtdx
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=
∫
ΩT
R(t)µcˆ2a(t)
[
∆(DtS1Φ˙−DtΦ˙)
(
χ
( r
R(t)
)G
A
+ 2
3∑
i=1
Z2i Φ˙
)]
dtdx
+
∫
ΩT
R(t)µcˆ2a(t)
3∑
j=1
∂j
(
DtS1Φ˙−DtΦ˙
)(
∂j
(
χ
( r
R(t)
)G
A
)
+ 2
3∑
i=1
∂jZ
2
i Φ˙
)
dtdx. (5.71)
And it follows from (5.2) that
|χ( r
R(t)
)G
A
| ≤ Cε
(
R(t)−3(γ−1)
(|S21Φ˙|+ |Z2Φ˙|)+ |ZΦ˙|
)
, (5.72)
|∇x
(
χ
( r
R(t)
)G
A
)
| ≤ Cε
(
R(t)−
3(γ−1)
2
−1
(|S21Φ˙|+ |Z2Φ˙|)+R(t)−3(γ−1)(|∇xS21Φ˙|+ |∇xZ2Φ˙|)
+
∑
0≤l≤1
R(t)l−1|∇lxZΦ˙|+ |∇xS0Φ˙|
)
. (5.73)
Combining (5.71)-(5.73), it follows∣∣∣∣
∫
BT
R(t)µ√
1 + L2
cˆ2a(t)Dt(S
2
1 − S1)Φ˙ · ∂r(S21 − S1)Φ˙dS
∣∣∣∣
≤ Cε2 + Cε
∫
ΩT
( 3∑
l=0
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +
2∑
l=0
R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx.
(5.74)
Then as in (5.61), thanks to (5.63) and (5.8) in the case of S2 = ZS0, it follows∫
ΩT
(|cˆ2∆S1Φ˙|+ |cˆ2∆Φ˙|) · |M(S21 + S1)Φ˙|dtdx
≤ Cε2 + Cε
(∫
ΩT
R(t)µ+3−δ(∇2t,xDtΦ˙)2 +R(t)µ+3−3(γ−1)(∇2t,x∇xΦ˙)2dtdx
) 1
2
. (5.75)
Next we deal with
∫
ΩT
(S21 − S1)f˙ ·M(S21 − S1)Φ˙dtdx. Similar to (5.12), we have
(S21 − S1)f˙ = I1 + I2 + I3, (5.76)
where
I1 =
3∑
i=1
f˜0i∂iDt(S
2
1 − S1)Φ˙ +
∑
1≤i 6=j≤3
f˜ij∂
2
ij(S
2
1 − S1)Φ˙ +
3∑
i=1
f˜ii∂
2
i (S
2
1 − S1)Φ˙,
I2 =
3∑
i=1
f˜0i[(S
2
1 − S1), ∂iDt]Φ˙ +
∑
0≤i 6=j≤3
f˜ij[(S
2
1 − S1), ∂2ij ]Φ˙ +
3∑
i=1
f˜ii[(S
2
1 − S1), ∂2i ]Φ˙,
I3 =
∑
1≤l≤2
Cl1
{ ∑
l1+l2=l,l1≥1
C˜l1l2
( 3∑
i=1
(Sl11 f˜0i)S
l2
1 (∂iDtΦ˙) +
∑
1≤i,j≤3
(Sl11 f˜ij)S
l2
1 (∂
2
ijΦ˙)
)}
+ (S21 − S1)f˜0.
Similar to (5.14), one has
I1 · M(S21 − S1)Φ˙
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= Dt
(
− 1
2
a(t)R(t)µ
3∑
i,j=1
(
f˜ij∂i(S
2
1 − S1)Φ˙∂j(S21 − S1)Φ˙
))
+
3∑
i=1
∂i
(
1
2
a(t)R(t)µf˜0i(Dt(S
2
1 − S1)Φ˙)2 + a(t)R(t)µDt(S21 − S1)Φ˙
3∑
j=1
f˜ij∂j(S
2
1 − S1)Φ˙
)
− 1
2
a(t)R(t)µ(Dt(S
2
1 − S1)Φ˙)2
3∑
i=1
∂if0i − a(t)LR(t)µ−1
3∑
i,j=1
(
f˜ij∂i(S
2
1 − S1)Φ˙∂j(S21 − S1)Φ˙
)
− a(t)R(t)µDt(S21 − S1)Φ˙
3∑
i,j=1
(
∂if˜ij∂j(S
2
1 − S1)Φ˙
)
+
1
2
3∑
i,j=1
(
Dt(a(t)R(t)
µf˜ij)∂i(S
2
1 − S1)Φ˙∂j(S21 − S1)Φ˙
)
. (5.77)
On the other hand, by the expressions of f˜ij, f˜0i and (5.7), direct observation yields on BT
3∑
i=1
xi ·
(
1
2
a(t)R(t)µf˜0i(Dt(S
2
1 − S1)Φ˙)2 + a(t)R(t)µDt(S21 − S1)Φ˙
3∑
j=1
f˜ij∂j(S
2
1 − S1)Φ˙
)
= −a(t)R(t)µ(Dt(S21 − S1)Φ˙)2
3∑
i=1
(
xi∂iΦ˙
)− a(t)R(t)µDt(S21 − S1)Φ˙ 3∑
i,j=1
(
xi∂iΦ˙∂jΦ˙
)
− (γ − 1)a(t)R(t)µDt(S21 − S1)Φ˙
(
DtΦ˙ +
1
2
3∑
k=1
(∂kΦ˙)
2
) 3∑
i=1
xi∂i(S
2
1 − S1)Φ˙
= −(γ − 1)a(t)R(t)µ+1(DtΦ˙ + 1
2
3∑
k=1
(∂kΦ˙)
2
)
∂r(DtS1 −Dt)Φ˙ ·
(
χ
( r
R(t)
)G
A
+ 2
3∑
i=1
Z2i Φ˙
)
.
(5.78)
Similar to (5.71)-(5.74), we obtain∣∣∣∣
∫
BT
3∑
i=1
xi ·
(
1
2
a(t)R(t)µf˜0i(Dt(S
2
1 − S1)Φ˙)2 + a(t)R(t)µDt(S21 − S1)Φ˙
3∑
j=1
f˜ij∂j(S
2
1 − S1)Φ˙
)
dS
∣∣∣∣
≤ Cε2 + Cε
∫
ΩT
( 3∑
l=0
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +
2∑
l=0
R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx.
(5.79)
Thus, as in (5.44), it follows
|
∫
ΩT
I1 · M(S21 − S1)Φ˙dtdx|
≤ Cε2 + Cε
(
R(T )µ
∫
ST
(Dt(S
2
1 − S1)Φ˙)2dS +R(T )µ−3(γ−1)
∫
ST
(∇x(S21 − S1)Φ˙)2dS
+
∫
ΩT
( 3∑
l=0
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +
2∑
l=0
R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
)
. (5.80)
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Then, similar to (5.45) and (5.51), it follows∫
ΩT
(|I2|+ |I3|) · |M(S21 − S1)Φ˙|dtdx
≤ Cε2 + Cε
2∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx. (5.81)
Substituting (5.74)-(5.76) and (5.80)-(5.81) into (5.70), we complete the proof of Lemma 5.3. 
Remark 5.5 Under the assumptions of Theorem 5.1, as the estimation in the proof of Lemma 5.2, we
have
R(T )µ
∫
ST
(DtS
2S1Φ˙)
2dS +R(T )µ−3(γ−1)
∫
ST
(∇xS2S1Φ˙)2dS
+
∫
ΩT
(
R(t)µ−1−δ(DtS
2S1Φ˙)
2 +R(t)µ−1−3(γ−1)(∇xS2S1Φ˙)2
)
dtdx
≤ Cε2 + Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx
+Cε
(∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx
) 1
2
. (5.82)
Next, we will give the estimates on ∇4t,xΦ˙ in Lemma 5.4-Lemma 5.6.
Lemma 5.4 (Estimate on DtSS
2
1Φ˙ and ∇xSS21Φ˙) Under the assumptions of Theorem 5.1, we have
R(T )µ
∫
ST
(DtSS
2
1Φ˙)
2dS +R(T )µ−3(γ−1)
∫
ST
(∇xSS21Φ˙)2dS
+
∫
ΩT
(
R(t)µ−1−δ(DtSS
2
1Φ˙)
2 +R(t)µ−1−3(γ−1)(∇xSS21Φ˙)2
)
dtdx
≤ Cε2 + Cε
2∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx
+Cε
( 2∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx
) 1
2
. (5.83)
Proof. Applying S to (5.66) yields
S1(SS
2
1Φ˙− SS1Φ˙)− 2
3∑
i=1
SZ2i Φ˙− χ
( r
R(t)
)
S
(G
A
)
= 0 on BT . (5.84)
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In addition, direct computation yields
LZ(S21 − S1)Φ˙ = Z(S21 − S1)LΦ˙ + 4cˆ2∆ZS1Φ˙− 2cˆ2∆ZΦ˙, (5.85)
and
LS0(S21 − S1)Φ˙ = S0(S21 − S1)LΦ˙− 2L(S21 − S1)LΦ˙ + S0
(
4cˆ2∆S1Φ˙− 2cˆ2∆Φ˙
)
−8Lcˆ2∆S1Φ˙ + 4Lcˆ2∆Φ˙ + 3(γ − 1)cˆ2∆(S21 − S1)Φ˙. (5.86)
Similar to (5.69), we obtain∫
ΩT
LS(S21 − S1)Φ˙ · MS(S21 − S1)Φ˙dtdx
= −
∫
BT
R(t)µ√
1 + L2
cˆ2a(t)DtS(S
2
1 − S1)Φ˙ · ∂rS(S21 − S1)Φ˙dS
+
(∫
ST
−
∫
S0
)
1
2
R(t)µa(t)
(
DtS(S
2
1 − S1)Φ˙ + cˆ2|∇xS(S21 − S1)Φ˙|2
)
dS
+
∫
ΩT
{
δ
2
R(t)µ−1−δ
(
DtS(S
2
1 − S1)Φ˙
)2
+
γ
2
R(t)µ−1−3(γ−1)
(
L(5− 3γ)a(t)
−R(t)a′(t))|∇xS(S21 − S1)Φ˙|2
}
dtdx. (5.87)
As in (5.71), we have∫
BT
R(t)µ√
1 + L2
cˆ2a(t)DtS(S
2
1 − S1)Φ˙ · ∂rS(S21 − S1)Φ˙dS
=
∫
ΩT
R(t)µcˆ2a(t)
[
∆(DtSS1Φ˙−DtSΦ˙)
(
χ
( r
R(t)
)
S
(G
A
)
+ 2
3∑
i=1
SZ2i Φ˙
)]
dtdx
+
∫
ΩT
R(t)µcˆ2a(t)
3∑
j=1
∂j
(
DtSS1Φ˙−DtSΦ˙
)(
∂j
(
χ
( r
R(t)
)
S
G
A
)
+ 2
3∑
i=1
∂jSZ
2
i Φ˙
)
dtdx. (5.88)
Note that, for C1-smooth functions f and g,∫
ΩT
(xi∂jf − xj∂if)gdtdx =
∫
ΩT
(
∂j(xifg)− ∂i(xjfg)
)
− f(xi∂jg − xj∂ig)dtdx
= −
∫
ΩT
f(xi∂jg − xj∂ig)dtdx.
Then ∫
ΩT
Zf · gdtdx = −
∫
ΩT
f · Zgdtdx. (5.89)
Hence, if we choose S = Z , then it follows from (5.88) that
∫
ΩT
R(t)µcˆ2a(t)
[
∆(DtZS1Φ˙− ZDtΦ˙)
(
χ
( r
R(t)
)
Z
(G
A
)
+ 2
3∑
i=1
ZZ2i Φ˙
)]
dtdx
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= −
∫
ΩT
R(t)µcˆ2a(t)
[
∆(DtS1Φ˙−DtΦ˙)
(
χ
( r
R(t)
)
Z2
(G
A
)
+ 2
3∑
i=1
Z2Z2i Φ˙
)]
dtdx. (5.90)
In addition, it follows from (5.2) that
∣∣χ( r
R(t)
)
Z
(G
A
)∣∣ ≤ Cε(R(t)− 3(γ−1)2 |S21Φ˙|+R(t)−3(γ−1)(|ZS21Φ˙|+ |Z3Φ˙|) + |ZΦ˙|+ |Z2Φ˙|
)
,
(5.91)
∣∣χ( r
R(t)
)
Z2
(G
A
)∣∣ ≤ Cε(|S21Φ˙|+ 4∑
l=1
|Z lΦ˙|+R(t)− 3(γ−1)2 |ZS21Φ˙|+R(t)−3(γ−1)|Z2S21Φ˙|
+R(t)|DtZ2Φ˙|
)
+R(t)3(γ−1)−1|Z2Φ˙|2. (5.92)
Combining (5.88) and (5.90)-(5.92), we have that from (5.88)
|
∫
BT
R(t)µ√
1 + L2
cˆ2a(t)DtZ(S
2
1 − S1)Φ˙ · ∂rZ(S21 − S1)Φ˙dS|
≤ Cε
2∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx
+
∫
ΩT
R(t)µ−1|Z2Φ˙|2 · |∆(DtS1Φ˙−DtΦ˙)|dtdx. (5.93)
By Ho¨lder inequality and Lemma 2.4, we have
|R(t)µ−1(Z2Φ˙)2∆(DtS1Φ˙−DtΦ˙)|L1(ΩT )
≤ C|R(t)µ−1(∇xZΦ˙)2
3∑
l=2
(
(R(t)∇x)lDtΦ˙
)|L1(ΩT )
≤ C|R(t) 2µ+5−3γ−δ4 ∇xZΦ˙|2L4(ΩT )|R(t)
µ−1−δ
2
3∑
l=2
(
(R(t)∇x)lDtΦ˙
)|L2(ΩT )
≤ Cε
2∑
l=0
(
|R(t)µ−1−δ+2l2 ∇lt,xDtΦ˙|L2 + |R(t)
µ−1−3(γ−1)+2l
2 ∇lt,x∇xΦ˙|L2
)
|R(t)µ−1−δ2
3∑
l=2
(
(R(t)∇x)lDtΦ˙
)|L2
(Applying Lemma 2.4 (iii) for Φ˙)
≤ Cε
( 3∑
l=0
|R(t)µ−1−δ+2l2 ∇lt,xDtΦ˙|2L2 +
2∑
l=0
|R(t)µ−1−3(γ−1)+2l2 ∇lt,x∇xΦ˙|2L2
)
,
that gives∫
ΩT
R(t)µ−1|Z2Φ˙|2 · |∆(DtS1Φ˙−DtΦ˙)|dtdx
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≤ Cε
∫
ΩT
( 3∑
l=0
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +
2∑
l=0
R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx. (5.94)
Substituting (5.94) into (5.93) yields
|
∫
BT
R(t)µ√
1 + L2
cˆ2a(t)DtS(S
2
1 − S1)Φ˙ · ∂rS(S21 − S1)Φ˙dS|
≤ Cε
2∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.95)
Substituting (5.85) and (5.95) into (5.87), it follows
R(T )µ
∫
ST
(DtZ(S
2
1 − S1)Φ˙)2dS +R(T )µ−3(γ−1)
∫
ST
(∇xZ(S21 − S1)Φ˙)2dS
+
∫
ΩT
(
R(t)µ−1−δ(DtZ(S
2
1 − S1)Φ˙)2 +R(t)µ−1−3(γ−1)(∇xZ(S21 − S1)Φ˙)2
)
dtdx
≤ Cε2 +
∫
ΩT
(
Z(S21 − S1)LΦ˙ + 4cˆ2∆ZS1Φ˙− 2cˆ2∆ZΦ˙
)
· MZ(S21 − S1)Φ˙dtdx
+Cε
2∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.96)
Similar to (5.75), we have∫
ΩT
(|cˆ2∆ZS1Φ˙|+ |cˆ2∆Φ˙|) · |MZ(S21 − S1)Φ˙|dtdx
≤ Cε2 + Cε
(∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx
) 1
2
.(5.97)
As (5.80)-(5.81) and (5.95), we have
|
∫
ΩT
Z(S21 − S1)LΦ˙ · MZ(S21 − S1)Φ˙dtdx|
≤ Cε2 + Cε
(
R(T )µ
∫
ST
(DtZ(S
2
1 − S1)Φ˙)2dS +R(T )µ−3(γ−1)
∫
ST
(∇xZ(S21 − S1)Φ˙)2dS
+
∫
ΩT
( 2∑
l=0
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +
2∑
l=0
R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
)
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx
+Cε
(∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx
) 1
2
. (5.98)
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Thus, together with (5.96)-(5.98), this yields Lemma 5.4 for the case S = Z .
Next, we deal with the case of S = S0. From (5.13), we have∫
ΩT
Dtf · gdtdx =
∫
ΩT
Dt(fg)− fDtgdtdx =
(∫
ST
−
∫
S0
)
fgdS −
∫
ΩT
(
3L
R(t)
fg + fDtg
)
dtdx.
(5.99)
If we choose S = S0, then it follows from (5.88) and [S0, R(t)
2∆] = 0 that
∫
ΩT
R(t)µcˆ2a(t)
[
∆(DtS0S1Φ˙−DtS0Φ˙)
(
χ
( r
R(t)
)
S0
(G
A
)
+ 2
3∑
i=1
S0Z
2
i Φ˙
)]
dtdx
=
∫
ΩT
Dt
(
R(t)2∆(S0S1Φ˙− S0Φ˙)
)
· R(t)µ−2cˆ2a(t)
(
χ
( r
R(t)
)
S0
(G
A
)
+ 2
3∑
i=1
S0Z
2
i Φ˙
)
dtdx
=
(∫
ST
−
∫
S0
)
R(t)µcˆ2a(t)∆(S0S1Φ˙− S0Φ˙)
(
χ
( r
R(t)
)
S0
(G
A
)
+ 2
3∑
i=1
S0Z
2
i Φ˙
)
dS
−
∫
ΩT
(
R(t)2∆(S0S1Φ˙− S0Φ˙)
)
·Dt
(
R(t)µ−2cˆ2a(t)
(
χ
( r
R(t)
)
S0
(G
A
)
+ 2
3∑
i=1
S0Z
2
i Φ˙
))
dtdx
−
∫
ΩT
3LR(t)µcˆ2a(t)∆(S0S1Φ˙− S0Φ˙)
(
χ
( r
R(t)
)
S0
(G
A
)
+ 2
3∑
i=1
S0Z
2
i Φ˙
)
dtdx. (5.100)
And it follows from (5.2) that
|χ( r
R(t)
)
S0
(G
A
)| ≤ Cε(R(t)−3(γ−1) 1∑
l=0
(|Sl0S21Φ˙|+ |Sl0Z2Φ˙|) +
1∑
l=0
(|Sl0ZΦ˙|)
)
, (5.101)
|χ( r
R(t)
)
S20
(G
A
)| ≤ Cε(R(t)−3(γ−1) 2∑
l=0
(|Sl0S21Φ˙|+ |Sl0Z2Φ˙|) +
2∑
l=0
|Sl0ZΦ˙|+R(t)|S20DtΦ˙|
)
.
(5.102)
Thus, combining (5.88) and (5.100)-(5.102), we have
|
∫
BT
R(t)µ√
1 + L2
cˆ2a(t)DtS0(S
2
1 − S1)Φ˙ · ∂rS0(S21 − S1)Φ˙dS|
≤ Cε
2∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx. (5.103)
Substituting (5.86) and (5.103) into (5.87) yields
R(T )µ
∫
ST
(DtS0(S
2
1 − S1)Φ˙)2dS +R(T )µ−3(γ−1)
∫
ST
(∇xS0(S21 − S1)Φ˙)2dS
+
∫
ΩT
(
R(t)µ−1−δ(DtS0(S
2
1 − S1)Φ˙)2 +R(t)µ−1−3(γ−1)(∇xS0(S21 − S1)Φ˙)2
)
dtdx
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≤ Cε2 + Cε
2∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+ Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx
+
∫
ΩT
(
S0(S
2
1 − S1)LΦ˙− 2L(S21 − S1)LΦ˙ + S0
(
4cˆ2∆S1Φ˙− 2cˆ2∆Φ˙
)
− 8Lcˆ2∆S1Φ˙ + 4Lcˆ2∆Φ˙ + 3(γ − 1)cˆ2∆(S21 − S1)Φ˙
)
·MS0(S21 − S1)Φ˙dtdx. (5.104)
Similar to (5.75), it follows∫
ΩT
(
|S0(cˆ2∆S1Φ˙)|+ |S0(cˆ2∆Φ˙)|+ |cˆ2∆S1Φ˙|+ |cˆ2∆Φ˙|+ |cˆ2∆(S21 − S1)Φ˙|
)
· |MS0(S21 − S1)Φ˙|dtdx
≤ Cε2 + Cε
( 2∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx
) 1
2
. (5.105)
As (5.80)-(5.81) and (5.95), we have
|
∫
ΩT
(|S0(S21 − S1)LΦ˙|+ |(S21 − S1)LΦ˙|)LΦ˙ · MS0(S21 − S1)Φ˙dtdx|
≤ Cε2 + Cε
(
R(T )µ
∫
ST
(DtZ(S
2
1 − S1)Φ˙)2dS +R(T )µ−3(γ−1)
∫
ST
(∇xZ(S21 − S1)Φ˙)2dS
+
∫
ΩT
( 2∑
l=0
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +
2∑
l=0
R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
)
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx
+Cε
(∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx
) 1
2
. (5.106)
Together with (5.104)-(5.106), Lemma 5.4 is proved for the case of S = S0 and it then completes the
proof of the lemma. 
Lemma 5.5 (The fourth order radial derivative estimates) Under the assumptions of Theorem 5.1,
we have
R(T )µ−δ
∫
ST
(DtS
3
1Φ˙)
2dS +R(T )µ−3(γ−1)−δ
∫
ST
(∇xS31Φ˙)2dS
+
∫
ΩT
(
R(t)µ−1−δ(DtS
3
1Φ˙)
2 +R(t)µ−1−3(γ−1)−δ(∇xS31Φ˙)2
)
dtdx
≤ Cε2 + Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
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+Cε
∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
( 2∑
l=0
∫
ΩT
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx
) 1
2
. (5.107)
Remark 5.6 Together with Lemma 5.1-5.5 and Remark 5.3-5.5, we obtain
∑
0≤l1+l2≤2
(
R(T )µ
∫
ST
(DtS
l1Sl21 Φ˙)
2dS +R(T )µ−3(γ−1)
∫
ST
(∇xSl1Sl21 Φ˙)2dS
)
+
∑
l1+l2=3,l1≥1
(
R(T )µ
∫
ST
(DtS
l1Sl21 Φ˙)
2dS +R(T )µ−3(γ−1)
∫
ST
(∇xSl1Sl21 Φ˙)2dS
)
+R(T )µ−δ
∫
ST
(DtS
3
1Φ˙)
2dS +R(T )µ−3(γ−1)−δ
∫
ST
(∇xS31Φ˙)2dS
+
∑
0≤l1+l2≤2
∫
ΩT
(
R(t)µ−1−δ(DtS
l1Sl21 Φ˙)
2 +R(t)µ−1−3(γ−1)(∇xSl1Sl21 Φ˙)2
)
dtdx
+
∑
l1+l2=3,l1≥1
∫
ΩT
(
R(t)µ−1−δ(DtS
l1Sl21 Φ˙)
2 +R(t)µ−1−3(γ−1)(∇xSl1Sl21 Φ˙)2
)
dtdx
+
∫
ΩT
(
R(t)µ−1−δ(DtS
3
1Φ˙)
2 +R(t)µ−1−3(γ−1)−δ(∇xS31Φ˙)2
)
dtdx
≤ Cε2 + Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
(∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+
∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx
) 1
2
. (5.108)
Proof of Lemma 5.5. Set
N1 = S
3
1 − S21 − 2
3∑
i=1
Z2i Φ˙, (5.109)
N2 = χ
( r
R(t)
) 1
A
(
− γ − 1
R(t)2
3∑
i=1
(ZiΦ˙)
2
(
S21 +
3∑
i=1
Z2i
)
− 3(γ − 1)L
R(t)
3∑
i=1
ZiΦ˙Zi − 2L
R(t)
3∑
i,j=1
CijZiΦ˙Zj
− 4
R(t)2
3∑
i,j=1
ZiΦ˙ZjΦ˙ZiZj +
1
R(t)2
3∑
i,j=1
CijZiΦ˙ZjΦ˙S
2
1 −
4
R(t)2
3∑
i,j,k=1
CijkZiΦ˙ZjΦ˙Zk
)
.
(5.110)
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Then it follows from (5.66) that on BT
N Φ˙ ≡ (N1 −N2)Φ˙ = 0. (5.111)
On the other hand,
LN Φ˙ = NLΦ˙ + [L, N1]Φ˙− [L, N2]Φ˙, (5.112)
where
[L, N1]Φ˙ = −6cˆ2∆S21Φ˙ + 8cˆ2∆S1Φ˙− 4cˆ2∆Φ˙, (5.113)
and
|[L, N2]Φ˙| ≤ Cεχ
( r
R(t)
)(
R(t)−3(γ−1)−2
∑
0≤l≤1
(|Sl0S21Φ˙|+ |Sl0Z2Φ˙|) +R(t)−2 ∑
0≤l≤2
|Sl0ZΦ˙|
+R(t)−3(γ−1)+δ−2
∑
0≤l≤1
R(t)l
(|∇lxS21Φ˙|+ |∇lxZ2Φ˙|)+R(t)−1|S20DtΦ˙|
+R(t)−
3(γ−1)
2
+ δ
2
−2
∑
1≤l≤2
R(t)l|∇lxZΦ˙|+R(t)−3(γ−1)+1|∇2xDtΦ˙|
)
. (5.114)
Note that the term R(t)−1S20DtΦ˙ is on the right hand side of (5.114). Thus, we can not choose the
multiplier MN Φ˙ as in Theorem 4.1 to derive the energy estimate of N Φ˙ from (5.112). Otherwise, we
can not control the term
∫
ΩT
R(t)µ−1S20DtΦ˙ ·DtN1Φ˙dtdx in
∫
ΩT
[L, N2]Φ˙ · MN Φ˙dtdx.
Instead, we will use a new multiplier M˜N Φ˙ = R(t)µ−δDtN Φ˙. It follows that∫
ΩT
LN Φ˙ · M˜N Φ˙dtdx
=
(∫
ST
−
∫
S0
)
1
2
R(t)µ−δ
(
(DtN Φ˙)
2 + cˆ2|∇xN Φ˙|2
)
dS
+
∫
ΩT
{
δ
2
R(t)µ−1−δ
(
DtN Φ˙
)2
+
γ
2
R(t)µ−1−3(γ−1)−δL(5− 3γ)|∇xN Φ˙|2
}
dtdx. (5.115)
This yields
R(T )µ−δ
∫
ST
(DtN Φ˙)
2dS +R(T )µ−3(γ−1)−δ
∫
ST
|∇xN Φ˙|2dS
+
∫
ΩT
(
R(t)µ−1−δ(DtN Φ˙)
2 +R(t)µ−1−3(γ−1)−δ |∇xN Φ˙|2
)
dtdx
≤ Cε2 +C
∫
ΩT
(
NLΦ˙ + [L, N1]Φ˙− [L, N2]Φ˙
)
· M˜N Φ˙dtdx. (5.116)
It follows from (5.101) and (5.114) that∫
ΩT
|[L, N2]Φ˙| · |M˜N Φ˙|dtdx
≤ Cε2 + Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
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+Cε
∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx, (5.117)
where we have used ∫
ΩT
R(t)µ−3−δ(χ
( r
R(t)
)
ZΦ˙)2dtdx ≤ Cε2, (5.118)
because |ZΦ˙| ≤ CεR(t)1−3(γ−1) holds for r > 13R(t).
Thus, by (5.83) and (5.101), we have∫
ΩT
|[L, N1]Φ˙| · |M˜N Φ˙|dtdx
≤
∫
ΩT
|[L, N1]Φ˙| · R(t)µ−δ
(|DtS31Φ˙|+ |DtS21Φ˙|+ 3∑
i=1
|DtZ2i Φ˙|+ |DtN2Φ˙|
)
dtdx
≤ Cε2 + Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
(∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx
) 1
2
. (5.119)
Next, for
∫
ΩT
NLΦ˙ · M˜N Φ˙dtdx, direct computation yields
NLΦ˙ = M1 +M2, (5.120)
where
M1 =
3∑
i=1
f˜0i∂iDtN Φ˙ +
3∑
i,j=1
f˜ij∂ijN Φ˙,
M2 =
3∑
i=1
[f˜0i∂iDt, N ]Φ˙ +
3∑
i,j=1
[f˜ij∂ij , N ]Φ˙.
Then similar to (5.16), we have
|
∫
ΩT
M1 · M˜N Φ˙dtdx|
≤ Cε2 + Cε
(
R(T )µ−δ
∫
ST
(DtN Φ˙)
2dS +R(T )µ−3(γ−1)−δ
∫
ST
(∇xN Φ˙)2dS
+
∫
ΩT
(
R(t)µ−1−δ(DtN Φ˙)
2 +R(t)µ−1−3(γ−1)−δ(∇xN Φ˙)2dtdx
)
. (5.121)
Moreover, by the expression of N and Lemma 5.1-5.4, Remark 5.2-5.3, we have
|
∫
ΩT
M1 · M˜N Φ˙dtdx|
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≤ Cε2 + Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx. (5.122)
Then as for (5.18)-(5.19), (5.30), (5.45)-(5.47), (5.51)-(5.52) and (5.57), we obtain
|
∫
ΩT
M2 · M˜N Φ˙dtdx|
≤ Cε2 + Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx. (5.123)
Finally, substituting (5.117), (5.119) and (5.122)-(5.123) into (5.116) completes the proof of the lemma.

As shown in Remark 5.6, the operators S1 and Z are used in the energy estimates. However, R(t)∂i
(1 ≤ i ≤ 3) are equivalent to S1 and Z only when r > 13R(t). Hence, we still need to obtain estimates
for r ≤ 13R(t). For this purpose, set ν(s) = 1− χ(s) supported in [0, 23 ], with χ(s) defined in (5.67).
Lemma 5.6 (Estimates near r = 0) Under the assumptions of Theorem 5.1, we have∫
ST
(
R(T )µν
( r
R(t)
)(
Dt(R(t)∇x)kΦ˙
)2
+R(T )µ−3(γ−1)ν
( r
R(t)
)(∇x(R(t)∇x)kΦ˙)2
)
dS
+
∫
ΩT
(
R(t)µ−1−δν
( r
R(t)
)(
Dt(R(t)∇x)kΦ˙
)2
+R(t)µ−1−3(γ−1)+2kν
( r
R(t)
)(∇x(R(t)∇x)kΦ˙)2
)
dtdx
≤ Cε2 + Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+ Cε
∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx, (5.124)
and∫
ST
(
R(T )µ−δν
( r
R(t)
)(
Dt(R(t)∇x)3Φ˙
)2
+R(T )µ−δ−3(γ−1)ν
( r
R(t)
)(∇x(R(t)∇x)3Φ˙)2
)
dS
+
∫
ΩT
(
R(t)µ−1−δν
( r
R(t)
)(
Dt(R(t)∇x)3Φ˙
)2
+R(t)µ−δ−1−3(γ−1)ν
( r
R(t)
)(∇x(R(t)∇x)3Φ˙)2
)
dtdx
≤ Cε2 + Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+ Cε
∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx. (5.125)
Proof. By direct computation, we have(
R(t)∂i
)L = L(R(t)∂i). (5.126)
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This, together with Theorem 4.1, yields for 0 ≤ k ≤ 2,∫
ST
(
R(T )µν
( r
R(t)
)(
Dt(R(t)∇x)kΦ˙
)2
+R(T )µ−3(γ−1)ν
( r
R(t)
)(∇x(R(t)∇x)kΦ˙)2
)
dS
+
∫
ΩT
(
R(t)µ−1−δν
( r
R(t)
)(
Dt(R(t)∇x)kΦ˙
)2
+R(t)µ−1−3(γ−1)+2kν
( r
R(t)
)(∇x(R(t)∇x)kΦ˙)2
)
dtdx
≤ C
(∫
ΩT
R(t)µ−1−3(γ−1)|ν ′( r
R(t)
)|(∇x(R(t)∇)kΦ˙)2dtdx
) 1
2
×
(∫
ΩT
R(t)µ−1−δ|ν ′( r
R(t)
)|(Dt(R(t)∇)kΦ˙)2dtdx
) 1
2
+ Cε2 +
∫
ΩT
L(R(t)∇)kΦ˙ · ν( r
R(t)
)M(R(t)∇)kΦ˙dtdx. (5.127)
Note that the function ν ′
( r
R(t)
)
has a compact support away from r = 0 so that the first term on the
right hand side of (5.127) can be estimated as in Remark 5.6.
On the other hand, by a similar argument for
∫
ΩT
LZkΦ˙ · MZkΦ˙dtdx in (5.43), we can obtain
|
∫
ΩT
L(R(t)∇)kΦ˙ · ν( r
R(t)
)M(R(t)∇)kΦ˙dtdx|
≤ Cε2 + Cε
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+Cε
∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx. (5.128)
Then (5.124) follows from (5.127)-(5.128) and Remark 5.6. In addition, similar to (5.124), we obtain
(5.125). And this completes the proof of the lemma. .
Based on Lemma 5.1-Lemma 5.6 and Remark 5.1-Remark 5.6, we are ready to prove Theorem 5.1.
Proof of Theorem 5.1. By Remark 5.6 and Lemma 5.6, for sufficiently small ε > 0, we have
2∑
k=0
∫
ST
(
R(T )µ+2k(∇kt,xDtΦ˙)2 +R(T )µ−3(γ−1)+2k(∇kt,x∇xΦ˙)2
)
dS
+
∫
ST
(
R(T )µ+6−δ(∇3t,xDtΦ˙)2 +R(T )µ−3(γ−1)+6−δ(∇kt,x∇xΦ˙)2
)
dS
+
2∑
k=0
∫
ΩT
(
R(t)µ−1−δ+2k(∇kt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2k(∇kt,x∇xΦ˙)2
)
dtdx
+
∫
ΩT
(
R(t)µ+5−δ(∇3t,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇3t,x∇xΦ˙)2
)
dtdx
≤ Cε2 + Cε
(∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+
∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx
) 1
2
. (5.129)
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If
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+
∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx
≤ Cε2, (5.130)
then (5.2) and (5.3) can be derived directly.
If
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+
∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx
≥ Cε2, (5.131)
then it follows from (5.129) that
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+
∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx
≤ Cε
(∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+
∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx
) 1
2
, (5.132)
which implies
∫
ΩT
2∑
l=0
(
R(t)µ−1−δ+2l(∇lt,xDtΦ˙)2 +R(t)µ−1−3(γ−1)+2l(∇lt,x∇xΦ˙)2
)
dtdx
+
∫
ΩT
(
R(t)µ+5−δ(∇lt,xDtΦ˙)2 +R(t)µ+5−3(γ−1)−δ(∇lt,x∇xΦ˙)2
)
dtdx
≤ Cε2.
Substituting this into (5.129) derives (5.2) and (5.3), and then it completes the proof of Theorem 5.1. 
6 Proofs of Theorem 1.1 and 1.2.
To complete the proof of Theorem 1.2, as in [14], the following estimate is needed.
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Lemma 6.1. For 1 ≤ t ≤ T0 and k0 ≥ 4, we have that for a smooth function ϕ(t, x) ∈ Hk0(ΩT )∑
0≤l≤k0−4
|tl∇l+1ϕ(t, x)|2 ≤ C0t−3
∫
ST
∑
0≤l≤k0−1
|tl∇l+1ϕ(t, x)|2dx. (6.1)
Proof. For any t1 ∈ [1, T0], set
(t′, x′) =
1
t1
(t, x).
Then
∇kt,xϕ =
1
tk1
∇kt′,x′ϕ, ∀ k ∈ N. (6.2)
Define D∗ = {(t′, x′) : t′ = 1, |x′| ≤ L}. Then by the Sobolev imbedding theorem and by noting that
D∗ satisfies the uniform interior cone condition,
|∇t′,x′ϕ|2(1, x′)| ≤ C
∫
D∗
∑
0≤l≤3
|∇l+1t′,x′ϕ|2(1, x′)dx′.
In view of (6.2), one has
|∇t,xϕ|2(t1, x) = 1
t21
|∇t′,x′ϕ|2(1, x′)
≤C
t21
∫
D∗
∑
0≤l≤3
|∇l+1t′,x′ϕ|2(1, x′)dx′
=
C
t21
∫
ST
∑
0≤l≤3
|tl+11 ∇l+1t,x ϕ|2(t1, x)
1
t31
dx
=
C
t31
∫
ST
∑
0≤l≤3
|tl1∇l+1t,x ϕ|2(t1, x)dx.
This yields (6.1) for l = 0. The cases of 1 ≤ l ≤ k0−4 can be estimated similarly and this completes
the proof of the lemma. 
We now first prove Theorem 1.2 as follows.
Proof of Theorem 1.2. It follows from Lemma 6.1 that, for 0 ≤ t ≤ T ,

∑
0≤l≤1
|R(t)l∇l+1x Φ˙|2 ≤ CR(t)−3
∫
St
∑
0≤l≤3
|R(t)l∇l+1x Φ˙|2dS,
|R(t)D2t Φ˙|2 ≤ CR(t)−3
∫
St
∑
0≤l≤3
|R(t)1+l∇lxD2t Φ˙|2dS,
∑
0≤l≤1
|R(t)l∇lxDtΦ˙|2 ≤ CR(t)−3
∫
St
∑
0≤l≤3
|R(t)l∇lxDtΦ˙|2dS.
(6.3)
On the other hand, (5.2) gives

∫
St
∑
0≤l≤2
|R(t)l∇l+1x Φ˙|2dS ≤ Cε2R(t)−µ+3(γ−1),
∫
St
∑
0≤l≤2
|R(t)l∇lxDtΦ˙|2dS ≤ Cε2R(t)−µ,
(6.4)
52
and 

∫
St
∑
0≤l≤2
|R(t)1+l∇l+2x Φ˙|2dS ≤ Cε2R(t)−µ+3(γ−1)+δ ,
∫
St
∑
0≤l≤2
|R(t)1+l∇1+lx DtΦ˙|2dS ≤ Cε2R(t)−µ+δ,
∫
St
∑
0≤l≤3
|R(t)1+l∇lxD2t Φ˙|2dS ≤ Cε2R(t)−µ+δ.
(6.5)
Hence, we obtain

|∇xΦ˙| ≤ CεR(t)−3(γ−1)+
δ
2 , |R(t)l−1DltΦ˙| ≤ CεR(t)−3(γ−1), (l = 1, 2)
|R(t)∇xDtΦ˙| ≤ CεR(t)−3(γ−1)+
δ
2 , |R(t)∇2xΦ˙| ≤ CεR(t)−
3(γ−1)−δ
2 .
(6.6)
On the other hand, by the stream line equation
dxi(t)
dt
=
Lxi
R(t)
, xi(0) = x
0
i , (i = 1, 2, 3), (6.7)
we have
xi(t) = x
0
iR(t) (i = 1, 2, 3), (6.8)
where (x01, x
0
2, x
0
3) is the initial point. Then integrating along the stream line, we have for 1 < γ <
4
3
that
|R(t)∇xΦ˙(t, x(t))| ≤ |∇xΦ˙(0, x(0))| +
∫ t
0
|Dt(R(t)∇xΦ˙)|dt ≤ Cε
(
1 +R(t)1−3(γ−1)+
δ
2
)
,
which implies
|∇xΦ˙| ≤ Cε
(
R(t)−1 +R(t)−3(γ−1)+
δ
2
) ≤ CεR(t)−3(γ−1)+ δ2 . (6.9)
Thus, the first inequality in (5.1) is proved.
On the other hand, it follows from Remark 5.6 and Theorem 5.1 that
∑
0≤l1+l2≤2
(
R(t)µ
∫
St
(DtS
l1Sl21 Φ˙)
2dS +R(t)µ−3(γ−1)
∫
St
(∇xSl1Sl21 Φ˙)2dS
)
+
∑
l1+l2=3,l1≥1
(
R(t)µ
∫
St
(DtS
l1Sl21 Φ˙)
2dS +R(t)µ−3(γ−1)
∫
St
(∇xSl1Sl21 Φ˙)2dS
)
≤ Cε2. (6.10)
Noticing that for r >
1
3
R(t), r ∼ R(t) holds. Then (6.10) implies
∑
0≤l≤2
(
R(t)µ+2l
∫
St
⋂
{r> 1
3
R(t)}
(∇lxZDtΦ˙)2dS +R(t)µ−3(γ−1)+2l
∫
St
⋂
{r> 1
3
R(t)}
(∇l+1x ZΦ˙)2dS
)
≤ Cε2.
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Together with Lemma 6.1, this yields for r > 13R(t),
|ZDtΦ˙|2 ≤ CR(t)−3
∫
St
⋂
{r> 1
3
R(t)}
∑
0≤l≤2
|R(t)l∇lxZDtΦ˙|2dS ≤ CεR(t)−µ−3,
|∇xDtΦ˙|2 ≤ CR(t)−3
∫
St
⋂
{r> 1
3
R(t)}
∑
0≤l≤2
|R(t)l∇l+1x ZΦ˙|2dS ≤ CεR(t)−µ+3(γ−1)−3.
Subsequently, one has
|ZDtΦ˙| ≤ CεR(t)−3(γ−1), |∇xDtΦ˙| ≤ CεR(t)−
3(γ−1)
2 .
In addition, for 1 < γ <
4
3
and r >
1
3
R(t), integrating along the stream yields
|ZΦ˙(t, x(t))| ≤ |ZΦ˙(0, x(0))| +
∫ t
0
|Dt(ZΦ˙)|dt ≤ Cε
(
1 +R(t)1−3(γ−1)
) ≤ CεR(t)1−3(γ−1).
Note that the generic constant C appeared in this section depends only on the initial data. Then we
can choose the constant M = 2C in (5.1)-(5.2) for small ε > 0 so that (5.1) and (5.2) hold. In this
case, by the Bernoulli law (1.7), we have c2(ρ) = c2(ρˆ) − (γ − 1)DtΦ˙ − γ−12 |∇xΦ˙|2, which gives
CR(t)3(1−γ) − CεR(t)3(1−γ) < c2(ρ) < CR(t)3(1−γ) + CεR(t)3(1−γ). Thus, one obtains c2(ρ) ∼
R(t)3(1−γ) > 0 for any t ≥ 0 and small ε > 0. Therefore, the proof of Theorem 1.2 is completed by the
local existence result in Theorem 3.1 and continuation argument. 
Finally, Theorem 1.1 follows.
Proof of Theorem 1.1. Under the assumptions of Theorem 1.1, it follows from Theorem 3.1 and the
smallness of L that (1.1)-(1.2) has a local solution (ρ(t, x), u(t, x)) that satisfies
‖ρ0(1, x) − 1‖H4(S1) + ‖u(1, x)‖H4(S1) < δ0, (6.11)
and
rot u(1, x) ≡ 0,
where S1 = {x : |x| = 1 + L}, δ0 > 0 is a small number depending only on L and ε0. This, together
with Theorem 1.2 for the time t ≥ 1, yields Theorem 1.1. 
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