This study analyses the robustness and convergence characteristics of a neural network. First, a special class of recurrent neural network (RNN), termed a continuous-time Zhang neural network (CTZNN) model, is presented and investigated for dynamic matrix pseudoinversion. Theoretical analysis of the CTZNN model demonstrates that it has good robustness against various types of noise. In addition, considering the requirements of digital implementation and online computation, the optimal sampling gap for a discrete-time Zhang neural network (DTZNN) model under noisy environments is proposed. Finally, experimental results are presented, which further substantiate the theoretical analyses and demonstrate the effectiveness of the proposed ZNN models for computing a dynamic matrix pseudoinverse under noisy environments.
Introduction
A variety of science and engineering fields, such as image restoration [1] , signal processing [2] , robotics [3] , and associative memories [4] , often need pseudoinverse matrices to be calculated. Owing to their important role within these fields, a significant amount of effort has been directed towards the fast and accurate calculation of pseudoinverse matrices. Consequently, several relevant numerical algorithms have been put forward by researchers [5] [6] [7] [8] [9] . For example, Perković and Stanimirović proposed an iterative algorithm for estimating the Moore-Penrose generalized inverse [5] ; Huang and Zhang [9] showed that Newton iteration could be used to compute the weighted Moore-Penrose inverse of an arbitrary matrix. However, these conventional algorithms may exhibit suboptimal performance in large-scale real-time applications because of their serial processing property. Furthermore, when applied to computing a dynamic matrix pseu-doinverse in real time, most traditional approaches need to be performed within a single sampling period, and the algorithms fail when there are a large number of variables. Therefore, these iterative algorithms are neither feasible nor efficient for real-time applications.
In recent years, various distributed storage and highspeed parallel-processing computational models have been developed and investigated. Due to their superior parallel-distributed storage capabilities, higher speed, and improved performance in large-scale real-time applications, neural networks have been applied widely in scientific computation and optimization. In particular, owing to the in-depth studies on neural networks, recurrent neural network (RNN) models have been developed and investigated, which are now regarded as alternatives [10] [11] [12] for the real-time computation of scientific problems that involve time-varying coefficients.
As a novel type of RNN, a Zhang neural network (ZNN) was proposed for solving dynamic problems, and its performance was evaluated. A ZNN can accurately track dynamic solutions by exploiting the time derivative of dynamic parameters [13] [14] [15] [16] [17] [18] [19] [20] . For comparison, the differences between the models studied in this paper and previously studied models are summarized in Table 1 . Several differences exist between earlier models and the models presented in this paper. In particular, the earlier RNN models were suitable for solving various problems only in ideal situations. These models show high performance in noise-free environments. However, it is worth pointing out that noise would inevitably exist in the implementation process of an RNN model, and such noise can be deemed as constant noise. Furthermore, environmental interference and other external errors can be viewed as random noise. These noises have a large impact on parallel computing; sometimes, they may cause the task to fail [21] . Therefore, it is worth investigating the robustness of ZNN models in noisy environments, in order to solve a dynamic matrix pseudoinverse with rigorous proofs. In this sense, our research work aims at applying the ZNN design formula to solving real-time dynamic problems in the presence of various kinds of noise, i.e., constant noise and random noise. To the best of our knowledge, this is the first time the performance of continuous-time and discrete-time neural network models in noisy environments has been systematically analyzed, and the first time that these models have been used to compute dynamic matrix pseudoinverses. The remainder of this paper is organized as follows. Section 2 introduces the dynamic matrix pseudoinverse problem and presents some ZNN models. In Section 3, the convergence and robustness analyses of ZNN models are conducted theoretically. In Section 4, illustrative experiments are performed to verify the convergence and robustness of ZNN models while computing dynamic matrix pseudoinverse. Finally, conclusions are presented in Section 5. The main contributions of this paper are pointed out below.
• For solving dynamic matrix pseudoinverse in the presence of various kinds of noises, a CTZNN model is presented.
• Theoretical analysis for the CTZNN model is conducted, which deduces the superior robustness of the CTZNN model in coping with constant noise and random noise.
• Considering the requirements of digital implementation and real-time computation, the optimal sampling gap of a discrete-time Zhang neural (DTZNN) in noisy environments is derived via theoretical analysis.
• Experimental results of three examples are illustrated, which further substantiate the superior convergence and robustness of the proposed CTZNN and DTZNN models for computing the dynamic matrix pseudoinverse.
Problem Formulation and ZNN Solution
In order to lay the basis for further discussion, the problem formulation of computing dynamic matrix pseudoinverse is presented in this section. In addition, the continuous-time and discrete-time ZNN models to solve this problem are derived in this section.
Problem Formulation
To lay the basis for further discussion, we present some necessary characteristics of the dynamic matrix pseudoinverse.
satisfies all of the following four Penrose equations:
where superscript T denotes the transpose of a matrix, X(t) is termed the dynamic pseudoinverse of A(t), and is often denoted by A + (t).
Let us consider the following dynamic matrix pseudoinversion in the form
where A(t) ∈ R m×n is a smoothly dynamic coefficient matrix, dynamic matrix X(t) ∈ R n×m is the unknown matrix that needs to be obtained, and X + (t) ∈ R m×n denotes the pseudoinverse of matrix X(t) [18, 19] .
ZNN Solution
To monitor the dynamic matrix pseudoinversion process, we define the error function as E(t) = A(t) − X + (t). Subsequently, the formulaĖ(t) = −γE(t) is employed, where γ > 0 ∈ R is the design parameter to scale the convergence rate of the neural network in the hardware implementation. By expanding the ZNN design formula, the following evolution equation of a ZNN model is obtained.
According to Lemma 3 in [18] , the following dynamical equation of the continuous-time ZNN (CTZNN) model is
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where η(t) ∈ R n×m denotes the matrix-form noises, such as the constant implementation error or the random noises and other various noises. Furthermore, by employing the Euler-type forward differentiation rule [20] , it follows from Eq. (3) that a discrete-time ZNN model can be directly derived as
where step-size h = τγ > 0, with τ denoting the sampling gap.
Theoretical Analyses
In this section, theoretical analyses are performed, which show the convergence and the robustness of the CTZNN model (3) for solving the dynamic pseudoinverse problem. In addition, in the presence of noises, an optimal sampling gap formula is obtained for the DTZNN model (5) .
During the real-time computation of dynamic matrix pseudoinverse (1), various types of noise are inevitable during the calculation procedure, and they can be divided into two types: a constant type and the rest. In this light, to investigate the performance of the CTZNN model (3) in a noisy environment, two theorems on constant and random noises are presented below. Evidently, the transfer function is 1/(s + γ) with its pole being s = −γ. For γ > 0, this pole is located on the left half-plane. Therefore, the final value theorem applies. Note that η i j (s) =η i j /s as η i j (t) =η i j can be viewed as a step signal for constant matrixη. Applying the final value theorem to Eq. (7), one can obtain the equation It can be concluded that lim t→∞ E(t) F = η F /γ. Furthermore, the steady-state residual error lim t→∞ E(t) F tends to zero as γ goes to positive infinity. This completes the proof. Next, to verify the performance of CTZNN model (3) in the presence of unknown random noises, we have the following theorem. According to the triangle inequality theorem, we have the following inequality
Consequently, we obtain
where ξ = max i, j {max 0≤τ≤t |σ i j (τ)|}. The proof is thus completed.
When DTZNN model (5) is implemented in digital computers or digital circuits, there always exist round-off errors, truncation errors and noises, which a significant influence on the total error. In this sense, a smaller value of 780
Journal of Advanced Computational Intelligence Vol.21 No.5, 2017 and Intelligent Informatics sampling gap τ does not necessarily lead to a smaller total error of the DTZNN model. Therefore, it is beneficial to find the optimal sampling gap τ opt and to investigate the performance of DTZNN model (5) under noisy situations. Let ε > 0 ∈ R denote the maximum value of the Frobenius norm of round-off errors in the numerical computations and σ > 0 ∈ R denote the upper bound of the Frobenius norm of noises. We have the following theorem concerning the optimal sampling gap of DTZNN model (5) . Proof: According to the Taylor expansion [20] , the following equation can be obtained:
where parameter c > 0 ∈ R lies between 0 and 1. Then, we have the following Euler forward difference formula with truncation error.
Besides, round-off errors and noises in the process of numerical computations can be considered via the following equations
whereX k+1 andX k separately denote the numerical values generated by numerical computations. In addition, ε k+1 and ε k are the corresponding matrix-form round-off errors, respectively, and ξ k+1 and ξ k are the corresponding matrix-form noises. Therefore, when DTZNN model (5) is implemented on digital computers, withX k denoting the time-derivative obtained via numerical computations, we have the following equation:
representing the total error E(X, τ) in light of Eqs. (10), (11) , and (12) . With M denoting the maximum value of the Frobenius norm ofẌ k+c and in view of the notations of ε and σ , from Eq. (13), we further have
Therefore, the value of τ that minimizes the right-hand side of Eq. (14) is
The proof is thus completed.
Numerical Experiments
The previous sections have derived the performance analyses results of CTZNN model (3) and DTZNN model (5) for the real-time computation of dynamic matrix pseudoinverse (1) in the presence of noises. In this section, numerical experiments are provided to verify the theoretical results about these models.
CTZNN Model
Example 1. For illustration and comparison, the following dynamic matrix is considered [18] :
According to Lemma 1 in [18] , the theoretical dynamic pseudoinverse of Eq. (16) can be obtained as A + (t) = 0.5 sin(3t) − cos(3t) 0.5 sin(3t) 0.5 cos(3t) sin(3t) 0.5 cos(3t) , (17) which is used to check the correctness of the ZNN solution. Remark 1: In [18] , CTZNN model (3) has been adopted to solve dynamic matrix pseudoinverse problem (1) without considering noises. It has been substantiated in [18] via numerical experiments that CTZNN model (3) performs well when solving such problems in a noise-free environment. In this paper, we mainly focus on investigating the performance of the CTZNN model (3) for solving such problems in the presence of noises, which is quite different from [18] . Solution X(t) generated by CTZNN model (3) Moreover, it is worth investigating the performance of CTZNN model (3) in the presence of random noises, considering that the nonlinear dynamic noises can be deemed random noises. The corresponding experimental results are displayed in Fig. 3 . From this figure, one can observe that the residual errors of CTZNN model (4) converge to zero by increasing the value of the design parameter γ. In summary, these results verify Theorem 2. where m > n. Here,
Owing to the complexity of matrix (18) (m = 9 and n = 8), the analytical theoretical pseudoinverse solution is difficult to be compute. Hence, we provide the residual errors E(t) F of CTZNN model (3) under different situations. The corresponding simulation results are displayed in Fig. 4 . As seen from Fig. 4 , we can know that the residual errors of the CTZNN model (3) with the different parameters converge to near zero under the constant noises and the random noises. This example further demonstrates the performance of CTZNN model (3) under noisy environments.
DTZNN Model
In this subsection, the performance of DTZNN model (5) under noisy environments is investigated.
Example 3. Consider the following discrete-time dynamic matrix pseudoinversion problem with X k+1 to be computed at each computational time interval [kτ, (k + 1)τ]: (20) of theoretical solution A + (t) (17) . From the optimal sampling-gap rule τ optimal = 2((ε + σ )/M) 1/2 , the zero-mean noises can be counted as having no great impact on the residual error of DTZNN model (5) when the upper bound σ < (τ 2 M − 4ε)/4. The means of residual errors of DTZNN model (5) with zero mean noises for 10 trials are shown in Fig. 5 . As presented in the figure, the performance of DTZNN model (5) does not reduce for σ < 10 −1 with τ = 0.1, and for σ < 10 −3 with τ = 0.01. However, one can obtain from Fig. 4 that the noises have a significant impact on the performance of the DTZNN model (5) when σ > (τ 2 M − 4ε)/4. This indicates that some noise reduction techniques must be adopted for better performance. In summary, these results of numerical experiments have verified the efficacy of ZNN models for solving the dynamic matrix pseudoinverse problem in the presence of constant and random noises.
Conclusion
In this paper, theoretical analyses on the performance of the CTZNN model (3) for solving dynamic matrix pseudoinverse problems in the presence of constant and Vol.21 No.5, 2017
Journal of Advanced Computational Intelligence 783 and Intelligent Informatics random noises were performed. Further, in light of the requirements of digital implementation, the optimal sampling gap τ opt of the corresponding DTZNN model (5) was derived via theoretical analyses. Finally, numerical computation results further substantiated the superior robustness of these ZNN models for the real-time computation of dynamic matrix pseudoinverses.
