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Abstract—This paper studies the massive MIMO full-duplex
relaying (MM-FDR), where multiple source-destination pairs
communicate simultaneously with the help of a common full-
duplex relay equipped with very large antenna arrays. Different
from the traditional MM-FDR protocol, a general model where
sources/destinations are allowed to equip with multiple antennas
is considered. In contrast to the conventional MIMO system,
massive MIMO must be built with low-cost components which
are prone to hardware impairments. In this paper, the effect
of hardware impairments is taken into consideration, and is
modeled using transmit/receive distortion noises. We propose a
low complexity hardware impairments aware transceiver scheme
(named as HIA scheme) to mitigate the distortion noises by
exploiting the statistical knowledge of channels and antenna
arrays at sources and destinations. A joint degree of freedom and
power optimization algorithm is presented to further optimize
the spectral efficiency of HIA based MM-FDR. The results show
that the HIA scheme can mitigate the “ceiling effect” appears
in traditional MM-FDR protocol, if the numbers of antennas at
sources and destinations can scale with that at the relay.
Index Terms—Massive MIMO full-duplex relaying, hardware
impairments, transceiver design, joint degree of freedom and
power optimization, achievable rate.
I. INTRODUCTION
In multi-user MIMO systems, one main challenge is the
increased complexity and energy consumption of the signal
processing to mitigate the interferences between multiple co-
channel users. To achieve energy efficient transmission, the
multi-user MIMO system with very large antenna arrays at
each base station (known as “massive MIMO” system) has
been advocated recently [1]. The key result is that, with very
large antenna arrays at each base station, both the intracell
and intercell interferences can be substantially reduced with
simple linear beamforming (BF) processing [1], [2].
On the other hand, full-duplex relaying (FDR) is a promis-
ing approach to improve the spectral efficiency (SE) of relay-
ing network while retains the merits of half-duplex relaying
(HDR) (e.g., path loss reduction). In FDR, the relay transmits
and receives simultaneously at the same frequency and time,
but at the cost of a strong echo interference (EI) due to
signal leakage between the relay output and input [3]. To
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mitigate EI, three approaches have been investigated, i.e., 1)
passive cancellation, 2) time-domain cancellation [3] and 3)
spatial suppression [5], [6]. The passive cancellation relies
on a combination of path loss, cross-polarization and antenna
directionality [4]. The time-domain cancellation is based on
the fact that EI signal is known at full-duplex node. Thus, it
can be regenerated and removed in time-domain [3]. In spatial
suppression, EI is mitigated with the multiple transmit/receive
antennas by approaches such as null-space projection [5].
Inspired by these works, a number of works have dedicated
to the study of FDR protocol on both theory and testbed (See
[7], [8] and the references therein). To achieve spectral and
energy efficient transmissions of multiple source-destination
pairs, recent works sought to incorporate both HDR [9], [10]
and FDR [11]-[13] with massive MIMO.
However, the aforementioned works on massive MIMO are
actually based on the assumption that the base stations or
relays are equipped with a large number of high-quality trans-
mit/receive radio frequency (RF) chains (which are expensive
and power-hungry). In contrast to conventional MIMO system
(e.g., at most 8 antennas in LTE system), massive MIMO must
be built with low-cost components [14] since the deploy cost
and energy consumption of circuits will increase dramatically
as the number of antennas grows very large. Such low-cost
components are prone to hardware imperfections (e.g., phase
noise, nonlinear power amplifier, I/Q imbalance, nonlinear
low-noise amplifier and ADC impairments), which must be
considered in the design of practical massive MIMO system.
This paper focuses on the transceiver design for massive
MIMO full-duplex relaying (MM-FDR) with hardware im-
pairments. The effect of hardware impairments is modeled
using transmit/receive distortion noises [15], [16]. There are
several challenges in the design of practical transceiver scheme
in the considered system. The first is: how to deal with
the EI cancellation without instantaneous EI channel? EI
cancellation is a critical problem in MM-FDR transceiver
design which is not only important to reduce EI power, but
also useful to reduce distortion noises caused by hardware
impairments at the relay (as will be shown in section IV).
Different from FDR with small-scale relay antenna arrays
[3]-[8], the instantaneous EI channel is usually not easy to
obtain in MM-FDR. This is because the learning of EI channel
requires training sequence with length not less than the number
of relay antennas [2], which is prohibitive in MM-FDR as
the channel coherent time is limited. The lack of EI chan-
nel makes traditional EI cancellation techniques (e.g., time-
domain cancellation and spatial suppression) difficult to apply.
Although passive cancellation does not relies on EI channel
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2estimation, it usually cannot provide satisfactory performance
when used alone [8]. Another problem is: How to suppress dis-
tortion noises caused by hardware impairments at sources and
destinations. Different from multi-user interference (MUI), the
distortion noise caused by transmit imperfection of source can
be viewed as an interference signal with the same channel as
transmit data. Thus, it cannot be suppressed by relay antenna
arrays during coherent combining (Similar problem appears in
reception at destinations). This causes performance ceiling on
achievable rate as the number of relay antennas grows large,
which degrades the gain of massive MIMO significantly.
In this paper, we propose practical transceiver scheme for
MM-FDR with hardware impairments considering the above
problems. Different from the traditional MM-FDR protocol
[12] (where sources and destinations are equipped with single
antenna), we consider a general model where sources and
destinations are allowed to equip with multiple antennas. The
contributions are summarized as follows:
• We first examine the limitation of traditional MM-FDR
protocol under hardware impairments. In particular, we
derive the upper bound on end-to-end achievable rate
for traditional MM-FDR protocol with linear processing
at the relay. The bound reveals that the achievable rate
is limited by the hardware impairments at the sources
and destinations, and performance ceiling appears as the
number of relay antenna grows large. The result also
implies that it is impossible to cancel the “ceiling effect”
with linear processing, if sources and destinations are
only equipped with single antenna.
• Based on the upper bound analysis, we propose a
hardware impairments aware transceiver scheme (HIA
scheme) to mitigate the distortion noises by exploiting
the statistical channel knowledge and antennas arrays of
sources/destinations. The scheme needs no instantaneous
knowledge of EI channel. The asymptotic end-to-end
achievable rate of MM-FDR with HIA scheme (HIA-
MM-FDR) is derived and the scaling behaviors of MUI,
EI and distortion noises are determined.
• A joint degree of freedom and power optimization
(JDPO) algorithm is presented to further improve the SE
of HIA-MM-FDR.
The paper is organized as follows. In section II, we review
the related work. The system model is described in section
III. The upper bound of achievable rate is analyzed in section
IV. The HIA scheme is proposed in section V and the JDPO
algorithm is presented in section VI. Simulation results are
presented in section VII and some conclusions will be drawn
at last. Notations: E(·) and var(·) denote the expectation and
variance. In is n×n identity matrix. (·)∗, (·)T and (·)H denote
conjugate, transpose and conjugate-transpose, respectively.
ρ(A), Tr(A), [A]ij , λl(A) and ul(A) denote the spectral
radius, trace, (i, j)th element of matrix, lth largest eigenvalue
and eigenvector with respect to lth largest eigenvalue of matrix
A, respectively. a scales with b means 0 < lim
b→∞
a
b <∞.
II. RELATED WORK
The design and performance of using unlimited number
of antennas at the base station in cellular system were first
considered for independent antennas [1], [2], and soon ex-
tended to the scenarios with spatial correlated antennas [17]-
[19]. The asymptotic SINR for single cell cellular system was
analyzed in [2]. It has been shown that, with very large antenna
arrays at the base station, a deterministic SINR (also called
the “deterministic equivalent” of SINR) which depends only
on the large-scale fading of channels can be achieved, if the
transmit power is scaled by N with perfect CSI and
√
N
with imperfect CSI (N denotes the number of base station
antennas). The authors in [17]-[20] have done considerable
work to derive the “deterministic equivalent” of SINR for
massive MIMO system with spatial correlated antennas.
In the field of massive MIMO relaying, the SE and EE of
HDR with very large relay antenna arrays were investigated
in [10], [9]. The MM-FDR with decode-and-forward (DF)
relay was first introduced in [11], [12], and analyzed in end-
to-end achievable rate as linear processing is employed. The
asymptotic performance of amplify-and-forward based MM-
FDR was considered in [13] and the scaling behavior of the
infinitely repeating echo interference was determined.
Only a few works considered the effect of hardware im-
pairments on massive MIMO system. A constant envelope
signal design has been proposed in [21] to facilitate the use
of power-efficient RF power amplifiers. The authors in [22]
presented a low peak-to-average-power ratio (PAR) precoding
solution to enable efficient implementation using non-linear
RF components in massive MIMO system. In FDR with small-
scale antennas, the optimal precoding under limited ADC
dynamic range was studied in [15], [16]. However, these
works cannot provide much insight for the effect of hardware
impairments on MM-FDR.
III. SYSTEM MODEL
Consider the network with K source-destination (S-D) pairs
and a single full-duplex relay R, where source Sk wishes to
communicate with destination Dk (k ∈ {1, · · · ,K}) with the
help of R. The relay adopts the DF policy. It is assumed
that the sources and destinations are equipped with NS and
ND antennas respectively, while the relay is equipped with
NR + NT antennas (NR for reception and NT for transmis-
sion). We are interested in the large-(NR, NT ) regime, i.e.,
min{NR, NT } → ∞. NS , ND and K can be either fixed or
scale with min{NR, NT }.
Let HSR,k ∈ CNR×NS be the channel matrix from Sk to
receive antenna array of relay and let HRD,k ∈ CNT×ND
be the channel matrix from Dk to transmit array of re-
lay. Let HEI ∈ CNR×NT denote the EI channel matrix
between transmit and receive arrays of relay. The spatial
correlation of each MIMO channel is characterized by the
Kronecker model [23]. Thus, HSR,k can be expressed as
HSR,k =
√
βSR,kC
1/2
SR,kXSR,kC˜
1/2
SR,k, where βSR,k repre-
sents the large-scale fading. CSR,k ∈CNR×NR and C˜SR,k ∈
CNS×NS characterize the spatial correlation of received sig-
nals across receive array of relay and that of transmitted
signals across transmit array of Sk. XSR,k ∈ CNR×NS
consists of the random components of channels whose el-
ements are i.i.d with distribution CN (0, 1). Based on the
3same model, the channel matrices HRD,k and HEI can
be expressed as HRD,k =
√
βRD,kC
1/2
RD,kXRD,kC˜
1/2
RD,k and
HEI =
√
βEIC
1/2
EI XEIC˜
1/2
EI . To facilitate the analysis, we
assume the following conditions on correlation matrices, i.e.,
∀C ∈ {CSR,k, C˜SR,k,CRD,k, C˜RD,k,CEI , C˜EI}, where
k ∈ {1, · · · ,K},
• A1: The spectral radius of C is bounded by a constant,
i.e., ρ(C) ≤ C.
• A2: C is a Hermitian and Teoplitz matrix and has unit
diagonal elements.
The former is a common assumption in the studies of massive
MIMO which follows from energy conservation [17] and A2
corresponds to the case of uniform linear array1 (ULA) [23].
To characterize the effect of hardware imperfections, we
adopt the new signal model from [15], [16].
1) Imperfect Transmit RF Chain: We model the effect
of imperfect transmit RF chain by adding, per transmit an-
tenna, an independent zero-mean Gaussian “transmit distortion
noise”, whose power is proportional to the signal power
transmitted at that antenna. The experimental results in [24],
[25] have shown that the independent Gaussian distortion
noise model closely captures the joint effect of imperfect
components in transmit RF chain. Let xS,k [u] ∈ CNS×1 and
xR [u] ∈ CNT×1 denote the transmit vectors of source Sk and
relay at time instant u. Based on the above model, the distorted
transmit signals can be expressed as
x˜S,k [u] = xS,k [u] + tS,k [u] and x˜R [u] = xR [u] + tR [u]
(1)
where the distortion noises tS,k [u] ∼
CN
(
0, νS,kdiag
(
E
[
xS,k [u] x
H
S,k [u]
]))
and tR [u] ∼
CN (0, νR× diag
(
E
[
xR [u] x
H
R [u]
]))
. Note that νS,k > 0
(νR > 0) characterizes the level of transmit imperfection. For
example, νS,k = 0 (νR = 0) corresponds to the conventional
assumption of perfect transmit RF chains. The quality of
transmit RF chains degrades as νS,k (νR) increases.
2) Imperfect Receive RF Chain: We model the effect of
imperfect receive RF chain by adding, per receive antenna, an
independent zero-mean Gaussian “receive distortion noise”,
whose variance is proportional to the signal power received
at that antenna. More precisely, let yR [u] ∈ CNR×1 and
yD,k [u] ∈ CND×1 be the undistorted received signals of
the relay and destination Dk at time instant u, the distorted
received signals can be expressed as
y˜R [u] = yR [u] + rR [u] and y˜D,k [u] = yD,k [u] + rD,k [u]
(2)
where the distortion noises rR[u] ∼
CN (0, µRdiag(E[yR[u]yHR [u]])) and rD,k[u] ∼
CN (0, µD,kdiag(E[yD,k[u]yHD,k[u]])). µR > 0 (µD,k > 0)
characterizes the level of receive imperfection. The
experimental studies in [26] have shown that the independent
Gaussian noise model is a good approximation to the joint
effect of imperfect components in receive RF chain.
At time instant u, all sources transmit signals xS,k[u] (k=
1, · · · ,K) to the relay simultaneously. Meanwhile, the relay
1We will restrict our analysis to the scenario with ULA at each node. The
analysis for arbitrary correlation matrices will be considered as further work.
broadcasts the decoded signals to the destinations. Based on
the models in (1) and (2), the received signals at the relay and
Dk can be expressed as
y˜R [u] =
K∑
k=1
HSR,k (xS,k [u] + tS,k [u])
+ HEI (xR [u] + tR [u]) + rR [u] + nR [u]
y˜D,k [u] = H
H
RD,k (xR [u] + tR [u]) + rD,k [u] + nD,k [u]
(3)
To keep the complexity low, it is assumed that a singe
data steam is transmitted at each source and each node
employs only linear processing. In particular, Sk transmits the
unit-power symbol sk[u] using the unitary BF vector pS,k.
Therefore, the transmit vector of Sk can be expressed as
xS,k[u] =
√
ES,kpS,ksk[u], where ES,k denotes the transmit
power. Relay combines the received signal by multiplying the
receive BF matrix WR = [wR,1, · · · ,wR,K ], i.e., ^yR [u] =
WHR y˜R [u]. The kth element of
^
yR [u]
^
yR,k [u] =
√
ES,kw
H
R,kHSR,kpS,ksk [u]
+
√
ES,j
K∑
j=1,j 6=k
wHR,kHSR,jpS,jsj [u] + w
H
R,k
K∑
j=1
HSR,jtS,j [u]
+ wHR,kHEI (xR [u] + tR [u]) + w
H
R,krR [u] + w
H
R,knR [u]
(4)
is used to decode the symbol of Sk. The relay for-
wards the decoded symbol using transmit BF matrix
WT = [wT,1, · · · ,wT,K ]. The transmit vector of the
relay can be expressed as xR [u] = WTΛ
1/2
R s [u− d],
where s [u− d] = [s1 [u− d] , · · · , sK [u− d]]T and ΛR =
diag(ER,1, · · · , ER,K) is the power allocation matrix at
the relay. d denotes the processing delay of the relay.
To meet the relay’s power constraint, xR [u] must satisfy
Tr
(
E
[
xR [u] x
H
R [u]
])
=
∑K
l=1ER,l≤EmaxR . Dk uses the uni-
tary BF vector pD,k to combine the received signal y˜D,k [u].
The combined signal is expressed as
y˜D,k [u] =
√
ER,kp
H
D,kH
H
RD,kwT,ksk [u− d]
+ pHD,k
K∑
j=1,j 6=k
√
ER,jH
H
RD,kwT,jsj [u− d]
+ pHD,kH
H
RD,ktR [u] + p
H
D,krD,k [u] + p
H
D,knD,k [u]
(5)
IV. LIMITATION OF MM-FDR WITH SINGLE ANTENNA
SOURCES AND DESTINATIONS
This section analyzes the upper bound on achievable rate of
MM-FDR with single2 antenna sources and destinations. The
goal is to reveal the fundamental limitation of previous MM-
FDR protocol with single antenna sources and destinations in
combating distortion noises. Moreover, the bound provides us
important insight on the design of practical transceiver scheme
to mitigate the distortion noises, when multiple antennas are
4available at sources and destinations (See section V).
A. Upper Bound on Achievable Rate
As NS = ND = 1, we set pS,k = pD,k = 1, replace Hi,k
(i ∈ {SR,RD}) with hi,k, and let Hi = [hi,1, · · · ,hi,K ]
and tS [u] =
[
tTS,1 [u] , · · · , tTS,K [u]
]T
. We consider a block-
fading channel with coherence time T (symbol times), where τ
are used for uplink training of each source/destination, and the
remaining T −2Kτ are used for data transmission. The upper
bound on achievable rate is obtained by assuming perfect
knowledge of hSR,k, hRD,k and HEI can be provided with
pilot signals, and meanwhile, the MUIs (i.e., the second terms
of right-hand side of (4) and (5)) and EI term wHR,kHEIxR [u]
can be somehow cancelled3. This gives us the following upper
bound on end-to-end achievable rate
RUpperk = max‖wR,k‖=‖wD,k‖=1
min {RSR,k,RRD,k} (6)
where RSR,k and RRD,k denote the achievable rates of Sk →
R and R → Dk channels, respectively. According to (4), (5)
and the assumptions in the above, we have
RSR,k =
T − 2Kτ
T
log2
(
1 +
ES,kw
H
R,khSR,kh
H
SR,kwR,k
wHR,kQwR,k
)
RRD,k =
T − 2Kτ
T
× log2
1 + ER,kwHT,khRD,khHRD,kwT,k
hHRD,kΘ
T
RhRD,k + E
[
‖rD,k [u]‖2
]
+ 1

(7)
where Q is given as Q = HSRΘTSH
H
SR + HEIΘ
T
RH
H
EI +
ΘRR+INR with Θ
T
S = E
[
tS [u]t
H
S [u]
]
, ΘTR = E
[
tR[u]t
H
R [u]
]
and ΘRR = E
[
rR[u]r
H
S [u]
]
denoting the covariance matrices
of distortion noises tS [u], tR[u] and rR[u], respectively.
1) Achievable Rate of Sk → R Channel: Since wR,k is only
related with RSR,k, it can be optimized separately to maximize
RSR,k. From (7), the optimization problem is equivalent to the
generalized Rayleigh quotient problem, which can be solved
as wR,k =
Q−1hSR,k
‖Q−1hSR,k‖ . The resultant upper bound on RSR,k
(denoted by RUpperSR,k) can be expressed as
RUpperSR,k =
T − 2Kτ
T
log2
(
1 + ES,kh
H
SR,kQ
−1hSR,k
)
=
T − 2Kτ
T
log2
(
1 +
ES,kh
H
SRQ
−1
k hSR,k
1 + νS,kES,khSR,kQ
−1
k h
H
SR,k
)
(8)
2The analysis for general case with multiple antennas at
sources/destinations is more informative. However, the derivation is
challenging since the BF vectors at sources, destinations and relay must be
designed jointly to optimize the achievable rate, and closed-form solution is
not available [5]. The FDR with general number of antennas at each node
was studied in [31]-[33]. However, their analyses assume perfect hardware,
and thus give no insight on the effect of hardware impairments. Moreover,
the methods in [31]-[33] cannot be applied in the considered system directly
since the transmissions from sources to relay and relay to destinations are
coupled due to the presence of distortion noises.
3With HEI , the EI signal wHR,kHEIxR [u] can be perfectly canceled
since xR[u] is known at the relay. For MUIs, this can be realized by
some sophisticated interference cancellation methods, e.g., the minimum mean
square error with successive interference cancellation (MMSE-SIC).
where Qk is defined as Qk = Q − νS,kpS,khSR,khHSR,k and
is independent of hSR,k. The second step follows from the
matrix inversion lemma [27].
Theorem 1: Assuming that the assumptions A1 and A2
hold. As NS = ND = 1, the achievable rate of Sk → R
channel in the large-(NR, NT ) regime is bounded as
RSR,k ≤ RUpperSR,k =
T − 2Kτ
T
× log2
(
1 +
ES,kβSR,kTr (CSR,kΨk)
1 + νS,kES,kβSR,kTr (CSR,kΨk)
) (9)
where ρ = βEITr
(
C˜EIΘ
T
R
)
+ 1, Ψk (ρ) is determined by
the following fixed-point algorithm with δ(0)k,l (ρ) =
1
ρ
Ψk (ρ) =
(
1
NR
K∑
l=1,l 6=k
νS,lpS,lβSR,lCSR,l
1+δk,l(ρ)
+ ΘRR + ρINR
)−1
ΘRR = µR
K∑
l=1
νS,lpS,lβSR,lINR + βEITr
(
C˜EIΘ
T
R
)
INR + µRINR
δk,l (ρ) = lim
n→∞ δ
(n)
k,l (ρ)
δ
(n)
k,l (ρ) =
νS,lpS,lβSR,l
NR
×Tr
CSR,l( 1NR K∑
j=1,j 6=k
νS,jpS,jβSR,jCSR,j
1+δ
(n−1)
k,l (ρ)
+ ΘRR + ρINR
)−1
(10)
Proof: See Appendix-B.
The convergence of the fixed-point algorithm in Theorem 1
has been proved in [28].
2) Achievable Rate of R → Dk Channel: From (7), the
achievable rates of Sk → R and R→ Dk channels are coupled
through ΘTR = E
[
tR[u]t
H
R [u]
]
= diag
(
E
[
WTΛRW
H
T
])
,
which makes the design of wT,k very challenging. However,
with the following theorem we show that this coupling dis-
appears in the large-(NR, NT ) regime, which allows a simple
upper bound for achievable rate of R→ Dk channel.
Theorem 2: Assuming that the assumptions A1 and A2
hold. As NS = ND = 1, the achievable rate of Sk → R chan-
nel is independent of wT,k. The achievable rate of R → Dk
channel in the large-(NR, NT ) regime is bounded as (11),
which is achieved by the eigen BF wT,k = hRD,k/‖hRD,k‖.
Proof: See Appendix-C.
With Theorems 1 and 2, the upper bound of end-to-end
achievable in the large-(NR, NT ) regime can be expressed as
RUpperk = min
{
RUpperSR,k,R
Upper
RD,k
}
(12)
Remark 1: The bound in (12) is derived by assuming linear
processing and fixed transmit powers at sources and relay,
which is in general not capacity achieving. One exception is
when K  min{NR, NT } and min{NR, NT } → ∞. From
Theorem 2, the design of receive and transmit BF matrices is
decoupled as min{NR, NT } → ∞. Moreover, the distortion
noises are assumed to be circularly symmetric complex Gaus-
sian distributed and independent of the desired signal. Thus,
based on the results in [29], [30], linear processing along with
power control is sufficient to achieve the capacity. When K 
min{NR, NT }, the terms 1NR
∑K
l=1,l 6=k
νS,lES,lβSR,lCSR,l
1+δk,l(ρ)
and
5RRD,k ≤ RUpperRD,k =
T − 2Kτ
T
log2
1 + NTβRD,kER,k
νRβRD,k
∑K
l=1ER,l + µD,k
(
NTβRD,kER,k + νRβRD,k
∑K
l=1ER,l + 1
)
+ 1

(11)
1
NR
∑K
j=1,j 6=k
νS,jES,jβSR,jCSR,j
1+δ
(n−1)
k,l (ρ)
in (10) vanish. By neglecting
the low order term (in min{NR, NT }), the bound in (12)
reduces to T−2KτT log2(1 + min{v−1S,k, µ−1D,k}), which is inde-
pendent of ES,k and ER,k. Thus, (12) is the upper bound for
capacity of Sk → R → Dk channel as K  min{NR, NT }
and min{NR, NT } → ∞.
B. Limitation with Hardware Impairments
Different from Remark 1, we consider the general case in
which K can be either fixed or scales with min{NR, NT }.
With Theorem 1 and Theorem 2, the effect of hardware
impairments is still hard to analysis since Ψk is not in closed-
form. To make the analysis tractable, we assume CSR,l =
CSR ∀l ∈ {1, · · · ,K}. Using eigenvalue decomposition
CSR = UΣSRU
H on δ(n)k,l (ρ) in (10), we have
δ
(n)
k,l (ρ) =
νS,lpS,lβSR,l
NR
Tr (ΣSR
×
 1
NR
K∑
j=1,j 6=k
νS,jpS,jβSR,j
1 + δ
(n−1)
k,l (ρ)
ΣSR + Θ
R
R + ρINR
−1

(13)
By examining (13) and the expression of ΘRR in (10), δ
(n)
k,l (ρ)
is an O(1) term. Note that this is valid for arbitrary n > 0.
Thus, we can conclude that δk,l(ρ) = O(1). Replacing δk,l (ρ)
in Ψk with the symbol O(1) and substituting the result into
(9), RSR,k can be written as (14).
For convenience, we further assume
{βSR,l, βRD,l, ES,l, ER,l, νS,l, µD,l} =
{βSR, βRD, ES , ER, νS , µD}. Note that this assumption
does not effect the basis conclusions of the analysis. By
neglecting the low order terms (in min{NR, NT }) in (14) and
(11), the upper bound on end-to-end achievable rate reduces
to
RUpperk =
T − 2Kτ
T
× log2
(
1 + min
{
1
νS +
K
NR
µRνS +
K
NR
νR
ERβEI
ESβSR
,
1
µD,k +
K
NT
νR (1 + µD,k)
}) (15)
One can make several observations from (15):
1) As K  min{NR, NT }, the effect of hardware impair-
ments at the relay and EI disappears in the large-(NR, NT )
regime and the upper bound converges to that in Remark 1.
The end-to-end achievable rate is limited by distortion noises
caused by hardware impairments at sources and destinations.
The explanation is that the transmit distortion can be viewed
as an interference signal the same channel as data of Sk from
(3). Thus, it cannot be suppressed after combining by wR,k.
The power of distortion due to receive imperfection of Dk is
proportional to that of desired receive signal (after eigen BF)
and also cannot be reduced by the transmit BF scheme of relay.
Thus, there is a finite ceiling on end-to-end achievable rate as
min{NR, NT } → ∞. In fact, this poses a major limitation on
MM-FDR with single antenna sources and destinations, which
degrades the gain of massive array of relay greatly.
2) As K scales with min{NR, NT }, the effect of hardware
impairments at the relay and EI is not negligible. Since the EI
channel is typically stronger than desired channels, the Sk →
R channel becomes the bottleneck of end-to-end achievable
rate. This indicates that it is of great importance to suppress
EI to avoid the bottleneck effect.
V. HARDWARE IMPAIRMENTS AWARE TRANSCEIVER
In this section, we consider a general model where sources
and destinations are equipped with an arbitrary number of
antennas. We first present a low complexity hardware impair-
ments aware transceiver scheme (referred to as HIA scheme).
Then the achievable rate of MM-FDR with proposed HIA
scheme (HIA-MM-FDR) is analyzed in the large-(NR, NT )
regime and the effect of hardware impairments is discussed.
A. Transceiver Scheme Description
The optimal transceiver scheme for MM-FDR to optimize
achievable rate is hard to find since the transmissions of
Sk → R and R → Dk channels are deeply coupled due to
the presence of EI and distortion noises. Even without EI and
distortion noises, the problem has been proved NP-hard [7].
As HEI is an NR×NT matrix, the learning of HEI requires
training sequence with length no less than min{NR, NT }. This
task is prohibitive as the duration of channel coherent time
is limited. Thus, we assume that passive EI cancellation [4]
has been used and instantaneous EI channel is not available.
A low complexity HIA scheme is proposed to mitigate EI
(after passive cancellation) and distortion noises. As will be
shown in simulations, the HIA scheme along with passive EI
cancellation provides satisfactory gain compared to HDR.
1) Transceiver Design at the Relay: As the variance of EI
channel is typically stronger than desired channels, it is of
great importance to control the EI power. From section IV-B,
EI suppression is also important in reducing distortion noise
due to hardware impairments of relay. We consider a two-stage
BF scheme at the relay. The receive and transmit BF matrices
are expressed as WR = PRWR and WT = PTWT .
Outer BF matrices: The outer BF matrices PR∈CNR×AR
(K ≤ AR ≤ NR) and PT ∈ CNT×AT (K ≤ AT ≤ NT ) are
designed to suppress EI. AR and AT are design parameters.
Due to the lack of HEI , PR and PT are allowed to depend
6RUpperSR,k =
T − 2Kτ
T
log2
1 +
ES,kβSR,k
NR∑
l=1
λl (CSR)
(
λl(CSR)
NR
K∑
l=1,l 6=k
νS,lES,lβSR,l
1+O(1) +
Tr(ΘRR)
NT
+ ρ
)−1
1 + νS,kpS,kβSR,k
NR∑
l=1
λl (CSR)
(
λl(CSR)
NR
K∑
l=1,l 6=k
νS,lES,lβSR,l
1+O(1) +
Tr(ΘRR)
NT
+ ρ
)−1
 (14)
only on the statistical knowledge of EI channels. With (4), we
design an average EI power minimization problem, i.e.,(
P˙R, P˙T
)
= arg min
PR,PT
E
[
wHR,kP
H
RHEI
(
PTWTΛRW
H
T P
H
T + Θ
T
R
)
HHEIPRwR,k︸ ︷︷ ︸
EIk
]
(16)
In (16), the design of PR and PT is coupled with the inner BF
matrix, which makes closed-form solution inaccessible. Thus,
it is of great interest to find new target function to decouple the
problem. For such, using Cauchy-Schwarz inequality twice, an
upper bound on average EI power can be obtained as
EIk ≤ EIUpperk
=
∥∥wR,k∥∥2 Tr(WTΛRWHT )Tr (PHRHEIPTPHT HHEIPR)
+ νR
K∑
l=1
ER,k
∥∥wR,k∥∥2 Tr (PHRHEIHHEIPR)
(17)
Then the problem (16) can be rewritten approximately as(
P˙R, P˙T
)
= arg min
PR,PT
{
Tr
(
WTΛRW
H
T
)
× E [Tr (PHRHEIPTPHT HHEIPR)]
+ νR
K∑
l=1
ER,kE
[
Tr
(
PHRHEIH
H
EIPR
)]}
= arg min
PR,PT
{
Tr
(
WTΛRW
H
T
)
Tr
(
PHT C˜EIPT
)
× Tr (PHRCEIPR)+ νRNT K∑
l=1
ER,kTr
(
PHRCEIPR
)}
(18)
The multiplicative term ‖wR,k‖2 has been removed since it
has no effect on the optimal solution. The second step follows
from a similar derivation of (55). From (18), the columns of
P˙R (P˙T ) are composed of the eigenvectors corresponding to
the AR (AT ) smallest eigenvalues of CEI (C˜EI ), i.e.,
P˙R = [uNR−AR+1 (CEI) ,uNR−AR+2 (CEI) , · · · ,uNR (CEI)]
P˙T =
[
uNT−AT+1
(
C˜EI
)
,uNT−AT+2
(
C˜EI
)
, · · · ,uNT
(
C˜EI
)]
(19)
In (19), AR and AT can be viewed as parameters to balance
the allowable EI power and available degree of freedom (DOF)
for data transmission, which should be optimized with respect
to specific metric. This will be considered in section VI.
Inner BF Matrix: The inner BF matrices WR ∈ CAR×K
and WT ∈ CAT×K are designed to realize the multi-user
communication. WR and WT can be designed with different
criteria, e.g., maximizing the desired signal power which
corresponding to the eigen BF, or minimizing the MUI which
corresponding to the zero-forcing (ZF) scheme [12]. We adopt
the latter one since the ZF scheme is known to approach the
asymptotic limit (in min{NR, NT }) of achievable rate faster
as the number of relay antennas increases [9], [10]. For given
BF vectors at sources and destinations, define effective channel
vectors of Sk → R and R → Dk channels as hSR,k =
PHRHSR,kpS,k and hRD,k = P
H
T HRD,kpD,k, and let HSR =[
hSR,1, · · · ,hSR,K
]
and HRD =
[
hRD,1, · · · ,hRD,K
]
, the
inner BF matrices can be written as
WR = HSR
(
HHSRHSR
)−1
WT = HRD
(
HHRDHRD
)−1
Υ−1/2
(20)
where Υ is a diagonal normalized matrix with [Υ]l,l =
eHl
(
HHRDHRD
)−1
el. In practice, HSR,k and HRD,k should
be estimated in order to compute (20). This will be considered
in section V-B. Note that (20) requires K ≤ min{NR, NT }
so that AR and AT can be selected to ensure the invertibility
of HHSRHSR and H
H
RDHRD.
2) Transceiver Design at the Sources and Destinations:
Similar to [12], [17], we assume no instantaneous knowledge
of channels at sources and destinations. This is reasonable
since the amount of feedback could be very huge and unaf-
fordable in MM-FDR. However, it is assumed that the local
statistical knowledge of channels (i.e., (CSR,k, C˜SR,k) for Sk
and (CRD,k, C˜RD,k) for Dk) can be obtained. As observed
from (15), when NS = ND = 1, the achievable rates of
Sk → R channel and R → Dk channel are limited by the
transmit distortion noise at Sk and receive distortion noise at
Dk. This motivates us to design pS,k and pD,k to suppress
these negative factors with the antenna arrays of Sk and Dk.
Design of pS,k: Intuitively, according to (3) we can design
the following problem
p˙S,k = arg max‖pS,k‖=1
ES,kE
[
Tr
(
HSR,kpS,kp
H
S,kH
H
SR,k
)]
E
[
Tr
(
HSR,kΘTS,kH
H
SR,k
)]
= arg max
‖pS,k‖=1
pHS,kC˜SR,kpS,k
νS,kTr
(
C˜SR,kdiag
(
pHS,kpS,k
))
= arg max
‖pS,k‖=1
1
νS,k
pHS,kC˜SR,kpS,k
(21)
where ΘTS,k is the covariance matrix of tS,k, i.e., Θ
T
S,k =
E[tS,k[u]tHS,k[u]] = νS,kdiag
(
pS,kp
H
S,k
)
. The second step
follows from a similar derivation with that in (55) and the
7last step is based on assumption A2. From (3), the right-hand
side of (21) can be interpreted as the average signal to transmit
distortion noise ratio at Sk. The solution of problem (21) is
p˙S,k = u1
(
C˜SR,k
)
(22)
Design of pD,k: Similarly, based on (3), the received
BF vector at Dk can be derived by solving the problem
p˙D,k = arg max‖pR,k‖=1
ER,kE[Tr(HRD,kpD,kpHD,kHHRD,k)]
µD,kpHD,kdiag(E[HHRD,kHRD,k])pD,k
, which
results in
p˙D,k = u1
(
C˜RD,k
)
(23)
B. Reduced Dimension Channel Estimation
During a training phase, each source/destination transmits
pilot sequence sequentially which allows the relay to compute
the estimates of channels. With HIA scheme, it is sufficient to
estimate the effective channel vectors hSR,k and hRD,k. This
allows a reduced dimension estimation scheme4. For brevity,
we consider the estimation of hSR,k. Let φ ∈ Cτ×1 and ET
denote the pilot sequence and power of each pilot symbol. φ is
multiplied by p˙S,k and transmitted by Sk. The received pilot
matrix at the relay is expressed as
ZSR,k = HSR,k
(
p˙S,kφ
T + TSR,k
)
+ RSR,k + NSR,k (24)
where TSR,k ∈ CNS×τ denotes the transmit distortion
noise of Sk, whose lth column has distribution (based
on model (1)) CN (0, νS,kET diag(p˙S,kp˙HS,k)). RSR,k ∈
CNR×τ denotes receive distortion noise at the relay.
With model (2), the lth column of RSR,k has distribu-
tion CN (0, µRdiag(E[ZSR,kel(ZSR,kel)H ])). NSR,k is the
AWGN matrix, whose elements are i.i.d and distributed as
CN (0, 1). By multiplying both side of (24) with P˙HR , we have
Z˜SR,k = hSR,kφ
T+P˙HRHSR,kTSR,k+P˙
H
RRSR,k+P˙
H
RNSR,k
(25)
From (25), as a merit of HIA scheme, the total length of pilot
sequences to obtain the estimates of all effective channels can
be as less as 2K (when τ is set to 1).
Theorem 3: The LMMES estimator of effective channel
hSR,k can be expressed as
hˆSR,k = CSR,kΓSR,kz˜SR,k (26)
where CSR,k is the covariance matrix of hSR,k, which can be
expressed as CSR,k = βSR,kλ1(C˜SR,k)P˙
H
RCSR,kP˙R. z˜R,k
is given by z˜SR,k = hSR,k +
1
τET
P˙HRHSR,kTSR,kφ
∗ +
1
τET
P˙HRRSR,kφ
∗ + 1τET P˙
H
RNSR,kφ
∗ and
ΓSR,k =
CSR,k + νS,k
λ1
(
C˜SR,k
)
τ
CSR,k +
1
τET
IAR
+
µR
τ
(
1
ET
+ βSR,k
(
λ1
(
C˜SR,k
)
+ νS,k
))
IAR
)−1
(27)
4Direct estimation of HSR,k and HRD,k (k = 1, · · · ,K) requires the
total length of pilot sequences no less than K(NS + ND). This results in
long training phase that degrades the SE greatly as NS and NR are large.
The real effective channel hSR can be decomposed
as hSR,k = hˆSR,k + ∆hSR,k with ∆hSR,k denoting
the estimation error. hˆSR,k and ∆hSR,k are uncorrelated
whose covariance matrices can be expressed as CˆSR,k =
CSR,kΓSR,kCSR,k and CSR,k − CˆSR,k, respectively.
Proof: A sketch of the proof is presented in Appendix-D.
Different from that with ideal hardware [23], the LMMSE
estimator is not equivalent to MMSE estimator, since the
received pilot signal is corrupted by the term P˙HRHSR,kTSR,k
(due to transmit imperfection of Sk), which is not independent
with the channel to be estimated. There might exist non-linear
estimator that results in smaller MSE. However, the difference
should be small since the distortion noises are relatively weak.
The LMMSE estimator of hRD,k can be obtained using
the same approach. For further analysis, we define CRD,k
and hˆRD,k as the covariance matrix and LMMSE estimates
of hRD,k, respectively. Moreover, we define CˆRD,k =
CRD,kΓRD,kCRD,k as the covariance matrix of hˆRD,k, where
ΓRD,k is given by
ΓRD,k =
CRD,k + νD,k
λ1
(
C˜RD,k
)
τ
CRD,k +
1
τET
IAT
+
µR
τ
(
1
ET
+ βRD,k
(
λ1
(
C˜RD,k
)
+ νD,k
))
IAT
)−1
(28)
C. Achievable Rate Analysis
This subsection analyzes the achievable rate of HIA-MM-
FDR. The achievable rate expressions are derived based on
the bounding technique in [34].
1) Achievable Rate of Sk → R Channel: By treating√
ES,kE[wHR,kHSR,kp˙S,k]sk[u] as the desired signal at Sk→
R channel, and approximating the remaining terms in (4), i.e.,
^
yR,k [u]−
√
ES,kE[wHR,kHSR,kp˙S,k]sk[u], using the worst-
case uncorrelated additive Gaussian noise with the same
variance, the rate in (29) is achievable on Sk→R channel,
where EIk, MUIR,k, D
T
R,k and D
R
R,k denote the EI, MUI,
effective distortion due to transmit imperfection of sources
and effective distortion due to receive imperfection of relay
respectively, which are given by
EIk = wHR,kHEI
(
WTΛRW
H
T + E
[
tR [u] t
H
R [u]
])
HHEIwR,k
MUIR,k =
K∑
j=1,j 6=k
ES,j
∣∣∣wHR,kHSR,jp˙S,j∣∣∣2
DTR,k =
K∑
j=1
wHR,kHSR,jE
[
tS,j [u]t
H
S,j [u]
]
HHSR,jwR,k
DRR,k = wHR,kE
[
rR [u] r
H
R [u]
]
wR,k
(30)
Wherein, the BF matrices at the relay are given by
WR = P˙RHˆSR
(
Hˆ
H
SRHˆSR
)−1
WT = P˙T HˆRD
(
Hˆ
H
RDHˆRD
)−1
Υˆ−1/2
(31)
8RHIASR,k =
T − 2Kτ
T
log2
1 + ES,k
∣∣∣E [wHR,kHSR,kp˙S,k]∣∣∣2
ES,kvar
(
wHR,kHSR,kp˙S,k
)
+E [EIk] + E [MUIR,k] + E
[
DTR,k
]
+ E
[
DRR,k
]
+ E
[
‖wR,k‖2
]

(29)
where Hˆi =
[
hˆi,1, · · · , hˆi,K
]
(i ∈ {SR,RD}) and Υˆ is a di-
agonal normalized matrix with [Υˆ]l,l = eHl
(
Hˆ
H
RDHˆRD
)−1
el.
Note that we have replaced the effective channels in inner BF
matrices with their estimates obtained in Theorem 3.
Theorem 4: Assume that the assumptions A1 and A2 hold,
and AR is selected so that Tr
(
CSR,k
)
= O(NR). 5 With
HIA scheme, the achievable rate of Sk → R channel in the
large-(NR, NT ) regime is given by (29), where the powers of
desired signal and AWGN are ES,k
∣∣∣E [wHR,kHSR,kp˙S,k]∣∣∣2 =
ES,k and E
[
‖wR,k‖2
]
= (Tr(CˆSR,k))
−1, and
ES,kvar
(
wHR,kHSR,kp˙S,k
)
= ES,k
(
Tr
(
CˆSR,k
))−2
δSRk
E [EIk] =
βEITr
(
C˜EIΩR
)
Tr
(
CˆSR,kP˙
H
RCEIP˙R
)
(
Tr
(
CˆSR,k
))2
E[MUIR,k] =
K∑
j=1,j 6=k
ES,jTr
((
CSR,j − CˆSR,j
)
CˆSR,k
)
(
Tr
(
CˆSR,k
))2
E[DTR,k] =
νS,kES,kgkk +
K∑
j=1,j 6=k
νS,jES,jgkj(
Tr
(
CˆSR,k
))2
E
[
DRR,k
]
=
µR
Tr
(
CˆSR,k
)
×
K∑
j=1
ES,jβSR,jTr
(
C˜SR,jΩS,j
)
+ βEITr
(
C˜EIΩR
)
+ 1
(32)
where δSRk is defined as δ
SR
k = E[|∆hHSR,khˆSR,k|
2
] and is
given by Lemma 1 in Appendix-A. gkk and gkj are given by
(61) and (62) in the Appendix-E. ΩS,k and ΩR are expressed
as
ΩS,k = p˙S,kp˙
H
S,k + νS,kdiag
(
p˙S,kp˙
H
S,k
)
ΩR =
K∑
l=1
ER,l
P˙T CˆRD,lP˙
H
T + νRdiag
(
P˙T CˆRD,lP˙
H
T
)
Tr
(
CˆRD,l
)
(33)
The scaling behaviors of above factors are shown in Table I.
Proof: See Appendix-E.
Several important results on the effect of EI, MUI and
hardware impairments on achievable rate of Sk → R channel
can be obtained from Theorem 4 and Table I.
5By increasing AR, this can always be achieved since Tr
(
CSR,k
)
approaches NR as AR increases from assumption A2.
Effect of EI: With the proposed HIA scheme, the scaling
behavior of EI is high correlated with λNR−AR+1(CEI)
and λNT−AT+1(C˜EI). With the assumption A1, we have
λNR−AR+1(CEI) ≤ O(1) and λNT−AT+1(C˜EI) ≤ O(1).
In fact, under specific spatial correlation model (e.g., the
physical channel model with a fixed number of angular bins
[17]), it is possible to make λNR−AR+1 (CEI) < O(1) and
λNT−AT+1(C˜EI) < O(1) by selecting proper AR and AT . In
this case, the power of EI can decrease faster than O(KN−1R )
in the large-(NR, NT ) regime. Note that this is in contrast with
the result in [12], which shown that the power of EI decreases
exactly with O(KN−1R ).
Effect of MUI: The scaling behavior of MUI confirms well
with the classic result in MM-FDR with perfect hardware [12],
i.e., the MUI diminishes as NR →∞ if K  NR.
Effect of Transmit Imperfection of Sources: (i) When
NS is fixed, an interesting observation is that the term
ES,kvar(w
H
R,kHSR,kp˙S,k), which is widely convinced
O(N−1R ) terms with perfect hardware, scales as O(1).
As a result, the achievable rate of Sk → R channel is
limited by the joint effect of ES,kvar(wHR,kHSR,kp˙S,k)
and the effective distortion due to the transmit imperfection
of sources, i.e., DTR,k. In fact, the variation of scaling
behavior of ES,kvar(wHR,kHSR,kp˙S,k) can also be
viewed as a “negative effect” of transmit imperfection
of sources. To see this, inserting the expression of δSRk
(given by Lemma 1 in Appendix-A) into (32) and letting
NR → ∞, we can obtain ES,kvar(wHR,kHSR,kp˙S,k) =
νS,k
τ ER,kTr(CˆSR,k)p˙
H
S,kdiag(p˙
H
S,kp˙S,k)p˙S,k + O(N−1R ),
which demonstrates that ES,kvar(wHR,kHSR,kp˙S,k) scales as
O(1) as long as νS,k > 0. (ii) When NS scales with NR
and K  NR, it is seen that the proposed HIA scheme
reduces the effect of transmit imperfection at sources by a
factor of 1NS . The reason is that the transmit distortion is
pre-suppressed by the transmit BF vector p˙S,k.
Effect of Receive Imperfection of the Relay: By comparing
the result in Table I and (15), it is seen that the HIA scheme
does not change the scaling behavior of distortion noise caused
by receive imperfection of the relay. However, the receive
distortion noise power is still reduced, since EI (which is a
main contributor of receive distortion noise) is suppressed.
2) Achievable Rate of R→ Dk Channel: According to (5)
and the bounding technique in [34], the achievable rate of
R→ Dk channel can be expressed as
RHIARD,k =
T − 2Kτ
T
× log2
(
1 +
ER,k|E[p˙HD,kHHRD,kwT,k]|2
ER,kvar(p˙HD,kHHRD,kwT,k)+E[MUID,k]+E[DTD,k]+DRD,k+1
)
(34)
where MUID,k, D
T
D,k and D
R
D,k denote the MUI, effective
9TABLE I: Scaling behaviors of different factors in Theorem 4.
Imperfect 
Hardware
Perfect 
Hardware
Desired 
Signal
 1
AWGN
 1RN    1
1 , is  fixed
,  scales with 
S
S S R
N
N N N



 1
 1RN 
 k EI
 1RN 
,[ ]R kMUI
 1RN 
 1RN 
,[ ]R k
TD
0
 
  1 1
1 , is  fixed
        scales wit
, ,
h 
max
S
S
R
R
SN
N
N N
KN 



 
 
1
1
1        
R R
T T
R N A EI
N A EI
KN 


 
 
C
C

,R k   RD
0
 1RKN 
 , , , ,var HS k R k SR k S kE w H p
 
 
1
1
1        
R R
T T
R N A EI
N A EI
KN 


 
 
C
C

TABLE II: Scaling behaviors of different factors in Theorem 5.
Imperfect 
Hardware
Perfect 
Hardware
Desired 
Signal
 TN
AWGN
 1
  , is  fixed
,  scales with 
T D
T
D T
D
N N
N N N
N
      

 TN
 1  1
,[ ]D kMUI
 1TN 
 1TN 
,[ ]D k
TD
  , is  fixed
       scales with 
max , ,
T D
T
T
D
D
N K
N
N
N N
N
       



,D k   RD
0
 , , , ,var H HR k D k RD k T kE p H w
 K
0
distortion due to transmit imperfection of relay and effective
distortion due to receive imperfection of destinations, respec-
tively, which are given by
MUID,k =
K∑
j=1,j 6=k
ER,j
∣∣∣p˙HD,kHHRD,kwT,j∣∣∣2
DTD,k = p˙HD,kH
H
RD,kΘ
T
RHRD,kp˙D,k
DRD,k = p˙HD,kΘ
R
D,kp˙D,k
(35)
Theorem 5: Assume that assumptions A1 and A2 hold, and
AT is selected so that Tr
(
CRD,k
)
= O(NT ). With HIA
scheme, the achievable rate of R→ Dk channel in the large-
(NR, NT ) regime is given by (34), where the power of desired
signal is ER,k
∣∣∣E[p˙HD,kHHRD,kwT,k]∣∣∣2 = ER,kTr(CˆRD,k), and
ER,k var
(
p˙HD,kH
H
RD,kwT,k
)
=
(
Tr
(
CˆRD,k
))−1
ER,kδ
RD
k
E [MUID,k] =
K∑
j=1,j 6=k
ER,jTr
((
CRD,k − CˆRD,k
)
CˆRD,j
)
Tr
(
CˆRD,j
)
E
[
DTD,k
]
= νR
K∑
l=1
ER,lTr
(
CRD,kdiag
(
P˙T CˆRD,lP˙
H
T
))
(
λ1
(
C˜RD,k
))−1
Tr
(
CˆRD,l
)
DRD,k =
µD,kER,k
Tr
(
CˆRD,k
)
 p˙HD,kdiag
(
p˙D,kp˙
H
D,k
)
p˙D,k(
Tr
(
CˆRD,k
))−2
+
µR
τ
(
1
ET
+ 1µRET + βRD,k
(
λ1
(
C˜RD,k
)
+ νD,k
))
(
Tr
(
C3RD,kΓ
2
RD,k
))−1
λ1
(
C˜RD,k
)
+
K∑
j=1,j 6=k
ER,jβRD,j
ER,k
Tr
(
CRD,kP˙T CˆRD,jP˙
H
T
)
+
Tr
(
CˆRD,k
)
ER,k

(36)
δRDk is defined as δ
RD
k = E[|∆hHRD,khˆRD,k|
2
] and is given
by Lemma 1 in Appendix-A. The scaling behaviors of above
factors are shown in Table II.
Proof: The proof is similar with that for Theorem 4, and
thus it is neglected.
From Theorem 5 and Table II, one can observe a strong
similarity between the effects of hardware impairments on
R→ Dk channel and that on Sk → R channel. In particular,
the effective distortion due to the transmit imperfection of
relay DTD,k is suppressed by the large transmit array of the
relay, and it diminishes as NT → ∞ and K  NT .
Moreover, when ND is fixed, the achievable rate of R→ Dk
channel is limited by the term ER,k var
(
p˙HD,kH
H
RD,kwT,k
)
and distortion noise caused by receive imperfection of Dk.
However, as ND scales with NT and K  NT , these factors
are suppressed by 1ND . This is because that applying p˙D,k can
be viewed as a post-suppression on receive distortion noise.
With HIA scheme, the following end-to-end rate for Sk →
R→ Dk channel is achievable in the large-(NR, NT ) regime
RHIAk = min
(
RHIASR,k,R
HIA
RD,k
)
(37)
Different from that for upper bound in the last section, RHIAk
cannot be expressed in a simple form like (15). However,
based on Table I and Table II, one can simply deduce that
RLowerk will converge to a finite ceiling if NS and ND are
fixed. However, with HIA scheme, the end-to-end achievable
rate grows without bound as min(NR, NT ) → ∞ if NS and
ND scale with min(NR, NT ) and K  min(NR, NT ). This
is the same to the situation with ideal hardware [12].
D. Discussion on Hardware Design
Based on the achievable rate expressions, we discuss the
hardware design of sources, destinations and relay in this
subsection. Although the achievable rate expressions hold for
arbitrary K ≤ min{NR, NT }, we will restrict our analysis
to K  min{NR, NT }. This is a fundamental condition
to ensure the benefit of massive MIMO, i.e., the MUI is
suppressed by a large surplus of degrees of freedom [14]. In
MM-FDR with hardware impairments, it is also essential to
control the number of S-D pairs (by, e.g., some user scheduling
scheme) to suppress the EI and distortions.
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1) Hardware Design of Sources and Destinations: As NS
and ND are fixed and small (due to e.g., size limitation), from
Theorem 4 and 5, it is of great importance to reduce νS,k, νD,k
and µD,k in order to alleviate the “ceiling effect” on achievable
rate. This indicates that it is beneficial to use high-quality
hardware at sources and destinations in this case. Note that,
different from the relay side, the use of high-quality hardware
at sources and destinations is affordable, since the increased
cost scales with NS and ND, instead of min{NR, NT }.
When NS and ND scale with min{NR, NT }, from The-
orem 4 and 5, the distortion noise powers due to hardware
impairments at sources and destinations are lower order terms
when compared with desired signal powers. This means that
the sources and destinations can decrease the hardware quality
to some extent without degrading the performance. Later an
example will be given to show how to achieve this.
2) Hardware Design of Relay: Similar to that for sources
and destinations when NS and ND scale with min{NR, NT },
the distortion noises caused by hardware impairments at the
relay are lower order terms when compared with desired signal
powers, which makes it possible to decrease the hardware
quality without hurting the performance greatly.
Example: To get a clear insight, we consider the achievable
rate of S → R channel6 given by Theorem 4. We assume that
there is only one S-D pair and let νR = µR. When NS scales
with NR, the achievable rate of Sk → R channel reduces to
RHIASR,k =
T − 2Kτ
T
× log2
(
1 +
1
c1νS,1N
−1
R + c2µRN
−1
R +O
(
N−1R
)) (38)
where c1 and c2 are positive constants independent of νS,1,
µR and {NS , NR}. In (38), we have replaced NS with
the product of NR and some constant. Assume we wish to
achieve rate RT . According to (38), we have (as NR →
∞) c1νS,1 + c2µR = ((2 TT−2KτRT − 1)
−1 −O(N−1R ))NR
≈ (2 TT−2KτRT − 1)−1NR. The result is encouraging since it
implies that we can increase νS,1 and µR linearly as NR
increase (with NS scaling with NR) without degrading the
achievable rate. As a result, inexpensive MM-FDR is possible.
VI. JOINT DOF AND POWER OPTIMIZATION
In this section, we propose a low-complexity JDPO algo-
rithm to maximize the SE (defined as the sum of all des-
tinations’ achievable rates) of HIA-MM-FDR, subject to the
maximum power constrains. The achievable rate expressions
obtained in section V-C are utilized in the proposed algorithm.
The algorithm needs only statistical knowledge of channels.
Therefore, it can be computed offline at a central node (e.g.,
relay) and then broadcasts to the other nodes.
Let EmaxS,k and E
max
R be the maximum transmit power
constraints at Sk and relay, respectively, the SE optimization
6We consider the achievable rate of Sk → R channel to simplify the
analysis. Similar result can be obtained based on the achievable rate of R→D
channel in Theorem 5. Therefore, the analysis is also valid for end-to-end
achievable rate.
problem can be formulated as follows
max
ES,1,··· ,ES,K ;ER,1,··· ,ER,K ;AR,AT
SE =
K∑
k=1
min
{
RHIASR,k,R
HIA
RD,k
}
s.t.

0 ≤ ES,k ≤ EmaxS,k , k = 1, · · · ,K
K∑
k=1
ER,k ≤ EmaxR
AR ∈ AR, AT ∈ AT
(39)
where AR = {K,K + 1, · · · , NR} and AT = {K,K +
1, · · · , NT }.
According to Theorem 4 and Theorem 5, we rewrite RHIASR,k
and RHIARD,k as R
HIA
SR,k =
T−2Kτ
T log2 (1 + γSR,k) and R
HIA
RD,k =
T−2Kτ
T log2 (1 + γRD,k), where γSR,k and γRD,k denote the
effective received SINRs of Sk → R and R → Dk channels
respectively, which can be expressed as
γSR,k =
ES,k∑K
j=1 a
R
k,jES,j +
∑K
j=1 b
R
k,jER,j +
(µR+1)
Tr(CˆSR,k)
γRD,k =
Tr
(
CˆRD,k
)
ER,k∑K
j=1 b
D
k,jER,j + µD,k + 1
(40)
where
aRkj =
δSRkj + νS,kgkj(
Tr
(
CˆSR,k
))2 + µRβSR,j Tr
(
C˜SR,jΩS,j
)
Tr
(
CˆSR,k
)
bRkj =
βEITr
(
C˜EI
(
P˙T CˆRD,jP˙
H
T + νRdiag
(
P˙T CˆRD,jP˙
H
T
)))
Tr
(
CˆSR,k
)
Tr
(
CˆRD,j
)
×
Tr
(
CˆSR,kP˙
H
RCEIP˙R
)
Tr
(
CˆSR,k
) + µR

bDkj =
δRDkk
Tr
(
CˆRD,k
) + νRTr
(
CRD,kdiag
(
P˙T CˆRD,kP˙
H
T
))
(
λ1
(
C˜RD,k
))−1
Tr
(
CˆRD,k
)
+
µD,kp˙
H
D,kdiag
(
p˙D,kp˙
H
D,k
)
p˙D,k(
Tr
(
CˆRD,k
))−1 + µD,kµRTr
(
C3RD,kΓ
2
RD,k
)
τλ1
(
C˜RD,k
)
Tr
(
CˆRD,k
)
×
(
1
ET
+ βRD,k
(
λ1
(
C˜RD,k
)
+ νD,k
)
+
1
ETµR
)
, j = k
δRDkj
Tr
(
CˆRD,j
) + νRTr
(
CRD,kdiag
(
P˙T CˆRD,jP˙
H
T
))
(
λ1
(
C˜RD,k
))−1
Tr
(
CˆRD,j
)
+
µD,kβRD,jTr
(
CRD,kP˙T CˆRD,jP˙
H
T
)
Tr
(
CˆRD,k
) , j 6= k
With the above results and the formula T−2KτT
∑K
k=1
log2 (1 + γk) =
T−2Kτ
T log2
(∏K
k=1 (1 + γk)
)
(γk is defined
11
as γk = min{γSR,k, γRD,k}), (39) can be rewritten as
min
ES,1,··· ,ES,K ;ER,1,··· ,ER,K ;AR,AT
K∏
k=1
(1 + γk)
−1
s.t.

C1 :
ES,k
K∑
j=1
aRk,jES,j+
K∑
j=1
bRk,jER,j+(µR+1)(Tr(CˆSR,k))
−1
≥ γk,
k = 1, 2, · · · ,K
C2 :
Tr(CˆRD,k)ER,k∑K
j=1 b
D
k,jER,j+µD,k+1
≥ γk, k = 1, 2, · · · ,K
C3 : ES,k ≤ EmaxS,k , k = 1, 2, · · · ,K
C4 :
K∑
j=1
ER,j ≤ ER
C5 : AR ∈ AR, AT ∈ AT
(41)
By using some algebra manipulations on the inequality con-
straints, C1, C2 can be rewritten as
C1 :
K∑
j=1
aRk,jE
−1
S,kES,jγk +
K∑
j=1
bRk,jE
−1
S,kER,jγk
+ (µR + 1)
(
Tr
(
CˆSR,k
))−1
E−1S,kγk ≤ 1
C2 :
K∑
j=1
bDk,jE
−1
R,kER,jγk + (µD,k + 1)E
−1
R,kγk ≤ Tr
(
CˆRD,k
)
(42)
Problem (41) is a combinatorial optimization problem which
is in general NP hard. To solve (41), we propose a JDPO
algorithm to find suboptimal solution. Our strategy is as
follows. First, using the similar approach as that in [35], we
show that the power control problem with fixed AR and AT
can be approximated as a geometric programming (GP) and
solved efficiently using the convex optimization tools [36].
Then we present a heuristic approach based on sequential
optimization to solve AR and AT .
Power Control with Fixed AR and AT : From (41) and (42),
the inequality constraints are posynomial functions [36]. As
shown in [35], for any γk > 0, 1 + γk can be approximated
using a monomial function θkγωkk near a point γˆk, where ωk =
γˆk/ (1 + γˆk) and θk = γˆ−ωkk (1 + γˆk). By using this, the target
function of (41) can be approximated as a monomial function,
i.e.,
∏K
k=1 θ
−1
k γ
−ωk
k . As a result, the solution for power control
problem (with fixed AR and AT ) can be obtained by solving
several GPs. The algorithm is summarized in Algorithm 1.
Optimization of AR and AT : An obvious approach to obtain
AR and AT is via 2-D search. However, the complexity is very
high since the power control problem described in the above
should be computed for each (AR, AT ). In this work, we
present a heuristic approach to find suboptimal solution. In this
approach, AR (AT ) is searched over a subset A˜R (A˜T ), whose
elements are sampled from AR (AT ). For example, A˜R can
be selected as {K, 2K, · · · , ⌊NRK ⌋K}. The motivation of this
idea is that the target function does not change dramatically as
AR and AT increase/decrease by a small step as observed from
the numerical results. Moreover, instead of 2-D search, AR
and AT are optimized sequentially over the sampled subsets
A˜R and A˜T via 1-D search. The process repeats several times
(much less than min{|A˜R|, |A˜T |}) to improve the solution.
A summary of the JDPO algorithm is presented in Algo-
rithm 2. The algorithm converges to a local optimum since the
Algorithm 1 Solve the power control problem with fixed AR
and AT by GP.
1: Initialization: Let γˆ(i)k denote the solution of γk after the
ith iteration. Compute the initial value γˆ(0)k using (40). Set
a tolerance ε and the maximum iteration times LGP .
2: For the (i+ 1)th iteration:
• Compute ωk = γˆ
(i)
k /
(
1 + γˆ
(i)
k
)
and θk =(
γˆ
(i)
k
)−bk (
1 + γˆ
(i)
k
)
.
• Solve the following GP problem
min
ES,1,··· ,ES,K ;ER,1,··· ,ER,K ;
K∏
k=1
θ−1k γ
−ωk
k s.t. C1 ∼ C5
3: If max
k=1,··· ,K
∣∣∣γˆ(i+1)k −γˆ(i)k ∣∣∣ < ε or i + 1 = LGP , stop.
Otherwise, set i= i+1 and go back to step 2.
Algorithm 2 JDPO algorithm for SE optimization.
1: Initialization: Set an initial AT , i.e., A
(0)
T , and a maxi-
mum repeat times L. Select the subsets A˜R and A˜T .
2: for all l = 1, · · · , L do
3: Set AT = A
(l−1)
T and compute SE using Algorithm 1
for all AR ∈ A˜R.
4: Update A(l)R = arg max
AR
SE.
5: Set AR = A
(l)
R and compute SE using Algorithm 1
for all AT ∈ A˜T .
6: Update A(l)T = arg max
AT
SE.
7: end for
target function is improved in each iteration. The complexity
of Algorithm 2 is upper bounded as L(|A˜R|+ |A˜T |)LGPCGP ,
where CGP is the complexity to solve GP when AR = NR
and AT = NT . Usually, GP is solved using inner point method
with polynomial time. The exact expression of CGP is quite
difficult and related with the structure of the problem. Some
insights on CGP can be found in [37, Sec. 11.5].
Remark 2: (JDPO for EE Optimization) Instead of the SE
optimization, we can also formulate an EE (defined as the
SE divided by total transmit power [2]) optimization problem
subject to a target SE RT
max
ES,1,··· ,ES,K ;ER,1,··· ,ER,K ;AR,AT
K∑
k=1
min{RHIASR,k,RHIARD,k}
K∑
k=1
ES,k+
K∑
k=1
ER,k
s.t.

K∑
k=1
min
{
RHIASR,k,R
HIA
RD,k
}
= RT
0 ≤ ES,k ≤ EmaxS,k , k = 1, · · · ,K
K∑
k=1
ER,k ≤ EmaxR
(43)
Using (40), the above problem is equivalent to
max
ES,1,··· ,ES,K ;ER,1,··· ,ER,K ;AR,AT
∑K
k=1ES,k +
∑K
k=1ER,k s.t.
C1 ∼ C5 and
∏K
k=1 (1 + γk) = 2
T
T−2KτRT . With the
technique in [35], the equality constraint can be converted to
a monomial, and the power control problem (with fixed AR
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and AT ) becomes a GP. Thus, (43) can be solving by using
a similar JDPO algorithm as that in Algorithm 2.
VII. SIMULATION RESULTS AND DISCUSSION
This section presents the simulation results to verify the
analyses in the previous sections. Throughout this section, we
set νS,k = νS , νD,k = νD, µD,k = µD for convenience. The
correlation matrices of desired channels are generated with the
exponential correlation model [38][
Ci,k or C˜i,k
]
l,j
=
 r
j−l
i,k , l ≤ j(
rl−ji,k
)∗
, l > j
, i ∈ {SR,RD}
The model approximates the property of ULA, where the
correlation between adjacent antennas is |ri,k| ∈ [0, 1] and the
phase of ri,k describes the angle of arrival/departure as seen
from the array. [39] shows how to map some of the parameters
of ULA to this model. The correlation matrices of EI channel
CEI and C˜EI are generated similarly with a parameter rEI .
For convenience, we let |ri,k| = r0, ∀k ∈ {1, · · · ,K}. The
phases of ri,k and rEI are uniformly selected from [0, pi].
We assume that 25∼35dB EI cancellation can be pro-
vided by passive EI suppression techniques (more than 40dB
cancellation has been reported by using such techniques for
infrastructure node [4]). The variances of EI channel (after
passive cancellation) and desired channels are selected as
βEI/βi,k ∈ [0, 25]dB. With the path loss model in [4], the
above range corresponds to the setup with the distances from
sources/destinations to relay varying from 250m to 500m and
10m segregation between relay transmit and receive arrays.
A. Impact of Hardware Impairments
This subsection considers the effect of hardware impair-
ments on SE of MM-FDR. The channel coherent time is set
to T = 300 and the length of pilot sequence is τ = 2.
Fig. 1 shows the SE of MM-FDR with single antenna at
sources/destinations with different levels of hardware impair-
ments. The SEs based on transceiver scheme in section IV
(which achieves the upper bound when NS = ND = 1) and
HIA scheme (with pS,k = pD,k = 1) are simulated. From
Fig. 1, the SE is more sensitive to hardware impairments at
sources and destinations. When νS = νD = µD = 0.22, the
SE approaches to a finite ceiling quickly as the number of
relay antennas increases. Similar results can be observed when
sources and destinations are equipped with multiple but fixed
number of antennas in Fig. 2. However, the result changes
when NS and ND scale with min{NR, NT } and HIA scheme
is used. From Fig. 2, as NS =
⌊
NR
K
⌋
and ND =
⌊
NT
K
⌋
, similar
SEs are achieved as sources/destinations or relay employ low-
quality hardware, and no performance ceiling appears. This
demonstrates the validness of HIA scheme. At last, it is seen
that the asymptotic results in Theorem 1 & 2 and Theorem 4
& 5 match well with exact results.
As the performance is affected by impairments of both
transmit and receive RF chains at the relay, we compare the
effect of transmit and receive imperfections on SE in Fig. 3.
We assume that the sources and destinations use high-quality
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Fig. 1: SE of traditional MM-FDR with single antenna at
sources/destinations, where NS = ND = 1, K = 10,
ES,k = ER,k = 8dB, ET = 10dB, βSR,k = βRD,k =
βEI = 1, r0 = 0.2, |rEI | = 0.8, AR = max{K,
⌊
2
3NR
⌋},
AT = max{K,
⌊
2
3NT
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Fig. 2: SE of MM-FDR with multiple antennas at
sources/destinations. The setup is the same with Fig 2.
hardware (νS = νR = µR = 0.012). From the figure, the
effect of receive imperfection is more detrimental. The reason
is that, with EI at the relay, the power of distortion noise
caused by receive imperfection is much stronger than that due
to transmit imperfection. However, the performance difference
decreases as NR increases from 0.5NT to NR = 2NT , since
the power of effective receive distortion scales as O(KN−1R )
(see Table I). This implies that use relatively higher-quality
hardware or more antennas at the receive side of relay is
beneficial. Using a similar setup, one can obtain a parallel
conclusion for destination, i.e., the receive imperfection is
more harmful than transmit imperfection. This is because that
the transmit imperfection of destination only induces larger
channel estimator errors, which is a part of the received signal
at the destination. Thus, based on model (2), the distortion
noise due to receive imperfection will be more detrimental.
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Fig. 3: Comparison between transmit/receive imperfections at
the relay, where νS = νD = µD = 0.012, K = 10, ES,k =
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Fig. 4: SE v.s. number of S-D pair K, where νS = νD =
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βSR,k = βRD,k = 1, βEI = 5dB, r0 = 0.4, |rEI | = 0.7,
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⌊
2
3NR
⌋},
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B. Impact of Number of S-D Pairs and Channel Coherent Time
Fig. 5 shows the SE as a function of the number of S-D
pairs K, where the length of pilot sequence of each source
or destination is set to 1. When T = 300, the figure reveals
that the SE will not increase without bound as K increases
since SE is ultimately limited by the channel coherent time.
In fact, as the number of S-D pair approaches to T/2, the
SE converges to zero since all time is allocated to pilot
phase. Meanwhile, the SE per S-D pair is a strictly decreasing
function of K. Similar result can be observed as the channel
coherent time is very long (T →∞). This is because that the
MUI, EI and distortion noises become limiting factors when
K is large as seen from the scaling behaviors in Table I and
Table II. This implies that the number of S-D pairs should be
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Fig. 5: Number of relay antennas required to achieve 3bit/s/Hz
SE per S-D pair with different hardware qualities, where K =
10, βSR,k = βRD,k = 1, βEI = 5dB, NS =
⌊
NR
K
⌋
, ND =⌊
NT
K
⌋
, r0 = 0.4, |rEI | = 0.7.
limited in order to ensure a SE guarantee for each S-D pair,
and this number decreases as the quality of hardware degrades.
C. Comparison with Relevant Schemes
In this subsection, the SE of HIA-MM-FDR is compared
with the massive MIMO HDR (MM-HDR) [10] and MM-
FDR with ZF-based transceiver (ZF-MM-FDR) [12]. The
channel coherent time is set to T = 300 and the length
of pilot sequence is τ = 2. The power of pilot symbol
is ET = 10dB. For HIA-MM-FDR, the maximum power
constraints at sources and relay are set to EmaxSk = 5dB and
EmaxR = KE
max
Sk
. Without JDPO, we set ES,k = EmaxS,k ,
ER,k = E
max
R /KdB. Moreover, AR and AT are set to
AR = max{K,
⌊
2
3NR
⌋} and AT = max{K, ⌊ 23NR⌋}. When
JDPO is applied, ES,k, ER,k, AR and AT are determined
by Algorithm 2. The maximum repeat time L of JDPO is
set to 3 and the elements of subset A˜R are picked uniformly
from AR with step max{10,
⌊
NR
K
⌋}. A˜T is obtained with the
similar approach. The above parameters are chosen so that
the performance loss due to the suboptimal search approach
to obtain AR and AT is negligible.
Fig. 5 simulates the number of relay antennas required
to achieve 3bit/s/Hz SE per S-D pair (which ideally can
support the 64-QAM transmission with 1/2 channel code)
with different levels of hardware quality, where we set νS =
νD = νR = ν and µD = µR = µ. The figure reveals a
tradeoff between the number of antennas and hardware quality,
that is (as discussed in section V-D), by increasing NR and
NT , we can reduce ν and µ linearly without degrading the
SE. Meanwhile, it is seen that the proposed HIA-MM-FDR
reduces the required number of relay antennas significantly
when compared with ZF-MM-FDR. Moreover, the HIA-MM-
FDR outperforms the MM-HDR for large ν and µ. This is
because that the distortion noises become the main limiting
factor in this case when compared with EI.
The effect of asymmetric numbers of transmit and receive
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Fig. 6: SE comparison with asymmetric numbers of transmit
and receive relay antennas, where K = 10, NS =
⌊
NR
K
⌋
,
ND =
⌊
NT
K
⌋
, βSR,k = βRD,k = 1, βEI = 5dB, r0 = 0.4,
|rEI | = 0.7, νS = νD = νR = 0.05, µD = µR = 0.05.
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Fig. 7: SE v.s. variance of echo interference channel βEI ,
where K = 10, NS =
⌊
NR
K
⌋
, ND =
⌊
NT
K
⌋
, βSR,k = βRD,k =
1, r0 = 0.4, |rEI | = 0.7, νS = νD = νR = 0.05, µD = µR =
0.05.
antennas at the relay is shown in Fig. 6, where we set NR +
NT = 200. It is shown that allocating more antennas to the
receive side of relay is beneficial for HIA-MM-FDR (without
JDPO) and ZF-MM-FDR. The reason is that, in the considered
setup, the limiting factors of system performance are EI and
distortion noise due to receive imperfection at the relay. From
Theorem 4, these factors can be suppressed by receive antenna
array of relay. However, when JDPO is applied, it is optimal
to set NR = NT . This is because that the JDPO algorithm in
fact tries to balance the achievable rates of each hop by power
control and adjusting AR and AT . This makes it unnecessary
to allocate more antennas to receive side.
Fig. 7 shows the SE of HIA-MM-FDR as a function of
variance for EI channel βEI . As expected, there exists a
switching point between HIA-MM-FDR and MM-HDR as
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Fig. 8: Comparison on spectral-energy efficiency tradeoff,
where K = 10, βEI = 10dB, NS =
⌊
NR
K
⌋
, ND =
⌊
NT
K
⌋
,
r0 = 0.2, |rEI | = 0.8, νS = νD = νR = 0.05, µD = µR =
0.05.
βEI increases. By increasing NR and NT , the constraint on
βEI for HIA-MM-FDR to achieve a performance gain relaxes,
which indicates that HIA-MM-FDR becomes more attractive
when the number of relay antennas is large. Moreover, Fig.
7 demonstrates that the proposed JDPO algorithm can reduce
the constraint on βEI significantly. In particular, as N = 200,
a SE gain of 7.5bit/s/Hz can be achieved by HIA-MM-FDR
when compared to MM-HDR as βEI is 20dB.
Fig. 8 considers the SE-EE tradeoff of different schemes.
The large-scale fading coefficients of channels are set to
{βSR,1, · · · , βSR,K} = {0.818, 0.052, 1.01, 0.026, 0.016,
0.803, 0.051, 0.383, 2.85, 0.448}
{βRD,1, · · · , βRD,K} = {1.187, 0.011, 0.724, 2.11, 0.580,
0.012, 0.147, 0.085, 0.434, 0.458}
which is a realization generated with the model in [12]. The
EEs of HIA-MM-FDR and ZF-MM-FDR are optimized by
solving the problem in Remark 2 with JDPO algorithm and
[12, Algorithm 1], respectively. It is observed that HIA-MM-
FDR achieves better SE-EE tradeoff when compared with ZF-
MM-FDR. The gain is mainly due to the optimization of AR
and AT . This reason is that, if we fix AR = NR and AT =
NT , the JDPO algorithm for EE optimization is similar to [12,
Algorithm 1]. The only difference is that the power for each
steam at the relay, i.e., ER,k, is optimized in JDPO algorithm
and [12, Algorithm 1] optimizes only the total power of relay.
VIII. CONCLUSIONS
This paper considers the transceiver design of MM-FDR
with hardware impairments. A low complexity HIA scheme
is proposed to mitigate the distortion noises by exploiting
the statistical knowledge of channels and antenna arrays at
sources and destinations. A joint degree of freedom and power
optimization algorithm is presented to further optimize the
SE of HIA-MM-FDR. The analytic results demonstrate that
the proposed scheme can mitigate the “ceiling effect” appears
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in traditional MM-FDR protocol, if the numbers of antennas
at sources and destinations can scale with that at the relay.
Moreover, simulation results show that the HIA-MM-FDR
outperforms MM-FDR with traditional transceiver scheme.
APPENDIX
A. Useful Lemmas Related to the Channel Estimates
Lemma 1: Let hˆSR,k and hˆRD,k be the LMMSE esti-
mates of hSR,k and hRD,k, respectively. Define δ
SR
k =
E
[∣∣∣∆hHSR,khˆSR,k∣∣∣2] and δRDk = E [∣∣∣∆hHRD,khˆRD,k∣∣∣2]. In
the large-(NR, NT ) regime, we have
δSRk =
νS,k
τ
(
Tr
(
CˆSR,k
))2
p˙HS,kdiag
(
p˙HS,kp˙S,k
)
p˙S,k
+
µR
τ
(
1
ET
+
1
µRET
+ βSR,kTr
(
C˜SR,kΩS,k
))
× Tr (C3SR,kΓ2SR,k)
(44)
The expression of δRDkj can be obtained by replacing CSR,k,
CˆSR,k, ΓSR,k, νS,k and p˙S,k in (44) with CRD,k, CˆRD,k,
ΓRD,k, νD,k and p˙D,k, respectively.
Proof: We show the proof for δSRk and the derivation
for δRDk is similar. According to the uncorrlation between
∆hHSR,k and hˆSR,k, we have δ
SR
k = E[|∆hHSR,khˆSR,k|
2
] =
E[|hHSR,khˆSR,k|
2
] − (Tr(CˆSR,k))2. With (26) and (27),
E[|hHSR,khˆSR,k|
2
] can be written as
E
[∣∣∣hHSR,khˆSR,k∣∣∣2] = E [∣∣∣hHSR,kCSR,kΓSR,khSR,k∣∣∣2]
+
(
1
τET
)2
E
[∣∣∣hHSR,kCSR,kΓSR,kP˙HRHSR,kTSR,kφ∗∣∣∣2]
+
(
1
τET
)2
E
[∣∣∣hHSR,kCSR,kΓSR,kP˙HRRSR,kφ∗∣∣∣2]
+
(
1
τET
)2
E
[∣∣∣hHSR,kCSR,kΓSR,kP˙HRNSR,kφ∗∣∣∣2]
(45)
In the large-(NR, NT ) regime, the result in [17, Lemma
4 (iv)] shows that E
[∣∣∣hHSR,kCSR,kΓSR,khSR,k∣∣∣2] =(
Tr
(
CˆSR,k
))2
. Replacing hSR,k with P˙
H
RHSR,kp˙S,k and
using the following large NR approximation (obtained based
on [17, Lemma 4 (ii)])
1
NR
HSR,kP˙RCSR,kΓSR,kP˙
H
RHSR,k
=
1
NR
βSR,kC˜
1/2
SR,kX
H
SR,kC
1/2
SR,kP˙RCSR,k
× ΓSR,kP˙HRC1/2SR,kXSR,kC˜1/2SR,k
=
1
NR
βSR,kTr
(
CSR,kΓSR,kP˙
H
RCSR,kP˙R
)
C˜SR,k
(46)
It can be shown that
E
[∣∣∣hHSR,kCSR,kΓSR,kP˙HRHSR,kTSR,kφ∗∣∣∣2]
= νS,kτE
2
T
p˙HS,kC˜SR,kdiag
(
p˙HS,kp˙S,k
)
C˜SR,kp˙S,k(
Tr
(
CˆSR,k
))−2(
λ1
(
C˜SR,k
))2 (47)
Using the similar approach on the remaining terms in (45),
Lemma 1 is obtained.
Lemma 2: Let Ci,k and Cˆi,k (i ∈ {SR,RD}) be the
covariance matrices of effective channel hi,k and its esti-
mates hˆi,k given by Theorem 3. If Tr(CSR,k) = O(NR)
and Tr(CRD,k) = O(NT ), we have Tr(CˆSR,k) = O(NR)
and Tr(CˆRD,k) = O(NT ). Moreover, lim
NR→∞
AR
NR
> 0 and
lim
NT→∞
AT
NT
> 0 (i.e., AR and AT scale with O(NR) and
O(NT ), respectively).
Proof: We present the proof for Tr(CˆSR,k) and AR.
Using definition of CˆSR,k in Theorem 3 and eigenvalue
decomposition CSR,k = UΣSR,kU
H , we have
Tr
(
CˆSR,k
)
= Tr
(
CSR,kΓSR,kCSR,k
)
= Tr
(
ΣSR,k
(
ω1ΣSR,k + ω2IAR
)−1
ΣSR,k
)
=
AR∑
l=1
(
λl
(
CSR,k
))2(
ω1λl
(
CSR,k
)
+ ω2
)−1
(48)
where ω1 and ω2 are positive constants independent of AR.
From (48), Tr(CˆSR,k) is bounded as
AR∑
l=1
(
λl
(
CSR,k
))2
ω1λ1
(
CSR,k
)
+ ω2
≤ Tr
(
CˆSR,k
)
≤ 1
ω1
Tr
(
CSR,k
)
(49)
In (49), the upper bound is an O(NR) term. With the definition
of CSR,k in the Theorem 3, we have
λ1
(
CSR,k
)
= βSR,kλ1
(
C˜SR,k
)
uH1
(
CSR,k
)
× P˙HRCSR,kP˙Ru1
(
CSR,k
)
≤ βSR,kλ1
(
C˜SR,k
)
λ1 (CSR,k) = O (1)
(50)
The last step is based on assumption A1. Since Tr
(
CSR,k
)
=
O(NR), we can conclude that λ1
(
CSR,k
)
= O(1) (otherwise
Tr
(
CSR,k
) ≤ ARλ1 (CSR,k) < O(NR)). Thus, the lower
bound in (49) also scales with O(NR). Moreover, based on
the definition of CSR,k in the Theorem 3, we have
Tr
(
CSR,k
)
= βSR,kλ1
(
C˜SR,k
) AR∑
l=1
p˙HR,lCSR,kp˙R,l
≤ ARβSR,kλ1
(
C˜SR,k
)
λ1 (CSR,k)
(51)
where p˙R,l is the lth column of P˙R. From (51), AR must
scale O(NR). Otherwise, Tr
(
CSR,k
)
< O(NR) based on
assumption A1.
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B. Proof of Theorem 1
To facilitate analysis, we first derive the covariance matrices
of distortion noises tS [u] and rR[u]. Based on the model
(1), we have ΘTS = diag (νS,1ES,1, · · · , νS,KES,K). More-
over, define xS [u] =
[
xTS,1 [u] , · · · ,xTS,K [u]
]T
, ΘRR can be
expressed based on model (2) as
ΘRR = µRdiag
(
E
[
HSRΩSH
H
SR
])
+ µRdiag
(
E
[
HEIΩRH
H
EI
])
+ µRINR
(52)
where
ΩS = E
[
(xS [u] + tS [u]) (s [u] + tS [u])
H
]
= diag ((1 + νS,1)ES,1, · · · , (1 + νS,K)ES,K)
ΩR = E
[
(xR [u] + tR [u]) (xR [u] + tR [u])
H
]
= E
[
xR [u] x
H
R [u]
]
+ ΘTR
(53)
For further analysis, we approximate E
[
xR [u] x
H
R [u]
]
in
(53) with diag(E
[
xR [u] x
H
R [u]
]
) = 1νRΘ
T
R. Note that the
approximation results in a new upper bound on RUpperSR,k (The
new bound will also be referred to as RUpperSR,k for convenience).
Straight-forward computations yield to
E
[
HSRΩSH
H
SR
]
=
K∑
l=1
νS,lES,lE
[
hSR,lh
H
SR,l
]
=
K∑
l=1
(1 + νS,l)ES,lβSR,lCSR,l
(54)
Following the spatial correlation model of HEI in sec-
tion III and the approximation under (53), the expression
of E
[
HEIΩRH
H
EI
]
can be obtained as in (55), where
the third step follows from the formula vec (ABc) =(
cT ⊗A) vec (B) and the fourth step is due to the fact that the
elements of XEI are i.i.d with distribution CN (0, 1). Inserting
(54), (55) into (52), the expression of ΘRR in (10) is obtained.
Then we derive the asymptotic bound in Theorem 1. By
replacing HEIΘTRH
H
EI in Qk with diag
(
HEIΘ
T
RH
H
EI
)
,
we approximate Qk as Qk = HSRΘTSH
H
SR −
νS,kES,khSR,kh
H
SR,k + diag
(
HEIΘ
T
RH
H
EI
)
+ ΘRR + INR .
The approximation results in a new upper bound on
RUpperSR,k, since it reduces the power of residual EI after
combining by wR,k (The new bound will also be
referred to as RUpperSR,k for convenience). Based on [17,
Lemma 4 (ii)], we can replace diag
(
HEIΘ
T
RH
H
EI
)
with
its deterministic equivalence in the large-NT regime
1
NT
diag
(
HEIΘ
T
RH
H
EI
)
= 1
NT
βEITr(C˜EIΘTR)INR . Finally,
the expression of RUpperSR,k in Theorem 1 can be obtained by
first applying [17, Lemma 4 (ii)] on hHSRQ
−1
k hSR,k, and then
using [17, Theorem 1].
C. Proof of Theorem 2
Since the scenario of interest is the large-(NR, NT ) regime,
we need only consider the effect of wT,k on R
Upper
SR,k (given
by Theorem 1), more precisely, the term Tr(C˜EIΘTR). With
the assumption A2, we have diag(C˜EI) = INT . Thus,
using the model (1), we have Tr(C˜EIΘTR) = Tr(Θ
T
R) =
νRTr
(
diag
(
E
[
xR[u]x
H
R [u]
]))
= νR
∑K
l=1ER,l, which is
independent of wT,k.
Then we derive the upper bound in Theorem 2.
Using the model (2), the power of received distor-
tion at the relay can be derived as E
[
‖rD,k [u]‖2
]
=
µD,k
(
NTβRD,kER,k + νRNTβRD,k
∑K
l=1ER,l + 1
)
. More-
over, in the large NT regime, the term hHRD,kΘ
T
RhRD,k in (7)
approaches to hHRD,kΘ
T
RhRD,k = βRD,kTr
(
CRD,kΘ
T
R
)
=
νRβRD,k
∑K
l=1ER,l [17, Lemma 4 (ii)]. Therefore, it is suffi-
cient to design wT,k to maximize the numerator of (7), which
is exactly the eigen BF scheme. The resultant upper bound
on achievable rate can be obtained by applying [17, Lemma
4 (ii)] and assumption A2 on the numerator of (7).
D. Proof of Theorem 3
With the expression of LMMSE estimator [23], we have
hˆSR,k = E[hSR,kz˜HSR,k](E[z˜SR,kz˜HSR,k])−1z˜SR,k. Using the
independence between hSR,k and distortion noises, we have
E
[
hSR,kz˜
H
SR,k
]
= E
[
P˙HRHSR,kp˙S,kp˙
H
S,kH
H
SR,kP˙R
]
= βSR,kλ1
(
C˜SR,k
)
P˙HRCSR,kP˙R
∆
= CSR,k
(56)
where the second step follows from a similar derivation with
that in (55). Moreover, E
[
z˜SR,kz˜
H
SR,k
]
can be expressed as
E
[
z˜SR,kz˜
H
SR,k
]
= CSR,k
+
(
1
τET
)2
E
[
P˙HRHSR,kTSR,kφ
∗φTTHSR,kH
H
SR,kP˙R
]
+
(
1
τET
)2
E
[
P˙HRRSR,kφ
∗φTRHSR,kP˙R
]
+
(
1
τET
)2
E
[
P˙HRNSR,kφ
∗φTNHSR,kP˙R
]
(57)
According to the independence between HSR,k and TSR,k,
the second term of right-hand side of (57) can be rewritten as
E
[
P˙HRHSR,kTSR,kφ
∗φTTHSR,kH
H
SR,kP˙R
]
= νS,kτE
2
TE
[
P˙HRHSR,kdiag
(
p˙S,kp˙
H
S,k
)
HHSR,kP˙R
]
= νS,kτE
2
TβSR,kTr
(
C˜SR,kdiag
(
p˙S,kp˙
H
S,k
))
P˙HRCSR,kP˙R
Using the similar approach on the remaining terms of (57),
and substituting the resultant expression of (57) and (56) into
the expression of LMMSE estimator, the result in Theorem
3 is obtained. Using (26)-(27), the second order statistics of
hˆSR,k and ∆hSR,k in Theorem 3 can be easily verified.
E. Proof of Theorem 4
We show the proof for E[EIk] and E[DTR,k] due to the space
limitation. The proof for other terms in Theorem 4 is similar.
Note that
[
Hˆ
H
i Hˆi
]
l,j
= hˆ
H
i,lhˆi,j = x
H
i,lCˆ
1/2
i,l Cˆ
1/2
i,j xi,j
(i ∈ {SR,RD}). Based on Lemma 2, the dimensions of
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E
[
HEIΩRH
H
EI
] ≈ (1 + 1
νR
)
βEIE
[
C
1/2
EI XEIC˜
1/2
EI Θ
T
RC˜
1/2
EI X
H
EIC
1/2
EI
]
=
(
1 +
1
νR
)
βEI
NT∑
l=1
E
[
C
1/2
EI XEIC˜
1/2
EI
(
ΘTR
)1/2
ele
T
l
(
ΘTR
)1/2
C˜
1/2
EI X
H
EIC
1/2
EI
]
=
(
1 +
1
νR
)
βEI
NT∑
l=1
E
∥∥∥∥∥
(
C˜
1/2
EI
(
ΘTR
)1/2
el
)T
⊗C1/2EI vec (XEI)
∥∥∥∥∥
2

=
(
1 +
1
νR
)
βEI
NT∑
l=1
∥∥∥∥∥
(
C˜
1/2
EI
(
ΘTR
)1/2
el
)T
⊗C1/2EI
∥∥∥∥∥
2
=
(
1 +
1
νR
)
βEITr
(
C˜EIΘ
T
R
)
CEI
(55)
xSR,j and xRD,j (i.e., AR and AT ) approach to infinity as
min{NR, NT } → ∞. Thus, according to [17, Lemma 4 (ii)
and (iii)], in the large-(NR, NT ) regime, we can deduce
1
NR
Hˆ
H
SRHˆSR
→ 1
NR
diag
(
Tr
(
CˆSR,1
)
, · · · ,Tr
(
CˆSR,K
))
1
NT
Hˆ
H
RDHˆRD
→ 1
NT
diag
(
Tr
(
CˆRD,1
)
, · · · ,Tr
(
CˆRD,K
))
(58)
1) Derivation of E[EIk]:
(a) Asymptotic Expression: Based on the model (1),
we have E
[
tR [u] t
H
R [u]
]
= νRdiag
(
E
[
WTΛRW
H
T
])
.
Since HEI and HˆRD are independent, EIk can be
rewritten as E [EIk] = E[wHR,kHEIΩRHHEIwR,k] =
E[‖eTk (Hˆ
H
SRHˆSR)
−1
HˆSRP˙
H
RHEIΩ
1/2
R ‖2], where ΩR is de-
fined as ΩR = E[(xR [u] + tR [u]) (xR [u] + tR [u])H ] =
E
[
WTΛRW
H
T
]
+ νRdiag
(
E
[
WTΛRW
H
T
])
. Inserting (31)
into the expression of ΩR and using (58), we can obtain
ΩR =
K∑
l=1
ER,l
P˙T CˆRD,lP˙
H
T + νRdiag
(
P˙T CˆRD,lP˙
H
T
)
Tr
(
CˆRD,l
)
(59)
In the large-(NR, NT ) regime, using (58), we have
E [EIk] =
E
[
hˆSR,kP˙
H
RHEIΩRH
H
EIP˙Rhˆ
H
SR,k
]
(
Tr
(
CˆSR,k
))2
=
E
[
Tr
(
Cˆ
1/2
SR,kP˙
H
RHEIΩRH
H
EIP˙RCˆ
1/2
SR,k
)]
(
Tr
(
CˆSR,k
))2
The second step is based on the property Tr(AB) = Tr(BA)
and independence between hˆSR,k and HEI . Finally, using a
similar derivation with (55), E [EIk] in Theorem 4 is obtained.
(b) Scaling Behavior: Substituting (59) into the expression
of E [EIk] in Theorem 4 and neglecting the terms that have no
effect on the scaling behavior, we have
E [EIk] = βEI
(
Tr
(
CˆSR,k
))−2 K∑
l=1
ER,l
(
Tr
(
CˆRD,l
))−1
×Tr
(
CˆRD,lP˙
H
T C˜EIP˙T
)
Tr
(
CˆSR,kP˙
H
RCEIP˙R
)
≤ βEI
K∑
l=1
ER,lλNR−AR+1 (CEI)λNT−AT+1
(
C˜EI
)
Tr
(
CˆSR,k
)
where the second step follows from the def-
inition of P˙R and P˙T . Based on Lemma 2,
(Tr(CˆSR,k))
−1 = O(N−1R ). Thus we can conclude that
E [EIk] ≤ O(λNR−AR+1 (CEI)λNT−AT+1(C˜EI)KN−1R ).
2) Derivation of E[DTR,k]:
(a) Asymptotic Expression: Based on the model (1), the co-
variance matrix of tS,j can be derived as E
[
tS,j [u] t
H
S,j [u]
]
=
νS,jES,jdiag
(
p˙S,jp˙
H
S,j
)
. Thus, in the large-(NR, NT ) regime,
using (58) E[DTR,k] can be expressed as
E[DTR,k] =
(
Tr
(
CˆSR,k
))−2
νS,jES,k
× E
[
hˆ
H
SR,kP˙
H
RHSR,kdiag
(
p˙S,kp˙
H
S,k
)
HHSR,kP˙RhˆSR,k
]
︸ ︷︷ ︸
gkk
+
(
Tr
(
CˆSR,k
))−2 K∑
j=1,j 6=k
νS,jES,j
× E
[
hˆ
H
SR,kP˙
H
RHSR,jdiag
(
p˙S,jp˙
H
S,j
)
HHSR,jP˙RhˆSR,k
]
︸ ︷︷ ︸
gkj
(60)
According to the independence between hˆSR,k and HSR,j
when k 6= j, gkj can be derived as
gkj = βSR,jTr
(
CˆSR,kP˙
H
RCSR,jP˙R
)
(61)
Moreover, substituting (26) and (27) in Theorem 3 into (60)
and using the large-NR approximation in (47), it is straight-
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forward but tedious to show that gkk can be derived as
gkk =
(
Tr
(
CˆSR,k
))2
p˙HS,kdiag
(
p˙S,kp˙
H
S,k
)
p˙S,k
+
νS,k
τ
(
Tr
(
CˆSR,k
))2 Tr((diag (p˙S,kp˙HS,k) C˜SR,k)2)(
λ1
(
C˜SR,k
))2
+
µR
τ
(
1
ET
+βSR,kTr
(
C˜SR,kΩS,k
))
Tr
(
C3SR,kΓ
2
SR,k
)
λ1
(
C˜SR,k
)
+
1
τET
Tr
(
C3SR,kΓ
2
SR,k
)
λ1
(
C˜SR,k
)
(62)
where ΩS,k = p˙S,kp˙HS,k + νS,kdiag
(
p˙S,kp˙
H
S,k
)
. Inserting
(61) and (62) into (60), the expression of E[DTR,k] is obtained.
(b) Scaling Behavior: Using the similar approach as that
for E[EIk], it can be shown that, as NS is fixed, the first and
second terms on the right-hand side of (60) scale as O(1)
and O(KN−1R ), respectively. Thus, E[DTR,k] = O(1) since
K ≤ NR. As NS scales with NR, it is shown in [19] that the
eigenvectors of C˜EI form a unitary DFT matrix in the large
NS regime. In this case, we have diag(p˙S,kp˙HS,k) = 1/NS .
Applying this property and Lemma 2 on (62), it can be verified
that the first term on the right-hand side of (60) scales as
O(1/NS) as NS scales with NR. This completes the proof.
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