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Ez a dolgozat az Expectation-Maximization algoritmussal, ne´pszeru˝ neve´n az EM
algoritmussal foglalkozik. Ez egy igen sze´les ko¨rben alkalmazott algoritmus, a maximum
likelihood becsle´s iterat´ıv sza´mı´ta´sa´ra alkalmas. Fo˝ke´nt olyan feladatokna´l hasznos, ahol
hia´nyzo´ adatok vannak. Szinte minden statisztikai te´ma´ban elo˝jo¨n a hia´nyzo´ adatok
proble´ma´ja. I´gy nagy jelento˝se´ge van egy olyan mo´dszernek, amely megolda´st k´ına´l a
feladatra. Elo˝szo¨r 1977-ben publika´lta Dempster, Laird e´s Rubin a Royal Statistical
Society folyo´irata´ban. Az EM algoritmus elneveze´s is to˝lu¨k ered. Hasznos irodalomnak
bizonyult me´g McLachlan e´s Krishnan ko¨nyve, amely a´tfogo´ ke´pet ad az EM algoritmusro´l
e´s annak ku¨lo¨nbo¨zo˝ varia´cio´iro´l elme´leti e´s gyakorlati e´rtelemben is. A dolgozat ce´lja az
EM algoritmus e´s ne´ha´ny tulajdonsa´ga´nak az ismertete´se, valamint konkre´t pe´lda´kon
keresztu¨l bemutatni az algoritmus ne´ha´ny alkalmaza´sa´t az R statisztikai programcsomag
seg´ıtse´ge´vel.
Az elso˝ fejezetben a dolgozat mege´rte´se´hez szu¨kse´ges alapfogalmakat ismertetju¨k.
Ezuta´n bevezetju¨k a maximum likelihood becsle´s fogalma´t. A ma´sodik fejezetben az
EM algoritmust ismertetju¨k. Ve´gu¨l az alkalmaza´sokkal foglalkozunk.
Az alkalmaza´sok bemutata´sa´hoz az R statisztikai programcsomagot va´lasztottuk. Ez
egy adatkezele´sre, sza´mı´ta´sra e´s grafikai bemutata´sra alkalmas programcsomag. A legto¨bb
szakember statisztikai rendszerke´nt haszna´lja. Ba´rki sza´ma´ra ele´rheto˝ e´s leto¨ltheto˝ a
www.R − project.org oldalon. Az R-t tekinthetju¨k az S nyelv ingyenes va´ltozata´nak,
amelyet a Bell laborato´riumban fejlesztett ki Rick Becker, John Chambers e´s Allan Wilks.
Haszna´lhato´ Windows e´s Unix ko¨rnyezetben is. A dolgozatban a Windows-os va´ltozatot
haszna´ltuk. To¨bbek ko¨zo¨tt az ala´bbi funkcio´kat tartalmazza:
• hate´kony adatkezele´s e´s ta´rolo´ szolga´ltata´s,
• opera´torok egy ke´szlete sza´mı´ta´sokra to¨mbo¨kben, saja´tos ma´trixokban,
• eszko¨zo¨k egy nagy, o¨sszefu¨ggo˝ egyse´gbe gyu˝jte´se adatelemze´sekre,
ii
• grafikai szolga´ltata´sok adatelemze´sekre e´s ko¨zvetlen bemutata´sra,




A maximum likelihood mo´dszer
1. Alapfogalmak
Ebben a re´szben ne´ha´ny statisztikai alapfogalmat ismertetu¨nk. Arra to¨rekszu¨nk, hogy
a dolgozat mege´rte´se´hez adjunk seg´ıtse´get. Re´szletesebben a [3] ko¨nyvben olvashatunk
erro˝l a te´ma´ro´l.
1.1. Defin´ıcio´. (Statisztikai mezo˝)
Egy (Ω,A,P) ha´rmast statisztikai mezo˝nek nevezu¨nk, ha az Ω nemu¨res halmaz az elemi
eseme´nyek halmaza, A az eseme´nyek σ-algebra´ja, P = {P} pedig valo´sz´ınu˝se´gi me´rte´kek
egy csala´dja.
Ha P = {Pθ, θ ∈ Θ} alakban ı´rhato´, akkor (Ω,A,Pθ), θ ∈ Θ, parame´teres statisztikai
mezo˝. θ-t parame´ternek, Θ-t parame´terhalmaznak nevezzu¨k.
1.2. Defin´ıcio´. (Statisztikai minta)
Az X1, X2, . . . , Xn valo´sz´ınu˝se´gi va´ltozo´kat statisztikai minta´nak (minta´nak) nevezzu¨k az
(Ω,A,P) statisztikai mezo˝n, ha fu¨ggetlenek, azonos eloszla´su´ak e´s Xi : Ω→ R.
Az x1 = X1(ω), . . . , xn = Xn(ω) sza´m n-est ro¨gz´ıtett ω ∈ R esete´n minta realiza´cio´nak
h´ıvjuk.
A gyakorlatban statisztikai mezo˝ helyett a mintate´ren dolgozunk:
(Ω,A,P)→ (Xn,X n,Q)
ahol Xn ⊂ Rn, X n pedig Xn Borel halmazait jelo¨li.
1.3. Defin´ıcio´. Statisztika alatt a minta egy me´rheto˝ fu¨ggve´nye´t e´rtju¨k, vagyis ha




Legyen (Ω,A,Pθ), θ ∈ Θ, parame´teres statisztikai mezo˝, X1, . . . , Xn minta. Ce´lunk a
θ parame´ter becsle´se. Felte´telezzu¨k, hogy θ-nak van egy igazi θ∗ e´rte´ke. Erre a θ∗ e´rte´kre
pro´ba´lunk meg ko¨vetkeztetni a minta´bo´l.
1.4. Defin´ıcio´. Legyen X1, . . . , Xn minta az (Ω,A,Pθ), θ ∈ Θ, parame´teres statisztikai
mezo˝n, Θ ∈ Rd. A T : Xn → Rd, (X1, . . . , Xn) 7→ T (X1, . . . , Xn) me´rheto˝ leke´peze´st a θ
parame´ter egy becsle´se´nek nevezzu¨k e´s θ̂-pal jelo¨lju¨k. Utalhatunk a becsle´sne´l a mintaelem-
sza´mra is a θ̂n jelo¨le´ssel.
Becsu¨lhetju¨k a θ parame´ter egy g(θ) fu¨ggve´nye´t is, ekkor a becsle´s jele ĝ(θ).
Milyen is legyen a jo´ becsle´s?
I. A becsle´s e´rte´kei az igazi parame´ter e´rte´kek ko¨ru¨l ingadozzanak.
1.5. Defin´ıcio´. Az (Ω,A,Pθ), θ ∈ Θ, parame´teres statisztikai mezo˝n a θ parame´ter
θ̂n becsle´se´t torz´ıtatlannak nevezzu¨k, ha
Eθθ̂ = θ ∀θ ∈ Θ.
Ahol Eθ a Pθ valo´sz´ınu˝se´gi me´rte´k szerinti va´rhato´ e´rte´k ke´pze´st jelo¨li.
A θ parame´ter B(θ) = Eθθ̂ − θ, ∀θ ∈ Θ, fu¨ggve´nye´t torz´ıta´snak nevezzu¨k.
II. A becsle´s szo´ra´sa a leheto˝ legkisebb legyen.
1.6. Defin´ıcio´. Legyen az (Ω,A,Pθ), θ ∈ Θ, statisztikai mezo˝n θ̂1 e´s θ̂2 ke´t torz´ıtatlan,
ve´ges szo´ra´su´ becsle´se a θ parame´ternek. θ̂1 hata´sosabb mint θ̂2, ha
Dθ
2(θ̂1) ≤ Dθ2(θ̂2) ∀θ ∈ Θ.
D2θ a θ parame´ter szerinti szo´ra´sne´gyzet: D
2
θ(X) = Eθ(X − Eθ(X))2.
A θ parame´ter egy θ̂ becsle´se hata´sos, ha hata´sosabb minden ma´s torz´ıtatlan becsle´sne´l.
1.1. Te´tel. Ha van hata´sos becsle´s, akkor az egye´rtelmu˝.
III. A becsle´s konverga´ljon az igazi parame´ter e´rte´khez, ha minden mintaelemsza´m
esete´n e´rtelmezheto˝.
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1.7. Defin´ıcio´. Legyen X1, . . . , Xn, . . . minta az (Ω,A,Pθ), θ ∈ Θ, statisztikai mezo˝n,
θ̂n pedig becsle´ssorozat.
θ̂n konzisztens becsle´se a θ parame´ternek, ha θ̂n → θ sztochasztikusan n→∞ mellett,
vagyis ∀ε > 0 esete´n
lim
n→∞
Pθ(| θ̂n − θ |> ε) = 0, θ ∈ Θ.
Ha θ̂n → θ majdnem mindenu¨tt, n→∞, vagyis
Pθ( lim
n→∞
θ̂n = θ) = 1, θ ∈ Θ,
akkor θ̂n ero˝sen konzisztens becsle´s.
1.8. Defin´ıcio´. Egy Pθ, θ ∈ Θ, me´rte´kcsala´dot domina´ltnak nevezu¨nk, ha a Pθ valo´sz´ı-
nu˝se´gi me´rte´kek abszolu´t folytonosak egy az (Ω,A) me´rheto˝ te´ren e´rtelmezett µ, σ-ve´ges
me´rte´kre ne´zve.
1.9. Defin´ıcio´. Ha a Pθ, θ ∈ Θ, me´rte´kcsala´d domina´lt, akkor az (Ω,A, Pθ), θ ∈ Θ,
statisztikai mezo˝ domina´lt. Θ ⊂ Rd.





Radon-Nikodym deriva´ltakat a´ltala´nos´ıtott su˝ru˝se´gfu¨ggve´nyeknek nevezzu¨k.
2. A maximum likelihood becsle´s
Tekintsu¨k az X valo´sz´ınu˝se´gi vektor va´ltozo´ a´ltal induka´lt domina´lt statisztikai mezo˝t.
Legyen x1, . . . , xn minta X-re. Ekkor a fu¨ggetlense´g miatt az a´ltala´nos´ıtott su˝ru˝se´gfu¨gg-
ve´ny a
∏n
i=1 f(xi, θ) alakban a´ll elo˝. Jelo¨lje X ⊂ Rn a mintateret. Az




fu¨ggve´nyt az x1, . . . , xn minta´hoz tartozo´ likelihood fu¨ggve´nynek nevezzu¨k a θ parame´ter
mellett.
A likelihood fu¨ggve´ny diszkre´t esetben az x1, ..., xn minta egyu¨ttes eloszla´sa, abszolu´t
folytonos esetben pedig az egyu¨ttes su˝ru˝se´gfu¨ggve´ny a θ parame´ter mellett.
Ce´lunk a θ parame´ter becsle´se. Ezt a likelihood fu¨ggve´ny maximaliza´la´sa´val e´rju¨k el.
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2.1. Defin´ıcio´. A θ parame´ter maximum likelihood becsle´se az a θ̂ : X → Θ becsle´s,
melyre
L(x1, . . . , xn, θ̂(x1, . . . , xn)) ≥ L(x1, . . . , xn, θ), θ ∈ Θ,
teljesu¨l, azaz θ̂ globa´lis maximumhelye az L likelihood fu¨ggve´nynek.
A maximum likelihood becsle´st a gyakorlatban differencia´la´ssal hata´rozzuk meg, mert
sze´lso˝e´rte´k. Az ala´bbi egyenletet kell megoldanunk θ-ban:
∂L(x1, . . . , xn, θ)
∂θ
= 0. (2.1)
Az egyszeru˝bb sza´mola´se´rt a likelihood fu¨ggve´ny logaritmusa´t vesszu¨k. A logarit-
mus fu¨ggve´ny szigoru´an monoton no¨vekvo˝, ı´gy a (2.1) egyenlettel ekvivalens a ko¨vetkezo˝
egyenlet:
∂ lnL(x1, . . . , xn, θ)
∂θ
= 0. (2.2)
Ez a likelihood egyenlet.
Megolda´sai az u´gynevezett staciona´rius pontok.
Ha







ln f(xi, θ) < 0
egy θ̂ staciona´rius pontban, akkor θ̂ maximumhely.
A ko¨vetkezo˝ te´tel ele´g a´ltala´nos felte´telek mellett garanta´lja, hogy a maximum likeli-
hood becsle´s ero˝sen konzisztens becsle´s.
2.1. Te´tel. Legyen X1, . . . , Xn minta f(X, θ) a´ltala´nos´ıtott su˝ru˝se´gfu¨ggve´nnyel az
(Ω,A,Pθ), θ ∈ Θ identifika´lhato´, domina´lt statisztikai mezo˝n. A likelihood egyenletnek
le´tezik olyan θ̂ gyo¨ke, melyre P (θ̂ → θ∗) = 1, ha
(1) ln f(X, θ) fu¨ggve´ny folytonosan differencia´lhato´ az U ⊆ Θ ny´ılt intervallumon,
mely tartalmazza a θ∗ igazi parame´tert.
(2) ∃ E(ln f(X, θ) | θ∗) e´s ve´ges ∀θ ∈ U-ra.
Bizony´ıta´s. La´sd [3]. ¤
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Vizsga´ljuk most a to¨bbdimenzio´s esetet. Legyen Y p-dimenzio´s valo´sz´ınu˝se´gi vek-
torva´ltozo´ g(y, θ) a´ltala´nos´ıtott su˝ru˝se´gfu¨ggve´nnyel a (Ω,A,Pθ), θ ∈ Θ, domina´lt statiszti-
kai mezo˝n, θ = (θ1, ..., θd)
T . x1, ..., xn egy n elemu˝ megfigyelt minta valamelyX valo´sz´ınu˝se´-
gi vektorva´ltozo´ra f(x, θ) su˝ru˝se´gfu¨ggve´nnyel. Legyen








f(xi, θ) = g(y, θ).
A megoldando´ likelihood egyenletrendszer:
∂ lnL(θ)
∂θj
= 0, j = 1, . . . , d.
2.2. Te´tel. (Crame´r): Legyen (Ω,A,Pθ), θ = (θ1, . . . , θd)T ∈ Θ, identifika´lhato´,









f(X, θ) a θ∗ igazi parame´ter egy ny´ılt ko¨rnyezete´ben.
(2) ∃F1, F2 e´s F3 fu¨ggve´nyek, hogy F1, F2 µ szerint integra´lhato´ak
e´s E(F3(x) | θ∗) <∞ e´s∣∣∣∣ ∂∂θf(X, θ)
∣∣∣∣ < F1(X); ∣∣∣∣ ∂2∂θ2f(X, θ)
∣∣∣∣ < F2(X);∣∣∣∣ ∂3∂θ3 ln f(X, θ)
∣∣∣∣ < F3(X) ∀θ ∈ U
(3) Az
I(θ) = E(( ∂
∂θ
ln f(X, θ))2 | θ)
Fisher-fe´le informa´cio´s mennyise´g ve´ges ∀θ ∈ U-ra e´s I(θ∗) pozit´ıv definit.
Ekkor ha n ele´g nagy, a likelihood egyenletnek van olyan θ̂n gyo¨ke Pθ∗ szerint 1
valo´sz´ınu˝se´ggel, melyre
(a) θ̂n → θ∗ Pθ∗-m.m. (konzisztencia)
(b)
√
n(θ̂n − θ∗)⇒ N (0, I−1(θ∗)) (aszimptotikus normalita´s)
Bizony´ıta´s. La´sd [10]. ¤
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2.2. Defin´ıcio´. A loglikelihood fu¨ggve´ny θ szerinti ma´sodrendu˝ parcia´lis deriva´ltjai










azaz a Hesse ma´trix (−1)-szerese. Adott felte´telek mellett a va´rt Fisher-fe´le informa´cio´s
ma´trix:





a loglikelihood fu¨ggve´ny gradiens vektora, azaz a score fu¨ggve´ny.
A θ̂ maximum likelihood becsle´s aszimptotikus kovariancia ma´trixa megegyezik a va´rt
I(θ) informa´cio´s ma´trix inverze´vel, ami I(θ̂)-vel ko¨zel´ıtheto˝. Azaz θ̂i = (θ̂)i ve´letlen
hiba´ja (az u´gynevezett standard error) ı´gy ado´dik:
ε(θ̂i) ≈ (I−1(θ̂))1/2ii , i = 1, ..., d.
A megfigyelt informa´cio´s ma´trix a´ltala´ban jobban kezelheto˝, mint a va´rt informa´cio´s
ma´trix, mivel nem kell hozza´ va´rhato´ e´rte´k sza´mı´ta´s.
Gyakran nem lehetse´ges analitikusan maximaliza´lni a likelihood fu¨ggve´nyt. Ilyen
esetekben sza´molhatjuk θ maximum likelihood becsle´se´t iterat´ıvan, egy Newton-Raphson
maximaliza´cio´s elja´ra´s, vagy valamely varia´nsa´nak haszna´lata´val.
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3. A Newton-Raphson mo´dszer
A Newton-Raphson mo´dszerne´l a likelihood egyenlet megolda´sa´hoz az
S(y, θ) = 0 (3.1)
egyenletben ko¨zel´ıtju¨k az lnL(θ) loglikelihood fu¨ggve´ny S(y, θ) gradiens vektora´t θk ko¨ru¨li
Taylor- sorfejte´ssel. Azaz
S(y, θ) ≈ S(y, θk)− I(θk, y)(θ − θk).
Ha a jobb oldalt 0-val egyenlo˝ve´ tesszu¨k, kapunk egy u´j θ-t.
S(y, θk)− I(θk, y)(θ − θk) = 0 / · I−1(θk, y)
I−1(θk, y)S(y, θk)− θ + θk = 0
I−1(θk, y)S(y, θk) + θk = θ
Eze´rt θ ko¨vetkezo˝ itera´cio´jat ı´gy sza´mı´thatjuk ki:
θk+1 = θk + I
−1(θk, y)S(y, θk). (3.2)
Ha a loglikelihood fu¨ggve´ny konka´v e´s egycsu´csu´, akkor a θk sorozat θ maximum likeli-
hood becsle´se´hez konverga´l. Egy le´pe´sben konverga´l, ha a loglikelihood fu¨ggve´ny θ egy
ma´sodfoku´ fu¨ggve´nye. Ha a loglikelihood fu¨ggve´ny nem konka´v, akkor nem biztos, hogy θk
θ-hoz konverga´l tetszo˝leges kezdo˝e´rte´kne´l. A Newton-Raphson mo´dszerrel jo´ kezdo˝e´rte´k
e´s L(θ) megfelelo˝ tulajdonsa´gai mellett olyan θk sorozatot kapunk, amely ma´sodrendben
konverga´l a (3.1) egyenlet egy θ∗ megolda´sa´hoz.
3.1. Defin´ıcio´. Legyen adott egy ‖ . ‖ norma Θ-n. Azt mondjuk, hogy a θk sorozat
legala´bb ma´sodrendben konverga´l θ∗-hoz, ha le´tezik olyan h konstans, hogy
‖ θk+1 − θ∗ ‖≤ h ‖ θk − θ∗ ‖2,
ahol k = 0, 1, 2, ... .
A Newton-Raphson mo´dszer fo˝ ero˝sse´ge, hogy a ma´sodrendu˝ konvergencia nagyon
gyors. De sza´mos proble´ma ado´dhat a mo´dszer alkalmaza´sakor. Elo˝szo¨r is minden egyes
itera´cio´na´l ki kell sza´molni a d× d-s I(θk, y) informa´cio´s ma´trixot, (azaz a Hesse ma´trix
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(−1)-szerese´t), tova´bba´ egy d ismeretlenes linea´ris egyenletrendszer megolda´sa´t. I´gy
amit a Newton-Raphson mo´dszer egy itera´cio´ja´nak sza´mı´ta´sa megko¨vetel, valo´sz´ınu˝leg
hatva´nyozottan no¨vekszik ahogy d egyre nagyobb lesz. Figyelembe kell venni a Hesse
ma´trix me´rete´t is.
θk e´ppoly gyakran tart a nyeregpontokhoz e´s a loka´lis minimumhoz, mint a loka´lis ma-
ximumhoz. A Newton-Raphson mo´dszer egyik elo˝nye, hogy minden egyes k itera´cio´ja´na´l
meg kell becsu¨lni I(θk, y)-t, ı´gy ko¨zvetlenu¨l biztos´ıtja a hata´re´rte´kek kovariancia ma´trixa´nak




4. Az EM algoritmus megfogalmaza´sa
Az EM algoritmus a maximum likelihood becsle´s iterat´ıv sza´mı´ta´sa´ra alkalmas elja´ra´s.
Elso˝sorban olyan feladatokna´l hasznos, ahol hia´nyzo´ adatok vannak. Adat pe´lda´ul a
megfigyele´sek ro¨gz´ıte´se sora´n beko¨vetkezett hiba miatt hia´nyozhat. Elo˝fordulhat azonban,
hogy adataink valamely felte´telezett tapasztalatbo´l erednek, eze´rt a valo´sa´gban sohasem
figyelheto˝ek meg.
Az EM algoritmus nem igazi algoritmus, hanem egy metaalgoritmus. Minden egyes
itera´cio´ja ke´t le´pe´sbo˝l a´ll. Az Expectation Maximization (EM) elneveze´s is erre utal. Az
elso˝ E va´rhato´ e´rte´k le´pe´sre a hia´nyzo´ adat kito¨lte´seke´nt gondolhatunk. A ma´sodik M
maximaliza´cio´s le´pe´ssel pedig megbecsu¨lju¨k a parame´tereket.
Legyen Y a megfigyelt, hia´nyos y adatok valo´sz´ınu˝se´gi vektorva´ltozo´ja g(y, θ) su˝ru˝se´g-
fu¨ggve´nnyel, ahol θ = (θ1, ..., θd)
T ismeretlen parame´ter a Θ parame´terte´ren. A megfigyelt
y adat vektorra hia´nyos adatke´nt tekintu¨nk, valamint az u´gynevezett hia´nytalan adatok
egy megfigyelheto˝ fu¨ggve´nyeke´nt. Jelo¨lje x a teljes vagy u´gynevezett hia´nytalan adatok
vektora´t. Legyen z a po´tadatot tartalmazo´ vektor, amire mint megfigyelhetetlen vagy
hia´nyzo´ adatke´nt hivatkozunk. Legyen t egy leke´peze´s X-bo˝l Y -ra: t : X → Y ; t(x) = y.
Pe´lda´ul ha x = (y, z), akkor t(y, z) = y. Legyen f(x, θ) az x hia´nytalan adat vektorok X
valo´sz´ınu˝se´gi va´ltozo´ja´nak a su˝ru˝se´gfu¨ggve´nye. Akkor a hia´nytalan (teljes) adat loglikeli-
hood fu¨ggve´nye θ -ra, abban az esetben, ha x teljesen megfigyelheto˝, a ko¨vetkezo˝ke´ppen
ado´dik:
lnL(x, θ) = ln f(x, θ).
Forma´lisan ke´t mintateru¨nk van, X e´s Y , valamint egy szu¨rjekt´ıv leke´peze´s X -bo˝l
Y-ra. Az X -beli x teljes adat vektor megfigyele´se helyett az Y-beli y = t(x) hia´nyos adat
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ahol X (y) = {x ∈ X : t(x) = y} ⊂ X , azaz X (y) az Y inverzke´pe a t leke´peze´s a´ltal.
Az EM algoritmus E le´pe´se´ben az ala´bbi felte´teles va´rhato´ e´rte´ket sza´moljuk ki:
Q(θ, θk) = E(lnL(x, θ) | y, θk).
Az M le´pe´sben pedig va´lasszuk θk+1-et a θ ∈ Θ parame´ter olyan e´rte´ke´nek, amely maxi-
maliza´lja Q(θ, θk)-t. Azaz
Q(θk+1, θk) ≥ Q(θ, θk), ∀θ ∈ Θ.




halmazhoz tartozik, amely azon pontok halmaza´t jelo¨li, melyek maximaliza´lja´k Q(θ, θk)-t.
Az elso˝ itera´cio´:
E le´pe´s:
Q(θ, θ0) = E[lnL(x, θ) | y, θ0]
M le´pe´s:
Q(θ1, θ0) ≥ Q(θ, θ0)
A ma´sodik itera´cio´ban θ0-t θ1-el helyettes´ıtju¨k:
E le´pe´s:
Q(θ, θ1) = E[lnL(x, θ) | y, θ1]
M le´pe´s:
Q(θ2, θ1) ≥ Q(θ, θ1)
Addig folytatjuk az itera´cio´t az E e´s M le´pe´sek va´ltogata´sa´val, amı´g az
L(θk+1)− L(θk)
ku¨lo¨nbse´g elegendo˝en kicsi e´rte´k lesz.
10
Alapveto˝en az EM algoritmus le´nyege, hogy a Q(θ, θk) maximaliza´la´sa a megfigyelt
adatok ln g(y, θ) loglikelihood fu¨ggve´nye´ben no¨vekede´shez vezet, azaz
L(θk+1) ≥ L(θk) k = 0, 1, 2, ...
/Ezt az a´ll´ıta´st a ko¨vetkezo˝ fejezetben re´szletesen ta´rgyaljuk. /
A fentiekbo˝l la´thatjuk, hogy nem szu¨kse´ges re´szletezni a pontos leke´peze´st X -bo˝l
Y-ra, valamint a hia´nyos adat g su˝ru˝se´gfu¨ggve´nye´nek megfelelo˝ reprezenta´cio´ja´t sem
a hia´nytalan adat f su˝ru˝se´gfu¨ggve´nye´nek tagjaiban. Mindo¨ssze a teljes x adat vek-
tor e´s a megfigyelt y adat vektor a´ltal adott X valo´sz´ınu˝se´gi vektorva´ltozo´ felte´teles
su˝ru˝se´gfu¨ggve´nye´t szu¨kse´ges meghata´roznunk. Ez az E le´pe´s elve´gze´se´hez szu¨kse´ges. Az
x teljes adat vektor megva´laszta´sa nem egye´rtelmu˝, eze´rt u´gy va´lasztjuk, hogy az E e´s M
le´pe´sek mine´l egyszeru˝bbek legyenek. Praktikus u´gy megadni x-et, hogy felgyors´ıtsa az
algoritmusban a konvergencia´t.
5. A´ltala´nos´ıtott EM algoritmus
A gyakorlatban elo˝fordul, hogy nincs olyan θ parame´tere´rte´k, amely globa´lisan max-
imaliza´lja a Q(θ, θk) fu¨ggve´nyt. Ilyen szitua´cio´kra definia´lta Dempster, Laird, Rubin az
a´ltala´nos´ıtott EM algoritmust (Generalized EM Algorithm=GEM algoritmus).
Ennek az algoritmusnak az M le´pe´se´ben θk+1-et u´gy va´lasztjuk, hogy Q(θ, θk) maxi-
maliza´la´sa helyett az ala´bbi egyenlo˝tlense´get teljes´ıtse:
Q(θk+1, θk) ≥ Q(θk, θk), ∀θ. (5.1)
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6. Az a´ltala´nos´ıtott EM algoritmus no¨vekvo˝ tulajdonsa´ga
6.1. Defin´ıcio´. Legyen h : (a, b)→ R fu¨ggve´ny. Ha teljesu¨l az ala´bbi egyenlo˝tlense´g:
h(px1 + qx2) ≤ ph(x1) + qh(x2), (6.1)
ahol ∀x1, x2 ∈ (a, b) e´s ∀p, q ∈ [0, 1], melyre p+ q = 1, akkor azt mondjuk, hogy h konvex
(a, b)-n. A h fu¨ggve´ny szigoru´an konvex, ha (6.1)-ben szigoru´ egyenlo˝tlense´g van.
Legyen h(x) egy ke´tszer differencia´lhato´ fu¨ggve´ny. h(x) akkor e´s csak akkor konvex
egy (a, b) intervallumon, ha h′′(x) ≥ 0 ∀x ∈ (a, b) esete´n.
Ha h′′(x) > 0, akkor h(x) szigoru´an konvex.
6.1. Te´tel. Jensen-egyenlo˝tlense´g.
Tegyu¨k fel, hogy a ξ valo´sz´ınu˝se´gi va´ltozo´ e´rte´kei az (a, b) ny´ılt intervallumba esnek. Ha
h(x) konvex (a, b) -n, e´s ∃ E(h(ξ)) e´s E(ξ), akkor
E(h(ξ)) ≥ h(E(ξ)).
Ha h(x) szigoru´an konvex, akkor az egyenlo˝se´g akkor e´s csak akkor teljesu¨l , ha ξ = E(ξ)
majdnem mindenu¨tt.
Bizony´ıta´s. Legyen m = E(ξ) ; x ∈ (a, b) .
Taylor-sorfejte´ssel m ko¨ru¨l kapjuk, hogy:
h(x) = h(m) + h′(m)(x−m) + h′′(v)(x−m)
2
2
≥ h(m) + h′(x−m) (6.2)
∀ m < v < x, (v ∈ (a, b)) esete´n.
Helyettes´ıtsu¨k az x pontot a ξ valo´sz´ınu˝se´gi va´ltozo´val, e´s vegyu¨k a va´rhato´ e´rte´ket:
E(h(ξ)) ≥ h(m) + h′(m)(E(ξ)−m) = h(m) = h(E(ξ))
Amennyiben h(x) szigoru´an konvex, h
′′(v)(x−m)2
2
> 0 minden x 6= m -re. I´gy
h(x) = h(m) + h′(m)(x−m) + h′′(v)(x−m)
2
2
> h(m) + h′(x−m),
ahol x 6= m. Helyettes´ıtsu¨k az x pontot isme´t a ξ valo´sz´ınu˝se´gi va´ltozo´val, e´s vegyu¨k a
va´rhato´ e´rte´ket:
E(h(ξ)) > h(m) + h′(m)(E(ξ)−m) = h(m) = h(E(ξ))
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A (6.2) beli egyenlo˝se´g akkor e´s csak akkor teljesu¨l, ha x = m majdnem mindenu¨tt. Ebbo˝l
la´tszik, hogy
E(h(ξ)) = h(E(ξ))
akkor e´s csak akkor, ha ξ = E(ξ) majdnem mindenu¨tt. ¤
6.2. Te´tel. Informa´cio´s egyenlo˝tlense´g.
Legyenek f e´s g su˝ru˝se´gfu¨ggve´nyek egy µ me´rte´kre ne´zve. Te´telezzu¨k fel, hogy f > 0 e´s
































(ln g(x))f(x)dµ(x) ≥ 0






fdµ µ-majdnem mindenu¨tt, de∫
g
f
fdµ = 1 ⇒ g
f
= 1 µ-m.m. ⇒ g = f µ-m.m.
¤
6.3. Te´tel. Legyen g(y, θ) a megfigyelt Y adatok e´s f(x, θ) a teljes X adatok su˝ru˝se´g-
fu¨ggve´nye. Ekkor
lnL(θk+1) ≥ lnL(θk), k = 0, 1, . . . .
Ha Q(θk+1, θk) > Q(θk, θk), akkor
lnL(θk+1) > lnL(θk), k = 0, 1, . . . .
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Bizony´ıta´s.
Q(θ, θk) = E[ln f(X, θ)|Y = y, θk]
Q(θk, θk) = E[ln f(X, θk)|Y = y, θk].
Bela´tjuk, hogy
Q(θk, θk)− lnL(θk) ≥ Q(θ, θk)− lnL(θ)
minden θ-ra.







|Y = y, θk
]
=























|Y = y, θk
]
= Q(θ, θk)− ln g(y, θ) = Q(θ, θk)− lnL(θ).
Teha´t
Q(θk, θk)− lnL(θk) ≥ Q(θ, θk)− lnL(θ), ∀θ.
Vagyis
lnL(θ)−Q(θ, θk) ≥ lnL(θk)−Q(θk, θk), ∀θ. (6.3)
Eze´rt az
lnL(θ)−Q(θ, θk)
ku¨lo¨nbse´g θ = θk esete´n e´ri el a minimuma´t. Ha θk+1-et (5.1) szerint va´lasztjuk, e´s
(6.3)-ben θ helye´re ı´rjuk, akkor azt kapjuk, hogy
lnL(θk+1) = Q(θk+1, θk) + [lnL(θk+1)−Q(θk+1, θk)] ≥
≥ Q(θk, θk) + [lnL(θk)−Q(θk, θk)] = lnL(θk)
Vagyis a Q(θk, θk) no¨vele´se a megfigyelt adatok ln g(y, θ) loglikelihood fu¨ggve´nye´ben is
no¨vekede´shez vezet. ¤
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7. Az EM algoritmus monotonita´sa
Dempster, Laird e´s Rubin (1977) megmutatta, hogy a hia´nyos adatra vonatkozo´ L(θ)
likelihood fu¨ggve´ny nem cso¨kken egy EM itera´cio´ uta´n, vagyis
L(θk+1) ≥ L(θk) k = 0, 1, 2, . . . . (7.1)




Ekkor a loglikelihood fu¨ggve´ny
lnL(θ) = ln(g(y, θ)) = ln
(





















Vegyu¨k mindke´t oldal va´rhato´ e´rte´ke´t az X felte´teles su˝ru˝se´gfu¨ggve´nyre Y = y mellett:














va´rhato´ e´rte´ket. Azt kapjuk, hogy
lnL(θ) = Q(θ, θk)−H(θ, θk).
Ezt felhaszna´lva (lnL(θk+1)− lnL(θk))-ra azt kapjuk, hogy
lnL(θk+1)− lnL(θk) = (Q(θk+1, θk)−Q(θk, θk))− (H(θk+1, θk)−H(θk, θk)).
(7.1) akkor teljesu¨l, ha lnL(θk+1)− lnL(θk) ≥ 0, vagyis
Q(θk+1, θk)−Q(θk, θk) ≥ H(θk+1, θk)−H(θk, θk). (7.2)
Tudjuk, hogy
Q(θk+1, θk)−Q(θk, θk) ≥ 0,
mivel θk+1-et u´gy va´lasztjuk, hogy
Q(θk+1, θk) ≥ Q(θ, θk) ∀θ ∈ Θ− ra.
Eze´rt ha az ala´bbi formula igaz, akkor (7.2) teljesu¨l.
H(θk+1, θk)−H(θk, θk) ≤ 0. (7.3)
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Ba´rmely θ-ra












































Ezzel igazoltuk a (7.3) egyenlo˝tlense´get. Teha´t bela´ttuk, hogy az L(θ) likelihood
fu¨ggve´ny nem cso¨kken egy EM itera´cio´ uta´n. No¨vekszik a likelihood, amennyiben
Q(θk+1, θk) > Q(θ, θk).
Eze´rt ha az {L(θk)} likelihood e´rte´kek sorozata korla´tos, akkor ez a sorozat monotonon
konverga´l egy L∗-hoz.
(7.1) egy ko¨vetkezme´nye az EM algoritmus egye´rtelmu˝se´ge. Ha a θˆ maximum likeli-
hood becsle´s globa´lisan maximaliza´lja L(θ)-t, ki kell hogy ele´g´ıtse az ala´bbi egyenlo˝tlense´get:
Q(θˆ, θˆ) ≥ Q(θ, θˆ) ∀θ. (7.4)
Ma´sku¨lo¨nben
Q(θˆ, θˆ) < Q(θ0, θ)
teljesu¨l valamely θ0-ra, belee´rtve, hogy
L(θ0) > L(θˆ),
ami ellentmond annak a te´nynek, hogy θˆ az L(θ) globa´lis maximaliza´lo´ja.









8. Ke´tdimenzio´s norma´lis eloszla´su´ minta hia´nyzo´ adatokkal
Legyen az U = (U1, U2)
T valo´sz´ınu˝se´gi vektorva´ltozo´ ke´tdimenzio´s norma´lis eloszla´su´
E(U) = m = (m1,m2)
T
va´rhato´ e´rte´kkel e´s
















Vegyu¨nk U -bo´l egy n elemu˝ minta´t. Tegyu¨k fel, hogy r megfigyele´sne´l nem hia´nyzik
adat , r1 megfigyele´sne´l hia´nyzik az elso˝ va´ltozo´, r2 megfigyele´sne´l pedig a ma´sodik va´ltozo´.
n = r + r1 + r2. A θ = (m1,m2, d11, d12, d22)
T parame´ter becsle´se a ce´lunk.
Jelo¨lje a teljesen megfigyelt adatokat
uj = (u1j, u2j)
T j = 1, . . . , r.
Jelo¨lje u2j, j = r+1, . . . , r+r1, azokat a megfigyele´seket, ahol az elso˝ u1j va´ltozo´ hia´nyzik,
e´s u1j, j = r+r1+1, . . . , n, azokat a megfigyele´seket, ahol a ma´sodik u2j va´ltozo´ hia´nyzik.
Ekkor az x teljes adat vektor:





A megfigyelt, hia´nyos adatok vektora:





v = (u2,r+1, . . . , u2,r+r1 , u1,r+r1+1, . . . , u1,n)
T .
A z hia´nyzo´ adat vektor:
z = (u1,r+1, . . . , u1,r+r1 , u2,r+r1+1, . . . , u2,n)
T .
Az E le´pe´sben az x teljes adat vektor loglikelihood fu¨ggve´nye´nek felte´teles va´rhato´
e´rte´ke´t sza´moljuk ki:
Q(θ, θk) = E(lnL(x, θ) | y, θk)









































































































= −2(d22m1 − d12m2)
n∑
j=1













1 − 2d12m1m2 − d11m22).
Azt kapjuk, hogy
lnL(x, θ) = −n ln(2pi)− 1
2

















































lnL(x, θ) = −n ln(2pi)− 1
2






·[d22T11 + d11T22 − 2d12T12 −
−2(d22m1 − d12m2)T1 − 2(d11m2 − d12m1)T2 +
+n(d22m
2
1 − 2d12m1m2 − d11m22)]
La´thato´, hogy L(x, θ) a regula´ris exponencia´lis eloszla´scsala´dhoz tartozik az ala´bbi ele´gse´ges
statisztika´val:
T = (T1, T2, T11, T12, T22)
T .
Az E le´pe´shez, azaz, hogy kisza´moljuk Q(θ, θk) = E(lnL(x, θ) | y, θk)-t, ismernu¨nk kell az
ele´gse´ges statisztika´k felte´teles va´rhato´ e´rte´ke´t. Ehhez a ko¨vetkezo˝kre van szu¨kse´gu¨nk:
E(U1j | u2j, θk) j = r + 1, . . . , r + r1
E(U21j | u22j, θk) j = r + 1, . . . , r + r1
E(U2j | u1j, θk) j = r + r1 + 1, . . . , n
E(U22j | u21j, θk) j = r + r1 + 1, . . . , n.
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8.1. Te´tel. Legyen ξ ∼ Nn(m,D) n dimenzo´s norma´lis eloszla´su´ m va´rhato´ e´rte´kkel
e´s D szo´ra´s ma´trix-szal. Vegyu¨k ξ = (ξ1, . . . , ξn)
T ke´t vektorra valo´ felbonta´sa´t:
n = n1 + n2; ξ1 = (ξ1, . . . , ξn1)
T ; ξ2 = (ξn1+1, . . . , ξn1+n2)








Tegyu¨k fel, hogy D11 inverta´lhato´. Legyen ξ2.1 = ξ2−D21D−111 ξ1. Ekkor ξ1 e´s ξ2.1 fu¨ggetlenek
e´s rendre n1 e´s n2 dimenzio´s norma´lis eloszla´su´ak:
ξ1 ∼ Nn1(m1, D11); ξ2.1 ∼ Nn2(m2.1, D22.1),
ahol
m2.1 = m2 −D21D−111 m1; D22.1 = D22 −D21D−111 D12.
Bizony´ıta´s. La´sd [2]. ¤
8.2. Te´tel. Vegyu¨k a (8.1) te´tel jelo¨le´seit e´s felte´teleit. Akkor ξ2 felte´teles eloszla´sa a
ξ1 = w1 felte´tel mellett n2 dimenzio´s norma´lis eloszla´s, melynek va´rhato´ e´rte´ke:
D21D
−1
11 w1 +m2.1, szo´ra´s ma´trixa: D22.1.
Bizony´ıta´s. La´sd [2]. ¤
A (8.1) e´s (8.2) alapja´n U2 felte´teles eloszla´sa az U1 = u1 felte´tel mellett r2 dimenzio´s
norma´lis eloszla´s. A va´rhato´ e´rte´ke:
d12d
−1
11 u1 +m2 − d12d−111 m1 = m2 + d12d−111 (u1 −m1).
Szo´ra´sne´gyzete:
d22 − d212d−111 .
E(U2j | u1j, θk) = û2j = m̂2 + d̂12d̂11 (u1j − m̂1) j = r + r1 + 1, . . . , n




j = r + r1 + 1, . . . , n
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E(U1j | u2j, θk) = û1j = m̂1 + d̂12d̂22 (u2j − m̂2) j = r + 1, . . . , r + r1




j = r + 1, . . . , r + r1
Akkor az ele´gse´ges statisztika´k E le´pe´shez szu¨kse´ges felte´teles va´rhato´ e´rte´ke:









































































Q(θ, θk) = E(lnL(x, θ) | y, θk) = −n ln(2pi)− 1
2



























































































1 − 2d̂12m̂1m̂2 − d̂11m̂22)]























Ne´zzu¨k meg egy konkre´t pe´lda´n keresztu¨l. Az R statisztikai programcsomag BSDA
csomagja´ban tala´lhato´ Fabric nevu˝ adathalmazzal dolgozunk.
> Fabric
Type With Without
1 1 12 8
2 2 3 4
3 3 12 15
4 4 16 14
5 5 4 6
6 6 24 21
7 7 11 10
8 8 17 15
9 9 19 22
10 10 8 7
Az adatok 10 ku¨lo¨nbo¨zo˝ ruha la´gysa´ga´ra vonatkoznak o¨bl´ıto˝vel (with oszlop), illetve
ane´lku¨l (without oszlop) mosva.
A with oszlopot vegyu¨k az elso˝ va´ltozo´nak. Tegyu¨k fel, hogy hia´nyzik az 6., 7. e´s 8.





[,1] [,2] [,3] [,4] [,5] [,6] [,7] [,8] [,9] [,10]
[1,] 12 3 12 16 4 0 0 0 19 8
[2,] 8 4 15 14 6 21 10 15 0 0
A kezdo˝ e´rte´keket va´lasszuk a ko¨vetkezo˝ke´ppen. A va´rhato´ e´rte´kekre vegyu¨k az a´tlagot,
ı´gy m1 = 10.6, m2 = 11.6. Helyettes´ıtsu¨k a hia´nyzo´ e´rte´keket az a´tlaggal, e´s u´gy











A FU¨GGELE´K A-ban tala´lhato´ az elso˝ ne´ha´ny itera´cio´ az R programcsomagban. A
to¨bbi itera´cio´t ezekhez hasonlo´an sza´molhatjuk ki. A ko¨vetkezo˝ ta´bla´zat tartalmazza az
eredme´nyeket.
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itera´cio´ m1 m2 d11 d22 d12
1. 10.60000 11.60000 23.52400 24.65289 11.93378
2. 11.12216 11.91424 28.62488 27.79890 19.45915
3. 11.45466 12.00614 30.46534 28.47855 23.13750
4. 11.64735 12.01190 31.37718 28.45714 24.95358
5. 11.76796 11.99705 32.02557 28.29004 25.93594
6. 11.84798 11.97995 32.54719 28.11656 26.50493
7. 11.90275 11.96506 32.96662 27.96868 26.84911
8. 11.94086 11.95318 33.29559 27.85166 27.06434
9. 11.96764 11.94411 33.54745 27.76269 27.20273
10. 11.98655 11.93733 33.73653 27.69662 27.29375
11. 11.99995 11.93235 33.87638 27.64828 27.35471
12. 12.00945 11.92872 33.97867 27.61325 27.39612
13. 12.01619 11.92610 34.05287 27.58802 27.42456
14. 12.02097 11.92422 34.10638 27.56993 27.44425
15. 12.02436 11.92287 34.14478 27.55700 27.45796
16. 12.02677 11.92190 34.17227 27.54777 27.46757
17. 12.02848 11.92122 34.19189 27.54120 27.47431
18. 12.02969 11.92073 34.20587 27.53653 27.47906
19. 12.03055 11.92038 34.21582 27.53321 27.48241
20. 12.03116 11.92013 34.22289 27.53084 27.48478
21. 12.03160 11.91995 34.22792 27.52917 27.48645
22. 12.03190 11.91983 34.23149 27.52798 27.48764
23. 12.03212 11.91974 34.23403 27.52713 27.48848
24. 12.03228 11.91968 34.23583 27.52653 27.48907
25. 12.03239 11.91963 34.23711 27.52610 27.48949
Ta´bla´zat 1
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itera´cio´ m1 m2 d11 d22 d12
26. 12.03246 11.91960 34.23801 27.52580 27.48979
27. 12.03252 11.91958 34.23866 27.52559 27.49000
28. 12.03256 11.91956 34.23911 27.52544 27.49016
29. 12.03259 11.91955 34.23944 27.52533 27.49026
30. 12.03261 11.91954 34.23967 27.52525 27.49034
31. 12.03262 11.91954 34.23983 27.52520 27.49039
32. 12.03263 11.91953 34.23994 27.52516 27.49043
33. 12.03264 11.91953 34.24003 27.52513 27.49046
34. 12.03264 11.91953 34.24008 27.52511 27.49048
35. 12.03265 11.91953 34.24013 27.52510 27.49049
36. 12.03265 11.91953 34.24015 27.52509 27.49050
37. 12.03265 11.91952 34.24018 27.52508 27.49051
38. 12.03265 11.91952 34.24019 27.52508 27.49051
39. 12.03265 11.91952 34.24020 27.52507 27.49051
40. 12.03265 11.91952 34.24021 27.52507 27.49052
41. 12.03265 11.91952 34.24021 27.52507 27.49052
Ta´bla´zat 2
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9. Alle´l gyakorisa´g becsle´se
Sok helyzetben szu¨kse´g van arra, hogy tudjuk milyen a ve´rcsoportunk. Amikor valaki
ve´rt kap vagy ve´rt ad, meghata´rozza´k a ve´rcsoportja´t. Mint tudjuk ha´rom alle´l le´tezik,
az A, a B e´s a 0. Minden ember ke´t alle´lt o¨ro¨ko¨l, az egyiket az anya´to´l, a ma´sikat az
apa´to´l. I´gy ne´gy fenot´ıpus le´tezik: az A, a B, az AB e´s a 0. Az A e´s B alle´lok genetikailag
domina´nsak a 0-val szemben. I´gy az a szeme´ly aki az egyik szu¨lo˝to˝l A, a ma´sikto´l 0 alle´lt
o¨ro¨ko¨l, vagyis A/0 genot´ıpusu´, ugyanu´gy A fenot´ıpusu´, mint az, aki mindke´t szu¨lo˝to˝l A
alle´lt o¨ro¨ko¨l, vagyis A/A genot´ıpusu´. Hasonlo´ke´ppen mind a B/0 e´s a B/B genot´ıpus a
B fenot´ıpusnak felel meg.
Vegyu¨nk egy n elemu˝ minta´t. Jelo¨lje nA az A, nB a B, nAB az AB e´s nO a 0
fenot´ıpusu´ak sza´ma´t. Tova´bba´ nA/A, nA/O, nB/B, nB/O, nA/B, nO/O a genot´ıpusok sza´ma´t.
Ekkor nA, nB, nAB, nO a megfigyelt Y adatok, az nA/A, nA/O, nB/B, nB/O, nA/B, nO/O
genot´ıpusok pedig a hia´nytalanX adatok. Ce´lunk a ha´rom ku¨lo¨nbo¨zo˝ alle´l gyakorisa´ga´nak
a becsle´se. Jelo¨lju¨k ezeket pA, pB e´s pO-al.
Tudjuk, hogy az alle´l gyakorisa´g nemnegat´ıv, e´s eleget tesz a pA + pB + pO = 1
felte´telnek. Tova´bba´ a popula´cio´ genetika klasszikus Hardy-Weinberg to¨rve´nye kimondja,
hogy amennyiben ku¨lo¨nbo¨zik a ke´t alle´l egy genot´ıpusban, u´gy annak a genot´ıpusnak a
gyakorisa´ga megegyezik a megfelelo˝ alle´lok gyakorisa´ga´nak ke´tszeres szorzata´val. Pe´lda´ul















Annak a valo´sz´ınu˝se´ge, hogy nA/A sza´mu´ A/A genot´ıpus fordul elo˝ az n elemu˝ minta´nk-
ban p2A · . . . · p2A︸ ︷︷ ︸
nA/A db
= (p2A)
nA/A . Hasonlo´ke´ppen az nA/0, nB/B, nB/0, nA/B, n0/0 sza´mu´ A/0,






n0/0 . I´gy a hia´nytalan X adat likelihood fu¨ggve´nye:
f(X, p) = (p2A)







Logaritmusa´t ve´ve megkapjuk a loglikelihoodja´t:
ln f(X, p) = nA/A ln p
2
A + nA/0 ln 2pAp0 + nB/B ln p
2
B +









Vegyu¨k ennek a felte´teles va´rhato´ e´rte´ke´t a megfigyelt nA, nB, nAB, n0 (Y ) adatokra. Az
a´ltala´nos parame´tervektor p̂ = (p̂A, p̂B, p̂0)
T . Ez az EM algoritmus E le´pe´se.
E(nAB | Y ) = nAB
E(n0 | Y ) = n0
mivel nAB e´s n0 Y -me´rheto˝. A fu¨ggetlense´g miatt pedig




E(nA/0 | Y ) = EnA/0 = nA 2p̂Ap̂0
p̂2A + 2p̂Ap̂0
E(nB/B | Y ) = EnB/B = nB p̂
2
B
p̂2B + 2p̂B p̂0
E(nB/0 | Y ) = EnB/0 = nB 2p̂B p̂0
p̂2B + 2p̂B p̂0
.
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Az egyszeru˝se´g kedve´e´rt nevezzu¨k el a fenti va´rhato´ e´te´keket az ala´bbi mo´don:
E(nA/A | Y ) = n̂A/A
E(nA/0 | Y ) = n̂A/0
E(nB/B | Y ) = n̂B/B
E(nB/0 | Y ) = n̂B/0
Teha´t a loglikelihood va´rhato´ e´rte´ke:
E(ln f(X, p) | Y ) = Q(p, p̂) = n̂A/A ln p2A + n̂A/0 ln 2pAp0 + n̂B/B ln p2B +









A ko¨vetkezo˝ le´pe´s, hogyQ(p, p̂)-t maximaliza´ljuk. A Lagrange-fe´le multiplika´toros mo´dszer-
rel ko¨nyen megtala´lhatjuk a sze´lso˝e´rte´keket. A Lagrange-fu¨ggve´ny a mi esetu¨nkben a
ko¨vetkezo˝:
L(p, λ) = Q(p, p̂) + λ(pA + pB + p0 − 1).
Az elso˝rendu˝ parcia´lis deriva´ltaknak a sze´lso˝e´rte´k helyen el kell tu˝nniu¨k. Ha le´tezik




L(p, λ) = 0
∂
∂pB
L(p, λ) = 0
∂
∂p0
L(p, λ) = 0
∂
∂λ



































































































+ λ = 0 (9.3)








































2n̂A/A + n̂A/0 + nAB










2n̂B/B + n̂B/0 + nAB
n̂A/0 + n̂B/0 + 2n0
(9.8)
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(9.7)-ben pB-t (9.8) szerint helyettes´ıtve:
2n̂A/A + n̂A/0 + nAB
2n̂B/B + n̂B/0 + nAB
=





2n̂A/A + n̂A/0 + nAB
n̂A/0 + n̂B/0 + 2n0
= 1− p02n̂B/B + n̂B/0 + nAB
n̂A/0 + n̂B/0 + 2n0
− p0
p0
2n̂A/A + n̂A/0 + 2nAB + 2n̂B/B + n̂B/0
n̂A/0 + n̂B/0 + 2n0
= 1− p0
p0
2n̂A/A + 2n̂A/0 + 2nAB + 2n̂B/B + 2n̂B/0 + 2n0
n̂A/0 + n̂B/0 + 2n0
= 1
p0 =
n̂A/0 + n̂B/0 + 2n0
2(n̂A/A + n̂A/0 + nAB + n̂B/B + n̂B/0 + n0)
p0 =




n̂A/0 + n̂B/0 + 2n0
2n
· 2n̂B/B + n̂B/0 + nAB
n̂A/0 + n̂B/0 + 2n0
pB =
2n̂B/B + n̂B/0 + nAB
2n
(9.10)
pA = 1− pB − p0 = 1− 2n̂B/B + n̂B/0 + nAB
2n
− n̂A/0 + n̂B/0 + 2n0
2n
=




2n̂A/A + 2n̂A/0 + 2nAB + 2n̂B/B + 2n̂B/0 + 2n0 − 2n̂B/B − 2n̂B/0 − nAB − n̂A/0 − 2n0
2n
pA =




Ne´zzu¨k meg most egy konkre´t pe´lda´n keresztu¨l a ha´rom alle´l gyakorisa´ga´nak becsle´se´t.
A [11] dolgozatban tala´lhato´ az alfo¨ldi lakossa´g ko¨re´ben vizsga´lt 8045 szeme´ly ve´rcsoportja.
A vizsga´lt szeme´lyek ko¨zo¨tt 3315 A ve´rcsoportu´, 1577 B ve´rcsoportu´, 2365 0 ve´rcsoportu´
e´s 788 AB ve´rcsoportu´ volt. Az alle´l gyakorisa´g becsle´se az R programcsomagban a
FU¨GGELE´K B-ben tala´lhato´.
Az itera´cio´ eredme´nyeit az ala´bbi ta´bla´zatban o¨sszegeztem:
itera´cio´ p̂0 p̂A p̂B
0. 0.3 0.45 0.25
1. 0.48008864 0.3433011 0.1758125
2. 0.5286676 0.3091991 0.1621332
3. 0.5383631 0.3016202 0.0.1600167
4. 0.5402452 0.3000878 0.1596669
5. 0.5406093 0.2997863 0.1596044
6. 0.5406799 0.2997275 0.1595927
7. 0.5406936 0.299716 0.1595904
8. 0.5406962 0.2997138 0.15959
9. 0.5406967 0.2997134 0.1595899
10. 0.5406968 0.2997133 0.1595899
11. 0.5406968 0.2997133 0.1595899
Ta´bla´zat 3
Jo´l megfigyelheto˝, a konvergencia gyorsasa´ga.
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O¨sszefoglala´s
A dolgozat elso˝ fele´ben az EM algoritmust e´s annak egy tulajdonsa´ga´t ismertettu¨k,
a ma´sodik fele´ben pedig ke´t konkre´t pe´lda´n keresztu¨l mutattuk be az algoritmus alkal-
maza´sa´t az R statisztikai programcsomag seg´ıtse´ge´vel. Ennek a dolgozatnak nem volt
ce´lja, e´s a terjedelme sem engedi, az algoritmus minden tulajdonsa´ga´nak ismertete´se´t.
Az EM algoritmusnak sza´mtalan varia´cio´ja ismert, melyek ebben a dolgozatban nem
kaptak helyet, de sza´mos informa´cio´t tala´lhat az e´rdeklo˝do˝ olvaso´ az erro˝l a te´ma´ro´l
ı´rt szakirodalmakban. Az algoritmus alkalmaza´sainak csak nagyon kis re´sze´t e´rintettu¨k.
Little e´s Rubin (1987) re´szletesen foglalkozott a te´ma´val.
Az EM algoritmus ke´t le´pe´sbo˝l a´ll. Az elso˝ E le´pe´sne´l kito¨ltju¨k a hia´nyzo´ adatot, e´s
vesszu¨k az ı´gy kapott teljes adat ismeretlen parame´ter melletti loglikelihood fu¨ggve´nye´nek
a felte´teles va´rhato´ e´rte´ke´t: Q(θ, θk) = E(lnL(x, θ) | y, θk). A ma´sodik M le´pe´sben pedig
maximaliza´ljuk az E le´pe´sben kapott va´rhato´ e´rte´ket. Az E e´s M le´pe´seket u´jra e´s u´jra
ve´grehajtjuk, mindig az u´jonnan kapott becsle´ssel helyettes´ıtve a re´git, ameddig meg nem
la´tjuk a konvergencia´t. Az EM algoritmus legfontosabb tulajdonsa´ga, hogy a megfigyelt
adatok loglikelihood fu¨ggve´nye´ben no¨vekede´shez vezet.
A pe´lda´k megolda´sa sora´n arra jutottunk, hogy az algoritmus nem felte´tlenu¨l egyszeru˝
e´s gyors. Ezek a te´nyezo˝k nagyban fu¨ggnek az adathalmazto´l e´s az indulo´ e´rte´k megva´lasz-
ta´sa´to´l, mely a statisztikusra van b´ızva.
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> n<-8045; nA<-3315; nB<-1577; n0<-2365; nAB<-788;
> p0A<-0.45; p0B<-0.25; p00<-0.3;
> n0AA<-((nA*p0A^2)/(p0A^2+(2*p0A*p00)))
> n0A0<-((nA*2*p0A*p00)/(p0A^2+(2*p0A*p00)))
> n0BB<-((nB*(p0B)^2)/(p0B^2+(2*p0B*p00)))
> n0B0<-((nB*2*p0B*p00)/((p0B)^2+(2*p0B*p00)))
> p10<-((n0A0+n0B0+(2*n0))/(2*n))
> p1B<-(((2*n0BB)+n0B0+nAB)/(2*n))
> p1A<-(((2*n0AA)+n0A0+nAB)/(2*n))
> p10;p1B;p1A
[1] 0.4808864
[1] 0.1758125
[1] 0.3433011
> n1AA<-((nA*(p1A)^2)/((p1A)^2+(2*p1A*p10)))
> n1A0<-((nA*2*p1A*p10)/((p1A)^2+(2*p1A*p10)))
> n1BB<-((nB*(p1B)^2)/((p1B)^2+(2*p1B*p10)))
> n1B0<-((nB*2*p1B*p10)/((p1B)^2+(2*p1B*p10)))
> p20<-((n1A0+n1B0+(2*n0))/(2*n))
> p2B<-(((2*n1BB)+n1B0+nAB)/(2*n))
> p2A<-(((2*n1AA)+n1A0+nAB)/(2*n))
> p20;p2B;p2A
[1] 0.5286676
[1] 0.1621332
[1] 0.3091991
> n2AA<-((nA*(p2A)^2)/((p2A)^2+(2*p2A*p20)))
40
> n2A0<-((nA*2*p2A*p20)/((p2A)^2+(2*p2A*p20)))
> n2BB<-((nB*(p2B)^2)/((p2B)^2+(2*p2B*p20)))
> n2B0<-((nB*2*p2B*p20)/((p2B)^2+(2*p2B*p20)))
> p30<-((n2A0+n2B0+(2*n0))/(2*n))
> p3B<-(((2*n2BB)+n2B0+nAB)/(2*n))
> p3A<-(((2*n2AA)+n2A0+nAB)/(2*n))
> p30;p3B;p3A
[1] 0.5383631
[1] 0.1600167
[1] 0.3016202
> n3AA<-((nA*(p3A)^2)/((p3A)^2+(2*p3A*p30)))
> n3A0<-((nA*2*p3A*p30)/((p3A)^2+(2*p3A*p30)))
> n3BB<-((nB*(p3B)^2)/((p3B)^2+(2*p3B*p30)))
> n3B0<-((nB*2*p3B*p30)/((p3B)^2+(2*p3B*p30)))
> p40<-((n3A0+n3B0+(2*n0))/(2*n))
> p4A<-(((2*n3AA)+n3A0+nAB)/(2*n))
> p4B<-(((2*n3BB)+n3B0+nAB)/(2*n))
> p40;p4B;p4A
[1] 0.5402452
[1] 0.1596669
[1] 0.3000878
> n4AA<-((nA*(p4A)^2)/((p4A)^2+(2*p4A*p40)))
> n4A0<-((nA*2*p4A*p40)/((p4A)^2+(2*p4A*p40)))
> n4BB<-((nB*(p4B)^2)/((p4B)^2+(2*p4B*p40)))
> n4B0<-((nB*2*p4B*p40)/((p4B)^2+(2*p4B*p40)))
> p50<-((n4A0+n4B0+(2*n0))/(2*n))
> p5A<-(((2*n4AA)+n4A0+nAB)/(2*n))
> p5B<-(((2*n4BB)+n4B0+nAB)/(2*n))
> p50;p5B;p5A
[1] 0.5406093
41
[1] 0.1596044
[1] 0.2997863
> n5AA<-((nA*(p5A)^2)/((p5A)^2+(2*p5A*p50)))
> n5A0<-((nA*2*p5A*p50)/((p5A)^2+(2*p5A*p50)))
> n5BB<-((nB*(p5B)^2)/((p5B)^2+(2*p5B*p50)))
> n5B0<-((nB*2*p5B*p50)/((p5B)^2+(2*p5B*p50)))
> p60<-((n5A0+n5B0+(2*n0))/(2*n))
> p6A<-(((2*n5AA)+n5A0+nAB)/(2*n))
> p6B<-(((2*n5BB)+n5B0+nAB)/(2*n))
> p60;p6B;p6A
[1] 0.5406799
[1] 0.1595927
[1] 0.2997275
> n6AA<-((nA*(p6A)^2)/((p6A)^2+(2*p6A*p60)))
> n6A0<-((nA*2*p6A*p60)/((p6A)^2+(2*p6A*p60)))
> n6BB<-((nB*(p6B)^2)/((p6B)^2+(2*p6B*p60)))
> n6B0<-((nB*2*p6B*p60)/((p6B)^2+(2*p6B*p60)))
> p70<-((n6A0+n6B0+(2*n0))/(2*n))
> p7A<-(((2*n6AA)+n6A0+nAB)/(2*n))
> p7B<-(((2*n6BB)+n6B0+nAB)/(2*n))
> p70;p7B;p7A
[1] 0.5406936
[1] 0.1595904
[1] 0.299716
> n7AA<-((nA*(p7A)^2)/((p7A)^2+(2*p7A*p70)))
> n7A0<-((nA*2*p7A*p70)/((p7A)^2+(2*p7A*p70)))
> n7BB<-((nB*(p7B)^2)/((p7B)^2+(2*p7B*p70)))
> n7B0<-((nB*2*p7B*p70)/((p7B)^2+(2*p7B*p70)))
> p80<-((n7A0+n7B0+(2*n0))/(2*n))
> p8A<-(((2*n7AA)+n7A0+nAB)/(2*n))
42
> p8B<-(((2*n7BB)+n7B0+nAB)/(2*n))
> p80;p8B;p8A
[1] 0.5406962
[1] 0.15959
[1] 0.2997138
> n8AA<-((nA*(p8A)^2)/((p8A)^2+(2*p8A*p80)))
> n8A0<-((nA*2*p8A*p80)/((p8A)^2+(2*p8A*p80)))
> n8BB<-((nB*(p8B)^2)/((p8B)^2+(2*p8B*p80)))
> n8B0<-((nB*2*p8B*p80)/((p8B)^2+(2*p8B*p80)))
> p90<-((n8A0+n8B0+(2*n0))/(2*n))
> p9A<-(((2*n8AA)+n8A0+nAB)/(2*n))
> p9B<-(((2*n8BB)+n8B0+nAB)/(2*n))
> p90;p9B;p9A
[1] 0.5406967
[1] 0.1595899
[1] 0.2997134
> n9AA<-((nA*(p9A)^2)/((p9A)^2+(2*p9A*p90)))
> n9A0<-((nA*2*p9A*p90)/((p9A)^2+(2*p9A*p90)))
> n9BB<-((nB*(p9B)^2)/((p9B)^2+(2*p9B*p90)))
> n9B0<-((nB*2*p9B*p90)/((p9B)^2+(2*p9B*p90)))
> p100<-((n9A0+n9B0+(2*n0))/(2*n))
> p10A<-(((2*n9AA)+n9A0+nAB)/(2*n))
> p10B<-(((2*n9BB)+n9B0+nAB)/(2*n))
> p100;p10B;p10A
[1] 0.5406968
[1] 0.1595899
[1] 0.2997133
> n10AA<-((nA*(p10A)^2)/((p10A)^2+(2*p10A*p100)))
> n10A0<-((nA*2*p10A*p100)/((p10A)^2+(2*p10A*p100)))
> n10BB<-((nB*(p10B)^2)/((p10B)^2+(2*p10B*p100)))
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> n10B0<-((nB*2*p10B*p100)/((p10B)^2+(2*p10B*p100)))
> p110<-((n10A0+n10B0+(2*n0))/(2*n))
> p11A<-(((2*n10AA)+n10A0+nAB)/(2*n))
> p11B<-(((2*n10BB)+n10B0+nAB)/(2*n))
> p110;p11B;p11A
[1] 0.5406968
[1] 0.1595899
[1] 0.2997133
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