Insertion and deletion (insdel for short) errors are synchronization errors in communication systems caused by the loss of positional information in the message. On top of its wide interest in its error correcting capability in the classical setting, Reed-Solomon codes also prove to have error correcting algorithms under insdel metric which is based on Guruswami-Sudan decoding algorithm [5] . Despite this, there have been few studies on the insdel correcting capability of Reed-Solomon codes.
Introduction
Insertion and deletion (insdel for short) errors are synchronization errors [8] , [10] (note that without loss of generality we can only consider insertions and deletions, since a substitution can be replaced by a deletion followed by an insertion, and this at most doubles the number of operations) in communication systems caused by the loss of positional information of the message. They have recently attracted many attention due to their applicabilities in many interesting fields such as DNA storage and DNA analysis [12] , [30] , race-track memory error correction [3] and language processing [2] , [19] .
The study of codes with insdel errors was pioneered by Levenshtein, Varshamov and Tenengolts in the 1960s [28] , [14] , [15] and [26] . Sloane [23] constructed a family of codes capable of correcting single deletion. He focused on binary codes and discussed difficulties of constructing deletion correcting codes. By using combinatorial designs, Bours [1] gave constructions of lengths 4 and 5 with capability of correcting 2 and 3 deletion respectively. More constructions of codes of length 5 capable of correcting 3 deletions are given by Mahmoodi [17] . Yin [31] and Shalaby et al. [22] gave constructions of codes of length 6 by using incomplete directed designs which are capable of correcting 4 deletions. Recently there have also been several code constructions with high insdel error correcting capability (or insdel list decoding capability), either through the use of synchronization strings [8] , [9] , [10] or through concatenation [7] , [4] , [11] , [16] .
Despite the advances we have in constructions of insdel codes with high error correcting capability, there has been much less improvements on Reed-Solomon codes with good properties on insdel metric. One essential advantage of having (generalized) Reed-Solomon codes for insdel errors is due to the existence of an efficient deletion correction algorithm which is based on the Guruswami-Sudan decoding algorithm [5] . In Hamming metric, the error correcting capability of (generalized) Reed-Solomon codes has extensively been studied [25] , [5] , [20] , [13] , [6] . Although it has been observed [21] , [29] that those families of codes also have some deletion correcting capabilities, it has not been as extensively studied as its error correcting capability under Hamming metric.
Previous results
There has been few studies on the insdel correcting capability of Reed-Solomon codes. On one hand, in 2007, L. McAven and R. Safavi-Naini [18] provided an upper bound for the insdel error correcting capability for Reed-Solomon codes with dimension 2 over prime fields. It is shown that when the length n is at least 3, the largest deletion correcting capability is n − 3. This provides a stricter upper bound on the deletion correcting capability than the Singleton bound over prime fields.
On the other hand, there has not been much progress on the construction of Reed-Solomon codes achieving the upper bounds either. In 2004, Y. Wang, L. McAven and R. Safavi-Naini [29] constructed a class of Reed-Solomon codes of length 5 and dimension 2 which can correct one deletion. That work also gave the results of numerical experiments to investigate the deletion correction capability of generalized Reed-Solomon codes. The technique that is used in this construction relies on the rank analysis of different matrices where the number of matrix increases exponentially on the code length. Because of this, it may not be feasible to generalize the analysis to a larger length without conducting a more general analysis. At the same year, D. Tonien and R. Safavi-Naini [27] gave some constructions of deletion correcting codes by using Reed-Solomon codes and their subcodes. The constructions are only explicit given the existence of a certain polynomial satisfying some requirements which is required for the generation of the evaluation points. This construction provides a Reed-Solomon code of length n and dimension k with deletion correcting capability of at most log k+1 n − 1 which grows much more slowly than the length n. Furthermore, even when we consider the best construction of subcodes of Reed-Solomon codes, the deletion correcting capability is still at most n k+1 − 1. So there are still some gaps between the deletion correcting capability of the constructed subcodes with the upper bound that is given either by [18] or by the Singleton bound.
Our results
In this paper, we discuss two explicit constructions of Reed-Solomon codes of dimension 2 with insdel error correcting capability that is proportional to its length. In the first construction, we construct a family of 2-dimensional Reed-Solomon codes which has minimum insdel distance up to its length. Theorem 1 (Main Theorem 1). Let F q be a finite field with q elements of characteristic p such that q = p e for some positive integer e > 1 and suppose that e has at least two prime factors that are proportional to each other. Then there exists an explicit family of Reed-Solomon codes over F q of length n = exp( √ log q), dimension 2 with minimum insdel distance of at least n − 2.
This implies that the code constructed is able to correct insdel errors up to half its length. Although the field size needs to be sub-exponential on the code length, we provide an improvement on the insdel error correcting capability from the previous existing construction [27] which was only logarithmic on the code length. It even outperforms the insdel error correcting capability of the subcodes of Reed-Solomon codes constructed in [27] . More specifically, taking an appropriate parameter for the subcodes to have the same size with our first construction, those subcodes in [27] have maximum insdel correcting capability up to 1 3 of their lengths which are still less than ours.
Our second construction provides an extension to the first construction to have minimum insdel distance beyond their codes length.
Theorem 2 (Main Theorem 2). Let > 0. Then when q is sufficiently large, there exists an explicit family of Reed-Solomon codes over F q of length n = exp(log(q) ), dimension 2 with minimum distance at least
This construction requires a much higher field size than the first construction. However, the asymptotic minimum insdel distance of our family achieves the upper bound provided by the Singleton bound. Furthermore, it provides an explicit family of Reed-Solomon codes which can be decodable against insdel errors up to its length.
Our techniques
To obtain an estimate on the minimum insdel distance of a Reed-Solomon code and its insdel error correcting capability, the key parts are to choose the evaluation points and to estimate the length of the longest common subsequence between any two codewords. The order required of the intersection between the elements of the two codewords makes the analysis complex. In order to estimate this length, we derive its upper bound by eliminating the order requirement.
For any choice of the evaluation points, for each codeword, we define a multi-set containing the entries of the codeword. Having these sets, the length of the longest common subsequence between two codewords is estimated by the size of the intersection between the two corresponding sets. In this analysis, we consider several cases depending on the coefficients of the respective polynomials. In some cases, the intersection can be exactly computed regardless of the choice of the evaluation points. In other cases, however, the analysis depends on the choice of evaluation points. In our construction, the evaluation points are chosen from two disjoint affine subspaces of F q . With this choice of evaluation points, it can be shown that the intersection mainly comes from at most one of the two subspaces. This causes the largest intersection to be at most half of the code length, as required.
We then extend our first construction to a higher insdel error correcting capability. This is done by using higher number of pairwise disjoint affine subspaces as the evaluation points. The main observation supporting this choice is that the intersection still mainly belongs to at most one affine subspaces. This allows the length of the longest common subsequence of any two codewords to be a fraction of its code length.
Organization
This paper is organized as follows. In Section 2, we introduce definitions of insdel codes and some preliminaries on Reed-Solomon codes. Section 3 contains our explicit construction of Reed-Solomon codes of dimension 2 with minimum insdel distance up to its length. In Section 4, we give an explicit construction of Reed-Solomon codes with insdel distance beyond its length.
Preliminaries
Let F q be a finite field with q elements and F n q be the set of all vectors of length n over F q . For any positive real number i, we denote by [i] the set of positive integers {1, · · · , i }.
(not necessarily of the same length) is the minimum number of insertions and deletions which is needed to transform a into b.
An insdel code C of length n is a subset of F n q . Its minimum insdel distance is defined as
Note that for two distinct vectors c 1 , c 2 ∈ C, d(c 1 , c 2 ) is at least 2 and at most 2n.
A code over F q of length n with size M and minimum insdel distance d is called an (n, M, d) q -insdel codes. Similar to classical codes under Hamming metric, we can define the rate and the relative insdel distance of an (n, M, d) q -insdel code C by
The relative insdel distance is normalized by 2n instead of n since the insdel distance between two words in F n q takes a nonnegative integer value up to 2n. The minimum insdel distance of an insdel code is one of its important parameters. It is desirable that d is as large as possible with an insdel code with fixed length n. It has been shown [8] that an (n, M, d) q -insdel code C must obey the following version of the Singleton bound.
Proposition 1 (Singleton Bound [8] ). Let C ⊆ F n q be an (n, M, d) q -insdel code of length n and minimum
Asymptotically, the Singleton bound for an insdel code C can be written in term of its rate and relative insdel distance as
The minimum insdel distance d of a code also provides its insdel error correcting capability. In the following we will define the error correcting capability of a code.
there is at most one codeword c ∈ C such that v can be obtained from c by inserting t I symbols to c and deleting t D symbols from c for some t I + t D ≤ t. In other words, transmitting any codeword c ∈ C through a channel which can incur up to t insdel errors, we will always be able to recover the correct transmitted codeword.
A t-deletion correcting code can also be similarly defined. [17] ). A code C ⊆ F n q is a t-deletion correcting code if and only if it is a t-insdel correcting code. We will use the deletion error correcting capability and the insdel error correcting capability interchangeably in our discussion.
The relation between the insdel error correcting capability of a code with its minimum insdel distance is the same as that of classical code. .
Then, we provide the definition of a Reed-Solomon code.
Note that under Hamming distance, for any choice of S, the minimum Hamming distance of RS n,k,S , denoted by d H (RS n,k,S ) = n − k + 1, achieves the maximum possible Hamming distance. This is not necessarily true for insdel distance. On one hand, no matter what k is, if C is a cyclic Reed-Solomon code, it is easy to see that d = 2. On the other hand, it is shown [18] that when q is a prime and k = 2, the minimum distance cannot exceed 2n − 6. Note that the Singleton bound states that in this case, d ≤ 2n − 2. So when q is prime and k = 2, no Reed-Solomon code can satisfy the Singleton bound by equality.
3 Reed-Solomon code with insdel error correcting capability up to half its length
In this section, we prove Theorem 1 which provides an explicit construction of a family of 2-dimensional Reed-Solomon codes which has minimum insdel distance up to its length.
Proof of Theorem 1. Consider a Reed-Solomon codes C of dimension 2 under insdel metric as
It is well known that the insdel distance between c 1 and c 2 equals to 2(n − ) where is the longest common subsequence of c 1 and c 2 . First we consider simpler cases of the values of
a 2 covers all possible values of F q . So for any choices of α 1 , · · · , α n , there must exist a quadruple (a 1 i ,
Note that the distances given above applies to any choices of α 1 , · · · , α n . This generality is no longer true for the remaining case and will be the main concern in the choice of α 1 , · · · , α n . In the remaining cases, we can assume that a 1 , a 2 are both non-zero. Now suppose that (d 1 , · · · , d ) is a longest common subsequence between c 1 and c 2 . Then there exists 1 ≤ i 1 < · · · < i ≤ n and 1 ≤ j 1 < · · · < j ≤ n such that for any t = 1, · · · , , a 1 α it Suppose that there exists 1 < t 1 < t 2 < e such that t i |e and gcd(t 1 , t 2 ) = 1. Let F 1 = F p t 1 and F 2 =
We bound the size of |δS ∩ (S + γ)| in different cases based on the values of δ and γ.
Before we consider the cases, we give some claims that will be useful in our analysis.
we must have either both δ and γ to be in F i or both not in F i . Then, we give bounds for the size of Θ 1,2 and Θ 2,1 . The following lemma bounds the size of Θ 1,2 . However, the same argument can be used to bound the size of Θ 2,1 .
Proof. Suppose that |Θ 1,2 | ≥ p + 1. Let a 1 , a 2 , x 1 , · · · and x p−1 be p + 1 distinct elements of G 1 and b 1 , b 2 , y 1 , · · · and y p−1 be p + 1 distinct elements of G 2 such that for i = 1, 2 and j = 1, · · · , p − 1, δa i = b i + γ and δx j = y j + γ. Now for any j = 1, · · · , p − 1, we have δ 
Note that by these equations, we have λ j ∈ F p \ {0, 1} and µ j ∈ F p \ {0, −1}. The first two equations yield the following system of linear equations:
Consider the following two vectors u = (1 − λ j , −1, λ j ), v = (1, −(1 + µ j ), µ j ). Note that they are a multiple of each other if and only if λ j + λ j µ j = µ j . If they are not a multiple of each other, the system in Equation 1 implies that b 2 = y j , which contradicts our assumption that they are distinct. The same analysis tells us that unless λ j + λ j µ j = µ j , we also have a 2 = x j . So for us to have at least p + 1 elements in Θ 1,2 , we must have for all j = 1, · · · , p − 1, λ j + λ j µ j = µ j . Note that since x i = x j and y i = y j for any i = j, we must have λ i = λ j and µ i = µ j . So the set Λ {(λ j , µ j ) : j = 1, · · · , p − 1} has size p − 1 and it is a subset of the solution set S {(λ, µ) ∈ F 2 p : λ + λµ = µ, λ = 0, 1, µ = 0, −1}. So |S| ≥ p − 1. On the other hand, note that the relation λ + λµ = µ provides a one-to-one correspondence between λ ∈ F p and µ ∈ F p . Hence for any two distinct elements of S, (λ, µ) and (λ , µ ), we must have λ = λ and µ = µ . Based on the restriction that λ = 0, 1, this means that there are at most p − 2 such λ. Hence we have |S| ≤ p − 2. This is a contradiction to the previous observation that the size should be at least p − 1.
We provide the upper bound of |δS ∩ (S + γ)| for different values of δ and γ as long as δ = 0 and (δ, γ) = (1, 0).
Proof. We derive the bound for |δS ∩ (S + γ)| in different cases.
So again, there cannot be such (a, b) and hence Θ 2,1 = ∅.
Substituting this back to the original equation, we have b i = δa i where a i , b i ∈ G 2 and δ ∈ F p . However, by Remark 5, this can only happen if and only if δ = 1 which gives (δ, γ) = (1, 0). As discussed above, we are not considering the case δ = 1, γ = 0 since this refers to the analysis of longest common subsequence of two codewords that are the same. Hence even if Θ 2,2 is not empty, |Θ 2,2 | ≤ 1.
In conclusion, if δ, γ ∈ F 1 , |δS ∩ (S + γ)| ≤ |G 1 | + 1.
• Case 2 : Suppose that δ ∈ F 1 and γ ∈ F 1 .
-Θ 1,1 . By Remark 3, Θ 1,1 = ∅.
-Θ 1,2 . Suppose that there exists a 1 , a 2 ∈ F 1 and b 1 , b 2 ∈ F 2 such that for i = 1, 2,
-Θ 2,1 . Using similar argument as Θ 1,2 , we have that |Θ 2,1 | ≤ 1.
-Θ 2,2 . Note that similar to the analysis of Θ 1,1 in Case 1, the largest possible size of Θ 2,2 is |G 2 | which happens when δ, γ ∈ F 2 . So |Θ 2,2 | ≤ |G 2 |. However, as has been observed in Case 1, if δ, γ ∈ F 2 , then Θ 1,2 = Θ 2,1 = ∅. On the other hand, if only one of δ or γ is in F 2 , we have |Θ 2,2 | = 0. Lastly, if both δ and γ are not in F 2 , if |Θ 2,2 | ≥ 2, there exists a 1 , a 2 , b 1 , b 2 ∈ G 2 such that δa i = b i + γ for i = 1, 2 which implies δ = b 1 −b 2 a 1 −a 2 ∈ F 2 , a contradiction to the assumption that δ ∈ F 2 . Hence in this case, |Θ 2,2 | ≤ 1.
Since the biggest size of δS ∩ (S + γ) happens when δ, γ ∈ F 2 we conclude that if δ ∈ F 1 and γ ∈ F 1 , |δS ∩ (S + γ)| ≤ |G 2 |.
• Case 3 : Suppose that δ ∈ F 1 but γ ∈ F 1 . Then Θ 1,1 = ∅ by Remark 3. For Θ 1,2 , Θ 2,1 and Θ 2,2 , we further divide this case into smaller cases depending on the relation between δ, γ and F 2 .
* Similar analysis to that of Θ 2,1 and Θ 1,2 in Case 2 gives us |Θ 2,1 | ≤ 1 and |Θ 1,2 | ≤ 1.
-Case 3.4 : Suppose that δ ∈ F 1 ∪ F 2 and γ ∈ F 1 \ F 2 . * Suppose that |Θ 2,2 | ≥ 2. Then there exists a = b, c = d ∈ F 2 such that δa = b + γ and δc = d + γ. So δ = b−d a−c ∈ F 2 . This contradicts the assumption that δ ∈ F 2 . Hence |Θ 2,2 | ≤ 1. * Θ 1,2 and Θ 2,1 . By the final observation above, |Θ 1,2 | + |Θ 2,1 | ≤ 2p.
So when δ ∈ F 1 ∪ F 2 and γ ∈ F 1 \ F 2 , |δS ∩ (S + γ)| ≤ 2p + 1.
• Case 4 : Suppose that δ, γ ∈ F 1 . Using similar argument as the analysis of Θ 2,2 in Case 3.4, we can conclude that |Θ 1,1 | ≤ 1. For Θ 1,2 , Θ 2,1 and Θ 2,2 , we further divide this case into smaller cases depending on the relation between δ, γ and F 2 .
-Case 4.1 : Suppose that δ, γ ∈ F 2 \ F 1 . Using similar argument as Case 2, we have that |δS ∩ (S + γ)| ≤ |G 2 | + 1.
- 
It can be shown that p t 1 −2 < 2p + 1 if and only if t 1 ≤ 3 or t 1 = 4 and p = 2. So for sufficiently large t 1 (t 1 ≥ 5), for any p, |δS ∩ (S + γ)| ≤ |G 2 | + 1.
By Lemma 3, for the choice of S, we have the length of C to be n = |G 1 | + |G 2 | = 2(p t 1 −2 ) and minimum distance d ≥ 2(|G 1 | + |G 2 | − (|G 2 | + 1)) = 2(p t 1 −2 − 1). So we have d ≥ n − 2. . Considering our code C from Theorem 1 when p t 1 is sufficiently large, κ(C) ≥ n−3 2 is asymptotically close to n 2 .
Remark 6. In this construction, we have n = 2p t 1 −2 and q = p e where t 1 t 2 |e. Assuming t 2 = O(t 1 ) = O(log n), we have q = exp((log n) 2 ). Hence, the construction in Theorem 1 gives a 2-dimensional Reed-Solomon code over F q of length n = exp( √ log q) and insdel error correcting capability up to n 2 .
Remark 7. The insdel error-correcting capability of our family of Reed-Solomon codes not only improves that of the Reed-Solomon codes constructed in [27, Corollary 1] which is up to O (log n) but it even also outperforms those of the subcodes of Reed-Solomon codes provided in [27, Theorem 3] and [27, Theorem 4] which give codes of size q 2 + q − 1 and−1 (q 2 + q − 2) respectively and insdel error-correcting capability of n 3 − 1. The cost of this improvement comes in the increase of field size compared to the code length. While our construction requires q = exp((log n) 2 ), the previous constructions allow for q to be as small as n.
Reed-Solomon codes with insdel error correcting capability up to its length
In this section, we utilize the construction in Theorem 1 to construct Reed-Solomon codes with higher minimum distance satisfying the claim in Theorem 2.
Theorem 3. Fix a positive integer s ≥ 1. Let F q be a finite field with q elements of characteristic p such that q = p e for some integer e > 1 and suppose that e has at least 2 s prime factors that are proportional to each other with the smallest being at least 5. Then there exists an explicit family of Reed-Solomon codes over F q of length n = exp (log q) 1 2 s , dimension 2 with minimum insdel distance of at least
Proof. Denote by F = F q . For i = 1, · · · , 2 s , we denote F i = F p t i and suppose that F i is the splitting field of β i over F p . That is,
As before, S represents the set of the n values α 1 , · · · , α n used to construct the code C. So in this case, the length, n = 2 s |G 1 | and |G 1 | = p t 1 −2 . 
Proof. We will prove the claim by induction on s. More precisely, we prove that for any t = 1, · · · , s, x = 1, · · · , 2 s − 2 t + 1,
First we prove our base case t = 1. Note that when t = 1, our construction is reduced to the construction in Theorem 1. Hence we have |δG [a,a+1] ∩ (G [a,a+1] + γ)| ≤ |G 1 | + 1, proving the claim for t = 1. Suppose that the claim is true for t = ϕ ≤ s. This implies that for any 1 ≤ x ≤ 2 s − 2 t + 1, for any
Our aim is to prove that for any δ, γ ∈ E, δ = 0, (γ,
As before, we divide it into 4 cases depending on the values of δ and γ.
• Case 1: δ, γ ∈ E 1 .
-By our induction hypothesis, we have that
Hence there cannot exist such (a, b). This implies |Θ 1,2 | = 0.
-Θ 2,1 . Using the same argument as Θ 1,2 , we have that |Θ 2,1 | = 0.
By Lemma 2, we have that for i = j, |δG i ∩ (G j + γ)| ≤ p and similar argument to the one for Θ 2,2 in Case 1 of Theorem 1
-Θ 1,1 : If there exists a, b ∈ H 1 such that δa = b + γ, we have γ = δa − b ∈ E 1 , which contradicts our assumption that γ ∈ E 1 . So Θ 1,1 = ∅.
-Θ 1,2 . Note that the argument in Lemma 2 can be adapted to the case when we change G i to H i . Hence |Θ 1,2 | ≤ p.
-Θ 2,1 . Using the same argument as before, we have |Θ 2,1 | ≤ p.
-Θ 2,2 . Using the induction hypothesis, |Θ 2,2 | ≤ |G 1 | + ϕ−1 i=0 2 i (2 i − 1)p + 2 i . However, this happens if δ, γ ∈ E 2 , which then implies that |Θ 1,2 | = |Θ 2,1 | = 0. On all the other cases which may cause either Θ 1,2 or Θ 2,1 to be non-empty, we must have |Θ 2,2 | ≤ 1.
Hence, when δ ∈ E 1 and γ ∈ E 1 , when t 1 is sufficiently large such that
• Case 3 : δ ∈ E 1 and γ ∈ E 1 . If there exists a, b ∈ H 1 such that δa = b+γ, we have δ = a −1 (b+γ) ∈ E 1 , contradicting the assumption that δ ∈ E 1 . So Θ 1,1 = ∅.
Then by similar argument as Case 1, we have |Θ 2,2 | ≤ -Case 4.4 : δ, γ ∈ E 1 ∪ E 2 . As discussed above, in this case, |Θ 2,2 | ≤ 2 ϕ (2 ϕ − 1)p + 2 ϕ . By Lemma 2, |Θ 1,2 | and |Θ 2,1 | are both at most p. Hence if δ ∈ E 1 ∪ E 2 and γ ∈ E 1 ∪ E 2 , we have |δH ∩ (H + γ)| ≤ 2p + 2 · (2 ϕ (2 ϕ − 1)p + 2 ϕ ).
Note that when t 1 is sufficiently large we have |G 1 | + ϕ i=0 2 i (2 i − 1)p + 2 i ≥ 2p + 2 · (2ϕ(2ϕ − 1)p + 2 ϕ ). So when t 1 is sufficiently large, |δH ∩ (H + γ)| ≤ |G 1 | + ϕ i=0 ((2 i (2 i − 1)p) + 2 i ) which concludes our proof.
Simplifying the sum term in Lemma 5, we have |δS ∩ (S + γ)| ≤ |G 1 | + (2 s − 1) p 3 · 2 s − 2p 3 + 1 . Since n = 2 s |G 1 |, we have that the minimum distance of the corresponding code d ≥ 2 n − n 2 s + (2 s − 1)
Finally, we prove Theorem 2.
Proof of Theorem 2. Let > 0 and s ≥ 1 be such that 1 2 s < . Set e be the product of 2 s first prime numbers of at least 5 and p be any odd prime. Then F q is a finite field satisfying the assumption in Theorem 3. Then by Theorem 3, there exists a family of Reed-Solomon codes over F q of length n = exp (log q) Remark 8. In this construction, we have n = 2 s p t 1 −2 and q = p e where t 1 · · · t 2 s |e. Assuming t i = O(t 1 ) = O(log n) for all i, we have q = exp (log n) 2 s . Hence, fixing the constant s ≥ 1, the construction in Theorem 3 gives a 2-dimensional Reed-Solomon code over F q of length n = exp (log q) The construction is only explicit given the existence of some polynomial g(x) ∈ F q [x] that has an orbit of size at least n, which is currently unknown. Previous constructions of subcodes of Reed-Solomon codes has insdel correcting capability up to n 3 and size O(q 2 ). By using a larger field, our constructions from Theorems 1 and 3 provides Reed-Solomon codes of insdel correcting capability of at least n 2 . Furthermore, we also provide explicit constructions of the codes.
