We compute time-periodic solutions of a simple model for the vortex sheet with surface tension. The model has the same dispersion relation as the full system of evolution equations, and also has the same destabilizing nonlinearity (if the surface tension parameter were to be set to zero, then this nonlinearity would cause an analogue of the Kelvin-Helmholtz instability). The numerical method uses a gradient descent algorithm to minimize a functional which measures whether a solution of the system is timeperiodic. We find continua of genuinely time-periodic solutions bifurcating from equilibrium.
Introduction
We compute time-periodic solutions of a model for the vortex sheet with surface tension. A vortex sheet is an interface between two different fluids, across which there is a jump in the tangential components of the fluids' velocities. The full equations of motion for the vortex sheet are given by the incompressible Euler equations. In the case of irrotational flow, a boundary integral formulation may be used, and these equations can be studied by considering only quantities defined along the interface, thus reducing the dimension of the problem by one.
The surface tension force is highly singular, in that it is present only at the interface between the two fluids, and in that the surface tension coefficient arises in the evolution equations as being multiplied by the curvature of the interface. The curvature is nonlinear and includes second derivatives of the parameterization of the interface, leading to difficulties in both analysis and computing if the interface is described using its Cartesian coordinates. A breakthrough in the computing of this system was achieved by Hou, Lowengrub, and Shelley when the problem was formulated instead using geometric quantities (the tangent angle and the arclength element) which are naturally related to the curvature [14, 13] . This formulation was subsequently used to show that the initial value problem for the system is well-posed [1] .
Despite these breakthroughs, there are still many difficult questions to address for the vortex sheet with surface tension. One such question is whether certain singularities, known as Moore singularities, can form in the vortex sheet with surface tension [17] . In such a singularity, the curvature of the interface would become infinite for at least one point. Such singularities are known to exist when surface tension effects are negligible [16, 20] , but there is disagreement in the literature as to whether these singularities occur when the surface tension is nontrivial [12, 21] . converges to time-periodic solutions of the simple model which also lack these symmetries.
The plan of the paper is as follows: in Section 2, we give the equations of motion for the vortex sheet with surface tension and for the simplified model. We also discuss the well-posedness of the initial value problem for the model. In Section 3, we give details of the numerical method for computing time-periodic solutions. In Section 4, we give formulas for time-periodic solutions of the linearized equations of motion. In Section 5, we give the results of the computations. We make some concluding remarks in Section 6.
The model
In this section, we first describe the full equations of motion for the vortex sheet with surface tension. Then, we describe the approximations that we make, resulting in the model. As we have said, this model was originally developed in [2] .
A vortex sheet is an interface between two inviscid, irrotational, incompressible fluids, across which this is a jump in the tangential components of the fluid velocities. We consider the case in which the fluids are two-dimensional, and of infinite vertical extent, and horizontally periodic. Furthermore, we consider the density-matched case. Since the fluids are two-dimensional, the interface between them is one-dimensional. We let (x(α, t), y(α, t)) be the parameterization of the curve; here, t is time and α is the spatial parameter along the curve. We let s α be the arclength element, so that s
α . Then, we define unit tangent and normal vectors at each point along the curve ast = (x α , y α )/s α andn = (−y α , x α )/s α , respectively. Since the curve is horizontally periodic, we have x(α + 2π, t) = x(α, t) + 2π and y(α + 2π, t) = y(α, t), for all α and t.
We can describe the motion of the vortex sheet as
The normal velocity, U, is determined by the fluid dynamics. The tangential velocity, V, can be chosen according to our preference as to a parameterization of the curve. That is, if α were to be, for instance, a Langrangian variable, then V would be chosen in a particular way. We choose α to be a (normalized) arclength parameter, and so this determines V. In particular, if θ = arctan(y α /x α ) is the tangent angle the curve forms with the horizontal, then we find
If L is the length of one period of the curve,
, and this can be integrated to give a formula for V in terms of the position of the curve and U. Instead of evolving x and y, the Cartesian coordinates of the curve, it is shown in [14] , [13] , and [1] that evolving θ is helpful; the evolution equation for θ is
We now give the definition of U. As we said, U is determined by the fluid dynamics. The particular fluid dynamics that we are considering are that each fluid is irrotational in the bulk, but there is a jump in the tangential velocity across the interface. Therefore, taking the curl of the velocity, we get a Dirac mass supported at the interface. That is, the vorticity is ω = γ(α, t)δ C , where δ C is the Dirac mass of the curve C = (x, y). The fluid velocity can be recovered from the vorticity by using the Biot-Savart law as usual; then, taking the limit of the velocity approaching the free surface, we find U = W ·n, where the Birkhoff-Rott integral, W = (W 1 , W 2 ), is given by
To finish describing the equations of motion for the vortex sheet with surface tension, we must give the evolution equation for γ. Using the arclength parameterization, we have
where τ > 0 is the constant coefficient of surface tension; note that there would be additional terms in the γ t equation if we allowed the two fluids to have different densities. We substitute the definition of U into the evolution equation for θ, and we also expand the derivative in the evolution equation for γ; this requires the elementary geometric formulast α = θ αn andn α = −θ αt . We get the following:
We introduce the notation f ∼ g, as used in [13] , to indicate that f − g is smoother than either f or g. Then, using the first-order Taylor formulas, x(α) − x(α ) ≈ x α (α )(α − α ) and y(α) − y(α ) ≈ y α (α )(α − α ), the first author proved the following formulas in [1] :
where H is the Hilbert transform. Using this approximation, we have
We also have that the commutator of the Hilbert transform and multiplication by a smooth function is smoothing; therefore we have
Now, we form our model. We use these approximations, and we also drop the transport terms (that is, we drop the terms (V − W ·t)θ α /s α and (V − W ·t)γ α /s α ). Furthermore, we drop factors of s α , and for simplicity, we also ignore factors of 2. Finally, we mention that the average value of γ is conserved, and we want the corresponding quantity to be conserved in the model. Based on all of these considerations, our model is:
We have said that the nonlinearity is destabilizing, and we remark that the destabilizing nature of the nonlinearity can be clearly seen from the linearization of the system, as in equation (9) below. The system (1) is taken together with the initial conditions
Here, u is meant to stand in for θ and v is meant to stand in for γ. Since we no longer have the presence of the arclength in the model, we have changed notation for the independent variable from α to x. The operator P is projection off the mean; that is, if f is any 2π-periodic function, then
The presence of P leads to conservation of the mean of v under the evolution. A simpler version of the argument of [1] implies that the initial value problem (1), (2) is well-posed in sufficiently regular Sobolev spaces when τ is positive; if τ were zero, then the problem would exhibit a version of the Kelvin-Helmholtz instability, and would be ill-posed.
The numerical method
Let T > 0 and τ > 0 be given. Denote u 0 = (u 0 , v 0 ). Consider a solution u(x, t) = (u(x, t), v(x, t)) of (1), (2) for x ∈ [0, 2π] and t ∈ [0, T ]. We define the functional F by
Clearly, if the solution (u, v) is time-periodic with period T, then F ( u 0 , T ) = 0; similarly, if (u, v) is not time-periodic with period T, then F ( u 0 , T ) > 0. We therefore seek zero minimizers of the functional F.
Computationally, we use a gradient descent algorithm, the BFGS algorithm, to minimize F. In order to use this algorithm, we must be able to compute F given u 0 and T, and also the derivatives δF δ u 0 and δF δT . We see that computation of F requires the ability to numerically solve the initial value problem; since we are using an iterative scheme, we in fact need to repeatedly solve the initial value problem. In Section 3.1, we find a formula for the necessary variational derivatives; we will see that evaluating δF δ u 0 requires the numerical solution of a different, closely related initial value problem. In Section 3.2, we describe the method of solution of the initial value problems.
The variational derivative
We begin by writing the variation of F aṡ
We want to write this asḞ
so we need to rewrite the term
To this end, we define an auxiliary quantity Q(x, s); this Q will turn out to be the solution of an evolution equation. We start by giving the initial value,
Notice that the integral (4) can then be expressed as follows:
We would like to define Q such that for all s,
If we can do this, then we would have
which is our desired form. To find such a Q, we differentiate (6) with respect to s :
If we write u t = A u, then taking the variation, we havė
where DA is the linearization of the operator A. If we substitute this formula into (7), then we have
Taking the adjoint of DA, this is
This equation will be satisfied if Q is a solution of the following evolution equation:
So, (5) and (8) define an initial value problem which can be solved for Q. The variational derivative of F with respect to u 0 is then
We now compute DA and (DA) * for our model. Clearly, the operator A is given by
Linearizing this, we find
The adjoint of this is
.
Finally, we mention that we can compute the derivative of F with respect to T :
Numerical solution of the initial value problems
Implementation of the BFGS algorithm requires accurately solving the initial value problems repeatedly; this means solving both the initial value problem for the model equations as well as for Q. To do this efficiently, we use a fourth-order implicit-explicit time stepping scheme [6] . Use of this scheme allows us to remove the highest-order stiffness; instead of having a CFL condition of order 3/2, we are left with only a first-order constraint. We compute spatial operators, i.e. spatial derivatives and Hilbert transforms, spectrally by means of the Fast Fourier Transform.
Time-periodic solutions of the linearized problem
There is a one-parameter family of equilibrium solutions of the model,
Fix β ∈ R; if we linearize the model about the equilibrium, and if we denote the perturbation by (ũ,ṽ), we have the following linearized evolution equations:
We can rewrite this, taking the Fourier transform and writing a single second-order equation:
We focus on the case in which the initial data consists of only a single non-zero mode; fix k to correspond to this mode. If −τ |k| 3 + 2β 2 k 2 < 0, then the solutions of this problem will be periodic in time. Therefore, we assume β is such that
If this condition is satisfied, then the solution of the problem iŝ
Inverting the Fourier transform and defining ω(k) = τ |k| 3 − 2β 2 k 2 , we have the following solutions:
Of course, these solutions all have temporal period
τ |k| 3 − 2β 2 k 2 .
Results and Discussion
We use two different methods to choose initial guesses for the BFGS algorithm when searching for timeperiodic solutions of the nonlinear model. In the first method, we use the initial data for time-periodic solutions of the linearized system as initial guesses for the BFGS algorithm, with these solutions multiplied by an amplitude coefficient, δ. For instance, we could take u = δ cos(x), v = 0 as the initial guess. We do this for a variety of values of δ, starting around 10 −5 , and increasing δ incrementally until BFGS no longer returns a solution with a sufficiently small value of the functional F. We generally find that maximum values of δ for which this is effective are on the order of 10 −1 . The second method of generating an initial guess for the BFGS algorithm allows us to compute to higher amplitudes. In this second method, we start from previously known solutions of the nonlinear model, rather than from solutions of the linearized system. Having used the first method to generate solutions of the nonlinear model, we take the initial data from such a solution, and rescale it to have a slightly larger amplitude. This rescaled version of the initial data for a time-periodic solution becomes the initial guess for the next solution to be found; in the subsequent subsections, we describe the results from using this second method. 
β = 0
In Figure 1 , we show the results of our computations with β = 0, as a graph of temporal period versus amplitude. We see that, combining the two methods described above for generating initial guesses for the BFGS algorithm, we are able to compute solutions of the nonlinear model, reaching amplitudes outside the linear regime. For each of the solutions represented in Figure 1 , the solution has even spatial symmetry in both u and v; this is not enforced by the algorithm, but is a consequence of the original initial guess used to generate these solutions, which is u = 0, v = δ cos(x) (this corresponds to the initial data for solutions of the linearization as in equation (13)). The largest-amplitude solution represented in Figure 1 is shown in detail in Figure 2 . For all of these solutions, the final computed value of the functional F is 10 −20 or smaller. We demonstrate that it is possible to find additional solutions without such straightforward symmetries by making a different initial guess for the BFGS algorithm. By taking an initial guess of the form u = δ 1 cos(x) and v = δ 2 sin(x), we found the solution shown in Figure 3 . This initial guess corresponds to a linear combination of the initial data for solutions (11) and (14) of the linearization. Notice that the amplitude for this solution is on the order of 10 −2 ; while our methods are able to find such solutions, we find that we are unable to extend these to significantly larger amplitude. For this solution, the final value of the functional F is on the order of 10 −16 .
We now consider the case of nonzero β, and for simplicity, we consider β > 0. For the value τ = .06 and wavenumber k = 1, the restriction (10) requires
Solutions of the model were generated using β = .001 to demonstrate that a nonzero mean may be used. With the initial guess being given a mean value for v of .001, this value was maintained throughout the BFGS optimization process. Furthermore, the numerical continuation procedure was adapted so that each initial guess for the BFGS method had the same mean value for v; this was done by subtracting the mean, then scaling the solution, then adding the mean back to v. Results of these computations are shown as a temporal period versus amplitude graph in Figure 4 . Again, for all of these solutions, the final value of the functional F is 10 −20 or smaller. Figure 4 : Amplitude of solutions versus temporal period, for solutions computed using τ = .06 and β = .001. This graph was made with data from 78 different solutions.
Conclusion
In an earlier work, the first author put forth a model system for the vortex sheet with surface tension, and demonstrated that this model captured some of the dynamics of the problem [2] . Subsequently, the first author and Wilkening made a detailed study of the full equations of motion for the vortex sheet problem, finding a family of nontrivially time-periodic solutions bifurcating from equilibrium, attaining order-one maximum amplitude [4] . We have shown here that the model system also possesses a family of nontrivially time-periodic solutions bifurcating from equilibrium, attaining order-one maximum amplitude. This demonstrates that the features of the model (especially, a competition between dispersive effects and a destabilizing, Kelvin-Helmholtz-type nonlinearity) are sufficient to account for these dynamics, and suggests that the model system is an appropriate starting point for future studies of vortex sheet dynamics.
