Abstract This study investigates whether financial development dampens the negative impact of oil resource abundance on economic growth. Because of substantial cross-sectional dependence in our data, which contain a core sample of 63 oil-producing countries from 1980 through 2010, we use the common correlated effect mean group (CCEMG) estimator to account for the high degree of heterogeneity and drop the outlier countries. The empirical results reveal that oil resource abundance affects the growth rate in output contingent on the degree of development in financial markets. More developed financial markets can channel the revenues from oil into more productive activities and thus offset the negative effects of oil resource abundance on economic growth. Thus, better financial development can reverse resource curse or enhance resource blessing in oil-rich economies.
Introduction
History has shown that countries rich in oil and natural gas, minerals, and other non-renewable resources perform badly when compared to countries poor in natural resources.
1 Since the late 1980s, several theories have attempted to explain this phenomenon, which is known as the resource curse. Dutch disease is one theory that explains the effect of a boom in the natural resource sector on the real exchange rate appreciation (Corden 1984; Wijnbergen 1984; Krugman 1987; Sachs and Warner 2001; Takatsuka et al. 2015; Comunale 2017) . Dutch disease occurs because wages start to rise after a shock in the natural resource sector, which in turn leads to increased prices of non-tradables. The other source of real exchange rate appreciation is appreciation of the nominal exchange rate expected because of the inflow of resource revenues and foreign direct investment (FDI) into the resourceproducing sector instead of the manufacturing sector. As a result of strong appreciation, the risk of reducing competitiveness in non-resource manufacturing is expected, which leads to deindustrialization through declining employment and output in the manufacturing sector.
Numerous studies have been conducted to identify other channels through which natural resources can be turned from a curse into a blessing. One theory that goes beyond the Dutch disease explanation argues that high dependency on natural capital inhibits the growth rate by crowding out other types of capital. For instance, Gylfason and Zoega (2006) argue that a continuous stream of natural resource wealth reduces the need to save and invest in resourceendowed countries. The decline in saving and investment is the result of devoting resources more to rent-seeking and less to human and social capital in resource-abundant economies. Additionally, the more volatile the price of primary commodities is, the more the fluctuation from boom to recession depends on primary production. This relationship creates uncertainty for investors in these economies (Herbertsson et al. 2001) . Apergis et al. (2014) examine the effect of oil rents on agriculture value added in oil-producing Middle East and North African (MENA) countries. Their empirical findings demonstrate that an oil sector boom is associated with a contraction in the agriculture sectors of the countries in the long run. This is probably attributable to a resource movement effect from other economic sectors to the booming oil sector in these countries. This serves as evidence of a Dutch disease effect of an oil sector boom on agriculture in these countries. 2 Besides, having abundant natural resources inhabits growth by reducing human capital investment. Gylfason et al. (1999) argue that an adverse relationship exists between natural resource dependence and school enrolment for all school levels across countries. This adverse effect occurs because the real exchange rate fluctuation induced by natural resources hampers investment in the high-skill-intensive secondary sector. The negative association between oil wealth and primary school enrolment for economies in transition has been demonstrated by Alexeev and Conrad (2011) as well. In another study, Gylfason (2001) explains that an increase in resource income contracts the manufacturing sector for which human capital is an important production factor. Therefore, the need for higher education and returns on education decline through reductions in the manufacturing sector. In addition, Gerlagh (2004, 2007) also report the negative effect of natural resource extractions on investments in human capital.
Researchers have renowned that natural resources induce corruption via exclusive licenses to political elites and their partners to extract and export the natural resources and thus reduce the level of competition in these countries (Kronenberg 2004; Aslaksen 2007; Vicente 2010; Arezki and Brückner 2011) . However, the adverse effect of resource revenue is less severe in the presence of good institutions (Auty 2001; Bulte et al. 2005; Isham et al. 2005; Mehlum et al. 2006; Tarui 2015 , Blanco et al. 2015 . The combination of massive resource rents and weak defined property rights, inappropriate legal system operation, and imperfect markets offers the ideal channel for rent-seeking behavior and turning resources away from productive activities. Empirical evidence from studies such as Acemoglu (1995) , Torvik (2002) , and Wick and Bulte (2006) demonstrate that resource revenues tend to enhance rentseeking behavior and be wasted. Blanco et al. (2015) find significant negative effects of oil rents on bureaucratic quality and on socioeconomic conditions. They also reveal that the number of years since peak oil discovery has a positive effect on government stability, but bureaucratic quality has a negative effect.
This study examines the role of financial development in oil resource abundance-economic growth nexus using panel data analysis, paying particular attention whether financial development moderates the negative effect of oil resource abundance. It differs from other studies conducted in this area in several respects. The main question is whether a more developed financial system reduces the negative impacts of oil resource abundance. Therefore, the current study contributes to the resource curse hypothesis by focusing on the role of financial development. Although the positive relationship between financial development and economic growth (Levine et al. 2000; Christopoulos and Tsionas 2004; Liang and Teng 2006; Xu 2016; Cojocaru et al. 2016; Durusu-Ciftci et al. 2017 ) on the one hand and the negative effect of oil resource abundance on economic growth on the other have been explained in several studies, to the best of our knowledge, only few of the previous studies have conducted to examine the role of financial development as the explanation for the resource curse.
An exception is Nili and Rastad (2007) , who point out that the development of financial system plays an important role in influencing the relationship between oil resource abundance and economic growth. They explain that the rate of investment is low in oil-producing economies because oil revenue dampens the financial system and in turn worsens the investment although investment is an important ingredient for economic growth. They also demonstrate that the weakness of financial system contributes to the poor performance of economic growth of the oil economies. In another study, Yuxiang and Chen (2011) emphasize the importance of resource abundance in development of the financial system in China and document slower development in the financial system of resource-rich regions than resource-poor ones. In a cross-sectional study, Gylfason (2004) tests the hypothesis that financial development is the transmission channel for the negative effect of natural resource abundance on economic growth. Based on the empirical results, he suggests that crowding out the effect of natural resources on financial development is a transmission channel for the resource curse. Therefore, we attempt to investigate whether oil-endowed economies can turn the curse of their oil resources into a blessing by establishing a more developed financial system.
2 With respect to the oil consumption and economic growth, Saboori et al. (2017) point out that economic growth in China and South Korea shows a positive response to oil consumption but responses negatively to the same shock in Japan.
Moreover, the econometric approaches that previous studies have employed to investigate the relationship between resource abundance and economic growth have some drawbacks. The first setback in most of these studies is that they relied on the cross-sectional approach to assess the resource curse hypothesis. The cross-sectional approach suffers from endogeneity and omitted variable problems, and this is a major reason to be skeptical of the results in the previous studies that have shown both positive and negative links between resource abundance and the rate of economic growth. In addition, the cross-sectional approach only represents the average coefficient of all sample countries and the time dimension of the data is not taken into account in the cross-sectional method, another shortcoming of the econometric results.
The traditional panel data estimations namely fixed and random effects assume all the parameters are the same except the intercept, which can differ across countries; thus, there is a high degree of homogeneity after imposing this constraint. Nevertheless, some empirical studies conclude that if these dynamic panel data methods apply to testing growth effects, they can lead to inconsistent and potentially very misleading estimates of the average values of parameters because economic growth models typically exhibit substantial cross-sectional heterogeneity (Pesaran and Smith 1995; Lee et al. 1997 Lee et al. , 1998 Pedroni 2007; Cavalcanti et al. 2011) . Therefore, the panel data estimation technique that can address this issue is applied in this study. In short, estimations based on dynamic panel data techniques that do not impose cross-country heterogeneity can yield misleading and biased results. Therefore, this study improves the technique of investigating the relationship between resource abundance and economic growth by applying the non-stationary panel methodology developed by Pesaran (2006) for estimation.
With the purpose of contributing to this topic, this study covers two groups of 63 and 61 oil-producing countries from 1980 through 2010 and uses panel data analysis to examine the impact of oil resource abundance on economic growth conditional on the level of development in the financial system for oil-endowed countries. Before estimating the model, this study filters out the outlier countries by using the Cooks' distance outlier test. Thus, the presence of outliers will reduce the sample countries in the analysis. We use the most appropriate panel method that takes into account cross-sectional dependence. The results from the study shed light on the resource curse debate and, by incorporating the financial development indicator in the economic growth model, expand the literature on financial development and long-term economic growth.
This study is organized as follows: Section 0 describes the empirical model, econometric methodology, and the data. Section 0 reports and discusses the empirical results and the final section summarizes and concludes.
Empirical model, methodology, and the data Empirical model
The basic empirical panel model to test the moderating role of financial development in the relationship between oil resource abundance and economic growth is:
where GROWTH it is the growth rate of real gross domestic product (GDP) per capita, OIL it is the oil resource abundance indicator, FD it is the financial development indicator, and X is other control variables for economic growth. In addition, α i represents country-specific fixed effects, d i t indicates heterogeneous country-specific deterministic trends, i represents the country, and t represents time. All variables are transformed in natural logarithm form (ln). Since this study focuses on the effect of oil resource abundance on economic growth given the level of financial development, the interaction term between oil resource abundance and financial development indicators (ln OIL it × ln FD it ) is included in the economic growth model specification. In other words, the interaction term is included because of the conditional hypothesis regarding the association between oil resource abundance and economic growth (Brambor et al. 2006; Balli and Sørensen 2013) . This means that this study investigates the relationship between oil resource abundance and economic growth conditional on the degree of financial development. To achieve this objective, interaction between oil resource abundance and financial development is included in the model by multiplying these two variables. Therefore, the coefficients of oil resource abundance, β 1 , and financial development, β 2 , denote the general effect of oil resource abundance and financial development on economic growth, respectively, while the coefficient of the interaction term between oil resource abundance and financial development, β 3 , shows the differential effect in economies that have a more developed financial system. According to Brambor et al. (2006) , the coefficients on β 1 and β 2 of Eq. (1) if the model contains an interaction term are not highlighted evidently. The coefficient of β 1 only captures the effect of oil resource abundance on economic growth when financial development is zero. Similarity, β 2 only captures the effect of financial development on economic growth when oil resource abundance does not exist. To explore the effect of development in the financial market on the relationship between oil resource abundance and economic growth, the sign and significance of the coefficient of the interaction term between oil resource abundance and financial development must be considered. As we expect a negative association between oil resource abundance and economic growth, a positive sign for β 3 is consistent with the hypothesis that financial development dampens the negative effect of oil resource abundance on economic growth. Thus, the effect of oil resource abundance varies across countries based on different levels of development in their financial market. In conclusion, we are interested in
If the interactive term (ln Oil × ln FD) is positive and significantly related to economic growth, and oil resource abundance alone is significantly negative, then this supports the view that oil resource abundance only has a positive effect on economic growth if financial development has achieved a certain minimum level. At the margin, the total effect of increasing growth due to oil resource abundance can be calculated by examining the partial derivative of economic growth with respect to the oil resource abundance variable in Eq. (2). The marginal effect asserts that the effect of a change in oil resource abundance on economic growth depends on the value of the financial development (FD). To evaluate the marginal effect of oil resource abundance on the economic growth above, we computed the standard error as suggested by Friedrich (1982) and Brambor et al. (2006) . For example, in the case where the model is ln Y it = β 0 + β 1 ln Oil it + β 2 ln FD it + β 3 (ln Oil it × ln FD it ), the marginal effect is
Using the covariance matrix, the variance (i.e., standard error) is computed as:
where cov is the variance-covariance matrix of Eq. (1). The base model of Eq. (1) also includes other control variables such as investment (INVT) suggested in previous studies to have an important effect on economic growth (Levine 1997; Christopoulos and Tsionas 2004; Nili and Rastad 2007; Yuxiang and Chen 2010; Cavalcanti et al. 2011) . Thus, the share of investment in GDP is included as a control variable in the economic growth equation. The other control variables included in the model are human capital (HC) as a proxy by life expectancy (World Bank), because human capital has been found to promote economic growth, as shown by Romer (1986) , Lucas (1988) , Barro (1991) , Aghion and Howitt (1998) , and Lee and Lee (2016) . We also controlled for government expenditure in GDP (GE) because it has been found to affect economic growth, for instance by Wu et al. (2010) , Carmignani (2015) , and D' Agostino et al. (2016) . In addition, inflation (INF) is also included in the model because it has been found to reduce economic growth as demonstrated by Bittencourt (2012) , Vinayagathasan (2013), and Balcilar et al. (2017) . Hence, the final model is as follows:
where
in which f t is a vector of unobserved common shocks, which can be stationary or non-stationary (Kapetanios et al. 2011) and are allowed to be serially correlated and possibly related to other explanatory variables. This factor contains global shocks like the shocks of oil price and financial crises as well as local technology spillover effects that influence all countries' economic growth but to different degrees. It is also assumed that ε it is serially correlated, weakly independent across countries, and uncorrelated with regressors and unobserved common shocks. Recently, cross-section dependence (CD) in macro panel data has received a great deal of attention. The presence of CD is the prerequisite for the application of the common correlated effect mean group (CCEMG) estimator developed by Pesaran (2006) to estimate the parameters. Two features of this model are worth noting. The model permits the vector of the slope coefficients, β i , to be heterogeneous across countries. Additionally, the country-specific fixed effects, α i , and country-specific deterministic trends, d i t, allow a heterogeneous rate for depreciation, growth of labor, and technological progress across countries. Another advantage of non-stationary panel data with these two country-specific determinants, α i and d i t, is that they are proxies for unobserved factors and thus the heterogeneous panel data approach eliminates the need to search for this type of quantifiable variable, which is necessary with cross-sectional and homogeneous panel data methods.
To eliminate the CD raised by unobserved factors, we use the common correlated estimator (CCE) developed by Pesaran (2006) to investigate the role of financial development in the relationship between oil resource abundance and growth in real GDP per capita. The CCE estimators use Eq. (4) to augment the ordinary least squares (OLS) regression with the cross-sectional average of the dependent and independent variables as proxies for unobserved common factors.
There are two kinds of the CCE estimators. If the slope coefficients β i are the same across countries, the CCE pooled (CCEP) estimator produces efficient estimations by pooling observations over the cross-sectional units. In contrast, the slope coefficients are allowed to differ across individual countries in the CCEMG estimator, which is used in this study. This estimator is achieved by taking a simple average of each country CCEMG estimator:
Using the CCEMG estimator has several advantages. Unlike the cross-sectional and homogeneous panel methodology, the need to find proxies for these factors is relaxed as the country-specific determinants, α i and d i t, capture both the global and the local unobserved factors as well as any omitted variables. In addition, annual data are used in the CCEMG estimation approach rather than the 5-year average such as generalized method of moments (GMM), as is followed in most economic growth literature, to eliminate the business cycles. CCEMG is appropriate for data series that have the properties of cross-sectional dependence, slope heterogeneity, and non-stationarity. Besides, CCEMG is efficient and unbiased as N → ∞ for both T fixed and T → ∞. In addition, CCEMG is more appropriate when N > T (Chudik and Pesaran 2015) . This approach relies on the estimation of unit-specific autoregressive distributed lagged (ARDL) specifications, appropriately augmented with cross-section averages to filter out the effects of the unobserved common factors, from which long run effects can be indirectly estimated. CCEMG is applicable for I(1) and I(1) or I(1) and I(0).
The data
This study uses annual data from 1980 to 2010 to empirically test the economic growth model. To investigate the role of financial development in the relationship between oil resource abundance and economic growth using Eq. (4), two panels of countries are utilized: (i) 63 countries where the private sector credit over GDP is used as a measurement for financial development and (ii) 61 countries where the financial development indicator is proxied by the liquid liabilities over GDP. 3 The sample countries are further evaluated whether the sample countries contain any outliers using the outlier test.
In this study, the bank-based financial development measure is used for several reasons. 4 Previous researchers have asserted that the banking sector is more developed in developing countries. For this reason, the efficient and effective growth in these economies is financed by banks. Therefore, the relationship between the private sector and a well-established bank system is strong, such that the more efficient information obtained by the private sector due to this relationship persuades the private sector to pay its debts regularly and on time (Rajan and Zingales 2003) . Banks that are not impeded by regulatory restrictions can increase industrial growth because they benefit from economies of scale in the process of collecting information (Levine 1997; Levine et al. 2000) .
Given the above illustration, private sector credit, defined as credit extended to the private sector, divided by GDP is estimated as the proxy for financial development. Compared to financial systems that channel credit only to government and state-owned enterprises, engaging research firms and providing risk control and services are practiced more by the financial system when the share of private credit allocation is higher (King and Levine 1993a, b) . Another measure of financial development used in this study is the share of liquid liabilities in the GDP. This indicator also shows the depth and size of the financial market.
Based on resource exports, resource reserves, or resource production data, previous studies have used three types of proxies for resource abundance. In their influential study, Sachs and Warner (1995) use the share of resource exports in GDP as a measure of resource abundance. However, referring to Gallup et al. (1998) , whose study implies a positive relationship between natural resource deposits and per capita income levels across countries, Stijns (2005) casts doubt on the results of studies that have used this proxy as a resource abundance index. According to Stijns (2005) , initial GDP per capita is included in the empirical model of neo-classical growth to capture the conditional convergence effects. The correlation between natural resource abundance and initial GDP per capita can underestimate the positive role of natural resources in economic growth. Thus, he suggests using reserve and production data to calculate different measures of resource abundance. The results show a strong correlation between reserve and production data, while primary exports and reserve data are much more weakly correlated.
In another study, Brunnschweiler and Bulte (2008) also mention that the ratio of primary exports to GDP for a single year is a proxy that measures resource dependence (or resource intensity) rather than abundance and should not be included in the economic growth model as an exogenous explanatory variable because it suffers from an endogeneity problem. Therefore, the share of total natural capital in total capital is introduced as the measure of resource abundance (Stijns 2005 (Stijns , 2006 Brunnschweiler and Bulte 2008; Brunnschweiler 2008) . Additionally, others like Papyrakis and Gerlagh (2004) and Gylfason and Zoega (2006) use the share of resource production in GDP as a proxy.
Given Stijns' (2005) finding concerning a strong correlation between resource reserves and production, the share of oil production value in GDP is used as the main oil resource abundance index in this study. The value of oil production is obtained by multiplying the number of barrels of oil produced by the world price of oil in corresponding periods of time. In addition, the share of oil rent in GDP is used as an alternative indicator for oil resource abundance. Table 1 presents a more detailed description of the data. This dataset includes 11 out of 12 Organization of the Petroleum Exporting Countries (OPEC) nations and 20 Organization for Economic Cooperation and Development (OECD) countries. Therefore, a large degree of heterogeneity exists across countries. Table 1 provides the data sources and unit of measurements of the data used in the analysis. Table 2 presents the overall mean of each variable, between and within standard deviation, and minimum and maximum values of all variables in original scale value. As shown in the table, the between standard deviation is lower than within standard deviation for economic growth, investment and inflation. This implies that the time series variation is higher than cross-country variation. The other variable namely the value of oil production, oil rent, private sector credit, liquid liabilities, and government consumption had between standard deviation higher than within standard deviation or the between variance component dominates. For example, the value of oil production over GDP, the overall variance is 19.14 2 = 366.34, of which the within variance is 9.28 2 = 86.12 or just 23.51%. This implies that crosscountry variation between countries is higher than time series variation that gives identifying power. Figures 1 and 2 depict the relationship between value of oil production and oil rent with economic growth, respectively. Both figures show a weak negative relationship between both variables.
Empirical results

Results of panel unit root test
It is vital to ensure that a mixture of I(1) and I(2) variables does not exist in the sample before estimating the effect of oil resource abundance on economic growth. To select the appropriate panel unit root test, the CD test is applied to investigate the existence of cross-sectional dependence in the errors (Pesaran 2004) . The CD test is based on the average of the pair-wise correlations of the OLS residuals from the individual regressions of Eq. (4) in the panel and tends toward a normal distribution as the number of countries tends toward infinity. Table 3 reports the CD test result that is applied on the residuals of ADF(p) (where p = 0, 1, 2, and 3) of real GDP per capita growth and the logarithm of all explanatory variables, including two measures of oil resource abundance and two measures of financial development, investment, human capital, government expenditure, and inflation over the period from 1980 through 2010 for all of the 63 countries (except for the share of liquid liabilities in GDP for which the number of countries reduces to 61).
High values of the CD statistics imply rejection of the null hypothesis of cross-sectional independence. Because of the presence of cross-sectional dependence, the traditional panel unit root tests, such as the Maddala and Wu (1999) and the Im et al. (2003) unit root tests that do not take into account cross-sectional dependence, are invalid. As a result, the Pesaran (2007) cross-sectionally augmented panel unit root (CIPS) test filters out the cross-section dependence by augmenting the augmented Dickey-Fuller (ADF) regressions carried out separately for each country with cross-section averages. This test also allows a fraction of countries to be stationary. Table 4 reports the empirical results of the CIPS test for different lag orders. Given these results, the CPIS statistics with or without a trend cannot be rejected for all variables (except for growth and inflation without trend) at the 5% level. On the other hand, the panel unit root test is rejected when it is applied on the first difference of variables. Thus, we are not faced with mixed of I(1) and I(2) variables and estimation based on this panel of variables is valid.
As shown in Figs. 1 and 2 , the weak negative relationship between oil resource abundance and economic growth might due to the datasets have outliers, which should be excluded the outlier countries from the data analysis. Using the Cook distance outlier test, the results indicate seven countries are outliers in 63 countries datasets where the value of oil production is used as resource abundance and the financial development is measured by private sector credit. 5 As shown in Fig. 3 , the two reference lines are the means for leverage, horizontal, and for the normalized residual squared, vertical. The countries that immediately catch our attention are Angola, Nigeria, and Sudan (with the largest leverage) and are Libya, United Arab Emirates, China, and Equatorial Guinea (with the largest normalized residual squared). These countries have been dropped in the empirical analysis. Figure 4 depicts the outlier countries where the oil resource abundance is measured by oil rent over GDP and the result indicates that the same seven countries are outliers in the sample. We repeat the same outlier estimations for 61 sample countries, and the financial development is measured by liquid liabilities. The same two measures of oil resource abundance indicators are used and the findings detected six countries are outliers, namely China, Equatorial Guinea, Gabon, Japan, Nigeria, and Saudi Arabia, as shown in Figs. 5 and 6.
Results of mean group and common correlated effects mean group
Having all the variables are I(1), Eq. (4) is estimated using mean group (MG) and CCEMG estimators. The results for these two measures of financial development are reported in 5 The Cook's distance outlier test is used to detect the outlier countries. A regression outlier is an observation that has an unusual value of the dependent variable Y, conditional on its value of the independent variable X. The Cook's D measures the "distance" between Bj and Bj(−i) by calculating an F test for the hypothesis that Bj = Bj(−i), for j = 0,1,…,k. An F statistic is calculated for each observation as follows:
i is the standardized residual and hi is the hat-value for each observation. The first fraction measures discrepancy, and the second fraction measures leverage. There is no significance test for D i (i.e., the F value here measures only distance) but a cutoff rule of thumb is: Tables 5 and 6 , respectively. The variables of interest in each model are either the value of oil production over GDP or oil rent over GDP and the interaction term between oil resource abundance indicators and each measure of financial development.
As shown in Table 5 , the logarithm of private sector credit over GDP is used to measure financial development, and the value of oil production divided by GDP appears negative and statistically significant at the conventional level. The share of oil rent in GDP also appears to be a negative sign. It is statistically negative when we use the MG and CCEMG estimators. In terms of magnitude, the value of oil production in GDP has a larger negative effect on economic growth than the share of oil rent in GDP under both estimation methods. However, to test our hypothesis, we must consider not only the coefficient of oil resource abundance but also the sign and significance of the interaction term of oil resource abundance and financial development. The interaction term in all specifications appears positive and statistically significant at the 1 and 5% levels in models 1 to 4. The positive and statistically significant coefficient of the interaction term between measures of oil resource abundance and financial development indicates that the relationship between oil resource abundance and economic growth varies across countries depending on the degree to which the financial system is developed. These results point out the moderating effect of financial development in the relationship between oil resource abundance and economic growth. The variation in financial development in different countries could explain the variation in the oil resource abundance effects on economic growth. In other words, oil resource abundance affects the growth rate in output based on the degree of development in the financial market. A more developed financial market can channel the revenues from oil into more productive activities and thus offset the negative effects of oil resource abundance on economic growth. Therefore, while more abundance in oil reduces economic growth, increased oil resource abundance accompanied by financial development is pro-growth after passing a threshold. This result is compatible with the theory (Gylfason 2004 ) and implies that a more developed financial system channels oil revenue to more productive activities and thus financial development has a dampening impact on the role of oil resource abundance in the overall economic growth process. Given the negative sign of oil resource abundance indexes (β 1 ) and the positive coefficient of the interaction term (β 3 ) in Eq. (4), the marginal effect of oil resource abundance comes in the form:
Therefore, a threshold effect can be defined as:
which is presented in Table 5 . The threshold value varies depending on which oil resource abundance indicator is used. However, it is higher when the value of oil production in GDP is used as the measure of oil resource abundance (4.19 in model 1 and 4.10 in model 3). In a scenario where the financial development in the country is lower than or equal to the threshold, oil resource abundance will exert a negative effect on economic growth. This implies that economic growth will be lessened when oil resource abundance increases. On the other hand, if financial development exceeds the threshold, the oil resource abundance effect on economic growth will turn positive. In other words, further oil production will lead to faster economic growth. Based on the datasets, we can see that most of the developing countries in this study fell below the threshold level, whereas the developed countries were above the threshold level. The CD test on the residuals of each specification shows evidence of cross-sectional dependence when the MG estimator is applied, while using the CCEMG estimator leads to a decline in cross-sectional dependence to such a degree that the null hypothesis of cross-sectional independence cannot be rejected at the 10% level. In terms of other control variables in the economic growth specification, the coefficient on investment is positive and a statistically significant determinant of economic growth across the four models. In contrast, the coefficients on government expenditure and inflation are negative and significant determinants of economic growth in all models. However, the coefficient on human capital that proxy by life expectancy is insignificant.
Having established the existence of a moderating effect, the next step is to compute the marginal effect. We use Eq. (3) to compute the new standard error to evaluate the significance of the marginal effect of changes in economic growth due to changes in oil resource abundance. The marginal effects show that oil resource abundance and financial development are positive at mean and maximum levels and statistically significant but weak at the minimum level where the marginal effect is negative. For example, in model 3 (Table 5) , each additional percentage point of oil resource abundance benefits 1.22 percentage points of annual real growth at mean level. However, the marginal effect at the maximum level has a greater beneficial effect on economic growth, and the percentage point is 1.61 and statistically significant. This implies that a higher level of oil resource abundance tends to increase economic growth but contingent on the level of financial development. Nevertheless, the marginal effect at the minimum level has a negative effect on economic growth, and the percentage point is 1.14 and statistically significant at 10% level. These findings reveal that higher private sector credit tends to bring The order of Augmented Dickey-Fuller test (P) for all variables is estimated separately for each country in two case, namely with only an intercept and with both intercept and linear time trend. Ifρ jk denotes the correlation coefficient of the ADF (P) regression residuals between j th and k th country, then CD ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi The relevant 1, 5, and 10% lower critical values for CIPS statistics are −2.23, −2.11, and −2.04 for the case with only intercept and −2.73, −2.61, and −2.54 for the case with both intercept and linear time trend, respectively. a Statistically significant at 1% levels b Statistically significant at 5% levels c Statistically significant at 10% levels greater marginal benefits to economic growth in oil resource abundance countries. Even though the marginal significance of private sector credit is statistically significant at 5% for both mean and maximum levels, an additional point of economic growth is higher when private sector credit is at maximum than mean levels. Table 6 reports the logarithm of liquid liabilities in GDP as the measure of financial development. The empirical result demonstrates that the value of oil production in GDP has a negative and significant determinant of economic growth rate. The share of oil rent in GDP is also a statistically significant determinant of economic growth in models 6 and 8 and has a negative sign. The positive and statistically significant coefficient of the interaction term between the value of oil production in GDP and financial development under both estimation approaches confirms that countries with more developed financial systems can reduce the negative impacts of their oil abundance resources. The threshold level of financial development that countries must pass to experience the positive effect of oil resources on their economic growth is 4.01 and 4.11 in models 5 and 7, respectively. The sign and significance of other control variables do not alter by using the share of liquid liabilities in GDP as the measurement for financial development. Between these two financial development indicators, the liquid liabilities Table 6 has the lower additional point for economic growth at the mean and maximum levels and still has adverse negative effect on economic growth at the minimum level. With respect to marginal significance of liquid liabilities, the marginal effect is still significant at 5% for mean and maximum levels. However, the additional point for economic growth for both levels is lower compared to private sector credit. This implies that private sector credit plays a greater role in moderating the negative effect of resource abundance on economic growth.
Robustness checks
We carry out the robustness check of empirical results using different estimation strategies namely the two-step system GMM estimator. In line with the empirical growth literature, the GMM requires a large number of cross-section units (N) with small number of time periods (T). The sample period is divided into three sample periods, namely 1980-1989, 1990-1999, and 2000-2010 . Therefore, a maximum of ten observations is available for each time period except for the last time period, which contains 11 observations. Using this method allows us to take a deeper look at the role of financial development in the relationship between oil resource abundance and economic growth in different time periods.
Splitting the time period into the three sub-periods not only to fulfill the requirement of GMM, but this study also tends to answer the question of whether the relationship between oil resource abundance and economic growth varies depending on how developed the economy's financial system is by using the two-step system GMM. Table 7 presents the empirical results where the oil resource abundance is measured by the value of oil production, and financial development indicator for models 9a-9c is private sector credit whereas models 10a-10c is liquid liabilities. The coefficients on lagged real GDP per capita are statistically significant, which reveal that the economic growth model is dynamic. Altering the estimation method does not alter the statistical significance of the empirical results. All coefficients of the value of oil production are negative in all models, and the interaction term is positive and statistically significant at the conventional level, indicating that a more developed financial market dampens the adverse effect of oil resource abundance on economic growth.
The coefficients of the value of oil production over GDP of all six sub-period estimations (regardless the financial Tables 5 and 6 . However, they are quantitatively smaller for each period than those reported using the MG and CCEMG in which we consider all the time periods as one sample. The positive and statistically significant sign for the interaction term between the value of oil production over GDP and financial development (regardless of which measure of financial development is employed) highlights that a better financial system can moderate the negative impacts of oil resource abundance on the economic growth rate, as in the case with MG and CCEMG estimators. All coefficients of other control variables have the same sign as those obtained with MG and CCEMG estimators. The notable difference is that government expenditure appears to be positive and significant in 1990-2000 and 2001-2010 in promoting economic growth, while it is negative and statistically significant in the MG and CCEMG estimations under both financial development indicators. In addition, the positive coefficient of investment is significant except during 2000-2010 regardless of which measure of financial development is used. Therefore, the empirical results are robust to the alternative estimator method. All the diagnostic tests in GMM estimations are satisfactory. The results of Sargan test statistics under the null hypothesis of the over-identifying restrictions are invalid can be rejected. Therefore, the models' over-identifying conditions are correctly specified. This result confirms that all models are well specified and the instrument vector is uncorrelated with the errors in the first differenced equations and thus is appropriate. The result of the presence of second autocorrelation test proposed by Arellano and Bond (1991) in the second difference residuals is rejected in all models. Thus, the second-order autocorrelation test is satisfactory, indicating that the instruments used are independent of the error terms (no autocorrelation) and hence appropriate for the estimations.
Conclusion
This study investigates the role of financial development in oil resource abundance-economic growth nexus using panel data analysis, paying particular attention whether financial development moderates the negative effect of oil resource abundance. Although the negative impact of resource abundance on economic growth has been conducted in previous studies, little available econometric evidence has traced the role of financial development in this negative relationship. This study interacted two different measures of financial development and oil resource abundance to investigate if higher level of financial The empirical findings demonstrate a negative effect of oil resource abundance on economic growth, while the coefficient of the interaction term between financial development and oil resource abundance, regardless of whether private sector credit or liquid liabilities is used as a proxy for financial development, appears to be positive and statistically significant. These findings are supported by both MG and CCEMG estimators. The marginal effects also reveal that oil resource abundance contributes to economic growth but contingent on financial development. The financial development has a role to play in moderating the negative impact of oil resource abundance on economic growth. In addition, dividing the entire period into three sub-periods and using the two-step dynamic panel system GMM did not alter the results. These results are in line with the moderating effect of financial development in the relationship between oil resource abundance and economic growth obtained by MG and CCEMG estimators. A more developed financial market can channel revenues from oil into more productive activities and therefore offset the negative effects of oil resource abundance on economic growth.
With respect to policy implications, the findings of this study suggest that governments can improve the conduct of macroeconomic policies by improving the performance of financial markets. A better financial system decreases uncertainty and risk among households and firms, increases government credibility, and thus enhances the positive effects of oil resource abundance on economic growth by channeling their revenues into more productive activities. We propose greater attention on implementing policies that result in the deepening of financial markets, including institutional and legal reforms to strengthen creditor and investor rights and contract enforcement. Therefore, by nurturing the development of a country's financial sector will reduce the negative effect of oil resource abundance on economic growth. In addition, the development of financial markets can be an alternative to having the "resource funds" allocated each year in good times such as during economic boom periods. This strategy tends to resolve resource prices uncertainty phenomena and deals with adverse effects of a significant drop in resource prices. While this study focused on the financial development as a mediator in influencing oil resource abundance-economic growth relation, other mediators such as good governance, human capital, and macroeconomic uncertainty may contribute to the existing literature in this area. We leave this possibility for future research. 
