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Abstract: We present a scanning light detection and ranging (LIDAR) system incorporating
an individual Ge-on-Si single-photon avalanche diode (SPAD) detector for depth and intensity
imaging in the short-wavelength infrared region. The time-correlated single-photon counting
technique was used to determine the return photon time-of-flight for target depth information.
In laboratory demonstrations, depth and intensity reconstructions were made of targets at short
range, using advanced image processing algorithms tailored for the analysis of single–photon
time-of-flight data. These laboratory measurements were used to predict the performance of the
single-photon LIDAR system at longer ranges, providing estimations that sub-milliwatt average
power levels would be required for kilometer range depth measurements.
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citation, and DOI.
1. Introduction
Light detection and ranging (LIDAR) is a common technique used for distance measurements in
a variety of applications [1–3]. More recently, time-correlated single-photon counting (TCSPC)
has emerged as a candidate detection technique for LIDAR due to its high sensitivity and improved
surface-to-surface resolution. This has been shown in a variety of challenging application areas,
including kilometer-range depth imaging [4–6], multispectral depth imaging [7], imaging through
obscurants [8] and underwater depth imaging [9,10]. The TCSPC technique is based on the
measurement of the time difference between a reference signal in synchronization with the pulsed
optical source, and a photon detection recorded by a single–photon detector [11]. The timing
difference is recorded over many pulses and typically aggregated into a timing histogram. This
approach is commonly used in photon-starved applications such as fluorescence spectroscopy
[12], and quantum communications [13,14]. It is particularly suitable for the time-of-flight (ToF)
ranging and imaging where picosecond time resolution is required and a very low average photon
return is expected.
LIDAR systems operating in the short-wavelength infrared (SWIR) region - at wavelengths
between 1.4 µmand 3 µm - can have several advantages comparedwith LIDAR using near–infrared
(NIR) illumination. Firstly, compared to wavelengths in the retinal hazard region (400 nm to
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1400 nm), the use of an operating wavelength outside this spectral region - such as 1450 nm
- means that higher optical power levels can be used whilst still being eye-safe [15], ensuring
significantly improved LIDAR performance [16]. Secondly, operation at selected SWIR spectral
bands is less affected by atmospheric attenuation than the visible and NIR regions [17]. Finally, the
level of solar radiation, which is typically the main contribution to undesirable background noise,
is considerably lower in SWIR systems compared with those operating at shorter wavelengths
[18,19].
Previous demonstrations of single-photon depth imaging and LIDAR at wavelengths shorter
than 1 µm have used a variety of silicon-based SPAD sensors [20–23] and CMOS Si SPAD
detector arrays [24–26]. Development of a highly efficient semiconductor single-photon detector
for SWIR wavelengths, however, remains a significant challenge. At present, InGaAs/InP
SPAD detectors are commonly used in experiments involving single-photon detection of light at
wavelengths up to 1.6 µm [4,27,28]. These SPADs, however, have limitations on their maximum
count rates due to the deleterious effects of detector afterpulsing [29], where carriers trapped
during the avalanche current are emitted after the detection event, triggering further avalanches.
The effect of afterpulsing is to restrict the user to relatively low count rates, as the detector is
required to be de-activated for a pre-determined duration after every event in order to permit
the traps to empty before the SPAD is returned to the quiescent state, ready for further optical
detection. In addition, arrays of InGaAs/InP SPAD detectors are incompatible with Si CMOS
processing and often prove expensive for mass market applications. Another common alternative
for single-photon detection in the SWIR region is superconducting nanowire single–photon
detectors (SNSPDs) [30,31]. These detectors have been successfully used for single–photon
LIDAR experiments [32,33], however, SNSPDs operate at cryogenic temperatures, typically
below 4 K [31,34], presenting a major practical disadvantage for system operation on mobile
platforms, for example.
Here we report a ToF TCSPC LIDAR imaging system based on an individual planar geometry
Ge-on-Si SPAD detector. These SPAD detectors are separate absorption charge and multiplication
structures that employ Ge as an absorption layer and Si as a carrier multiplication layer. The use
of the Ge absorber allows the operational wavelength to be extended to above that possible in an
all-silicon detector. At room temperature, Ge will absorb illumination at wavelengths of up to
1.6 µm. A thin Si charge sheet is used between the Si multiplication region and the Ge absorption
layer to control the electric field so that a low electric field is maintained in the Ge absorber to
allow electrons to drift into the Si multiplication region, whilst having the high electric field
necessary in the Si multiplication layer to operate the device above avalanche breakdown. The
charge sheet ensures the electric field in the Ge layer is sufficiently low to inhibit impact ionization
and tunneling in this layer, which would have a detrimental effect on device performance. Early
examples of SPAD detectors that used the separate absorption and multiplication approach in
Group IV semiconductors utilized strained SiGe/Si superlattice absorber layers [35], however
these devices lacked sufficient optical absorption in the SWIR region to demonstrate efficient
single-photon detection. Over the past decade there has been significant expansion of activity
as thick (i.e. > 1 µm) Ge has been grown epitaxially on Si. Several Ge-on-Si SPAD design
structures have been demonstrated, including normal incidence mesa geometry Ge-on-Si SPADs
[36,37], and waveguide Ge-on-Si SPADs [38]. These SPADs have demonstrated potential of
single-photon detection in the SWIR region with single-photon detection efficiencies (SPDEs) of
up to 5.27% for 1310 nm wavelength illumination when operated at 100 K [36]. These devices,
however, also exhibited prohibitively high dark count rates, making them unsuitable for practical
demonstrations of LIDAR and other applications using single-photon detection.
More recently, the use of planar geometry devices [39] yielded a significant step change
improvement in performance. Vines et al. [39] reported a normal incidence planar geometry
Ge-on-Si SPADs with 38% SPDE at 125 K at a wavelength of 1310 nm and a noise–equivalent
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power (NEP) of 2 × 10−16 WHz−1/2. In addition, these devices clearly demonstrated lower levels
of afterpulsing compared with InGaAs/InP SPAD detectors operated under nominally identical
conditions. The high SPDEs of Ge-on-Si SPADs and their reduced afterpulsing compared to
InGaAs/InP SPADs provides the potential for significantly higher count rate operation and,
consequently, reduced data acquisition times. Planar Ge-on-Si SPADs exhibit compatibility with
Si CMOS processing, potentially leading to the development of inexpensive, highly efficient
Ge-on-Si SPAD detector arrays. Here we report a successful demonstration of LIDAR 3D
imaging using an individual planar Ge-on-Si SPAD operating at a wavelength of 1450 nm. Based
on these results, we modelled the behavior of the Ge-on-Si SPAD LIDAR system under more
challenging conditions to ascertain its likely practicality over longer ranges.
2. Imaging system description
A Ge-on-Si SPAD was used as a detector in a series of laboratory-based LIDAR measurements
to establish the suitability of this detector in future longer range LIDAR measurements. The
detector was situated inside an Oxford Instruments liquid nitrogen cryostat and was operated at a
temperature of 100 K. These 100 µm diameter detectors had been previously shown to operate at
temperatures in the range of 78 K to 175 K [39], and smaller versions (26 µm diameter) have
been operated at temperatures up to 200 K. The SPAD used in these experiments exhibited a dark
count rate of 4.7 Mcounts/s with a single-photon detection efficiency of 10% at an excess bias of
1.5%. The SPAD detector was operated in an electrically gated mode where it was activated for a
duration of 50 ns around the expected time of photon arrival.
A schematic of the LIDAR imaging set-up is shown in Fig. 1. A supercontinuum laser source
(SuperK EXTREME EXW-6, NKT Photonics) was used in conjunction with an acousto–optical
tunable filter to select the illumination wavelength. The low afterpulsing rate of the Ge-on-Si
SPAD allowed a relatively high laser repetition rate of 104 kHz to be used and ToF data for each
pixel was collected over many laser pulses. A fiber-based JGR Optics AO5 optical attenuator
was used to vary the laser power incident on the sample. After the attenuator, the light was
collimated for free-space operation with a reflective collimator package. The incident light was
focused onto the target by a lens (L1 in the Fig. 1), with a clear aperture of approximately 23 mm
and an effective focal length of 400 mm. In this case, a monostatic configuration was used,
hence scattered light from the target was collected by lens L1 and collimated into the common
transmit/receive channel. By using a beamsplitter in the common channel, a fraction of the
scattered light was focused onto the SPAD detector via lens L2.
The TCSPC timing module recorded the time elapsed between the electrical trigger emitted
in synchronization with the outgoing laser pulse and the events recorded by the SPAD detector.
This time-tagged detection event information was then transferred to a computer via a USB
connection. By averaging over many laser pulses, it is possible to obtain a statistically accurate
timing histogram containing time-of-flight information, even in the presence of background
events originating from detector dark counts, from detector afterpulsing events, and photon
events from (un-correlated) ambient light sources. The photon return time-of-flight to the target
provides an estimate of the target depth, and the rate of photon returns from the target provides
an estimate of the target reflectivity.
All measurements were performed at a stand-off distance of 0.4 meters. The target was
mounted on computer-controlled translation stages to allow an X - Y raster scan of the target
across the stationary incident beam. The movements of the translation stages were synchronized
with the photon return data stream in order to assign the appropriate timing information to each
target position. These measurements were performed in a dark laboratory environment to avoid
ambient contributions to the detection background. The maximum average laser power used for
the measurements was only 912 pW.
Research Article Vol. 28, No. 2 / 20 January 2020 /Optics Express 1333
Fig. 1. A schematic diagram representing the experimental set-up of the monostatic
transceiver. The target was illuminated using a spectrally tunable supercontinuum laser
system. The target was mounted on computer controlled motorized translation stages, which
allowed it to be raster scanned relative to the stationary illuminating beam. Light reflected
from the beam splitter was then focused via lens L2 onto the 100 µm diameter planar
Ge-on-Si SPAD. BS denotes a beam-splitter. The detector was located inside a cryostat and
operated at a temperature of 100 K.
3. Image reconstruction
LIDAR used for automotive applications requires rapid data acquisition and processing times,
overall typically in the range of milliseconds. The requirement for rapid image acquisition gives a
clear incentive to reduce the number of recorded photon events necessary for image reconstruction.
Similarly, increasing the average laser power can also reduce the necessary image acquisition
time. LIDAR applications, however, are often restricted by laser eye-safety thresholds, which will
place an upper limit on the laser power used [16]. The development of bespoke image processing
algorithms for single-photon data is a clear path to reduced acquisition times, whilst maintaining
laser powers consistent with eye-safety thresholds. Different approaches have been previously
demonstrated for depth and intensity image restoration from sparse and noisy single-photon data
[40–45], due to long-range imaging [5] and/or underwater imaging [10]. In this section, we will
present depth profiles and intensity images generated using three reconstructing algorithms: a
simple pixel–wise cross-correlation approach, the Restoration of Depth and Intensity using Total
Variation (RDI-TV) algorithm [40], and the Manifold Point Process (ManiPoP) algorithm [46].
Statistical image processing techniques such as RDI-TV and ManiPoP use spatial correlations
in the image to allow reconstruction of the image when only partial information of the scene is
available.
In these measurements, timing histograms containing ToF information were constructed for
each pixel. Depth and intensity information were estimated from these histograms using a
cross-correlation method, previously described in several Refs. [8,9,28]. For each pixel location,
a cross-correlation, c, between the measured timing histogram, h, and an instrumental response,
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g, (reference histogram acquired during calibrations) was performed:
cτ =
∑N
j=1
hτ+j × gj, (1)
where N is the number of timing bins in the instrumental response and the histogram, j represents
the indexing of the time bins, and τ represents the lag time. The time-of-flight, and hence
target depth, is then defined as the time lag for which the cross-correlation is maximised. The
intensity information can be deduced from the number of photons in the cross-correlation peak.
This operation is repeated in turn for each pixel, eventually leading to a three-dimensional
image, composed of X and Y positions of the pixels and depth information of the target. The
Fig. 2. The depth and intensity profile measurements reconstructed using the pixel-wise
cross–correlation approach. The images (a) and (b) are close-up visible photographs of
the targets: a double decker bus model (110 × 60 × 38 mm) and a Mini Cooper car model
(95 × 45 × 60 mm). The depth reconstructions are shown in (c) and (d), and the intensity
reconstructions are shown in (e) and (f). The measurements were performed in a dark
laboratory environment at a stand–off distance of 0.4 m. The scanned scene consisted of
the target mounted in front of a white cardboard backplane with a maximum front-to-back
separation of approximately 100 mm. To improve the presentation clarity, an arbitrary
zero depth position was used for the scale on depth profiles (c) and (d). The measurement
parameters are described in the main text.
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instrumental response function, g, was obtained from a histogram of a 60 s long measurement
from an individual pixel when a flat scattering surface was located in the plane of the target.
This section presents the results of the depth and intensity estimations reconstructed using
the pixel-wise cross-correlation algorithm. Several models of vehicles were used as targets for
this experiment. A model of a double decker bus and of a Mini Cooper car were selected to
demonstrate the high-resolution depth imaging capabilities of the system. Figure 2(a) and 2(b),
show photographs of the targets taken with a visible camera. The depth (shown in Fig. 2(c) and
2(d)) and intensity (shown in Fig. 2(e) and 2(f)) profiles of the targets were obtained using the
cross-correlation method. For each of the depth and intensity profiles the inter-pixel spacing was
1 mm with the pixel format of 123 × 72 (X × Y) for the bus scan and 100 × 70 for the car. The
model dimensions were 110 × 38 × 60 mm (L ×W × H) and 95 × 60 × 45 mm for the bus and
the car, respectively. The measurements were performed using 300 ms per pixel acquisition time,
which corresponded to 44.28 minutes total photon acquisition time for the bus and 35 minutes
for the car. An illumination wavelength of 1450 nm was used in these measurements, with the
maximum average laser power directed at the target being 813 pW for the bus and 912 pW for the
car.
In both cases, the low signature parts of the target (e.g. wheels) are poorly resolved. Features
are evident, however, from inside the windows of the bus target, especially in the intensity profile.
In addition, Figs. 2(e) and 2(f) demonstrate that even small features on the hood of the Mini
Cooper car are recognisable, and other fine details can be reconstructed.
We also demonstrated the reconstructed images of these targets recorded using shorter per-pixel
acquisition times from 30 ms down to 0.5 ms. Figure 3 illustrates the depth and intensity profiles
reconstructed from the data acquired at different per-pixel acquisition times:(a) 30 ms, (b) 10 ms,
(c) 3 ms, (d) 1 ms, and (e) 0.5 ms. For a pixel acquisition time of 0.5 ms, the average number of
photons per pixel over the entire scene was 1.4 photons per pixel. As expected, the quality of
image reconstruction degrades as the acquisition time is reduced, becoming difficult to discern in
isolation at the 0.5 ms acquisition time per pixel.
Several algorithms have been developed to restore depth and intensity images at extreme cases,
such as the photon-starved regimes, including RDI-TV [40], ManiPoP [46], UA [44], NR3D [45].
In this paper, we highlight the benefit that both the RDI-TV algorithm [40] and the ManiPoP
algorithms [46] provide in reducing the acquisition time. Both algorithms account for data
statistics and the spatial correlations between the neighbouring pixels to reconstruct depth and
intensity images. To reduce the computational cost, RDI-TV considers assumptions that are
valid in this work, namely: the background counts are negligible since the measurements were
made in dark laboratory conditions; the depth of the object is inside the observation window;
and the system temporal response is narrower than the observation window. More details on the
algorithm are provided in Halimi et al. [40], and in [5,8,28] where the algorithm is applied to
single-photon data.
The ManiPoP algorithm [46] is more general since it accounts for the presence of background
noise, and the presence of multiple peaks per-pixel. This algorithm restores a point cloud by
considering a Bayesian formulation combining a Poisson based likelihood term with statistical
prior distributions. More precisely, a marked point process is considered to restore the point cloud.
More specifically, a marked point process is used to restore the point cloud and a sophisticated
reversible jump Markov chain Monte Carlo (RJ-MCMC) approach is then applied to sample the
resulting posterior distribution [46].
The benefit of these advanced computationalmethods in reducing acquisition time is highlighted
by considering a scenario where only partial information is acquired. This is obtained by scanning
random parts of the scene, i.e. randomly selected pixels ranging from a total of 75% to 25% of the
full number of pixels in the scene. Figures 4, 5, and 6 demonstrate a comparison of reconstructed
depth and intensity profiles restored using the cross-correlation, RDI-TV andManiPoP algorithms
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Fig. 3. Depth and intensity profiles reconstructed using the pixel-wise cross correlation
technique using data acquired with varying per-pixel acquisition times: (a) 30 ms; (b) 10 ms;
(c) 3 ms; (d) 1 ms; and (e) 0.5 ms. The scene was scanned at a wavelength of 1450 nm in
dark laboratory conditions. The image format used was 100 × 70 pixels, which covered an
area of approximately 100 × 70 mm at a range of 0.4 m. In order to improve the presentation
clarity, an arbitrary zero depth position was used for the scale on the depth profiles.
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with 25%, 50% and 75% pixels randomly removed from the entire 100 × 70 scene. Figure 4
demonstrates that in a scenario when 75% of the scene was randomly scanned, both advanced
techniques work well in filling missing pixels. The intensity profiles work particularly well with
RDI-TV.
Fig. 4. Depth and intensity images reconstructed using the cross-correlation technique
(left), the RDI-TV algorithm (middle), and the ManiPoP algorithm (right) with 25% of the
pixels removed. The image contained 100 × 70 pixels prior to the randomly selected removal
of 25% of the pixels. A 10 ms per pixel acquisition time was used in these measurements.
Fig. 5. Depth and intensity images reconstructed using the cross-correlation technique
(left), the RDI-TV algorithm (middle), and the ManiPoP algorithm (right) with 50% of the
pixels removed. The image contained 100 × 70 pixels prior to the randomly selected removal
of 50% of the pixels. A 10 ms per pixel acquisition time was used in these measurements.
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Fig. 6. Depth and intensity images reconstructed using the cross-correlation technique
(left), the RDI-TV algorithm (middle), and the ManiPoP algorithm (right) with 75% of the
pixels removed. The image contained 100 × 70 pixels prior to the randomly selected removal
of 75% of the pixels. A 10 ms per pixel acquisition time was used in these measurements.
As shown in Fig. 5, the identification of details for the cross-correlation approach in this image
significantly degrades with 50% of the data missing. The RDI-TV and the ManiPoP algorithms,
however, restore missing pixels by finding depth relationships between neighbouring pixels,
improving the visual identification of image details. Figure 6 demonstrates that with only 25%
of the pixels, advanced algorithms provide a good quality reconstructed image in which the
target and important details such as wheels and windows can be easily identified. Note however
that ManiPoP operates on a point cloud which results in the presence of some gaps in the 2D
representation of depth and reflectivity images (i.e., black points in Fig. 6).
4. LIDAR performance estimations for future ranging scenarios
Although the results presented in the previous sections demonstrate LIDAR imaging using a
planar geometry Ge–on–Si SPAD detector at short range, further theoretical estimations were
made to assess the potential of using these detectors in long range LIDAR, consistent with the
requirements of, for example, automotive LIDAR. In this section, we will consider a LIDARmodel
based on the photon-counting version of the LIDAR equation [47,9], and present estimations
of the operating conditions necessary for reliable depth imaging at longer distances and in the
presence of attenuating media.
The LIDAR equation model, tailored for photon-counting systems, that was developed in our
previous work [9] included several operational parameters to estimate the performance of the
system in different conditions. Initially, the model provided an estimate of the number of photon
events recorded in the timing bin corresponding to the peak of the photon return histogram, np,
as:
np =
EPulseFλ
hc
t
ALensρ
2piR2
e−2αRCinCdetη (2)
where the main parameters are listed in Table 1. h is the Planck’s constant, and c is the speed of
light in vacuum. Here, we assume a laser source with a pulse energy, EPulse, that is independent
of the repetition rate, F.
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Table 1. Description of the parameters in Eq. (2).
Symbol Parameter
EPulse Laser pulse energy (at the output of the transceiver system)
F Laser repetition rate
λ Wavelength
t Acquisition time
Alens Area of the collecting lens (L1 in Fig. 1)
ρ Reflectivity of the target
R Distance from transceiver to target
α Attenuation coefficient of the environment
Cin Internal loss of the system
Cdet Temporal response of the detector
η Detector single-photon detection efficiency
Pout Average optical power at the output of the transceiver system (Pout =EPulse × F)
Secondly, the model estimated the average background counts per bin nb as
nb = t DCR τb F (3)
where DCR is the dark count rate of the detector at a given temperature of operation, and τb is
the bin size. From these estimations, the signal–to–noise ratio (SNR) can be obtained as [48]:
SNR =
np√np + nb . (4)
In this work, Eqs. (2)–(4) were used to obtain an estimate of the average optical laser power
required for successful imaging at long distances. In order to make a prediction of the system
performance at higher temperatures of operation in a LIDAR application we used the data from
single-photon characterization of a 26 µm diameter Ge–on–Si SPAD, similar to the ones reported
in [39]. This detector exhibited SPDE of 15% at a wavelength of 1310 nm and SPDE of 9% at a
wavelength of 1450 nm, DCR of 2.6 k count s−1 at 2.5% excess bias and an operating temperature
of 125 K. The attenuation of light in air at both 1310 nm and 1450 nm wavelengths is regarded as
negligible in this analysis, and the spot size was assumed to be smaller than the detection window.
From previous work [9], an empirically established minimum signal–to–noise ratio (SNR) equal
to 1.4 was required to reliably obtain a depth estimate from a single pixel measurement. SNR
values of less than this can be used effectively when used in conjunction with computational
imaging techniques which utilize spatial correlations over a number of adjacent pixels. The
minimum value of np was obtained from Eq. (4) using a SNR of 1.4. Then, the average laser
power levels required for successful imaging at much longer distances were estimated as:
Pout =
hc
λ
2piR2np
AlensρtηCinCdet
. (5)
For the LIDAR calculations, the repetition rate of the illuminating light was 100 kHz, and the
internal loss of the system was assigned the conservatively high estimate of 10 dB. The reflectivity
of the target was considered as Lambertian in nature with overall target back-scatter equal to 10%
of the incident radiation.
Figure 7 shows estimations of the laser power required for imaging in free-space at target
stand–off distances of up to 1 km using different acquisition times (1, 3, 10 and 30 ms). It is
clear from Fig. 7 that lower average optical powers required for reliable depth imaging can be
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achieved when longer acquisition times are employed. Whilst longer acquisition times may be
acceptable in some applications, such as certain environmental monitoring applications, for rapid
imaging applications the shorter acquisition times necessitate higher optical powers. We predict
that a LIDAR system incorporating Ge–on–Si SPADs would be able to form a depth image of an
object at a distance of 1 km while remaining eye–safe using per–pixel acquisition times as low
as 1 ms at 1310 nm wavelength or 3 ms at a wavelength of 1450 nm. The longer acquisition
times at longer wavelengths are related to the reduction in efficiency at longer wavelengths
due to the decrease in the absorption coefficient of Ge [39]. These acquisition times could be
further reduced by improving the SPDE through an increase in the thickness of the Ge absorber
in the SPAD devices [39]. The Ge-on-Si SPADs have a clear advantage due to the lack of an
energy barrier between the Ge absorber and Si avalanche region for the photogenerated electrons
[49], when compared to InGaAs/InP SPAD detectors where there is a significant energy barrier
between the InGaAs absorber and the InP multiplication region for the photogenerated holes to
traverse. With an optimized device design, this advantage could result in significantly increased
SPDE for Ge-on-Si SPAD detectors. These results are modelled using data for current generation
detectors which require cryogenic cooling, and further detector development is required in order
to achieve sufficiently low dark count rates in the operating range of Peltier cooling. In order
to achieve such higher temperature operation, performance improvements will be required by
way of reducing device volumes, use of optimized material and advanced device geometries, as
described in Vines et al. [39].
Fig. 7. The average laser power required to image a target at different stand-off distances
from 100 m to 1 km using 1310 nm (a) or 1450 nm (b) wavelength illuminating light. The
estimation considers different acquisition times per pixel: 1 ms (magenta triangles), 3 ms
(blue triangles), 10 ms (red circles) and 30 ms (black squares). The estimate is based on a
collecting lens of 23 mm diameter and a 26 µm diameter planar Ge-on-Si SPAD operated
at a temperature of 125 K under an excess bias of 2.5% above avalanche breakdown. The
repetition rate of the pulsed illumination laser is 100 kHz.
Finally, the effect of a weakly attenuating medium was included in the model using different
values of the attenuation coefficient, a target stand–off distance of 300 meters from the transceiver,
and a 10 ms acquisition time per pixel. Figure 8 shows the average optical power versus the
number of attenuation lengths, defined as a reduction of a factor of 1/e in the optical illumination
as the light travels in the attenuating medium. The results of the simulation show that less than
1 mW of average optical power would be required for successful single-pixel imaging through
a weak attenuating medium, and the average optical power increases to mW levels for higher
attenuation levels. As described by Tobin et al. [8], improved results are possible in imaging
applications by use of advanced computational imaging approaches.
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Fig. 8. The average laser power required to image a target at a stand-off distance of 300
meters for different attenuation lengths between the system and the target using operating
wavelengths of 1310 nm (black squares) and 1450 nm (red circles) and 10 ms per pixel
acquisition time. The SPAD operating conditions are the same as used in Fig. 7.
5. Conclusions
A laboratory-based LIDAR system incorporating an individual planar geometry Ge-on-Si SPAD
detector has been demonstrated over short range, and high-quality depth and intensity profiles have
been reconstructed. Whilst at an early stage of development, Ge-on-Si SPAD detector technology
offers high single-photon detection efficiency, relatively low dark count rates and picosecond
temporal response [39] – key attributes for long-range single-photon LIDAR applications.
These detectors possess the advantages of compatibility with more mature Si technology while
expanding the wavelength of operation beyond the sensitivity of Si SPADs, potentially up to
1550 nm. LIDAR systems operating in SWIR benefit from lower solar background noise and
reduced atmospheric attenuation compared to systems operating in the NIR. More importantly,
significantly higher optical power levels can be used in the SWIR region compared to the NIR
region whilst remaining below laser eye-safety thresholds.
We acquired high-resolution 3D images of various targets using TCSPC technique in a dark
laboratory environment. Millimeter depth resolution 3D profiles were achieved at a stand–off
distance of 0.4 m using per pixel acquisition times of milliseconds duration. All measurements
were performed using pW average optical power levels. We demonstrated the potential for a
reduction in the total acquisition time by obtaining partial information about the target and
reconstructing the depth and intensity profiles using the RDI-TV and ManiPoP algorithms. These
algorithms allow good image reconstruction even when large fractions of data are missing or
corrupted, in this case we demonstrated target reconstruction with 75% of the data removed. The
use of computational imaging algorithms that utilize spatial correlations offer the capability of
full image reconstruction for partial scan coverage and for reductions in overall photon return,
although this can often result in a trade-off with reduced image spatial resolution and prohibitively
long data processing times. Recent results in real-time video rate 3D reconstruction of complex
target scenes using single-photon data do point towards significant advances in the reduction of
the computational cost of some classes of these algorithms [50].
By extrapolating the laboratory performance using the LIDAR modelling, such a system
would require sub-mW average laser powers at wavelengths of 1310 nm and 1450 nm to reliably
register a depth measurement at 1 km range. The results were obtained using a prototype
individual Ge-on-Si SPAD, however the development of Ge-on-Si SPAD detector arrays could
lead to more rapid data acquisition over the full optical field, avoiding the need for optical
scanning. This provides clear motivation for the use of Ge–on–Si SPAD detector arrays for
eye-safe full–field, depth imaging at long range at video frame rates. The same LIDARmodel was
used to provide estimations of the laser power required to image a target through an attenuating
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medium. The results presented in this paper show a potential for a new low-cost LIDAR system
for single-photon sensing and 3D imaging in the eye-safe SWIR region. Various advanced
applications that operate in this wavelength region such as automotive and autonomous vehicles,
security and environmental monitoring would benefit from a LIDAR system that employs future
generation planar Ge-on-Si SPADs detectors.
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