This paper studies the problem of sequential Gaussian binary hypothesis testing in a distributed multi-agent heterogeneous network. A distributed sequential detection algorithm of the consensus+innovations form is proposed, in which the agents update their decision statistics by simultaneously processing latest observation samples (innovations) and neighborhood information. For each pre-specified set of error probabilities,algorithm parameters are derived which ensure that the algorithm achieves the desired error performance and finite time termination almost surely. The expected stopping time for the proposed algorithm is evaluated and its dependance on network connectivity quantified. Finally, simulation studies are presented which illustrate the analytical findings.
INTRODUCTION
Sequential simple hypothesis testing in heterogeneous multi-agent networks to detect the (binary) state of the environment based on observations at the agents is something studied in this paper. Sequential testing focuses on using the minimal amount of sensed data samples at the agents in order to detect the true hypothesss with guaranteed accuracy given in terms of pre-specified tolerances on false alarm and miss probabilities. In contrast with fixed sample size testing, the goal in sequential testing is to achieve inference as quickly as possible by expending the minimum resources as far as data samples is concerned. The motivation behind studying sequential testing is that in most time-sensitive and/or resource constrained practical applications, minimal utilization of resources is a high priority. Specifically, we focus on distributed application environments where additionally the information exchange among the agents is limited to a pre-assigned, possibly sparse, communication structure.
In a scenario where the inter-agent communication corresponds to a complete communication graph, the sequential probability ratio test (SPRT) ( [1] ) is optimal in the number of time steps needed for deciding on a set of hypotheses while achieving requisite error performance in terms of specified levels of probability of false alarm(α) and probability of miss(β). Sequential detection has found applicability in many application areas which include Spectrum sensing in Cognitive Radios ( [2] ), target tracking, edge detection etc. In this paper we present and characterize This work was supported in part by NSF by Grant ECCS-1306128. a distributed sequential detection algorithm, the HCISP RT , based on the consensus+innovations approach (see, for example [3] , [4] ). Specifically, focusing on a setting in which the agent observations over time are conditionally Gaussian and independent, we study the HCISP RT sequential detection procedure in a heterogeneous network where there exists possibly different observation models for different sets of agents. However, each network agent maintains a local (scalar) test statistic which is updated over time by simultaneously assimilating the test statistics of neighboring agents at the previous time instant (a consensus potential) and the most recent observations (innovations) obtained by the agent and its neighbors. As in the case of centralized SPRT, each agent chooses two (local) thresholds and the subsequent agent decision on the hypotheses is determined by whether the local test statistic at the agent lies in the interval defined by the thresholds or not. This justifies the nomenclature that the HCISP RT is a distributed SPRT type algorithm of the consensus+innovations form in the context of a heterogeneous network. Our main contribution is a distributed stopping criterion which is in turn characterized by the thresholds, for which we prove existence and also evaluate closed form expressions, which ensure that the proposed algorithm not only meets the desired error performance but also terminates in finite time almost surely (a.s.). Furthermore, we also quantify the expected stopping time to reach a decision for every agent in terms of network connectivity. In contast to the current context, relevant distributed detection techniques which address questions in fixed sample size distributed hypothesis testing and like the HCISP RT procedure perform simultaneous assimilation of neighborhood decision-statistics and local agent observations in the same time step have been proposed, see, in particular, the running consensus approach [5] , [6] , the diffusion approach [7]- [9] and the consensus+innovations approach [10]- [12] . We also contrast our work with sequential detection approaches based in other types of multi-agent networking scenarios, such as in [13] - [16] , which involve fusion center based processing where all the agents in the network either transmit their local decisions, measurements or their quantized versions to a fusion center.
Detailed proofs of the technical results presented here can be found in the longer manuscript [17] .
A. Notation
The symbols I and 0 are used to denote the k × k identity matrix and the k × p zero matrix respectively, the dimensions being clear from the context. We denote by e i the ith column of I. The symbol denotes matrix transpose. The k × k matrix J = 1 k 11 where 1 denotes the k × 1 vector of ones. The operator ||.|| applied to a vector denotes the standard Euclidean L 2 norm, while applied to matrices it denotes the induced L 2 norm, which is equivalent to the spectral radius for symmetric matrices. All the logarithms in the paper are with respect to base e and represented as log(·). The operator E[·] denotes expectation and E θ [·] denotes expectation conditioned on hypothesis H θ for θ ∈ {0, 1}. P(·) denotes the probability of an event and P θ (.) denotes the probability of the event conditioned on hypothesis H θ for θ ∈ {0, 1}.
Spectral Graph Theory. For an undirected graph G = (V, E), V denotes the set of agents or vertices with cardinality |V | = N , and E the set of edges with |E| = M . The unordered pair (i, j) ∈ E if there exists an edge between agents i and j. We only consider simple graphs, i.e. graphs devoid of self loops and multiple edges. A path between agents i and j of length m is a sequence
A graph is connected if there exists a path between all the possible agent pairings. The neighborhood of a agent n is given by Ω n = {j ∈ V |(i, j) ∈ E}. The degree of agent n is given by d n = |Ω n |. The structure of the graph may be equivalently represented by the symmetric N × N adjacency
The Laplacian is a positive semidefinite matrix, hence its eigenvalues can be sorted and represented in the following manner
Furthermore, a graph is connected if and only if λ 2 (L) > 0 (see [18] for instance).
PROBLEM FORMULATION A. System Model and Preliminaries
The N agents deployed in the network decide on either of the two hypothesis H 0 and H 1 . We assign an index i ∈ {1, 2, . . . , N} to each agent. Out of the N agents, P agents are defective, the indices of which are known apriori. Let I and I d denote the index set for the ideal agents and the defective agents respectively. Each agent i ∈ I at time index t makes a scalar observation y i (t) of the form
whereas, each agent j ∈ I d at time index t observes just noise n j (t).
For the rest of the paper we consider μ 1 = μ and μ 0 = −μ. Conditioned on a hypothesis, the observations made by each agent are independent. The sequences {n i (t)} t≥0 and {n j (t)} t≥0 are mutually uncorrelated i.e. E[n i (t)n j (t)] = 0 for i = j.
Assumption A1. The noise is assumed to be additive white gaussian noise and the co-variance matrix is diagonal i.e.
The log-likelihood ratio η i (t) at the i-th agent for i ∈ I at time index t may be calculated as follows:-
The SNR of the observed signal is given by
The log-likelihood ratio at the jth agent for j ∈ I d at all time indices is equal to 0.
B. Sequential Hypothesis Testing -Preliminaries
The goal of sequential simple hypothesis testing is as follows: given pre-specified constraints on the error metrics, i.e., upper bounds α and β on the probability of false alarm P F A and probability of miss P M , the decision-maker collects observations sequentially over time to decide on the hypotheses H 1 or H 0 . The decision-maker on the basis of a stopping criterion decides at each sampling instant whether to continue sampling or terminate the testing procedure. Finally, after termination, a decision is computed as to which hypothesis is in force based on all the obtained data. A sequential testing procedure is said to be admissible if the stopping criterion, i.e., the decision whether to continue observation collection or not, at each instant is determined solely on the basis of observations collected thus far. To formalize in the current context, first consider a setup in which, at each time instant each agent has access to all the sensed data of all other agents. In this complete network scenario, each agent behaves like a fusion center and the information available at any agent n at time t is the sum-total of network observations till t, formalized by the σ-algebra An admissible decision rule D c consists of a stopping criteria, where at each time t the agents' (or the center in this case) decision to stop or continue taking observations is adapted to (or measurable with respect to) the σ-algebra G c (t).
In order to optimize resources, the stopping criterion should be such that it minimizes the expected number of observation samples required to achieve a decision with probabilities of false alarm and miss upper bounded by α and β respectively. Denote by D c the class of all (centralized) admissible tests. It is to be noted that Wald's SPRT algorithm is is an admissible test which minimizes the expected time (number of observations) in order to achieve specified α and β levels. In the case of a centralized framework, the globally sensed information is available to every agent. Denote by S c (t) (the centralized) test statistic given by
where η(s) denotes the vector of log-likelihood ratios η i (s)'s at the agents.
Assumption A2. The pre-specified error metrics, i.e., α and β, satisfy α, β ∈ (0, 1/2).
The SPRT consists of a pair of thresholds (design parameters) γ l c and γ h c , such that, at each time t, the decision to continue or terminate is determined on the basis of whether S c (t) ∈ [γ l c , γ h c ] or not and which ensure that P c M ≤ β and P c F A ≤ α where P c M and P c F A represent the probability of miss and probability of false alarm respectively for the centralized detector. The stopping time T c is defined as follows:
At T c the following decision rule is followed:
The optimality of the SPRT is well studied in [19] . For given α and β, exact analytical expressions of the optimal thresholds are intractable in general. A commonly used choice of thresholds, see [1] , is given by
which, although not strictly optimal in general, ensures that P c F A ≤ α and P c M ≤ β. From [1] , for α = β = , we have that for a centralized SPRT setup,
where the universal lower bound M( ) is given by
In the non-collaboration setup, the optimal procedure at an agent is to perform an SPRT using its local observation sequence only; w.r.t. the centralized, this implies that the effective SNR at an agent reduces by a factor 1/(N − P ) and hence (see [19] ) the agent would require N − P times more observations (in expectation) to achieve the same level of false alarm and miss.
A DISTRIBUTED SEQUENTIAL DETECTOR
In contrast to the fully centralized setup described in Section 2-B, we propose a distributed sequential detection algorithm of the consensus+innovations form where network communication is restricted to a more localized agent-to-agent interaction scenario. Before discussing the details of our algorithm, we state an assumption on the inter-agent communication graph.
Assumption A3. The inter-agent communication graph is connected, i.e. λ 2 (L) > 0, where L denotes the associated graph Laplacian matrix.
Decision Statistic Update. In the proposed distributed algorithm, each agent i maintains a test statistic P d,i (t), which is updated recursively in a distrbiuted fashion for the ideal agents ∈ I as follows
whereas, for the defective agents ∈ I d with the term (1) in (5) replaced by 0. In (5) , Ω i denotes the communication neighbourhood of agent i and the w ij 's denote appropriately chosen combination weights (to be specified later). We collect the weights w ij in an N × N matrix W, where we assign w ij = 0, if (i, j) / ∈ E. Denoting by P d (t) and η(t) as the vectors [P d,1 (t), P d,2 (t), . . . , P d,N (t)] and [η 1 (t), η 2 (t), . . . , η N (t)] respectively, (5) can be compactly written as follows:-
Now we state some design assumptions on the weight matrix W.
Assumption A4. We design the weights w ij 's in (5) such that the matrix W is non-negative, symmetric, irreducible and stochastic, i.e., each row of W sums to one.
We remark that, if Assumption A4 is satisfied, then the second largest eigenvalue in magnitude of W, denoted by r, turns out to be strictly less than one. Furthermore, by the stochasticity of W, the quantity r which quantifies the rate of information flow in the network, satisfies r = ||W − J||. (7) In general, the smaller the r the faster is the convergence of information dissemination algorithms. A simple way to design W is to assign equal combination weights, in which case we have, W = I − δL, where δ is a suitably chosen constant. As shown in [20] , [21] , Assumption A4 can be enforced by taking δ to be in (0, 2/λ N (L)). The smallest value of r is obtained by setting δ to be equal to 2/(λ 2 (L) + λ N (L)), in which case we have,
) .
Stopping Criterion for the Decision Update. We now provide a stopping criterion for the proposed distributed scheme. To this end, let S d,i (t) denote the quantity tP d,i (t), and let γ h d,i and γ l d,i be thresholds at an agent i (to be determined later) such that agent i stops and makes a decision only when,
] for the first time. The stopping time for reaching a decision at an agent i is then defined as,
and the following decision rule is adopted at T d,i :
For subsequent analysis we refer to the stopping time of an agent as the stopping time for reaching a decision at an agent. We refer to this distributed scheme (6), (8) and (9) as consensus+innovations SPRT (HCISP RT ) hence forth. P d,i F A and P d,i M represent the probability of false alarm and the probability of miss for the ith agent and defined as
MAIN RESULTS
We formally state the main results concerning the characterization and the performance of the proposed HCISP RT algorithm. where T d,i is the stopping time for reaching a decision for agent i. 2) In particular, for given α and β, any choice of thresholds γ h d,i and γ l d,i satisfying
where m is defined is (1) and k is defined by
with r as in (7), achieves a.s. finite stopping at an agent i while ensuring that
It is to be noted that the ranges associated with the thresholds in (10)-(11) provide sufficient threshold design conditions for achieving pre-specified performance, but may not be necessary. The next result concerns with the comparison of the large deviations decay rates of the stopping time tail probabilities of the centralized SPRT detector and the proposed HCISP RT detector.
Theorem 4.2. Let the Assumptions A1 and A2 hold and given the SPRT for the centralized setup in (2) , (3) and (4), then, we have the following large deviation characterization for the tail probabilities of T c :
Theorem 4.3. Let the Assumptions A1-A4 hold. Consider the HCISP RT algorithm given in (6) , (8) and (9) and suppose that, for specified α and β, the thresholds γ h d,i and γ l d,i , i = 1, · · · , N, are chosen to satisfy the condtions derived in (10) and (11) . Then we have the following large deviation characterization for the tail probabilities of the T d,i 's:
, ∀i = 1, 2, . . . , N.
In the asymptotic regime, i.e., as either N or the SNR m/2 goes to ∞, the performance of the distributed HCISP RT approaches that of the centralized SPRT, in the sense of stopping time tail exponents. The next result concerns with the comparison of the expected stopping times of the proposed HCISP RT algorithm and the centralized SPRT detector in the asymptotic regime of the error metrics. (11) . Then, we have the following characterization of the ratio of the expected stopping times of the HCISP RT and the centralized detector as → 0,
where k = N 2 r 2 N −P and r is as defined in (7) . The quantity k depends on r, which essentially quantifies the dependence of the HCISP RT algorithm on network connectivity. 
SIMULATIONS
We generate a planar random geometric network of 30 agents. Out of the 30 agents, 5 agents are demarcated as defective. The x coordinates and the y coordinates of the 30 agents are sampled from an uniform distribution on the open interval (0, 1). We link two vertices by an edge if the distance between them is less than or equal to 0.6. We go on re-iterating this procedure until we get a connected graph. We obtain r = ||W − J|| = 0.6731 for the generated geometric network. We consider α = β = and ranging from 10 −8 to 10 −4 in steps of 10 −6 . For the HCISP RT case and the non-collaborative case, for each , we conduct 2000 simulation runs to empirically estimate the probability distributions of each of the cases. Upon finding the probability distributions, we find the stopping time distributions P 1 (T > t) of a randomly uniformly chosen ideal agent and a randomly uniformly chosen defective agent for each of the cases. Then we find out the expected stopping times for each of the cases from the empirical probability distributions of the stopping time. In Figure 1 it is demonstrated that the ratio of the expected stopping time of the HCISP RT algorithm and M( ) is less than that of the ratio of the expected stopping times of the isolated case and M( ). It is also illustrated that the defective agents not only reach a decision but also approach the performance of an ideal agent in terms of expected stopping time.
CONCLUSION
In this paper we considered a sequential detection of Gaussian binary hypothesis observed by a sparsely interconnected heterogenous network of agents where the heterogeneity is exhibited by defective agents in the network. The proposed HCISP RT algorithm terminates at a finite time almost surely (a.s.) and to this end the performance of the proposed algorithm in terms of the expected stopping times at the agents depends on the network connectivity which is quantified in this paper. Natural extensions involve considering networks with random time-varying topology. The characterization of the HCISP RT for agents having non-linear non-Gaussian observation models is also an interesting case to consider.
