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Abstract
We extend old results dealing with non-oscillations of Wintner (1951) and Opial (1957) from scalar
to vector differential equations with symmetric coefficients using the Schauder fixed point theorem.
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1. Introduction
Consider the second-order linear matrix differential equation[
P(t)Y ′
]′ + Q(t)Y = 0, t  a, (1.1)
where P(t), Q(t), and Y(t) are real, n × n, continuous matrix functions on [a,∞) such
that Q(t) is symmetric and P(t) is symmetric and positive definite (P (t) > 0). When
P(t) = I , we obtain the matrix differential equation
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It is clear that solutions of Eqs. (1.1) and (1.2) exist, since they can be reduced to a first-
order system where Q(t) becomes a 2n × 2n matrix and then apply a known existence
theorem. Now consider the system of differential equations[
P(t)y′
]′ + Q(t)y = 0, t ∈ J, (I)
for a vector y ∈Rn where J is a real interval, and P , Q are real, n × n continuous matrix
functions on J such that Q is symmetric and P is symmetric and positive definite. The two
distinct points t1, t2 ∈ J = [a, b] will be (mutually) conjugate relative to (I) if there exists
a solution y(t) ≡ 0 of (I) satisfying y(t1) = y(t2) = 0 (the zero vector) on J . Equation (I)
will be called disconjugate on J , if there are no conjugate points therein, i.e., if every non-
trivial solution of (I) vanishes at most once in J . The term conjugate originates in a fixed
point theorem credited to Lagrange in the Calculus of Variations. When J = [0,∞), Eq. (I)
will be termed oscillatory at ∞ if for every a > 0, (I) is not disconjugate on [a,∞). It will
be non-oscillatory otherwise.
Associated with Eq. (I) is the matrix differential equation (1.1) where P and Q are
the same as in (I) and Y is an n × n real, continuously differentiable matrix function on
[0,∞). We note that Y(t) is a solution of (1.1) if and only if its columns are solutions
of (I). A solution Y(t) of Eq. (1.1) is called non-trivial if detY(t) = 0 for at least one
t ∈ [0,∞), (where detY(t) as usual will be used to denote the determinant of the matrix
Y(t)). A solution Y(t) of equation (1.1) is said to be non-singular at t = a, a ∈ [0,∞),
if and only if detY(a) = 0. We thus have an expanded yet analogous definition for the
oscillation of solutions of the matrix equation. A non-trivial solution Y(t) of Eq. (1.1) will
be called oscillatory at ∞ if and only if detY(t) has infinitely many zeros in [0,∞). It will
be non-oscillatory otherwise.
A simple differentiation shows that whenever Y(t) is a solution of Eq. (1.1), we have
Y ∗(t)
[
P(t)Y ′(t)
]− [P(t)Y ′(t)]∗Y(t) = C, (K)
where C is a constant n×n matrix and the asterisk “∗” will be used to denote the conjugate
transpose of a matrix, e.g., if A is a Hermitian matrix, A∗ = A. Equation (K) defines the
Wronskian of P(t)Y ′(t) and Y(t) of Eq. (1.1), W [PY ′, Y ]. A solution Y(t) of Eq. (1.1) is
said to be prepared, self-conjugate, or conjoined if
Y ∗(t)
[
P(t)Y ′(t)
]= [P(t)Y ′(t)]∗Y(t), t ∈ [0,∞), (L)
or equivalently if C = 0 (the zero n × n matrix) in (K). We can see clearly that Eq. (L) is
saying that P(t)Y ′(t)Y−1(t) is a symmetric matrix, t ∈ [0,∞). Oscillation of Eqs. (1.1)
and (1.2) must be studied separately when P(t) = I since there is no oscillation-preserving
transformation of the independent variables that allows us to relate the two different forms.
Tomastik [16] showed the equivalence of Eq. (1.1) to the associated vector differential
system[
P(t)y′
]′ + Q(t)y = 0, t  a, (1.3)
where P(t) and Q(t) are as in Eq. (1.1) and y ∈ Rn. Y(t) is a solution of (1.1) if its
columns are solutions of (1.3). As previously stated, there have been many results over the
years, among them [2,4,5,7,17,18], dealing with the oscillation of Eq. (1.1) through the
S.G. Dubé, A.B. Mingarelli / J. Math. Anal. Appl. 306 (2005) 349–363 351creation (or modification) of criteria using positive linear functionals. One such notable
result is a theorem by Etgen and Lewis [3]:
Theorem 1.4 [4, Theorem 4.3]. If there exists a positive linear functional g such that the
scalar equation{
g
[
P(t)
]
y′
}′ + g[Q(t)]y = 0, t  a, (1.5)
is oscillatory, then all solutions of the associated matrix differential equation (1.1) are
oscillatory.
As a consequence of this result, the oscillation of Eq. (1.1) can be considered and studied
in terms of the oscillation of an associated scalar equation of the form[
p(t)y′
]′ + q(t)y = 0, t  a, (1.6)
where p(t) and q(t) are continuous, real-valued functions on [a,∞) with p(t) > 0 (the
scalar analog to P(t) > 0) for all t ∈ [a,∞), cf., [1]. Thus, any of the vast number of well-
known oscillation criteria for Eq. (1.6) may be used to determine a corresponding criteria
for Eq. (1.3) (and consequently Eq. (1.1)), as research on the former equation dates back
as far as the works of Sturm [14] and Liouville [8] in the 1830s, and has inspired countless
papers.
Perhaps due in part to the fact that earlier works were concerned more with criteria
for oscillation rather than for non-oscillations, and that the tendency is to extend existing
results, there are markedly fewer criteria dealing with the latter in the literature. One no-
table non-oscillation result hails from Wintner [19, p. 371] in 1951, and concerns the scalar
second-order differential equation
y′′ + q(t)y = 0, t  a, (1.7)
where q(t) is a continuous, positive, real-valued function on [a,∞).
Theorem 1.8 [19, p. 371]. Suppose that the integral
a(t) ≡
∞∫
t
q(s) ds
exists in the limiting sense, that is
a(t) = lim
T→∞
T∫
t
q(s) ds
exists and is finite.
If for all t  t0,
a2(t) 1
4
q(t),then Eq. (1.7) is non-oscillatory.
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Theorem 1.9 [11, p. 312]. Suppose that the integral
a(t) ≡
∞∫
t
q(s) ds
converges ( possibly conditionally) and a(t) 0. If for all t  t0,
∞∫
t
a2(s) ds  1
4
a(t),
then Eq. (1.7) is non-oscillatory.
In 1980, Mingarelli [9, Theorems 2.1.1–2.1.8] generalized many non-oscillation results
for second-order linear scalar differential equations (of the form of Eq. (1.7)), and at the
same time for second-order difference equations, by considering the more general linear
Volterra–Stieltjes integral equation
y′(t) = c +
t∫
a
y(s) dσ (s), t  a, (1.10)
where σ(t) is a right-continuous function locally of bounded variation on [a,∞), and
lim
t→∞σ(t)
exists and may or may not be infinite. One such result [9, Theorem 2.1.1] gives a necessary
and sufficient condition for the non-oscillation of Eq. (1.10) in terms of the existence of
solutions of a certain non-linear integral equation (a Riccati-type equation).
Theorem 1.11 [9, Theorem 2.1.1]. Let
lim
t→∞σ(t) = 0.
Then Eq. (1.10) is non-oscillatory if and only if the integral equation
v(t) = σ(t)+
∞∫
t
v2(s) ds (1.12)
has a solution, for sufficiently large t , which is square integrable at infinity, i.e., v ∈
L2[t0,∞), for some t0 ∈ [a,∞).
Another result of Mingarelli [9, Theorem 2.1.6] in the same work gives a criteria for
σ(t) which guarantees the non-oscillation of Eq. (1.10).
Theorem 1.13 [9, Theorem 2.1.6]. Let
lim
t→∞σ(t) = 0.
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∞∫
t
σ 2(s) ds  1
4
∣∣σ(t)∣∣,
then Eq. (1.10) is non-oscillatory.
By Theorem 1.11, the proof of Theorem 1.13 is only required to show that Eq. (1.12)
has a solution, which is accomplished in [9] by the use of Schauder’s Fixed Point Theorem.
If we set
σ(t) ≡ a(t)
into Theorems 1.11 and 1.13, and notice then that Eq. (1.10) is now equivalent to Eqs. (1.7),
we obtain the specific application of these two theorems to differential equations of the
form of Eq. (1.7) (Theorems 2.1.1A and 2.1.6A in [9], respectively).
Theorem 1.14 [9, Theorem 2.1.1A]. Equation (1.7) is non-oscillatory if and only if the
non-linear integral equation
v(t) =
∞∫
t
q(s) ds +
∞∫
t
v2(s) ds (1.15)
has a solution for sufficiently large t .
This result extends a theorem of Hille [6, p. 243] from 1948 where it was assumed
that the coefficient function q(t) was positive (q(t) > 0). It is also interesting to note that
the existence of a function v(t) satisfying Eq. (1.15) is similar to Wintner’s criterion [19,
p. 375].
Theorem 1.16 [9, Theorem 2.1.6A]. Suppose that the integral
a(t) =
∞∫
t
q(s) ds
converges ( possibly conditionally).
If for all t  t0,
∞∫
t
a2(s) ds  1
4
∣∣a(t)∣∣, (1.17)
then Eq. (1.7) is non-oscillatory.
This result of Mingarelli is a direct extension of Theorem 1.4 due to Opial [11, p. 312],
where the integral a(t) need no longer be non-negative.
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Our main result extends Theorem 1.16 due to Mingarelli [9, Theorem 2.1.6A] to matrix
differential equations of the form (1.2) by creating a criterion for the non-oscillation of
Eq. (1.2) essentially by considering
a(t) =
∞∫
t
Q(s) ds
and applying any fixed matrix norm ‖ · ‖.
Theorem 1.18. Consider the second-order linear homogeneous matrix differential equa-
tion
Y ′′ + Q(t)Y = 0, t  a, (1.2)
where Y(t) and Q(t) are real, n × n continuous matrix functions and Q(t) is symmetric.
Assume that
∞∫
t
Q(s) ds
exists in the limiting sense, that is
lim
T→∞
T∫
t
Q(s) ds
exists and is finite for all sufficiently large t .
If, for all t  a,
∞∫
t
∥∥∥∥∥
∞∫
s
Q(u)du
∥∥∥∥∥
2
ds  1
4
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥, (1.19)
then Eq. (1.2) is non-oscillatory (in the matrix sense) where ‖ · ‖ is any fixed matrix norm.
The matrix equivalent of Theorem 1.14, that is, the analog of the theorem applying to
equation
y′′ + Q(t)y = 0, t  a, y ∈Rn, (1.20)
and thus, through the equivalency demonstrated by Tomastik [16] to equations of the form
(1.2), is given by Reid [12, Theorem 6.3, p. 284] and by Mingarelli [10, Corollary 3.4.2]
and will be appealed to in our proof of Theorem 1.18.
Corollary 1.21 [10, Corollary 3.4.2]. Assume Q(t) has the property that
lim
T∫
Q(s)dsT→∞
t
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∞∫
t
Q(s) ds
∥∥∥∥∥< ∞ (1.21)
where ‖ · ‖ is any fixed (but unspecified) matrix norm.
Let the Riccati matrix integral system associated with Eq. (1.20), viz.,
V (t) =
∞∫
t
Q(s) ds +
∞∫
t
V 2(s) ds (1.22)
have an absolutely continuous and symmetric matrix solution on some closed half-line
[t0,∞), t0  a, whose ‖V ‖ is in L2(t0,∞). Then Eq. (1.20) is non-oscillatory. Hence
Eq. (1.2) is non-oscillatory.
It should be noted that Corollary 1.21 is actually the matrix differential equation analog
(i.e., to Eq. (1.2)) of Theorem 1.14.
In our proof of Theorem 1.18 we will parallel certain arguments found in the proofs of
the following results of Mingarelli: Theorem 1.13 [9, Theorem 2.1.6], [9, Theorem 2.1.2],
and [10, Theorem 3.4.7], the latter of which is the generalization to matrix differential
equations (of the form (1.2)) of [9, Theorem 2.1.2A], which is itself the application of [9,
Theorem 2.1.2] to the scalar differential equation (1.7). Thus, we will require the use of
the Schauder Fixed Point Theorem (see [13, p. 57]) the form of which is described here.
Theorem 1.23 (Schauder Fixed Point Theorem). Let X be a convex subset of a Banach
space and T be a continuous map leaving X invariant, i.e., TX ⊂ X, and such that TX is
compact. Then T has a fixed point, i.e., for some x ∈ X, x = T x.
In order to prove the compactness alluded to in Theorem 1.23, we will invoke the fol-
lowing lemma:
Lemma 1.24 [10, Lemma 3.4.6]. Let F be a family of symmetric n × n matrices defined
on [a,∞) and such that, for every member V ∈ F ,∥∥V (t)∥∥= sup
i,j
∣∣Vij (t)∣∣
and ‖V ‖ ∈ L2[a,∞), i.e.,[ ∞∫
a
∥∥V (s)∥∥2 ds
]1/2
< ∞.In addition, we assume that the following conditions hold for every V ∈ F :
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∞∫
a
∥∥V (s)∥∥2 ds M.
(b) If EA = {s: A s < ∞}, then, for given ε > 0, and for every V ∈ F ,∫
EA
∥∥V (s)∥∥2 ds < ε
for A sufficiently large.
(c) For ε > 0, there is a δ(ε) > 0, such that, for every V ∈ F ,
∞∫
a
∥∥V (s + h) − V (s)∥∥2 ds < ε
whenever |h| < δ.
Then F is compact.
We note that the choice of norm used in Lemma 1.24 is of no particular importance and
any matrix norm can be used.
Proof of Theorem 1.18. By Corollary 1.21, we need only to show that Eq. (1.22) has an
absolutely continuous and symmetric solution on some closed half line [t0,∞), t0  a,
whose norm is in L2[t0,∞). We will thus employ Theorem 1.23.
We consider the Banach space
L2[a,∞) = {V : [a,∞) → S: ‖‖V ‖‖2 < ∞},
where ‖ · ‖ is any fixed matrix norm and ‖ · ‖2 is the L2-norm, given by
‖ · ‖2 ≡
[ ∞∫
a
‖ · ‖2 ds
]1/2
.
Thus, L2[a,∞) is the Banach space of real n × n matrix-valued functions defined on
[a,∞) whose matrix norm is square-integrable at ∞. We define a subset X of this Banach
space by
X =
{
V ∈ L2[a,∞): V (t) = V ∗(t),
∥∥∥∥∥V (t) −
∞∫
t
Q(s) ds
∥∥∥∥∥
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥
}
.
For V ∈ X we define the map T by
(T V )(t) =
∞∫
Q(s)ds +
∞∫
V 2(s) ds. (1.25)t t
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to apply Theorem 1.23.
If α ∈ [0,1] and U,W ∈ X,
∥∥∥∥∥αU(t) + (1 − α)W(t) −
∞∫
t
Q(s) ds
∥∥∥∥∥
=
∥∥∥∥∥α
[
U(t) −
∞∫
t
Q(s) ds
]
+ (1 − α)
[
W(t) −
∞∫
t
Q(s) ds
]∥∥∥∥∥

∥∥∥∥∥α
[
U(t) −
∞∫
t
Q(s) ds
]∥∥∥∥∥+ (1 − α)
∥∥∥∥∥W(t) −
∞∫
t
Q(s) ds
∥∥∥∥∥
 α
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥+ (1 − α)
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥

∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥.
Thus, X is convex.
Furthermore, T V is symmetric since both Q and V are symmetric. Moreover, for
V ∈ X,
∥∥V (t)∥∥=
∥∥∥∥∥V (t) −
∞∫
t
Q(s) ds +
∞∫
t
Q(s) ds
∥∥∥∥∥

∥∥∥∥∥V (t) −
∞∫
t
Q(s) ds
∥∥∥∥∥+
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥

∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥+
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥
= 2
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥, t  a. (1.26)
From Eq. (1.25) we have
(T V )(t) −
∞∫
t
Q(s) ds =
∞∫
t
V 2(s) dsand applying our matrix norm, we obtain
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∞∫
t
Q(s) ds
∥∥∥∥∥=
∥∥∥∥∥
∞∫
t
V 2(s) ds
∥∥∥∥∥

∞∫
t
∥∥V 2(s)∥∥ds

∞∫
t
∥∥V (s)∥∥2 ds from [12, p. 492]

∞∫
t
4
∥∥∥∥∥
∞∫
s
Q(u)du
∥∥∥∥∥
2
ds by Eq. (1.26)
= 4
∞∫
t
∥∥∥∥∥
∞∫
s
Q(u)du
∥∥∥∥∥
2
ds
 4
[
1
4
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥
]
by Eq. (1.19) (hypothesis)
=
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥.
Thus, TX ⊂ X.
Let Vn ∈ X and Vn → V in X. Then∥∥(T Vn)(t) − (T V )(t)∥∥
=
∥∥∥∥∥
∞∫
t
Q(s) ds +
∞∫
t
V 2n (s) ds −
[ ∞∫
t
Q(s) ds +
∞∫
t
V 2(s) ds
]∥∥∥∥∥
=
∥∥∥∥∥
∞∫
t
V 2n (s) ds −
∞∫
t
V 2(s) ds
∥∥∥∥∥
∞∫
t
∥∥V 2n (s) − V 2(s)∥∥ds. (1.27)
Now,
V 2n (t) − V 2(t) = Vn(t)V (t) − V 2(t) + V 2n (t) − Vn(t)V (t)
= [Vn(t) − V (t)]V (t) + Vn(t)[Vn(t) − V (t)].
Therefore,∥∥V 2n (t) − V 2(t)∥∥ ∥∥[Vn(t) − V (t)]V (t)∥∥+ ∥∥Vn(t)[Vn(t) − V (t)]∥∥

∥∥Vn(t) − V (t)∥∥∥∥V (t)∥∥+ ∥∥Vn(t)∥∥∥∥Vn(t) − V (t)∥∥

∥∥Vn(t) − V (t)∥∥
[
2
∥∥∥∥
∞∫
Q(s)ds
∥∥∥∥
]∥
t
∥
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[
2
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥
]∥∥Vn(t) − V (t)∥∥ by Eq. (1.26)
= 4
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥∥∥Vn(t) − V (t)∥∥. (1.28)
So (1.27) becomes
∥∥(T Vn)(t) − (T V )(t)∥∥ 4
∞∫
t
∥∥∥∥∥
∞∫
s
Q(u)du
∥∥∥∥∥∥∥Vn(s) − V (s)∥∥ds. (1.29)
We now apply the Cauchy–Schwarz inequality in L2 to inequality (1.29) to find
∥∥(T Vn)(t) − (T V )(t)∥∥ 4
[ ∞∫
t
∥∥∥∥∥
∞∫
s
Q(u)du
∥∥∥∥∥
2
ds
]1/2[ ∞∫
t
∥∥Vn(s) − V (s)∥∥2 ds
]1/2
 4
∥∥∥∥∥
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥
∥∥∥∥∥
2
∥∥∥∥Vn(t) − V (t)∥∥∥∥2.
But by hypothesis,
∞∫
t
∥∥∥∥∥
∞∫
s
Q(u)du
∥∥∥∥∥
2
ds  1
4
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥. (1.19)
Therefore,
∞∫
t
∥∥V 2n (s) − V 2(s)∥∥ds  4∥∥∥∥Vn(t) − V (t)∥∥∥∥2
[
1
2
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥
1/2]
= 2∥∥ ∥∥Vn(t) − V (t)∥∥ ∥∥2
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥
1/2
.
But Vn → V in X by hypothesis, which in turn, implies that ‖(T Vn)(t) − (T V )(t)‖ → 0
point-wise for every sufficiently large t , say t0  a.
Now, since TX ⊂ X, we have∥∥(T Vn)(t) − (T V )(t)∥∥2 = ∥∥(T Vn)(t) − (T V )(t)∥∥ ∥∥(T Vn)(t) − (T V )(t)∥∥

[∥∥(T Vn)(t)∥∥+ ∥∥(T V )(t)∥∥][∥∥(T Vn)(t)∥∥+ ∥∥(T V )(t)∥∥]

[
2
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥+ 2
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥
][
2
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥
+ 2
∥∥∥∥
∞∫
Q(s)ds
∥∥∥∥
]
by Eq. (1.26)∥
t
∥
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[
4
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥
][
4
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥
]
= 16
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥
2
i.e.,
∞∫
a
∥∥(T Vn)(s) − (T V )(s)∥∥2 ds  16
∞∫
a
∥∥∥∥∥
∞∫
s
Q(u)du
∥∥∥∥∥
2
ds
∥∥ ∥∥(T Vn)(t) − (T V )(t)∥∥ ∥∥22  16
∥∥∥∥∥
∥∥∥∥∥
∞∫
s
Q(t) dt
∥∥∥∥∥
∥∥∥∥∥
2
2
and the Lebesgue Dominated Convergence Theorem [15], now gives that ‖ ‖(T V )(t) −
(T V )(t)‖ ‖2 → 0 so that T is continuous.
In order to show that TX is compact, we use Lemma 1.24. For V ∈ X,
∥∥ ∥∥(T V )(t)∥∥ ∥∥2 =
[ ∞∫
a
∥∥(T V )(s)∥∥2 ds
]1/2

[
4
∞∫
a
∥∥∥∥∥
∞∫
s
Q(u)du
∥∥∥∥∥
2
ds
]1/2
by Eq. (1.26) and since TX ⊂ X
= 2
∥∥∥∥∥
∥∥∥∥∥
∞∫
s
Q(u)du
∥∥∥∥∥
∥∥∥∥∥
2
,
which is bounded by a constant matrix, since
∫∞
s
Q(u)du is a matrix of finite norm by
hypothesis (see (1.19)). Thus,∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥ is in L2[a,∞).
Furthermore, (b) in Lemma 1.24 is clear since, by (1.19),
lim
A→∞
∫
EA
∥∥∥∥∥
∞∫
s
Q(u)du
∥∥∥∥∥
2
ds = 0
where EA = {t : t0 A t < ∞}.
Next,∥ ∥∥(T V )(t + h) − (T V )(t)∥
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∥∥∥∥∥
t+h∫
t
Q(s) ds
∥∥∥∥∥+
∥∥∥∥∥
t+h∫
t
V 2(s) ds
∥∥∥∥∥

∥∥∥∥∥
t+h∫
t
Q(s) ds
∥∥∥∥∥+
t+h∫
t
∥∥V (s)∥∥2 ds by [12, p. 492])

∥∥∥∥∥
t+h∫
t
Q(s) ds
∥∥∥∥∥+
∣∣∣∣∣
t+h∫
t
4
∥∥∥∥∥
∞∫
s
Q(u)du
∥∥∥∥∥
2
ds
∣∣∣∣∣ by Eq. (1.26)
= ∥∥Q(t + h) −Q(t)∥∥+
∣∣∣∣∣
t+h∫
t
4
∥∥∥∥∥
∞∫
s
Q(u)du
∥∥∥∥∥
2
ds
∣∣∣∣∣, (1.32)
where
Q(t) ≡
∞∫
t
Q(s) ds.
By hypothesis,
∥∥Q(t)∥∥=
∥∥∥∥∥
∞∫
t
Q(s) ds
∥∥∥∥∥
is finite, and so ‖Q(t)‖ is in L2[a,∞). Thus, by one of Lebesgue’s theorems (see [15,
Exercise 19, p. 397]), if ε > 0,
∞∫
t0
∥∥Q(s + h) −Q(s)∥∥2 ds < ε
4
(1.33)
whenever |h| < δ1, where t0  a is sufficiently large but fixed. Similarly, writing
V(t) ≡
∞∫
t
4
∥∥∥∥∥
∞∫
s
Q(u)du
∥∥∥∥∥
2
ds, (1.34)
we have V(t) ∈ L2[a,∞) by (1.19), and so
∞∫
t1
∣∣V(s + h) − V(s)∣∣2 ds < ε
4
(1.35)
for |h| < δ2, where t1  a is sufficiently large and fixed. By Eq. (1.34), inequality (1.32)
becomes∥∥(T V )(t + h) − (T V )(t)∥∥ ∥∥Q(t + h) −Q(t)∥∥+ ∣∣V(t + h) − V(t)∣∣
and thus∥ ∥ [∥ ∥ ∣ ∣]∥(T V )(t + h) − (T V )(t)∥2  ∥Q(t + h) −Q(t)∥+ ∣V(t + h) − V(t)∣ 2. (1.36)
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Hence,
∞∫
t2
∥∥(T V )(s + h) − (T V )(s)∥∥2 ds
 2
∞∫
t2
∥∥Q(t + h) −Q(t)∥∥2 ds + 2
∞∫
t2
∣∣V(s + h) − V(s)∣∣2 ds
< 2
(
ε
4
)
+ 2
(
ε
4
)
by (1.33) and (1.35)
= ε,
provided |h| < δ = min{δ1, δ2} and t2 = max{t0, t1}. This shows that TX is an “L2-
equicontinuous” family [10, p. 72] and consequently by Lemma 1.24, TX is compact.
Applying Theorem 1.23 now shows the existence of a fixed point for T in X, i.e., V = T V
for some V ∈ X, which completes the proof. 
Remarks. Few recent results can distinguish between oscillatory and non-oscillatory
Euler-type vector systems that is, a system of the form (I) with Q(t) having diagonal ele-
ments of the order of γ /t2, where γ is a constant. Use of Theorem 1.18 however, shows
that the vector system (I) with P(t) = I and Q(t) = diag{γ /t2,−γ /t2} is non-oscillatory
whenever γ  1/4 (which is what one would naturally expect), but the theorem does not
apply to this example if γ > 1/4.
It is not known at this time whether the result of our main theorem is true when the
norm is replaced by a trace or weaker still, by the maximum eigenvalue of the matrix
under consideration.
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