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In this paper, we consider the particle swarm optimization (PSO). In particular, we focus on
an improved PSO called the CPSO-VQO, which uses a perturbation-based chaotic system and a
threshold-basedmethod of selecting from the standard and chaotic updating systems for each
particle on the basis of the difference vector between its pbest and the gbest. Although it was
reported that the CPSO-VQO performs well, it is not easy to select an amplitude of the per-
turbation and a threshold appropriately for an effective search. This is because the bifurcation
structure of the chaotic system depends on the difference vector, and the difference vector
varies widely between different stages of the search and between different problems.
Therefore, we improve the CPSO-VQO by proposing a modiﬁed chaotic system whose bifurca-
tion structure is irrelevant to the difference vector, and show theoretically desirable properties
of the modiﬁed system. We also propose a new stochastic method that selects the updating
system according to the ratio between the components of the difference vector for each parti-
cle, and restarting and acceleration techniques to develop the standard updating system used
in the proposed PSO model. The proposed methods can maintain an appropriate balance be-
tween the identiﬁcation and diversiﬁcation aspects of the search. Moreover, we perform nu-
merical experiments to evaluate the performance of the proposed PSOs: PSO-TPC, PSO-SPC,
PSO-SDPC, IPSO-SPC and IPSO-SDPC. In particular, we demonstrate that the IPSO-SDPC ﬁnds
high-quality solutions and is robust against variations in its parameter values.
© 2015 The Authors. Published by Elsevier Inc.
This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Particle swarm optimization (PSO) is a metaheuristic method for global optimization which is inspired by the behavior of a
swarm of birds or ﬁsh [7]. The PSO searches for solutions by simultaneously updating a number of candidate solutions called
particles. This method is very simple and performs well at ﬁnding desirable solutions, but it is known to sometimes prematurely
converge to an undesirable local minimum. In order to improve the diversity of the search in the PSO, various kinds of models
have been investigated [4,19]. In this paper, we focus on variants of the PSO which exploit a chaotic system in order to improve
their ability to explore. Many of these methods use chaotic sequences to update the positions of the particles, in which particles
search for solutions extensively because of the chaoticity. It has been reported that these PSO variants have a more diverse search
than does the standard PSO [1,3,10,17].∗ Corresponding author. Tel.: +81 6 6879 7787; fax: +81 6 6879 7939.
E-mail address: tatsumi@eei.eng.osaka-u.ac.jp (K. Tatsumi).
http://dx.doi.org/10.1016/j.amc.2015.07.098
0096-3003/© 2015 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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solutions(CPSO-VQO)[17]. This model uses a perturbation-based chaotic system that is derived from a quartic tentative objective
function by using the steepest descent method with a perturbation. The function is determined for each particle, and it has two
global minima at the pbest of the particle and the gbest. In CPSO-VQO, each component of the position of the particle is updated
by either the chaotic system or the updating system of the standard PSO; if the absolute value of a component of the difference
vector between the gbest and pbest of the particle is greater than a threshold, then the corresponding component of the position
is updated by the chaotic system; otherwise, it is updated by the standard one. It was reported that CPSO-VQO is able to maintain
a diverse search due to the chaotic nature of the search, and thus it performs better than do the other PSOs. Moreover, in [17],
Tatsumi et al. presented a suﬃcient condition for chaoticity of the system used in CPSO-VQO and showed that the parameter
values in the system can be selected by utilizing its bifurcation diagram. In particular, the numerical experiments showed that
it is important to select an appropriate amplitude of the perturbation so that the chaotic system generates a sequence which
moves around the gbest and pbest without being trapped at undesirable local minima. Such a behavior arises when the chaotic
system has a strange attractor that includes the gbest and pbest.
However, CPSO-VQO has some drawbacks. In this paper, we ﬁrst point out them. In CPSO-VQO, it is not easy to select an
appropriate amplitude because the bifurcation structure of the system depends heavily on the difference vector between the
gbest and pbest, and the difference vector varies widely between different particles, between different stages of the search and
between different problems. In addition, it is important to balance the intensiﬁcation and the diversiﬁcation of the search, and in
CPSO-VQO, the balance is determined by the chaotic updating rate, which indicates the rate of the total number of components
of positions of particles updated by the chaotic systems, to the total number of components of positions of all the particles.
However, the only way for adjusting the rate is through the selection of the threshold value, which, as mentioned, is diﬃcult to
choose due to the variations in the difference vectors.
Therefore, we propose a chaotic system with a modiﬁed perturbation term whose amplitude and angular frequency are
proportional and inversely proportional, respectively, to the corresponding component of the difference vector. We then show
theoretically the suﬃcient conditions for the modiﬁed system to be chaotic. Moreover, we verify, both theoretically and experi-
mentally, that the bifurcation structure of the modiﬁed system does not depend on the difference vector between the gbest and
pbest; this property makes it easier to select suitable parameter values in the system for global optimization. We also propose a
new PSO called the PSO with threshold-based selection for perturbation-based chaotic updating system (PSO-TPC), which uses the
modiﬁed chaotic system and a threshold-based selection method that is similar to that of CPSO-VQO. Next, we propose a new
method for the stochastic selection of the updating system; in this method, the updating system for each component of the po-
sition of each particle is selected according to the ratio of the absolute value of the corresponding component to the maximal
absolute value in all components of the difference vector. In this model, the chaotic updating rate can be more explicitly con-
trolled, which is expected to make it easier to keep an appropriate balance between intensiﬁcation and diversiﬁcation. The PSO
with the modiﬁed chaotic system and the proposed selection method is called the PSO with stochastic selection for perturbation-
based chaotic updating system (PSO-SPC). Furthermore, we add a technique to the PSO-SPC that uses a high chaotic updating rate
during the early stages of the search, and then decreases it exponentially. This model, which is expected to maintain a better
balance between intensiﬁcation and diversiﬁcation than the PSO-SPC, is called the PSO with stochastic selection and decreasing
chaotic updating rate for perturbation-based chaotic updating system (PSO-SDPC). In addition, we develop the standard updating
system used in the proposed PSO by introducing techniques of reinitializing the particle’s velocity and accelerating the conver-
gence of the search. The proposed PSOs, PSO-SPC and PSO-SDPC, using the developed updating system are called IPSO-SPC and
IPSO-SDPC. Finally, through numerical experiments, we evaluate the performance of the proposed PSOs and compare them with
the existing PSOs, and, in particular, we show that the IPSO-SDPC has an advantage in ﬁnding desirable solutions for various
large-scale benchmark problems.
This paper is organized as follows: in Section 2, we introduce the standard PSO, the improved PSOs, and the CPSO-VQO. In
Section 3, we modify the perturbation term of the chaotic system and show theoretically its desirable properties, and we also
propose new stochastic selection methods, acceleration and reinitialization techniques. In Section 4, we use numerical experi-
ments to verify the performance of the ﬁve proposed PSOs for some benchmark problems. Finally, we present our conclusions in
Section 5.
2. Chaotic particle swarm optimization
2.1. Particle swarm optimization
In this paper, we focus on the following global optimization problem, which has many local minima and a rectangular
constraint:
(P) min f (x) s.t. x ∈ X :=
n∏
i=1
[xli, x
u
i ].
In order to solve this problem with PSO, a number of candidate solutions, called particles, are simultaneously updated by ex-
changing informationwith each other. At each iteration t, particle imoves toward a linear combination of two tentative solutions,
pbest pi(t) and gbest g(t), where the former is the best solution obtained by particle i until iteration t and the latter is the best
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j ∈ {1, . . . ,n} of particle i ∈ Ip := {1, . . . , l} is given by
vij(t + 1) := wvij(t) + c1r1(gj(t) − xij(t)) + c2r2(pij(t) − xij(t)), (1)
xij(t + 1) := xij(t) + vij(t + 1), (2)
where w, c1, and c2 are positive constant weights; and r1 and r2 are randomized numbers uniformly selected from (0, 1). In
addition, the upper and lower bounds of the velocity and position of each particle are set in order to prevent the particle from
going outside the feasible region. The velocity vi(t + 1) obtained by (1) is updated with a constant Vmax ∈ R as
vij(t + 1) =
⎧⎨
⎩
Vmax, if vij(t + 1) > Vmax,
−Vmax, if vij(t + 1) < −Vmax,
vi
j
(t + 1), otherwise,
j = 1, . . . ,n, (3)
and, moreover, xi(t + 1) obtained from vi
j
(t + 1) by (2) is updated by
xij(t + 1) =
⎧⎨
⎩
xu
j
, if xi
j
(t + 1) > xu
j
,
xl
j
, if xi
j
(t + 1) < xl
j
,
xi
j
(t + 1), otherwise,
j = 1, . . . ,n. (4)
In this paper, the system (1)–(4) is called standard updating system (SP). This extremely simple approach is so effective that
PSO have been applied to many optimization problems arising in various ﬁelds of science and engineering [7]. However, if the
selection of parameter values is not appropriate, the particles sometimes converge quickly to an undesirable local minimum,
which makes it diﬃcult to ﬁnd a desirable solution. Thus, the ability of this method to explore other areas for better solutions
is crucial to ﬁnd high-quality solutions, and thus various improvements have been investigated [4,19]. One of the most popular
of them is called the inertia weight approach (PSO-IWA) [5], which, as the search progresses, linearly reduces w in (1) of (SP) in
order to strengthen the diversiﬁcation in the early stages and its intensiﬁcation in the ﬁnal stages of the search, as follows:
w(t) = ws − (ws − wf ) t/Tmax, (5)
where ws and wf denote w in the ﬁrst and last iterations, respectively, and Tmax is the maximum number of iterations. The
parameters in (5) are often selected as (ws,wf , c1, c2) = (0.9,0.4,2.0,2.0). Moreover, another popular method based on the
same idea, which is called the self-organizing hierarchical PSO with time-varying acceleration coeﬃcients (HPSO-TVAC) [13],
was proposed. In this method, c1 increases and c2 decreases as the iteration proceeds as follows:
c1(t) = (cu − cl) t/Tmax + cl, (6)
c2(t) = (cl − cu) t/Tmax + cu (7)
where cu and cl denote the maximal and minimal values of c1 or c2, respectively. It was shown that cl = 0.5 and cu = 2.5
are appropriate values through numerical experiments. Moreover, in HPSO-TVAC, the inertia term of (1) is removed, namely
w = 0, and if a component of the velocity of a particle is zero, it is reset by randomized value. This technique can accelerate the
convergence of the search, while at the same time, it can avoid being trapped at an undesirable local minimum. It was reported
that the HPSO-TVAC is superior to the PSO-IWA or the original PSO.
On the other hand, recently, other many kinds of PSOs have been improved by exploiting chaotic systems. In this paper, we
focus on these PSOs, and in subsequent sections, we will explain the detail of some models of them.
2.2. Chaotic particle swarm optimization
In the ﬁeld of optimization, chaotic systems have been exploited in some metaheuristic methods to solve global optimization
problems that have a large number of local minima. Those methods search extensively for solutions and avoid being trapped
at an undesirable local minimum by making use of chaotic behaviors, which are expected to ﬁnd a desirable solution within a
practical time. Recently, various PSOs that make use of chaotic systems have been investigated [1,3,8,10]. Most of these methods
use a chaotic sequence generated by a well-known function, such as a logistic function. Alatas et al. used numerical experiments
to demonstrate many kinds of PSO models with chaotic systems called the chaos-embedded PSO algorithms (CEPSOA) for the
benchmark problems [1], where all the combinations of the twelve sorts of updating systems and eight sorts of chaotic maps
were compared. On average, the following model (8) was reported to be superior to the other models for most of the problems,
in which the jth component of the velocity of particle i is updated by
vij(t + 1) := wcvij(t) + cc1s1(t)(gj(t) − xij(t))+cc2s2(t)(pij(t) − xij(t)), (8)
and (3), and its position is updated by (2) and (4) in (SP). Here, s1(t) and s2(t) denote chaotic sequences {uk} that are generated
by a Zaslavskii map deﬁned as
uk+1 = (uk + 400+ 12yk+1) mod (1),
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It was reported that, compared to the standard PSO, these approaches strengthen the diversiﬁcation of the search. However,
since, for any optimization problem, these methods often use only a single kind of function to generate the chaotic sequences,
they are not necessarily suitable for application to many kinds of global optimization problems.
On the other hand, metaheuristic methods exploiting a chaotic system based on the steepest descent method have been
investigated [15,18,20]; these methods normally search for a solution along the steepest descent direction of the objective func-
tion, but they can also execute an extensive search by exploiting the chaotic nature of generated sequences. Most models derive
a chaotic system by transforming the original constraint problem into an unconstrained one with a diffeomorphic function, such
as a sigmoid function, and then applying the steepest descent method with a large step-size to the unconstrained problem, for
which it is well known that the derived system is chaotic if the step-size is suﬃciently large [6]. Besides, there is another method
of generating a chaotic sequence, the gradient model with sinusoidal perturbations (GP) [16]. This method makes use of the prop-
erty that the system derived from the steepest descent method with a perturbation can be chaotic even if the step-size is small.
The GP method works better than do methods with the transformation and a larger step-size [16]. Recently, a combination of the
PSO and GP methods, CPSO-VQO, was proposed [17]. In this PSO, the GP method is applied to virtual quartic objective functions
that are constructed for each particle, and the derived chaotic system then allows particles to search intensively for solutions
around its pbest and the gbest, without being trapped at any local minimum. Moreover, in [17], authors theoretically showed
a suﬃcient condition under which the updating system used in CPSO-VQO is chaotic, and through computational experiments,
demonstrated that CPSO-VQO performs well when applied to some global optimization problems [17]. However, CPSO-VQO still
has some drawbacks. In the next subsection, we give the detail of CPSO-VQO and point out its drawbacks, and in Section 3, we
propose how these can be overcome.
2.3. CPSO-VQO
In this subsection, we introduce the chaotic PSO exploiting a virtual quartic objective function based on the personal and global
best solutions (CPSO-VQO). In this method, each particle searches intensively for a solution around its pbest and the gbest, and
the chaotic nature of its search allows it to avoid being trapped at any local minimum. In this method, each component of the
position of a particle is updated by the chaotic system or the standard updating system, and the system is selected by using the
absolute values of the components of the difference vector between its pbest and the gbest.
First, for particle i at iteration t, the difference vector ri(t) and a set of subscripts Ji(t)⊂ {1, . . . ,n} are deﬁned as
ri(t) := 1
2
(pi(t) − g(t)), (9)
Ji(t) := { j ∈ {1, . . . ,n}||rij(t)| ≥ rmin.}. (10)
where rmin is an appropriate positive constant. Note that J
i(t) is not changed until pi(t) or g(t) is updated. In addition, for a vector
u ∈ Rn, u¯ represents the vector which consists of uj, j ∈ Ji(t). Then, the method for selecting the updating system is summarized
as follows.
If j ∈ Ji(t), then xj(t) is updated by the chaotic system:
(C1) v¯i(t + 1) := wdv¯i(t) + α‖x¯
i(t) − p¯i(t)‖2
2‖r¯i(t)‖2 (g¯(t) − x¯
i(t)) + α‖x¯
i(t) − g¯(t)‖2
2‖r¯i(t)‖2 (p¯
i(t) − x¯i(t)) − ν(ω,g,p)(x¯i(t)),
x¯i(t + 1) := x¯i(t) + v¯i(t + 1),
where ‖ · ‖ denotes the Euclidean norm, and the perturbation term ν(ω,g,p)(x¯) is deﬁned as
ν(ω,g,p)
j
(x¯) := βωi
j
(t) sin
(
ωi
j
(t)
(
x j −
gj(t)+pij(t)
2
))
, (11)
ωij(t) :=
2π
|ri
j
(t)|
⌈
m|ri
j
(t)|
rmin
⌉
, (12)
for any j ∈ Ji(t). Here v denotes the smallest integer not less than v, and m is an appropriate positive integer which gives the
minimum periodicity of the perturbation within |ri
j
(t)|. Then, unlike in (SP) and in order to increase the diversity of the search, v¯i
is not restricted by (3), while x¯i is restricted by (4). Otherwise, if j 	∈ Ji(t), then xi(t) and vi(t) are updated by the standard updating
system (SP). Since there exists at least one particle whose pbest is equal to the gbest, all the components of the position of the
particle are updated by (SP), which guarantees that the detailed search is always performed around the gbest. The system (C1)
can be considered to be a special version of (SP), where randomized numbers r1 and r2 are replaced with 1/2, c1 and c2 are
replaced with α‖x¯i(t) − p¯i(t)‖2/‖r¯i(t)‖2 and α‖x¯i(t) − g¯(t)‖2/‖r¯i(t)‖2, respectively, and, in addition, the perturbation term are
added. Thus, this model can be regarded as an improved PSO.
To simplify the discussion, we deﬁne the terms as follows: The ﬁrst term, the chaotic updating rate at iteration t, is deﬁned
as the rate of the total number of components of positions updated by the chaotic systems at iteration t, to the total number of
components of positions of all particles. The rate can be regarded as an index that represents the diversiﬁcation of the search.
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otherwise, if all components are updated by (SP), it is called a standard particle.
The chaoticity of system (C1) is guaranteed by the property that a system derived by using the steepest descentmethodwith a
perturbation can be chaotic [16], and it is summarized as follows. First, for each particle i at iteration t, the minimization problem
of a virtual quartic function of x¯ ∈ RJi(t):
(VP) min f (i,t)v (x¯) :=
1
‖r¯i(t)‖2 ‖x¯ − p¯
i(t)‖2‖x¯ − g¯(t)‖2,
is introduced, which is constructed by making use of p¯i(t) and g¯(t). The problem (VP) has only two global minima at p¯i(t) and
g¯(t), and has no local minimum. Here, note that f (i,t)v (p¯
i(t)) = f (i,t)v (g¯(t)) = 0, while in most cases, with respect to the original
objective function f(x) of (P), f(pi(t)) 	= f(g(t)). By applying the steepest descent method with the perturbation term (11) to the
virtual objective function f
(i,t)
v , (C1) is obtained, and the inertia term can be added in the same way as (SP).
Moreover, the system (C1) is chaotic under appropriate conditions, as shown in the following theorem.
Theorem 1. Suppose that wd = 0 and positive parameters α, ω, and β satisfy the following inequalities:
αλm ≤ 1
2π2
βω2, (13)
2π ≤ βω2, (14)
where λm is deﬁned by
λm := 2+ 2
m
+ 1
m2
+ √n
(
4
m
+ 2
m2
)
,
and ω denotes the minimal angular frequency of the perturbation, which is given by
ω := 2mπ
rmin
≤ ωij(t), j ∈ Ji(t) for any t, (15)
then the global minima g¯(t) and p¯i(t) of (VP) are snap-back repellers of (C1).
A snap-back repeller is a kind of unstable ﬁxed point, and its existence guarantees that the system (C1) is chaotic in the sense
of Li–Yorke. Then, it is well-known that there are an inﬁnite number of orbits which are repelled by the snap-back repeller but
which are attracted to its neighborhood [12]. Here, note that the selection of ωi
j
(t), j ∈ Ji(t) based on (12) ensures that |ri
j
(t)|
is an integral multiplication of ωi
j
(t), which means that g¯(t) and p¯i(t) of (VP) are snap-back repellers of (C1). In addition, if
|Ji(t)| = n, then gbest g(t) and pbest pi(t) of particle i are also snap-back repellers. Therefore, CPSO-VQO can be expected to
search intensively for solutions around pi(t) or g(t) on the basis of (C1) and (SP), but due to the chaotic nature of its search, it
will not become trapped at a local minimum. Moreover, Theorem 1 gives us the relations between parameters, α, β , and ω for
the chaoticity of (C1) withwd = 0, which also provides a criterion of selecting parameter values in the system (C1) in CPSO-VQO.
Furthermore, it was reported that CPSO-VQO outperforms the existing improved PSOs, such as PSO-IWA and CEPSOA, when
solving certain benchmark optimization problems. In typical trials of CPSO-VQO, the chaotic updating rate is almost equal to one
during the early stages, and as the search progresses, it decreases rapidly to less than 0.1, while the chaotic system (C1) plays an
important role in CPSO-VQO throughout all stages of the search.
However, CPSO-VQO has some drawbacks; there are two diﬃculties in using the chaotic system (C1) for an effective search,
and moreover, in the threshold-based method of selecting the updating system, it is not easy to select an appropriate threshold
value to maintain a balance between the diversiﬁcation and the intensiﬁcation of the search. Therefore, we point out the detail of
these drawbacks in the latter half of this section, and in Section 3, we propose a new chaotic systemwith amodiﬁed perturbation
term and new stochastic methods for selecting the updating system.
The ﬁrst diﬃculty with the chaotic system (C1) is because not only does its bifurcation structure depend on the selection of
(w, α, β , ω), but so does the difference vector r¯i(t) between g¯(t) and p¯i(t). When (C1) is chaotic, there exists a strange attractor
in the neighborhood of each snap-back repeller, g¯(t) or p¯i(t), within which a chaotic particle moves around. Thus, two snap-back
repellers should be included in the same strange attractor so that a chaotic particle searches around g¯(t) and p¯i(t) by using (C1),
and thus, the merging of the two strange attractors is important for an effective search. However, due to the dependence of the
bifurcation structure on the difference vector and the wide variation between the difference vectors of different stages of the
search and different problems, it is diﬃcult to select a set of appropriate parameter values (w, α, β , ω), which can be veriﬁed by
the numerical experiments, as shown below.
Fig. 1 shows the bifurcation diagrams of (C1), where β is varied within [0, 0.01], [0, 0.02], [0, 0.04], or [0, 0.08], and α ∈
{0.05, 0.35}, ω = ω = 15π, r ∈ {1, 4}, and n ∈ {1, 100}. In this ﬁgure, we can see that the gbest and pbest, x = −r and x = r, are
ﬁxed points for a suﬃciently small β , and there exist two strange attractors around the two ﬁxed points if β is small, but they
merge to a single strange attractor at a critical value β . In addition, we can see that the critical value β is very different for
different distances r. Thus, since r varies widely in the process of solving a problem with the CPSO-VQO, it is diﬃcult to select an
appropriate β for the problem, for which a chaotic particle updated by (C1) searches for solutions around the gbest and pbest.
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Fig. 1. Bifurcation diagrams of one- and 100-dimensional (C1) systems.As a countermeasure, a large inertia weight wd of (C1) was selected in [17]; this can reduce the amount of change of the critical
value β that is caused by the variation in r. However, this is not an essential solution because the change remains. In addition,
the existence of the large inertia term makes it diﬃcult to analyze the system (C1).
The chaotic system can also have diﬃculty in updating the position of a particle. Since in CPSO-VQO, ω is selected so that the
gbest and pbest are snap-back repellers of (C1) when wd = 0 and |Ji(t)| = n, as mentioned above, the selection can cause the
following problem. If particle i updates pi(t) or g(t), which means that the current position of the particle is at the ﬁxed point,
910 K. Tatsumi et al. / Applied Mathematics and Computation 269 (2015) 904–929then the particle cannot move until g(t) is updated by another particle. The result can cause the search to stall. Nevertheless,
since wd is selected to be nonzero in CPSO-VQO from the reason mentioned above, almost all particles are able to search for
solutions without becoming trapped, and such a behavior was not observed in the numerical experiments [17]. Since the new
methods proposed in Section 3 select ω so that the snap-back repellers are not equal to the pbest or gbest, and the distances
between them are suﬃciently small, such a diﬃculty does not arise.
Finally, let us discuss the threshold-based method of selecting the updating system. Although it is important to tune the
chaotic updating rate in the CPSO-VQO so that the intensiﬁcation and diversiﬁcation of the search are balanced, the tuning is not
easy. This is because the rate can only be tuned by the selecting a constant threshold value rmin for the difference vector, which
varies widely, as discussed above. Hence, such an indirect control can make it diﬃcult to select an appropriate threshold value.
3. Improved CPSO-VQO
In this section, we ﬁrst propose a new chaotic system by modifying the perturbation term of (C1). We then show a suﬃcient
condition under which the proposed system is chaotic and a suﬃcient condition under which each chaotic particle searches
intensively around its pbest and the gbest. These results can be used for estimating the condition under which a single strange
attractor includes the gbest and pbest. Next, in order to improve CPSO-VQO, we propose newmethods for selecting the standard
updating system or chaotic system for each component of the position of a particle. In addition, we develop the proposed PSO by
introducing techniques of reinitializing the particle’s velocity and accelerating the convergence of the search into the standard
updating system in the similar way to the HPSO-TVAC.
3.1. Modiﬁed chaotic updating system
In this subsection, we focus on a chaotic system for updating the position of a particle i, and suppose that |Ji(t)| = n, which
means that the chaotic system is n-dimensional.
First, for a particle i at iteration t, we propose a modiﬁcation of the perturbation term of the chaotic system (C1) whose the
jth component is given by
ρ(p,g)
j
(x) := −βω|rij(t)| sin
(
ω
|ri
j
(t)|
(
x j −
gj(t) + pij(t)
2
))
, j ∈ Rn,
where the amplitude is proportional to |ri
j
(t)|, the angular frequency is inversely proportional to |ri
j
(t)|, and ω is a positive
constant. Then, the proposed chaotic system is given by
(C2) vi(t + 1) := wdvi(t) − α∇ f (i,t)v (xi(t)) − ρ(p,g)(xi(t)),
xi(t + 1) := xi(t) + vi(t + 1),
and xi(t) is updated by (4), similarly to CPSO-VQO. Themodiﬁcation of the amplitude and angular frequency of (C2) can overcome
the ﬁrst drawback of the system (C1) which was discussed in the previous section. The suﬃcient condition for the modiﬁed
system to be chaotic is independent of ri(t), similarly to the case for (C1), while the condition under which a single strange
attractor includes the gbest and pbest is also independent of ri(t), unlike the case for (C1). They are shown in the theorems of this
section, and numerical experiments of Section 4. Moreover, in the proposed system,ω is selected as the sum of a suﬃciently large
integral multiplication of 2π and a suﬃciently small positive constant, which avoids the second drawback of (C1). This is because
the selection guarantees that the gbest and pbest are not equal to the snap-back repeller of the chaotic system, respectively, and
that the distances between them are suﬃciently small, as shown in the theorems of this section.
Now, we will show the suﬃcient conditions under which system (C2) is chaotic in the sense of Li–Yorke. To prepare this, we
ﬁrst introduce the following notation and theorem. Let us consider a discrete-time system:
x(t + 1) = F(x(t)), (16)
where x(t) ∈ Rn, t = 1,2, . . ., and F is a map from Rn to itself. Let F(p) denote the composition of F with itself p( > 0) times.
The ε-neighborhood Nε(x) of a point x is deﬁned by Nε(x) := {y ∈ Rn| ‖x − y‖ ≤ ε}. Then, we have the following theorem with
respect to chaos in the sense of Li–Yorke [9]:
Theorem 2. (Marotto–Li–Chen Theorem) : Suppose that F(x) is continuously differential on a set X0 ⊂ Rn and z is a ﬁxed point of F,
and that
1. all eigenvalues of ∇F(x) exceed 1 in norm for all x ∈ Nr¯(z) ⊂ X0 for some r¯ > 0;
2. ∇F(x) is symmetric for all x ∈ X0, and there exists a point x0 ∈ Nr¯(z) with x0 	= z, F (m)(x0) = z and det (∇F (m)(x0)) 	= 0 for
some positive integer m.
Then, system (16) is chaotic in the sense of Li–Yorke.
Here, the points z and x0, and the sequence {F(m)(x0)} are called the snap-back repeller, the homoclinic point, and the homo-
clinic orbit of F, respectively. Theorem 2 is an improved version of the original theorem by Marotto [11], which was proved by Li
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systems with the symmetry, and thus we use Theorem 2.
In this subsection, since we will consider a particle i in an interval in which neither pbest pi(t) nor gbest g(t) is updated, in the
following, we will omit the superscript i and t unless it is necessary for clariﬁcation. For example, xi(t), pi(t), and ri(t) are more
simply notated as x(t), p, and r, respectively. We can assume without loss of generality that g(t) + pi(t) = 0 and g(t) < pi(t); then
pbest p and gbest g are equal to r and −r. Furthermore, we will assume that wd = 0 in order to show theoretically the suﬃcient
condition under which (C2) is chaotic. These assumptions are summarized as follows:
Assumption 1.
1. The gbest g(t) and pbest pi(t) of particle i are not updated,
2. The inertia weight wd of (C2) is zero,
3. g(t) + pi(t) = 0 and g(t) < pi(t).
From the deﬁnition of (VP), fv, ∇fv, and ∇2fv are represented by
fv(x) = 1
4‖r‖2 ‖x − r‖
2‖x + r‖2, (17)
∇ fv(x) = 1‖r‖2 ((‖x‖
2 + ‖r‖2)I − 2rr)x, (18)
∇2 fv(x) = 1‖r‖2 (‖x‖
2 + ‖r‖2)I + 2‖r‖2 (xx
 − rr). (19)
Then, we have r > 0 from Assumption 1, and in addition, (C2) can be rewritten as
(Cm) x(t + 1) = h(x(t)) := x(t) − α∇ fv(x(t)) +
⎛
⎜⎝
βr1ω sin
(
ωx1(t)
r1
)
...
βrnω sin
(
ωxn(t)
rn
)
⎞
⎟⎠.
Due to the properties of the proposed perturbation term ρ(p, g)(x), we can derive the following relation for (C2). Since for any
u ∈ R, we have that
h(ur) = (u − α(u2 − 1)u + βω sin (ωu))r,
by deﬁning hs as
hs(u) := u − α(u2 − 1)u + βω sin (ωu),
we obtain
h(l)(ur) = h(l)s (u)r for l = 1, . . . . (20)
Here, we focus on the following one-dimensional system:
(Cs) u(t + 1) = hs(u(t)) = u(t) − α((u(t))2 − 1)u(t) + βω sin (ωu(t)),
and we will show the existence of a homoclinic orbit {u(l)} of (Cs) because the existence of {u(l)} ensures that of homoclinic orbit
{u(l)r} of (Cm), and the chaoticity of (Cm). Now, we deﬁne γ (u) by
γ (u) := (u2 − 1)u. (21)
Then, we obtain
γ ′(u) = 3u2 − 1 (22)
hs(u) = u − αγ (u) + βω sin (ωu), (23)
h′s(u) = 1− αγ ′(u) + βω2 cos (ωu). (24)
Next, let us consider ω, which, on the basis of the above discussion, is selected as the sum of an integral multiplication of 2π
and a small positive constant εc. Although any small constant εc can be used, in this subsection an upper bound, εc ≤ π6 , is added
to simplify the discussion.
Assumption 2. There exists an integerm ≥ 2 such that
2mπ < ω ≤ 2mπ + π
6
. (25)
We now assume the following relations between α, β , γ , and ω, under which we will show that (Cs) and (Cm) are chaotic.
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0 < α ≤ 1, (26)
βω2 ≥ 2
√
3
3
απ + 3π
2
. (27)
Note that the condition (26) in Assumption 3 is naturally derived from the viewpoint that α is the step-size of the steepest
descent method and all eigenvalues of ∇2fv(r) are 2.
Now, we shall introduce some lemmas.
Lemma 1. If Assumption 2 and (26) are satisﬁed, then, for any u ∈ [−1,1], we have
−1 ≤ 1− αγ ′(u) ≤ 2. (28)
Moreover, we have
0 < −αγ
(
2mπ
ω
− u
)
≤ 2α
(
π
6ω
+ u
)
for any u ∈
[
0,
2mπ
ω
)
, (29)
1− α γ ′(v) < 1 for any v ∈
(
(4m − 3)π
2ω
, 1
)
. (30)
Proof. From (22) and (26) in Assumption 3, we can obtain that 0 < α ≤ 1 and −αγ ′(u) has the maximum value at u = 0 and the
minimum value at u = −1 or 1 on [−1,1]. Thus, (28) can be easily shown. Moreover, since we have the inequality (4m−3)π2ω >
7
12 from Assumption 2 and the property that −αγ ′(u) is monotonically decreasing on ( 712 ,1), we can derive that for any
v ∈
(
(4m−3)π
2ω , 1
)
,
1− αγ ′(v) < 1− αγ ′
(
7
12
)
< 1− 0.02α < 1.
On the other hand, since −αγ (u) is concave on [0, 1] and has the minimum value 0 at u = 0 or 1, the inequality 0 < −αγ (u) <
−αγ ′(1)(u − 1) = 2α(1− u) is obtained for any u ∈ (0, 1). Moreover, from Assumption 2, we have 0 < 1− π6ω ≤ 2mπω < 1 and
1−
(
2mπ
ω − u
)
≤ π6ω + u. Therefore, for any u ∈ [0, 2mπω ), the following inequality can be derived:
0 < −αγ
(
2mπ
ω
− u
)
≤ 2α
(
1− 2mπ
ω
+ u
)
≤ 2α
(
π
6ω
+ u
)
.

Then, we can show the existence of ﬁxed points of hs near x = ±1.
Lemma 2. If Assumptions 2 and 3 are satisﬁed, then there exist ﬁxed points of hs in (Cs), z(2m−1), z(2m), and z(−2m), such that
0 <
(2m − 1)π
ω
< z(2m−1) <
(4m − 1)π
2ω
− 0.4
ω
, (31)
(4m − 1)π
2ω
<
2mπ
ω
− π
3ω
< z(2m) <
2mπ
ω
< 1, (32)
−1 < −2mπ
ω
< z(−2m) < −
2mπ
ω
+ π
3ω
< 0. (33)
In addition, for any u ∈ [ 2mπω − π3ω , z(2m)], h′s(u) > 1 holds.
Proof. First, we consider the existence of ﬁxed points z(2m) and z(2m−1) such that (31) and (32). From (23) and (29) in Lemma 1,
we have
hs
(
(2m − 1)π
ω
)
− (2m − 1)π
ω
= −αγ
(
(2m − 1)π
ω
)
> 0,
hs
(
2mπ
ω
)
− 2mπ
ω
= −αγ
(
2mπ
ω
)
> 0.
From (23), (26), and (27) in Assumption 3, (29), and the fact that sin ( − π/2− 0.4) < −8/9, we can derive
hs
(
(4m − 1)π
2ω
− 0.4
ω
)
−
(
(4m − 1)π
2ω
− 0.4
ω
)
= −αγ
(
(4m − 1)π
2ω
− 0.4
ω
)
+ βω sin
(
(4m − 1)π
2
− 0.4
)
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(
π
2ω
+ π
6ω
+ 0.4
ω
)
− 8
9
βω = 8
9ω
(
3
2
απ + 0.9α − βω2
)
<
8
9ω
(
3
2
π + 2
√
3
3
απ − βω2
)
≤ 0.
In addition, in a similar way, we can obtain that
hs
(
2mπ
ω
− π
3ω
)
−
(
2mπ
ω
− π
3ω
)
= −αγ
(
2mπ
ω
− π
3ω
)
+ βω sin
(
2mπ − π
3
)
≤ 2α
(
π
3ω
+ π
6ω
)
−
√
3
2
βω <
√
3
2ω
(
2
√
3
3
απ − βω2
)
< 0.
Then, since hs is continuous, there exist ﬁxed points z(2m−1) and z(2m) of hs such that (31) and (32). Furthermore, since the function
hs is odd, the existence of z(−2m) satisfying (33) can be shown in a similar way as was done for z(2m).
Moreover, from (27), (28) in Lemma 1, (31) and (32) in Lemma 2, and a property of the cosine function, for any u ∈[
2mπ
ω − π3ω , z(2m)
]
⊂
[
2mπ
ω − π3ω , 2mπω + π3ω
]
, we have
h′s(u) = 1− αγ ′(u) + βω2 cos (ωu) ≥ −1+
3π
2
cos
(
2mπ − π
3
)
= −1+ 3π
2
cos
(
2mπ + π
3
)
= −1+ 3π
4
> 1.

Lemma 3. If Assumptions 2 and 3 are satisﬁed, then for any ε > 0, there exist an integer lˆ ≥ 2 and a point u0 ∈ Nε(z(2m)) such that
h(lˆ)s (u
0) = z(2m), u0 	= z(2m), (34)
h(lˆ−1)s (u
0) ∈
(
(4m − 3)π
2ω
+ 0.4
ω
, z(2m−1)
)
, (35)
h(l)s (u
0) ∈
(
2mπ
ω
− π
3ω
, z(2m)
)
for any l = 0, . . . , lˆ − 2. (36)
Proof. First, we show that there exists a point
η ∈
(
(4m − 3)π
2ω
+ 0.4
ω
, z(2m−1)
)
such that hs(η) = z(2m). (37)
Now, from (23), (27) in Assumption 3, (29) in Lemma 1, (31) and (32) in Lemma 2, and the fact that sin (π/2+ 0.4) > 0.92, we
obtain
hs(z(2m−1)) = z(2m−1) < z(2m),
hs
(
(4m − 3)π
2ω
+ 0.4
ω
)
>
(4m − 3)π
2ω
+ 0.4
ω
+ βω sin
(
(4m − 3)π
2
+ 0.4
)
>
(4m − 3)π
2ω
+ 0.4
ω
+ 3π
2ω
· 0.92
>
2mπ
ω
> z(2m).
Then, by using the continuity of hs, we can show the existence of a point η satisfying (37).
Secondly, we show that there exists a point
ξ ∈
(
2mπ
ω
− π
3ω
, z(2m)
)
such that hs(ξ) = η. (38)
From (31), (32), and (37), we have
hs(z(2m)) = z(2m) > z(2m−1) > η,
and from (23), (27), (29), and (37), we can derive the inequality
hs
(
2mπ
ω
− π
3ω
)
≤ 2mπ
ω
− π
3ω
+ 2α
(
π
3ω
+ π
6ω
)
+ βω sin
(
2mπ − π
3
)
= 2mπ
ω
− π
3ω
+
√
3
2ω
(
2
√
3απ
3
− βω2
)
≤ 2mπ
ω
− π
3ω
− 3
√
3π
4ω
<
(4m − 3)π
2ω
< η,
which means that there exists a points ξ satisfying (38).
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h−1s (u) is unique on the interval. In addition, by making use of the boundedness of h′s on the interval, we can easily verify
that (h−1s )(l)(ξ) ∈( 2mπω − π3ω , z(2m)) and (h−1s )(l)(ξ) 	= z(2m) for any l = 1, . . . , and liml→∞ (h−1s )(l)(ξ) = z(2m). Therefore, for any
ε > 0, if we select a suﬃciently large integer l and u0 := (h−1s )(l)(ξ), then u0 satisﬁes the properties that z(2m) 	= u0 ∈ Nε(z(2m)),
h
(l+2)
s (u
0) = z(2m), h(l+1)s (u0) = η ∈( (4m−3)π2ω + 0.4ω , z(2m−1)), and h
(k)
s (u
0) ∈( 2mπω − π3ω , z(2m)), k = 0, . . . , l. Thus, by deﬁning
lˆ := l + 2, we have shown the results of this lemma. 
Lemma 4. If Assumptions 2 and 3 are satisﬁed, then ∇h(ur) is nonsingular for any u ∈ ( (4m−3)π2ω + 0.4ω , z(2m−1)), and all eigenvalue
of ∇h(ur) are greater than 1 for any u ∈ ( 2mπω − π3ω , z(2m)].
Proof. First, we show that
1+ βω2 cos (ωu) < 0 for any u ∈
(
(4m − 3)π
2ω
+ 0.4
ω
, z(2m−1)
)
(39)
and
−1+ βω2 cos (ωu) > 1 for any u ∈
(
2mπ
ω
− π
3ω
, z(2m)
]
. (40)
Since we have the inequality z(2m−1) <
(4m−1)π
2ω − 0.4ω from (31) in Lemma 2, and the cosine function is convex on [ (4m−3)π2 +
0.4, (4m−1)π2 − 0.4], the function has the maximum value at (4m−3)π2 + 0.4 on [ (4m−3)π2 + 0.4, ωz(2m−1)]. In addition, from (27) in
Assumption 3 and the inequality cos ( − 3π2 + 0.4) < −0.3, we can derive that βω2 cos ( (4m−3)π2 + 0.4) < − 3π2 · 0.3 < −1, which
means that (39) holds. Similarly, since the cosine function is monotonically increasing on ( 2mπω − π3ω , z(2m)] and (27), we obtain
the inequality βω2 cos (2mπ − π3 ) > 3π4 > 2, and thus (40) holds.
Next, let us consider the eigenvalues of the matrix ∇h, which are represented by
∇h(x) = I − α∇2 fv(x) + diag
{
βω2 cos
(
ωx1
r1
)
, . . . , βω2 cos
(
ωxn
rn
)}
, (41)
from the deﬁnitions of h(x) and (Cm). Now, since the eigenvalue of the matrix rr/‖r‖2 is 0 or 1, and by using (19), ∇2fv(ur) can
be represented by
∇2 fv(ur) = (u2 + 1)I + 2(u
2 − 1)
‖r‖2 rr
,
for any u ∈ [0, 1], the eigenvalue of ∇2fv(ur) is u2 + 1 or 3u2 − 1. Then, since all the components of r are positive, and (41), we
obtain
∇h(ur) = (1+ βω2 cos (ωu))I − α∇2 fv(ru). (42)
Therefore, from (30) in Lemma 1 and (39), for any u ∈ ( (4m−3)π2ω + 0.4ω , z(2m−1)),
1+ βω2 cos (ωu) − αmin{u2 + 1,3u2 − 1} < 1+ βω2 cos (ωu) − α(3u2 − 1)
< 1+ βω2 cos (ωu) < 0,
which, together with (42), yields that all eigenvalues of ∇h(ur) are negative for any u ∈ ( (4m−3)π2ω + 0.4ω , z(2m−1)). Similarly, from
(26) in Assumption 3 and (40), we have that
1+ βω2 cos (ωu) − αmax{u2 + 1,3u2 − 1} > −1+ βω2 cos (ωu) > 1,
for any u ∈ ( 2mπω − π3ω , z(2m)]. Therefore, all eigenvalues of ∇h(ur) are greater than one on the interval. 
Now, we can show the existence of the snap-back repellers of h.
Theorem 3. If Assumptions 2 and 3 are satisﬁed, then the ﬁxed points z(2m)r and z(−2m)r are snap-back repellers of h in (Cm).
Proof. Relation (20) and Lemma 2 yield that h(z(2m)r) = hs(z(2m))r = z(2m)r, which means that z(2m)r is a ﬁxed point of h. Next,
we show that for the point u0 ∈ Nε(z(2m)) shown in Lemma 3, u0r is a homoclinic point of h. From (20) and Lemma 3, we have that
x0 := u0r 	= z(2m)r and that for any ε > 0, there exists an integer lˆ > 1 such that u0 ∈Nε(z(2m)) and h(lˆ)(x0) = h(lˆ)(u0r) = h(lˆ)s (u0)r =
z(2m)r. In addition, since Lemma 4 means that all the absolute values of the eigenvalues of ∇h(z(2m)r) are greater than 1,
by selecting ε as a suﬃciently small positive constant and deﬁning r¯ := ε‖r‖, we obtain that x0 = u0r ∈ Nr¯(z(2m)r) and all the
absolute values of the eigenvalues of ∇h(x) are also greater than 1 for any x ∈ Nr¯(z(2m)r). Moreover, from Lemma 4, we have that
∇h(ur) is nonsingular for any u ∈ ( 2mπω − π3ω , z(2m))∪ ( (4m−3)π2ω + 0.4ω , z(2m−1)), which, together with (35) and (36) in Lemma 3,
guarantees that∇h(x) is nonsingular at any points h(l)(x0), l = 0, . . . , lˆ − 1. The results indicate that∇h(lˆ)(x0) is also nonsingular.
Now, since all conditions of Theorem 2 are satisﬁed, z(2m)r is a snap-back repeller of (Cm), and furthermore, in a similar way,
we can show that z(−2m)r is also a snap-back repeller of (Cm). 
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g(t) < z(i,g) < g(t) + π
2ω
ri(t), (43)
pi(t) − π
2ω
ri(t) < z(i,p) < pi(t). (44)
Proof. Since (Cm) is equivalent to (C2) under Assumption 1, the snap-back repellers z(i,p) := z(2m)ri(t) and z(i,g) := z(−2m)ri(t) of
(Cm) are snap-back repellers of (C2). Then, since pi(t) = ri(t), and we have that 2mπω − π3ω < z(2m) < 2mπω and 1− π6ω ≤ 2mπω < 1
from (25) in Assumption 2 and (32) in Lemma 2, the inequality (44) is derived. In a similar way, (43) can also be derived. 
Corollary 1means that (C2) has snap-back repellers z(i,g) and z(i,p) close to the gbest and pbest, respectively, and the distances
between them are small if ω is suﬃciently large. Moreover, if the upper bound of εc is set to be smaller than
π
6 in Assumption 2,
the distances become even smaller. Therefore, if (α, β ,ω) satisfy the inequalities (26) and (27) in Assumption 3, a chaotic particle,
which is updated by (C2), searches for a solution around its pbest or the gbest without being trapped.
Next, we would like to consider the condition under which two strange attractors, including snap-back repellers, merge to
form a single one. However, since it is diﬃcult to derive the strict condition of merging, alternatively, we discuss a suﬃcient
condition under which there exists a path between these two strange attractors, which is a necessary condition for merging.
Now, we suppose the following assumption instead of Assumption 3.
Assumption 4. Suppose that positive parameters α, β , and ω satisfy the following inequalities:
0 < α ≤ 1, (45)
βω ≥ 2
√
3
9
α + 2π
ω
+ 0.33
ω
. (46)
Here, note that if (25) in Assumption 2, (45), and (46) are satisﬁed, then all the inequalities in Assumption 3, (26), and (27)
hold. Therefore, under Assumptions 2 and 4, Lemmas 1–4 and Theorem 3 hold. Then, as in Theorem 3, by showing the existence
of an orbit in (Cs), we will prove that an orbit between the neighborhoods of two snap-back repellers of (Cm) exists under
Assumptions 2 and 4. First, we will present some lemmas.
Lemma 5. If (45) of Assumption 4 is satisﬁed, then
0 < −αγ (u) ≤ 2
√
3
9
α for any u ∈ (0,1), (47)
−2
√
3
9
α ≤ −αγ (u) < 0 for any u ∈ ( − 1,0). (48)
Proof. From (21) and (45) in Assumption 4, we have that −αγ (u) has the maximum value at u = 1/√3 and the minimum value
at u = 0 or 1 on [0, 1], and γ (u) = −γ ( − u). Therefore, we can obtain (47) and (48). 
Lemma 6. If Assumptions 2 and 4 are satisﬁed, then there exist ﬁxed points z(0), z(−2k), z(−2k+1), z(2k−1), and z(2k) of hs, k = 1, . . . ,m,
in (Cs) such that
z(0) = 0 <
(2k − 1)π
ω
< z(2k−1) <
(4k − 1)π
2ω
< z(2k) <
2kπ
ω
, (49)
−2kπ
ω
< z(−2k) <
( − 4k + 1)π
2ω
< z(−2k+1) <
( − 2k + 1)π
ω
< 0. (50)
Proof. First, it is obvious that hs(z(0)) = 0 = z(0) because of the deﬁnition (23) of hs. Secondly, we show the existence of other
ﬁxed points such that (49). From (46) in Assumption 4 and (47) in Lemma 5, for k = 1, . . . ,m, we have the inequalities hs( 2kπω ) −
2kπ
ω = −αγ ( 2kπω ) > 0, hs( (2k−1)πω ) − (2k−1)πω = −αγ ( (2k−1)πω ) > 0, and hs( (4k−1)π2ω ) − (4k−1)π2ω = −αγ ( (4k−1)π2ω ) − βω ≤ 2
√
3
9 α −
βω < 0. Here, since hs is continuous, there exist ﬁxed points z(2k−1) and z(2k) of hs such that (49) for k = 1, . . . ,m. Thirdly, since
hs is odd, by using (46) in Assumption 4 and (48) in Lemma 5, we can easily show the existence of ﬁxed points z(−2k+1) and z(−2k)
of hs such that (50), for k = 1, . . . ,m. 
Lemma 7. If Assumptions 2 and 4 are satisﬁed, then there exist minimal pointsμ(k) andμ(−k) of hs for k = 1, . . . ,m in (Cs) such that
(2k − 1)π
ω
< z(2k−1) < μ(k) < z(2k) <
2kπ
ω
, (51)
z(−2k+1) <
( − 2k + 1)π
ω
< μ(−k) <
( − 2k + 2)π
ω
< z(−2k+2). (52)
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μ(k) >
(4k − 1)π
2ω
− 0.33
ω
, (53)
μ(−k) >
( − 4k + 3)π
2ω
− 0.33
ω
. (54)
Proof. From (49) in Lemma 6, we obtain that cos (ωz(2k−1)) < 0 and cos (ωz(2k)) > 0, k = 1, . . . ,m. In addition, z(2k−1) and z(2k)
are ﬁxed points, hs(z(2k−1)) = z(2k−1) and hs(z(2k)) = z(2k), and we have relation (23), which yields
−αγ (z(2k−1)) + βω sin (ωz(2k−1)) = 0 and − αγ (z(2k)) + βω sin (ωz(2k)) = 0.
Then, from (46) and (47) in Lemma 5, we can derive the relations for k = 1, . . . ,m:
βω2 cos (ωz(2k−1)) = −
√
(βω2)2 − (αωγ (z(2k−1)))2 < −
(
βω2 − 2
√
3αω
9
)
≤ −(2π + 0.33),
and similarly, we can obtain
βω2 cos (ωz(2k)) > 2π + 0.33 for k = 1, . . . ,m.
Thus, from (24) and (28) in Lemma 1, we ﬁnally obtain inequalities:
h′s(z(2k−1)) = 1− αγ ′(z(2k−1)) + βω2 cos (ωz(2k−1)) < 2− (2π + 0.33) < 0,
h′s(z(2k)) = 1− αγ ′(z(2k)) + βω2 cos (ωz(2k)) > −1+ (2π + 0.33) > 0,
which, together with the continuity of h′s, means that there exist minimal points μ(k) for k = 1, . . . ,m such that (51) holds and
h′s(μ(k)) = 1− αγ ′(μ(k)) + βω2 cos (ωμ(k)) = 0. (55)
Similarly, we can show that there exist minimal points μ(−k) for k = 1, . . . ,m such that (52).
Next, we show inequality (53). First, (51) means that
0 < ωμ(k) − (2k − 1)π < π. (56)
In addition, from (28) in Lemma 1, (55), and a property of the cosine function, we have
cos (ωμ(k) − (2k − 1)π) = − cos (ωμ(k)) =
1
βω2
(1− αγ ′(μ(k))) ≤
2
βω2
. (57)
Then, (46) in Assumption 4, (56), (57), and the monotonic decreasing of the arccosine function yield that
ωμ(k) − (2k − 1)π ≥ arccos
(
2
βω2
)
> arccos
(
1
π
)
.
Therefore, from the relation that arccos (1/π) > π/2− 0.33, the following inequality is obtained:
μ(k) >
2kπ
ω
− π
ω
+ 1
ω
arccos
(
1
π
)
>
(4k − 1)π
2ω
− 0.33
ω
, k = 1, . . . ,m.
In a similar way, we can derive inequality (54). 
Theorem 4. If Assumptions 2 and 4 are satisﬁed, then there exists a point vr ∈ ∏ni=1 (μ(m)ri, z(2m)ri) such that h(2m)(vr) = z(−2m)r
in (Cs).
Proof. We show that there exists a point v ∈ (μ(m), z(2m)) such that h(2m)s (v) = z(−2m). Then, the result of this lemma is obtained
from (20).
First, we prove that for any k = 2, . . . ,m and for any x ∈ (μ(k−1), z(2k−2)), there exists at least one point y ∈ (μ(k), z(2k)) such
that hs(y) = x, and for any x ∈ (μ(−1), z(0)), there exists at least one point y ∈ (μ(1), z(2)) such that hs(y) = x. Now, since for
any k = 1, . . . ,m, hs(z(2k)) = z(2k) > z(2k−2), and from (23), (46) in Assumption 4, (47) in Lemma 5, (53) in Lemma 7, and the
minimality of μ(k), we can derive the following inequality:
hs(μ(k)) ≤ hs
(
(4k − 1)π
2ω
)
= (4k − 1)π
2ω
− αγ
(
(4k − 1)π
2ω
)
− βω
≤ (4k − 1)π
2ω
+ 2
√
3
9
α − βω ≤ (4(k − 1) − 1)π
2ω
− 0.33
ω
< μ(k−1), k = 2, . . . ,m.
In addition, when k = 1, from (54) in Lemma 7, we have that
hs(μ(1)) ≤ −
π
2ω
− 0.33
ω
< μ(−1).
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we can prove the above statement from the continuity of hs.
Secondly, we show that for any k = 1, . . . ,m − 1 and for any x ∈ (μ(−k−1), z(−2k)), there exists at least one point y ∈
(μ(−k), z(−2k+2)) such that hs(y) = x. Here, since for any k = 1, . . . ,m − 1, we have that hs(z(−2k+2)) = z(−2k+2) > z(−2k), and,
from (23), (46), (48) in Lemma 5, (52) and (54) in Lemma 7, and the minimality of μ(−k), we can derive the inequality:
hs(μ(−k)) ≤ hs
(
( − 4k + 3)π
2ω
)
= ( − 4k + 3)π
2ω
− αγ
(
( − 4k + 3)π
2ω
)
− βω
≤ ( − 4k + 3)π
2ω
− βω ≤ ( − 4(k + 1) + 3)π
2ω
− 0.33
ω
< μ(−k−1) < z(−2k), k = 1, . . . ,m. (58)
Thus, we can show the above statement.
Thirdly, we prove the existence of a point y ∈ (μ(−m), z(−2m+2)) such that hs(y) = z(−2m). From (58), we obtain hs(μ(−m)) <
z(−2m), and in addition, we have hs(z(−2m+2)) = z(−2m+2) > z(−2m). Thus, there exists a point y satisfying the above conditions.
Finally, by making use of the results shown above, we can show that there exists a point v ∈ (μ(m), z(2m)) such that h(2m)s (v) =
z(−2m). 
Finally, we can show the following corollary about (C2).
Corollary 2. If Assumptions 1, 2 and 4 are satisﬁed for particle i, then there exist points
ζ (i,p) ∈
(
z(i,p) −
(
π
2ω
+ 0.33
ω
)
ri(t), z(i,p)
)
and ζ (i,g) ∈
(
z(i,g), z(i,g) +
(
π
2ω
+ 0.33
ω
)
ri(t)
)
in (C2) such that
h(2m)(ζ (i,p)) = z(i,g) (59)
and
h(2m)(ζ (i,g)) = z(i,p). (60)
Proof. By applying Corollary 1 and Theorem 4, there exists a point ζ (i, p) := vri(t) ∈ (μ(m)ri(t), z(i, p)) that satisﬁes (59). In ad-
dition, since pi(t) = ri(t), 2mπω > z(2m) and μ(m) > (4m−1)π2ω − 0.33ω from Assumption 1, (32) in Lemma 2, and (53) in Lemma 7,
we can obtain that ζ (i, p) ∈ (z(i,p) − ( π2ω + 0.33ω )ri(t), z(i,p)). Furthermore, since hs(u) is odd, the existence of ζ (i, g) can be shown
similarly. 
Corollary 2 guarantees that, for a suﬃciently large ω, there exists an orbit which starts in the neighborhood of pi(t) and ends
in that of g(t), and that its reverse orbit also exists, and that these are both orbits between two strange attractors including
the respective snap-back repellers. Here, we note that although the result shows a suﬃcient condition for the existence of this
kind of orbit, it is only a necessary condition for the merging of two strange attractors, which is also veriﬁed in the numerical
experiments of Section 4.1. However, the results can be used to narrow down the range of parameter values in (C2) at which two
strange attractors merge, and thus it is useful for selecting parameter values for an effective search. Moreover, in Theorems 3
and 4, and Corollaries 1 and 2, we proved the chaoticity of (C2) and (Cm) and the existence of an orbit between two strange
attractors by making use of the properties of a one-dimensional system (Cs), and thus none of the conditions in Assumptions 2–4
includes ri(t). The fact indicates that the bifurcation structures of (C2) and (Cm) and their critical β values are independent of the
difference vector, which is also veriﬁed in the numerical experiments of Section 4.1.
Finally, we can conclude that the proposed chaotic system (C2) overcomes all the drawbacks of (C1) that were pointed out in
Section 2.3.
3.2. PSO models with the proposed chaotic system
In this subsection, we discuss the PSO models that use (SP) and the modiﬁed chaotic system (C2), and propose two kinds of
methods for selecting the updating system. The ﬁrst method is similar to the method used in the CPSO-VQO: If for particle i,
|ri
j
(t)| ≥ rmin holds, then the jth components, xij and vij, of its position and velocity are updated by the chaotic system (C2) and
(4); otherwise, they are updated by the standard updating system (SP). This model is called the PSO with threshold-based selection
for perturbation-based chaotic updating system (PSO-TPC). Note that in this model, rmin is simply used as a threshold for selecting
the updating system, and thus there is no relation between rmin and ω, unlike the relations (12) and (15) in CPSO-VQO. This
model is summarized as follows:
PSO-TPC
Step 0. Set t := 0. For each particle i ∈ Ip, randomly set an initial position xi(0) and an initial velocity vi(0). Calculate pi(0), i ∈ Ip,
and g(0).
Step 1. If t = 0 or g(t) was updated at the previous step, then Ji(t) is updated by (10) for all i ∈ Ip. Otherwise, for all i ∈ Ip such
that pi(t) was updated by (10) at the previous step, Ji(t) is updated.
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j
(t) and xi
j
(t) by using (C2) and (4),
and for any other j, update vi
j
(t) and xi
j
(t) by using (SP).
Step 3. For all i ∈ Ip, calculate f (xi(t + 1)). If f (xi(t + 1)) < f (pi(t)), then update pbest pi(t + 1) := xi(t + 1). Otherwise,
pi(t + 1) := pi(t). In addition, if there exists an i such that f (pi(t + 1)) < f (g(t)), then update gbest
g(t + 1) := pi(t + 1). Otherwise, g(t + 1) := g(t).
Step 4. If t = Tmax, then terminate. Otherwise, t = t + 1, and go to Step 1.
In PSO-TPC, the chaotic updating rate is also controlled indirectly by selecting a constant threshold in the similar way as in
CPSO-VQO. Hence, it can be also diﬃcult to select an appropriate threshold rmin for any problems due to the variation of r
i(t).
Therefore, we propose a new method that selects stochastically the updating system on the basis of the ratio of |ri
j
(t)| to
max j |rij(t)|, j = 1, . . . ,n for each particle i. The PSO using the proposed selectionmethod is called the PSOwith stochastic selection
for perturbation-based chaotic updating system (PSO-SPC). In PSO-SPC, if |ri
j
(t)| for a particle i is less than a suﬃciently small
positive constant ε0, then x
i
j
(t) is always updated by (SP) because a chaotic search is not necessary when the distance between
pi
j
(t) and gj(t) is suﬃciently small. Here, note that ε0 is used for a different purpose from that for which rmin is used in CPSO-
VQO, and thus it is set to be considerably smaller than rmin . Now, we introduce a stochastic selection method. If either the gbest
or the pbest of a particle i is changed at iteration t − 1, then at iteration t, the updating systems for all the components of its
position are selected; the jth components of xi(t) and vi(t) such that |ri
j
(t)| ≥ ε0 are updated by the chaotic system (C2) and (4)
with probability
Pij(t) := min
{
1,
|ri
j
(t)|
max j |rij(t)|
σ
}
, (61)
where σ is a positive constant. Namely, the standard updating system (SP) is selected with the probability 1 − Pi
j
(t). Note that
when the proposed method selects the updating systems for particle i, it makes use of only the relations between components of
its difference vector ri(t). Thus, the method can control the chaotic updating rate more explicitly, and it can keep the rate within
a certain range by the constant σ , independently to the variation of ri(t). Therefore, we can expect that it will be easier to select
an appropriate σ than a suitable rmin for an effective search.
In addition, this method reselects the updating systems as follows. Once the updating system of each component of the
position of a particle is selected, the selection is normally not changed until the gbest or pbest is updated. However, if the selected
updating systems for the particle are kept the same for Tu successive iterations, then the updating systems are selected again
with probability (61) for all components of its position. The reselection is performed to avoid the following undesirable behavior
of a particle. In this method, there is a possibility that the chaotic updating systems are selected for only a few components of
the position of a particle i, even though most of |ri
j
(t)|, j = 1, . . . ,n are not too smaller than max j |rij(t)|, and moreover, that
neither its pbest nor the gbest is updated during a large number of iterations. Since in this case, the diversity of the search can
be reduced, the reselection is added to the proposed stochastic method.
Furthermore, we modify the PSO-SPC, which varies σ in (61) as the iteration progresses. The modiﬁed model is called the PSO
with stochastic selection and decreasing chaotic updating rate for perturbation-based chaotic updating system (PSO-SDPC). Since in
[17] it was reported that the diversity of the search was more signiﬁcant during the early stages in the numerical experiments
for CPSO-VQO, in this model, the initial value of σ (t) is set to be large and is decreased exponentially, as follows:
σ(t) = σs exp
(−cdt
Tmax
)
+ σ f , (62)
where Tmax denotes the maximum number of iterations, σ s and σ f are the initial and ﬁnal values of σ (t), respectively, and cd is
constant that are used to adjust the decreasing rate of σ (t). The proposed model with a varying σ (t) can be expected to maintain
a more suitable balance between the diversiﬁcation and intensiﬁcation at each stage of the search.
Finally, we develop the proposed PSOs by introducing techniques of reinitializing the particle’s velocity and accelerating the
convergence of the search for the standard updating system (SP) used in the proposed PSOs. Since (SP) is the same system
used in the original PSO, it has the same drawbacks. Thus, we strengthen mainly the intensiﬁcation ability of (SP) because the
diversiﬁcation can be achieved to a considerable degree by using the chaotic updating system. We set w = 0 in (SP), and if the
absolute value of jth component of the velocity of a particle i is suﬃciently small, |vi
j
(t)| < εR, then vij(t) is reset by a randomized
number uniformly selected from ( −Vmax,Vmax) to avoid being trapped at undesirable local minimum similarly to HPSO-TVAC
[13]. However, c1 and c2 are set to be constants such that c1 > >c2, which is more simple than HPSO-TVAC. Therefore, we can
expect to accelerate the convergence to the gbest. Through numerical experiments, we selected them such as c1 = 1.494 and
c2 = 0.3. The system (1)–(4) with w = 0 and the reinitialization and acceleration techniques, is called the improved standard
updating system (ISP). The PSO-SPC and PSO-SDPC with (ISP) and (C2) are called the improved PSO-SPC (IPSO-SPC) and improved
PSO-SDPC (IPSO-SDPC), respectively. As a result, IPSO-SPC and IPSO-SDPC can be expected tomaintain a suitable balance between
the diversiﬁcation and intensiﬁcation at each stage of the search.
The PSO-SPC, PSO-SDPC, IPSO-SPC and IPSO-SDPC can be summarized as follows, where tis denotes the number of successive
iterations at which the position of particle i is updated by the same updating systems, and I(t) denotes the set of particle numbers
for which the updating systems are selected at iteration t.
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Fig. 2. Bifurcation diagrams of one- and 100-dimensional (C2) systems.PSO-SPC, PSO-SDPC, IPSO-SPC and IPSO-SDPC
Step 0. Set t := 0 and tis := 0 for all i ∈ Ip. For each particle i ∈ Ip, randomly set an initial position xi(0) and an initial velocity vi(0)
randomly. Calculate pi(0), i ∈ Ip, and g(0).
Step 1. If t = 0 or g(t) was updated at t − 1, then I(t) := Ip and tis := 0 for all i ∈ I(t). Otherwise, update I(t) as follows:
I(t) := {i ∈ Ip | tis ≥ Tu or pi(t) is updated at t − 1},
and tis := 0 for all i ∈ I(t) and tis := tis + 1 for any other i. Ji(t) is determined by using Pij(t) for all i ∈ I(t).
Step 2. Update σ (t) by using (62) in PSO-SDPC or IPSO-SDPC. All vi
j
(t) and xi
j
(t) such that |ri
j
(t)| ≥ ε0 and j ∈ Ji(t) for all i ∈ Ip
are updated by using (C2) and (4). The others are updated by using (SP) in PSO-SPC and PSO-SDPC, and updated by using
(ISP) in IPSO-SPC and IPSO-SDPC,
Step 3. For all i ∈ Ip, calculate f (xi(t + 1)). If f (xi(t + 1)) < f (pi(t)), then update pbest pi(t + 1) := xi(t + 1). Otherwise,
pi(t + 1) := pi(t). In addition, if there exists an i such that f (pi(t + 1)) < f (g(t)), then update gbest
g(t + 1) := pi(t + 1). Otherwise, g(t + 1) := g(t).
Step 4. If t = Tmax, then terminate. Otherwise, t = t + 1, and go to Step 1.
4. Numerical experiments
4.1. Bifurcation diagram of the proposed system
In this subsection, we ﬁrst evaluate the bifurcation diagrams of the system (C2), where β is varied within [0, 0.0035] or
[0, 0.01],wd = 0, ω = 30.001π, α = 0.45, n ∈ {1, 100}, and r ∈ {1, 4}, as shown in Fig. 2. Fig. 2(a), (b), and (c) show the bifurcation
diagrams of one-dimensional systems with r = 1 or r = 4, and Fig. 2(c) is a magniﬁcation of Fig. 2(b) within the partial interval
[0, 0.0035]. Fig. 2(d) shows a diagram of the component x of the 100-dimensional system with r = 1. In these ﬁgures, we can1
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Fig. 3. Critical β for (C2) for each pair (α, ω).see a bifurcation structure similar to that of (C1), which also does not depend on n similarly to that of (C1). We can also observe
that, unlike (C1), the bifurcation structure does not depend on r, and that the critical β in (C2) is almost the same for different r.
The results mean that the drawback of (C1) is overcome. Moreover, Fig. 2(c) shows that there exists an orbit between two strange
attractors around β = 0.002582, which coincides with (46) in Assumption 4. On the other hand, the two strange attractors do
not merge to become one near β = 0.002582, which means that the condition is just a necessary condition for merging.
Next, we evaluate the critical β of a 100-dimensional system (C2) with wd ∈ {0.0, 0.5} for each pair (α,ω) ∈
{0.1,0.2, . . . ,0.8} × {10.001π,20.001π, . . . ,80.001π}, as shown in Fig. 3. Here, note that since it is diﬃcult to determine the
critical β accurately even when using the bifurcation diagram, it can be only roughly estimated; we increased β gradually from
a small value, and at each β , we updated some points x ∈ Rn from different initial points selected randomly, during a suﬃcient
number of iterations, by using (C2) with several β¯ ∈ [β − δ, β + δ], where δ was a suﬃciently small constant. If a certain number
of points were observed at each β¯ ∈ [β − δ, β + δ] within a certain distance of zero, then the β was regarded as critical.
Fig. 3 (a) shows the estimated critical β of (C2) when wd = 0, where the graph of the critical β is symmetric and its value
is the largest at α = 0.5. This result can be explained as follows: Since we have ∇2 fv(r) = ∇2 fv( − r) = (1− 2α)I from (19), the
absolute value of the eigenvalue of ∇2fv(r) or ∇2 fv( − r) is the smallest at α = 0.5. Thus, the largest critical values are needed
to widen the sizes of the strange attractors suﬃciently for merging. On the other hand, when wd 	= 0, as shown in Fig. 3(b),
the critical β generally increases as α increases, which is because the mean movement distance of particles is larger than that
when wd = 0, due to the inertia term. These results enable us to narrow down the range for the parameter β in (C2) for use in
the proposed PSOs: If β is considerably larger than the critical value, the perturbation with a too large amplitude may obstruct
the detailed search, while if β is considerably smaller than the critical value, the particle will move around only one of the two
snap-back repellers, even if (C2) is chaotic. Since these two cases will not produce an effective search, it is rational to select α and
β for the proposed PSOs from the region close to the critical values given by Fig. 3. In addition, since these results do not depend
on n or r, the above discussion is valid for any dimensional system (C2).
4.2. Application to benchmark problems
In this subsection, we show the results of numerical experiments in which the standard PSO (PSO), the four existing improved
PSOs, PSO-IWA, CEPSOA [1], CPSO-VQO [17] andHPSO-TVAC [13], and the ﬁve proposed PSOs, PSO-TPC, PSO-SPC, PSO-SDPC, IPSO-
SPC and IPSO-SDPC, were applied to the following 50, 200, and 400-dimensional benchmark problems: Rastrigin, Rosenbrock,
Griewank, Levy No. 5, 2n-minima, and Schwefel functions. They are shown in Table 1, and their optimal values are all zero. In the
nine PSOs, the number of particles was 80, and the maximum numbers of iterations Tmax were set to be 5000, 20000, and 40000
for the 50, 200, and 400-dimensional problems, respectively.
For the standard PSO, we used (w, c1, c2) =(0.729, 1.494, 1.494), as suggested in [5]. These values were also used for the
standard updating system (SP) used in CPSO-VQO, PSO-TPC, PSO-SPC, and PSO-SDPC. For HPSO-TVAC, we set (cu, cl) = (2.5,0.5)
based on the paper [13]. For CPSO-VQO, we used (wd, α, β , m, rmin , dF) =(0.9, 0.35, 0.045, 30, 4.0, 40.0), as shown in [17], where
the width of the rectangular feasible region of each problem in Table 1 is scaled into the same constant dF. For the other PSOs,
we carried out preparatory experiments in order to select appropriate values. We selected (ws,wf, c1, c2) = (0.7,0.2,2.0,2.0) for
PSO-IWA, which were more appropriate parameter values for high-dimensional problems than those recommended in papers
[5], and we selected (wc, cc
1
, cc
2
) = (0.5,2.0,2.0) for CEPSOA. In addition, for PSO-TPC, we selected (wd, α, β , ω, rmin , dF) =
(0.5,0.45,0.005,30.001π,2.0,40.0) and we used (wd, α, β , ω, σ )= (0.0,0.1,0.002, 80.001π , 0.1) for PSO-SPC, (wd, α, β , ω,
cd, σ s, σ f) = (0.0,0.15,0.002,80.001π,100,3.5,0.05) for PSO-SDPC, and ε0 and Tu were set to be (1.0E−10) × xF/2.0 and 200,
respectively, for PSO-SPC and PSO-SDPC, where x denotes the width of the rectangular feasible region of each problem. Note thatF
K. Tatsumi et al. / Applied Mathematics and Computation 269 (2015) 904–929 921
Table 1
Six benchmark problems.
Function Objective function Optimal solution
name and constraints and optimal value
Rastrigin min fRA(x) = 10n +
n∑
i=1
(x2i − 10 cos (2πxi)) x∗ = (0, . . . ,0)
s.t. −5.12 ≤ xi ≤ 5.12, i = 1, . . . ,n. fRA(x∗) = 0
Rosenbrock min fRO(x) =
n−1∑
i=1
100(xi+1 − x2i )2 + (1− xi)2 x∗ = (1, . . . ,1)
s.t. −2.048 ≤ xi ≤ 2.048, i = 1, . . . ,n. fRO(x∗) = 0
Griewank min fGR(x) = 1
4000
n∑
i=1
x2i −
n∏
i=1
cos
(
xi√
i
)
+ 1 x∗ = (0, . . . ,0)
s.t. −512 ≤ xi ≤ 512, i = 1, . . . ,n. fGR(x∗) = 0
Levy No. 5 min fLV(x) = π
n
n−1∑
i=1
(yi − 1)2(1+ 5 sin2 (πyi+1)) +
5π
n
sin
2 (πy1) + π
n
(yn − 1)2 x∗ = (0.25, . . . ,0.25)
yi = 1+ 10(xi − x∗i ), i = 1, . . . ,n. fLV(x∗) = 0
s.t. −1.0 ≤ xi ≤ 1.0, i = 1, . . . ,n.
2n-minima min f2n(x) =
n∑
i=1
(x4i − 16x2i + 5xi) + 78.319n x∗ = ( − 2.9, . . . ,−2.9)
s.t. −5 ≤ xi ≤ 5, i = 1, . . . ,n. f2n(x∗) = 0
Schwefel min fSC(x) = −
n∑
i=1
xi sin
√|x j| + 418.98n x∗ = (420.97, . . . ,420.97)
s.t. −512 ≤ xi ≤ 512, i = 1, . . . ,n. fSC(x∗) = 0the parameter values selected for PSO-TPC, PSO-SPC, and PSO-SDPC satisfy the inequalities in Assumptions 2–4, which guarantees
that (C2) is chaotic and that there exists an orbit between two strange attractors by Corollaries 1 and 2. Moreover, (α, β) that
were selected for PSO-TPC, PSO-SPC, and PSO-SDPC are close to critical values shown in Fig. 3. In addition, since we observed
that PSO-SPC and PSO-SDPC are able to have a diverse search even with wd = 0, the number of parameter values to be selected
is four and six for PSO-SPC and PSO-SDPC, respectively, neither of which is greater than that of CPSO-VQO. In addition, we used
(wd, α, β , ω, σ )= (0.0,0.1,0.002, 80.001π , 0.1) for IPSO-SPC, (wd, α, β , ω, cd, σ s, σ f) = (0.0,0.1,0.002,80.001π,100,3.5,0.05)
for IPSO-SDPC, and the parameters (c1, c2, εR) in (ISP) were set to be (0.494, 0.3, 1.0E−12) in the both PSOs.
Furthermore, we applied the self-adaptive differential evolution (SADE) [2] to the six benchmark problems, which is one of
the differential evolution (DE) [14], a popular metaheuristic method for the continuous global optimization. In the SADE, the
parameters F and CR were randomly selected from (0.1, 1.0) and (0, 1), respectively, and we used DE/rand/1/bin strategy, which
was based in the paper [2]. The population size was 100, and the number of evaluating function values in a trial of the SADE for
each problem was set to be the same as that of each PSO.
4.2.1. Comparison of solutions obtained by seven PSOs
In this subsection, we compare the relatively simple PSOs, PSO, PSO-IWA, CEPSOA, CPSO-VQO, with three proposed PSOs,
PSO-TPC, PSO-SPC, PSO-SDPC, in order to evaluate the improvement of the search ability by the modiﬁed chaotic system. Table 2
shows the mean objective function values and their standard deviations that were obtained by the seven PSOs in 50 trials for
50, 200, and 400-dimensional versions of the six kinds of benchmark problems, and Table 3 shows the best and worst function
values obtained in these same 50 trials. In Table 2, the upper and lower rows of each cell indicate, respectively, the mean and
standard deviations of the function values, and in Table 3, similarly, the upper and lower rows of each cell indicate, respectively,
the best and worst function values in the 50 trials. In both tables, the bold and italic numbers in each row denote, respectively,
the ﬁrst and second smallest values for the same problem, and any function value not greater than 1.000e–07 is represented by
1.000e–07.
In Table 2, we can observe that, except for in ﬁve cases, at least one of the PSOs that use the perturbation-based chaotic
system (CPSO-VQO, PSO-TPC, PSO-SPC, and PSO-SDPC) found the ﬁrst or second smallest values. This means that the use of
chaotic systems can contribute to the diversiﬁcation of the search without a loss in the ability to intensify when solving more
diﬃcult problems. In particular, the total number of the smallest means and the smallest standard deviations obtained by the
PSO-SDPC is larger than that obtained by any of the other six PSOs, and the mean function values obtained by PSO-SDPC for the
2n-minima function are less than 0.3% of those obtained by the standard PSO. These results show that PSO-SDPC is more effective
than the other PSOs.
In Table 3, we can see results that are similar to those in Table 2. However, as for the best function value, PSO-IWA and
CEPSOA found the smallest value for the 400-dimensional Griewank function, and CEPSOA found the smallest value for the 400-
dimensional Levy No. 5 function. These results imply that the intensiﬁcation abilities of the three proposed PSOs are not always
superior to those of PSO-IWA and CEPSOA. At the same time, the worst function values obtained by the three proposed PSOs are
less than those of the PSO-IWA and CEPSOA for most of the functions, which means that the proposed PSOs can consistently ﬁnd
smaller values than can the existing PSOs.
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Table 2
Comparison of the means and standard deviations of function values obtained by the seven PSOs (PSO, PSO-IWA, CEPSOA,
PSO-VQO and PSO-TPC, -SPC, -SDPC).
Func. dim. PSO PSO CEPSOA CPSO PSO PSO PSO
-IWA -VQO -TPC -SPC -SDPC
50 1.334E+02 7.275E+01 9.043E+01 6.238E+01 3.789E+01 3.753E+00 2.149E+00
2.883E+01 1.935E+01 2.166E+01 1.047E+01 7.601E+00 7.106E+00 3.946E+00
fRA 200 8.206E+02 6.627E+02 5.423E+02 3.768E+02 2.448E+02 1.084E+02 4.973E+01
8.722E+01 7.654E+01 7.224E+01 3.681E+01 2.838E+01 6.719E+01 2.914E+01
400 1.722E+03 1.596E+03 1.165E+03 8.350E+02 5.555E+02 3.668E+02 1.996E+02
1.221E+02 1.343E+02 1.312E+02 5.826E+01 4.586E+01 1.576E+02 9.559E+01
50 2.640E+01 4.284E+01 4.807E+01 3.256E+01 3.174E+01 3.622E+01 3.472E+01
1.444E+01 7.631E+00 2.044E+01 8.634E+00 1.717E+00 1.221E+01 7.069E+00
fRO 200 2.390E+02 2.739E+02 2.304E+02 2.028E+02 1.827E+02 2.341E+02 1.784E+02
7.538E+01 1.930E+02 4.463E+01 3.211E+01 1.402E+01 4.990E+01 7.725E+00
400 6.708E+02 1.395E+03 6.537E+02 4.704E+02 4.248E+02 6.077E+02 3.840E+02
2.039E+02 1.051E+03 3.521E+02 6.698E+01 3.464E+01 9.190E+01 1.176E+01
50 1.064E−01 8.023E−03 6.695E−03 2.748E−02 6.831E−02 2.141E−02 1.807E−02
2.082E−01 9.459E−03 9.646E−03 3.370E−02 1.700E−01 2.911E−02 2.387E−02
fGR 200 4.584E+00 7.245E+00 3.277E−02 8.009E−01 7.401E−01 6.376E−02 9.586E−02
1.803E+01 2.480E+01 7.759E−02 1.345E+00 8.470E−01 7.703E−02 9.469E−02
400 1.089E+01 8.852E+01 1.990E+01 1.257E+00 2.104E+00 9.372E+00 2.794E−01
2.757E+01 7.841E+01 4.577E+01 3.605E+00 2.086E+00 2.735E+01 2.466E−01
50 1.328E−01 4.927E−03 1.724E−02 1.164E−01 1.601E−02 1.232E−03 7.389E−03
4.265E−01 1.688E−02 4.134E−02 3.146E−01 2.999E−02 8.709E−03 2.373E−02
fLV 200 7.226E−01 3.611E+00 1.388E+00 8.255E−02 1.510E−02 2.858E−01 1.000E−07
1.188E+00 2.748E+00 1.553E+00 1.770E−01 2.980E−02 7.528E−01 1.000E−07
400 2.478E+00 7.542E+00 3.218E+00 2.748E−01 3.874E−01 1.030E+00 2.468E−02
1.780E+00 2.661E+00 2.061E+00 3.511E−01 2.632E−01 1.053E+00 7.216E−02
50 5.875E+02 5.106E+02 5.536E+02 1.561E+02 1.012E+02 1.000E−07 1.000E−07
9.019E+01 8.187E+01 9.491E+01 6.519E+01 4.608E+01 1.000E−07 1.000E−07
f2n 200 2.481E+03 2.339E+03 2.385E+03 1.209E+03 1.230E+03 3.494E+00 1.582E−03
1.974E+02 1.984E+02 2.081E+02 1.713E+02 1.673E+02 1.104E+01 7.832E−03
400 5.084E+03 4.931E+03 4.808E+03 3.306E+03 3.264E+03 2.791E+01 1.245E+01
2.391E+02 3.335E+02 3.055E+02 2.663E+02 2.451E+02 3.373E+01 2.450E+01
50 7.768E+03 4.710E+03 6.245E+03 6.445E+03 8.051E+03 2.723E+03 3.160E+03
9.117E+02 7.231E+02 8.223E+02 1.425E+03 9.202E+02 5.224E+02 6.744E+02
fSC 200 3.515E+04 2.681E+04 2.627E+04 4.632E+04 3.588E+04 1.189E+04 1.230E+04
2.961E+03 1.816E+03 2.076E+03 6.369E+03 2.480E+03 1.280E+03 1.190E+03
400 6.761E+04 6.266E+04 5.141E+04 1.036E+05 7.369E+04 2.514E+04 2.531E+04
4.571E+03 2.835E+03 3.259E+03 1.335E+04 4.202E+03 1.912E+03 2.216E+03Next, let us compare CPSO-VQO and the three proposed PSOs. First, we focus on CPSO-VQO and PSO-TPC, which use similar
threshold-based methods. On average, their performances are similar, which implies that, as with (C1), the modiﬁed chaotic
system (C2) is useful for global optimization. Next, we compare PSO-SDPC, PSO-SPC, and PSO-TPC. In Tables 2 and 3, we see that
PSO-SPC achieves better results than does PSO-TPC for most of the Rastrigin, 2n-minima, and Schwefel functions, while PSO-TPC
performs better than the PSO-SPC for the Rosenbrock and Levy No. 5 functions. This means that the stochastic selection method
with a constant σ can improve the diversiﬁcation of the search, and it is inferior to the threshold-basedmethod when it comes to
the detailed search. In addition, the performance of the PSO-SDPC is approximately equal to or better than those of the two PSOs
for almost all functions. In particular, the fact that the PSO-SDPC obtains high-quality solutions for the 2n-minima and Schwefel
functions, which have relatively long distances between their local minima, demonstrates that the model can strengthen the
diversiﬁcation of the search due to its modiﬁed chaotic system and the proposed stochastic selection method with a varying σ .
4.2.2. Comparison of solutions obtained by four PSOs and SADE
In 4.2.1, we veriﬁed that the PSO-SDPC obtained better solutions than the other six PSOs on average. Therefore, in this subsec-
tion, we compare the PSO-SDPC, IPSO-SPC and IPSO-SDPC with more effective existing methods, HPSO-TVAC and SADE. Tables 4
and 5, similarly to 4.2.1, show the mean objective function values and their standard deviations, and the best and worst function
values obtained by the four methods in 50 trials for benchmark problems. In both tables, the bold and italic numbers in each row
denote, respectively, the ﬁrst and second smallest values for the same problem. In addition, we veriﬁed the signiﬁcant difference
of the Welch’s t-test (two-tailed analysis, p < 0.05) in the mean of obtained function values between IPSO-SPC or IPSO-SDPC and
HPSO-TVAC or SADE, which are shown in Tables 6 and 7. In the tables, themethod name indicates that the t-value is signiﬁcant by
the two-tailed test between the method and the corresponding comparison method, and the mean of function values obtained
by the former is smaller than that of the latter. The minus sign “-” denotes that all obtained function values obtained by two
methods are same, and nsmeans no signiﬁcant difference.
First, we evaluate the improvement by introducing the proposed accelerating and reinitializing techniques into the PSO-SPC
and PSO-SDPC. For all functions except the Rosenbrock one, IPSO-SPC and IPSO-SDPC obtained less function values than PSO-SPC
K. Tatsumi et al. / Applied Mathematics and Computation 269 (2015) 904–929 923
Table 3
Comparison of the best and worst function values obtained by the seven PSOs (PSO, PSO-IWA, CEPSOA, PSO-VQO and PSO-TPC,
-SPC, -SDPC).
Func. dim. PSO PSO CEPSOA CPSO PSO PSO PSO
-IWA -VQO -TPC -SPC -SDPC
50 7.661E+01 3.781E+01 4.875E+01 3.681E+01 1.592E+01 1.000E−07 1.000E−07
2.170E+02 1.166E+02 1.403E+02 8.756E+01 5.472E+01 3.291E+01 2.288E+01
fRA 200 6.617E+02 5.285E+02 4.011E+02 3.184E+02 1.831E+02 9.920E+00 9.097E+00
1.130E+03 8.763E+02 7.077E+02 4.389E+02 3.114E+02 3.001E+02 1.544E+02
400 1.453E+03 1.284E+03 9.027E+02 7.194E+02 4.547E+02 1.030E+02 5.087E+01
1.968E+03 2.022E+03 1.484E+03 9.811E+02 6.892E+02 8.876E+02 4.254E+02
50 1.606E−01 3.433E+01 3.077E+01 6.816E+00 2.911E+01 2.194E+01 2.868E+01
8.252E+01 9.350E+01 1.300E+02 8.311E+01 3.785E+01 8.733E+01 8.232E+01
fRO 200 1.620E+02 1.809E+02 1.716E+02 1.691E+02 1.686E+02 1.589E+02 1.723E+02
6.214E+02 1.560E+03 3.492E+02 2.820E+02 2.380E+02 3.381E+02 2.260E+02
400 4.518E+02 4.812E+02 3.872E+02 3.764E+02 3.781E+02 4.358E+02 3.696E+02
1.929E+03 4.188E+03 1.801E+03 6.560E+02 5.623E+02 8.754E+02 4.397E+02
50 1.000E−07 1.000E−07 1.000E−07 1.000E−07 1.000E−07 1.000E−07 1.000E−07
1.197E+00 3.436E−02 4.918E−02 1.454E−01 9.993E−01 1.193E−01 9.457E−02
fGR 200 1.000E−07 1.000E−07 1.000E−07 1.000E−07 1.000E−07 1.000E−07 1.000E−07
9.245E+01 9.098E+01 4.139E−01 5.888E+00 3.415E+00 3.185E−01 4.416E−01
400 5.300E−05 1.000E−07 1.000E−07 2.400E−05 2.904E−03 3.800E−05 5.000E−05
9.122E+01 2.703E+02 1.809E+02 2.540E+01 9.149E+00 9.076E+01 1.072E+00
50 1.000E−07 1.000E−07 1.000E−07 1.000E−07 1.000E−07 1.000E−07 1.000E−07
2.815E+00 6.158E−02 2.463E−01 2.122E+00 1.231E−01 6.158E−02 1.231E−01
fLV 200 1.000E−07 1.000E−07 1.000E−07 1.000E−07 1.000E−07 1.000E−07 1.000E−07
4.868E+00 1.240E+01 6.765E+00 8.119E−01 1.388E−01 3.747E+00 1.000E−06
400 1.095E−03 1.716E+00 1.000E−07 2.800E−05 7.849E−03 1.000E−06 1.000E−06
7.106E+00 1.463E+01 9.212E+00 1.809E+00 1.110E+00 3.935E+00 3.924E−01
50 4.241E+02 3.110E+02 3.393E+02 5.655E+01 2.827E+01 1.000E−07 1.000E−07
8.482E+02 6.786E+02 7.351E+02 2.827E+02 2.262E+02 1.000E−07 1.000E−07
f2n 200 2.064E+03 1.894E+03 1.810E+03 8.765E+02 9.330E+02 1.000E−07 1.000E−07
3.082E+03 2.799E+03 2.856E+03 1.583E+03 1.612E+03 5.711E+01 5.409E−02
400 4.524E+03 4.185E+03 4.298E+03 2.696E+03 2.651E+03 1.180E−03 2.220E−04
5.683E+03 5.792E+03 5.513E+03 3.929E+03 3.760E+03 1.731E+02 1.038E+02
50 5.746E+03 3.084E+03 4.700E+03 3.681E+03 5.948E+03 1.778E+03 1.421E+03
1.003E+04 5.957E+03 8.162E+03 9.294E+03 1.030E+04 4.161E+03 4.748E+03
fSC 200 2.820E+04 2.253E+04 2.148E+04 2.867E+04 3.072E+04 9.486E+03 1.008E+04
4.237E+04 3.038E+04 3.117E+04 5.645E+04 4.503E+04 1.591E+04 1.510E+04
400 5.613E+04 5.666E+04 4.468E+04 6.488E+04 6.246E+04 2.142E+04 2.099E+04
7.765E+04 7.124E+04 6.323E+04 1.232E+05 8.200E+04 2.935E+04 3.102E+04and PSO-SDPC did. This result shows that the proposed technique for the standard updating system cooperates with themodiﬁed
chaotic updating system for an effective search. However, for Rosenbrock function, the function values obtained by IPSO-SPC and
IPSO-SDPC are larger than those by PSO-SPC and PSO-SDPC, respectively. The reason can be considered as follows: Since the
Rosenbrock function does not have so many local minima, and has a local minimum the basin of which is greatly curved, which
is widely different from other ﬁve functions, the acceleration of convergence might not work effectively.
Secondly, we compare the IPSO-SPC, -SDPC with SADE, HPSO-TVAC. From Table 4, we can observe that the SADE obtained the
smallest mean for many 50-dimensional functions except Rastrigin function, while the mean function values obtained by SADE
is not less than those by HPSO-TVAC, IPSO-SPC or IPSO-SDPC for all 200 and 400-dimensional functions except the Griewank one.
In regards to the 400-dimensional functions, IPSO-SPC or IPSO-SDPC obtained the ﬁrst or second smallest mean value for almost
all functions, and IPSO-SPC and IPSO-SDPC inherits a high search ability for Rastrigin and 2n-minima functions from of PSO-SPC
and PSO-SDPC,which are shown in Tables 2 and 3. In particular, IPSO-SDPC can ﬁnd less mean function values for all problems
on average than IPSO-SPC, which can be considered to be due to the technique of varying σ . These results coincide with results
in Tables 6 and 7.
As a result, we can conclude that for large-scale problems with many local minima, the IPSO-SDPC shows the best perfor-
mance among nine PSOs and SADE, which means that the proposed technique for the standard updating system and modiﬁed
chaotic updating system can keep more appropriate balance between the diversiﬁcation and intensiﬁcation of the search for
large-scale problems.
4.2.3. Function values of the proposed PSOs with varied α and β
In the preparatory experiments for the PSO-TPC, PSO-SPC, and PSO-SDPC, we observed that the selection of (α, β) has a sig-
niﬁcant inﬂuence on the obtained objective function values. Thus, in this subsubsection, we report the variations in the function
values obtained by the three PSOs when (α, β) are varied in [0.1, 0.7] × [0.0005, 0.005]. Fig. 4 shows the contour diagrams of the
function values obtained by the three PSOs for four 200-dimensional benchmark functions, which are selected from diagrams for
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Table 4
Comparison of the means and standard deviations of function values obtained
by the three PSOs (HPSO-TVAC and IPSO-SPC, -SDPC) and SADE.
Func. dim. SADE HPSO-TVAC IPSO-SPC IPSO-SDPC
50 5.997E+01 1.415E+01 1.000E−07 1.000E−07
6.031E+00 4.817E+00 1.000E−07 1.000E−07
fRA 200 6.983E+02 8.977E+01 2.190E−01 5.777E−01
2.963E+01 1.537E+01 7.047E−01 2.194E+00
400 1.835E+03 2.146E+02 8.894E+00 6.360E+00
5.875E+01 3.498E+01 1.255E+01 7.100E+00
50 2.916E+01 3.893E+01 5.190E+01 4.401E+01
8.219E−01 1.016E+00 2.084E+01 8.778E−01
fRO 200 1.789E+02 1.788E+02 2.479E+02 1.904E+02
2.159E+01 1.849E+00 4.455E+01 4.571E−01
400 3.862E+02 3.712E+02 4.805E+02 3.863E+02
2.881E+01 1.734E+00 6.407E+01 4.904E−01
50 1.000E−07 5.267E−03 1.403E−02 9.976E−03
1.000E−07 8.615E−03 2.008E−02 1.596E−02
fGR 200 1.000E−07 3.643E−03 4.868E−03 3.200E−03
1.000E−07 7.374E−03 9.858E−03 7.098E−03
400 1.157E−02 2.661E−03 3.059E−03 2.022E−03
7.583E−02 5.046E−03 5.462E−03 4.788E−03
50 1.000E−07 1.000E−07 1.000E−07 1.000E−07
1.000E−07 1.000E−07 1.000E−07 1.000E−07
fLV 200 3.079E−04 1.000E−07 1.000E−07 1.000E−07
2.177E−03 1.000E−07 1.000E−07 1.000E−07
400 7.698E−04 1.000E−07 1.000E−07 1.000E−07
2.333E−03 1.000E−07 1.000E−07 1.000E−07
50 1.000E−07 3.240E+02 1.000E−07 1.000E−07
1.000E−07 9.814E+01 1.000E−07 1.000E−07
f2n 200 1.493E+02 1.370E+03 1.000E−07 1.000E−07
5.937E+01 2.183E+02 1.100E−05 1.000E−07
400 1.119E+03 2.357E+03 1.000E−07 5.655E−01
2.639E+02 3.528E+02 2.000E−05 3.998E+00
50 2.007E+03 2.790E+03 1.722E+03 2.201E+03
4.291E+02 5.144E+02 4.516E+02 4.159E+02
fSC 200 3.409E+04 1.150E+04 7.995E+03 9.854E+03
8.728E+02 8.161E+02 1.421E+03 1.263E+03
400 8.332E+04 2.442E+04 2.046E+04 2.166E+04
9.592E+02 1.556E+03 2.795E+03 2.044E+03
Tall the six functions because distinguishing shapes can be observed in these diagrams. In the contour diagram, reddish and bluish
colors indicate relatively smaller and larger function values, respectively. The legend of each diagram indicates its maximum and
minimum function values. Note that although the minimum value is the same for the three diagrams for the same function, the
maximum value is different in the three diagrams in order to make it easier to see. When PSO-TPC is compared with PSO-SPC,
we see that the former obtained smaller function values over a wider region than did the latter for the Rosenbrock and Levy
No. 5 functions, while the reverse was true for the Rastrigin and Schwefel functions. These results coincide with those shown
in Section 4.2.1. On the other hand, for the four functions, PSO-SDPC obtained the same or smaller values than did PSO-TPC or
PSO-SPC in almost the entire region. These results indicates that in the three proposed PSOs, PSO-SDPC is the most robust against
variations in α and β . Through the numerical experiments, a similar robustness can be seen in the function values obtained by
IPSO-SPC and IPSO-SDPC against variations in parameter values.
Finally, let us consider the relation of the critical β shown in Section 4.1 to these diagrams. The PSO-TPC obtained smaller
function values around the critical β for all functions, while PSO-SPC and PSO-SDPC obtained smaller function values around the
critical β when α was small. This implies that the critical β is useful for selecting appropriate parameter values for the three
PSOs for global optimization. In fact, as mentioned before, the parameter values (α, β) that were selected in the preparatory
experiments for the PSO-TPC, -SPC, -SDPC and IPSO-SPC, -SDPC, are all close to the critical values.
4.2.4. Transition of chaotic updating rate and function value in each trial
In this subsubsection, we report the transitions of the objective function values at the gbest and the chaotic updating rates in
typical trials of PSO-TPC, PSO-SPC, PSO-SDPC, IPSO-SPC and IPSO-SDPC for the four 400-dimensional functions which are shown
in Tables 2–5. In Fig. 5, we observe that the transition of the chaotic updating rate is different for each problem with the PSO-
PC: for Rosenbrock and Levy No. 5 functions, the chaotic updating rate decreases during the early stages and then increases
monotonically to asymptotically approach a constant value, while for the Rastrigin and Schwefel functions, it monotonically
decreases. In addition, the ﬁnal value is different for each function: it is almost zero in the Schwefel and Rastrigin functions, and
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Fig. 4. Function values obtained by PSO-TPC, PSO-SPC, and PSO-SDPC for four functions, where α and β were varied (the left, middle, and right columns show
the results of PSO-TPC, PSO-SPC, and PSO-SDPC, respectively).it is greater than 0.1 in the Rosenbrock function. On the other hand, in general, the chaotic updating rates in the PSO-SPC and
PSO-SDPC are similar, and those of the IPSO-SPC and IPSO-SDPC are also similar for the same function, and the variations of their
ﬁnal values are smaller than those of the PSO-TPC. In the PSO-SDPC and IPSO-SDPC, the chaotic updating rate is large at t = 0,
and it then decreases exponentially to a nearly constant value for all functions because of the varying σ (t). These results mean
that the stochastic selection method for the updating system can control the chaotic updating rate more directly than can the
threshold-based method. Even though the chaotic updating rates of the IPSO-SPC and IPSO-SDPC are smaller than those of the
PSO-SPC and PSO-SDPC, the good performance of the two PSOs in Tables 4 and 5 indicates that the chaotic system used in them
works usefully for the search.
Fig. 6 shows that the PSO-SDPC and IPSO-SDPC ﬁnd better solutions than PSO-SPC and IPSO-SPC on average for many func-
tions, respectively, and we can observe that the large chaotic updating rate in the early stages contributes to a decrease in the
function value at the gbest for the Rosenbrock and Rastrigin functions, while it does not do so for the Schwefel function; this
matches the results in Sections 4.2.1 and 4.2.2.
The results shown in Figs. 5 and 6, together with the results in Sections 4.2.1 and 4.2.2, indicate that the more direct control
of the chaotic updating rate and the technique of varying the rate can combine to maintain a balance between the intensity
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Fig. 5. Transitions of chaotic updating rates of PSO-TPC, PSO-SPC, PSO-SDPC, IPSO-SPC and IPSO-SDPC.and diversity of the search in order to ﬁnd high-quality solutions. Next, we compare PSO-SPC with IPSO-SPC, and compare PSO-
SDPC with IPSO-SDPC, respectively, which means comparison of the difference between updating systems (SP) and (ISP). The
function value at the gbest decreases rapidly in IPSO-SPC and IPSO-SDPC than in PSO-SPC and PSO-SDPC for all problems. The
proposed reinitializing and accelerating technique is considerably eﬃcient to improve the convergence of the search, which can
be considered to cause a wide reduction of function values obtained by IPSO-SPC and IPSO-SDPC, as shown in Tables 4 and 5.
5. Conclusion
In this paper, we have improved the CPSO-VQO, which uses a perturbation-based chaotic system derived from the steepest
descent method with a perturbation for a function whose optima are the gbest and the pbest of each particle, and which uses
a threshold-based method for selecting the updating systems for particles on the basis of the difference vector between the
gbest and pbest. First, we proposed a new chaotic system by modifying its perturbation term in order to overcome the diﬃculty
in selecting parameter values in CPSO-VQO. The diﬃculty arises from the property that the bifurcation structure of the chaotic
system heavily depends on the difference vector in CPSO-VQO, and in the modiﬁed system, however, its bifurcation structure is
independent of the difference vector. Secondly, we theoretically showed the suﬃcient conditions of the chaoticity of the mod-
iﬁed system and the existence of an orbit between the neighborhoods of the gbest and pbest, which are important properties
when the chaotic system is used for the global optimization. We also demonstrated that the theoretical results are valid by
drawing the bifurcation diagrams of the modiﬁed chaotic system. In addition, we derived a new PSO, the PSO-TPC, which uses a
threshold-based selection and themodiﬁed chaotic system. Thirdly, we proposed a new selectionmethod of updating the system
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Fig. 6. Transitions of the function values at the gbest of PSO-TPC, PSO-SPC, PSO-SDPC, IPSO-SPC and IPSO-SDPC.for particles; it stochastically selects the updating system by using the ratio between the components of the difference vector
between the gbest and pbest. The proposed method can be expected to control more directly the chaotic updating rate. Then we
obtained a new PSO, the PSO-SPC, which uses the proposed selectionmethod and themodiﬁed chaotic system, andmoreover, we
derived an improved model, the PSO-SDPC, by adding a technique of varying the chaotic updating rate to the PSO-SPC in order to
achieve a more effective search. Fourthly, we introduced techniques of reinitializing the particle’s velocity and accelerating the
convergence of the search for the standard updating system (SP) used in the proposed PSOs. The PSO-SPC and PSO-SDPC with
the techniques are called the IPSO-SPC and IPSO-SDPC, respectively.
Through numerical experiments, we veriﬁed that the proposed PSOs, PSO-TPC, PSO-SPC, and PSO-SDPC, are superior to the
relatively simple existing PSOs and CPSO-VQO in ﬁnding high-quality solutions for various benchmark problems, and that the
step-size and amplitude of the perturbation in the modiﬁed chaotic system, which need to be selected the most carefully for an
effective search, can be easily determined by using bifurcation diagrams of the system. Next, we compared IPSO-SPC and IPSO-
SDPC with more effective methods, HPSO-TVAC and SADE, and observed that the former methods have an equivalent or higher
search ability than the latter methods for many large-scale problems. In particular, in the ﬁve proposed PSOs, the IPSO-SDPC
ﬁnds the smallest function values on average for almost all problems, and it is robust against variations in the parameter values.
Moreover, IPSO-SDPC can maintain an appropriate balance between diversiﬁcation and intensiﬁcation due to its direct control
of the chaotic updating rate. These results demonstrate that the proposed methods work effectively to solve global optimization
problems, such as the modiﬁed chaotic system, stochastic selection method, technique of varying the chaotic updating rate, and
techniques of reinitialization and acceleration.
As an area of future work, we can point out strengthening the diversiﬁcation in the search of the proposed PSOs. Since the
chaotic system used in these PSOs is based on the gbest and pbest, the search is mainly restricted around the two points in
spite of its chaoticity. Therefore, we would like to derive a chaotic system based on not only the gbest and pbest but also other
promising points, and propose a method which can make use of the chaotic system to improve the diversiﬁcation of the search
without a loss of the intensiﬁcation.
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Table 5
Comparison of the best and worst function values obtained by the three
PSOs(HPSO-TVAC and IPSO-SPC, -SDPC) and SADE.
Func. dim. SADE HPSO-TVAC IPSO-SPC IPSO-SDPC
50 4.772E+01 3.980E+00 1.000E−07 1.000E−07
7.126E+01 2.189E+01 1.000E−07 1.000E−07
fRA 200 6.049E+02 5.273E+01 1.000E−07 1.000E−07
7.527E+02 1.473E+02 3.980E+00 1.393E+01
400 1.671E+03 1.483E+02 2.100E−05 1.500E−05
1.955E+03 3.085E+02 6.470E+01 3.297E+01
50 2.775E+01 3.763E+01 2.424E+01 4.083E+01
3.324E+01 4.345E+01 9.952E+01 4.477E+01
fRO 200 1.630E+02 1.763E+02 1.652E+02 1.889E+02
2.838E+02 1.858E+02 3.482E+02 1.910E+02
400 3.626E+02 3.678E+02 3.636E+02 3.843E+02
4.810E+02 3.759E+02 6.434E+02 3.872E+02
50 1.000E−07 1.000E−07 1.000E−07 1.000E−07
1.000E−07 3.920E−02 8.069E−02 7.832E−02
fGR 200 1.000E−07 1.000E−07 1.000E−07 1.000E−07
1.000E−07 3.196E−02 3.923E−02 3.680E−02
400 1.000E−07 1.000E−07 1.000E−06 1.000E−06
5.365E−01 1.968E−02 1.724E−02 1.968E−02
50 1.000E−07 1.000E−07 1.000E−07 1.000E−07
1.000E−07 1.000E−07 1.000E−07 1.000E−07
fLV 200 1.000E−07 1.000E−07 1.000E−07 1.000E−07
1.540E−02 1.000E−07 1.000E−07 1.000E−07
400 1.000E−07 1.000E−07 1.000E−07 1.000E−07
7.698E−03 1.000E−07 1.000E−07 1.000E−07
50 1.000E−07 1.414E+02 1.000E−07 1.000E−07
1.000E−07 5.655E+02 1.000E−07 1.000E−07
f2n 200 5.655E+01 9.048E+02 1.000E−07 1.000E−07
2.827E+02 2.092E+03 7.100E−05 1.000E−07
400 5.937E+02 1.414E+03 1.000E−07 1.000E−07
1.725E+03 3.562E+03 1.010E−04 2.827E+01
50 6.203E+02 1.303E+03 7.106E+02 1.066E+03
2.892E+03 3.928E+03 2.961E+03 3.316E+03
fSC 200 3.150E+04 9.061E+03 5.567E+03 7.225E+03
3.565E+04 1.362E+04 1.184E+04 1.220E+04
400 8.108E+04 2.179E+04 1.421E+04 1.800E+04
8.553E+04 2.833E+04 2.617E+04 2.736E+04
Table 6
Comparison of IPSO-SPC with HPSO-TVAC or SADE by using the t-test.
dim. fRA fRO fGR fLV f2n fSC
HPSO 50 IPSO-SPC HPSO-TVAC HPSO-TVAC − IPSO-SPC IPSO-SPC
-TVAC 200 IPSO-SPC HPSO-TVAC ns − IPSO-SPC IPSO-SPC
400 IPSO-SPC HPSO-TVAC ns − IPSO-SPC IPSO-SPC
50 IPSO-SPC SADE SADE − − IPSO-SPC
SADE 200 IPSO-SPC SADE SADE ns IPSO-SPC IPSO-SPC
400 IPSO-SPC SADE ns IPSO-SPC IPSO-SPC IPSO-SPC
Table 7
Comparison of IPSO-SDPC with HPSO-TVAC or SADE by using the t-test.
dim. fRA fRO fGR fLV f2n fSC
HPSO 50 IPSO-SDPC HPSO-TVAC ns − IPSO-SDPC IPSO-SDPC
-TVAC 200 IPSO-SDPC HPSO-TVAC ns − IPSO-SDPC IPSO-SDPC
400 IPSO-SDPC HPSO-TVAC ns − IPSO-SDPC IPSO-SDPC
50 IPSO-SDPC SADE SADE − − SADE
SADE 200 IPSO-SDPC SADE SADE ns IPSO-SDPC IPSO-SDPC
400 IPSO-SDPC ns ns IPSO-SDPC IPSO-SDPC IPSO-SDPCReferences
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