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Abstract. In this paper, we investigate the optimal control problems for stochastic differen-
tial equations (SDEs in short) of mean-field type with jump processes. The control variable
is allowed to enter into both diffusion and jump terms. This stochastic maximum principle
differs from the classical one in the sense that here the first-order adjoint equation turns out
to be a linear mean-field backward SDE with jumps, while the second-order adjoint equa-
tion remains the same as in Tang and Li’s stochastic maximum principle [32]. Finally, for
the reader’s convenience we give some analysis results used in this paper in the Appendix.
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1. Introduction
In this paper we study stochastic optimal control for a system governed by nonlinear SDEs
of mean-field type, which is also called McKean-Valasov equations, with jump processes:

dxu(t) = f (t, xu(t),E(xu(t)), u(t)) dt+ σ (t, xu(t),E(xu(t)), u(t)) dW (t)
+
∫
Θ
g (t, xu(t−), u(t), θ)N (dθ, dt) ,
xu(s) = ζ,
(1.1)
where the coefficients f and σ depend on the state of the solution process as well as of
its expected value and the initial time s and the initial state ζ of the system are fixed,
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(W (t))t∈[s,T ] is a standard one−dimentional Brownian motion and N (dθ, dt) is a Poisson
martingale measure with characteristic µ (dθ) dt. This mean-field jump diffusion processes
are obtained as the mean-square limit, when n → +∞ of a system of interacting particles
of the form
dxj,un (t) = f
(
t, xj,un (t),
1
n
n∑
i=1
xi,un (t), u(t)
)
dt
+σ
(
t, xj,un (t),
1
n
n∑
i=1
xi,un (t), u(t)
)
dW j(t)
+
∫
Θ
g
(
t, xj,un (t−), u(t), θ
)
N j (dθ, dt) .
Our control problem consists in minimizing a cost functional of the form:
J
s,ζ
(u(·)) = E
[
h(xu(T ),E (xu(T ))) +
∫ T
s
ℓ(t, xu(t),E (xu(t)) , u(t))dt
]
. (1.2)
This cost functional is also of mean-field type, as the functions h and ℓ depend on the
marginal law of the state process through its expected value.
An admissible control u(·) is an Ft-adapted and square-integrable process with values in a
nonempty subset A of R. We denote the set of all admissible controls by U . Any admissible
control u(·) ∈ U satisfying
J
s,ζ
(u∗(·)) = min
u(·)∈U
J
s,ζ
(u(·)) , (1.3)
is called an optimal control. The corresponding state process, solution of SDE-(1.1), is
denoted by x∗(·) = xu∗(·).
The modern optimal control theory has been well developed since early 1960s, when
Pontryagin et al., [24] published their work on the maximum principle and Bellman [6]
put forward the dynamic programming method. The pioneering works on the stochastic
maximum principle was written by Kushner ([9],[10]). Since then there have been a lot of
works on this subject, see for instance ([25],[36],[2],[8],[11],[15],[17]). Peng [25] obtained
the optimality stochastic maximum principle for the general case. A good account and an
extensive list of references on stochastic optimal control can be founded in Yong et al., [34].
The stochastic optimal control problems for jump processes has been investigated by many
authors, see for instance, ([8],[13],[23],[26],[32],[16],[27],[28],[31]). The stochastic max-
imum principle for jump diffusion in general case, where The control domain need not be
convex. and the diffusion coefficient depends explicitly on the control variable, was derived
via spike variation method by Tang et al., [32], extending the Peng’s stochastic maximum
principle of optimality [25]. These conditions are described in terms of two adjoint pro-
cesses, which are linear classical backward SDEs. The sufficient conditions for optimality
was obtained by Framstad et al., [13].
Historically, the SDE of Mean-field type was introduced by Kac [14] in 1956 as a stochastic
model for the Vlasov-kinetic equation of plasma and the study of which was initiated by
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McKean [21] in 1966. Since then, many authors made contributions on SDEs of mean-
field type and applications, see for instance, ([1],[4],[5],[7],[14],[20],[22],[33],[30],[35]).
Mean- field stochastic maximum principle of optimality was considered by many authors,
see for instance ([5],[20],[22],[35]). In Buckdahn et al., [4] the authors obtained mean-
field backward stochastic differential equations. In a recent paper by Buckdahn et al., [5],
the maximum principle was introduced for a class of stochastic control problems involving
SDEs of mean-field type, where the authors obtained a stochastic maximum principle differs
from the classical one in the sense that the first-order adjoint equation turns out to be a linear
mean-field backward SDE, while the second-order adjoint equation remains the same as
in Peng’s stochastic maximum principle [25]. In Mayer-Brandis et al., [22] a stochastic
maximum principle of optimality for systems governed by controlled Itoˆ-Levy process of
mean-field type is proved by using Malliavin calculus. The local maximum principle of
optimality for Mean-field stochastic control problem has been derived by Li [20]. The
linear-quadratic optimal control problem for mean-field SDEs has been studied by Yong
[35].
Our purpose in this paper is to establish necessary conditions of optimality for Mean-
field SDEs with jumps processes, in which the coefficients of diffusion depend on the state
of the solution process as well as of its expected value. Moreover, the cost functional is
also of Mean-field type. The proof of our main result is based on spike variation method.
This results is an extension of Theorem 2.1 in Buckdahn et al., [5] to the controlled mean-
field SDEs with jump processes. To streamline the presentation, we only consider the one
dimensional case.
The rest of the paper is organized as follows. Section 2 begins with a general for-
mulation of a mean-field control problem with jump processes and give the notations and
assumptions used throughout the paper. In Sections 3 we prove our main result.
2. Assumptions and statement of the control problem
Let (Ω,F , (Ft)t∈[0,T ] ,P) be a fixed filtered probability space equipped with a
P−completed right continuous filtration on which a d−dimensional Brownian motion
W = (W (t))t∈[0,T ] is defined. Let η be a homogeneous (Ft)-Poisson point process in-
dependent of W . We denote by N˜(dθ, dt) the random counting measure induced by η,
defined on Θ× R+, where Θ is a fixed nonempty subset of R with its Borel σ-field B (Θ).
Further, let µ (dθ) be the local characteristic measure of η, i.e. µ (dθ) is a σ-finite measure
on (Θ,B (Θ)) with µ (Θ) < +∞. We then define
N(dθ, dt) = N˜(dθ, dt)− µ (dθ) dt,
where N is Poisson martingale measure on B (Θ) × B (R+) with local characteris-
tics µ (dθ) dt. We assume that (Ft)t∈[0,T ] is P−augmentation of the natural filtration
(F
(W,N)
t )t∈[s,T ] defined as follows
F
(W,N)
t = σ (W (r) : s ≤ r ≤ t) ∨ σ
(∫ r
s
∫
B
N(dθ, dτ ) : s ≤ τ ≤ t, B ∈ B (Θ)
)
∨ G,
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where G denotes the totality of P−null sets, and σ1 ∨ σ2 denotes the σ-field generated by
σ1 ∪ σ2.
Basic notations. For convenience, we will use the following notations throughout the paper.
Let u(·) ∈ U be an admissible control. For Φ = f, σ, ℓ :
1. δΦ(t) = Φ(t, x∗(t),E(x∗(t)), u(t)) − Φ(t, x∗(t),E(x∗(t)), u∗(t)).
2. Φx(t) =
∂Φ
∂x
(t, x∗(t),E(x∗(t)), u∗(t)), Φy(t) =
∂Φ
∂y
(t, x∗(t),E(x∗(t)), u∗(t)).
3. gx (t, θ) = gx (t, x(t−), u(t), θ) , gxx (t, θ) = gxx (t, x(t−), u(t), θ) .
4. Φxx(t) = ∂
2Φ
∂x2
(t, x∗(t),E(x∗(t)), u∗(t)), Φyy(t) =
∂2Φ
∂y2
(t, x∗(t),E(x∗(t)), u∗(t)).
5. Φxy(t) = ∂
2Φ
∂x∂y
(t, x∗(t),E(x∗(t)), u∗(t)).
6. Lt(Φ, y) = 12Φxx(t, x
∗(t),E(x∗(t)), u∗(t))y2, Lt,θ(g, y) =
1
2gxx(t, x
∗(t), u∗(t), θ)y2.
7. We denote by IA the indicator function of A and by sgn(·) the sign function.
8. We denote by L2F ([s, T ] ;R) = {φ(·) := φ(t, w) is an Ft − adapted R− valued
measurable process on [s, T ] such that E
(∫ T
s
|φ(t)|2 dt
)
<∞
}
, and by
M
2
F ([s, T ] ;R) = {φ(·) := φ(t, θ, w) is an Ft − adapted R− valued measurable
process on [s, T ]×Θ such that E
(∫ T
s
∫
Θ |φ(t, θ)|
2 µ (dθ) dt
)
<∞
}
.
9. In what follows, C and ρ(ε) represents a generic constants, which can be different
from line to line.
Basic assumptions. Throughout this paper we assume the following.
(H1) The functions f(t, x, y, u) : [s, T ] × R × R× A→ R, σ(t, x, y, u) : [s, T ] × R ×
R× A→ R, ℓ(t, x, y, u) : [s, T ] × R × R× A → R and h(x, y) : R × R→ R
are twice continuously differentiable with respect to (x, y). Moreover, f, σ, h and ℓ
and all their derivatives up to second-order with respect to (x, y) are continuous in
(x, y, u) and bounded.
(H2) The function g : [s, T ] × R×A×Θ → R is twice continuously differentiable in
x, Moreover gx is continuous, supθ∈Θ |gx(t, θ)| < +∞ and there exists a constant
C > 0 such that
supθ∈Θ |g (t, x, u, θ)− g (t, x
′, u, θ)|+ supθ∈Θ |gx (t, x, u, θ)− gx (t, x
′, u, θ)|
≤ C |x− x′|
(2.1)
sup
θ∈Θ
|g (t, x, u, θ)| ≤ C (1 + |x|) . (2.2)
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Under the above assumptions, the SDE-(1.1) has a unique strong solution xu(t) which is
given by
xu(t) = ζ +
∫ t
s
f (r, xu(r),E(xu(r)), u(r)) dr +
∫ t
s
σ (r, xu(r),E(xu(r)), u(r)) dW (r)
+
∫ t
s
∫
Θ
g (t, xu(r−), u(r), θ)N (dθ, dr) ,
and by standard arguments it is easy to show that for any q > 0, it holds that
E( sup
t∈[s,T ]
|xu(t)|q) < Cq, (2.3)
where Cq is a constant depending only on q and the functional Js,ζ is well defined.
Usual Hamiltonian. We define the usual Hamiltonian associated with the mean-field
stochastic control problem (1.1)-(1.2) as follows
H (t,X,E (X) , u,Ψ(t),K(t), γ t(θ)) = Ψ(t)f (t,X,E (X) , u)
+K(t)σ (t,X,E (X) , u) +
∫
Θ
γt(θ)g (t, x(t), u(t), θ)µ(dθ)
− ℓ (t,X,E (X) , u) ,
(2.4)
where (t,X, u) ∈ [s, T ]× R× A, X is a random variable such that X ∈ L1 (Ω,F ,R) and
(Ψ(t),K(t), γt(θ)) ∈ R× R× R given by equation (2.5).
Adjoint equations for mean-field SDEs with jump processes. We introduce the adjoint
equations involved in the stochastic maximum principle for our control problem. The first-
order adjoint equation turns out to be a linear mean-field backward SDE with jump terms,
while the second-order adjoint equation remains the same as in Tang et al., [32].
For any u(·) ∈ U and the corresponding state trajectory x(·), we define the first-order
adjoint process (Ψ(·),K(·),γ(·)) and the second-order adjoint process (Q(·), R(·),Γ(·))
as the ones satisfying the following equations:
1. First-order adjoint equation: linear backward SDE of mean-field type with jump pro-
cesses 
dΨ(t) = −
{
fx (t)Ψ(t) + E
(
f⊤y (t)Ψ(t)
)
+ σx (t)K(t)
+ E (σy(t)K(t)) + ℓx (t) + E (ℓy(t))
+
∫
Θ
gx (t, θ)γt(θ)µ(dθ)
}
dt
+K(t)dW (t) +
∫
Θ
γt(θ)N(dt, dθ)
Ψ(T ) = − (hx (x(T ),E(x(T )) + E (hy (x(T ),E(x(T )))) .
(2.5)
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2. Second-order adjoint equation: classical linear backward SDE with jump processes
(see Tang et al., [32] equation (2.23))
dQ(t) = −
{
2fx (t)Q(t) + σ
2
x (t)Q(t) + 2σx (t)R(t)
+
∫
Θ
(Γt(θ) +Q(t)) (gx (t, θ))
2 µ(dθ) + 2
∫
Θ
Γt(θ)gx (t, θ)µ(dθ)
+ Hxx(t))} dt+R(t)dW (t) +
∫
Θ
Γt(θ)N(dθ, dt)
Q(T ) = −hxx (x(T ),E(x(T ))) .
(2.6)
Remark 2.1. As it is well known that under conditions (H1) and (H2) the first-order ad-
joint equation (2.5) admits one and only one Ft−adapted solution pair (Ψ(·),K(·),γ(·)) ∈
L
2
F ([s, T ] ;R) ×L
2
F ([s, T ] ;R) ×M
2
F ([s, T ] ;R). This equation reduces to the standard
one as in (Tang et al., [32] equation (2.22)), when the coefficients not explicitly depend
on the expected value (or the marginal law) of the underlying diffusion process. Also
the second-order adjoint equation (2.6) admits one and only one Ft−adapted solution pair
(Q(·), R(·),Γ(·, θ)) ∈ L2F ([s, T ] ;R)× L
2
F ([s, T ] ;R)×M
2
F ([s, T ] ;R) . Moreover when
the jump coefficient g ≡ 0 the above equations (2.5)-(2.6) reduces to (Buckdahn et al., [5]
equations (2.7) and (2.10)).
Since the derivatives fx, fxx, fy, σx, σxx, σy, ℓx, ℓy, gx, gxx, hx, and hy are bounded, by
assumptions (H1) and (H2), we have the following estimate
E
[
sup
s≤t≤T
|Ψ(t)|2 +
∫ T
s
|K(t)|2 dt+
∫ T
s
∫
Θ
|γt(θ)|
2 µ(dθ)dt
]
≤ C. (2.7)
E
[
sup
s≤t≤T
|Q(t)|2 +
∫ T
s
|R(t)|2 dt+
∫ T
s
∫
Θ
|Γt(θ)|
2 µ(dθ)dt
]
≤ C. (2.8)
Related with (Ψ∗(t),K∗(t), γ∗t (θ)) we denote
δH(t) = Ψ∗(t)δf(t) +K∗(t)δσ(t) +
∫
Θ
δg (t, θ) γ∗t (θ)µ(dθ)− δℓ(t),
Hx(t) = fx (t)Ψ
∗(t) + σx (t)K
∗(t) +
∫
Θ
gx (t, θ) γ
∗
t (θ)µ(dθ)− ℓx (t) ,
Hxx(t) = fxx (t)Ψ
∗(t) + σxx (t)K
∗(t) +
∫
Θ
gxx (t, θ) γ
∗
t (θ)µ(dθ)− ℓxx (t) ,
(2.9)
3. Stochastic Maximum Principle for Optimality
In this section, we obtain a necessary conditions of optimality, where the system is described
by nonlinear controlled SDEs of Mean-field type with jump processes, using spike variation
method. The control domain need not be convex. The proof follows the general ideas as in
Buckdahn et al., [5] and Tang et al., [32]. Note that in [5] the authors studied the Brownian
case only.
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The main result of this paper is stated in the following theorem.
Let x∗(·) be the trajectory of the control system (1.1) corresponding to the optimal control
u∗(·), and (Ψ∗(·),K∗(·),γ∗(·)) , (Q∗(·), R∗(·),Γ∗(·)) be the solution of adjoint equations
(2.5) and (2.6) respectively, corresponding to u∗(·).
Theorem 3.1. (Stochastic Maximum Principle for Optimality). Let Hypotheses (H1)
and (H2) hold. If (u∗(·), x∗(·)) is an optimal solution of the control problem (1.1)-
(1.2). Then there are two trible of Ft−adapted processes (Ψ∗(·),K∗(·),γ∗(·)) and
(Q∗(·), R∗(·),Γ∗(·)) that satisfy (2.5) and (2.6) respectively, such that for all u ∈ A :
H(t, x∗(t),E(x∗(t)), u,Ψ∗(t),K∗(t), γ∗t (θ))
−H(t, x∗(t),E(x∗(t)), u∗(t),Ψ∗(t),K∗(t), γ∗t (θ))
+12 (σ (t, x
∗(t),E(x∗(t)), u)− σ (t, x∗(t),E(x∗(t)), u∗(t)))2Q∗(t)
+12
∫
Θ
(g (t, x∗(t), u, θ)− g (t, x∗(t), u∗(t), θ))2 (Q∗(t) + Γ∗t (θ))µ(dθ) ≤ 0.
P−a.s., a.e. t ∈ [s, T ] .
(3.1)
To prove Theorem 3.1 we need some preliminary results given in the following Lemmas.
Let (u∗(·), x∗(·)) be the optimal solution of the control problem (1.1)-(1.2). Following
Tang et al., [32], and Buckdahn [5], we derive the variational inequality (3.1) in several
steps, from the fact that
J
s,ζ
(uε(·))− J
s,ζ
(u∗(·)) ≥ 0, (3.2)
where uε(·) is the so called spike variation of u∗(·) defined as follows.
For ε > 0, we choose a Borel measurable set Eε ⊂ [s, T ] such that υ(Eε) = ε, where υ(Eε)
denote the Lebesgue measure of the subset Eε, and we consider the control process which
is the spike variation of u∗(·)
uε(t) =
{
u : t ∈ Eε,
u∗(t) : t ∈ [s, T ] | Eε,
(3.3)
where ε > 0 is sufficiently small and u is an arbitrary element Ft−measurable random
variable with values in A, such that supw∈Ω |u(w)| <∞, which we consider as fixed from
now on.
Let xε1(·) and xε2(·) be the solutions of the following SDEs respectively
dxε1(t) = {fx(t)x
ε
1(t) + fy(t)E (x
ε
1(t)) + δf(t)IEε(t)} dt
+ {σx(t)x
ε
1(t) + σy(t)E (x
ε
1(t)) + δσ(t)IEε(t)} dW (t)
+
∫
Θ
{gx (t−, θ)x
ε
1(t) + δg(t−, θ)IEε(t)}N (dθ, dt) ,
xε1(s) = 0,
(3.4)
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and
dxε2(t) = {fx(t)x
ε
2(t) + fy(t)E (x
ε
2(t)) + Lt(f, x
ε
1) + δfx(t)IEε(t)} dt
+ {σx(t)x
ε
2(t) + σy(t)E (x
ε
2(t)) + Lt(σ, x
ε
1) + δσx(t)IEε(t)} dW (t)
+
∫
Θ
{gx (t−, θ) x
ε
2(t) + Lt,θ(g, x
ε
1) + δgx(t−, θ)IEε(t)}N (dθ, dt) ,
xε2(s) = 0.
(3.5)
Noting that equation (3.4) is called the first-order variational equation and equation (3.5) is
called the second-order variational equation.
Our first Lemma below deals with the duality relations between Ψ(t), xε1(t) and xε2(t).
Lemma 3.1. We have
E (Ψ(T )xε1(T )) = E
∫ T
s
xε1(t) [(ℓx(t) + E(ℓy(t))] dt
+ E
∫ T
s
{Ψ(t)δf(t) +K(t)δσ(t)} IEε(t)dt
+ E
∫ T
s
∫
Θ
γt(θ)δg(t, θ)IEε(t)µ (dθ) dt,
(3.6)
and
E (Ψ(T )xε2(T )) = E
∫ T
s
xε2(t) [(ℓx(t) + E(ℓy(t))] dt
+ E
∫ T
s
{Ψ(t)δfx(t) +K(t)δσx(t)}x
ε
1(t)IEε(t)dt
+ E
∫ T
s
∫
Θ
γt(θ)δgx(t, θ)x
ε
1(t)IEε(t)µ (dθ) dt
+ E
∫ T
s
Ψ(t)Lt(f, x
ε
1) +K(t)Lt(σ, x
ε
1)dt
+ E
∫ T
s
∫
Θ
γt(θ)Lt,θ(g, x
ε
1)µ (dθ) dt.
(3.7)
Proof. By applying Itoˆ’s formula for jump processes (see Lemma A1), then we get
E (Ψ(T )xε1(T )) = E
∫ T
s
Ψ(t)dxε1(t) + E
∫ T
s
xε1(t)dΨ(t)
+ E
∫ T
s
K(t) [σx(t)x
ε
1(t) + σy(t)E (x
ε
1(t)) + δσ(t)IEε(t)] dt
+ E
∫ T
s
∫
Θ
γt(θ) [gx (t, θ) x
ε
1(t) + δg(t, θ)IEε(t)]µ (dθ) dt
= Iε1 + I
ε
2 + I
ε
3 + I
ε
4 .
(3.8)
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A simple computation shows that
Iε1 = E
∫ T
s
Ψ(t)dxε1(t)
= E
∫ T
s
{Ψ(t)fx(t)x
ε
1(t) + Ψ(t)fy(t)E (x
ε
1(t)) + Ψ(t)δf(t)IEε(t)} dt,
(3.9)
and
Iε2 = E
∫ T
s
xε1(t)dΨ(t)
= −E
∫ T
s
{
xε1(t)fx (t)Ψ(t) + x
ε
1(t)E
(
f⊤y (t)Ψ(t)
)
+ xε1(t)σx (t)K(t)
+ xε1(t)E (σy(t)K(t)) + x
ε
1(t)ℓx (t) + x
ε
1(t)E (ℓy(t))} dt
− E
∫ T
s
∫
Θ
xε1(t)gx (t, θ)γt(θ)µ(dθ)dt.
(3.10)
By standard arguments we get
Iε3 = E
∫ T
s
K(t) [σx(t)x
ε
1(t) + σy(t)E (x
ε
1(t)) + δσ(t)IEε(t)] dt
= E
∫ T
s
K(t)σx(t)x
ε
1(t)dt+ E
∫ T
s
K(t)σy(t)E (x
ε
1(t)) dt
+ E
∫ T
s
K(t)δσ(t)IEε(t)dt,
(3.11)
and
Iε4 = E
∫ T
s
∫
Θ
γt(θ) [gx (t, θ) x
ε
1(t) + δg(t, θ)IEε(t)]µ (dθ) dt
= E
∫ T
s
∫
Θ
γt(θ)gx (t, θ) x
ε
1(t)µ (dθ) dt
+ E
∫ T
s
∫
Θ
γt(θ)δg(t, θ)IEε(t)µ (dθ) dt.
(3.12)
Finally the duality relation (3.6) follows from combining (3.9)∼(3.12) and (3.8). Similarly
we can prove second duality relation (3.7).
To this end we need the following estimations. Let xε(·) be the solutions of the SDEs-(1.1)
corresponding to the control uε(·).
Lemma 3.2. Let Hypotheses (H1) and (H2) hold. Then we have for any k ≥ 1 :
E( sup
s≤t≤T
|xε1(t)|
2k) ≤ Cεk. (3.13)
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sup
s≤t≤T
|E (xε1(t))|
2 ≤ ερ (ε) . (3.14)
E( sup
s≤t≤T
|xε2(t)|
2k) ≤ Cε2k. (3.15)
E( sup
s≤t≤T
|xε(t)− x∗(t)|2k) ≤ Cεk. (3.16)
E( sup
s≤t≤T
|xε(t)− x∗(t)− xε1(t)|
2k) ≤ Cε2k. (3.17)
E( sup
s≤t≤T
|xε(t)− x∗(t)− xε1(t)− x
ε
2(t)|
2k) ≤ Ck,µ(Θ)ε
2kρk (ε) , (3.18)
where Ck is a positive constant depend to k and ρ, ρk : (0,∞)→ (0,∞) such that ρ (ε)→
0 and ρk (ε)→ 0 as ε→ 0.
To prove Lemma 3.2 we need some results given in the following Lemma.
Lemma 3.3. For any progressively measurable process (Φ (t))t∈[s,T ] for which for any
p > 1, there exists a positive constant Cp such that
E( sup
s≤t≤T
|Φ(t)|p) ≤ Cp. (3.19)
Then there exists a function ρ˜ : (0,∞) → (0,∞) satisfying ρ˜ (ε) → 0 as ε → 0 such that
for ε > 0 :
|E (Φ(T )xε1(T ))|
2 +
∫ T
s
|E (Φ(t)xε1(t))|
2 dt ≤ C(T,µ(Θ))ερ˜ (ε) . (3.20)
Proof. First we set for t ∈ [s, T ] : η (t) = exp {Z(t)} , where
Z (t) = −
∫ t
s
[
fx(r)−
1
2
|σx(r)|
2 −
1
2
∫
Θ
(gx(r, θ))
2 µ(dθ)
]
dr −
∫ t
s
σx(r)dw(r)
−
∫ t
s
∫
Θ
gx(r−, θ)N(dθ, dr),
and we denote by ρ (t) = η (t)−1 = exp {−Z(t)} .
By using Itoˆ formula for the exponential exp {Z(t)} we get
d (exp {Z(t)}) = exp {Z(t)} dZ(t) +
1
2
exp {Z(t)} d 〈Z(t);Z(t)〉 ,
this shows that
dη (t) = d (exp {Z(t)})
= −η (t)
{[
fx(t)− (σx(t))
2 −
∫
Θ
(gx(t, θ))
2 µ(dθ)
]
dt
+ σx(t)dW (t) +
∫
Θ
gx(t−, θ)N(dθ, dt)
}
.
(3.21)
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By applying Integration by parts formula for jumps processes η (t) xε1(t) we have
d (η (t)xε1(t)) = η (t) dx
ε
1(t) + x
ε
1(t)dη (t) + d 〈η (t) , x
ε
1(t)〉 ,
= Iε1 + I
ε
2 + I
ε
3 .
From (3.4) we get
Iε1 = η (t) dx
ε
1(t)
= η (t) {[fx(t)x
ε
1(t) + fy(t)E (x
ε
1(t)) + δf(t)IEε(t)] dt
+ [σx(t)x
ε
1(t) + σy(t)E (x
ε
1(t)) + δσ(t)IEε(t)] dW (t)
+
∫
Θ
{gx (t−, θ) x
ε
1(t) + δg(t−, θ)IEε(t)}N (dθ, dt)
}
.
By using (3.21) we obtain
Iε2 = x
ε
1(t)dη (t)
= −η (t) fx(t)x
ε
1(t)dt− η (t)σx(t)x
ε
1(t)dW (t)− η (t)x
ε
1(t)
∫
Θ
gx(t−, θ)N(dθ, dt)
+η (t) xε1(t) (σx(t))
2 dt+ η (t)
∫
Θ
(gx(t−, θ))
2 xε1(t)µ(dθ),
and a simple computation we get
Iε3 = d 〈η (t) , x
ε
1(t)〉 = −η (t) σx(t) [σx(t)x
ε
1(t) + σy(t)E (x
ε
1(t)) + δσ(t)IEε(t)] dt
−
∫
Θ
η (t) gx(t, θ) {gx (t, θ)x
ε
1(t) + δg(t, θ)IEε(t)}µ(dθ)dt.
Consequently, from the above equations we deduce that
d (η (t)xε1(t)) = I1 + I2 + I3
= η (t) {[fy(t)E (x
ε
1(t)) + δf(t)IEε(t)] dt
+ [σy(t)E (x
ε
1(t)) + δσ(t)IEε(t)] dW (t)
+
∫
Θ
{δg(t−, θ)IEε(t)}N (dθ, dt)
}
−η (t) {σx(t) [σy(t)E (x
ε
1(t)) + δσ(t)IEε(t)]
+
∫
Θ
gx(t, θ)δg(t, θ)IEε(t)µ(dθ)
}
dt,
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by integrating the above equation and the fact ρ (t) = η (t)−1 we obtain
xε1(t) = ρ (t)
∫ t
s
η (r) {[fy(r)E (x
ε
1(r)) + δf(t)IEε(r)]
− σx(r)σy(r)E (x
ε
1(r)) + σx(r)δσ(r)IEε(r)
−
∫
Θ
gx(r, θ)δg(r, θ)IEε(r)µ(dθ)
}
dr
+ ρ (t)
∫ t
s
η (r) [σy(r)E (x
ε
1(r)) + δσ(r)IEε(r)] dW (r)
+ ρ (t)
∫ t
s
∫
Θ
η (r) δg(r−, θ)IEε(r)N (dθ, dr) .
(3.22)
Since fx, σx, gx(·, θ) are bounded, then by using (Proposition A1, Appendix) we get: for
all p > 1 there exists a positive constant C = C(T,p,µ(Θ)) such that
E
[
sup
s≤t≤T
∣∣∣∣∫ t
s
∫
Θ
gx (r−, θ)N(dθ, dr)
∣∣∣∣p
]
≤ C(T,p,µ(Θ))E
[∫ T
s
∫
Θ
|gx (r, θ)|
p µ(dθ)dr
]
,
which shows that
E
[
sup
s≤t≤T
(|η (t)|p + |ρ (t)|p)
]
≤ C(T,p,µ(Θ)). (3.23)
Moreover, it follows from (3.19) that
E
[
sup
s≤t≤T
|Φ (t) ρ (t)|p)
]
≤ C(T,p,µ(Θ)). (3.24)
Next, since Ft = (F (W,N)t )t∈[s,T ] then by applying Martingale Representation Theorem
for jump processes (see Lemma A2), there exists a unique γt (·) ∈ L2F ([s, t]) and unique
ξt(·, θ) ∈M
2
F ([s, t]) such that ∀t ∈ [s, T ] :
Φ (t) ρ (t) = E (Φ (t) ρ (t))+
∫ t
s
γt (r) dW (r)+
∫ t
s
∫
Θ
ξt(r, θ)N(dθ, dr). P−a.s. (3.25)
Noting that, for every p > 1, with the help of (3.22) it follows from the Bulkholder-Davis-
Gundy inequality and Proposition A1 that there exists a constant C(T,p,µ(Θ)) such that: for
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p > 1,
E
[(∫ t
s
|γt (r)|
2 dr
) p
2
]
+ E
[(∫ t
s
∫
Θ
|ξt(r, θ)|
2 µ(dθ)dr
) p
2
]
≤ CpE
[
sup
s≤τ≤t
∣∣∣∣∫ τ
s
γt (r) dW (r)
∣∣∣∣p]
+C(T,p,µ(Θ))E
[
sup
s≤τ≤t
∣∣∣∣∫ τ
s
∫
Θ
ξt(r−, θ)N(dθ, dr)
∣∣∣∣p]
≤ Cp
(
1 + 1
p−1
)p
E
[∣∣∣∣∫ t
s
γt (r) dW (r)
∣∣∣∣p]
+C(T,p,µ(Θ))E
[∣∣∣∣∫ t
s
∫
Θ
ξt(r−, θ)N(dθ, dr)
∣∣∣∣p]
≤ C(T,p,µ(Θ))E [|Φ (t) ρ (t)− E (Φ (t) ρ (t))|
p]
≤ C(T,p,µ(Θ)) {E( |Φ (t) ρ (t)|
p) + |E (Φ (t) ρ (t))|p}
≤ C(T,p,µ(Θ))E [|Φ (t) ρ (t)|
p]
≤ C(T,p,µ(Θ))E
[
sup
s≤t≤T
|Φ (t) ρ (t)|p
]
≤ C(T,p,µ(Θ)).
This shows that
sup
s≤t≤T
E
[(∫ t
s
|γt (r)|
2 dr
)p
2
]
≤ C(T,p,µ(Θ)), (3.26)
and
sup
s≤t≤T
E
[(∫ t
s
∫
Θ
|ξt(r, θ)|
2 µ(dθ)dr
) p
2
]
≤ C(T,p,µ(Θ)). (3.27)
Now we consider
Φ (t) xε1 (t) = J
ε
1 (t) + J
ε
2 (t) + J
ε
3 (t), t ∈ [s, T ] , (3.28)
where
J ε1 (t) = Φ (t) ρ (t)
∫ t
s
η (r) {[fy(r)E (x
ε
1(r)) + δf(t)IEε(r)]
−σx(r)σy(r)E (x
ε
1(r)) + σx(r)δσ(r)IEε(r)
−
∫
Θ
gx(r−, θ)δg(r, θ)IEε(r)µ(dθ)
}
dr,
J ε2 (t) = Φ (t) ρ (t)
∫ t
s
η (r) [σy(r)E (x
ε
1(r)) + δσ(r)IEε(r)] dW (r),
and
J ε3 (t) = Φ (t) ρ (t)
∫ t
s
∫
Θ
η (r) δg(r, θ)IEε(r)N (dθ, dr) .
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We estimate now the first term in the right-hand side of (3.28). First, since fy, σx, σy, are
bounded and fact that supθ∈Θ |gx(t, θ)| < +∞ (see H2) we get
|E (J ε1 (t))| =
∣∣∣∣E{Φ (t) ρ (t) ∫ t
s
η (r) [(fy(r)− σx(r)σy(r))E (x
ε
1(r))
+ (δf(t) + σx(r)δσ(r)) IEε(r)
−
∫
Θ
gx(r−, θ)δg(r, θ)IEε(r)µ(dθ)
]
dr
}∣∣∣∣
≤ C(µ(Θ))E
{
sup
t∈[s,T ]
|Φ (t) ρ (t)| sup
t∈[s,T ]
|η (t)|
[∫ t
s
|E (xε1(r))| dr + ε
]}
,
applying Cauchy-Schwarz inequality, then from (3.23) and (3.24) (with p = 2), we get
|E (J ε1 (t))| ≤ C(µ(Θ))
[
E
(
sup
t∈[s,T ]
|Φ (t) ρ (t)|2
)] 1
2
×
[
E
(
sup
t∈[s,T ]
|η (t)|2
)] 1
2
[∫ t
s
|E (xε1(r))| dr + ε
]
≤ C(T,µ(Θ))
[∫ t
s
|E (xε1(r))| dr + ε
]
,
by applying Cauchy-Schwarz inequality and the fact that (a+ b)2 ≤ 2a2 + 2b2 we can
shows that
|E (J ε1 (t))|
2 ≤ C(T,µ(Θ))
[
2
(∫ t
s
|E (xε1(r))| dr
)2
+ 2ε2
]
≤ C(T,µ(Θ))
[∫ t
s
|E (xε1(r))|
2 dr + ε2
]
.
(3.29)
Next, we proceed to estimate the second term J ε2 (t). With the help of (3.25) and the Itoˆ
Isometry we can get
E (J ε2 (t)) = E
{
Φ (t) ρ (t)
∫ t
s
η (r) [σy(r)E (x
ε
1(r)) + δσ(r)IEε(r)] dW (r)
}
= E
{[
E (Φ (t) ρ (t)) +
∫ t
s
γt (r) dW (r) +
∫ t
s
∫
Θ
ξt(r−, θ)N(dθ, dr)
]
×
∫ t
s
η (r) [σy(r)E (x
ε
1(r)) + δσ(r)IEε(r)] dW (r)
}
= E
[∫ t
s
γt (r) η (r)σy(r)E (x
ε
1(r)) dr
]
+ E
[∫ t
s
γt (r) η (r) δσ(r)IEε(r)dr
]
.
We estimate now the first term in the right hand side of the above equality. Applying (3.23)-
(3.26) then we can get immediately
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∣∣∣∣E ∫ t
s
γt (r) η (r)σy(r)E (x
ε
1(r)) dr
∣∣∣∣2 ≤ C ∫ t
s
|E (xε1(r))|
2 dr, (3.30)
however, the second term satisfies∫ T
s
{∣∣∣∣E [∫ t
s
γt (r) η (r) δσ(r)IEε(r)dr
]∣∣∣∣2
}
dt ≤ Cερ1 (ε) , (3.31)
where
ρ1 (ε) =
{
E
[(∫ T
s
∫ t
s
|γt (r)|
2
IEε(t)drdt
)2]} 12
.
Noting that since limε→0 IEε(t) = 0 in measure dtdP then the by Dominate Convergence
Theorem we get that limε→0 ρ1 (ε) = 0.
Let us turn to estimate the third term J ε3 (t). Then by Cauchy-Schwarz inequality, we obtain
|E (J ε3 (t))|
2 =
∣∣∣∣E{Φ (t) ρ (t)∫ t
s
∫
Θ
η (r) δg(r−, θ)IEε(r)N (dθ, dr)
}∣∣∣∣2
≤
∣∣∣∣∣E
{
sup
t∈[s,T ]
|Φ (t) ρ (t)| sup
t∈[s,T ]
|η (t)|
∫ t
s
∫
Θ
δg(r−, θ)IEε(r)N (dθ, dr)
}∣∣∣∣∣
2
≤ CE
[
sup
t∈[s,T ]
|Φ (t) ρ (t)|2
][
E sup
t∈[s,T ]
|η (t)|2
]
×E
[∣∣∣∣∫ t
s
∫
Θ
δg(r−, θ)IEε(r)N (dθ, dr)
∣∣∣∣]2 ,
by applying Propositions A1 then from (3.23) and (3.24) (with p = 2), we get
|E (J ε3 (t))|
2 ≤ C(T,µ(Θ))
∫ t
s
∫
Θ
|δg(r, θ)IEε(r)|
2 µ(dθ)dr
≤ C(T,µ(Θ))
∫ t
s
supθ∈Θ |δg(r, θ)|
2
∫
Θ
IEε(r)µ(dθ)dr
≤ C(T,µ(Θ))ε.
(3.32)
Combining (3.30)∼(3.32) and the fact that
|E (Φ (t)xε1 (t))|
2 ≤ 2 |E (J ε1 (t))|
2 + 4 |E (J ε2 (t))|
2 + 4 |E (J ε3 (t))|
2 , t ∈ [s, T ] ,
we conclude
|E (Φ (t) xε1 (t))|
2 ≤ C(T,µ(Θ))
[
ε2 + ε+
∣∣∣E [∫ ts γt (r) η (r) δσ(r)IEε(r)dr]∣∣∣2
+
∫ t
s
|E (xε1 (r))|
2 dr
]
,
(3.33)
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integrating the above inequality, then with the help of (3.31) we get∫ t
s
|E (Φ (r)xε1 (r))|
2 dr ≤ C(T,µ(Θ))
[
ε2 + ε+ ερ1 (ε) +
∫ t
s
∫ e
s
|E (xε1 (r))|
2 drde
]
.
(3.34)
Now, taking Φ (t) = 1 in (3.34) and from Gronwall’s Lemma we have∫ t
s
|E (xε1 (r))|
2 dr ≤ C(T,µ(Θ))
(
ε2 + ε+ ερ1 (ε)
)
. (3.35)
Consequently, from (3.34) it holds that∫ t
s
|E (Φ (r)xε1 (r))|
2 dr ≤ C(T,µ(Θ))
(
ε2 + ε+ ερ1 (ε)
)
. (3.36)
Furthermore, from (3.23), then by simple computation (with t = T ) we can shows that∣∣∣∣E [∫ T
s
γt (r) η (r) δσ(r)IEε(r)dr
]∣∣∣∣2 ≤ CερT (ε) , (3.37)
where
ρT (ε) =
{
E
[(∫ T
s
|γT (r)|
2
IEε(t)dr
)2]} 12
.
Noting that since limε→0 IEε(t) = 0 in measure dtdP then with the help Dominate Conver-
gence Theorem we can shows that limε→0 ρT (ε) = 0.
By combining (3.33), (3.35) and (3.37) we conclude
|E (Φ (T )xε1 (T ))|
2 ≤ C(T,µ(Θ))
(
ε+ ε2 + ερ1 (ε) + ερT (ε)
)
. (3.38)
Finally by setting ρ˜ (ε) =
(
ε+ ε2 + ερ1 (ε) + ερT (ε)
)
→ 0, ε→ 0, then the desired result
(3.20) follows immediately from (3.36) and (3.38). This completes the proof of Lemma 3.3.
Proof of Lemma 3.2.
Proof of estimate (3.14): using (3.4) it holds that
E(xε1 (t)) =
∫ t
s
{E [fx(r)x
ε
1(r)] + E (fy(r))E (x
ε
1(r)) + E (δf(r)IEε(r))} dr,
then we have
|E(xε1 (t))|
2 ≤ 2
∣∣∣∣∫ t
s
E [fx(r)x
ε
1(r)] dr
∣∣∣∣2
+ 2
∣∣∣∣∫ t
s
(E (fy(r))E (x
ε
1(r)) + E (δf(r)IEε(r))) dr
∣∣∣∣2 ,
(3.39)
by setting Φ (t) = fx(t) in (3.36), then by the helps of Cauchy-Schwarz inequality and fact
that t ≤ T we get∣∣∣∣∫ t
s
E [fx(r)x
ε
1(r)]
∣∣∣∣2 ≤ T ∫ t
s
|E [fx(r)x
ε
1(r)]|
2 dr ≤ C(T,µ(Θ))
(
ε2 + ε+ ερ1 (ε)
)
,
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thus, in view of assumption (H1), then from (3.39) we obtain
|E(xε1 (t))| ≤
[
C(T,µ(Θ))
(
ε2 + ε+ ερ1 (ε)
)] 1
2 + C
∫ t
s
(ε+ E |xε1(r)|) dr.
Finally by applying Gronwall’s Lemma, the estimate (3.14) follows with ρ (ε) =
C(T,s,µ(Θ)) (1 + ε+ ρ1 (ε)) .
Proof of estimate (3.18): First we set
λε(t) := xε(t)− x∗(t)− xε1(t)− x
ε
2(t). (3.40)
From SDEs (1.1), (3.4) and (3.5) we get
dλε(t) = Πεf (t) dt+Π
ε
σ (t) dW (t) +
∫
Θ
Λεg (t, θ)N(dθ, dt), (3.41)
where for ϕ = f, σ, ℓ
Πεϕ (t) = ϕ(t, x
ε(t),E(xε(t)), uε(t))− ϕ(t, x∗(t),E(x∗(t)), u∗(t))
− ϕx (t) (x
ε
1(t) + x
ε
2(t))−
{
ϕy (t)E (x
ε
1(t) + x
ε
2(t))
+Lt (ϕ, x
ε
1) + (δϕ (t) + δϕx (t)x
ε
1 (t)) IEε(t)} ,
(3.42)
and
Λεg (t, θ) = g (t, x
ε(t−), u
ε(t), θ)− {g (t, x∗(t−), u
∗(t), θ)
+ gx (t, θ) [x
ε
1(t) + x
ε
2(t)] + Lt,θ(g, x
ε
1) + [δg(t, θ) + δgx(t, θ)] IEε(t)} .
(3.43)
First we estimate the term Πεϕ (t) .
Estimates of Πεϕ (t) :
ϕ(t, xε(t),E(xε(t)), uε(t))− ϕ(t, x∗(t),E(x∗(t)), u∗(t))
=
∫ 1
0
[
ϕex(t) (x
ε(t)− x∗(t)) + ϕey(t) (E (x
ε(t))− E (x∗(t)))
]
de,
where, for the subscript κ which indicates the first and the second order derivatives of ϕ,
respectively, with respect to κ = x, xx, y, xy, yy, and for real ℏ ∈ [0, 1] :
ϕℏκ(t) = ϕκ(t, x
∗(t) + ℏ (xε(t)− x∗(t)) ,E (x∗(t) + ℏ (xε(t)− x∗(t))) , uε(t)).
Moreover,
ϕ(t, xε(t),E(xε(t)), uε(t)) − ϕ(t, x∗(t),E(x∗(t)), u∗(t))
− [ϕx (t) (x
ε
1(t) + x
ε
2(t)) +ϕy (t)E (x
ε
1(t) + x
ε
2(t))
]
=
∫ 1
0
{
ϕex(t)λ
ε(t) + ϕey(t)E (λ
ε(t)) + (ϕex(t)− ϕx(t)) (x
ε
1(t) + x
ε
2(t))
+
(
ϕey(t)− ϕy(t)
)
E (xε1(t) + x
ε
2(t))
}
de.
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By similar arguments we get
ϕex(t)− ϕx(t) = e
∫ 1
0
{
ϕe,αxx (t) (x
ε(t)− x∗(t)) + ϕe,αxy (t)E (x
ε(t)− x∗(t))
}
dα
+δϕx(t)IEε(t)
= e
∫ 1
0
{
ϕe,αxx (t)λ
ε(t) + ϕe,αxy (t)E (λ
ε(t))
}
dα
+e
∫ 1
0
{ϕe,αxx (t) (x
ε
1(t) + x
ε
2(t))} dα
+e
∫ 1
0
{
ϕe,αxy (t)E (x
ε
1(t) + x
ε
2(t))
}
dα+ δϕx(t)IEε(t),
and
ϕey(t)− ϕy(t) = e
∫ 1
0
{
ϕe,αxy (t) (x
ε
1(t) + x
ε
2(t)) + ϕ
e,α
yy (t)E (x
ε
1(t) + x
ε
2(t))
}
dα
e
∫ 1
0
{
ϕe,αxy (t)λ
ε(t) + ϕe,αyy (t)E (λ
ε(t))
}
dα+ δϕy(t)IEε(t).
Next we introduce the following notations:
Z
1,ε
ϕ (t) =
∫ 1
0
∫ 1
0
e {ϕe,αxx (t)λ
ε(t) (xε1(t) + x
ε
2(t))
+ ϕe,αxy (t) (xε1(t) + x
ε
2(t))E (λ
ε(t)) +λε(t)E (xε1(t) + x
ε
2(t))} dαde
+
∫ 1
0
∫ 1
0
e {ϕe,αyy (t)E (λ
ε(t))E (xε1(t) + x
ε
2(t))} dαde
Z
2,ε
ϕ (t) =
∫ 1
0
∫ 1
0
e
{
ϕ
e,α
xx (t)
[
(xε1(t) + x
ε
2(t))
2 − (xε1(t))
2
]
+2ϕe,αxy (t) (xε1(t) + x
ε
2(t))E (x
ε
1(t) + x
ε
2(t))} dαde
+
∫ 1
0
∫ 1
0
e
{
ϕ
e,α
yy (t) (E (xε1(t) + x
ε
2(t)))
2
}
dαde
Z
3,ε
ϕ (t) =
∫ 1
0
∫ 1
0
e
{
ϕ
e,α
xx (t)− ϕ
e,α
xx (t) (xε1(t))
2
}
dαde
Z
4,ε
ϕ (t) =
[
δϕx(t)x
ε
2(t) + δϕy(t)E (x
ε
1(t) + x
ε
2(t))
]
IEε(t).
From (3.42) we get
Πεϕ (t) = Z
1,ε
ϕ (t) + Z
2,ε
ϕ (t) + Z
3,ε
ϕ (t) + Z
4,ε
ϕ (t)
+
∫ 1
0
{
ϕex(t)λ
ε(t) + ϕey(t)E (λ
ε(t))
}
de,
applying (3.40) together with estimates (3.15) and (3.17) we get k ≥ 1.
E
[
sup
t∈[sT ]
|λε(t)|2k
]
≤ Ckε
2k
. (3.44)
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Combining estimates (3.44), (3.13) and (3.15) we get
E
[
sup
t∈[sT ]
∣∣Z1,εϕ (t)∣∣2k
]
≤ Ckε
3k
. (3.45)
Similar arguments developed above with the helps of estimates (3.13), (3.14) and (3.15) we
can prove
E
[
sup
t∈[sT ]
∣∣Z2,εϕ (t)∣∣2k
]
≤ Ckε
2kρ1,k(ε). (3.46)
where ρ1,k(ε) =
(
εk + ε2k + εkρk(ε) + ρk(ε)
)
→ 0 as ε → 0. From Lebesgue’s bounded
convergence theorem it holds that
E
[(∫ T
s
∣∣Z3,εϕ (t)∣∣2 dt)k
]
≤ Ckε
2k
[
E
(∫ T
s
∫ 1
0
∫ 1
0
|ϕe,αxx (t)− ϕxx(t)|
4k dαdedt
)] 1
2
,
(3.47)
here, if we denote ρ2,k(ε) =
[
E
(∫ T
s
∫ 1
0
∫ 1
0 |ϕ
e,α
xx (t)− ϕxx(t)|
4k
dαdedt
)] 1
2 then
limε→0 ρ2,k(ε) = 0. Also,
E
[(∫ T
s
∣∣Z4,εϕ (t)∣∣2)k
]
dt ≤ Ckε
2kρ3,k(ε), (3.48)
where ρ3,k(ε) =
(
εk + ρk(ε)
)
→ 0, as ε → 0. Combining estimates (3.45)∼(3.48) we
deduce
E
[(∫ t
s
∣∣Πεϕ (r)∣∣2 dr)k
]
≤ Ckε
2kρk(ε) + Ck
[∫ t
s
E
(
|λε(r)|2k
)
dr
]
, (3.49)
where ρk(ε) =
(
εk + ρ1,k(ε) + ρ2,k(ε) + ρ3,k(ε)
)
→ 0, as ε→ 0.
Now, let us turn to estimate the jump terms Λεg (t, θ) .
Estimates of Λεg (t, θ) : We have for t ∈ [s, T ] ,
g(t, xε(t), uε(t), θ)− ϕ(t, x∗(t), u∗(t), θ) =
∫ 1
0
(gex(t, θ) (x
ε(t)− x∗(t))) de,
where, for the subscript κ which indicates the first and the second order derivatives of g,
respectively, with respect to κ = x, xx, and for real ℏ ∈ [0, 1] :
gℏκ(t, θ) = gκ(t, x
∗(t) + ℏ (xε(t)− x∗(t)) , u∗(t), θ).
Moreover,
g(t, xε(t), uε(t), θ)− g(t, x∗(t), u∗(t), θ)− gx (t, θ) (x
ε
1(t) + x
ε
2(t))
=
∫ 1
0
{gex(t, θ)λ
ε(t) + (gex(t, θ)− gx(t, θ)) (x
ε
1(t) + x
ε
2(t))} de.
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By similar arguments we get
gex(t, θ)− gx(t, θ) = e
∫ 1
0
{ge,αxx (t, θ) (x
ε(t)− x∗(t)) + E (xε(t)− x∗(t))} dα
+δgx(t, θ)IEε(t)
= e
∫ 1
0
{ge,αxx (t, θ)λ
ε(t)} dα
+e
∫ 1
0
{ge,αxx (t, θ) (x
ε
1(t) + x
ε
2(t))} dα+ δgx(t, θ)IEε(t).
Next we introduce the following notations:
Z
1,ε
g (t, θ) =
∫ 1
0
∫ 1
0
e {ge,αxx (t, θ)λ
ε(t) (xε1(t) + x
ε
2(t))
+λε(t)E (xε1(t) + x
ε
2(t))} dαde
Z
2,ε
g (t, θ) =
∫ 1
0
∫ 1
0
e
{
g
e,α
xx (t, θ)
[
(xε1(t) + x
ε
2(t))
2 − (xε1(t))
2
]
Z
3,ε
g (t, θ) =
∫ 1
0
∫ 1
0
e
{
g
e,α
xx (t, θ)− g
e,α
xx (t, θ) (xε1(t))
2
}
dαde
Z
4,ε
g (t, θ) = δgx(t, θ)x
ε
2(t)IEε(t).
From (3.43) we get
Λεg (t, θ) = Z
1,ε
ϕ (t, θ) + Z
2,ε
ϕ (t, θ) + Z
3,ε
ϕ (t, θ) + Z
4,ε
ϕ (t, θ)
+
∫ 1
0
gex(t, θ)λ
ε(t)de.
By applying similar arguments developed in estimate Πεϕ (t) we can get
E
[
sup
t∈[sT ]
∣∣Λεg (t, θ)∣∣2k
]
≤ Ckε
2kρk(ε), (3.50)
where ρk(ε)→ 0, as ε→ 0.
Finally by combining (3.49), (3.50) and (3.41) with the help of Propositions A1, and Gron-
wall’s Lemma, we conclude
E
[
sup
t∈[sT ]
|λε(t)|2k
]
≤ Ck,µ(Θ)ε
2kρk(ε). (3.51)
This completes the proof of estimate (3.18).
Noting that estimates (3.13), (3.15), (3.16) and (3.17), follows from standard arguments.
Now by applying estimates (3.51), (3.49) the following estimates hold.
Corollary 3.1. We have for ϕ = f, σ, ℓ
E
[(∫ T
s
∣∣Πεϕ (r)∣∣2 dr)k
]
≤ Ckε
2kρk(ε), (3.52)
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E [|Πεh (T )|] ≤ Ckερ(ε), (3.53)
where
Πεh (T ) = h (x
ε(T ),E(xε(T ))) − h(x∗(T ),E(x∗(T )))− hx (T ) (x
ε
1(T ) + x
ε
2(T ))
−{hy (T )E (x
ε
1(T ) + x
ε
2(T )) + LT (h, x
ε
1)} ,
and ρk(ε), ρ(ε) tends to 0 as ε→ 0.
Lemma 3.4. We have
E
[
hxx (x
∗(T ),E(x∗(T ))) xε1(T )
2
]
= −E
∫ T
s
{
−Hxx(t) (x
ε
1(t))
2 +Q∗(t)σ2y(t) (E (x
ε
1(t)))
2 +Q∗(t)((δσ(t))2
+
∫
Θ
(δg(t, θ))2µ(dθ))IEε(t) + Γ
∗
t (θ)
∫
Θ
(δg(t, θ))2IEε(t)µ(dθ)
+ 2 (E (xε1(t))) x
ε
1(t) [Q
∗(t)fy(t) +Q
∗(t)σx(t)σy(t) +R
∗(t)σy(t)]
+ Q∗(t)
∫
Θ
(gx (t, θ))
2 (xε1(t))
2 µ(dθ)
}
dt.
(3.54)
Proof. By using integration by parts formula for jumps processes to Q∗(t) (xε1(t))2 (see
Lemma A1) and taking expectation, we get from (3.13) and (3.14)
E(Q∗(T )xε1(T )
2) = E
∫ T
s
Q∗(t)d((xε1(t))
2) + E
∫ T
s
(xε1(t))
2 dQ∗(t)
+ E
∫ T
s
R∗(t)2xε1(t) [σx(t)x
ε
1(t) + σy(t)E (x
ε
1(t)) + δσ(t)IEε(t)] dt
+ E
∫ T
s
∫
Θ
Γ∗t (θ)2x
ε
1(t) [gx (t, θ)x
ε
1(t) + δg(t, θ)IEε(t)]µ (dθ) dt
= J ε1+J
ε
2+J
ε
3+J
ε
4 .
(3.55)
By using Itoˆ formula to jump process (xε1(t))2 (see Situ [31]) we have
J ε1 = E
∫ T
s
Q∗(t)d((xε1(t))
2)
= E
∫ T
s
Q∗(t) {2xε1(t) [fx(t)x
ε
1(t) + fy(t)E (x
ε
1(t)) + δf(t)IEε(t)]
+ {σx(t)x
ε
1(t) + σy(t)E (x
ε
1(t)) + δσ(t)IEε(t)}
2
+
∫
Θ
{gx (t, θ)x
ε
1(t) + δg(t, θ)IEε(t)}
2 µ(dθ)
}
dt.
(3.56)
Applying (2.6) we can get
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J ε2 = E
∫ T
s
(xε1(t))
2 dQ∗(t)
= −E
∫ T
s
(xε1(t))
2 {2fx (t)Q∗(t) + σ2x (t)Q∗(t) + 2σx (t)R∗(t)
+
∫
Θ
(gx (t, θ))
2 (Γ∗t (θ) +Q
∗(t))µ(dθ) + 2
∫
Θ
Γ∗t (θ)gx (t, θ)µ(dθ)
+ Hxx(t))} dt.
(3.57)
A simple computations shows that
J ε3 = E
∫ T
s
R∗(t)2xε1(t) [σx(t)x
ε
1(t) + σy(t)E (x
ε
1(t)) + δσ(t)IEε(t)] dt
= 2E
∫ T
s
{
R∗(t)σx(t) (x
ε
1(t))
2
+R∗(t)σy(t)E (x
ε
1(t)) x
ε
1(t)dt
+R∗(t)δσ(t)xε1(t)IEε(t)} dt,
(3.58)
and
J ε4 = 2E
∫ T
s
∫
Θ
Γ∗t (θ)x
ε
1(t) [gx (t, θ) x
ε
1(t) + δg(t, θ)IEε(t)]µ (dθ) dt
= 2E
∫ T
s
∫
Θ
Γ∗t (θ)gx (t, θ) (x
ε
1(t))
2 µ (dθ) dt
+ 2E
∫ T
s
∫
Θ
Γ∗t (θ)δg(t, θ)x
ε
1(t)IEε(t)µ (dθ) dt.
(3.59)
Thus, by combining (3.56)∼(3.59) together with (3.55) it follows that
E(Q∗(T ) (xε1(T ))
2)
= E
∫ T
s
{
−Hxx(t) (x
ε
1(t))
2
+Q∗(t)σ2y(t) (E (x
ε
1(t)))
2 +Q∗(t)
(
(δσ(t))2 +
∫
Θ
(δg(t, θ))2µ(dθ)
)
IEε(t)
+
∫
Θ
Γ∗t (θ) (δg(t, θ))
2
IEε(t)µ(dθ)
+ 2 (E (xε1(t)))x
ε
1(t) [Q
∗(t)fy(t) +Q
∗(t)σx(t)σy(t) +R
∗(t)σy(t)]
+ Q∗(t)
∫
Θ
(gx (t, θ))
2 (xε1(t))
2 µ(dθ)
}
dt.
Finally, since Q∗(T ) = −hxx (x∗(T ),E(x∗(T ))) , this completes the proof of Lemma 3.4.
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The following Lemma gives estimates related to the adjoint processes (Ψ∗ (·) ,K∗ (·) ,
γ∗ (·)) and (Q∗ (·) , R∗ (·) ,Γ∗ (·)) given by (2.5), (2.6) respectively.
Lemma 3.5. We have
E
{∫ T
s
∣∣∣∣[Ψ∗ (t) δfx(t) +K∗ (t) δσx(t) + ∫
Θ
γ∗t (θ) δgx(t, θ)µ(dθ)
]
xε1(t)IEε(t)
∣∣∣∣ dt}
≤ Cερ(ε),
(3.60)
E
{∫ T
s
|[Q∗ (t) fy(t) +Q
∗ (t)σx(t)σy(t) +R
∗(t)σy(t)] x
ε
1(t)E (x
ε
1(t))| dt
}
≤ Cερ(ε),
(3.61)
and
E

T∫
s
∣∣∣Q∗ (t) (σy(t))2 (E (xε1(t)))2∣∣∣ dt
 ≤ Cερ(ε), (3.62)
E
{∫ T
s
∣∣∣∣∫
Θ
Q∗(t) (gx (t, θ))
2 (xε1(t))
2 µ(dθ)
∣∣∣∣ dt} ≤ Cερ(ε), (3.63)
where ρ(ε)→ 0 as ε→ 0.
Proof.
Estimates of (3.60): First we have
E
{∫ T
s
∣∣∣∣[Ψ∗ (t) δfx(t) +K∗ (t) δσx(t) + ∫
Θ
γ∗t (θ) δgx(t, θ)µ(dθ)
]
xε1(t)IEε(t)
∣∣∣∣ dt}
≤ E
[∫ T
s
|Ψ∗ (t) δfx(t)x
ε
1(t)IEε(t)| dt
]
+ E
[∫ T
s
|K∗ (t) δσx(t)x
ε
1(t)IEε(t)| dt
]
+ E
[∫ T
s
∣∣∣∣∫
Θ
γ∗t (θ) δgx(t, θ)µ(dθ)x
ε
1(t)IEε(t)
∣∣∣∣ dt]
= Iε1 + I
ε
2 + I
ε
3 .
(3.64)
Using (2.7) and estimates (3.13 with k = 1), then from Cauchy-Schwarz inequality we get
Iε2 = E
[∫ T
s
|K∗ (t) δσx(t)x
ε
1(t)IEε(t)| dt
]
≤ C
[
E
(
supt∈[s,T ] |x
ε
1(t)|
2
)] 1
2
[
E
((∫ T
s
|K∗ (t)| IEε(t)dt
)2)] 12
≤ Cε
1
2
[
E
((∫ T
s
|K∗ (t)| IEε(t)dt
)2)] 12
≤ Cε
1
2
[
E
(∫ T
s
|K∗ (t)|2 IEε(t)dt
)] 1
2
ε
1
2 ≤ Cερ2 (ε) ,
(3.65)
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where, also from (2.7) and Dominated Convergence Theorem we obtain
ρ2 (ε) =
[
E
(∫ T
s
|K∗ (t)|2 IEε(t)dt
)] 1
2
→ 0 as ε→ 0.
Similarly, we can prove estimate Iε1 then we get
Iε1 ≤ Cερ1 (ε) . (3.66)
Let us turn to third term Iε3 . By using (2.7) and estimate (3.13 with k = 1) with the help of
Cauchy-Schwarz inequality we get
Iε3 = E
[∫ T
s
∣∣∣∣∫
Θ
γ∗t (θ) δgx(t, θ)µ(dθ)x
ε
1(t)IEε(t)
∣∣∣∣ dt]
≤ C
[
E
(
supt∈[s,T ] |x
ε
1(t)|
2
)] 1
2
[
E
((∫ T
s
∫
Θ
|γ∗t (θ)| IEε(t)µ(dθ)dt
)2)] 12
≤ Cε
1
2
[
E
(∫ T
s
∫
Θ
|γ∗t (θ)|
2
IEε(t)µ(dθ)dt
)] 1
2
≤ Cµ(Θ)ε
1
2
[
E
(∫ T
s
supθ∈Θ |γ
∗
t (θ)|
2
IEε(t)dt
)] 1
2
ε
1
2 ≤ Cερ3 (ε) ,
(3.67)
Again, from (2.7) and Dominated Convergence Theorem we obtain
ρ3 (ε) =
[
E
(∫ T
s
sup
θ∈Θ
|γ∗t (θ)|
2
IEε(t)dt
)] 1
2
→ 0 as ε→ 0.
Finally, we set ρ (ε) = ρ1 (ε)+ρ2 (ε)+ρ3 (ε)→ 0 as ε→ 0 then the desired result follows
immediately from combining (3.63)∼(3.67). This completes the proof of (3.60).
Estimates of (3.63): First we have from assumption (H2) and by using (2.8) and estimate
(3.13 with k = 1) with the help of Cauchy-Schwarz inequality we get
E
{∫ T
s
∣∣∣∣∫
Θ
Q∗(t) (gx (t, θ))
2 (xε1(t))
2 µ(dθ)
∣∣∣∣ dt}
≤ Cµ(Θ)E
{∫ T
s
∣∣∣∣Q∗(t) sup
θ∈Θ
(gx (t, θ)
2 (xε1(t))
2
∣∣∣∣ dt}
≤ C
[
E
(
sup |(xε1(t))|
4
)]1
2
[
E
((∫ T
s
|Q∗(t)| dt
)2)] 12
≤ Cερ(ε),
where ρ (ε)→ 0 as ε→ 0
Using similar arguments developed above for estimates (3.61) and (3.62) which completes
the proof of Lemma 3.5.
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It worth mentioning that by combining the duality relations (3.6) and (3.7) in Lemma 3.1
together with Lemma 3.5 we get
E (Ψ(T ) (xε1(T ) + x
ε
2(T ))) = E
∫ T
s
(xε1(t) + x
ε
2(t)) [(ℓx(t) + E(ℓy(t))] dt
+ E
∫ T
s
{
Ψ(t)δf(t) +K(t)δσ(t) +
∫
Θ
γt(θ)δg(t, θ)µ (dθ)
}
IEε(t)dt
+ E
∫ T
s
{
Ψ(t)Lt(f, x
ε
1) +K(t)Lt(σ, x
ε
1) +
∫
Θ
γt(θ)Lt,θ(g, x
ε
1)µ (dθ)
}
dt
+ τ (ε) .
(3.68)
Proof of Theorem 3.1. By applying (3.2), (3.13) and Corollary 3.1 we get
0 ≤ J
s,ζ
(uε(·)) − J
s,ζ
(u∗(·))
= E [h(xε(T ),E (xε(T )))− h(x∗(T ),E (x∗(T ))]
+E
∫ T
s
[ℓ(t, xε(t),E(xε(t)), uε(t))− ℓ(t, x∗(t),E(x∗(t)), u∗(t))] dt
= E [hx(x
∗(T ),E (x∗(T ))) (xε1(T ) + x
ε
2(T ))]
+E [hy(x
∗(T ),E (x∗(T )) (E (xε1(T )) + E (x
ε
2(T )))]
+E
∫ T
s
[ℓx (t) (x
ε
1(t) + x
ε
2(t)) + ℓy (t) (E (x
ε
1(t)) + E (x
ε
2(t)))] dt
+E
∫ T
s
[δℓ(t)IEε(t) + Lt (ℓ, x
ε
1)] dt+ E [LT (h, x
ε
1)] + τ (ε) ,
then we get
0 ≤ J
s,ζ
(uε(·)) − J
s,ζ
(u∗(·))
= E
∫ T
s
[δℓ(t)IEε(t) + Lt (ℓ, x
ε
1)] dt+ E [LT (h, x
ε
1)]
+E
∫ T
s
[ℓx (t) + E (ℓy (t))] (x
ε
1(t) + x
ε
2(t)) dt
+E {[hx(x
∗(T ),E (x∗(T )) + E (hy(x
∗(T ),E (x∗(T )))] [xε1(T ) + x
ε
2(T )]}+ τ (ε) .
from (3.68) and the fact that Ψ∗ (T ) = −hx(x∗(T ),E (x∗(T ))− E (hy(x∗(T ),E (x∗(T )))
we obtain
0 ≤ J
s,ζ
(uε(·))− J
s,ζ
(u∗(·)) = E
∫ T
s
[δℓ(t)IEε(t) + Lt (ℓ, x
ε
1)] dt+ E [LT (h, x
ε
1)]
−E
∫ T
s
{
Ψ∗ (t) δf(t) +K∗ (t) δσ(t) +
∫
Θ
γ∗t (θ) δg(t, θ)µ (dθ)
}
IEε(t)dt
−E
∫ T
s
{Ψ∗ (t)Lt (f, x
ε
1) +K
∗ (t)Lt (σ, x
ε
1)
+
∫
Θ
γ∗t (θ)Lt,θ (g, x
ε
1)µ (dθ)
}
dt+ τ (ε) .
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Next by applying (2.9) we deduce
0 ≤ J
s,ζ
(uε(·)) − J
s,ζ
(u∗(·))
= −E
∫ T
s
δH(t)IEε(t)dt
+ 12E
[
hxx (x
∗(T ),E(x∗(T )) (xε1(T ))
2 −
∫ T
s
Hxx(t) (x
ε
1(t))
2 dt
]
+ τ (ε) .
(3.69)
Now, from Lemma 3.4, then it easy to shows that
1
2E
[
hxx (x
∗(T ),E(x∗(T ))) xε1(T )
2
]
= E
∫ T
s
{
1
2Hxx(t) (x
ε
1(t))
2 − 12Q
∗(t)σ2y(t) (E (x
ε
1(t)))
2
− 12Q
∗(t) (δσ(t))2 − 12
∫
Θ
Q∗(t) (δg(t, θ))2µ(dθ)IEε(t)
− 12
∫
Θ
Γ∗t (θ) (δg(t, θ))
2
IEε(t)µ(dθ)
− (E (xε1(t)))x
ε
1(t) [Q
∗(t)fy(t) +Q
∗(t)σx(t)σy(t) +R
∗(t)σy(t)]
− 12
∫
Θ
Q∗(t) (gx (t, θ))
2 (xε1(t))
2 µ(dθ)
}
dt+ τ (ε) ,
(3.70)
using Lemma 3.5 together with (3.69) and (3.70) we obtain
0 ≤ J
s,ζ
(uε(·)) − J
s,ζ
(u∗(·)) = −E
∫ T
s
δH(t)IEε(t)dt
−
1
2
E
∫ T
s
Q∗(t) (δσ(t))2 IEε(t)dt
−
1
2
E
∫ T
s
∫
Θ
Q∗(t)(δg (t, θ))2IEε(t)µ(dθ)dt
−
1
2
E
∫ T
s
∫
Θ
Γ∗t (θ)(δg (t, θ))
2
IEε(t)µ(dθ)dt+ τ (ε) ,
then we get
0 ≤ J
s,ζ
(uε(·)) − J
s,ζ
(u∗(·)) = −E
∫ T
s
δH(t)dt
−
1
2
E
∫ T
s
Q∗(t) (δσ(t))2 IEε(t)dt
−
1
2
E
∫ T
s
∫
Θ
(Q∗(t) + Γ∗t (θ)) (δg (t, θ))
2
IEε(t)µ(dθ)dt+ τ (ε) .
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Finally by using (2.4) we deduce
0 ≤ E
∫ T
s
{−H (t, x∗,E (x∗) , u,Ψ∗(t),K∗(t), γ∗t (θ))
+H (t, x∗,E (x∗) , u∗(t),Ψ∗(t),K∗(t), γ∗t (θ))
−
1
2
Q∗(t) (σ(t, x∗(t),E(x∗(t)), u) − σ(t, x∗(t),E(x∗(t)), u∗(t)))2 IEε(t)
−
1
2
∫
Θ
(Q∗(t) + Γ∗t (θ)) (g (t, x
∗(t), u, θ)− g (t, x∗(t), u∗(t), θ))2IEε(t)µ(dθ)
}
dt
+τ (ε) .
This completes the proof of Theorem 3.1.
Conclusions. In this paper, stochastic maximum principle for optimal stochastic control
for systems governed by SDE of mean-field type with jump processes is proved. The con-
trol variable is allowed to enter both diffusion and jump coefficients and also the diffusion
coefficients depend on the state of the solution process as well as of its expected value.
Moreover, the cost functional is also of Mean-field type. When the coefficients f and σ
of the underlying diffusion process and the cost functional do not explicitly depend on the
expected value, Theorem 3.1 reduces to stochastic maximum principle of optimality, proved
in Tang et al., ([32], Theorem 2.1).
Appendix
The following result gives special case of the Itoˆ formula for jump diffusions.
Lemma A1. (Integration by parts formula for jumps processes) Suppose that the processes
x1(t) and x2(t) are given by: for i = 1, 2, t ∈ [s, T ] :
dxi(t) = f (t, xi(t), u(t)) dt+ σ (t, xi(t), u(t)) dW (t)
+
∫
Θ
g (t, xi(t−), u(t), θ)N (dθ, dt) ,
xi(s) = 0.
Then we get
E (x1(T )x2(T )) = E
[∫ T
s
x1(t)dx2(t) +
∫ T
s
x2(t)dx1(t)
]
+E
∫ T
s
σ∗ (t, x1(t), u(t)) σ (t, x2(t), u(t)) dt
+E
∫ T
s
∫
Θ
g∗ (t, x1(t), u(t), θ) g (t, x2(t), u(t), θ)µ(dθ)dt.
See Framstad et al., ([13], Lemma 2.1) for the detailed proof of the above Lemma.
Proposition A1. Let G be the predictable σ−field on Ω × [s, T ], and f be a G ×
B(Θ)−measurable function such that
E
∫ T
s
∫
Θ
|f (r, θ)|2 µ(dθ)dr <∞,
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then for all p ≥ 2 there exists a positive constant C = C(T, p, µ(Θ)) such that
E
[
sup
0≤t≤T
∣∣∣∣∫ t
s
∫
Θ
f (r, θ)N(dθ, dr)
∣∣∣∣p
]
≤ CE
[∫ T
s
∫
Θ
|f (r, θ)|p µ(dθ)dr
]
.
Proof. See Bouchard et al., ([3], Appendix).
Lemma A2 (Martingale representation theorem for jump processes). Let G be a finite-
dimensional space and let m(t) be an G−valued F−adapted square-integrable Martingale.
Then there exist q(·) ∈ L2F ([s, T ] ,G) and g(·, ·) ∈M2F ([s, T ] ,G) such that
m(t) = m(s) +
∫ t
s
q(r)dW (r) +
∫ t
s
∫
Θ
g(r, θ)N(dθ, dr).
Proof. See Tang et al., ([32] Lemma 2.3).
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