Cluster analysis refers to the process of grouping a collection of physical or abstract objects into multiple classes of similar objects. Determining the optimal classification number of a data set is the key to the clustering problem, that is to say whether the data set can be effectively partitioned. Cluster validity study is a process of establishing clustering effectiveness indicators, evaluating clustering quality and determining the optimal number of clusters. A validity function of fuzzy C-means (FCM) clustering algorithm is proposed by adopting the division of intra-class compactness and inter-class separation, whose minimum represents the best clustering. Then, the proposed validity function on FCM clustering algorithm is compared with the known typical validity functions by carrying out simulation experiments to compare the related clustering performance. Three data sets are adopted to carry out FCM clustering, which includes three classical data sets, two artificial data sets and six real data sets in UCI database. Simulation experimental results show that the proposed validity function can effectively partition the data set.
I. INTRODUCTION
Clustering is an unsupervised learning method, which dose not need to provide a priori class label and can realize the data classification by adopting observation learning rather than the learning from examples. Clustering is the process of dividing a data object or an observation object into subsets. Each subset is also a cluster. The purpose of clustering is to make the objects in the clusters similar to each other, and the objects between the clusters are not similar to each other. In many clustering methods, clustering is represented by the center of each class. Clustering is widely used in business intelligence, data mining, large-scale data processing, signal processing, image analysis, pattern recognition and other fields [1] . At present, the research of clustering is divided into the research on clustering algorithm and clustering validity. The purpose of clustering algorithm analysis is to partition the given data set to make the best partition results. There are many kinds of clustering algorithms, such as partition based clustering, hierarchical clustering, density based clustering, The associate editor coordinating the review of this manuscript and approving it for publication was Haruna Chiroma . mesh based clustering, model based clustering, fuzzy clustering and so on.
The clustering validity studies is to evaluate clustering results and determine the optimal number of clusters. The results of partitions with different numbers of clusters are also different. Establishing a certain number of clusters is important for many clustering algorithms. The cluster validity study is to establish an index function, which is the cluster validity index. The optimal value of the validity index is the optimal cluster number of the partition, and the optimal cluster number will be calculated. Clustering validity indicators can be divided into three categories: external validity indicators, relative validity indicators and internal validity indicators [2] , [3] . The external validity evaluation index refers to the evaluation of the clustering result by comparing the clustering with the external benchmark when the data set has an external benchmark [4] - [6] . The basic idea of the relative validity indicator is to evaluate the cluster structure by comparing the cluster structure with other clustering schemes, which are generated by the same algorithm but with different input parameter values [3] . The internal validity index is based on the geometrical information of the data set. The clustering information is evaluated from information such as compactness, resolution, connectivity, and overlap. Usually, the distance between samples in the data set is used as a metric, such as Euclidean distance [7] , [8] . Internal validity indicators are the most widely used indicators on clustering validity. Recently, many new validity indicators have been proposed. Chenget al. proposed a validity index LCCV based on hierarchical clustering algorithm [9] . Because of the use of graph-based distance to evaluate the difference between local kernels, LCCV index can effectively obtain the optimal number of clusters of data sets with arbitrary shapes clusters. An internal validity function LW was proposed for evaluating feature subsets and dimension reduction algorithms [10] . The newly proposed LW indicators are more efficient than traditional methods. A validity index Sym based on pointsymmetric distance was proposed [11] . As long as the cluster has symmetry, the number of clusters is determined and the appropriate partition is evolved.
The fuzzy C-means (FCM) algorithm is the most widely used clustering algorithm. Unlike hard clustering, FCM algorithm divides the partitioning of clusters into the degree that the data points belong to a certain class. The hard classification is only data points belong to a certain class of divisions. A number of validity functions suitable for FCM algorithm have been proposed in previous work, such as partition coefficient (PC) [12] and partition entropy (PE) [13] proposed by Bezdek, P index (P) [14] proposed by Chen and Linkens, Fukuyama and Sugeno index (FS) [15] , Xie and Beni index (XB) [16] , SC index (SC) [17] put forward by Bensaid et al., VK index proposed by Kwon based on XB index [18] , VT index proposed by Tang et al. [19] , Pakhira Bandyopadhyay-Maulik index (PBMF) [20] , partition coefficient and an exponential separation (PCAES) index [21] , CWB index proposed by Rezae et al. [22] , VWL index proposed by Wu et al. [23] , VW index [24] and so on.
Existing effectiveness metrics rely heavily on prior information, such as specified clustering algorithms and optimal initialization, so they are supervised. Once the prior information is not available, the evaluation results of these supervisory validity indicators cannot be guaranteed. Wang et al. gives the upper and lower bounds of the number of distances in the cluster in an arbitrary data set, and then gives an unsupervised validity index that does not require any clustering algorithm and initialization. Experimental results show that the index has high precision and robustness [25] . Li et al. presents an improved validity index for the comprehensive weight index, compactness index and separability index. The experimental results verify the superiority of the method in image processing, which indicates that the method can effectively obtain reliable data classification results [26] . In order to avoid the deviation of single validity index in selecting clustering results, Sun and Yu used multiple evaluation indicators to construct multi-validity indicators [27] . Khan et al. proposed a genetic algorithm based clustering validity indicators for color image segmentation. The genetic algorithm is used to dynamically optimize the cluster centers to obtain the optimal data partition. Experiments show that the algorithm has better performance than other advanced algorithms [28] .
Most of the validity indicators consist of compact indicators and separation indicators, where compact indicators measure the compactness of sample points or objects within a class, and separation indicators measure the degree of sample point separation between classes. Based on the previous studies, this paper proposes a new validity index based on compactness and separation, and simulation experiments verify the effectiveness of the proposed validity index.
II. FCM CLUSTERING ALGORITHM AND TYPICAL CLUSTERING VALIDITY FUNCTION A. FCM CLUSTERING ALGORITHM
Given a set of data sets X = {x 1 , x 2 , . . . , x n }, where n is the number of data sets and c is the number of given clusters. Then there are c classes for each of these data, and each of the samples j belongs to a class i with a membership of u ij . Define an objective function and its constraints as:
where, m is a weighted index, which controls both the concavity and convexity of the objective function and the ambiguity of the cluster. When m = 1, FCM degenerates into HCM (Hard C-means clustering). When m = ∞, FCM fails, so choosing an appropriate m is very important for the FCM algorithm. It is generally considered that the value of m is 2.
The purpose of clustering is to minimize the objective function. The membership degree u ij and cluster center v i is calculated by:
The membership degree and the cluster centers are updated by continuous iteration so that the objective function reaches a minimum value point, or the target function value and the last objective function value satisfy the specified termination threshold. There are three input conditions for the FCM algorithm, namely the number of clusters c, the cluster center V = {v 1 , v 2 , . . . , v c } and the weighted index m. FCM is to divide a given data set into a given class number, so the number c of clusters must be given in advance. For example, a set of data sets is given in Fig. 1(a) . It is worth noting that all data graphs contain location information for the data points. It can be seen from the Fig. 1 that it should be divided into four categories. In Fig. 1 (b)-(e), the classification status and location of clustering centers when they are divided into 2, 3, 4 and 5 categories are given respectively. Seen from Fig. 1 , the importance of a correct classification number for data set classification can be obtained. [12] AND PARTITION ENTROPY PE [13] These two indexes are the validity indicators first proposed by Bezdek for fuzzy clustering. Both PC and PE are monotonously changed with the increase of clusters. These two indicators are widely used because of their convenience in calculation and implementation. However, its shortcoming is that it only considers the membership degree and does not consider the geometry of the data set. It is not ideal in the clustering problem of the cube or the interference point. The maximum value of the PC corresponds to the optimal division, and the minimum value of the PE represents the optimal division. [14] P index is proposed by Chen and Linkens. It is a validity indicator of the subtractive form. It is also a validity function that only pays attention to membership. The first half of it represents the sum of the maximum values of the membership of the data in each class. The larger the value of the first half, the better the intra-class compactness. The second half is the similarity between the two classes. The smaller the similarity between the two classes, the better the clustering effect. Its maximum corresponds to the optimal partition. P indicator is calculated by Eq. (7).
B. TYPICAL CLUSTERING VALIDITY FUNCTIONS 1) CLUSTER VALIDITY INDEX ONLY CONSIDERING MEMBERSHIP DEGREE a: PARTITION COEFFICIENT PC
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2) CLUSTERING VALIDITY INDEX BASED ON GEOMETRIC INFORMATION OF DATA SET AND MEMBERSHIP DEGREE a: FS INDEX [15]
FS index is proposed by Fukuyama and Sugeno that considers both the membership degree and the geometry of the data set. It is a validity index of the summation form, where J m (u, v) is the similarity measure. K m (u, v) is a measure of separation, and its value should be as large as possible, so the smaller the value of FS, the better the clustering. FS index can be calculated by Eq. (8) . [16] XB index is put forward by Xie and Beni as a ratio function of the clustering validity through the sample clustering and clustering center distance and the distance between the clustering center describe cluster compactness and separability. A smaller value is corresponding to the number of better clustering categories. It is one of the most widely used clustering validity index, which can be calculated by:
c: PBMF INDEX [20] PBMF index is a validity index of the product form proposed by Pakhira et al. It consists of three parts. The first part is decremented with the increase of c. The second part is the ratio of the sum of intra-class distances of the data set divided into one class and c classes. The molecule is fixed and it measures the compactness of c classes. The third part is the maximum distance between c classes, which is used to represent the separation between classes. As k increases, the first part is decremented and the other two parts are incremented. The maximum value of PBMF corresponds to the optimal clustering. It is defined as follows:
d: PCAES INDEX [21] Partition coefficient and an exponential separation (PCAES) index is a validity index of the subtractive form proposed by Wu and Yang. The compactness and separation of the cluster are described by the relative values of the fuzzy membership function and the center distance of an exponential type structure. Its definition is described as follows:
where, u Mj = min 1≤i≤c n j=1
e: VK INDEX [18] VK index is a validity index proposed by Kwon et al on he basis of the XB index. It effectively restrains the decreasing trend of XB index by adding a penalty term on the numerator of the XB index. Like XB index, its minimum corresponds to the optimal number of clusters. It can be calculated by:
f: VT INDEX [19] VT index is an improved validity index proposed by Tang et al. It is similar to the penalty term of VK. It adds a penalty to the numerator and denominator of the XB index, which also effectively restrains the monotonous decreasing trend of the XB index. Its minimum corresponds to the optimal number of clusters. It can be obtained by:
g: WL INDEX [23] WL index is a validity function proposed by Chih-Hung Wu et al. WL index describes the separation index by using the average of the bases of the fuzzy distances of the data to all cluster centers as the compactness index, and the sum of the distances between the cluster centers and the sum of the values. The use of the median distance between cluster centers allows for the presence of tight but well-distributed cluster centers to achieve better results. A small value represents a better clustering. The definition is described as follows:
h: VW INDEX [24] VW index is a clustering validity index of the ratio of compactness and separability indexes proposed by Wang, which is defined as:
i: SC INDEX [17] SC index put forward by Bensaid uses a ratio form of compactness and separation metrics. A small value represents a better clustering result. The SC index is defined as follows:
j: CWB INDEX [22] Rezaee proposes a validity indicator that takes into account both the membership matrix and the structure of the data set. It is defined as: The variance of the p-dimensional data set is defined as:
where, x p represents the average of the p-dimensional data set and is defined as x p = n j=1 x j n , ∀x j ∈ X .
Then for the i-th cluster, the definition of its variance is called σ (v i ) and is calculated by:
In the distance Dist:
The CWB index consists of two parts, which are obtained by adding the intra-class compactness and the inter-class separation. The first part of the indicator, Scat(c), represents the average compactness within the class for c-class clustering. The smaller the Scat(c) function, the more compact the classification and the better the clustering effect. The second part of the indicator Dist(c) is the inter-class separation index, which indicates the overall degree of separation between all clusters. In general, Dist(c) gradually increases with the optimization of the clustering effect and is affected by the geometry of the data set. Because the two parts of the indicator change in different directions as the effect of the cluster is optimized. One increases and the other decreases, so a balance factor α needs to be added before the first part of the Scat(c) function to make the indicator move in a reasonable direction. In the CWB validity indicator, the CWB validity indicator takes the minimum value of c as the optimal number of clusters. 
III. A NEW CLUSTERING VALIDITY INDEX
A new clustering validity index called VZ index was proposed. Like other validity indexes, VZ is also a validity index in the form of division based on compactness and separateness. The proposed VZ index can be calculated by Eq. (16) .
The molecular comp of VZ index represents intra-class compactness. The first thing that comes to mind when describing the degree of cluster compactness is the form of u m ij x j − v i in Eq (9) . However, in the description of membership degree Eq. (3), u ij is inversely proportional to x j − v i . Their product often does not effectively reflect the compactness of a sample x j for a certain class i, so a comp was established to reflect the compactness, where max i u ij is the maximum value of the membership of each sample in a certain class. If the class is compact, then max i u ij should be close to 1 but less than 1. Here, the value obtained with 1 minus it should be as small as possible. The denominator of comp represents the sum of the distance between data points and each clustering center. In order to be compact within the class, data points should be closest to one clustering center, while the farther away from other clustering centers. Therefore, the greater the denominator, the better the clustering. So the compactness comp should be as small as possible. The denominator sep indicates the separation between classes, and v i − v k is the distance between the cluster centers, where sep refers to the average of the distance between cluster centers, and c(c − 1)/2 is the number of distances between cluster centers. A larger sep represents good clustering separation. In general, a small VZ value results in a good clustering.
Combining the newly proposed validiy function with FCM algorithm, the algorithm procedure is described as follows.
Step 1: Specify the maximum number of cluster centers c max (c max ≤ √ n), the maximum number of iterations T , the termination threshold ε and the index weight m.
Step 2: Initialize the cluster centers according to the number c = 2, . . . , c max of cluster centers.
Step 3: Update the membership degree and the cluster centers according to Eq. (3)-(4) under the condition that the number of iterations is satisfied. If V t+1 − V t < ε, go to the next step, otherwise proceed Step 3.
Step 4: Calculate the value of VZ according to Eq. (20) . If c < c max then proceed to Step 2, otherwise stop iteration, and output the optimal number of clusters c = c b , which sat-
IV. SIMULATION EXPERIMENTS AND RESULT ANALYSIS
Several typical validity functions are adopted to carry out simulation experiments to compare with the proposed VZ index in this paper. Some classical data sets, 2D and 3D artificial data sets and real data sets in UCI libraries are adopted to evaluate the validity functions. It is worth noting that the point with the minimum value obtained in the experimentally graph is k −1, where k is the optimal number of clusters obtained by experiments. All the validity indicators are calculated based on FCM algorithm. In addition, the cluster number c ranges from 2 ≤ c ≤ √ n, where n is the number of data.
A. TEST DATA SETS
Before carrying out the comparative experiments, a testing data set shown in Fig. 2 is selected, which has 400 twodimensional data and 4 clustering centers, and each center has 100 data. The purpose of selecting the testing data set is to change the value of m to select the appropriate m value. We conducted 30 trials for the authenticity of the results. The results of the test are expressed as the mean ± variance of all experiments. The following experiments are all the same. Fig. 3 is a graph to show the variation trend of VZ and its numerator and denominator at m = 2. VZ and other 9 typical cluster validity functions are tested at different m values. According to literature [29] , the empirical range of m is 1.1 ≤ m ≤ 5, so this section selects four m values of 1.2, 1.5, 2 and 5 to conduct comparative experiments, and the simulation results are shown in Table 1 When m = 5, only XB, VW, VK and VT correctly identify the optimal number of divisions. It can be seen that when m = 2, the validity index can correctly divide the optimal value of the data set. The m value in the following simulation experiments is set as 2. The failure of the new method proposed in m = 5
indicates that the validity function is not omnipotent. It is very important to select appropriate parameters.
B. CLASSICAL DATA SET
The classical data set shown in Fig. 4 (a) -(c) are adopted by many articles as an experimental data set [18] , which includs three data sets of Butterfly, Example_01 and Example_02. Butterfly data consists of 15 data points that can be divided into two categories. Example_01 includes 16 data points that can be divided into three categories. Example_02 contains 16 data points that can be divided into four categories. The clustering simulation results are shown in Fig. 5 . It is worth noting that Fig. 5 shows all the indicators in one graph, in which the monotonically increasing PC index is inversely processed, so that the clustering effect is best when all the indicators are the smallest. In order to facilitate viewing, the minimum value of all indicators is 0 and the maximum value is 1 by standardization processing. It is not difficult to see from Fig. 5 that all the validity indicators are effectively divided into the classic data sets in addition to PCAES index's division of the Butterfly data set as four categories. It can be obtained that 10 validity functions in Fig. 5 are very effective for dividing these three classical data sets.
C. MANUAL DATA SET
The two sets of artificial data sets selected in this experiment are the two-dimensional and three-dimensional data shown in Fig. 6 In the experiment, the naming rule of the artificial data set is the commonly used Data_c_d, where c represents the correct classification of the data, and d represents the data dimension. Data_3_2 is a set of two-dimensional data that can be divided into three clusters, and each cluster contains 100 data points. The distance between each class and the degree of distribution of data points within the class are different, and it is referenced as experimental data. Data_7_3 is a set of three-dimensional data sets that can be divided into seven categories, and each category contains 100 data points. is 0 and the maximum value is 1 by standardization processing. The situation of Fig.8-14 is the same with Fig. 7 . Table 5 shows the values of each index for the each clustering number on experimental data Data_3_2 under FCM algorithm. In Table 5 , the bolded data is the optimal value obtained by the related validity index. The clustering number corresponding to the optimal value is the optimal clustering number obtained by the validity index for the experimental data. It can be seen from Table 5 has only FS, VW and VT do not get the best classification number 3, and the remaining validity indicators correctly divide the data set. Fig. 8 shows the variation trend of various clustering validity indexes on Data_7_3 data set. Table 6 shows the values of each index for the each clustering number on experimental data Data_7_3 under FCM algorithm. In Table 6 , we can see that only the PC, FS and VZ are correctly divided into the data set. XB, VK, VT and VWL divide the data set into 5 categories. PCAES divides the data set into 3 categories. VW and PE incorrectly divides the data set into 2 categories. In conclusion, the newly proposed validity indicator VZ can obtain the correct division on the adopted artificial data sets.
D. UCI DATA SETS
Here several real data sets from the UCI library, including Iris, WDBC, Bupa, Balance Scale, Glass, and Sonar data sets, are adopted to carry out simulation experiments. Iris is the most widely used data set. It can be divided into three types of iris plants. Each category contains 50 data and a total of 150 fourdimensional attribute data sets. The attributes include the length of the sepals, the width of the sepals, the length of the petals, and the width of the petals. Two types of data are highly overlapping, and the other is linearly distinguishable from the other two types, so we can assume that the number of clusters is 2 or 3 is reasonable [7] , [30] , [31] . WDBC (Wisconsin Diagnostic Breast Cancer) is a diagnostic breast cancer data set containing 2 categories of 569 data sets with a total of 32 attributes. The BUPA (BUPA liver disorders) data set contains 2 types of 345 data, with a total of 7 attributes, each of which represents a record of a male individual. Balance Scale (Balance Scale Weight & Distance Database) data contains 625 data, where 4 attributes can be divided into 3 categories. The Glass (Glass Identification Database) data set contains 214 data with nine attributes and can be divided into six categories. The Sonar data set contains 218 60-dimensional data and can be divided into 2 categories. Fig. (9) - (14) shows the trend of the cluster validity index values on these six data sets of Iris, WDBC, Bupa, Balance Scale, Glass, and Sonar. Table 7 -12 listed the clustering validity index values on these six data sets.
Through the above experiments, it can be seen that the cluster validity index VZ proposed in this paper effectively identifies the optimal cluster number of all data sets except the Glass data set. PC index identified all data sets except the Glass and Sonar data sets, and PE index incorrectly identified the number of clusters for the Balance Scale, Glass, and Data_7_3 data sets. XB index does not effectively identify the optimal number of partitions for Data_7_3, Balance Scale, and Glass data sets. FS index incorrectly partitioned the Data_3_2, Iris, WDBC, Bupa, Balance Scale, Glass and Sonar data sets. PCAES index has made an error in the division of the Butterfly, Data_7_3, Bupa, Balance Scale, Glass and Sonar data sets. VW index identifies the optimal number of classifications for data sets other than Data_3_2, Data_7_3, Balance Scale, Glass, and Sonar. Neither VK index nor VT index can effectively identify the best number of classes for Data_7_3, Balance Scale, Glass and Sonar data sets. VWL index has an error in classifying the Data_7_3 and Glass data sets. In general, VZ index is able to find the optimal number of clusters more efficiently than other clustering validity indexes.
V. CONCLUSION
In order to make the clustering algorithm better, the best classification number of the cluster should be obtained in advance. Most cluster validity functions are proposed by using intra-class compactness and inter-class separation. Similarly a ratio of intra-class compactness and inter-class separation is adopted to propose a new clustering validity function VZ, whose minimum value indicates the optimal partition on the adopted data set. The molecular of VZ index is used to measure the clustering compactness, and the denominator measures the variation of the discreteness between clusters. It can be seen from the above simulation results that the newly proposed validity index VZ is very effective, but currently no clustering validity function is applicable to any data set. The failure of the new method proposed in m = 5 indicates that the validity function is not omnipotent. It is very important to select appropriate parameters. There is still a lot of work to do in the future. 
