An exponential transformation based splitting method for fast computations of highly oscillatory solutions  by Sheng, Qin et al.
Journal of Computational and Applied Mathematics 235 (2011) 4452–4463
Contents lists available at ScienceDirect
Journal of Computational and Applied
Mathematics
journal homepage: www.elsevier.com/locate/cam
An exponential transformation based splitting method for fast
computations of highly oscillatory solutions✩
Qin Sheng a,∗, Shekhar Guha b, Leonel P. Gonzalez b
a Department of Mathematics, Center for Astrophysics, Space Physics and Engineering Research, Baylor University, Waco, TX 76798-7328, USA
b Air Force Research Laboratory, Materials and Manufacturing Directorate, Wright-Patterson Air Force Base, OH 45433, USA
a r t i c l e i n f o
Article history:
Received 5 July 2010
Received in revised form 25 March 2011
MSC:
65M06
65M50
65Z05
78A15
78M20
Keywords:
Splitting method
Transformations
Linear and nonlinear equations
Highly oscillatory wave problems
Asymptotic stability
Algorithmic efficiency
a b s t r a c t
Splitting, or decomposition, methods have been widely used for achieving higher compu-
tational efficiency in solving wave equations. A major concern has remained, however, if
thewave number involved is exceptionally large. In the case, merits of a conventional split-
tingmethodmaydiminish due to the fact that tiny discretization steps need to be employed
to compensate high oscillations. This paper studies an alternativeway for solving highly os-
cillatory paraxial wave problems via a modified splitting strategy. In the process, an expo-
nential transformation is first introduced to convert the underlying differential equation
to coupled nonlinear equations. Then the resulted oscillation-free system is treated by a
Local-One-Dimensional (LOD) scheme for desired accuracy, efficiency and computability.
The splitting method acquired is asymptotically stable and easy to use. Computational ex-
periments are given to illustrate our numerical procedures.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Highly oscillatory wave problems pervade a very wide range of applications in engineering and science, in particular
in modeling light beam propagations, biomedical simulations, celestial mechanics and signal processing. Approximations
of highly oscillatory solutions have spawned a large number of novel numerical approaches and algorithms (for instance,
see [1–3] and the references therein).
One of themain concerns in computing highly oscillatory solutions is the efficiency of the underlying numericalmethods.
For instance, according to Maxwell’s field equations, a slowly varying envelope approximation of the light beam can be
ideally modeled by the three-dimensional paraxial Helmholtz equation, that is,
2iκuz = uxx + uyy, 0 ≤ x, y ≤ ℓ, z ≥ z0, (1.1)
where i = √−1, κ = 2π/λ is the wave number, λ is the wavelength, z is the beam propagation direction and x, y represent
the spatial Cartesian coordinates perpendicular to the light. Furthermore, u is the complex envelope of the wave function
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and ℓ is a finite boundary location needed by computations [4–7]. Eq. (1.1) has been used extensively for many important
scientific and engineering applications [4,8,9,6].
Since thewave number κ is extremely large in optical applications, function u is highly oscillatory. As a consequence, (1.1)
is difficult to solve effectively via any conventional implicit finite difference scheme due to the fact that mesh steps need to
be very small. Different coordinate transforms have been investigated for overcoming such a numerical inefficiency [10,3].
Although integral or spectrummethods possess certain advantages in similar circumstances, the same challenges remain in
balancing the algorithmic simplicity, accuracy and efficiency [1,8,5,11,12].
In a recent discussion of the nonlinear eikonal equation in geometrical optics [10], Guha suggests an exponential
transformation which separates successfully the high oscillation component from the complex valued function u in (1.1).
The idea is to take advantage of the well-known optical disturbance function, that is,
u(x, y, z) = φ(x, y, z) exp{iκψ(x, y, z)}, (1.2)
where φ,ψ are nonoscillatory real functions and φ ≠ 0 [9,5]. Surfaces φ = c are often called wavefronts of the disturbance.
Substitute (1.2) into (1.1) and separate real and imaginary parts of resulted equation. We acquire readily the following
coupled ray equations
φz = α(ψxx + ψyy)+ f1, (1.3)
ψz = β(φxx + φyy)+ f2, (1.4)
where
α = φ
2
, β = − 1
2κ2φ
, (1.5)
f1 = φxψx + φyψy, f2 = 12 ((ψx)
2 + (ψy)2). (1.6)
Note that solutions of the system (1.3), (1.4) are nonoscillatory even for large values of κ . In the sense, the exponential
transformation (1.2) successfully removes the highly oscillatory difficulty for successive computations, although new
nonlinearities and possible singularities as φ ≈ 0 may emerge. Nevertheless, from the practical application point-of-
view, the simple strategy originated from geometrical optics is remarkable since fast computations become potentially
possible without utilizing tiny mesh step sizes. This can be significant to many computational applications in industry and
engineering.
To solve equations (1.3), (1.4) numerically, a conventional implicit finite difference method can be costly. Many explicit
or semi-explicit schemes, such as those mentioned in [13], perform disappointedly as the wave number κ exceeds certain
critic values [9,10,14]. This motivates our investigation in modified splitting methods for solving (1.3), (1.4).
Our discussion is organized as follows. In Section 2, for the system (1.3), (1.4), we first introduce pairs of appropriate
initial-boundary conditions and the linearization. A standard local-one-dimensional semidiscretization is then introduced
to yield our system of two-dimensional differential equations. Second, the acquired differential equations are approximated
by proper finite difference equations. Important properties of coefficientmatrices and the asymptotic stability of the scheme
are investigated. It is found that the implicit LOD scheme obtained is unconditionally asymptotically stable. In Section 3,
explorations are continued for achieving better algorithmic efficiency and computability based on resulted linear equations.
It is shown that, after proper rearrangements of the equations, our computations can be conveniently implemented and
multi-processor parallel platforms can be used. Section 4 is devoted to simulation experiments and numerical verifications.
Simulated results are presented to illustrate our analysis and conclusions. Finally, a brief summary about continuing
investigations, as well as concerns and expectations, are given in Section 5.
2. Exponential transformation based LOD scheme
Denote
w =

φ
ψ

, f =

f1
f2

, M =

0 α
β 0

.
Lemma 2.1. The matrix M is similar to a skew symmetric matrix and thus its eigenvalues are pure imaginary. Further, for any
φ ≠ 0, the matrix has a pair of constant eigenvalues λM = ±i/(2κ) and thus a spectral radius ρ(M) = 1/(2κ).
Proof. Assume that φ ≠ 0. Set
C =

0

κφ
1/

κφ 0

, E =

0 −1
1 0

∈ C2×2.
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It follows that C, E are nonsingular, C−1 = C and E is skew symmetric.
CMC−1 =

0

κφ
1/

κφ 0

0 α
β 0

0

κφ
1/

κφ 0

= 1
2κ

0

κφ
1/

κφ 0

0 κφ
−1/(κφ) 0

0

κφ
1/

κφ 0

= 1
2κ

0 −1
1 0

= 1
2κ
E.
This completes our proof. 
Note that Lemma 2.1 indicates a unit condition number, cond2(M) = 1, which is favorable to computations, and
‖M‖2 = max{|α|, |β|}, which can be small when κ is large. We may now rewrite (1.3), (1.4) in a matrix form
wz = Mwxx +Mwyy + f . (2.1)
Different initial and boundary conditions may be employed together with (2.1). For the sake of simplicity in discussions, we
first concentrate on a standard initial condition,
w(x, y, z0) = g0(x, y), (2.2)
where g0 is sufficiently smooth together with homogeneous Dirichlet boundary conditions,
w(0, y, z) = w(ℓ, y, z) = 0, w(x, 0, z) = w(x, ℓ, z) = 0. (2.3)
Note that (2.2) is typical when a Gaussian beam configuration is considered. Then, our investigation will be extended to
circumstances where homogeneous Neumann, or transparent, boundary conditions,
wx(0, y, z) = wx(ℓ, y, z) = 0, wy(x, 0, z) = wy(x, ℓ, z) = 0 (2.4)
are adopted. Both (2.3) and (2.4) are based on the assumption that light beams are concentrated symmetrically around its
geometric center and the light intensity is negligible near the boundaries in both x and y directions. Discussions with more
general wave boundary conditions such as Robin conditions can be viewed as natural extensions of (2.3), (2.4) [4,3].
Formally, an LOD approach [15,7] for (2.1) leads to
wr+1/2 − wr = hz
2
(Mwr+1/2xx +Mwrxx)+
hz
2
f r ,
wr+1 − wr+1/2 = hz
2
(Mwr+1/2yy +Mwr+1yy )+
hz
2
f r+1/2,
where the notation vσ = vσ (x, y) is referred as a function v defined on (x, y, zσ ) within the physical domain. Since each
of the above equations is implicit in one spacial dimension, we may employ standard central difference approximations in
space [15,7]. This leads to the following linearized coupled difference equations
w
r+1/2
s,t − wrs,t =
hz
2
Mrs,t(δ
2
xw
r+1/2
s,t + δ2xwrs,t)+
hz
2
f rs,t , (2.5)
wr+1s,t − wr+1/2s,t =
hz
2
Mr+1/2s,t (δ2yw
r+1/2
s,t + δ2ywr+1s,t )+
hz
2
f r+1/2s,t , (2.6)
where (xs, yt , zr) is any internal mesh point with steps hx, hy, hz and, for any mesh function vrs,t ,
δ2xv
r
s,t = (vrs+1,t − 2vrs,t + vrs−1,t)h−2x , δ2yvrs,t = (vrs,t+1 − 2vrs,t + vrs,t−1)h−2y . (2.7)
For the simplicity of notations, we may assume that 1 ≤ s, t ≤ n, n ≫ 1. Therefore, hx = hy = ℓ/(n+ 1) and there are 2n2
linearized equations in each of (2.5), (2.6). To view more precisely the LOD algorithm structure, we may rewrite (2.5), (2.6)
as 
I2 − hz2 M
r
s,tδ
2
x

w
r+1/2
s,t =

I2 + hz2 M
r
s,tδ
2
x

wrs,t +
hz
2
f rs,t ,
I2 − hz2 M
r+1/2
s,t δ
2
y

wr+1s,t =

I2 + hz2 M
r+1/2
s,t δ
2
y

w
r+1/2
s,t + hz2 f
r+1/2
s,t ,
where I2 is the 2× 2 identity matrix. The above can further be expanded to
w
r+1/2
s,t − hz2h2x
Mrs,t(w
r+1/2
s−1,t − 2wr+1/2s,t + wr+1/2s+1,t ) = wrs,t +
hz
2h2x
Mrs,t(w
r
s−1,t − 2wrs,t + wrs+1,t)+
hz
2
f rs,t ,
wr+1s,t −
hz
2h2y
Mr+1/2s,t (wr+1s,t−1 − 2wr+1s,t + wr+1s,t+1) = wr+1/2s,t +
hz
2h2y
Mr+1/2s,t (w
r+1/2
s,t−1 − 2wr+1/2s,t + wr+1/2s,t+1 )+
hz
2
f r+1/2s,t .
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The above is equivalent to the following block tridiagonal systems,
−µMrs,twr+1/2s−1,t + (I2 + 2µMrs,t)wr+1/2s,t − µMrs,twr+1/2s+1,t
= µMrs,twrs−1,t + (I2 − 2µMrs,t)wrs,t + µMrs,twrs+1,t +
hz
2
f rs,t ,
−ηMr+1/2s,t wr+1s,t−1 + (I2 + 2ηMr+1/2s,t )wr+1s,t − ηMr+1/2s,t wr+1s,t+1
= ηMr+1/2s,t wr+1/2s,t−1 + (I2 − 2ηMr+1/2s,t )wr+1/2s,t + ηwr+1/2s,t+1 +
hz
2
f r+1/2s,t ,
where µ = hz/(2h2x), η = hz/(2h2y). Now, let σ be a beam propagation index in z. Denote vectors
wσ = ((wσ1,1)T , (wσ2,1)T , . . . , (wσn,1)T , (wσ1,2)T , (wσ2,2)T , . . . , (wσn,2)T , . . . , (wσ1,n)T , (wσ2,n)T , . . . , (wσn,n)T )T ,
f σ = ((f σ1,1)T , (f σ2,1)T , . . . , (f σn,1)T , (f σ1,2)T , (f σ2,2)T , . . . , (f σn,2)T , . . . , (f σ1,n)T , (f σ2,n)T , . . . , (f σn,n)T )T ,
and
vσ = ((wσ1,1)T , (wσ1,2)T , . . . , (wσ1,n)T , (wσ2,1)T , (wσ2,2)T , . . . , (wσ2,n)T , . . . , (wσn,1)T , (wσn,2)T , . . . , (wσn,n)T )T ,
gσ = ((f σ1,1)T , (f σ1,2)T , . . . , (f σ1,n)T , (f σ2,1)T , (f σ2,2)T , . . . , (f σ2,n)T , . . . , (f σn,1)T , (f σn,2)T , . . . , (f σn,n)T )T .
Then, together with boundary conditions (2.3), the aforementioned block tridiagonal system can be reformulated into a pair
of matrix equations
(I − µMr)wr+1/2 = I + µMrwr + hz
2
f r , (2.8)
(I − ηMr+1/2)vr+1 = (I + ηMr+1/2)vr+1/2 + hz
2
g r+1/2, (2.9)
where I is the 2n2 × 2n2 identity matrix and for σ = 0, 1, 2, . . . , we have
Mσ = diag(Mσ1 ,Mσ2 , . . . ,Mσn ),
Mσj =

−2Mσ1,j Mσ1,j
Mσ2,j −2Mσ2,j Mσ2,j
Mσ3,j −2Mσ3,j Mσ3,j· · · · · · · · ·
Mσn−1,j −2Mσn−1,j Mσn−1,j
Mσn,j −2Mσn,j
 , j = 1, 2, . . . , n.
Note that, since
vσ = Pwσ , gσ = Pf σ , (2.10)
where P is a permutation matrix, Eq. (2.9) can be written as
(I − ηMr+1/2)Pwr+1 = (I + ηMr+1/2)Pwr+1/2 + hz
2
Pf r+1/2,
which turns out to be
(I − ηP−1Mr+1/2P)wr+1 = (I + ηP−1Mr+1/2P)wr+1/2 + hz
2
f r+1/2,
due to the nonsingular feature of P . Denote Nσ = P−1Mσ P . Then (2.9) can be replaced by
(I − ηN r+1/2)wr+1 = (I + ηN r+1/2)wr+1/2 + hz
2
f r+1/2.
We can certainly rewrite (2.8) by using vσ , gσ and Nσ . However, we prefer the form of (2.8), (2.9) for its superiority in
programming and computations.
Lemma 2.2. The eigenvalues of matrices Mσ ,Nσ are pure imaginary.
Proof. Since matricesMσ ,Nσ are similar, we only need to show the case involvingMσ . To achieve this, consider the block
matrix
Sσ = diag(Nσ1 ,Nσ2 , . . . ,Nσn ) ∈ R2n
2×2n2 ,
where
Nσj = diag(Mσ1,j,Mσ2,j, . . . ,Mσn,j), j = 1, 2, . . . , n,
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T0 =

−2I2 I2
I2 −2I2 I2
I2 −2I2 I2
· · · · · · · · ·
I2 −2I2 I2
I2 −2I2
 ∈ R2n×2n,
T1 = diag(T0, T0, . . . , T0) ∈ R2n2×2n2 .
Therefore,Mσ = Sσ T1, T1 is negative definite and Sσ is similar to a skew symmetric matrix according to Lemma 2.1.
Now, let λ be an eigenvalue ofMσ and x be its corresponding eigenvector. Thus,
Sσ T1x = λx.
Since T1 is negative definite, there exists nonsingular real matrix T such that T1 = −T TT . It follows that
−Sσ T TTx = λx.
Denote Tx = y. We obtain from the above that
−Sσ T Ty = λT−1y
which is equivalent to
TSσ T Ty = −λy. (2.11)
Recall Lemma 2.1. We have Sσ = Cσ EσCσ , where Cσ , Eσ are real block-diagonal matrices and (Cσ )−1 = Cσ , (Eσ )T = −Eσ .
According to (2.11),
TCσ EσCσ T Ty = −λy.
Subsequently,
y∗TCσ EσCσ T Ty = −λy∗y = −λ‖y‖22. (2.12)
On the other hand, from (2.11), we have
(TSσ T Ty)∗ = −(λy)∗
and this indicates that
y∗T (Sσ )TT T = y∗T ((Cσ )T (−Eσ )(Cσ )T )T T = −λ¯y∗.
The above implies the equality
− y∗T ((Cσ )TEσ (Cσ )T )T Ty = −λ¯y∗y = −λ¯‖y‖22. (2.13)
Combine (2.12) and (2.13), we acquire that
y∗T [Cσ EσCσ − (Cσ )TEσ (Cσ )T ]T Ty = −(λ+ λ¯)‖y‖22 = −2real(λ)‖y‖22.
Let Q = Cσ EσCσ − (Cσ )TEσ (Cσ )T . It follows that Q is real and
Q T = (Cσ )T (Eσ )T (Cσ )T − Cσ (Eσ )TCσ = (Cσ )TEσ (Cσ )T − Cσ EσCσ = −Q .
It follows that
(y∗TQT Ty)∗ = −y∗TQT Ty
and this implies that y∗TQT Ty cannot be a nontrivial real number. Therefore,
real(λ) = 0
and λmust be pure imaginary. This proves our lemma. 
Lemma 2.3. We have ρ(Sσ ) = O(1/κ), where κ is the wave number.
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Proof. Recall Lemma 2.1. Define the following block-diagonal matrices
Dσ = diag(Dσ1 ,Dσ2 , . . . ,Dσn ) ∈ R2n
2×2n2
and
Dσj = diag(Cσ1,j, Cσ2,j, . . . , Cσn,j), j = 1, 2, . . . , n,
where Cσk,j are the same as C defined in Lemma 2.1 but at various beam positions (xk, yj, zσ ). It follows that (D
σ )−1 = Dσ
and
Dσ Sσ (Dσ )−1 = 1
2κ
E˜,
where E˜ ∈ R2n2×2n2 is a block-diagonal matrix comprised with E. This shows our result. 
Definition 2.4. Let A be the amplifying matrix of a finite difference scheme, such as (2.8), (2.9), for solving an highly
oscillatory problem. We say that the scheme is asymptotically stable if there exists c > 0 such that
ρ(A) = 1+ O

1
κc

, (2.14)
where κ is the wave number. Further, c is called the asymptotical stability index of the scheme. If (2.14) holds for all mesh
steps hx, hy and hz then we say that the scheme is unconditionally asymptotically stable.
Theorem 2.5. Assume that ρ(Mσ ) = O(1/κc), c > 0. Then the exponential transformation based LOD scheme (2.8), (2.9) is
unconditionally asymptotically stable.
Proof. We only need to show (2.8) since the structure of (2.9) is similar. For this, assuming that I − µMr is invertible, we
may rewrite (2.8) as
wr+1/2 = (I − µMr)−1(I + µMr)wr + hz
2

I − µMr−1 f r .
Set ϵσ = wσ − w˜σ , where w˜σ is a perturbation of the numerical solutionwσ . Suppose that all coefficients used in (2.8) are
sufficiently accurate. Then from the above system we may derive the following perturbation equation,
ϵr+1/2 = (I − µMr)−1(I + µMr)ϵr . (2.15)
Let λ be an eigenvalue ofMσ and x be the corresponding eigenvector. According to Lemma 2.2, λ is pure imaginary.
Thus an eigenvalue of the perturbation matrix (I −µMr)−1(I +µMr), which is a 1–1 Padé approximation of the matrix
exponential exp {2µMr}, is
1+ µλ
1− µλ = 1+
2µλ
1+ µ2|λ|2 .
Therefore,
ρ2((I − µMr)−1(I + µMr)) = 1+ 4µ2 max
λ
|λ|2
(1+ µ2|λ|2)2 = 1+ O

1
κ2c

according to the assumption. This completes our proof. 
Now, let us consider the use of Neumann boundary conditions (2.4) together with the paraxial differential equation (2.1)
and LOD formulas (2.5), (2.6). An application of (2.7) and proper forward/backward finite differences on boundaries leads to
(I − µQ r)wr+1/2 = I + µQ rwr + hz
2
f r , (2.16)
(I − ηQ r+1/2)vr+1 = (I + ηQ r+1/2)vr+1/2 + hz
2
g r+1/2, (2.17)
where for σ = 0, 1, 2, . . . ,
Q σ = diag(Q σ1 ,Q σ2 , . . . ,Q σn ),
Q σj =

−Mσ1,j Mσ1,j
Mσ2,j −2Mσ2,j Mσ2,j
Mσ3,j −2Mσ3,j Mσ3,j· · · · · · · · ·
Mσn−1,j −2Mσn−1,j Mσn−1,j
Mσn,j −Mσn,j
 , j = 1, 2, . . . , n.
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Note that, there again exists a permutation matrix P such that vσ = Pwσ , gσ = Pf σ . Denote Rσ = P−1Q σ P . Therefore,
(2.17) is equivalent to
(I − ηRr+1/2)wr+1 = (I + ηRr+1/2)wr+1/2 + hz
2
f r+1/2.
Lemma 2.6. The eigenvalues of the matrices Q σ , Rσ are pure imaginary.
Proof. Since matrices Q σ , Rσ are similar, we only need to show the case involving the former. Consider the block matrices
Z0 =

−I2 I2
I2 −2I2 I2
I2 −2I2 I2
· · · · · · · · ·
I2 −2I2 I2
I2 −I2
 ∈ R2n×2n,
Z1 = diag(Z0, Z0, . . . , Z0) ∈ R2n2×2n2 .
Therefore, Q σ = Sσ Z1. Recall that Sσ is similar to a skew symmetric matrix. Thus, the rest of proof of the lemma is similar
to that of Lemma 2.2. The only major difference is perhaps that the matrix Z1 is seminegative definite, that is, some of its
eigenvalues may be zero, instead of negative definite. However, this should not affect our conclusion. 
Theorem 2.7. Assume that ρ(Q σ ) = O(1/κc), c > 0. Then the exponential transformation based LOD scheme (2.16), (2.17) is
unconditionally asymptotically stable.
Proof. The proof is similar to that of Theorem 2.5. 
3. Computational strategies
Recall the implicit scheme (2.16), (2.17). Our 2n2 × 2n2 coefficient matrices utilized are block tridiagonal. They can also
be viewed as banded matrices with band-width seven. Therefore, a relatively sophisticated band system solver is required
for any direct solutions of the finite difference equations. This is definitely not desirable in the pursuit of a fast solution. The
case for (2.8), (2.9) is similar. On the other hand, we observe that the submatrices Mr,j, r, j = 1, 2, . . . , n, used are sparse.
In this section, we discuss possible alternative ways for solving the aforementioned block systems. Since structures of the
splitting systems are similar, we only concentrate on (2.16), (2.17) together with (2.4). Actually, because of the structure
similarity, a detailed study with (2.16) is adequate. For the sake, we start with
φ
r+1/2
s,t − µαrs,t(ψ r+1/2s−1,t − 2ψ r+1/2s,t + ψ r+1/2s+1,t ) = φrs,t + µαrs,t(ψ rs−1,t − 2ψ rs,t + ψ rs+1,t)+
hz
2
(f1)rs,t , (3.1)
ψ
r+1/2
s,t − µβrs,t(φr+1/2s−1,t − 2φr+1/2s,t + φr+1/2s+1,t ) = ψ rs,t + µβrs,t(φrs−1,t − 2φrs,t + φrs+1,t)+
hz
2
(f2)rs,t . (3.2)
Note that each of the above systems contains n2 linear equations to solve. The systems are implicit in the x-direction.
Eqs. (3.1), (3.2) are also coupled, that is, each of them contains unknowns φ and ψ . Needless to say, this increases the level
of difficulties in programming and solution procedures.
Fortunately, we may comprise our linear systems in a different way, that is,
Iφr+1/2 − µDαr Sψ r+1/2 = g r1, (3.3)
Iψ r+1/2 − µDβr Sφr+1/2 = g r2, (3.4)
where the identity matrix I ∈ Rn2×n2 ,
Dασ = diag(ασ1,1, ασ2,1, . . . , ασn,1, ασ1,2, ασ2,2, . . . , ασn,2, . . . , ασ1,n, ασ2,n, . . . , ασn,n),
Dβσ = diag(βσ1,1, βσ2,1, . . . , βσn,1, βσ1,2, βσ2,2, . . . , βσn,2, . . . , βσ1,n, βσ2,n, . . . , βσn,n),
S = diag(Sθ , Sθ , . . . , Sθ ) ∈ Rn2×n2 inwhich Sθ = tridiag(1, θk, 1) ∈ Rn×n with θ1 = θn = −1; θk = −2, k = 2, 3, . . . , n−1,
and
φσ = (φσ1,1, φσ2,1, . . . , φσn,1, φσ1,2, φσ2,2, . . . , φσn,2, . . . , φσ1,n, φσ2,n, . . . , φσn,n)T , (3.5)
ψσ = (ψσ1,1, ψσ2,1, . . . , ψσn,1, ψσ1,2, ψσ2,2, . . . , ψσn,2, . . . , ψσ1,n, ψσ2,n, . . . , ψσn,n)T (3.6)
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for any fixed beam propagation index σ . On the other hand, gσ1 , g
σ
2 are corresponding right-hand sides in (3.1) and (3.2),
that is,
gσ1 = Iφσ + µDασ Sψσ +
hz
2
f σ1 ,
gσ2 = Iψσ + µDβσ Sφσ +
hz
2
f σ2 ,
with f σ1 = ((f1)σ1,1, (f1)σ2,1, . . . , (f1)σn,1, (f1)σ1,2, (f1)σ2,2, . . . , (f1)σn,2, . . . , (f1)σ1,n, (f1)σ2,n, . . . , (f1)σn,n)T and f σ2 = ((f2)σ1,1, (f2)σ2,1,
. . . , (f2)σn,1, (f2)
σ
1,2, (f2)
σ
2,2, . . . , (f2)
σ
n,2, . . . , (f2)
σ
1,n, (f2)
σ
2,n, . . . , (f2)
σ
n,n)
T .
Note that, from (3.3) we find that
φr+1/2 = µDαr Sψ r+1/2 + g r1.
A substitution of the above to (3.4) yields immediately
(I − µ2Dβr SDαr S)ψ r+1/2 = µDβr Sg r1 + g r2.
The above compact form of quintic diagonal systems can be solved conveniently without using any matrix decompositions
or band system solvers [5,15,7].
To summarize, for solving (2.16), (2.17) together with homogeneous Neumann boundary conditions, we only need to
solve the following systems in order:
Arψ r+1/2 = µDβr Sg r1 + g r2, (3.7)
φr+1/2 = µDαr Sψ r+1/2 + g r1, (3.8)
Br+1/2ψ˜ r+1 = ηDβr+1/2Sg r+1/23 + g r+1/24 , (3.9)
φ˜r+1 = ηDαr+1/2Sψ˜ r+1 + g r+1/23 , r = 0, 1, 2, . . . , (3.10)
where the coefficient matrices
Ar = I − µ2Dβr SDαr S, Br+1/2 = I − η2Dβr+1/2SDαr+1/2S
are quintic diagonal and
φ˜σ = (φσ1,1, φσ1,2, . . . , φσ1,n, φσ2,1, φσ2,2, . . . , φσ2,n, . . . , φσn,1, φσn,2, . . . , φσn,n)T ,
ψ˜σ = (ψσ1,1, ψσ1,2, . . . , ψσ1,n, ψσ2,1, ψσ2,2, . . . , ψσ2,n, . . . , ψσn,1, ψσn,2, . . . , ψσn,n)T .
Vectors ψ0, φ0 are given by the initial function in (2.2). Again, it is not difficult to observe that there exists a permutation
matrix P0, which is related to the binary matrix P in (2.10), such that φ˜σ = P0φσ , ψ˜σ = P0ψσ . If Ar and Br+1/2 are
nonsingular, then (3.7)–(3.10) can further be expressed in a ψ-embedded form
φr+1/2 = µDαr SA−1r (µDβr Sg r1 + g r2)+ g r1,
φ˜r+1 = ηDαr+1/2SB−1r+1/2(ηDβr+1/2Sg r+1/23 + g r+1/24 )+ g r+1/23 , r = 0, 1, 2, . . . .
Needless to say, procedures (3.7)–(3.10) are considerably simple, effective, efficient and user friendly. They can be
conveniently parallelized [13,15,12]. These are desirable characters for engineering and industrial software packages.
Theorem 3.1. There exist reasonable values of µ, η such that Ar and Br+1/2 are nonsingular. Therefore, the solution of (3.7)–
(3.10) exists and is unique.
Proof. We only need to see the first case. Since Dβr S and Dαr S are both tridiagonal, Dβr SDαr S is quintic diagonal. Therefore,
Ar = I − µ2

c1 d1 e1 0 0 0 · · · 0
b2 c2 d2 e2 0 0 · · · 0
a3 b3 c3 d3 e3 0 · · · 0
0 a4 b4 c4 d4 e4 0 · · · 0
...
. . .
. . .
. . .
. . .
. . .
...
0 0 · · · · · · 0 an bn cn

is nonsingular if µ is sufficiently small, since all entries of the quintic diagonal matrix to the right are bounded with (2.16),
(2.17). Therefore, the numerical solution of (3.7) exists and is unique. 
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Fig. 4.1. An illustration of the envelope function u0 = u(x, y, z0). Top is for the real (LEFT) and imaginary (RIGHT) parts of u0 when κ = 1. Bottom is for
the real (LEFT) and imaginary (RIGHT) parts of u0 when κ = 100 is used.
4. Numerical experiments and conclusions
There has been a significant amount of recent work for highly oscillatory wave computations. Straightforward
applications of typical splitting strategies, such as the LOD and ADI methods, can be found [1,8,3,7]. Spectrum and finite
element strategies reinforced by parallel computations are also studied [8,11,12]. In most existing procedures, mesh step
sizes used are inversely proportional to the wave number κ [8,2,10]. For the reason, mathematically profound formulations
are often difficult to use in industrial applications (see [8,2,9,16,14,3] and references therein). This challenge motivated our
study in the exponential transformation based splitting formulationwhich completely eliminates the oscillation component.
As consequences, step sizes become independent of κ and can be chosen to be sufficiently large for accommodating fast
calculations. This not only breaks the traditional efficiency barrier, but also reduces remarkably the computational cost. Our
following experiments, using only a fraction amount of the computational time in [9], are particularly designed to show the
simplicity and computability of the algorithms developed. Physical properties of the numerical solutions acquired match
precisely computational and experimental results given in [9,16].
Example 4.1. Consider a typical Gaussian beam initial function [9,16,5,14]
u(x, y, z0) = 11+ iz0 exp

− x
2 + y2
2r20 (1+ iz0)

, −4 ≤ x, y ≤ 4, (4.1)
where z0 = 2πr20/λ. This input function is typical in the vector diffraction theory and beam experiments [4,14]. We show
solutions before and after the application of exponential transformation (1.2).
In Fig. 4.1, we first plot three-dimensional images of the real and imaginary parts of the envelope function uwith a lower
wave number, respectively. Then, we show the images again with a higher wave number. The difference in wave patterns
is obvious. Fig. 4.2 is devoted to contour maps corresponding to the solution surfaces in Fig. 4.1. The initial function (4.1) is
used frequently in electro-optical and electromagnetic wave propagation experiments [4,9,6]. Note that, to utilize (4.1) for
the exponential transformation based scheme, we need to decompose it to
1
1+ iz0 =
1
1+ z20
exp{−θ i}, θ = cos−1
 1
1+ z20
 ,
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Fig. 4.2. Contour maps of the complex function u0 = u(x, y, z0). From LEFT to RIGHT are those for real and imaginary parts of u0 when κ = 1, and the real
and imaginary parts of u0 when κ = 100, respectively. The wave signals are used in typical clipped Gaussian beam experiments [4,14].
1
0.8
0.6
0.4
0.2
0
4
42
20 0
-2
-2
-4 -4
x y
φ 0
1
0.8
0.6
0.4
0.2
0
4
42
20 0
-2
-2
-4 -4
x y
φ 0
1
1.2
1.4
1.6
0.8
0.6
0.4
0.2
0
-0.2
4
42
20 0
-2
-2
-4 -4
x y
ψ 0
1
1.2
1.4
1.6
0.8
0.6
0.4
0.2
0
-0.2
4
42
20 0
-2
-2
-4 -4
x y
ψ 0
Fig. 4.3. Simulations of the amplitude and phase functions φ0(x, y, z0), ψ0(x, y, z0). Top is for φ0 (LEFT) and ψ0 (RIGHT) when κ = 1. Bottom is for φ0
(LEFT) and ψ0 (RIGHT) when κ = 100. These functions are oscillation free.
exp

−κ(x
2 + y2)
2(1+ iz0)

= exp

−κ(x
2 + y2)
2(1+ z20)

exp

κ(x2 + y2)z0
2(1+ z20)
i

.
Example 4.2. We consider the following initial conditions (Fig. 4.3) for system (1.3), (1.4), or (3.1), (3.2),
φ0(x, y, z0) = 1
1+ z20
exp

− x
2 + y2
2r20 (1+ z20)

, (4.2)
ψ0(x, y, z0) = (x
2 + y2)z0
2(1+ z20)
− r20 cos−1
 1
1+ z20
 . (4.3)
A computational boundary location ℓ = 10 is used. Equivalently, we have the wave disturbance
u(x, y, z0) = φ0(x, y, z0) exp

iκψ0(x, y, z0)

.
Computational experiments are carried out with various wave numbers κ from 1 to 1000 successfully. Values 0.5 ≤ µ =
η ≤ 10 are tested. Most programs are comprised following (3.7)–(3.10) by using Fortran 90 and Matlab on PC and AFRL
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Fig. 4.5. A side projection and contour map of the numerical solution φ(x, y, z150) (LEFT) and ψ(x, y, z150) (RIGHT). The numerical solutions remarkably
agree with beam intensity profiles demonstrated in electric field experiments with the TEM00 mode unperturbed Gaussian beam [9,16].
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Fig. 4.6. Real part of the composed numerical solutions u(x, y, z150) (LEFT) and imaginary part of u(x, y, z150) (RIGHT). Again, a reduced viewing domain of
−4 ≤ x, y ≤ 4 is used. Oscillations are not visible in the functions due to the lowerwave number used [9,16,5]. Simulation results againmatch satisfactorily
standard laboratorial experiments with clipped focused-Gaussian beams [9,16].
supercomputer platforms, respectively. For the purpose of a good illustration of computational procedures, we only display
numerical resultswith relatively lowerwave numbers (Fig. 4.3). Somenonphysical horizontal and vertical gridsmay become
observable in some simulations due to the reduction of resolutions for saving digital memory sizes [13,7]. The results agree
well with experiments and simulations stated in [9,16].
Note that 0 < (1 + z20)−1/2 exp
−ℓ2/(1+ z20) < φ0(x, y, z0) < 1, 0 ≤ x, y ≤ ℓ. They ensure that β ≠ 0. We have
advanced numerical solutions φ,ψ up to high z-levels over the spatial domainΩ = {(x, y) : −10 ≤ x, y ≤ 10} smoothly.
Solutions at the z-level of r = 150 are given in Figs. 4.4 and 4.5 as an illustration. We then recover the complex envelope
function u based on φ and ψ via (1.2). In Fig. 4.6, we show the real and imaginary parts of u(x, y, z150), respectively.
The computed solutions acquired are not only stable in all experiments, but also consistent with existing laboratorial and
experimental results. These are good indications of an effective and efficient approach to use for fast numerical solutions of
the highly oscillatory paraxial wave equation.
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5. Conclusions
In this study, we have proposed an exponential transformation based LOD finite difference method for solving highly
oscillatory optical wave equations. Although the disturbance formula (1.2) has been used frequently in geometrical op-
tics, rigorous numerical analysis of connected algorithms has been limited. The novel difference method acquired combines
advantages of the transformation and splitting strategies. Algorithms generated are simple, asymptotically stable and ex-
tremely easy to use. The finite difference scheme constructed is particularly meaningful when the wave number anticipated
is large, since computations are proceeded in an oscillation-free manner. Investigations can be extended to similar expo-
nential transformation based schemes, such as the ADI method [15,17],
w
r+1/2
s,t − wrs,t =
hz
2
Mrs,t(δ
2
xw
r+1/2
s,t + δ2ywrs,t)+
hz
2
f rs,t ,
wr+1s,t − wr+1/2s,t =
hz
2
Mr+1/2s,t (δ2xw
r+1/2
s,t + δ2ywr+1s,t )+
hz
2
f r+1/2s,t .
However, analysis of the numerical stability of the above splitting method can be significantly different due to the fact that
structures of amplification matrices utilized are different. In fact, in one of our latest efforts, the investigation is carried out
via nested Kronecker products of the matrices involved [17].
Although the current scheme is introduced on uniform grids, it can be extended to accommodate nonuniform adaptive
grids, in the case finite difference approximations on arbitrary grids [5,15] need to be adopted. An intention of the adaptation
is for attacking problems with discontinuous κ or nonlinear wave equations (note that (1.2) is still applicable). Potentially
useful strategies include the combination of x and y stretching transformations [5,14] for increasing the resolution and
accuracy of numerical solutions in focusing regions. Magnifying a particular subregion in the transformed coordinate space
with splitting is computationally meaningful but challenging. Alternatively, domain transformation could facilitate the use
of established adaptive grid techniques, since applications of standard mesh refinements or moving mesh techniques are
straightforward on rectangular domains [6,15]. Our investigations of different exponential transformation based splitting
methods, including the aforementioned ADI, iterative and asymptotic splitting formulas [14,15] have been in good progress.
While initial results are extremely exciting, deeper explorations are necessary in connectionwith different highly oscillatory
phenomena [8,2,10,15,17,3].
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