Abstract-The ability to detect change-points in a dynamic network or a time series of graphs is an increasingly important task in many applications of the emerging discipline of graph signal processing. This paper formulates change-point detection as a hypothesis testing problem in terms of a generative latent position model, focusing on the special case of the Stochastic Block Model time series. We analyze two classes of scan statistics, based on distinct underlying locality statistics presented in the literature. Our main contribution is the derivation of the limiting properties and power characteristics of the competing scan statistics. Performance is compared theoretically, on synthetic data, and empirically, on the Enron email corpus.
I. INTRODUCTION
T HE change-point detection problem in a dynamic network is becoming increasingly prevalent in many applications of the emerging discipline of graph signal processing. Dynamic network data are often readily observed, with vertices denoting entities and time evolving edges signifying relationships between entities, and thus considered as a time series of graphs which is a natural framework for investigation. An anomalous signal is broadly interpreted as constituting a deviation from some normal network pattern, e.g., a model-based characterization such as large scan statistics (cf. Section IV) or non-model based notions such as a community structure change, while a change-point is the time-window during which the anomaly appears.
Recently, many tailor-made approaches based on different models, aiming for change-point detection in graphs, have been proposed in a growing literature. For example, [1] developed a two-stage Bayesian anomaly detection method for social dynamic graphs. Both its model and parallelization in computation are built on the assumption that the communication between each pair of individuals independently follows a counting process. Meanwhile [2] designed an algorithm called NetSpot to find arbitrary but evolutionary anomalies that are maintained over some spatial or time window. Other approaches include [3] wherein the subgraph anomaly detection problem in static graphs was analyzed through likelihood ratio tests under a Poisson random graph model and [4] wherein anomaly detection is performed by analyzing, via random-matrix theory, fixed-rank pertubations of the observation matrix. Finally, in [5] , the norm of the eigenvectors of the modularity matrix were used for detection of an (anomalous) small dense subgraph embedded inside a large, sparser graph.
In this paper, we approach the dynamic anomaly/changepoint detection problem through the use of locality-based scan statistics. Scan statistics are commonly used in signal processing to detect a local signal in an instantiation of some random field [6] , [7] . The idea is to scan over a small time or spatial window of the data and calculate some locality statistic for each window. The maximum of these locality statistics is known as the scan statistic. Large values of the scan statistic suggests existence of nonhomogeneity, for example, a local region with significantly excessive communications. Under some homogeneity hypothesis, change-point detection can then be reduced to statistical hypotheses testing (cf. Section III) using scan statistics. For example, [8] builds up a simple testing framework with the null hypothesis being Erdös-Rényi and the alternative hypothesis being a graph containing an unusually dense subgraph. In the static graph setting, detection boundaries and conditions are given in [8] such that the scan statistics they specified for the testing is non-negligibly powerful. To capture anomalies (e.g., hacker attacks) in computer networks, [9] employs scan statistics through two shapes of locality statistics: 'star' and 'k-path'. The power properties of 'star' as a locality measure will be further explored in Section V here.
In this paper, we identify excessive communication activity in a subregion of a dynamic network by employing the scan statistics defined in Section IV, with denoting the number of vertex-standardization steps, denoting the number of temporal-normalization steps and denoting local neighborhood distance. We consider two variations of , namely and where and are two related but distinct locality statistics. The locality statistics and are computed based on the subgraphs induced by neighborhoods of vertices, with the size of the neighborhoods parametrized by . The vertex-standardization as described by therefore refers to normalization in time of the locality statistics. The maximum of the vertex-standardized locality statistics are then the raw scan statistics and so the temporal normalization steps as described by refer to normalization in time of these raw scan statistics.
The use of the locality statistics and is based upon earlier work of [10] and [11] . In particular, is introduced in [10] to detect the emergence of local excessive activities in time series of Enron graphs whereas is proposed in [11] to detect communication pattern changes in their department email network. Using the locality statistic , [12] constructs fusion statistics of graphs for anomaly detection while [13] presents an analysis of the Enron data set to illustrate statistical inference for attributed random graphs. However, all these cited works are mostly empirical in nature and do not provide much theoretical analysis of these locality-based scan statistics. Under the assumption that the time series of graphs is stationary before a change-point, we demonstrate in this paper that for and , the limiting and are the maximum of random variables which, under proper normalizations, follow a standard Gumbel distribution in the limit. Through these limiting properties, comparative power analysis between and for and is performed. We demonstrate that neither and dominates when , while is dominated by when . We hope that these theoretical results will help motivate subsequent work in understanding the interplay between locality statistics, vertex and temporal normalizations, and inference in time-series of graphs.
Our paper is structured as follows. We discuss a generative model for time series of graphs in Section II. The problem of change-point detection is formulated in Section III. The formulation associates a change-point in the time series with changes in the underlying generative model. We introduce in Section IV two closely related notions of locality statistic, and , and their corresponding scan statistics and . The limiting properties and power characteristics for some representative instances of are given in Sections V and VI, while Section VII presents experimental results regarding locality-based statistics on synthetic data and the Enron email corpus. We conclude the paper in Section VIII with additional discussions of the two locality statistics and comments about possible applications and extensions of the framework presented herein.
II. RANDOM GRAPH MODELS
In this section, we briefly summarize the latent position model of [14] , the dot product model of [15] and stochastic blockmodel of [16] and [17] , because they are the underlying generative model for our graph at each time . However, we first introduce some notation that will be used throughout this paper.
In this paper, we consider only undirected and unweighted graphs without self-loops. Generally, a graph is denoted by , with vertex set and edge set . The number of vertices of a graph is usually denoted by . For a graph on vertices, the vertex set is usually taken to corresponds to the set . In our subsequent discussion, we might also partition into subsets, or blocks. If is partitioned into blocks of size vertices, then, with a slight abuse of notation, we shall denote by the vertices in block .
Let be a graph. For any , we write if there exists an edge between and in . We write for the shortest path distance between and in . For , we denote by the set of vertices at distance at most from , i.e., . For is the subgraph of induced by . Thus, is the subgraph of induced by vertices at distance at most from .
The latent position model is motivated by the assumption that each vertex is associated with a dimensional latent random vector . For any pair of vertices and , conditioning on the two latent positions and , the existence of an edge between and is independently determined by a Bernoulli trial with probability where is a symmetric link function . We denote this as . The random dot product graph model (RDPM) [15] is a special case of the latent position model. In the random dot product graph model, the link function is specified to be the Euclidean inner product, i.e.,
. Also, for each vertex , the latent random vector takes its values in the unit simplex so that where
The stochastic block model (SBM) of [16] and [17] is a random graph model in which each vertex is randomly assigned a block membership among where is the number of blocks. Given block memberships, the connectivity probabilities among all vertices are characterized by a symmetric matrix where denotes the block connectivity probability between blocks and . Namely, given and , and independent of any other with . In this paper, we shall assume that the time series of random graphs are generated according to a stochastic block model where the block membership of the vertices are fixed across time while the connectivity probabilities matrix may vary with time (cf. our formulation of the change-point detection problem in Section III). That is to say, at some initial time, say , we randomly assign each vertex to a block membership among . Then at each subsequent time follows a SBM with a probability matrix , conditioned on the initial block membership at time . Under this model, the graphs are conditionally independent over time, the conditioning being on the block membership of the vertices. This assumption on the generative model for the leads to a time series of graphs where the graphs are "weakly" dependent, i.e., they are dependent only on the block membership of the vertices at the initial time . If, instead, for each time , we resample the vertices' block memberships for then the resulting time series of graphs is independent.
Our construction of a time series of graphs in terms of the SBM as outlined above is a special case of the following model constructed using the random dot product graphs 1 .
1) For each and ,
2) For each and pair of vertices , where is a fixed location parameter for the Dirichlet distribution and is the concentration parameter that will be explained now.
It is worthwhile to note that for all means all vertices follow the same probabilistic behavior (uniform on the simplex) and implies that has a point mass distribution at for each vertex. In the case , the random dot product model can be further reduced to the stochastic block model (SBM) by letting vertices sharing the same share the same block membership. Next, we re-denote by the common Dirichlet location parameter corresponding to block and is partitioned into distinct blocks if there are distinct 's in total. Accordingly, as . We note that the above Dirichlet can be viewed as generating a time-series of graphs where the graphs are also "weakly" dependent, e.g., dependency between graphs at time and being on the location and concentration parameters for the vertices. Other generalizations of the above construction for generating time series of graphs are also possible. See, e.g., [18] and [19] for examples of constructions where the time series of graphs depends on some underlying latent stochastic processes.
III. CHANGE-POINT DETECTION PROBLEM IN STOCHASTIC BLOCK MODEL FORMULATION
An important inference task in time series analysis is the problem of anomaly or change-point detection. An anomaly is broadly interpreted to mean deviation from a "normal" pattern and a change-point is the time-window during which the anomalous deviation occurs. For example, in social networks, we usually represent a time-evolving collection of emails, phone calls, web pages visits, etc. as a time series of graphs and we want to infer, from , if there exists anomalous activities, e.g., excessive phone calls among a subgroup in the network. In the detection problem described below in Section III and its theoretical analysis presented in Sections V and VI, we shall ignore, for ease of exposition, the issue surrounding the independence versus conditional independence of the . As we pointed out in our discussion of the generative model for time-series of graphs in Section II, independence of the graphs , has density . in corresponds to conditioning on the right parameters. In the setup of our theoretical analysis in this paper, this corresponds to conditioning on the block membership of the vertices, which are fixed in time. Related discussions in the context of the latent process models of [18] and [19] are given in Section VIII.
Statistically speaking, we want to test, for an unknown but non-random , the null hypothesis that is not a changepoint against the alternative hypothesis that is a changepoint. There are many different ways to formulate the notion that is a change-point. The following formulation, in the context of our discussion, is reasonable and sufficiently general and forms the basis of our subsequent investigation.
We say that is a change-point for if there exists distinct choices of independent of such that where denote the stochastic blockmodel with block connectivity probabilities and unknown, but fixed in time, block memberships . In contrast, the null hypothesis, i.e., the nonexistence of change-point, is
That is to say, under the alternative, at time , a subset of the vertices change their behavior. The vertices whose behaviour changes correspond to the vertices with block memberships whose corresponding rows in the connectivity matrix changes, i.e., from to . As permutation of the vertex block labels does not affect our subsequent analysis, we will refer to as the change parameters. As a convention, if , we assume all vertices follow their original dynamics for all .
In the following, we discuss a specific form for and , illustrating, albeit in an exaggerated manner, the chatter anomaly, i.e., a subset of vertices with altered communication behavior in an otherwise stationary setting. 
for some , with being of size For this form of and , the blocks have their own (possibly distinct) self-connectivity probabilities which are diagonal entries of matrices. In other words, before the change-point, each : all vertices connect with probability except that the self-connectivity probability of is : the self-connectivity probability of transitions from to while retains its previous behavior.
of the blocks up to have self-connectivity probability . The block is of size with self-connectivity probability , representing the probabilistic behaviors of the vast majority of actors in a very large network. The case where is of interest because we can consider each of the as representing a "chatty" group for time , and at , the previously non-chatty group becomes more chatty. See Fig. 1 for a notional depiction of and for the case of blocks with . The detection of this transition for the vertices in is one of the main reasons behind the locality statistics that will be introduced in Section IV.
IV. LOCALITY STATISTICS FOR CHANGE-POINT DETECTION IN TIME SERIES OF GRAPHS

A. Two Locality Statistics
Suppose we are given a time series of graphs where is independent of , i.e., the graphs are constructed on the same vertex set . We now define two different but related locality statistics on . For a given , let be defined for all and by (3) counts the number of edges in the subgraph of induced by , the set of vertices at a distance at most from in . In a slight abuse of notation, we let denote the degree of in . The statistic was first introduced in [10] . [20] investigated the use of in analyzing the Enron data corpus.
Let and be given, with . Now define for all and by
The statistic counts the number of edges in the subgraph of induced by . Once again, with a slight abuse of notation, we let denote the degree of in , where for and with denotes the graph . The statistic is motivated by a statistic named the permanent window metric introduced in [21] . The permanent window metric was meant to capture events involving not just a single individual but the whole community. As the community at time is assumed to be approximated by , the statistic uses the community structure at time in its computation of the locality statistic at time . Through this measure, a community structure shift of can be captured even when the connectivity level of remains unchanged across time, i.e., when the stays mostly constant as changes in some interval. With the purpose of determining whether is a change-point, two kinds of normalizations based on past and locality statistics and their corresponding normalized scan statistics are introduced in the next subsection.
B. Temporally-Normalized Statistics
Let be either the locality statistic in (3) or in (4), where for ease of exposition the index is a dummy index when
. We now define two normalized statistics for , a vertex-dependent normalization and a temporal normalization. These normalizations and their use in the change-point detection problem are depicted in Fig. 2 .
For a given integer and , we define the vertexdependent normalization of by (5) where and are defined as
We then consider the maximum of these vertex-dependent normalizations for all , i.e., we define a by (8) We shall refer to as the standardized max-degree and to as the standardized scan statistics. From (5), we see that the motivation behind vertex-dependent normalization is to standardize the scales of the raw locality statistics . Otherwise, in (8), a noiseless vertex in the past which has dramatically increasing communications at the current time would be inconspicuous because there might exist a talkative vertex who keeps an even higher but unchanged communication level throughout time.
Finally, for a given integer , we define the temporal normalization of by (9) where and are defined as
The motivation behind temporal normalization, based on recent time steps, is to perform smoothing for the statistics , similar to how smoothing is performed in time series analysis. Large values of the smoothed statistic indicates an anomaly where there is an excessive increase in communications among a subset of vertices. We will use these as the test statistics for the change-point detection problem described in Section III.
We note that because for when , the choice of locality statistic for does not matter when . For convenience of notation, since is essentially a function of the , we denote by and the when the underlying statistic is and , respectively. After the above introduction of the temporally-normalized statistics with three parameters , we now present a simple toy example to illustrate a key step in the calculation of , namely the calculation of the vertex-dependent normalization presented in (5). In Fig. 3 (14) and (15) and the limiting property of using (16) and (17) . The result is illustrated in Fig. 4 where we have plotted for different combinations of and . Fig. 4 indicates that neither and dominates because achieves a larger statistical power in the bluecolored region but a smaller power in the red-colored region. We now analyze the use of Theorem 1 as a large-sample approximation to and . From Fig. 4 with , we choose a pair, with , namely and . We then estimate the power of and by repeated sampling of graphs from stochastic blockmodel with parameters, for the null distribution and for the alternative distribution. The result is presented in Fig. 5 . We see that the large-sample approximation obtained via Theorem 1 matches well with sampling from the stochastic blockmodel (SBM). Fig. 5 also includes power estimates for the random dot product model (RDPM) with varying concentration parameter and predetermined location parameters . Specifically, are carefully chosen such that their Euclidean inner products match corresponding block connectivity probabilities i.e., specified above. We see that, as increases, the power estimates for the random dot product model matches well with those of the stochastic blockmodel and large-sample approximation. Finally Fig. 5 Naturally, the limiting properties of and as given above offer the following power comparison result.
Proposition 4:
In the model shown in Fig. 1 ) and the corresponding optimal choice of (denoted by ) is obtained and summarized in Table I .
The empirical results in Table I demonstrate the potential value of extending the theoretical investigations in Sections V and VI to cases of and , though this extension appears significantly more challenging than the case .
VII. EXPERIMENT
We use the Enron email data used in [20] for this experiment. It consists of time series of graphs with vertices for each week , where we draw a unweighted edge when vertex sends at least one email to vertex during a one week period.
After truncating first 40 weeks for vertex-standardized and temporal normalizations, Fig. 6 depicts (SeaGreen) and (Orange) in the remaining 149 weeks from August 1999 to June 2002. In this experiment, we choose both , used in [20] , to keep the comparisons between the two papers meaningful. As indicated in [20] , detections are defined as weeks such that . Hence, from Fig. 6 we have following observations and reasonings.
1) and indicate a clear anomaly at in December 1999. This coincides with the happening of Enron's tentative sham energy deal with Merrill Lynch to meet profit expectations and boost stock price [22] . . In the case , both and show detections at observation mark (1) and (2); in the case , both and show detections at observation mark (1), also indicates an anomaly at observation mark (2); in the case detects anomalies at observation mark (2) and (3) but captures anomalies at observation mark (1) and (4). Detailed analyses on each observation (1)(2)(3)(4) are provided in Section VII respectively.
The center of suspicious community-employee is identified by all five statistics. 2) and capture an anomaly at in the mid-August 2001. This is the period that Enron CEO Skilling made a resignation announcement when the company was surrounded by public criticisms shown in [22] . The center of suspicious community-employee is identified by these four statistics. 3) signifies an anomaly at in late April 2001 where fails to alert for any . This phenomenon occurs because captures the employee whose second-order neighborhood contains 116 emails at but 0 email in his second-order neighborhoods of previous 20 weeks. That is, the time-dependent second-order neighborhood had no communication in the period from to . On the other hand, this behavior cannot be monitored by because the change of communication frequency in a fixed second-order neighborhood , measured by locality statistics , is not so significant. More concretely, the number of emails in the unchanged has a mean of 45.5 and a standard deviation of 14.9 from to . In [22] , this anomaly appears after the Enron Quaterly Conference Call in which a Wall Street analyst Richard Grubman questioned Skilling on the company's refusal of releasing balance sheet but then got insulted by Skilling.
4)
shows a detection on at before June 2001 over . This comes from the fact that the fixed second-order neighborhood of employee at , i.e., , has a small standard deviation 1.08 in previous 20 weeks while the communications in time-dependent neighborhoods has a large standard deviation 10.04. Practically speaking, in this case, a dramatic increment of email contacts in the certain community could be captured by but ignored by because unstable communication patterns in offsets the sensitivity of signal. According to [22] , this anomaly corresponds to the formal notice of closure and termination of Enron's single largest foreign investment, the Dabhol Power Company in India. In summary, observations 1 and 2 demonstrate that in some cases both and are capable of capturing the same community which has a significant increment of connectivity. Besides, in some situations shown in observations 3 and 4, and achieve different detections due to its adaptability.
VIII. CONCLUSION & DISCUSSION
This paper has summarized a generative latent position model for time series of graphs and set up the change-point detection problem in time series of graphs in terms of stochastic block models. Then we have proposed the way of dealing with changepoint detection through the use of scan statistics and constructed from two different locality statistics and respectively. We derived the limiting properties for four representative instances of locality-based scan statistics and . The limiting properties were then used to derive estimates for the power of the tests.
The simulation experiments indicate that the analytic power estimates, even when they are limited in scope, are useful in answering some important questions about the locality statistics. In particular, it was shown that neither and dominates each other when while is dominated by when . However, it is also worthwhile to note that is computationally less expensive than . For instance, in order to complete -step vertex-dependent normalization calculation presented in (5), we have to record previous -step graphs to calculate if the underlying locality statistic is . However, if the underlying locality statistic is , graph storage is not necessary and recording only the previous -step statistics is sufficient. Furthermore, the power estimates are also useful for reasoning about the behavior on more complicated models without independencies assumption, such as the latent process model proposed in [18] . [18] builds up a latent process model for time series of attributed graphs based on a random dot process model. Having vertices governed by individual continuous-time finite-state stochastic processes, this model generates a time series of dependent attributed random graphs, or equivalently, conditioning on the sample paths of the stochastic processes, the graphs are independent. [18] also provides two approximations to the exact latent process model. The first order approximation is the stochastic blockmodel which gives rise to a time series of independent random graphs with independent edges. The second order approximation corresponds to the random dot product model which gives rise to a time series of independent random dot product graphs. Both of these approximations are presented in Section II.
The investigations presented in this paper do not take into account attributes on the edges. The incorporation of edge attributes into the current paper is, however, straightforward. For example, [23] handles attributes by linear fusion, and many of the results there can be adapted to the current paper. In particular, one can define fused locality statistics for attributed graphs. Power estimates for these locality statistics can be derived in a similar manner to those presented in this paper. Other considerations, e.g., optimal fusion parameters, can also be investigated. However, the statistics considered in [23] are only temporally normalized and does not contain a vertex dependent normalization. Thus, the derivation of their limiting properties is much less involved. In addition, as the experimental results in Fig. 5 shown, the vertex dependent normalization does lead to improved statistical power in many situations of interest.
Anomaly detection in dynamic graphs has applications in diverse areas, e.g., predicting the emergence of subgroups within an organization, monitoring disease spread in public network, detecting modules of cancer and metastasis communities in Protein-protein interaction (PPI) network. We envision that these and many other applications will benefit from the kind of investigations outlined in this paper. However, much remains to be done, both mathematically and computationally. We list here some aspects that have not been (sufficiently) addressed in the paper.
1) Besides this paper, [23] also investigated for cases , and under the SBM setting. However, power-estimates for other more complex locality-based scan statistics, such as for and , remain to be investigated. 2) Locality statistics based on can be readily computed in a real-time streaming data environment, in contrast to those based on . Thus, the adaption or approximation of locality statistics based on for streaming environments is of interest. 3) Power-estimates for locality statistics under the random dot product model setting. The limiting distributions, even for the simplest locality statistics, are currently unavailable.
APPENDIX A PROOF OF SOME STATED RESULTS
In this appendix, we provide proofs of theorems, propositions and corollaries presented in Sections V and VI.
Theorem 1: Firstly, we investigate the case that the underlying locality statistic is . We will derive the limiting property of for in some detail. The property of when can be derived in a similar manner. As and , for any , we have from (5) and (6) . We note that, by our previous derivations, e.g., Theorem 1, that . Meanwhile, is, with high probability, of order and is of order . By our previous assumptions on and , a heuristic argument will yield that the largest contribution to will come from the term . A more rigorous argument can be adapted using similar reasoning as given in the proof of lemma 3.2 and lemma 3.3 from [25] . We then obtain, as , that where and . This leads to the fact that follows standard Gumbel distribution and . Similar arguments apply to . Before proving Theorem 5, we state and prove a technical lemma on the correlations among the . Lemma 7: Let and be two independent Erdös-Rényi graphs with connectivity probability , i.e., and . For each is defined according to (5) . Then for any pair of vertices and , the correlation between and is of order for . Proof: From (5) and (6), for any pair of vertices ,
We then consider to decompose into two parts representing the cardinalities of two disjoint sets of edges.
where the intuitive interpretations behind two terms are listed below:
Also, is decomposed into two terms as well.
Similarly, and are decomposed with the same structure. By expanding above decompositions into (20) , we have the following table recording 16 terms and their signs in (20) .
In Table II , all terms earning the same color ( , or ) and same positive/negative sign are symmetric. Additionally, the terms having the same mark ( or ) are canceled out due to the fact . More concretely, for example, for four terms marked by , we have . The first and third equality are guaranteed by symmetry property. The second equality holds because and share the same conditional distribution, , given . That is, and hence with application of law of total covariance.
We now return to (20) . The above reasoning gives
The last equality holds because the Cauchy-Schwarz inequality guarantees each of four terms are where and . In the following, to compute is decomposed as where By applying law of total variance, we reach the following variance order estimation Therefore, it follows that as desired.
Theorem 5: Again, to avoid redundant arguments, we only provide derivations of limiting distribution of and the case can be achieved in the same approach. Let , locality statistics and are respectively decomposed as follows: (21) where (22) where Accordingly, the mean of is estimated as follows
Under our setting of and , the penultimate equality is obtained easily because and share the same distribution and share the same distribution with except . Now let's consider the estimation of since the exact derivation of , through the use of law of total variance, is tedious. Due to the assumption and decompositions in (21) and (22), instead we express variance of as Thus, the central limit theorem leads to According to Lemma 7, dependencies among are negligible and thus Through similar arguments as in Theorem 1, we can show that . Corollary 6: This corollary is a generalization of Proposition 3 and Proposition 4. The underlying idea is as follows. In the model presented at the beginnning of Section V, the variation of number of chatty blocks before makes no difference on the sensitivity of statistics and as long as the orders of chatty blocks are . Namely, in the limiting case, and are functions of and independent of . We can then extend the power comparison conclusion from Proposition 4 for to the general case. The details are somewhat tedious and are omitted.
