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Abstract
In this work, we consider the inverse scattering transform and multi-solition solutions
of the sextic nonlinear Schro¨dinger equation. The Jost functions of spectrum problem
are derived directly, and the scattering data with t = 0 are obtained according to an-
alyze the symmetry and other related properties of the Jost functions. Then we take
use of translation transformation to get the relation between potential and kernel, and
recover potential according to Gel’fand-Levitan-Marchenko (GLM) integral equations.
Furthermore, the time evolution of scattering data is considered, on the basic of that,
the multi-solition solutions are derived. In addition, some solutions of the equation
are analyzed and revealed its dynamic behavior via graphical analysis, which could be
enriched the nonlinear phenomena of the sextic nonlinear Schro¨dinger equation.
Keywords: The sextic nonlinear Schro¨dinger equation, Inverse scattering transform,
Multi-solition solutions.
1. Introduction
It is well-known that the nonlinear Schro¨dinger (NLS) equation is a nonlinear equa-
tion with soliton solutions, which plays an important role in mathematical physics. The
NLS equation reads
iqt +
1
2
qtt + |q|
2q = 0 (1.1)
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in dimensionless form. The NLS equation has been investigated more and more deeply
since Zakharov and Shabat [1] have done important research on it. In addition to quan-
tum mechanics, the NLS equation can also be used to describe all kinds of nonlinear
waves in physics, such as the propagation of laser beam in the medium with refractive
index and amplitude related, the free water wave of ideal fluid, plasma wave, etc.
However, the only basic model is not enough to study the new phenomena with
the deepening of people’s research on equations, especially when the wave amplitude
increases. For example, in optics, one should introduce the high-order effects when
considering pulses of shorter duration propagating along a fiber [2]-[4]. Then a new
form of NLS system is proposed which is the sextic nonlinear Schro¨dinger equation
[5]
iqt +
1
2
(qxx + 2|q|
2q) + δqxxxxxx + δ
[
60q∗|qx|
2 + 50(q∗)2qxx + 2q
∗
xxxx
]
q2
+ δq
[
12q∗qxxxx + 8qxq
∗
xxx + 22|qxx|
2
]
+ δq
[
18qxxxq
∗
x + 70(q
∗)2q2x
]
+ 20δ(qx)
2q∗xx
+ 10δqx
[
5qxxq
∗
x + 3q
∗qxxx
]
+ 20δq∗q∗xx + 10δq
3
[
(q∗x)
2 + 2q∗q∗xx
]
+ 20δq|q|6 = 0,
(1.2)
where q(x, t) represents the complex envelops of the waves, x and t denote propagation
distance and scaled time, the symbol ‘*’ denotes the complex conjugation, and the real
parameter δ denotes the coefficient of the sextic-order dispersion qxxxxxx. When δ = 0,
(1.2) will be reduced to the one-dimensional NLS equation. Some work of the sixtic-
order NLS equation have been investigated, such as breather solutions with imaginary
eigenvalues and the interactions between two solitons of the sextic NLS equations (1.2)
have been obtained in [6].
It is generally known that the inverse scattering transform is a important and pow-
erful analytical tool to solve integrable systems, which plays an indispensable role in
the field of nonlinear sciences. The inverse scattering transform method was used to
solve the Korteweg-de Vries (KdV) equation for the first time by Garderner, Greene,
Kruskal and Miurra (GGKM) in 1967 [7], and optimized by Lax raised according to
GGKM and form systematic inverse scatting transform method in 1968 [8]. The work
of Zakharov and Shabat on the nonlinear Schro¨dinger equation in 1972 [1] pushed the
inverse scattering theory to a more general study. Since then, the inverse scattering
method has been developed and extended to many excellent study and results [9]-[36].
However, according to what we know, the inverse scatting transform of the sextic non-
linear Schro¨dinger equation (1.2) has not been studied. Therefore, the main purpose of
this work is to find its inverse scatting transform, more abundant soliton solutions, and
reveal the propagation behavior of the solutions.
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The structure of this work is given as follows. In section 2, we derive the relevant
Jost functions by analyzing the spectrum problem of the equation in detail. On the
basis of the Jost functions, we get the scattering data when time is ignored temporarily.
In section 3, GLM integral equations are established based on the integral kernel and
the related definitions. The relationship among some scattering data considering time
evolution are also derived. Furthermore, we obtain the multi-soliton solutions accord-
ing to the above results. In section 4, one- and two- soliton solution are given, and their
dynamic behaviors are analyzed in the form of figures. Finally, some conclusions and
discussions are presented synoptically in the final section.
2. Direct scattering transform
In this section, the direct scattering transform of (1.2) will be studied and the scat-
tering data can be obtained fanally. The Lax pair of the sextic nonlinear Schro¨dinger
equation reads
ψx = Uψ, (2.1a)
ψt = Vψ, (2.1b)
here U and V can be expressed in the form of
U = i
 λ q
∗
q −λ
 ,V =
6∑
c=0
iλc
 Ac B
∗
c
Bc −Ac
 ,
with
A0 = −
1
2
|q|2 − 10δ|q|6 − 5δ
[
q2x(q
∗)2
]
− 10δ|q|2
(
qxxq
∗ + q∗xxq
)
− δ|qxx|
2
+ δ
(
qxq
∗
xxx − q
∗qxxxx − qq
∗
xxxx
)
,
A1 =12iδ|q|
2 (qxq∗ − q∗xq) + 2iδ (qxq∗xx − q∗xqxx + q∗qxxx − q∗xxxq) ,
A2 =1 + 12δ|q|
4 − 4δ|qx|
2 + 4δ
(
q∗xxq + qxxq
∗) , A3 = 8iδ (qq∗x − q∗qx) ,
A4 = − 16δ|q|
2, A5 = 0, A6 = 32δ,
B0 =
i
2
qx + iδqxxxxx + 10iδ
(
qq∗xqxx + qq
∗
xxqx + |q|
2qxxx + 3|q|
4qx + qx|qx|
22q∗qxqxx
)
,
B1 =q + 12δq
∗q2x + 16δ|q|
2qxx + 4δq
2q∗xx + 2δqxxxx + 12δ|q|
4q + 8δq|qx|
2,
B2 = − 24iδ|q|
2qx − 4iδqxxx, B3 = −16δ|q|
2q − 8δqxx,
B4 =16iδqx, B5 = 32δq, B6 = 0,
3
where ψ = (ψ1(x, t), ψ2(x, t))
T , and λ is a spectral parameter. Eq. (1.2) satisfies zero
curvature equation Ut − Vx + [U,V] = 0, which is the compatibility condition of the
Lax pair (2.1).
According to the first expression of Lax pair, we can obtain the spectral problem as
the following form

ψ1,x(x, λ) = iλψ1(x, λ) + q
∗ψ2(x, λ),
ψ2,x(x, λ) = −iλψ2(x, λ) + qψ1(x, λ).
(2.2)
Due to q(x) belongs to Schwarz space, q(x) and its derivatives with respect to x ap-
proaches to zero rapidly when |x| → ∞.
2.1. Jost functions
Because t is a fixed variable, it is temporarily omitted.
Theorem 2.1. The equations (2.2) have Jost functions which have the following inte-
gral forms
φ1(x, λ) =
∫ x
−∞
eiλ(x−y)q∗(y)φ2(y, λ)dy, (2.3a)
φ2(x, λ) = e
−iλx +
∫ x
−∞
e−iλ(x−y)q(y)φ1(y, λ)dy, (2.3b)
φ¯1(x, λ) = e
iλx +
∫ x
−∞
eiλ(x−y)q∗(y)φ¯2(y, λ)dy, (2.3c)
φ¯2(x, λ) =
∫ x
−∞
e−iλ(x−y)q(y)φ¯1(y, λ)dy, (2.3d)
and
ψ1(x, λ) = e
iλx
−
∫ ∞
x
eiλ(x−y)q∗(y)ψ2(y, λ)dy, (2.4a)
ψ2(x, λ) = −
∫ ∞
x
e−iλ(x−y)q(y)ψ1(y, λ)dy, (2.4b)
ψ¯1(x, λ) = −
∫ ∞
x
eiλ(x−y)q∗(y)ψ¯2(y, λ)dy, (2.4c)
ψ¯2(x, λ) = e
−iλx
−
∫ ∞
x
e−iλ(x−y)q(y)ψ¯1(y, λ)dy. (2.4d)
Proof. Here we only prove (2.4a) and (2.4b), others can be similarly proved.
First, we prove the existence of the Jost functions.
To begin with, we make a change as follows
f (x, λ) = e−iλxψ(x, λ), (2.5)
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then (2.4a) and (2.4b) can be changed into
f1(x, λ) = 1 −
∫ ∞
x
q∗(y) f2(y, λ)dy, (2.6)
f2(x, λ) = −
∫ ∞
x
e−2iλ(x−y)q(y) f1(y, λ)dy. (2.7)
Eliminating the function f2 from f1, we can get
f1(x, λ) = 1 +
∫ ∞
x
q∗(y)
(∫ ∞
y
e−2iλ(y−z)q(z) f1(z, λ)dz
)
dy. (2.8)
Using successive approximation method yields
f
(0)
1
(x, λ) = 1, (2.9)
f
( j)
1
(x, λ) =
∫ ∞
x
q∗(y)
(∫ ∞
y
e−2iλ(y−z)q(z) f
( j−1)
1
(z, λ)dz
)
dy, j = 1, 2, . . . . (2.10)
Introducing
Q(x) =
∫ ∞
x
|q(y)|dy, Q∗(x) =
∫ ∞
x
|q∗(y)|dy = Q(x),
when Imλ ≥ 0, we have
|e−2iλ(y−z)| = |e2(y−z)Imλ−2i(y−z)Reλ| = e2(y−z)Imλ ≤ 1. (2.11)
Based on the above conclusions, when j = 1 we have
| f
(1)
1
(x, λ)| =
∣∣∣∣∣∣
∫ ∞
x
q∗(y)
(∫ ∞
y
e−2iλ(y−z)q(z)dz
)
dy
∣∣∣∣∣∣
≤
∫ ∞
x
|q∗(y)|
(∫ ∞
y
∣∣∣e−2iλ(y−z)∣∣∣ |q(z)|dz
)
dy
≤
∫ ∞
x
|q∗(y)|
(∫ ∞
y
|q(z)| dz
)
dy
≤
∫ ∞
x
|q∗(y)|dy
∫ ∞
x
|q(z)| dz
= Q(x)Q∗(x).
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On the same way, we can see when j = 2
| f
(2)
1
(x, λ)| =
∣∣∣∣∣∣
∫ ∞
x
q∗(y)
(∫ ∞
y
e−2iλ(y−z)q(z) f
(1)
1
(z, λ)dz
)
dy
∣∣∣∣∣∣
≤
∫ ∞
x
|q∗(y)|
(∫ ∞
y
|q(z)|
(∫ ∞
z
|q∗(s)| ds
∫ ∞
z
|q(s)| ds
)
dz
)
dy
≤
∫ ∞
x
|q∗(y)|
∫ ∞
y
|q∗(s)| ds
(∫ ∞
y
|q(z)|
(∫ ∞
z
|q(s)| ds
)
dz
)
dy
=
∫ ∞
x
|q∗(y)|
∫ ∞
y
|q∗(s)| ds

∫ ∞
y
−
1
2
d
dz
(∫ ∞
z
|q(s)|ds
)2
dz
 dy
=
1
2
∫ ∞
x
|q∗(y)|
∫ ∞
y
|q∗(s)| ds
(∫ ∞
y
|q(s)|ds
)2
dy
≤
1
2
(∫ ∞
x
|q(s)| ds
)2 ∫ ∞
x
|q∗(y)|
∫ ∞
y
|q∗(s)| dsdy
=
1
2
(∫ ∞
x
|q(s)| ds
)2
1
2
(∫ ∞
x
|q∗(s)| ds
)2
=
1
2!2
(Q(x)Q∗(x))
2
.
Then we suppose the conclusion still holds when j − 1, i.e.,
| f
( j−1)
1
(x, λ)| =
1
( j − 1)!2
(Q(x)Q∗(x))
j−1
,
therefore
| f
( j)
1
(x, λ)| =
∣∣∣∣∣∣
∫ ∞
x
q∗(y)
(∫ ∞
y
e−2iλ(y−z)q(z) f
( j−1)
1
(z, λ)dz
)
dy
∣∣∣∣∣∣
≤
∫ ∞
x
|q∗(y)|
(∫ ∞
y
|q(z)|
1
( j − 1)!2
(Q(z)Q∗(z))
j−1
dz
)
dy
≤
∫ ∞
x
|q∗(y)|
Q∗, j−1(y)
( j − 1)!
(∫ ∞
y
|q(z)|
Q j−1(z)
( j − 1)!
dz
)
dy
=
∫ ∞
x
|q∗(y)|
Q∗, j−1(y)
( j − 1)!
(∫ ∞
y
d
dz
(
−
1
j!
Q j(z)
)
dz
)
dy
=
1
j!
∫ ∞
x
|q∗(y)|
Q∗, j−1(y)
( j − 1)!
Q j(y)dy
≤
1
j!
Q j(x)
∫ ∞
x
|q∗(y)|
Q∗, j−1(y)
( j − 1)!
dy
=
1
j!
Q j(x)
1
j!
Q∗, j(x)
=
1
j!
(Q(x)Q∗(x))
j
.
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So far, we can get by summarizing the above process
| f
( j)
1
(x, λ)| ≤
1
j!
(Q(x)Q∗(x))
j
=
1
j!
(Q(x))2 j . (2.12)
Noticing
| f1(x, λ)| = | f
(0)
1
(x, λ) + f
(1)
1
(x, λ) + · · · + f
( j)
1
(x, λ) + · · · |
≤ | f
(0)
1
(x, λ)| + | f
(1)
1
(x, λ)| + · · · + | f
( j)
1
(x, λ)| + · · ·
= 1 + Q2(x) +
1
2!2
Q4(x) + · · · +
1
j!2
Q2 j(x) + · · ·
=
∞∑
j=0
1
j!2
Q2 j(x)
=
∞∑
j=0
1
j!Γ( j + 0 + 1)
(
2Q(x)
2
)2 j+0
= Bessel0(2Q(x)).
According to the properties of Bessel function, it is not difficult to verify that it is
convergent, thus we can see f1(x, λ) absolutely and uniformly convergent.
On the other hand, we have
∞∑
j=0
f
( j)
1
(x, λ) = 1+
∫ ∞
x
q∗(y)
(∫ ∞
y
e−2iλ(y−z)q(z)dz
)
dy
+
∫ ∞
x
q∗(y)
(∫ ∞
y
e−2iλ(y−z)q(z) f
(1)
1
(z, λ)dz
)
dy + · · ·
+
∫ ∞
x
q∗(y)
(∫ ∞
y
e−2iλ(y−z)q(z) f
( j−1)
1
(z, λ)dz
)
dy + · · ·
= 1+
∫ ∞
x
q∗(y)
(∫ ∞
y
e−2iλ(y−z)q(z)
(
1 + f
(1)
1
+ · · · + f
( j−1)
1
+ · · ·
)
dz
)
dy
= 1+
∫ ∞
x
q∗(y)

∫ ∞
y
e−2iλ(y−z)q(z)
∞∑
j=0
f
( j)
1
(x, λ)dz
 dy,
that is to say, the function f1(x, λ) is a solution of (2.8). According to (2.13), we can
calculate f2(x, λ), so the existence of Jost functions can be proved.
Second, we prove the uniqueness of the Jost functions.
Similarly to the above way, we only need to prove the uniqueness of f1(x, λ).
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Assuming (2.8) has another solution f¯1(x, λ), we have
∣∣∣ f1(x, λ) − f¯1(x, λ)∣∣∣ =
∣∣∣∣∣∣
∫ ∞
x
q∗(y)
(∫ ∞
y
e−2iλ(y−z)q(z)
(
f1(z, λ) − f¯1(x, λ)
)
dz
)
dy
∣∣∣∣∣∣
≤
∫ ∞
x
|q∗(y)|
(∫ ∞
y
|q(z)|
∣∣∣∣( f1(z, λ) − f¯1(x, λ))
∣∣∣∣ dz
)
dy
≤
∫ ∞
x
|q∗(y)| dy
∫ ∞
x
|q(z)|
∣∣∣∣( f1(z, λ) − f¯1(x, λ))
∣∣∣∣ dz
≤ Q(x)
∫ ∞
x
|q(z)|
∣∣∣∣( f1(z, λ) − f¯1(x, λ))
∣∣∣∣ dz.
Because of Q(x) =
∫ ∞
x
|q∗(y)| dy ≤
∫ ∞
−∞
|q∗(y)| dy and let Q =
∫ ∞
−∞
|q∗(y)| dy, then we
introduce
F(x, λ) = f1(z, λ) − f¯1(x, λ),
G(x, λ) = Q
∫ ∞
x
|q(z)| |F(z, λ)|dz,
thus
F(x, λ) ≤ G(x, λ). (2.13)
Let’s take the derivative of two sides of G(x, λ) about x, i.e.,
Gx(x, λ) = −Q |q(x)| |F(x, λ)| ,
compared with (2.13),
Gx(x, λ) ≥ −Q |q(x)| |G(x, λ)| ,
i.e.,
(
G(x, λ) · e−Q
∫ ∞
x
|q(y)|dy
)
x
≥ 0.
From the above results, G(x, λ) · e−Q
∫ ∞
x
|q(y)|dy is nonnegative and monotonically increas-
ing. We can find G(x, λ) = 0 as x → ∞, which means
f1(x, λ) = f¯1(x, λ).
So far, the uniqueness of the Jost functions are proved.
Last, we prove the differentiability of the Jost functions.
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According to iterative sequences of f1(x, λ), we can get
f
(0)
1,x
(x, λ) =0, f
(0)
1,λ
(x, λ) = 0,
f
( j)
1,x
(x, λ) = − q∗(y)
(∫ ∞
y
e−2iλ(y−z)q(z) f
( j−1)
1
(z, λ)dz
)
,
f
( j)
1,λ
(x, λ) = − 2i
∫ ∞
x
q∗(y)
(∫ ∞
y
e−2iλ(y−z)q(z) f
( j−1)
1
(z, λ)dz
)
dy
+
∫ ∞
x
q∗(y)
(∫ ∞
y
e−2iλ(y−z)q(z) f
( j−1)
1,λ
(z, λ)dz
)
dy.
By using (2.12), it is easy to get
f
( j)
1,x
(x, λ) ≤
1
( j − 1)!2
|q(x)|Q2 j−1(x), (2.14)
f
( j)
1,λ
(x, λ) ≤
8
( j − 1)!2
Q2 j−1(x)
∫ ∞
x
|yq(y)|dy. (2.15)
We can see that f1(x, λ) is differentiable to x and λ, as well as
∑∞
j=0 f
( j)
1,x
and
∑∞
j=0 f
( j)
1,λ
converges uniformly on a ≤ x ≤ ∞ when Imλ ≥ 0. Obviously, f1,x(x, λ) ∼ 0,
f1,λ(x, λ) ∼ 0 when x → ∞. Therefore, the proof of differentiability of function is
finished.
In the same way, we can prove the other Jost functions. 
Moreover, it is easy to verify the following relationship
φ2 = φ¯
∗
1, φ1 = φ¯
∗
2, (2.16)
ψ2 = ψ¯
∗
1, ψ1 = ψ¯
∗
2. (2.17)
Furthermore, they satisfy the following asymptotic conditions
φ(x, λ) ∼
 0
1
 e−iλx, φ¯(x, λ) ∼
 1
0
 eiλx, as x → −∞, (2.18a)
ψ(x, λ) ∼
 1
0
 eiλx, ψ¯(x, λ) ∼
 0
1
 e−iλx, as x → +∞. (2.18b)
The functions φ and ψ allow analytic extensions to the upper half λ-plane C+, while φ¯
and ψ¯ allow analytic extensions to the upper half λ-plane C− except finite simple poles
and continuous up to the real axis Imλ = 0.
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2.2. The scatting data
DefiningWronskian as W[φ(x, λ), ψ(x, λ)] = φ1(x, λ)ψ2(x, λ)−φ2(x, λ)ψ1(x, λ), ob-
viously, Wronskian has the following relations
W[φ(x, λ), ψ(x, λ)] = −W[ψ(x, λ), φ(x, λ)], (2.19)
W[c1φ(x, λ), c2ψ(x, λ)] = c1c2W[φ(x, λ), ψ(x, λ)]. (2.20)
According to boundary conditions, we can know
W[φ(x, λ), φ¯(x, λ)] = −1 = −W[ψ(x, λ), ψ¯(x, λ)]. (2.21)
In fact, since Jost functions are solutions of spectral problems, they must be linearly
depedent. There have functions a(λ), a¯(λ), b(λ) and b¯(λ) about λ that makes
φ(x, λ) = a(λ)ψ¯(x, λ) + b(λ)ψ(x, λ),
φ¯(x, λ) = a¯(λ)ψ(x, λ) + b¯(λ)ψ¯(x, λ),
(2.22)
and satisfy the following propositions.
Proposition 2.2. The functions a(λ), a¯(λ), b(λ) and b¯(λ) about λ satisfy the following
relation on the real λ-axis
b(λ)b¯(λ) − a(λ)a¯(λ) = −1. (2.23)
Proof. Substituting (2.22) into Wronskian, one can see
W[φ(x, λ), φ¯(x, λ)] = W[a(λ)ψ¯(x, λ) + b(λ)ψ(x, λ), a¯(λ)ψ(x, λ) + b¯(λ)ψ¯(x, λ)]
=
∣∣∣∣∣∣∣
a(λ)ψ¯1(x, λ) + b(λ)ψ1(x, λ) a¯(λ)ψ1(x, λ) + b¯(λ)ψ¯1(x, λ)
a(λ)ψ¯2(x, λ) + b(λ)ψ2(x, λ) a¯(λ)ψ2(x, λ) + b¯(λ)ψ¯2(x, λ)
∣∣∣∣∣∣∣
=
b(λ)b¯(λ) − a(λ)a¯(λ)
b¯(λ)
∣∣∣∣∣∣∣
ψ1(x, λ) a¯(λ)ψ1(x, λ) + b¯(λ)ψ¯1(x, λ)
ψ2(x, λ) a¯(λ)ψ2(x, λ) + b¯(λ)ψ¯2(x, λ)
∣∣∣∣∣∣∣
=
(
b(λ)b¯(λ) − a(λ)a¯(λ)
)
W[ψ(x, λ), ψ¯(x, λ)],
and because of (2.21), we know that
b(λ)b¯(λ) − a(λ)a¯(λ) = −1.

Proposition 2.3. According to (2.21) and (2.22), the following results hold
a(λ) = −W[φ(x, λ), ψ(x, λ)], a¯(λ) = W[φ¯(x, λ), ψ¯(x, λ)], (2.24)
b(λ) = W[φ(x, λ), ψ¯(x, λ)], b¯(λ) = −W[φ¯(x, λ), ψ(x, λ)]. (2.25)
10
Proof. According to the first expression of (2.22), we have
φ1(x, λ) = a(λ)ψ¯1(x, λ) + b(λ)ψ1(x, λ),
φ2(x, λ) = a(λ)ψ¯2(x, λ) + b(λ)ψ2(x, λ).
Then we use ψ2(x, λ) and ψ1(x, λ) to multiply above two formulas respectively,
φ1(x, λ)ψ2(x, λ) = a(λ)ψ¯1(x, λ)ψ2(x, λ) + b(λ)ψ1(x, λ)ψ2(x, λ),
φ2(x, λ)ψ1(x, λ) = a(λ)ψ¯2(x, λ)ψ1(x, λ) + b(λ)ψ2(x, λ)ψ1(x, λ).
Finally, the second expression is subtracted from the first one for obtained results. Thus
we can see
a(λ) = −W[φ(x, λ), ψ(x, λ)].
Similarly, the other three expressions can be obtained. 
Combining with (2.16), we have the symmetric relations
a(λ) = a¯∗(λ), b(λ) = b¯∗(λ). (2.26)
There are finite discrete spectrum points λ j and λ¯ j as the zeros of a(λ) in the upper
half λ-plane and lower half λ-plane respectively. This is because the result of Wron-
skian calculated by φ(x, λ j) and ψ(x, λ j) is irreversible, which further explains the linear
depedent between φ(x, λ j) and ψ(x, λ j). Similarly, φ¯(x, λ¯ j) and ψ¯(x, λ¯ j) are also linear
depedent. Therefore, it is easy to see that
φ(x, λ j) = b(λ j)ψ(x, λ j),
φ¯(x, λ¯ j) = b¯(λ¯ j)ψ¯(x, λ¯ j).
(2.27)
For constructing the normalizing coefficients about discrete spectrum points λ j, we
derive the two sides of the spectral problem (2.2) about λ, then
(∂ − iλ)ψ1,λ(x, λ) = iψ1(x, λ) + q
∗(x)ψ2,λ(x, λ), (2.28)
(∂ + iλ)ψ2,λ(x, λ) = −iψ2(x, λ) + q(x)ψ1,λ(x, λ). (2.29)
Through some simple calculation, we can get
d
dx
W[ψλ(x, λ), φ(x, λ)] = i (ψ1(x, λ)φ2(x, λ) + ψ2(x, λ)φ1(x, λ)) . (2.30)
Similarly, we also can obtain
d
dx
W[ψ(x, λ), φλ(x, λ)] = −i (ψ1(x, λ)φ2(x, λ) + ψ2(x, λ)φ1(x, λ)) . (2.31)
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Then we do some simple integral operations on (2.30) and (2.31), and make subtrac-
tions for the obtained results. Finally substituting them into the zeros of a(λ j), and
making l → ∞, we have
aλ(λ j) = 2ib(λ j)
∫ ∞
−∞
ψ1(x, λ j)ψ2(x, λ j)dx, (2.32)
which is equivalent to
2
∫ ∞
−∞
ψ1(x, λ j)ψ2(x, λ j)dx = −
iaλ(λ j)
b(λ j)
. (2.33)
If λ j is simple zeros of a(λ), there is a constant c j that makes
2
∫ ∞
−∞
c2jψ1(x, λ j)ψ2(x, λ j)dx = 1, (2.34)
then
c2j =
ib(λ j)
aλ(λ j)
, (2.35)
here we define c j as the normalizing coefficient.
In the same way, the normalizing coefficient about discrete spectrum points λ¯ j can
be written as
c¯2j =
ib¯(λ¯ j)
a¯λ(λ¯ j)
. (2.36)
Furthermore, by using (2.26), the symmetry of discrete spectrum points satisfy
λ∗j = λ¯ j, (2.37)
and the symmetry of the normalizing coefficients satisfy
(c2j)
∗ = c¯2j . (2.38)
Next, we introduce the transmission coefficients
T (λ) =
1
a(λ)
, T¯ (λ) =
1
a¯(λ)
,
and the reflection coefficients
R(λ) =
b(λ)
a(λ)
, R¯(λ) =
b¯(λ)
a¯(λ)
.
Due to (2.22), we have 
T (λ)φ(x, λ) = ψ¯(x, λ) + R(λ)ψ(x, λ),
T¯ (λ)φ¯(x, λ) = ψ(x, λ) + R¯(λ)ψ¯(x, λ).
(2.39)
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Therefore, through the above calculation, the scattering data S (λ) is as follows:
{
Imλ = 0,R(λ), λ j, c
2
j , j = 1, 2, · · · , l
}
, (2.40){
Imλ = 0, R¯(λ), λ¯ j, c¯
2
j , j = 1, 2, · · · , l¯
}
, (2.41)
where l¯ = l.
3. Inverse scattering transform
In this section, we will recover the potential q(x) in the spectral problem by substi-
tuting the scattering data from the previous section into the GLM integral equations.
3.1. Translation transformation
Through translation transformation, the Jost functions in the spectrum problem can
be expressed by some integral kernels and their corresponding integral expressions.
Assuming that
ψ(x, λ) =
 1
0
 eiλx +
∫ ∞
x
K(x, s)eiλsds, K(x, s) =
 K1(x, s)
K2(x, s)
 , (3.1)
ψ¯(x, λ) =
 1
0
 e−iλx +
∫ ∞
x
K¯(x, s)e−iλsds, K(x, s) =
 K¯1(x, s)
K¯2(x, s)
 . (3.2)
and according to (3.1), we have
ψ1,x = iλe
iλx
− K1(x, x)e
iλx +
∫ ∞
x
K1,x(x, s)e
iλsds,
ψ2,x = −K2(x, x)e
iλx +
∫ ∞
x
K2,x(x, s)e
iλsds.
If ψ(x, λ) and ψ¯(x, λ) are the solutions of the spectrum problem (2.2), we can get
iλeiλx − K1(x, x)e
iλx +
∫ ∞
x
K1,x(x, s)e
iλsds
= iλeiλx + iλ
∫ ∞
x
K1(x, s)e
iλsds + q∗(λ)
∫ ∞
x
K2(x, s)e
iλsds,
by substituting the above correlation expressions into (2.2), then
∫ ∞
x
eiλs
[
K1,x(x, s) + K1,s(x, s) − q
∗(λ)K2(x, s)
]
ds − lim
s→∞
K2(x, s)e
iλs = 0. (3.3)
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Similarly, we have
∫ ∞
x
eiλs
[
K2,x(x, s) − K2,s(x, s) − q(λ)K1(x, s)
]
ds
−
[
q(x) + 2K2(x, x)
]
eiλx + lim
s→∞
K1(x, s)e
iλs = 0.
(3.4)
Therefore, according to (3.3) and (3.4) we can get
K1,x(x, s) + K1,s(x, s) − q
∗(λ)K2(x, s) = 0, (3.5)
K2,x(x, s) − K2,s(x, s) − q(λ)K1(x, s), (3.6)
q(x) + 2K2(x, x) = 0, (3.7)
lim
s→∞
K(x, s) = 0. (3.8)
Through the same method of calculation, one can obtain
K¯1,x(x, s) − K¯1,s(x, s) − q
∗(λ)K¯2(x, s) = 0, (3.9)
K¯2,x(x, s) − K¯2,s(x, s) − q(λ)K¯1(x, s), (3.10)
q∗(λ) = K¯2(x, s) = 0, (3.11)
lim
s→∞
K¯(x, s) = 0. (3.12)
On the other hand, φ(x, λ) and φ¯(x, λ) can be assumed as
φ(x, λ) =
 0
1
 e−iλx +
∫ x
−∞
H(x, s)e−iλsds, H(x, s) =
 H1(x, s)
H2(x, s)
 , (3.13)
φ¯(x, λ) =
 1
0
 eiλx +
∫ x
−∞
H¯(x, s)eiλsds, H¯(x, s) =
 H¯1(x, s)
H¯2(x, s)
 . (3.14)
3.2. The Gel’fand-Levitan-Marchenko(GLM) integral equations
In fact, the GLM integral equations presented here are not only related to the trans-
lation transformation kernel mentioned earlier, but also to the scattering data obtained
in the previous section. For this reason, the following theorems can be summarized.
Theorem 3.1. According to the scattering data of the spectrum problem obtained
above
{
Imλ = 0,R(λ), λ j, c
2
j , j = 1, 2, · · · , l
}
,{
Imλ = 0, R¯(λ), λ¯ j, c¯
2
j , j = 1, 2, · · · , l¯
}
,
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and assuming
Fc(x) =
1
2pi
∫ +∞
−∞
R(λ)eiλxdλ, F¯c(x) =
1
2pi
∫ +∞
−∞
R¯(λ)e−iλxdλ, (3.15)
Fd(x) =
N∑
j=1
c2je
iλ j x, F¯d(x) =
N¯∑
j=1
c¯2je
−iλ¯ j x, (3.16)
F(x) = Fc(x) − Fd(x), F¯(x) = F¯c(x) − F¯d(x), (3.17)
then GLM integral equations can be obtained
K¯(x, y) +
 1
0
 F(x + y) +
∫ ∞
x
K(x, s)F(s + y)ds = 0, (3.18)
K(x, y) +
 0
1
 F¯(x + y) +
∫ ∞
x
K¯(x, s)F¯(s + y)ds = 0. (3.19)
Proof. To begin with, by doing some calculations for the first formula of (2.22) we
can get
(
1
a(λ)
− 1
)
φ(x, λ) =R(λ)
ψ(x, λ) −
 1
0
 eiλx
 + R(λ)
 1
0
 eiλx
+
ψ(x, λ) −
 0
1
 e−iλx
 +

 0
1
 e−iλx − φ(x, λ)
 ,
then operating the inverse Fourier transform on both sides of the above expression and
simplifying the obtained formula, we can obtain
1
2pi
∫ +∞
−∞
(
1
a(λ)
− 1
)
φ(x, λ)eiλydλ
=
1
2pi
∫ +∞
−∞
R(λ)
[∫ ∞
x
K(x, s)eiλsds
]
eiλydλ +
 1
0
 12pi
∫ +∞
−∞
R(λ)eiλ(x+y)dλ
+
1
2pi
∫ +∞
−∞
[∫ ∞
x
K¯(x, s)e−iλsds
]
eiλydλ −
1
2pi
∫ +∞
−∞
[∫ x
−∞
H(x, s)e−iλsds
]
eiλydλ,
here the last term is equal to zero by Fourier transform. On the left side of the above
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equation, we use the residue theorem to integrate the large loop of the upper half plane
1
2pi
∫ +∞
−∞
(
1
a(λ)
− 1
)
φ(x, λ)eiλydλ
= iRes
(
1
a(λ)
− 1
)
φ(x, λ)eiλy =
N∑
j=1
ib(λ j)ψ(x, λ j)
aλ(λ j)
eiλ jy
=
N∑
j=1
c2j

 1
0
 eiλ j(x+y) +
∫ ∞
x
K(x, s)eiλ j(s+y)ds

=
 1
0

N∑
j=1
c2je
iλ j(x+y) +
∫ ∞
x
K(x, s)
N∑
j=1
c2je
iλ j(s+y)ds.
By summarizing the above calculation, the original formula can be changed into
 1
0

N∑
j=1
c2je
iλ j(x+y) +
∫ ∞
x
K(x, s)
N∑
j=1
c2je
iλ j(s+y)ds
=
1
2pi
∫ +∞
−∞
R(λ)
[∫ ∞
x
K(x, s)eiλsds
]
eiλydλ
+
 1
0
 12pi
∫ +∞
−∞
R(λ)eiλ(x+y)dλ +
1
2pi
∫ +∞
−∞
[∫ ∞
x
K¯(x, s)e−iλsds
]
eiλydλ.
Then, assuming that
Fc(x) =
1
2pi
∫ +∞
−∞
R(λ)eiλxdλ,
Fd(x) =
N∑
j=1
c2je
iλ j x,
the above expression becomes
 1
0
 Fd(x + y) +
∫ ∞
x
K(x, s)Fd(s + y)ds
=
∫ ∞
x
K(x, s)Fc(s + y)ds +
 1
0
 Fc(x + y) + K¯(x, y).
Through transposition of terms and assuming
F(x) = Fc(x) − Fd(x),
one can obtain
K¯(x, y) +
 1
0
 F(x + y) +
∫ ∞
x
K(x, s)F(s + y)ds = 0.
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On the same method, we also can get
K(x, y) +
 0
1
 F¯(x + y) +
∫ ∞
x
K¯(x, s)F¯(s + y)ds = 0.

3.3. The time evolution of scatting data
When the initial condition q(x, 0) is given, its corresponding scattering data is
S (λ, 0). However, the scattering data corresponding to q(x, t) is S (λ, t). In order to
recover the potential, next we will find out the relationship between them.
To begin with, the part of lax pair about t is added with vI, where v is a parameter,
i.e.,
φt =
 A B
∗
B −A
 φ − vIφ. (3.20)
Owing to q(x) and its derivatives with respect to x approaches to zero rapidly as |x| →
∞, then there are
lim
|x|→∞
 A B
∗
B −A
 =
 A¯(λ) 0
0 −A¯(λ)
 .
When x → −∞, φ(x, λ) in the above expression is replaced by the asymptotic
condition in (2.18a), hence v = −A¯(λ).
When x → ∞, according to the same way and combining with φ = aψ¯ + bψ, we
can get
 ate
iλx
bte
−iλx
 =
 A¯(λ) − v 0
0 −A¯(λ) − v

a
 1
0
 eiλx + b
 0
1
 e−iλx
 . (3.21)
In component form (3.21) yields

ate
iλx =
[
A¯(λ) − v
]
aeiλx,
bte
−iλx =
[
−A¯(λ) − v
]
be−iλx,
thus 
at =
[
A¯(λ) − v
]
a = 2A¯(λ)a,
bt =
[
−A¯(λ) − v
]
b = 0.
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Therefore, with the above result, the normalizing coefficient can be written in the
form
(c j)
2
t =
(
ib
aλ
)
t
= i
btaλ − b(aλ)t
(aλ)2
= −i
b · 2A¯(λ)aλ
(aλ)2
= −2A¯(λ)c2j ,
thus
c2j(t) = e
−2A¯(λ)tc2j(0).
The reflection coefficient also can be obtained as
Rt =
(
b
a
)
t
=
bta − bat
a2
= −
b · 2A¯(λ)a
a2
= −2A¯(λ)R,
i.e.,
R(t) = e−2A¯(λ)tR(0).
Like the above way, we can get
c¯2j(t) = e
2A¯(λ)t c¯2j(0),
R¯(t) = e2A¯(λ)tR¯(0).
3.4. Multi-solition solutions
In this section, we will take into account the inverse scattering problem of (1.2)
with reflectionless potentials. Supposing R(λ) = R¯(λ) = 0, the GLM integral equations
reduce to

K¯(x, y)
 1
0
 Fd(x + y) +
∫ ∞
x
K(x, s)Fd(s + y)ds = 0,
K(x, y) −
 0
1
 F¯d(x + y) −
∫ ∞
x
K¯(x, s)F¯d(s + y)ds = 0.
(3.22)
Removing K¯(x, y) from the degenerated GLM integral equations, one can obtain
K(x, y) −
 0
1
 F¯d(x + y) −
 1
0

∫ ∞
x
Fd(x + s)F¯d(s + y)ds
−
∫ ∞
x
[∫ ∞
x
K(x, z)Fd(z + s)dz
]
F¯d(s + y)ds = 0.
(3.23)
18
In component form, it is equivalent to

K1(x, y) −
∫ ∞
x
Fd(x + s)F¯d(s + y)ds −
∫ ∞
x
K1(x, z)
∫ ∞
x
Fd(z + s)F¯d(s + y)dsdz = 0,
K2(x, y) − F¯d(x + y) −
∫ ∞
x
K2(x, z)
∫ ∞
x
Fd(z + s)F¯d(s + y)dsdz = 0,
(3.24)
where
∫ ∞
x
Fd(z + s)F¯d(s + y)ds =
∫ ∞
x
N∑
j=1
c2je
iλ j(z+s)
N¯∑
p=1
c¯2pe
−iλ¯p(s+y)ds
=
N∑
j=1
N¯∑
p=1
ic2
j
c¯2p
λ j − λ¯p
eiλ j(z+x)−iλ¯p(x+y).
To construct the multi-solition solution of the equation (1.2), we introduce N-
dimensional unit matrix IN and N¯-dimensional unit matrix IN¯ , as well as take N × 1
column vectors
g(x, t) = (g1(x, t), g2(x, t), · · · , gN(x, t), )
T ,
h(x, t) = (h1(x, t), h2(x, t), · · · , hN(x, t), )
T ,
N¯ × 1 column vectors
g¯(x, t) =
(
g¯1(x, t), g¯2(x, t), · · · , g¯N¯(x, t),
)T
,
h¯(x, t) =
(
h¯1(x, t), h¯2(x, t), · · · , h¯N¯(x, t),
)T
,
and matrix E(x, t) = (ep j)N¯×N , where
hm(x, t) = cm(t)e
iλm x, h¯n(x, t) = c¯n(t)e
iλ¯n x, enm(x, t) =
hm(x, t)h¯n(x, t)
λm − λ¯n
.
Supposing
K2(x, y) = h¯(y, t)
T g¯(x, t), (3.25)
and substituting (3.25) into the second expression of (3.24), we directly have
N¯∑
n=1
c¯n(t)g¯n(x, t)e
−iλ¯ny −
N¯∑
n=1
c¯2n(t)e
−iλ¯n(x+y)
−
N¯∑
p=1
N∑
j=1
N¯∑
n=1
∫ ∞
x
c¯p(t)g¯p(x, t)e
−iλ¯pz
ic2
j
(t)c¯2n(t)
λ j − λ¯n
eiλ j(x+z)−iλ¯n(x+y)dz = 0,
(3.26)
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here
∫ ∞
x
e−iλ¯pz+iλ jzdz =
e−iλ¯p x+iλ j x
−i(λ j − λ¯p)
.
Hence (3.25) can be simplified as follows
g¯n(x, t) − c¯n(t)e
−iλ¯n x +
N¯∑
p=1
N∑
j=1
g¯p(x, t)ep j(x, t)en j(x, t) = 0, n = 1, 2, · · · , N¯. (3.27)
In a vector form, it is equivalent to
g¯(x, t) − h¯(x, t) + E(x, t)E(x, t)T g¯(x, t) = 0, (3.28)
which can be written as follows
g¯(x, t) =
(
IN¯ + E(x, t)E(x, t)
T
)−1
h¯(x, t). (3.29)
As a result, we have
K2(x, y) = h¯(y, t)
T g¯(x, t)
= h¯(y, t)T
(
IN¯ + E(x, t)E(x, t)
T
)−1
h¯(x, t)
= tr
[(
IN¯ + E(x, t)E(x, t)
T
)−1
h¯(x, t)h¯(y, t)T
]
.
Resorting to (3.7), the potential q(x) is recovered as follows
q(x) = −2K2(x, x)
= −2tr
[(
IN¯ + E(x, t)E(x, t)
T
)−1
h¯(x, t)h¯(x, t)T
]
.
(3.30)
4. Some solutions and their analysis
In this section, we will give some soliton solutions and breathe solutions, and ana-
lyze their figures.
4.1. One-soliton solution
Take N = N¯ = 1, one can see that
E(x, t) = e11(x, t) =
h1h¯1
λ1 − λ¯1
,
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then
q1(x, t) = −2tr
[(
IN¯ + E(x, t)E(x, t)
T
)−1
h¯(x, t)h¯(x, t)T
]
= −2(1 + e211)
−1h¯21
=
(λ1 − λ¯1)
2h¯2
1
(λ1 − λ¯1)2 + (h1h¯1)2
.
(4.1)
Setting (λ1 − λ¯1)
2 + [c1(0)]
4 = 0 and (λ1 − λ¯1)
2 + [c¯1(0)]
4 = 0 as well as denoting
λ1 = α + iβ, substituting the above constraint and relevant assumptions involved into
(4.1), we obtain
q1(x, t) =
4αe2(−i(α)
2−32δi(α)6)t+2αx
−e2(i(α)
2+32δi(α)6)t−2αxe2(−i(α)
2−32δi(α)6)t+2αx + 1
. (4.2)
In what follows, we firstly discuss the case when N = N¯ = 1. Fig. 1 shows the
one-soliton solution by choosing the appropriate parameters. It is easy to find that real
part and imaginary part of α have different effects on the solution respectively, while δ
has little obvious effect.
(a1) (a2) (a3)
Figure 1. The single-soliton solutions for |q1| with the parameters selection α = 0.0001, β =
−0.005, δ = 0.05. (a1) three dimensional plot at time t = 0 in the (x, t) plane, (a2) density plot,
(a3) The wave propagation along the x-axis with t = −1, t = 0, t = 1.
4.2. Two-soliton solution
When taking N = 2, we denote
(λ1 − λ¯1)
2 + [c1(0)]
4 = 0, (λ1 − λ¯1)
2 + [c¯1(0)]
4 = 0,
(λ2 − λ¯2)
2 + [c2(0)]
4 = 0, (λ2 − λ¯2)
2 + [c¯2(0)]
4 = 0,
and
λ1 = α1 + iβ1, λ2 = α2 + iβ2.
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To begin with, we mark
W = I2 + E(x, t)E(x, t)
T
=
 1 0
0 1
 +
 e11 e12
e21 e22

 e11 e21
e12 e22

=
 1 + e
2
11
+ e2
12
e11e21 + e12e22
e11e21 + e12e22 1 + e
2
21
+ e2
22
 .
According to the expression of W, we have
W−1 =
 1 + e
2
21
+ e2
22
−e11e21 − e12e22
−e11e21 − e12e22 1 + e
2
11
+ e2
12

1 + e2
11
+ e2
12
+ e2
21
+ e2
22
+ e2
11
e2
22
+ e2
12
e2
21
− 2e11e12e21e22
.
Taking use of the above result, we can directly compute
q2(x, t)
= −2tr
[(
IN¯ + E(x, t)E(x, t)
T
)−1
h¯(x, t)h¯(x, t)T
]
= −2
h¯2
1
(1 + e2
21
+ e2
22
) + h¯2
2
(1 + e2
11
+ e2
12
) − 2h¯1h¯2(e11e21 + e12e22)
1 + e2
11
+ e2
12
+ e2
21
+ e2
22
+ e2
11
e2
22
+ e2
12
e2
21
,
where
e11 =
c1(t)c¯1(t)e
i(λ1−λ¯1)x
λ1 − λ¯1
, e12 =
c2(t)c¯1(t)e
i(λ2−λ¯1)x
λ2 − λ¯1
,
e21 =
c1(t)c¯2(t)e
i(λ1−λ¯2)x
λ1 − λ¯2
, e22 =
c2(t)c¯2(t)e
i(λ2−λ¯2)x
λ2 − λ¯2
,
h¯1 = c¯1(t)e
−iλ¯1x, h¯2 = c¯2(t)e
−iλ¯2x.
(d1) (d2) (d3)
Figure 2. The two-soliton solution for |q2 | with the parameters selection α1 = −0.01, β1 =
−0.01, α2 = 0.01, β2 = −0.01, δ = 0.01. (d1) three dimensional plot at time t = 0 in the (x, t)
plane, (d2) density plot, (d3) The wave propagation along the x-axis with t = −1000, t = 0,
22
t = 1000.
Next, we discuss the case for N = N¯ = 2. For the soliton solution obtained in
[6], it is the soliton activity discussed under the condition of plane waves, and the two
solitons collide. In Fig. 2, the two solitons moved side by side on the zero background,
but the shape of the soliton is different at different times, so we guessed that the soliton
influenced each other.
5. Conclusions and discussions
In this work, we have obtained multi-soliton solutions of the equations (1.2) ac-
cording to the inverse scatting transform method. To start with, the Jost functions of
spectrum problem (2.2) are derived and according to the result we have gotten the scat-
ting data. Then integral kernels and their corresponding integral expressions have been
given through translation transformation. It is easy to see that the relations of potential
and integral kernels. Finally we have obtained multi-soliton solutions by GLM integral
equations and the time evolution of scattering data. In addition, localized structures
and dynamic behaviors of one-soliton and two-soliton solutions are illustrated vividly.
It is hoped that our results can help enrich the nonlinear dynamics of the N-component
nonlinear Schro¨dinger type equations.
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