In this article, we propose a conformal model for 3D visual perception. In our model, the two views are fused in an extended 3D horopter model. For visual simultaneous localization and mapping (SLAM), an extended Kalman filter (EKF) technique is used for 3D reconstruction and determination of the robot head pose. In addition, the Viola and Jones machine-learning technique is applied to improve the robot relocalization. The 3D horopter, the EKF-based SLAM, and the Viola and Jones machine-learning technique are key elements for building a strong real-time perception system for robot humanoids. A variety of interesting experiments show the efficiency of our system for humanoid robot vision.
Introduction
This article presents a geometric approach to building a humanoid perception system. The traditional 2D horopter is reformulated as a 3D horopter using Conformal Geometric Algebra (CGA). In this framework, the visual space is represented as a family of horopter spheres, which, together with their Poncelet points, lead remarkably to a 3D log-polar representation of the visual space. There is abundant research activity on image processing using 2D log-polar schemes with either monocular or stereo systems.
1,2 However, this kind of work basically represents the Cartesian world using polar coordinates, and it fails to fuse the data from the two cameras of the stereoscopic vision system into a single framework. We believe that our human-like computational scheme looks promising for the processing of visual space data. Each camera in the perception system utilizes an extended Kalman filter (EKF)-based SLAM approach or 3D reconstruction and estimates the pose 1 ∈ R for i = j ∈ {1, . . . , p} −1 ∈ R for i = j ∈ {p + 1, . . . , p + q} 0 ∈ R for i = j ∈ {p + q + 1, . . . , n} e ij = e i ∧ e j for i = j, this leads to a basis for G n that contains elements of different grades called blades objects or entities (such as points, lines, planes, circles, spheres, etc.), depending on the GA in which we are working (e.g., a point (a, b, c) is represented in G 3,0,0 [the GA of the 3D-Euclidean space E 3 ] as x = ae 1 + be 2 + ce 3 ; however, a circle cannot be defined in G 3,0,0 , but it is possible to define it in G 4,1,0 (CGA) as a four-vector z = s 1 ∧ s 2 [the intersection of two spheres in the same space]). Given a multivector M, if we are interested in extracting only the blades of a given grade, we write M r , where r is the grade of the blades we want to extract (obtaining a homogeneous multivector M or an r-vector).
The reader should consult Ref. 3 for a detailed explanation about CGA and its applications.
Conformal Geometrical Algebra
When working in CGA, G 4,1,0 means to embed the Euclidean space in a higherdimensional space with two extra basis vectors that have a particular meaning; in this way, we represent particular entities of the Euclidean space with subspaces of the conformal space. The extra vectors we add are e + and e − , defined by the properties e + 2 = 1, e − 2 = −1, e + · e − = 0. With these two vectors, we define the null vectors e 0 = 1 2 (e − − e + ) and e = e − + e + interpreted as the origin and the point at infinity, respectively. From now on, points in the 3D-Euclidean space are represented in lowercase, while conformal points appear with underlined letters; also, the conformal entities will be expressed in the Outer Product Null Space (OPNS) (noted with an asterisk; also known as the dual of the entity), and not in the Inner Product Null Space (IPNS) (without an asterisk) unless it is specified explicitly. To go from OPNS to IPNS, we need to multiply the entity by the pseudoscalar. To map a point x ∈ E 3 to the conformal space in G 4,1,0 (using IPNS), we use
Applying the wedge operator "∧" on points, we can express new entities in CGA. All geometric entities from CGA are shown in Table 1 for quick reference. The pseudoscalar in CGA G 4,1,0 is defined as I = I E E, where I E = e 1 e 2 e 3 is the pseudoscalar from G 3,0,0 and E = e + e − is the pseudoscalar from the Minkowski plane.
In GA there exist specific operators to model rotations and translations called rotors and translators, respectively. In CGA, such operators are called versors and are defined by Eq. (2) being R the rotor, T the translator. 
x 2 e + e 0 x * = (−Ex − 1 2
x 2 e + e 0 )IE
where the rotation axis l = l 1 e 23 +l 2 e 31 +l 3 e 12 is a unit bivector that represents a line (in IPNS) through the origin in CGA, θ is the rotation angle, t = t 1 e 1 + t 2 e 2 + t 3 e 3 is the translation vector in E 3 .
Such operators are applied to any entity of any dimension by multiplying the entity by the operator from the left, and by the reverse of the operator from the right, as shown in Eq. (3).
where x is any entity mentioned in Table 1 , and σ is a versor (rotor, translator or motor mentioned below). Using Eq. (3), it is easy to transform any entities from CGA (points, point-pair, lines, circles, planes, and spheres), not only points, as is usual in other algebras. Vector calculus is a coordinate-dependent mathematical system and its cross product cannot be extended to higher dimensions. The representation of geometric primitives is based on lengthy equations and for linear transformations one uses matrix representation with redundant coefficients. In contrast, CGA, a coordinatefree system, provides a fruitful description language to represent primitives and constraints in any dimension, and by using successive reflections with bivectors, one builds versors to carry out linear transformations avoiding redundant coefficients.
Conformal Model for Stereoscopic Perception Systems
Now, we explain how we developed a conformal model to represent 3D information in visual space. We start by discussing the role of conformal image mapping for modeling the human visual system. Then, we explain how we use the horopter in our conformal model to build a stereoscopic perception system. In the next section, we describe how we implement a real-time system using our model.
Conformal image mapping for modeling the human visual system
In the last few decades, there has been a lot of researches to elucidate image mapping in the visual systems of primates and humans. Figure 1(a) shows the human visual system. The visual cues excite nodes of the retina, which generate biological signals. These signals traverse through optical fibers and finally are merged at the neocortex to produce a disparity map. Our brain uses this map to recreate a space and time impression of the visual space. Figure 1(b) depicts the so-called Vieth-Müller circle, or geometric locus, of the 3D points 1 to 5, which causes the same disparity on the eye's retinas; see the lines passing the nodal points arriving at points 1 to 5 on the retinas. If one suffers from myopia, the circle, also called the theoretical horopter, is deformed to an ellipsoid or empirical horopter. In the ideal case, we can regard the eyeball as perfectly symmetric. To build an artificial vision system, we have to achieve almost a circular horopter. Figure 1 (c) depicts the human stereo vision using Cartesian coordinates and Fig. 1(d) depicts it using polar coordinates. In a series of outstanding papers, Erick L. Schwartz shows the developments concerning the image mapping of visual information to the neocortex. He claims that "to simulate the image properties of the human visual system (and perhaps other sensory systems) conformal image mapping is a necessary technique". 4 The mapping function
is a widely accepted approximation to the topographic structure of the primate V1 foveal and parafoveal regions. An extension of it by simply adding an additional parameter captures the full-field topographic map in terms of the dipole map function
However, these models are still unsatisfactory, as they cannot describe topographic shear because they are both explicitly complex-analytic or conformal. Balasubramanian et al. 5 suggested a very simple procedure for topographic shear in V1, V2, and V3 assuming that cortical topographic shear is rotational (a compression along iso-eccentricity contours). The authors model the constant rotational with a quasiconformal mapping called the wedge mapping. Using five independent parameters, this mapping yields an approximation to the V1, V2, and V3 topographic structures unifying these three areas into a single V1-V2-V3 complex as follows: First, we represent any point in the visual hemifield with the complex variable z = r e iθ , where r and θ denote the eccentricity and polar angle, respectively. The wedge map for the three visual areas Vk, k = 1, 2, 3, is the map
where the respective functions for V1, V2, and V3 are given by
The wedge warps three copies of V1, V2, and V3 of the visual hemi-field and localizes them into a pie form, where each one is compressed by an amount α k in the azimuthal direction, thus resulting in a rotational shear in each of the wedges. Finally, the wedge map is further modified via a dipole map using Eq. (5). The result is the full wedge-dipole model depicted semiqualitatively in Fig. 2 . Many visual cortex architectures of the primates and the human have an important feature responsible for the procedure of mixing the visual data of the left and right eyes. It has been shown that ocular dominance columns represent thin strips (5-10 minutes of arc) alternating the left-and right-eye input to the brain. According to Yeshurfun and Schwartz, 6 such an architecture, when operated upon with a cepstral f ilter, provides a strong cue for binocular stereopsis. The creature can sense depth using this visual cue.
In our work, we have a different motivation; we extend the 2D horopter concept 7 to the 3D horopter sphere for fusing the left and right stereoscopic images in a sphere ( Fig. 3(c) ). This is basically a 3D representation using polar coordinates of the 3D visual space. This representation occurs after the stereopsis has been computed. When one traverses the spheres outwardly, one gets the sense of directed depth. In CGA, the directed depth is a vector pointing outward from the egocenter of our horopter. Its magnitude is the scalar value of the depth. Why do we believe that this representation is useful? Let us answer this question by first showing the advantages of our mathematical system. In CGA, the computational unit is the sphere. One can map all the 3D visual information onto a family of spheres using the 3D horopter concept. As the 3D visual information is mapped on spheres, we can start to use this representation, however, in the 5D space of CGA. We can explode then all the computational advantages of this mathematical system, such as applying incidence algebra among circles, planes, and spheres and utilizing linear transformations such as translators, rotors, and dilators in terms of spinors. In this way, the 3D visual information on the sphere can be treated more efficiently in the CGA framework for various humanoid tasks such as recognition, reasoning, planning, and conducting autonomous actions.
We can also claim that all the efforts on conformal mapping are restricted to the mapping on the primate and human visual areas; however, we are introducing a mathematical framework in order to have an artificial way to fuse in 3D the images of the left and right cameras for the depth sensing necessary for recognition, representation, reasoning, and planning. Furthermore, using the powerful CGA framework, we can relate quite advantageously the algebra of visual primitives of perception with the kinematics and dynamics of robot mechanisms.
Horopter and the conformal model
The horopter is the 3D geometric locus in space where an object has to be placed in order to stimulate exactly two points in correspondence in the left and right retinas of a biological binocular vision system. 8 In Fig. 3(c) , we see a horopter depending of an azimuth angle κ. In other words, the horopter represents a set of points that cause minimal (almost zero) disparity on the retinas. We draw the horopter tracing an arc through the fixation point and the nodal points of the two retinas (see Fig. 3(a) ). The theoretical horopter is known as the Vieth-Müller circle. Note that each fixation distance has its own Vieth-Müller circle. According to this theoretical view, the following assumptions can be made: each retina may be a perfect circle, both retinas are of the same size; corresponding points are perfectly matched in their retina locations; and points in correspondence are evenly spaced across the nasal and temporal retinas of the right and left eyes. If an object is located on either side of the horopter, a small amount of disparity is caused by the eyes. The brain analyzes this disparity and computes the relative distance of the object with respect to the horopter. In a narrow range near the horopter, the stereopsis does not exist. That is due to very small disparities that are not enough to stimulate stereopsis. Empirical horopter measurements (even done using the N onius method) do not agree with the Vieth-Müller circle. There are two obvious reasons for this inconsistency, either due to irregularities in the distribution of visual directions in the two eyes or because of the optical distortion in the retinal image. There are various physiological reasons why the horopter can be distorted. Another cause of distortion is the asymmetric distribution of oculocentric visual distributions. In addition to a regional asymmetry in local signs in one eye, the distribution between the two eyes may not be congruent (correspondence problem), which may be another cause of horopter distortion. Asymmetric mapping from the retina to the neocortex in both eyes also causes a deviation of the horopter from the Vieth-Müller circle.
The simple configuration of the horopter shown in Fig. 3(a) is nothing more than a very naive geometric representation using polar coordinates of the geometric locus of the visual space. In contrast, using the tools of CGA, we can claim that binocular vision can be reformulated advantageously using a spherical retina. Now, we show how we find the horopter in the sphere of conformal geometry. Actually, we are dealing with a bunch of spheres intersecting the centers of the cameras L C and R C (see Fig. 3(b) ). This is the pencil of spheres in the projective space of spheres. Note that the L C and R C camera's centers are Poncelet points. Since a stereo system only sees in front of it, we consider the spheres emerging toward the front. When the space locus of objects expands, the centers of the spheres move along the bisector line of the stereo rig. This is when the depth δ grows (see Fig. 3(a) ). From now on, we will use the term "horopter sphere" rather than "horopter circle", because when we change the azimuth of the horopter circle, we are simply selecting a different circle of a particular horopter sphere s i (see Fig. 3(b) ). As a result, we can consider that all the points of the visual space are lying on the pencil of the horopter sphere. Let us translate this description in terms of equations of CGA.
We call the unit horopter sphere s 0 the one whose center is the egocenter of the stereo rig (see Fig. 3(c) ) and that has the sphere equation s 0 = p − Consider the figure of the model for the visual human system in Fig. 3(c) . We see that the horopter circles lie on a pencil of planes π i . We can obtain the same circles z i simply by intersecting in our conformal model such a pencil of planes with the pencil of tangent spheres as depicted in Fig. 3(c) . The intersection is computed using the meet operation of the duals of the plane and sphere and taking the dual of the result as z i = π i ∧ s i . Now, taking the meet of any two horopter spheres, we gain a circle that lies on the front parallel plane with respect to the digital camera's common plane z = s i ∧ s j . Later, taking the meet of this circle with the unit horopter, we regain the Poncelet points L C and R C , which in our terms are These horopter circles fulfill an interesting property. If one takes an inversion of all horopter circles with centers on the line l, we get the radial lines of the polar diagram; see the right in Fig. 4(a) . Now, since the plane π i (by varying angle κ) intersects the family of horopter spheres producing the horopter circles of Fig. 4(a) , whose inverse is a 2D log-polar diagram, we can conclude that the inverse of the arrangement of horopter spheres and Poncelet points is equivalent to a 3D log-polar diagram, as depicted in Fig. 4(b) . To understand this better, let us take any radial line of the 2D log-polar diagram and express it in CGA: L = X ∧ Y ∧ e ∞ . Now, applying an inversion to this line, we get a circle; i.e., z = e 4 Le 4 . Note that this inversion is implemented as a reflection on e 4 . The 3D log-polar diagram is an extraordinary result, because contrary to the general belief that conformal image processing takes places in a 2D log-polar diagram, we can consider that the visual processing rather takes place in a 3D log-polar diagram. This claim is novel as well as promising, because this framework can be used for 3D flow estimation, as opposed to the use of one view or even an arrangement of two log-polar cameras.
Egomotion, 3D Reconstruction, and Relocalization
Robots equipped with a stereo rig for 3D vision require a hand-eye calibration procedure so that the robot global-coordinate system is coordinated with the coordinate system of the stereo rig. However, due to unmodeled parameters of the pan-tilt unit and noise, it is still difficult to have precise coordination between those coordinate systems. After various attempts, we decided that, on the one hand, we should resort to Kalman filter techniques for the image stabilization and, on the other hand, we should carry out the tracking by applying sliding-modes-based nonlinear control techniques. Consequently, we can get a more precise perception and tracking system. In this article, we will not give the details of our algorithms for the nonlinear control of the pan-tilt unit; they can be found in Ref. 9.
Relocalization and mapping
In order to perceive the environment autonomously using stereo vision, our robot uses simultaneous localization and mapping (SLAM). To implement this, we used the approach based on the EKF proposed by Davison. 10 We extended the monocular EKF approach for stereo vision to improve the perception accuracy. We will briefly summarize the monocular SLAM and then give additional details for stereo SLAM. For the sake of simplicity, the EKF is formulated to work in the 3D Euclidean geometric algebra G 3,0,0 , which is a subalgebra of CGA G 4,1 for 3D space. The estimated state and covariance of the digital camera are given bŷ correspond to 3D points of objects or 3D points in the environment. In order to correct the rotor R and the translation vector t, we rectify them using motors (rotor and dual rotor). Since a motor is given by
the rotor R and dual rotor R , which involves the translation, must fulfill the following constraints:
where the last equation indicates that R has to be orthogonal to the dual rotor R and is valid up to a scalar. Unfortunately, in practice, the rotor R estimated by the EKF is usually not truly orthogonal to the estimated R = t 2 R. We adjust both rotors for orthogonality using the simple technique suggested in Ref. 11 , and the translation vector is recomputed as follows:
In the EKF prediction step, a model for smooth motion is used involving the Gaussian-distributed perturbations V W and Ω R , which affect the camera's linear and angular velocities, respectively. The explicit process for motion in a time-step t is given by 
Machine learning to support the robot's spatial orientation and navigation
A landmark literally is a geographic feature used by explorers and others to find their way back or to move through a certain area. In the 3D map-building process, a robot can use these landmarks to remember where it was before while it explores its environment. Also, the robot can use landmarks to find its position in a map previously built, therefore facilitating its relocalization. Since we are using a camera stereo system, the 3D position and pose of any object can be obtained and represented in the 3D virtual environment of the map. Thus, a natural or artificial landmark located in the environment can greatly help the mobile robot to know its actual position and relative pose with respect to both the map and the environment. Viola and Jones introduced a faster machine-learning approach to face detection based on the so-called AdaBoost algorithm. 12 This approach can be used to detect our static landmarks. Once the landmarks have been selected and trained, the robot can utilize them to navigate in the environment. This navigation is supported by the 3D virtual map, and only one camera (left camera) is used to perform the Viola and Jones algorithm. If a landmark is found, we get a subimage I L from the left camera image. This I L is the region of the image where the landmark was found (Fig. 6(a) ). When a landmark is identified in one image (left camera), we must be sure that the landmark is present in the image in the right camera in order to get the 3D position. The landmark in the right image is also detected by the Viola and Jones algorithm, and its region is identified by a subimage I R . 
Geometric Techniques for Humanoid Perception

Landmark position and pose estimation
When we talk about landmark position estimation, we are looking strictly for the 3D location of these landmarks in the environment, not for the pose (position and orientation) of the object found. To do this, we precalculated the depth using the disparity of one object's fixed point. After getting the landmark identified in both images, we proceed to calculate the points of interest. To do this, we use Canny edge detection operator on I L . To find the correspondence of these points, we use the epipolar geometry 13 and the zero-mean normalized cross-correlation (ZNCC).
Correspondences of an image patch are searched for along the epipolar line by calculating the ZNCC only in a given interval (d min , . . . , d max ) of so-called disparities.
14,15 A small disparity represents a large distance to the camera, whereas a large value indicates a small distance (parallax). When all the points are matched in both images, we proceed to calculate its 3D position using the stereo triangulation. Then, we integrate this set of points to get its center of gravity and place the center of a virtual sphere on it. The radius of the covering sphere is calculated taking the highest number of points of the landmark within the sphere. The sphere is stored in the 3D virtual map using CGA and labeled as a landmark (see Fig. 6(b) ).
Since the robot is using the EKF filter to estimate the position and pose of its binocular head, we use the 3D landmarks also to compute the pose relative to the binocular head with respect to the 3D landmark location. Once the object has been recognized using the Viola and Jones method, we use stereo to get the relative 3D pose. For that, a very simple method is utilized; namely, a plane of the object is used as reference and the robot computes the gravity center and its normal. This information is fed into the state vector of the EKF in order to reduce the pose and position error. Note that through time the EKF covariance increases due to the robot drifting and noise. However, by using the pose gained from the 3D landmarks, we can reduce the covariance greatly. In addition, if the robot has carried out a shaking motion, the covariance increases as well. Thus, using the pose of the landmarks, the robot can improve its performance. Note that this procedure provides intermediate help for the robot both for the initialization of the EKF filter and to get a much more robust relocalization in long robot tours.
Integration of SLAM and machine learning in the conformal vision system
The cameras of the binocular vision system work in a master-slave fashion while each camera fixates on points of interest to estimate its own pose and the 3D points. Points of interest are tracked through time. Note that with the EKF, the 3D reconstruction is monocular without the need to establish frame by frame the point correspondences satisfying epipolar geometry. It may be the same with the human visual system, because it appears that point correspondence between the left and right eyes is not necessarily established. If some points get out of the field of view, the EKF keeps in its state vector for a while those 3D points that are not visible. The cameras use the stereo depth for the EKF initialization only at the start. When the robot uses a landmark found with machine learning and stereo to get the disparity, the robot actualizes the 3D points in its state vector; consequently, the covariance will be diminished rapidly in fewer than ten frames. In Fig. 7(a) , we see different points of interest on objects and on the wall. Figure 7 (b) depicts the cyclopean eye, where the 3D points estimated by the EKF lie on the Vieth-Müller circles or locus of zero of disparity (ZOD); namely, all points lying in the same circle produce the same disparity with respect to the egocenter. You can appreciate that these circles lie on spheres, which vary their radius toward infinity. Figure 7(c) shows the EKF estimated rotation angles of the camera.
In Fig. 8(a) , we see points lying on the edge of a staircase of interest on objects and on the wall. Figure 7 (b) depicts the cyclopean eye, where the staircase 3D points were estimated by the EKF. The cyclopean view can be used by a humanoid to climb the staircase. In Fig. 9(a) , we see a pair of stereo sequences showing points of interest on objects and the wall. The head of the robot was tilted slowly from the floor to the ceiling, tracking these points of interest, and simultaneously the cameras had a vergence [KCN7] motion from the inside to the outside, i.e., from fixating near to fixating far away. Figure 9(b) shows the estimated angles of the left and right camera views compared with the ground truth of the angles supplied by the motor encoders (curves at the right). You can see acceptable angle estimation by the EKF.
In Fig. 10(a) , we see detected points of interest on a cup of the set of objects lying on the table shown in Fig. 7(a) . Using features from a small window, the robot uses the Viola and Jones machine-learning procedure to recognize the cup using just one camera; then the related 3D object information is retrieved, which is useful for grasping and manipulating, as depicted in Fig. 10(b) . Here, the stereo vision can help further to get the object's pose.
Robot navigation
In this section, we show how the EKF and Viola and Jones machine-learning methods work cooperatively to reduce the degradation of the covariance of the EKF. In Fig. 11(a) , the image sequence shows the robot moving along a corridor; Fig. 11(c) is a virtual representation of the navigation path and the pose of the binocular head, where the ellipsoids represent the pose uncertainty, which is directly proportional to the evolution of the EKF covariance. The robot perception works at a rate of 20 frames per second. The figure shows frames 450, 900, 1700, and 2800. In the first image, we can see that the ellipsoids are relatively small, because at the very beginning, the EKFs for the stereo cameras were initialized using the depth gained by stereo vision. This will be used only at the very beginning; henceforth, the accuracy of the pose and 3D reconstruction will only rely on the application of the Viola and Jones method.
Since the old features are found again in the visual space, this helps to reduce the EKF covariance and thus to relocalize the robot. Another way to reduce the covariance and relocalize the robot is to find landmarks by using the Viola and Jones machine-learning method. Once the landmark is identified using machine learning, by taking a set of points of the object's frame, the distance and orientation of the robot with respect to this plane are computed. This information is fed into the EKF state vector, which helps to reduce the covariance and relocalize the robot (Fig. 12 ).
Conclusions
In this work, we introduced a novel conformal model for human-like vision. The standard concept of horopter circles is extended to a horopter sphere, which leads to a 3D log-polar representation of the visual space. Robots navigate and track features; for this purpose, we have equipped the robot perception system with a hybrid approach combining EKF-based SLAM and the Viola and Jones machinelearning technique. This cooperative approach works in real time, looking for 3D landmarks to compute the relative pose of the robot. As a result, the estimation error of the 3D pose by the EKF filter can be bounded. Working cooperatively, both techniques help greatly to improve the relocalization of the robot in a 3D map. A detailed experimental analysis shows the efficiency of our perception system, which is useful for humanoids.
