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Abstract—Data analytics and data science play a significant
role in nowadays society. In the context of Smart Grids (SG), the
collection of vast amounts of data has seen the emergence of a
plethora of data analysis approaches. In this paper, we conduct a
Systematic Mapping Study (SMS) aimed at getting insights about
different facets of SG data analysis: application sub-domains
(e.g., power load control), aspects covered (e.g., forecasting),
used techniques (e.g., clustering), tool-support, research meth-
ods (e.g., experiments/simulations), replicability/reproducibility
of research. The final goal is to provide a view of the current
status of research. Overall, we found that each sub-domain
has its peculiarities in terms of techniques, approaches and
research methodologies applied. Simulations and experiments
play a crucial role in many areas. The replicability of studies
is limited concerning the provided implemented algorithms, and
to a lower extent due to the usage of private datasets.
Index Terms—Smart Grids, Cyber-Physical Systems, Data
Analytics, Literature Survey, Systematic Mapping Study.
I. INTRODUCTION
THE Smart Grid (SG) is a two-way cyber-physical systemutilizing information to provide safe, secure, reliable,
resilient, efficient, and sustainable electricity to end-users
[280], [288]. The SG plays nowadays a major role in the
integration of the Smart Cities concept by putting into effect
the Smart Energy conceptual element: smart electrical energy
systems that interconnect utilities and end-users by means of
a Smart Infrastructure [276], [287], [292]. The SG is a key
enabler, enhancing the decision making process, providing
self-healing and automation of the energy grid, and integration
of renewable energy sources [292].
There are several definitions of a Smart Grid [281]. The
European definition emphasizes the fact that SGs are elec-
tricity networks intelligently integrating the behaviour of all
actors to reach sustainable, economic and secure energy supply
[283]. The United States Department of Energy (USDoE)
definition focuses more on the security and safety threats
to be addressed with resilient and self-healing mechanisms,
providing opportunities for new services and markets [303].
SGs pose several challenges that derive mainly from the
integration of the physical infrastructure with information and
communication technologies [278]. All these challenges need
to be addressed with a holistic view taking into consideration
all the different layers that form the SG ecosystem [278].
Some of the main challenges are the increase of importance
for availability of communication network over traditional
confidentiality and integrity aspects in traditional networks
[272], the importance of customers’ privacy and security of
the infrastructure [297], the relevance of ways to integrate
renewable energy sources in a reliable way [315], and the
usage of information/data available for self-healing and self-
monitoring purposes [270], [271], [289].
This article is focused on this last challenge, as SGs gave
rise to large amount of opportunities in terms of data analytics
initiatives: the large availability of data from the smart in-
frastructure allows many decision support initiatives, but also
the implementation of predictive algorithms to improve the
provided services [309]. Typical examples involve power load
forecasting predicting the possible load curve that represents
the electricity consumed by customers over time [132], or
Demand Response (DR) representing load balancing of energy
supply and demand during peak hours [86].
The goal of this paper is to provide an overview of data
analysis in SGs with a focus on sub-areas, aspects of research,
techniques, research methods, tool support, and replicabil-
ity/reproducibility concerns. We aim at complementing previ-
ous survey research like the one from Alahakoon et al. [269],
with a more systematic review by aggregating fine-grained
knowledge from published articles in different sub-domains
of SG data analysis, with the following main contributions:
• a large Systematic Mapping Study (SMS) [273], [306]
on Smart Grids data analytics, including 267 papers. To
our knowledge, this is the largest review in the SG data
analysis domain in terms of included articles;
• a categorization of different SG data analysis sub-
domains, with cross-cutting aspects such as techniques
used, research methodologies, aspects investigated, repli-
cability concerns with the availability of source code and
datasets. While an SMS cannot ensure that all research is
covered [277], it provides a systematic sampling mecha-
nism to look for research aspects holistically;
The article is structured as follows. In section II, we provide
an overview of Smart Grids concepts: mainly architecture
and components of the SG infrastructure. In section III, we
define the goals, needs, process and research questions for the
Systematic Mapping Study on data analysis in the SG context.
In section IV, we present the results from the overall SMS
process, divided into answers to the main research questions
set. In Section V, we discuss the main threats to validity of
the current study. Section VI provides the final conclusions.
ar
X
iv
:1
80
8.
00
15
6v
1 
 [c
s.O
H]
  3
1 J
ul 
20
18
2II. SMART GRIDS
This section gives the background information about SGs,
their architecture and components involved in the data collec-
tion and analysis process.
A. Smart Grid Architecture
A SG consists of diverse hardware and software systems
with a complex communication infrastructure. To fully under-
stand the smart operations supported by the infrastructure, it
is necessary to map the infrastructure to the provided services,
usage scenarios, and stakeholders.
One of the first attempts to formalize the overall structure of
a SG was done by the US National Institute of Standards and
Technologies (NIST) which developed a conceptual model of
the smart grid [302] followed by the more specific reference
architecture model [290]. These models were later modified
for the European context by the CEN-CENELEC-ETSI stan-
dardization Group [278], which resulted in the Smart Grid
Architecture Model (SGAM) Framework (Fig. 1): SGAM is a
multi-layered framework that consists of interoperability layers
mapped to the SG pane. The SG pane is formed by physical
electrical domains and information management zones. The
intention of the SGAM model is to represent on which zones
of information management the interactions between domains
take place.
Fig. 1. The Smart Grid Architecture Model (SGAM) [278].
The interoperability layers define viewpoints through which
the SG has to be considered [278]. In the context of our work,
the bottom three layers are the most relevant:
The Component layer specifies the physical distribution
of all participating components in the SG including actors,
applications, power system equipment, protection and control
devices, network infrastructure, and any kind of devices. The
Communication layer describes protocols and mechanisms for
the exchange of data between components within the context
of usage scenario, function or service. Information layer
details the information that is exchanged between functions
services and components. It contains information objects and
the underlying data models.
The SGAM physical electrical domains capture the electrical
energy conversion chain and consist of 5 parts. Bulk generation
represents generation of the energy in large quantities, for
example by fossil, nuclear or hydro-power plants. Such gen-
eration is connected to the transmission system. Transmission
represents the infrastructure and organization for long-distance
energy transportation. Distribution represents the infrastructure
and organization that distributes the electricity to customers.
Distributed Energy Resources (DER) describes the distributed
electrical resources connected to the public distribution grid.
Customer premises include the consumers of electricity and
the local producers.
The SGAM zones represent the hierarchical levels of power
system management to consider the concept of aggregation
and functional separation. The aggregation can be at the data
level or at the spatial level. The former deals with aggregating
the data from field zone to the station zone to reduce the
volumes of data to be sent to and processed by the operation
zone. The latter represents, for example, aggregation from
distinct location to wider areas or the aggregation of data from
customers smart meters by concentrators in the neighborhood.
Fig. 2. Smart Grid data and information flow. Adapted from [285].
An important feature of SGs is better integration of re-
newable energy sources into the system and more refined
management of energy consumption and production. This is
achieved by the bidirectional flow of both energy and data
between power generation, distribution and consumption (Fig.
2). Power generation is possible through various sources such
as nuclear, hydropower and renewable. Communication with
power distribution connects consumers with the electricity
grid and transmits data using the Advanced Metering Infras-
tructure (AMI). Technologies for autonomous infrastructure
monitoring and supervision are very important in this context.
Power consumption involves the final users of electricity, both
residential and industrial.
3Fig. 3. AMI communication technologies [268].
B. Smart Grid Components
From the power distribution and the customer perspective,
the main services of the SG are provided by the Advanced
Metering Infrastructure (AMI) system. It allows collect-
ing measurements about energy consumption and production,
which help utilities control the energy and be cost and time
efficient. AMI enables dynamic load management and various
demand-response programs which involve dynamic pricing of
energy and remote appliance control. The core components of
AMI are smart meters, data concentrators, gateways, head-end
systems and control(data) central.
The smart meter is a replacement for a traditional electricity
meters installed at customer premises. It is expected to have
the following capabilities [313]:
1) real-time or near real-time capture of electricity usage
and possibly distributed generation;
2) providing the possibility of remote and local reading of
the meter;
3) remote controllability of the meter enabling control and
even cut off the supply;
4) possibility of linking to other commodity supply (gas
and water);
5) ability to capture events, such as device status (device
measured by smart meter) and power quality (including
voltage);
6) be interoperable within an SG environment (e.g. as
specified by NIST and SGAM framework).
The smart meters exchange data with the data central of
the power distribution company. There are several options
about how the communication is established [280]. First, they
can communicate directly through a mobile operator network.
Second, they can send data through a data concentrator. The
data concentrator is a device typically located at substations
collecting data from many smart meters at related geographical
areas. It can store the data temporarily in an internal database
and it can also perform initial aggregation and data filtering.
Upon receiving a request it passes the data to the data central
server. Third, the smart meters can communicate through a
gateway. The gateway can be located at the customer’s place or
at the transformation station. Unlike the data concentrator, the
gateway does not store any data, it just translates the requests
and responses between data central and smart meters [280].
A number of various technologies is involved in the com-
munication within the AMI. An overview can be seen in
Fig. 3. The used technologies need to take into account
communication requirements of various usage scenarios, such
as maximum allowed latency, payload size, and frequency of
data transfer.
In the smaller scope of Home Area Networks (HAN),
each device is expected to require bandwidth from 10 to 100
Kbps, conventionally adopting WiFi, ZigBee, and HomePlug
technologies. In Building/Business Area Network (BAN), a
wired technology named BACnet is the prominent communica-
tion protocol. The communication between consumer premises
and aggregation points is currently handled by Power-Line-
Communication (PLC). The Advantages of PLCs are their
low cost and expansion, and penetration in utility provider’s
territory. Their disadvantages include low bandwidth (up to
20Kbps), and data distortion around transformers which re-
quires bypassing transformer points using other techniques.
PLC is especially useful in remote locations where the num-
ber of nodes (consumers) is relatively low and no wireless
(cellular, GPRS) coverage is available. For cases when higher
bandwidth is required (e.g. in urban areas for advanced
demand-response services), Mesh networks are considered. In
Mesh networks, each node is responsible for collecting its own
data, as well as relaying information from other nodes in the
network [298].
Reliability plays a key role in the smooth operation of
the SG infrastructure. The reliability is ensured by different
components/systems [279]:
• Blackout Prevention System (WAMPAC) whose objec-
4tive is to protect the grid from instabilities and failures. It
covers the whole power level. It utilizes Phasor Measure-
ment Units (PMUs) to obtain relevant information from
the grid. PMU is a device deployed in the transmission
network which measures electrical waves in a grid and
helps to detect anomalies and failures.
• Supervisory Control and Data Acquisition System
(SCADA) is one of the core systems that provides sup-
port to operation activities and functions in transmission
automation, dispatch centers and control rooms. In a
SCADA system, Remote Terminal Units (RTUs) collect
data from devices and any systems to control the grid and
increase the automation.
• Flexible Alternating Current Transmission System
(FACTS) is responsible for reliable and secure transmis-
sion of power by allowing dynamic voltage control, in-
creased transmission capability and capacity and supports
fast restore of the grid after failures.
III. SMS
To survey SG data analysis research, we followed the
Systematic Mapping Study Methodology (SMS) [273], [306].
An SMS is useful to explore a research area by identifying
the amount and frequency of publications over time to see
trends, the type of research and main results available. It
provides a visual summary that can be considered a map of
existing research [273], [306]. There are differences between
an SMS and another popular formal review methodology
called Systematic Literature Review (SLR) [294], [306], [308]:
an SLR focuses more on the quality and findings of research,
thus providing a smaller set of research results. An SMS allows
researchers to consider a larger number of articles as they are
not evaluated under such level of detail. In summary, an SMS
is providing a more coarse-grained overview, at the expense
of in-depth of analysis of an SLR [306]. For the goals of this
review, we considered the SMS methodology more appropriate
to get a wider view of the research area.
Compared to traditional literature review methodologies,
both SMS and an SLR have in common the characteristic of
enabling a systematic, documented, and repeatable/replicable
process reducing—but not eliminating as a whole—the limi-
tations due to manual researcher activities during the review.
A. SMS Needs
The first preliminary step before conducting an SMS is
to define the needs in terms of existing studies. There are
several existing reviews about data analytics in Smart Grids (
[269], [274], [275], [286], [291], [293], [304], [312], [316]).
However, compared to the goals of the current article, they
mostly focus at the Big Data level (e.g., [286], [312]) on a
specific sub-domain, like data analysis for Smart Meters [269],
demand-load response [274], or based on too limited set of
resources [275], [304]. We reviewed existing systematic liter-
ature reviews and mapping studies in the area of data analytics
for the Smart Grids, but we could not find comparable prior
studies, existing ones being either focused on Smart Cities
Fig. 4. The Systematic Mapping Study process [306].
[282], or the aforementioned specific aspects (e.g. demand-
load response [274]). To our knowledge, there are no prior
SMS performed on SG data analysis, the current one being
the first one.
B. SMS Process
To conduct the SMS, we followed guidelines in [273], [306].
The SMS process starts with the definition of the research
questions, with the final output as series of systematic maps
that allow answering the main research questions (Fig. 4). A
systematic map is a visual representation of the categories of
papers identified, mapped to several cross-cutting categories,
to identify trends and relevant aspects in research.
The definition of the research questions (Fig. 4, step 1)
follows from the main goals of the review and influences the
execution of the search process (Fig. 4, step 2), in which search
queries are defined and run on identified and relevant digital
repositories, to provide an initial set of articles that could be
relevant to answer the research questions.
Screening of articles (Fig. 4, step 3) is performed by
defining inclusion and exclusion criteria for articles. This step
is performed in several iterations: first at the abstract level to
discard irrelevant papers, but for remaining articles also by
full-text read to identify the set of articles to be included. In
this phase, collaboration between researchers is important, to
reach agreement about articles that must be included to answer
the research questions. To further improve the quality of the
results, we also looked at ongoing and outgoing citations to
include additional articles. As running an SMS brings large
number of articles, in our case we limited this process to
each most cited paper per identified categories, adding further
relevant cited/citing papers.
Keywording using abstracts (Fig. 4, step 4) is a phase in
which articles are categorized by using information available
in the abstracts. This is a suggested way to perform catego-
rization of articles. Such categorization can be done based
on categories defined a priori in other research. In our case,
this was an iterative process, we started by mapping articles
to categories based on the information in the abstracts—and
5Fig. 5. The Systematic Mapping Study filtering process with number of articles at each stage.
when necessary in full-text—and then revising the emerging
categories also based on previous research. While initial cate-
gories were more than twenty, the final number of categories
was reduced to ten macro-categories, which could allow better
understandability of the systematic maps. We also used text
analysis in the abstracts for each category to extract relevant
terms in each category, to better define each research area.
Data extraction and mapping of studies (Fig. 4, step 5) is
the last step of the mapping process, in which the systematic
maps are built. Relevant aspects are extracted either from the
abstracts or by full-text read. In our case, this process required
full-text read, as information such as software tools and source
code availability is usually hidden in different sections of the
article, not available in the abstract.
The power of an SMS is to allow for large-scale investiga-
tions of research areas. For this reason, we kept the search
queries as general as possible, limiting by inclusion and
exclusion criteria.
C. SMS research Questions
Review scope. The goal of the SMS was to get an overview
of the area of data analysis in the context of Smart Grids. This
is a large area with multiple aspects considered, with limited
studies that provide a bottom-up review (section III-A SMS
Needs): starting from the collection of articles, aggregating all
the results, and presenting all the knowledge in summarized
form.
We followed the process represented in Fig. 5, that we will
use in the next sections to explain the results from each step.
Each phase has indication of the number of articles that were
included. After the definition of the research questions, we
defined set of queries that were run on a set of six digital
repositories (yielding 2129 articles), we removed then dupli-
cates (1860 articles remaining), and identified relevant articles
based on inclusion/exclusion criteria applied to abstracts (449
remaining), that were further filtered by full papers read,
reaching a pre-final set (210 articles remaining). Categories
of articles were extracted by means of open coding, and
outgoing/incoming citation for the most cited articles in each
category were used to improve the quality of the results (+57
articles added). The final set of 267 articles was used to
summarize the overall research area.
We defined research questions that deal with the iden-
tification of sub-domains of research, the aspects covered,
the techniques used, tool support status, types of research
methodology applied, and reproducibility / replicability of the
results, in terms of availability of implemented algorithms and
datasets.
To drive the SMS process, we set the following research
questions:
RQ1. Which SG application sub-domains are more popular
in terms of research and their trends?
RQ2. What are common aspects that are discussed in the
identified sub-domains?
RQ3. What are popular terms that characterize each sub-
domain?
RQ4. Which are the reported most used techniques in the
identified sub-domains?
RQ5. Which are the most used software tools / development
environments used for data analysis in the identified
sub-domains?
RQ6. What are the reported most used quantitative research
methods used in the identified sub-domains?
RQ7. What is the status of replicability / reproducibility of
the studies in terms of datasets used and availability of
implemented algorithms?
D. SMS Queries
A relevant part of the search process execution, is the
selection of the digital repositories. We selected six reposi-
tories that we consider relevant for the type of search. We
excluded general repositories such as Google Scholar, as they
provide mostly collection of articles from other repositories.
In our case we restricted the review to the following major
repositories.
DR1. IEEExplore (http://ieeexplore.ieee.org)
DR2. ACM Digital library (https://dl.acm.org)
DR3. Elsevier ScienceDirect (www.sciencedirect.com)
DR4. Scopus (https://www.scopus.com)
DR5. Web of Science (WoS) (https://apps.webofknowledge.
com)
DR6. SpringerLink (https://link.springer.com)
For each repository we run the queries on abstract, keywords
and title: only exception is the SpringerLink repository that
allowed only a full-text search (Table I). For this reason—and
since every repository has different characteristics—we had
to adapt the query depending on the repository. The reported
results are based on the query used, run at the specified date.
6TABLE I
QUERIES RUN ON DIFFERENT REPOSITORIES
Repository Query # Found # Duplicates # Considered
IEEExplore (mined
on 26/09/2017)
data AND analysis AND (”smart grid” OR ”smart grids”)
AND (algorithm OR method)
83 1 82
ACM (mined on
27/09/2017)
data AND analysis AND (”smart grid” OR ”smart grids”)
AND (algorithm OR method)
44 0 44
ScienceDirect (mined
on 27/09/2017)
TITLE-ABSTR-KEY(data AND analysis AND (”smart grid”
OR ”smart grids”) AND (algorithm OR method)
71 0 71
Scopus (mined on
26/09/2017)
TITLE-ABS-KEY ( data AND analysis AND ( algorithm OR
method ) AND ”smart grid*” ) AND PUBYEAR > 2007
AND ( LIMIT-TO ( LANGUAGE , ”English” ) ) AND (
LIMIT-TO ( DOCTYPE , ”cp” ) OR LIMIT-TO ( DOCTYPE
, ”ar” ) OR LIMIT-TO ( DOCTYPE , ”ch” ) )
698 6 692
Web of Science
(WoS) (mined on
26/09/2017)
(TS=(data AND analysis AND (algorithm OR method) AND
smart grid*) AND PY=(2008-2017)) AND LANGUAGE:
(English) AND DOCUMENT TYPES: (Article OR Book
Chapter OR Proceedings Paper)
557 2 555
SpringerLink (mined
on 26/09/2017)
data AND analysis AND (”smart grid” OR ”smart grids”)
AND (algorithm OR method) AND (dataset OR ”data set”)
ENGLISH (2008-2017)
888 6 882
E. Inclusion / Exclusion Criteria
Inclusion criteria were applied to each reviewed article,
looking at the abstract, and if necessary to the full-text:
IC1. Empirical studies that included either the application to
real cases/datasets or simulation/numerical experiments.
No pure theoretical papers were included;
IC2. Studies discussing the application of a
technique/approach either to a case study, experiment,
or simulation;
IC3. Articles newer equal than year 2008 (included);
IC4. Only conference/workshops/journal papers included;
IC5. English language only;
Exclusion criteria were applied based on the type of article
and formats, but also content-wise. The initial query contained
large number of papers that were wireless communication-
related. However, such papers do not fit within the goal of
the current article. The same for articles that were focused
on Electrical Vehicles and more general in the Smart Cities
context:
EC1. Papers not dealing with the SG domain;
EC2. No papers focused on Electrical Vehicle-related data
analysis;
EC3. No Smart Cities-related papers;
EC4. No wireless sensor network papers;
EC5. no formats such as presentations, slides, posters;
EC6. no grey literature (e.g. editorials, reports, keynotes)
F. Category Extraction
After the initial review of articles we reached what can be
considered as a pre-final subset of articles (210). We used
this subset to categorize the articles and derive a series of
categories that will be used throughout the article.
Such categorization was the result of several refinements
and several iterations. Initially, we had larger groups of
categories, but then we decided for more macro categories.
While such categories are mostly exclusive, there can be
cases in which an article could be mapped to multiple cat-
egories (e.g. an article focused on power load forecasting
but using clustering of customer profiles, or an article about
power consumption forecasts in which pricing is one of the
factors considered, such paper is categorized in the power
loads/consumption category). We decided to map these articles
in the main category as identified by reading the article. If part
of the algorithm of customer profiling was the main novelty,
the article would fit in the related category.
Fig. 6. Mapping of articles by year of publication.
G. Quality Improvement
To improve the quality of the resulting set of papers, we run
an additional phase of including relevant incoming/outgoing
citations by analyzing the top 10 papers in the categories
identified. This phase was conducted by considering relevant
papers that were referenced/referencing (incoming/outgoing
citations) the top articles and had more than 2 citations ac-
cording to the statistics given in Google Scholar. This process
allowed to increase the included papers from 210 after full
reading to 242 (+32) after incoming citations to the final 267
(+25) after including relevant outgoing citations (Fig. 5).
7IV. SMS RESULTS
A. RQ1. Which SG application sub-domains are more popular
in terms of research and their trends?
We followed a process of open coding by reading the ab-
stracts from all the articles selected and mapping them to cate-
gories. The process was to create categories and merge/expand
them, depending on new articles that were analyzed. While
some papers could fit in multiple categories, we categorized
them to the category that was more representative of the main
focus of the article (see section III-F).
For the categorization, we took also into consideration
previous categorizations of articles, in particular by Alahakoon
et al. [269] that was focused on Smart Meters intelligence,
which considered customer profiling, segmentation, cluster
analysis, load forecasting, pricing intelligence, capturing ir-
regularities, and metering intelligence to support real-time
operations as main metering intelligence activities. In our case,
C3. events analysis can be roughly considered as the category
of supporting real-time intelligence in Alahakoon et al. [269].
The category capturing irregularities [269] can be seen as
both our categories C9. security and C10. SG failures, as it
contains techniques related to the identification and detection
of anomalies that could lead to failures. We preferred to have
two distinguished categories, one dealing with identification of
security threats, the other about availability and reliability of
the SG infrastructure to give a better distinction about the main
research focus. We added C8. privacy, as many articles were
focused on privacy issues and schemes for data anonimization
while retaining relevant information.
At the end of the open coding process, we created ten
macro-categories derived from the papers:
C1. Customer Profiling: Classification/clustering of users
in common classes according to common characteristics
(e.g. usage of appliances);
C2. Energy output forecasts: Prediction of energy output
from renewable energy resources (variable in time);
C3. Events analysis: Analysis of logs/events generated at
different levels of the Smart Grids infrastructure (e.g. to
detect anomalies);
C4. Load segregation: Disaggregating information about
energy consumption on an appliance-by-appliance basis;
C5. Power loads/consumption analysis: Predicting the
power consumption with the ultimate goal of reaching
balance of supply and demand in the power market;
C6. Power quality: Power disturbance classification and
algorithms for countermeasures and data compression;
C7. Pricing: Dynamics of forecasting electricity price and
demand;
C8. Privacy: Data anonymization algorithms and other con-
cerns related to disclosing private information about
consumers;
C9. Security: Algorithms dealing with countermea-
sures/prevention of attacks to the smart grids
infrastructure;
C10. Smart Grid Failures: Aspects of SG failures, faults,
and countermeasures;
One category requires additional clarifications: C3. Events
analysis: we clustered in this category all the articles which
were dealing with algorithms for stream/event processing
inside the Smart Grid infrastructure without other specific goal.
The systematic map by year of publication (Fig. 6) shows
the trends of publication of the articles included in the review
by year (2010-2017). We can see how the larger category is
C5. power loads/consumption articles, and how such category
increases over the years. It must be taken into account that
the queries on all digital repositories were run in September
2017, so year 2017 is not comparable to other years in terms
of completeness of the results. Furthermore, there are more
publication venues and active researchers in more recent years,
so it is expected that more articles are reported in the latest
years. Nevertheless, the map can give a representation of the
years in which each category is more represented in our SMS
sample. The identified categories are then used to answer all
the other research questions, by mapping several aspects to
the relative category.
B. RQ2. What are common aspects that are discussed in the
identified sub-domains?
The common aspects discussed can be useful to further
characterize the articles, by giving the general themes that are
focus of the papers. The main aspects discussed in each paper
are presented in Table II.
For C1. Customer profiling, load profile clustering, power
consumption pattern recognition, power load forecasting and
generic events/tasks extractions are the most common aspects
discussed.
For C2. Energy output forecasts, forecasting renewable
power sources and power indicator forecasts are the most
common themes.
C3. Events analysis collects more variety of articles, cover-
ing data stream processing, clustering of events, critical events
analysis, anomaly detection, recommendations for energy uti-
lization, smart meters grouping.
C4. Load segregation is mostly focused on Non-intrusive
Appliance Load Monitoring (NIALM) and on disaggregation
of smart home sensor data.
C5. Power loads / consumption is focused on consumption
clustering, prediction, consumption data analysis and mod-
elling.
C6. Power quality is focused on power quality disturbances
classification, power data compression, meter placement for
quality estimation, energy losses detection, and missing data
imputation.
C7. Pricing is focused on pricing forecasting, pricing impact
on customer behaviour, pricing for demand-side management.
C8. Privacy is dealing with privacy preserving data aggrega-
tion, data re-identification, appliance data obfuscation, privacy
in theft detection, privacy preserving customer profiling.
C9. Security is focused on intrusion detection, false data
injection attacks, energy theft, distinguishing cyber-attacks
from physical faults.
C10. SG failures deals with fault status detection, fault type
classification, power distribution reliability.
8TABLE II
MAIN ASPECTS DISCUSSED
Category Aspects
C1. Customer Profiling Load profile clustering ( [2], [3], [26], [40], [75], [84], [94], [112], [129], [160], [167], [173], [204], [212],
[214], [232], [233], [239], [245]), power consumption pattern recognition ( [7], [44], [49], [64], [67],
[131], [150], [153], [183], [265], [266]), power load forecasting ( [56], [250]), events/tasks extraction (
[50])
C2. Energy output forecast forecast renewable power sources ( [28], [29], [47], [60], [68], [82], [83], [93], [108], [113], [120], [145],
[196], [202], [208], [247], [252], [261], [262]), power indicator forecasts ( [128])
C3. Events analysis Data stream processing ( [48], [58], [96], [180]), clustering events ( [138], [139]), critical events analysis
( [87], [248]), anomaly detection ( [154], [179]), recommendation for energy utilization ( [114]), smart
meters grouping ( [123])
C4. Load segregation Non-intrusive appliance load monitoring [35], [66], [92], [130], [147], [207], [219], disaggregate smart
home sensor data [135], [144], [260], [267]
C5. Power loads / consumption
analysis
consumption clustering ( [109], [136], [137], [182], [190], [198], [199], [206], [210], [221], [259], [263]),
consumption prediction ( [?], [6], [10]–[12], [19], [23], [24], [32], [36], [42], [45], [53], [57], [65], [69],
[70], [78], [79], [86], [88], [90], [98], [101]–[103], [106], [110], [111], [115]–[117], [122], [124], [125],
[132], [146], [152], [156]–[159], [161], [162], [164]–[166], [171], [172], [174], [175], [178], [187], [193],
[194], [203], [211], [213], [218], [220], [226]–[228], [237], [240], [242], [253], [255], [264]), consumption
data analysis and modelling ( [14], [20], [25], [30], [43], [51], [80], [118], [201], [256])
C6. Power quality power quality disturbances classification ( [22], [33], [34], [37], [63], [73], [104], [121], [155], [170],
[215]), power data compression ( [55], [59], [71], [133], [134], [140], [181], [192], [231], [244], [246]),
meter placement for quality estimation ( [1], [9]), energy losses detection ( [38]), missing data imputation
[177], [205]
C7. Pricing pricing forecasting ( [5], [186], [188], [189], [200], [222]–[225], [229], [243], [249]), pricing impact on
customer behaviour ( [27], [241]), pricing for demand-side management ( [91], [107])
C8. Privacy privacy preserving data aggregation ( [4], [21], [95], [97], [105], [141], [217], [234], [238]), data re-
identification ( [39], [235]), appliance data obfuscation ( [72], [85], [89]), privacy in theft detection (
[216]), privacy preserving customer profiling ( [236])
C9. Security Intrusion detection ( [8], [15], [52], [74], [76], [77], [143], [148], [209]),false data injection attacks (
[13], [16], [17], [31], [100], [119], [151], [163], [168], [184], [185], [230], [251], [257]), energy theft (
[54], [99], [169], [191], [254], [258]), distinguishing cyber-attacks from physical faults ( [18])
C10. SG failures fault status detection [41], [46], [61], [62], [126], [127], [142], [176], fault type classification [197],
power distribution reliability [149], [195]
As it can be seen, there is large variability in the aspects
covered by the research. Themes that are covered by more
articles are consumption prediction (69 papers), load profile
clustering (19), forecast renewable power sources (19), false
data injection attacks (14), consumption clustering (12), power
quality disturbances classification (11), and power data com-
pression (11).
C. RQ3. What are popular terms that characterize each sub-
domain?
We looked in this research question about the popular terms
in each category: single terms (Fig 8), bi-grams (Fig. 9),
and tri-grams (Fig. 10). Such automated classification can
help in better understanding the main themes in each area.
We automated this process, by extracting all the abstracts
from the articles, categorizing them according to the defined
ten categories and performing text mining on the abstracts,
by ranking the top terms as presented in each category. All
common English stop-words were removed before performing
the identification of top terms, bi-grams, and tri-grams. We
also kept terms that could be considered as stop words in
this domain: a term such as ”Smart Grid” that appears in all
the categories. We preferred not to filter those terms, as the
process would have been highly subjective. Automation does
not allow to distinguish the terms across several cross-cutting
aspects (e.g., technique, data source, aspect of research, etc...),
but it can give an understanding of key aspects in each sub-
domain. By analyzing single terms (Fig 8), bi-grams (Fig. 9),
and tri-grams (Fig. 10), we can derive the following.
Category C1. Customer profiling is focused on determining
customer profiles based on power load consumption. It can be
considered a parallel category to C5. Power load/consumption
analysis, but category C1 is more focused on clustering and
consumption patterns identification, while in C5 the focus is
more on classification and prediction of power consumption
loads. As we can see from Fig. 10, ”smart meter data” plays
a major role both in C1 and C2 categories, being the main
source of data for analysis. For both categories, energy/power
consumption related concepts are the main focus.
Category C2. Energy output forecast is more focused on
(wind/solar) power/energy generation forecasting, showing rel-
evant concepts in techniques such as moving averages, and
regression analysis.
Category C3. events analysis is more focused on ”data
streams” and ”critical events” with sources deriving from
Phasor Measurement Units (PMU) data. Clustering techniques
are relevant for the data analysis.
Terms in the C4. load segregation category represent the
main focus on non-intrusive load monitoring (NIALM) and
appliance data. Also here, smart meters are often mentioned
in the abstracts characterizing the main data source.
Category C6. power quality is more focused on evaluation
of data quality by using wavelet transforms technique, with
9classification and neural network application. The focus is
more at the power level, smart meters are less relevant in this
context.
Category C7. pricing is more focused on ”electricity mar-
ket” and ”pricing forecasts” with classification and ”support
vector” machine techniques. Also in this category, smart
meters do not play a major role, as the articles are more
focused on market characteristics and on the power distribution
network.
Text mining allows to evaluate in a quick way the main
differences in the focus of the C8.privacy and C9 security
categories. Both categories refer to smart meter data as the
main data source. While C8. privacy is more focused on ”data
aggregation” scheme for ”privacy concerns”, C9. security
places emphasis on ”false data” detection, ”data injection”
attacks, ”intrusion” and ”anomaly” detection.
Terms in the last category, C10 SG failures, show relevance
of fault type classification, detection, and identification, all
key issues in this category. Compared to other categories, the
relevance here is more at the distribution, bus system level
than smart meters level.
We further looked at the distribution of terms that are highly
”hyped” in the recent years and discussed in previous smart
electricity data intelligence surveys (e.g., [269], [291]): ”Big
Data” and ”Deep Learning”. We show the percentage appear-
ance of these two concepts in all the sub-domains by looking at
the relative frequency over the appearance of all terms in each
category (Fig. 7). ”Big Data” was reported in percentage more
times in C1. Customer profiling, C2. energy output forecast,
and C3. events analysis. ”Deep Learning” was only reported
in C1. customer profiling and C5. power loads/consumption
analysis. As answers to RQ4 will show (section IV-D), very
few articles included in the SMS dealt with Big Data, and
very few used deep learning techniques. Being C1 and C5
categories with more focus on classification tasks, it is not
surprising that deep learning was more mentioned in those
contexts.
Fig. 7. Big Data and Deep Learning terms.
D. RQ4. Which are the reported most used techniques in the
identified sub-domains?
The techniques used in each article and category, are
mapped in Table III. There is a huge amount of techniques
that are used in all the studies. To simplify the readability of
the table, we summarized the techniques appearing in more
articles at the beginning with indication of the number of
papers in which they are appearing.
K-means clustering, together with other clustering tech-
niques such as fuzzy c-means clustering, and hierarchical
clustering, are the most applied techniques in the C1. Customer
profiling category. This is understandable, as most of the
studies deal with the definitions of power consumption profiles
for customers. Machine learning techniques such as SVM are
also widely applied.
Autoregressive forecasting models and integrated moving
average models are the most applied techniques for C2. energy
output forecasting, since the articles are mainly focused on
solving regression problems.
K-means clustering, and other clustering algorithms are
popular in C3. events analysis category, as the main focus
is on clustering events streams.
Hidden Markov Model (HMM), Support Vector Machines
(SVM), k-Nearest Neighbour (k-NN), and Multilayer Percep-
trons (MLP) Neural Networks are most used for C4. load
segregation, mostly for NIALM applications.
Machine learning techniques are mostly used in C5. power
loads/consumption, with Multi Layer Perceptron (MLP) and
Support Vector Machines (SVM) as the most used techniques.
There is a variety of other approaches and also linear regres-
sion, ARIMA, clustering algorithms are popular.
The C6. Power quality category deals with power distur-
bance classification and algorithms for countermeasures and
data compression. Wavelet transform, S-transform, and Prin-
cipal Component Analysis (PCA) are the most used techniques
in the surveyed articles.
In the C7. Pricing category forecasting prices is the main
focus: SVM, Wavelet Transforms, ARIMA and Artificial Bee
Colony were the most used techniques.
In the C8. Privacy category, we did not find single tech-
niques that were the most used. All articles use a variety of
approaches, from linear optimization, wavelet transform and
linear regression. In this category, due to the focus of research,
classification and clustering do not play a major role.
In the C9. Security category, Principal Component Analy-
sis (PCA) and Support Vector Machines are the most used
techniques.
In the C10 SG Failures category, there is no technique that
is most used (apart k-means clustering that is used in two
articles). There is a variety of techniques, from regression,
to PCA, wavelet transforms, SVM. Worth mentioning are the
reliability indexes for Smart Grids [279], [299], that are used to
identify the availability of the services for the customer, with
indicators such as System Average Interruption Frequency
Index (SAIFI), System Average Interruption Duration Index
(SAIDI), and Customer Average Interruption Duration Index
(CAIDI). Thresholding on such indexes is used to analyze the
availability of the service at the SG distribution level.
To allow a less fine-grained view, we summarized the
technique used in terms of sampling, classification, clustering,
or regression analysis by overall percentage impact in a
category (Fig. 11). The categories were defined by looking at
articles analyzing part of the data in search for data properties
(sampling), aggregating data points (clustering), solving clas-
sification tasks (classification), or regression tasks (regression).
This shows areas in which the techniques are more relevant:
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Fig. 8. Top 10 terms in the abstract for each domain (note different scale per domain).
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Fig. 9. Top 10 bigrams in the abstract for each domain (note different scale per domain).
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Fig. 10. Top 10 trigrams in the abstract for each domain (note different scale per domain).
sampling analysis is more relevant in the C8. privacy category,
classification is more important in C4. load segregation, C6.
power quality, C9. security, and C10. SG failures, clustering
is more significant in C1. customer profiling and C3. events
analysis categories, and regression is more important in C2.
energy output forecasts and C7. pricing).
E. RQ5. Which are the most used software tools / development
environments used for data analysis in the identified sub-
domains?
We extracted from the papers the information about the
software tools that are reported as more used (Fig. 12). Our
a priori assumption was that Matlab, Python, and R would
have been found as the most used platforms. However, in
answering this research question, we found interesting results
in terms of numbers of deployments and other alternative envi-
ronments used (like MatPower for power systems simulations).
One difficulty in answering this research question is that a
large number of articles do not report the software tools used
for data analysis (∼ 54%, 144/267). The remaining articles (∼
46% 123/267), report the usage of one/more software tool and
development environment used to support the data analysis.
By far, Matlab is the most reported tool used in the analysis
process. Very often, such tool is supported by MatPower for
power simulations and LibSVM for machine learning data
analysis. As a set of complementary tools, they represent the
most widely adopted platform for data analysis in the Smart
Grids domain (Fig. 12).
R (14) and Python (11), represent two development envi-
ronments widely used for the analysis. In the majority of the
cases, scikit-learn is the most reported library used to support
machine learning analysis within Python, while for R, the
situation is more fragmented, and rarely the packages used are
reported. Java (8) was also used in the data analysis, mostly
it was used when there was the need to create and support
a framework for data analysis that had broader scope than
just data processing and algorithm scripts. Also WEKA (7)
was reported for data analysis of Smart Grids data: the usage
in this case, is mostly about the application of techniques for
data mining that are provided by WEKA itself (like C4.5 (J48)
decision trees), while other platforms are used when there are
needs for more customized (in terms of algorithms) analysis.
C++ (2) is limitedly adopted in this context, mostly when some
hardware interfacing is needed.
It is worth reporting about Big Data and data streams anal-
ysis. As reported in other research questions (e.g., RQ3), such
aspects were not widely covered in the set of papers that we
analyzed. The absolute majority of papers were focused on the
evaluation of specific algorithms, not on scalability or Big Data
concerns. However, when data streaming aspects are discussed,
Apache Storm1 / Spark2 (2) and Massive Online Analysis
(MOA)3 were used. Massive Online Analysis (MOA) is an
open source framework for large data streams analysis, project
that is the complement of WEKA for Big Data analysis.
1https://storm.apache.org
2https://spark.apache.org
3https://moa.cms.waikato.ac.nz
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TABLE III
MAIN TECHNIQUES APPLIED (ONE PAPER CAN APPLY MORE TECHNIQUES)
Category Techniques
C1. Customer Profil-
ing
k-means clustering (16) ( [2], [3], [40], [44], [49], [64], [67], [84], [94], [129], [153], [160], [204], [212], [214], [245]), fuzzy c-means clustering (7) ( [49], [64], [173], [204], [245], [265], [266]), Hierarchical
Clustering (HAC) (7) ( [44], [56], [64], [94], [204], [212], [232]), Support Vector Machine (SVM) (6) [3], [112], [150], [204], [239], [250], Self-Organising Map (SOM) (4) [2], [64], [167], [212], Multi Layer
Perceptron (MLP) ANN (3) [40], [150], [232], t-means clustering [183], k-Nearest Neighbour (kNN) [112], [204], Random Forest [7], [64], [204], Decision Trees [3], [150], Principal Component Analysis (PCA) [44],
[173], multi-resolution clustering (MRC) [160], Wavelet-based clustering [56], ART Neural Network [131], dynamic clustering with Haussdorff similarity distance [26], Ensemble Methods [3], Genetic Algorithms
[3], Discriminant Analysis [3], Discrete Wavelet Transform [129], Deep Learning CNNs [233], statistical-based [75], Takagi-Sugeno fuzzy models (FM) [239], binary regression analysis [214], Logistic Regression
[67], [67], Dirichlet Process Mixture Model (DPMM) [94], Apriori algorithm [7]
C2. Energy output
forecast
autoregressive forecasting model (7) ( [28], [29], [68], [83], [120], [252], [261]), autoregressive integrated moving average (ARIMA) (3) ( [82], [196], [202]), Support Vector Regression (SVR) (3) ( [60],
[108], [145]), k-Nearest Neighbour (k-NN) (3) ( [82], [108], [202]), k-means clustering [113], Linear Regression [113], [208], Logistic Regression [68], Partial Least Squares Regression (PLSR) [262], local linear
model for time series [247], time-series clustering with Quality Threshold (QT) algorithm [208], Support Vector Machine (SVM) [196], ANN:Self-Organising Map (SOM) [145], ANN:Multilayer Perceptrons (MLP)
[82], [93], Feedforward Neural Network (FFNN) [202], Backpropagation Neural Network (BNN) [128], Genetic Algorithms [202], Random Forests [108], Ensemble Methods [113], Ordinary Least-Squares Fitting
[28], generalized autoregressive conditional Heteroscedasticity GARCH model [47], Gaussian Conditional Random Fields (GCRF) [261], Particle Swarm Optimization (PSO) [128]
C3. Events analysis k-means clustering (5) ( [114], [138], [139], [154], [179]), hierarchical clustering algorithm (HAC) (3) ( [87], [138], [139]), Decision Trees [48], x-means clustering [154], DBSCAN (Density Based Spatial
Clustering of Applications with Noise) [138], [139], Mean-Shift Clustering (MSC) [114], Support Vector Machines (SVM) [96], [139], k-Nearest Neighbour (k-NN) [248], d-stream - time-series clustering algorithm
[180], time series clustering with Dynamic Time Warping (DTW) [139], Hoeffding Adaptive Tree (HAT) [58], ADaptive sliding WINdow (ADWIN) [58], Piecewise Aggregate Approximation (PAA) [139], Singular
Value Decomposition (SVD) [154], [248], exponential smoothing forecasting method [123], Independent Component Analysis [248], Kernel Ridge Regression [248], Parzen Density Estimator (PDE) [154], Monte
Carlo simulations [123]
C4. Load segregation Hidden Markov Model (HMM) (3) ( [35], [135], [260]), Support Vector Machines (SVM) (2) ( [147], [267]), k-Nearest Neighbour (k-NN) (2) ( [144], [147]), ANN:Multilayer Perceptrons (MLP) (2) ( [219],
[267]), Principal Component Analysis (PCA) [219], Regression Models [130], Bayes classifier [219], Ensemble Methods [147], Dynamic Time Warping (DTW) [35], Karhunen Loeve (KL) expansion [66], Ant colony
optimization [92], ZIP Model-phaselet [207]
C5. Power loads /
consumption
Multi Layer Perceptron (MLP) ANN (23) ( [?], [14], [25], [42], [45], [78], [101], [110], [122], [124], [132], [156], [164], [171], [178], [187], [210], [211], [213], [228], [237], [242], [256]), Support Vector
Machines (SVM) (21) ( [?], [36], [53], [57], [65], [78], [79], [106], [115], [117], [122], [157], [159], [166], [187], [193], [203], [227], [240], [253], [256]), autoregressive integrated moving average (ARIMA) (13)
( [6], [19], [32], [42], [53], [78], [90], [103], [116], [117], [178], [190], [255]), k-means clustering (11) ( [12], [14], [109], [136], [137], [157], [162], [190], [193], [201], [210], [228]), Linear Regression Analysis
(11) ( [11], [45], [57], [78], [79], [111], [117], [118], [122], [165], [198], [211]), Genetic Algorithms (GA) (7) ( [30], [42], [78], [116], [124], [194], [227]), fuzzy c-means clustering (6) ( [136], [137], [174], [218],
[221], [263]), Fuzzy Logic (6) ( [102], [125], [178], [220], [226], [242]), g-means clustering [182], DBSCAN clustering [190], [221], Hierarchical Agglomerative Clustering (HAC) (6) ( [136], [137], [199], [210],
[218], [259]), fuzzy subtractive clustering method [206], k-Nearest Neighbors (k-NNs) (6) ( [69], [78], [90], [221], [228], [264]), Self-Organizing-Maps(SOM) [109], [171], [193], [201], [213], deep neural network
(DNN) [79], Radial Basis Function neural network model (RBF-PCA-WFCM) [174], Wavelet Neural Networks [178], [264], Decision Trees [70], [90], [157], [253], [264], Random Forests (RF) [11], [78], [79], [90],
[159], Wavelet Transform [116], [182], [211], Bayesian Networks [23], Power Factor Analysis [198], Principal Component Analysis (PCA) [24], [32], [174], [187], Kalman Filter [152], Simulated Annealing [124],
MultiVariate Gaussian Distribution Function (MVGDF) [10], Montecarlo Simulations [10], [111], Pattern Sequence-based Forecasting (PSF) [12], FA (Factor Analysis) [187], linear discriminate analysis (LDA) [161],
Markov Models [14], [98], Particle Swarm Optimization (PSO) [125], [164], [166], Apriori algorithm [157], [166], evolutionary local kernel regression [146], GARCH [115], Difference Auto-Regressive (DAR) [172],
Online Sequential Extreme Learning Machine (OS-ELM) [162], Kernel Ridge Regression (KRR) [90], [264], Lyapunov optimization technique [158], Ensemble Models [78]
C6. Power quality wavelet transform (7) ( [55], [73], [133], [134], [192], [244], [246]), S-Transform algorithm (4) ( [33], [34], [104], [121]), Principal Component Analysis (PCA) (4) [59], [181], [244], [246], k-means clustering
[244], Bayesian classifier [22], Bayesian Network [9], rule-based classification [215], ANN: Multi-Layered Perceptrons (MLPs) [37], [155], Support Vector Machines (SVM) [73], [244], probabilistic neural network
(PNN) [121], [155], k-Nearest Neighbour (k-NN) [155], [177], decision trees [37], [104], Self-Organizing Maps (SOM) [55], fuzzy decision tree (FDT)-based classifier [34], balanced neural tree [33] Fuzzy-ARTMAP
neural network [63], Fourier Transform [38], [104], Hilbert transform (HT) [33], piecewise compression technique [71], nonlinear autoregressive model with exogenous inputs [170], Kalman Filter [170], SZIP
algorithm [231], Singular Value Decomposition (SVD) [244], [246], Piecewise Aggregate Approximation (PAA) [244], Slack-Referenced Encoding (SRE) [140], Linear Interpolation Imputation [205], weighted least
square method [1]
C7. Pricing Support Vector Machine (SVM) (6) ( [91], [222]–[224], [243], [249]), Wavelet Transform (5) ( [91], [222]–[224], [229]), ARIMA (3) ( [91], [222], [229]), Artificial Bee Colony (ABC) (3) ( [91], [223], [224]),
Fuzzy Inference Net (FIN) [188], Fuzzy Self Organising Maps (SOM) [188], fuzzy c-means clustering [241], ANN:Extreme Learning Machine (ELM) [225], Principle Component Analysis (PCA) [243], [249], ANN:
Multi-Layered Perceptrons (MLPs) [200], Grey Correlation Analysis (GCA) [243], Relevance Vector Machines (RVMs) [5], Linear Regression [5], Autoregressive Moving Average [5], Ensemble Models [5], reference
models for price estimation (RMPE) [186], generalized autoregressive conditional Heteroscedasticity (GARCH) [229], data association mining (DAM) algorithms [189], Apriori algorithm [189], Gravitational Search
Algorithm (GSA) [222], Markov Decision Process [27], Reinforcement Learning [27], Montecarlo simulation [107]
C8. Privacy Fuzzy c-means clustering [85], Random Gaussian Noise [105], Colored Noise [217], Symmetric Geometric Noise [21], Secret Sharing Scheme [95],Elliptic Curve Based Data Aggregation (ECBDA) [238], Collaborative
Anonymity Set Formation (CASF) [4], Wavelet-based Multi-resolution Analysis (MRA) [141], adversarial strategy algorithm [234], differentially private aggregated sums [97], Integer Linear Optimization (ILP) [39],
Tolerable Deviation algorithm [89], partitioning algorithm [235], Haar Wavelet transform [72], Profile Matching protocol using Hamming distance [236], Kalman filter [216]
C9. Security Principal Component Analysis (PCA) (8) ( [16]–[18], [74], [100], [148], [185], [257]), Support Vector Machines (SVM) (5) ( [18], [74], [151], [185], [258]), k-means clustering [13], [251], fuzzy c-means
clustering [185], DBSCAN clustering [148], [185], Decision Trees [52], [54], Feedforward Neural Network (FFNN) [143], Multi-layer Perceptron (MLP) [185], k-Nearest Neighbor (kNN) [185], clustering-based
anomaly detection [209], Ensemble Model [143], Exponential Smoothing [15], Hoeffding Tree [76], [77], Markov Chains [8] , generalized likelihood ratio test (GLRT) [230], particle swarm optimization (PSO)
[251], random FDA (random false data attack detection) [163], Weighted Residual Error Method [119], Chi-Square Test [17], [119], Kullback-Leibler divergence [31], generalized linear model (GLM) [31], Cascade
Potential Ranking [184], Two Stage Branching Algorithm [184], Colored Petri Nets [168], Recursive Least Squares [99], Linear Regression [254], Technical Loss Model [191], autoregressive model [169]
C10. SG failures k-means clustering (2) ( [62], [127]), Basic Sequential Algorithm Scheme (BSAS) [62], Genetic Algorithms (GA) [62], Support Vector Machines (SVM) [61], General Regression Neural Networks [46], Hidden
Markov Model [127], Ordered Weighted Averaging (OWA) [142], Radial basis functions (RBF) ANN [142], Logistic Regression [41], k-Nearest Neighbour (k-NN) [127], Wavelet Transform (WT) [142], Principal
Component Analysis (PCA) [61], dynamic optimal synchrophasor measurement devices selection algorithm (OSMDSA) [126], Wavelet Packet Decomposition [46], Least Square Phasor Estimation [197], Reliability
Indexes (SAIDI, SAIFI,...) Thresholds [149], Multivariate analysis of variance (MANOVA) [195]
F. RQ6. What are the reported most used quantitative research
methods used in the identified sub-domains?
With this research question, we look at the research methods
that are applied in each article, providing an aggregated view.
Given the goals of the mapping study about data analysis
related research, all the articles follow a quantitative empirical
research method. For this reason, we do not have more quali-
tative research-based papers or literature-review based articles.
However, extracting information about empirical studies can
be considered challenging: automated extraction from papers
would be difficult due to the way empirical studies are reported
in the papers. It can happen, that the same type of study
is classified as case study by some authors and experiment
from other authors. For this reason, we used the following
categorization of quantitative research methods ( [284], [300]),
based on descriptive, correlational, causal-comparative, and
experimental-based research:
• Descriptive research: attempts to provide exploratory
results, by showing statistics in aggregated form without
a priori hypotheses;
• Correlational research: attempts to test hypotheses based
on the relation between different variables;
• Causal-Comparative research: attempts to discover
cause-effect relationships;
• Experimental research: deals with the creation of experi-
ments for dealing with hypotheses testing. Can be further
divided into:
– True experiments: all important factors that might
impact on the experiment outcome are controlled. In
our case, this means some measurement is performed
in a controlled environment (e.g. Smart Meters read-
ing in a house with given tasks to be performed)
– Quasi-experiments: when full control of the experi-
ment cannot be reached, e.g., by full randomization
of the subjects.
Due to the type of reviewed papers, we excluded other
quantitative research methods, such as survey research (defined
as research performed by means of interviews and question-
naires, in which the researcher summarizes with statistics all
the results, answering specific research questions).
In more detail, the difference between descriptive, cor-
relational, causal-comparative research, and experiments is
as follows. Descriptive studies are focused on providing a
view of a phenomenon, without answering specific research
questions. Compared to the other research methods, there are
no independent/dependent variables, and the whole approach
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Fig. 11. Research Technique used (note different scale per domain).
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Fig. 12. Most used tools in the 267 SMS papers (some papers report usage
of more software tools / development environments)
is more exploratory, usually performed to understand a domain
and setting research questions that can be investigated by other
research methods (e.g., an experiment). Causal-comparative
research focuses on comparing two groups to explain ex-
isting differences [284]. Correlational research focuses on
relationships between variables within a single group [284].
As such, causal-comparative studies allow to make inferences
about causal relationships between variables, while this is
not possible for correlational research. The difference from
experiments, is that experiments are set-up and researchers
have more control over other variables. In the context of
this paper, correlational and causal-comparative studies are
performed on existing datasets, while experiments are designed
with measurements performed depending on the research
questions that were set. In this type of context, the researcher
has more control about the influences of external factors on
the studies variables.
We categorized the articles based on the reported infor-
mation about research methods applied (Fig. 13). To show
some examples of the categorization, Hosoe et al [114] (C3)
was categorized as descriptive research method: the article is
about the proposal of a method for the recommendation of
effective energy utilization, and is more focused on showing
aggregate descriptive data about energy utilization, rather
than performing any correlation or explanatory analysis or
experiment. The presence of such type of article is a minority
in the categories, as can be seen in Fig. 13.
The distinction between correlational and causal-
comparative can be seen in the next two articles. An
example of correlational research method is in Liu et
al. [167] investigating electricity consumption time series
profiling. There are various correlations performed in the
study, like between different consumers’ profiles and days
of the week. There are no aims to derive causality in this
article. An example of causal-comparative research method
is in Usha et al. [237]. The article is focused on providing
a computational model of electricity consumption using
econometric variables using Neural Networks. While also
this article is based on correlation analysis, it goes deeper
into the explanation of differences by using different datasets,
comparing correlational values across different datasets (Usha
et al. [237], Fig.12).
Derivation of articles based on experiments is easier. An
example is in Ziekow et al. [267] in which smart home sensors
are investigated to aid in forecasting power demand. An
experiment is set-up by collecting data from sensors, passing
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Fig. 13. Research Method used (note different scale per domain).
through a gateway and storing them in a central database. In
this kind of study, there is much higher level of control of
the context, compared to using existing private/public datasets.
While this type of research methodology is easier to distin-
guish from the others, more difficult is to discriminate between
true and quasi-experiments, depending on the randomization
of the sample. For this reason, we kept all the articles in one
category related to experiments.
As can be seen from the analysis (Fig. 13), there is a
limited number of descriptive studies: from other research
questions, the focus is more on clustering/classification and
providing the results of application of a new algorithm or
comparison of existing ones. Majority of the studies are cor-
relational, without going into explanatory research methods.
There are also causal-comparative studies, in lower number
than correlational studies. Is interesting to note the diffusion
of experiments in the different sub-domains: in C4. load
segregation, C6. power quality, C9. security, and C10. SG
failures they play a major role as research methods. Taking
as example C4. load segregation, very often experiments are
set-up to collect data from sensors and appliances for data
analysis and evaluation of algorithms.
Another methodological aspect worth consideration in the
articles is the usage of simulations (Fig. 14). Many papers use
data analysis based on numerical simulations, either as com-
plement to datasets analysis or as standalone empirical part
of the article. We mapped all the articles using simulations,
showing the percentage of articles using simulations in each
area. Areas in which simulations are more used are C6. power
quality (67%), C8. privacy (56%), C10. SG failures (55%), C9.
security (50%). While simulations are less used in other areas:
C1. customer profiling (9%), C5. power loads/consumption
(13%), and C2. energy output forecasts (20%).
Fig. 14. Usage of simulations by sub-domain (number of articles using the
simulations over the total per category).
G. RQ7. What is the status of replicability / reproducibility
of the studies in terms of datasets used and availability of
implemented algorithms?
In this research question, we investigate the availability of
datasets for data analysis and the reproducibility/replicability
of the research. The availability of the article alone, does not
grant the possibility to replicate the whole study.
We take two points of views to answer this question: i)
one about the availability of the tools / scripts / applications
developed for data analysis, and ii) one about the availability
of the datasets used (either private or public data repositories).
0 50 100 150 200 250
Not Available
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263
4
Fig. 15. Availability of software for implemented algorithms (267 papers)
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Availability of algorithm implementations are quite limited
in the 267 papers of the SMS (Fig. 15). Overall, only 4/267
(1.50%) compared to 263/267 (98.50%) report the availability
of the implementations, making difficult for other researchers
to reproduce the research. This is a very low number and
would require other researchers to re-implement the algo-
rithms/methods reported in the articles, with possibilities of
introducing biases in the new implementations.
Articles that report the implementations (Table IV) are
Bianchi et al. (2015) [32] (C5), Natividad et al. (2017) [190]
(C5), Hoeverstad et al. (2015) [116] (C5), and Bonfigli et al.
(2015) [35] (C4).
TABLE IV
PUBLIC REPOSITORIES OF AVAILABLE SOFTWARE IMPLEMENTATIONS
Article Public Repository
Bianchi et al. (2015) [32] https://bitbucket.org/ispamm/distributed-esn
Natividad et al. (2017)
[190]
https://github.com/powertac/powertac-tools
Hoeverstad et al. (2015)
[116]
https://github.com/axeltidemann/load
forecasting
Bonfigli et al. (2015) [35] https://nilmtk.github.io
In Bianchi et al. (2015) [32], authors report the source code
for a recurrent neural networks [311] used together with PCA
decomposition for short-term load forecasting. Natividad et
al. (2017) [190], focus on the usage of machine learning for
prediction of energy demand, providing a GitHub repository
for data analysis tools for the Power TAC simulation envi-
ronment. Hoeverstad et al. (2015) [116] provide on GitHub a
framework for load forecasting, used in the article about short-
term load forecasting with seasonal decomposition. Bonfigli
et al. (2015) [35] provide a Non-Intrusive Load Monitoring
(NILM) Toolkit, a whole framework that can be used by other
researchers interested in NIALM (C4. load segregation, in our
classification). An interesting feature of such toolkit is that
it allows to reuse public datasets in the analysis, improving
the comparability of research results (for a list of publicly
available datasets, see [279], [305]).
We looked at the usage of datasets (Fig. 16). In most
cases, there are either private, public, or a combination of
public and private datasets. In some papers, the used dataset is
generated by means of simulations (seen in RQ6) or during an
experiment. In this latter case, the datasets are always private
and not available.
The majority of the articles provide the analysis on private
datasets (200/267, 75%), lower number uses only publicly
available datasets (57/267, 21%). Out of the utilized private
datasets, 14% are synthetically generated by means of sim-
ulations. There is a small number of articles that utilizes
both private and public datasets (10/267, 4%), by running the
same analysis on both, to complement the final results. These
numbers do not refer to the absolute number of datasets used
in the articles, as articles might use more than one dataset.
Furthermore, the public availability of datasets is as reported
in the articles—some datasets might not be available anymore
(e.g., after some years, the link to the public dataset reported
in Semeraro et al. [218] is not reachable anymore. We could
not check all, but other similar cases are possible).
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Fig. 16. Datasets used in the papers (267 papers)
V. THREATS TO VALIDITY
Running a SMS poses several challenges in terms of limita-
tions and validity threats, being many of the phases subjective
/ manual with possibilities of introducing researchers bias /
errors [277], [294], [308].
There are many classifications of validity threats that can
be applied to empirical studies (e.g. for case studies – [310],
or experiments in software engineering – [314]). We chose the
guidelines proposed by [307] and used in [308], as they are
particularly fit for qualitative studies such as an SMS—slightly
different than traditional validity threats (internal, construct,
conclusion, external) [314].
Theoretical Validity. Theoretical validity refers to threats
in building theory out of the observed phenomenon [307].
Researcher bias is a theoretical threat in the selection of
studies that were part of the SMS. The SMS was conducted
by two main researchers, that divided the search process
effort in two parts, each one by running the search on three
digital repositories. Results were then merged and controver-
sial papers were set apart and reviewed again for inclusion
/ exclusion. Another round was during the classification of
papers: articles that were not found to be included according
to the search protocol, were removed. Final results of included
papers might be influenced by the views of the two researchers.
We hampered this issue by adopting the SMS protocols [277].
however, being a subjective process, there is still possibility
that relevant papers were excluded.
Publication bias is another threat, as the published research
might only discuss positive aspects / projects, while negative
or controversial aspects / results might not be published.
However, in an SMS we are more interested in mapping the
research than on discussing the findings, so this threat is more
limited than in case of an SLR where research results are
discussed [277], [294], [308].
The quality of the sample of studies obtained with respect to
the targeted population is another theoretical threat. It is known
that an SMS cannot cover the whole population of research
published in the area, but rather provide a subset [277]. We
hampered this threat by using different search queries for the
search engines, as each one has its own peculiarities. We tried
to maintain the initial query as general as possible in the limits
of the allowed time to filter the search results. We preferred a
more general, rather than a more specific query. This provided
a broader initial result-set that needed more effort to be filtered,
but reduced the missed relevant papers. To improve the quality
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of the results, we further decided to increase the quality of the
selected studies by running a search on ongoing / outgoing
citations from the most cited papers.
Descriptive Validity. Descriptive validity deals with the
accuracy of the facts reported by researchers based on the
observed phenomenon [307].
Poorly designed data extraction forms and recording of data
can be a descriptive validity threat. In our case, we used
the JabRef tool (http://www.jabref.org) to store, manage, and
annotate reference lists. Such tool was used for collaboration
between the two main researchers performing the SMS, track-
ing all the selection process. We believe this threat was in
full control, as we could always go back to a previous step of
the SMS process, if needed, and the whole reporting process
was based on a single repositories for collaboration across
researchers.
Interpretative (Construct) Validity. Interpretative validity,
deals with how much reliable are the conclusions that have
been drawn from the evidence collected [307].
Researchers bias can play a role also in this context, as
interpretation of data might be biased according to previous
beliefs and thoughts, with confirmation bias being one of such
biases [301]. We believe this threat to validity is reduced in
the current SMS, as the research protocol involved evaluation
of the data and drawing of conclusions from all the two
researchers involved, so it did not constitute the view of
an individual researcher. We also do not evaluate findings,
rather the mapping of papers to different categories. Category
building has to be considered as a subjective step, as some
papers might be included in several categories. It was the
decision of researchers to include the papers in the category
that was considered the most relevant.
External Validity. External validity deals with how much
the findings could be generalized to other cases [307].
In our context, the relevance would be on how much we
can generalize empirical results from the reviewed articles to
the industrial context or among articles in the same category.
In this SMS, we cannot generalize applied data analysis
approaches to industrial context in the same domain, as the
context might play a relevant role for the decision of the best
approach to apply.
Repeatability / Reproducibility Validity. Repeatability
/ Reproducibility Validity deals with how much repeatable
(reproducible) the performed process is. Reproducible research
can be defined as any research that can be reproduced from
the published materials by other researchers independently
[296]. Throughout the study, we followed the concept of re-
producible research [295], [296]. Following the SMS protocol
[277] and reporting accurately all the steps was one way to
increase the repeatability and reproducibility of the current
study. To improve reproducibility of the results, we shared
all the research artifacts: bibtex files for the steps used in
JabRef, and scripts used for the analysis (https://figshare.com/
s/954dedf3eec54045185b).
VI. CONCLUSION
The emergence of the Smart Grid gave rise to many possi-
bilities related to data analysis and to increase the overall in-
telligence of the infrastructure. Many data analysis approaches
were applied in the area to monitor, predict, and provide
actionable approaches.
In this paper, we conducted a Systematic Mapping Study
(SMS) to get a view of different aspects of data analysis in the
context of Smart Grids. Overall, we identified and categorized
the articles in ten application sub-domains, focusing on the
most common research aspects (e.g., power load forecasting),
used techniques (e.g. from time-series to clustering), tool-
support status, and reproducibility/replicability levels, research
methodology types (e.g. usage of simulations or experiments).
We draw conclusions on several aspects:
(1) From the surveyed articles, we identified ten main sub-
domains for SG data analysis: C1. customer profiling,
C2. energy output forecasts, C3. events analysis, C4 load
segregation, C5.Power loads/consumption analysis, C6.
power quality, C7. Pricing, C8. Privacy, C9.Security,
C10.Smart Grid Failures. In our sample, categories
C1. customer profiling and C5.Power loads/consumption
analysis are the most numerous in terms of included
articles.
(2) There is a variety of aspects covered in the different sub-
domains. The themes that are covered by more articles
are consumption prediction (69 papers), load profile
clustering (19), forecast renewable power sources (19),
false data injection attacks (14), consumption clustering
(12), power quality disturbances classification (11), and
power data compression (11).
(3) Text mining of abstracts by sub-domain showed the
different concepts relevant for each category. Each sub-
domain is characterized by a specific focus in terms
of research, techniques, and data sources utilized. Cate-
gories such as C1. customer profiling, C4. load segrega-
tion, C5. power load/consumption analysis, C8. privacy,
and C9. security utilize mainly smart meter data, while
other categories such as C3. events analysis, C6. power
quality, and C10. SG failures use other sources such as
Phasor Measurement Units (PMU) data and simulations
from bus systems.
(4) There is a large variety of techniques applied for SG
data analysis. Each of the SG application sub-domain
is focused on different set of research problems and it
has impact on the most used techniques. Clustering and
classification techniques are very popular in some cate-
gories (e.g., C1. customer profiling, C3. events analysis,
C5. Power loads/consumption analysis), while wavelet
transforms and Principal Component Analysis (PCA)
are more popular in other categories (e.g., C6. power
quality, C9. security). The provided table III shows fine-
grained details about all the techniques applied in all the
surveyed articles.
(5) Large number of articles do not report any information
about the software tools (platforms/programming lan-
guages) used for the implementation (144/267, 54%).
Among those reporting these details, Matlab (69) (some-
times in combination with MatPower (11) for simula-
tions) is the most used tool. To a lower extent, R (14),
Python (11), Java (8), and WEKA (7) are also used. Few
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papers reported about the usage of Big Data frameworks
(MOA (3), Apache Sparks/Storm (2)).
(6) All the studies included in the review use quantitative
research methods. There are sub-domains in which true
and quasi-experiments play a key role as a research
method, mainly in C4. load segregation, C6. power qual-
ity, C8. privacy, C9 security, and C10. SG failures. In
other sub-domains, research methods are mainly based
on either correlation (looking for dependent/independent
variables relationships in a single group) or causal-
comparative research (comparing variables relationships
in multiple groups, thus allowing for more explanatory
results) (C1. customer profiling, C2 energy output fore-
cast, C5. power load/consumption analysis, C7. pricing).
Descriptive studies are not very diffused in the reviewed
articles.
(7) About replicability/reproducibility of the studies, only
4/267 (1.50%) articles included in the SMS provide the
source code for the implementation of the algorithms
that are used for data analysis. This is a very low
number to allow other researchers to reproduce the
published research. Articles that provide the implemen-
tation, usually provide frameworks/toolkits that can be
beneficial for other researchers (e.g., Bonfigli et al.
(2015) [35]). Looking at the datasets, 21% of the articles
use only public available datasets, giving opportunities
of comparability with newly implemented algorithms.
There is a small set of articles (4%) that use both public
and private datasets, while the majority of articles is
based on private datasets (75%), making the evaluation
of results more complicated for third-party researchers.
Due to the broadness of the area, and the limitations of the
SMS process, we can consider the provided view as a large
sample from all the existing articles. For each sub-domain,
we highlighted the most used technique, research approaches,
and methodologies. Such an overview can be useful for other
researchers performing research in one of the surveyed areas.
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