A major principle of human brain organization is "integrating" some regions into networks while "segregating" other sets of regions into separate networks. However, little is known about the cognitive function of the integration and segregation of brain networks. Here, we examined the well-studied brain network for face processing, and asked whether the integration and segregation of the face network (FN) are related to face recognition performance. To do so, we used a voxel-based global brain connectivity method based on resting-state fMRI to characterize the within-network connectivity (WNC) and the between-network connectivity (BNC) of the FN. We found that 95.4% of voxels in the FN had a significantly stronger WNC than BNC, suggesting that the FN is a relatively encapsulated network. Importantly, individuals with a stronger WNC (i.e., integration) in the right fusiform face area were better at recognizing faces, whereas individuals with a weaker BNC (i.e., segregation) in the right occipital face area performed better in the face recognition tasks. In short, our study not only demonstrates the behavioral relevance of integration and segregation of the FN but also provides evidence supporting functional division of labor between the occipital face area and fusiform face area in the hierarchically organized FN.
Introduction
A major principle of human brain organization is "integrating" some regions into functional networks while "segregating" other sets of regions into separate networks (Tononi et al., 1994 (Tononi et al., , 1999 Fair et al., 2007; Supekar et al., 2009) . The mechanism of integration (i.e., strengthened interregional connections within a network) and segregation (i.e., weakened interregional connections between networks) is important for gating information flow (Salinas and Sejnowski, 2001; Raichle and Snyder, 2007; Rubinov and Sporns, 2010) and for developing and maintaining mature network architecture (Fair et al., 2007 (Fair et al., , 2008 (Fair et al., , 2009 Dosenbach et al., 2010) . Specifically, studies based on resting-state functional connectivity (FC) have revealed that both integration and segregation drive the functional maturation of six major functional networks in the adult brain (i.e., the frontoparietal, cinguloopercular, default, sensorimotor, occipital, and cerebellum networks) (Dosenbach et al., 2010) . However, a fundamental question that remains unanswered is whether and how the integration and segregation of functional networks support the related cognitive processes.
The functional network for face processing provides an ideal test platform to address this question. Neuroimaging studies have revealed a well-described face network (FN) comprising brain regions that are coactivated in a variety of face processing tasks (for reviews, see Haxby et al., 2000; Gobbini and Haxby, 2007; Ishai, 2008; Pitcher et al., 2011a) , including the fusiform face area (FFA), occipital face area (OFA), superior temporal sulcus (STS), amygdala (AMG), inferior frontal gyrus (IFG), anterior temporal cortex (ATC), and visual cortex (VC) (Calder and Young, 2005; Kanwisher and Yovel, 2006; Gobbini and Haxby, 2007; Liu et al., 2010; Zhang et al., 2012; Zhen et al., 2013) . Recent FC studies have shown that some face-selective regions are strongly connected (e.g., the FFA-OFA, FFA-STS, FFA-VC, and STS-AMG) under both task-state and resting-state in the adult brain (Zhang et al., 2009; Turk-Browne et al., 2010; Zhu et al., 2011; DaviesThompson and Andrews, 2012; O'Neil et al., 2014) , and effective connectivity of the FFA-OFA and the OFA-STS increases from childhood to adulthood (Cohen Kadosh et al., 2011) . Therefore, the coactivated face-selective regions are likely integrated through strengthened FC to form the FN. Furthermore, FC between the face-selective regions can be read out for behavioral performance. For example, stronger FFA-OFA FC is related to better performance in a variety of face tasks (Zhu et al., 2011) , and stronger FC between the FFA and a face region in the perirhinal cortex is associated with a larger face inversion effect (O'Neil et al., 2014) . However, these studies only focused on specific regions within the FN, and did not investigate the integration of the FN as a whole. Furthermore, no study has yet characterized the segregation of the FN, that is, the weakened FC between the FN and nonface networks (NFN) in the brain.
In this study, we first characterized the within-network connectivity (WNC) and between-network connectivity (BNC) of the FN in a large sample of participants (N ϭ 296) with a voxelbased global brain connectivity (GBC) method using restingstate fMRI (rs-fMRI) (Cole et al., 2012) , and then examined whether these measures were related to behavioral performance in face recognition. Specifically, the FN was defined as a set of voxels that are selectively responsive to faces over objects through a standard functional localizer, and the NFN was defined as the rest of the non-face-selective voxels in the brain. For each voxel in the FN, the WNC was calculated as the averaged FC of a voxel to the rest of the face-selective voxels in the FN, whereas BNC was the averaged FC of a face-selective voxel in the FN to all of the NFN voxels. By correlating the WNC and BNC of each voxel in the FN with face recognition performance across participants, we characterized the behavioral relevance of the integration (i.e., stronger WNC) and segregation (i.e., weaker BNC) of the FN, which may shed light on the hierarchical structure of the FN.
Materials and Methods
As part of an ongoing project investigating the associations among gene, environment, brain, and behavior (e.g., Wang et al., , 2014 Huang et al., 2014; Kong et al., 2015a,b,c; Zhang et al., 2015b; , the present study used multimodal data to investigate the behavioral relevance of FNЈs within-network integration and between-network segregation. First, a task-state fMRI (ts-fMRI) scan was performed to localize the FN (Pitcher et al., 2011b; . Second, an rs-fMRI scan was used to characterize the intrinsic WNC and BNC of the FN. Third, two behavioral tests were conducted outside of the MRI scanner in a separate behavioral session to measure face recognition performance for each participant (using the same cohort as those in the rs-fMRI scan). Finally, correlational analyses were performed between the WNC/BNC of the FN and face recognition ability to investigate the behavioral relevance of the within-network integration and betweennetwork segregation of the FN.
Participants
All participants were college students recruited from Beijing Normal University, Beijing, China. The participants reported no history of neurological or psychiatric disorders and had normal or corrected-tonormal vision. A total of 202 participants (124 females; 182 self-reported right-handed; mean age ϭ 20.3 years, SD ϭ 0.9 years) participated in the functional localizer scan, and 296 participants (176 females; 273 selfreported right-handed; mean age ϭ 20.4 years, SD ϭ 0.9 years; of which 192 had participated in the functional localizer scan) participated in the rs-fMRI scan and behavioral session. Both the behavioral and MRI protocols were approved by the Institutional Review Board of Beijing Normal University. Written informed consent was obtained from all participants before the study.
Functional localizer for the FN
A dynamic face localizer was used to define the FN (Pitcher et al., 2011b) . Specifically, three blocked-design functional runs were conducted with each participant. Each run contained two block sets, intermixed with three 18 s fixation blocks at the beginning, middle, and end of the run. Each block set consisted of four blocks with four stimulus categories (faces, objects, scenes, and scrambled objects), with each stimulus category presented in an 18 s block that contained six 3 s movie clips. During the scanning, participants were instructed to passively view the movie clips containing faces, objects, scenes, or scrambled objects (for more details on the paradigm, see .
Image acquisition
MRI scanning was conducted on a Siemens 3T scanner (MAGENTOM Trio, a Tim system) with a 12-channel phased-array head coil at Beijing Normal University Imaging Center for Brain Research, Beijing, China. In total, three sets of MRI images were acquired. Specifically, the ts-fMRI was acquired using a T2*-weighted gradient-echo echo-planar-imaging (GRE-EPI) sequence (TR ϭ 2000 ms, TE ϭ 30 ms, flip angle ϭ 90 degrees, number of slices ϭ 30, voxel size ϭ 3.125 ϫ 3.125 ϫ 4.8 mm). The rs-fMRI was scanned using the GRE-EPI sequence with different sequence parameters from ts-fMRI (TR ϭ 2000 ms, TE ϭ 30 ms, flip angle ϭ 90°, number of slices ϭ 33, voxel size ϭ 3.125 ϫ 3.125 ϫ 3.6 mm). The rs-fMRI scanning lasted for 8 min and consisted of 240 contiguous EPI volumes. In the scan, participants were instructed to relax without engaging in any specific task and to remain still with their eyes closed. In addition, a high-resolution T1-weighted magnetization prepared gradient echo sequence (MPRAGE: TR/TE/TI ϭ 2530/3.39/1100 ms, flip angle ϭ 7°, matrix ϭ 256 ϫ 256, number of slices ϭ 128, voxel size ϭ 1 ϫ 1 ϫ 1.33 mm) anatomical scan was acquired for registration purposes and for anatomically localizing the functional regions. Earplugs were used to attenuate scanner noise, and a foam pillow and extendable padded head clamps were used to restrain head motion of participants.
Image preprocessing
ts-fMRI data preprocessing. The task-state functional images were preprocessed with FEAT (FMRI Expert Analysis Tool) version 5.98, part of FSL (FMRIB's Software Library, http://www.fmrib.ox.ac.uk/fsl). The firstlevel analysis was conducted separately on each run and each session for each participant. Preprocessing included the following steps: motion correction, brain extraction, spatial smoothing with a 6 mm FWHM Gaussian kernel, intensity normalization, and high-pass temporal filtering (120 s cutoff). Statistical analyses on the time series were performed using FILM (FMRIB's Improved Linear Model) with a local autocorrelation correction. Predictors (i.e., the faces, objects, scenes, and scrambled objects stimuli) were convolved with a gamma hemodynamic response function to generate the main explanatory variables. The temporal derivative of each explanatory variable was modeled to improve the sensitivity of the model. Motion parameters were also included in the GLM as confounding variables of no interest to account for the effect of residual head movements. Two face-selective contrasts were calculated for each run of each session: (1) faces versus objects and (2) faces versus fixation.
A second-level analysis was performed to combine all runs within each session. Specifically, the parameter image from the first-level analysis was initially aligned to the individual's structural images through FLIRT (FMRIB's linear image registration tool) with 6 degrees-of-freedom and then warped to the MNI standard template through FNIRT (FMRIB's nonlinear image registration tool) running with the default parameters. The spatially normalized parameter images (resampled to 2 mm isotropic voxels) were then summarized across runs in each session using a fixed-effect model. The statistical images from the second-level analysis were then used for further group analysis.
rs-fMRI data preprocessing. The resting-state functional images were also preprocessed with FSL. The preprocessing included the removal of first four images, head motion correction (by aligning each volume to the middle volume of the image with MCFLIRT), spatial smoothing (with a Gaussian kernel of 6 mm FWHM), intensity normalization, and the removal of linear trend. Next, a temporal bandpass filter (0.01-0.1 Hz) was applied to reduce lowfrequency drifts and high-frequency noise.
To further eliminate physiological noise, such as fluctuations caused by motion, cardiac and respiratory cycles, nuisance signals from CSF, white matter, whole brain average, motion correction parameters, and first derivatives of these signals were regressed out using the methods described in previous studies (Fox et al., 2005; Biswal et al., 2010) . The 4-D residual time series obtained after removing the nuisance covariates were used for the FC analyses. The strength of the intrinsic FC between two voxels was estimated using the Pearson's correlation of the residual resting-state time series at those voxels.
Registration of each participant's rs-fMRI images to the structural images was performed using FLIRT to produce a 6 degrees-of-freedom affine transformation matrix. Registration of each participant's structural images to the MNI space was accomplished using FLIRT to produce a 12 degrees-of-freedom linear affine matrix (Jenkinson and Smith, 2001; Jenkinson et al., 2002) .
Behavioral tests
Participants completed two computer-based tasks: the old/new recognition task (Zhu et al., 2011; and the face-inversion task (Zhu et al., 2011) , and one paper-based test, the Raven's Advanced Progressive Matrices (RAPM) (Raven et al., 1998) . The RAPM test was conducted on a separate day from the computer-based tasks.
Old/new recognition task. Thirty face images and 30 flower images were used in the old/new recognition task (Fig. 1A) . The face images were grayscale pictures of adult Chinese faces with the external contours removed, and the flower images were grayscale pictures of common flowers with leaves and background removed. There were two blocks in this task that were counterbalanced across participants: a face block and a flower block. Each block consisted of one study segment and one test segment. In the study segment, 10 images of one object category were shown for 1 s per image, with an interstimulus interval of 0.5 s, and these studied images were shown twice. In the test segment, 10 studied images were shown twice, randomly intermixed with 20 new images from the same category. On presentation of each image, participants were instructed to indicate whether the image had been shown in the study segment. For each participant, the recognition accuracy was calculated as the average proportion of hits and correct rejections for each category (i.e., face and flower), respectively. The face-specific recognition ability (FRA) was calculated as the normalized residual of the face recognition accuracy after regressing out the flower recognition accuracy DeGutis et al., 2013; Huang et al., 2014) .
Face-inversion task. Twenty-five face images were used, which were grayscale adult Chinese male faces (data not shown in the old/new recognition task), with all external information (e.g., hair) removed (Fig.  1B) . Pairs of face images were presented sequentially, either both upright or both inverted, with upright-and inverted-face trials randomly interleaved. Each trial started with a blank screen for 1 s, followed by the first face image presented at the center of the screen for 0.5 s. Then, after an interstimulus interval of 0.5 s, the second image was presented until a response was made. Participants were instructed to judge whether the two sequentially presented faces were identical. There were 50 trials in each condition, half of which consisted of face pairs that were identical and the other half of which consisted of face pairs from different individuals. Each face pair was shown only once in each condition, and face pairs from different individuals were mixed and matched. Therefore, each of the 25 male faces was shown 4 times in total (2 for identical trials, 2 for different trials) in both the upright and inverted conditions. For each participant, the accuracy was calculated as the average proportion of hits and correct rejections for the upright and inverted condition, respectively.
Assessment of general intelligence. The RAPM contains 48 multiplechoice items of abstract reasoning, in which participants are required to select the missing piece of a 3 ϫ 3 matrix from one of eight alternatives. Because the participants were highly homogenous, the number of correctly answered items was used as a measure of each individual's general intelligence.
Within-network and between-network FC analyses for the FN
Definition of the FN. A voxel that satisfied the following two criteria was considered a face-selective voxel (Kanwisher et al., 1997) . First, the face condition must be significantly higher than the baseline (i.e., fixation). Second, the face condition must be significantly higher than object condition. The first criterion ensures that a voxel is responsive to faces, and the second criterion ensures that the response of the voxel is selective to faces (i.e., responding more to faces than to nonface objects). Therefore, we combined the contrast of faces versus fixation and that of faces versus objects to define face-selective activation of each voxel in each individual participant, where the value of the conjunction activation was defined as the smaller Z value of the two contrasts. The conjunction activation of each participant (i.e., Z-statistic image) was then thresholded (Z Ͼ 2.3, p Ͻ 0.01, uncorrected) (Kawabata Duncan and Devlin, 2011; and binarized. The binarized images of all participants were then averaged to create a probabilistic activation map for face recognition, where the value in each voxel represents the percentage of participants Figure 1 . Example stimuli and trial types. A, In the old/new recognition task, participants studied a single image (either a face or a flower). They were then shown a series of individual images of the corresponding type and asked to indicate which of the images had been shown in the study segment. B, In the face-inversion task, participants performed a successive same-different matching task on upright and inverted faces.
who showed face-selective activation in the voxel. That is, a value of 0.2 of a voxel indicates that 20% of the participants showed significant faceselective activation in this voxel. Thus, the probabilistic activation map provides information regarding the interindividual variability of faceselective activation (Van Essen, 2002; Julian et al., 2012; Tahmasebi et al., 2012; Engell and McCarthy, 2013; . Finally, the FN was created by keeping only the voxels that showed a probability of activation Ͼ0.2 in the probabilistic activation map (see also Flöel et al., 2010; Engell and McCarthy, 2013) . Accordingly, the rest of the voxels in the gray matter of the brain (constrained by the MNI 25% structural atlas implemented in FSL) was defined as the NFN (i.e., not belonging to the FN).
Within-network and between-network FC. A GBC method, which is a recently developed analytical approach for neuroimaging data, was used to characterize the intrinsic WNC and BNC of each voxel within the FN (Cole et al., 2012) . The GBC of a voxel was generally defined as the averaged FC of that voxel to the rest of the voxels in the whole brain or a predefined mask. This method enables characterization of a specific region's full-range FC with voxelwise resolution, allowing us to comprehensively examine the role of each region's FC in face recognition. Specifically, the WNC of each voxel in the FN was computed as its voxelbased FC within the FN. That is, the FC of a FN voxel to the rest of the FN voxels was computed one by one, which were then averaged as the WNC of the FN voxel. In contrast, the BNC of each FN voxel was computed as its voxel-based FC to the NFN. That is, the FC of a FN voxel to all NFN voxels was computed one by one, which was then averaged to represent the BNC of the FN voxel. Next, participant-level FC maps were transformed to z-score maps using Fisher's z-transformation to yield normally distributed values (Cole et al., 2012; Gotts et al., 2013a) . As a result, two types of FC were estimated for each voxel and each participant. As we expected that the WNC would be stronger than the BNC, a paired twosample t test between the WNC and BNC was performed for each voxel within the FN.
FC-FRA correlation analyses. Based on the individual variability of the two FC measures and scores from the behavioral tests, correlation analyses were conducted to reveal the functionality of the WNC and BNC in relation to the individual differences in the FRA. Specifically, a Pearson's correlation between FC and FRA was conducted for each voxel with a GLM tool implemented in FSL, where FRA was set as an independent variable and FC as the dependent variable. Multiple-comparison correction was performed on the statistical map using the 3dClustSim program implemented in Analysis of Functional NeuroImages (http://afni.nimh. nih.gov). A threshold of cluster-level p Ͻ 0.05 and voxel-level p Ͻ 0.05 (cluster size Ͼ 100 voxels) was set based on Monte Carlo simulations in the FN mask.
As the FRA was calculated from the accuracy for recognizing faces regressing out the accuracy of recognizing flowers, we further explored whether the correlation largely resulted from a correlation between FC and performance in the face condition, but not from a correlation between FC and performance in the flower condition. First, significant clusters from the FC-FRA correlation analysis were identified as the ROI. Then, we correlated the mean FC value of these ROI with the accuracy of the face condition and flower condition, respectively. Finally, to validate this finding, Pearson's correlation was performed between mean FC values of the FC-FRA defined ROI and the accuracy of recognizing upright and inverted faces in the face-inversion task. In addition, ROI-based analyses after exploratory voxelwise analyses help control for Type I error by limiting the number of statistical tests to a few ROI (Poldrack, 2007) .
Participant exclusion
The quality control of the MRI data focused on the artifacts caused by head motion during the scanning. Participants whose head motion was Ͼ3.0°in rotation or 3.0 mm in translation throughout the fMRI scan were excluded from further analyses. For the rs-fMRI, two male participants who met this criterion were excluded, whereas no participant was excluded in the ts-fMRI. For the computer-based face tests, Tukey's outlier filter (Hoaglin et al., 1983 ) was used to identify outlier participants with an exceptionally low performance (3ϫ the interquartile range below the first quartile), or an exceptionally high performance (3ϫ the interquartile range above the third quartile). No participant was excluded with this method.
Results
To define the FN, we created a probabilistic map for face-selective activation in the brain. The probability for each voxel was calculated as the percentage of participants who showed face-selective activation in the conjunction contrasts of faces versus objects and faces versus fixation (Z Ͼ 2.3, uncorrected). A high probability indicated that the voxel had high likelihood to belong to the FN. Across the brain, the probability of a given voxel being significantly face-selective activated ranged from 0 to 0.713 (Fig. 2) . The FN was created by keeping only the voxels with a probability of activation Ͼ0.2. From these voxels, 14 clusters were identified, including the bilateral FFA, bilateral OFA, bilateral STS, bilateral AMG, bilateral superior frontal gyrus, bilateral medial frontal gyrus, right precentral gyrus, right IFG, right ATC, and bilateral VC (Fig. 2) . The regions in the FN were in agreement with the face-selective regions identified in previous studies on faces (Haxby et al., 2000; Kanwisher and Yovel, 2006; Gobbini and Haxby, 2007 After identifying the FN, we computed each voxel's WNC and BNC in the FN with the rs-fMRI data, where the WNC measured the voxelwise FC within the FN and the BNC measured the voxelwise FC between the FN and the NFN. As shown in Figure 3A , B, most of the voxels in the FN showed positive WNC and BNC. Further quantitative analysis showed that, among all of the faceselective regions, the OFA, FFA, STS, and VC had the largest WNC values (Figs. 3A, 4) . In addition, the WNC value of the rFFA, bilateral OFA, and VC was 1 SD higher than the mean WNC value of the FN, suggesting that they are hubs of the FN . On the other hand, the FFA, AMG, and VC had the largest BNC values (Figs. 3B, 4) .
Importantly, the WNC of most voxels in the FN was much larger compared with the BNC. A paired t test between the WNC and BNC across voxels in the FN revealed that 95.4% of voxels in the FN had a significantly larger WNC value than BNC value (t Ͼ 2.6, two-tailed p Ͻ 0.01, uncorrected; Fig. 3C ), indicating that voxels in the FN have stronger mutual connections than connections between the FN and NFN. A further inspection of the probabilistic activation map shown in Figure 2 and the difference map between the WNC and BNC values shown in Figure 3C implies that regions with lower probability of face activation (e.g., frontal regions) were less likely connected to other regions in the face network. To test this intuition, we computed the spatial correlation across the FN between the face-selective probabilistic activation map (Fig. 2) and the difference map between WNC and BNC values (Fig. 3C) , and found a strong correlation between these two maps (nonparametric Spearman r ϭ 0.40, p Ͻ 10 Ϫ5 ; Fig.  3D ), suggesting an intrinsic association between face-selective responses and the functional connectivity between faceselective regions (see also . Interestingly, a similar pattern was observed in the scene network (defined by the conjunction of the contrast between scenes and objects and that of scenes and fixation), where 94.8% of the voxels in the scene network had a significantly larger WNC value than BNC value (t Ͼ 2.6, two-tailed p Ͻ 0.01, uncorrected), and the scene-selective probabilistic activation map was significantly correlated with the difference map of the scene network between the WNC and BNC values (nonparametric Spearman r ϭ 0.49, p Ͻ 10 Ϫ5 ). Together, this pattern suggests that the FN is a relatively encapsulated network, which may result from a general organization principle of the brain that regions with similar functions are more likely to be connected together (see also Stevens et al., 2010 Stevens et al., , 2012 Stevens et al., , 2015 Zhu et al., 2011; Simmons and Martin, 2012; .
Having characterized the WNC and BNC of the FN, we investigated whether these measures can be read out for behavioral performance on face recognition. To do so, the participant's FRA was measured using the old/new recognition task. The descriptive statistics for the task are summarized in Table 2 . To examine whether the integration of the FN was related to FRA (face accuracy regressing out flower accuracy), we conducted a Pearson's correlation analysis between the WNC and FRA across all voxels in the FN. As shown in Figure 5A , a cluster in the right FFA (rFFA) showed a significantly positive WNC-FRA correlation (168 voxels, p Ͻ 0.05, corrected; r ϭ 0.17, p ϭ 0.004, MNI coordinates: 40, Ϫ48, Ϫ16), indicating that individuals with a stronger WNC (i.e., integration) in the rFFA performed better in recognizing previously presented faces. To examine the specificity of the WNC-FRA correlation, we performed an ROI-based analysis to ask whether the WNC-FRA correlation in the rFFA was specific to face recognition, not to flower recognition. We found that the WNC in the rFFA (defined by the WNC-FRA correlation) was positively correlated with the participants' accuracy of recognizing faces (r ϭ 0.14, p ϭ 0.01), but not with the accuracy of recognizing flowers (r ϭ Ϫ0.05, p ϭ 0.37). In addition, to examine the reliability of the correlation, the top 25% and bottom 25% of the participants based on their FRA were labeled as the high (N ϭ 73) and low (N ϭ 73) FRA groups, respectively. Consistent with the correlational results, the high FRA group (WNC ϭ 0.114) showed a stronger WNC value than the low FRA group (WNC ϭ 0.085) in the rFFA cluster (t (144) ϭ 2.88, p ϭ 0.005, Cohen's d ϭ 0.48). Finally, no association was found between the BNC and FRA in the rFFA (r ϭ 0.002, p ϭ 0.97), indicating the specific role of the rFFA in integrating the rest of the regions in the FN to facilitate face recognition.
Three control analyses were performed to ensure that the FC-FRA correlation in the rFFA was not caused by confounding factors, such as head motion, gender, and general intelligence. First, recent studies have shown that FC is largely affected by head motion (Power et al., 2012; Satterthwaite et al., 2012; Van Dijk et al., 2012; Kong et al., 2014) . To rule out this confounding factor, we reanalyzed the FC-FRA correlations controlling for head motion. Specifically, the mean displacement of each brain volume compared with the previous volume was calculated for each participant to measure the extent of her/his head motion (Van Dijk et al., 2012) . We found a similar result that the WNC in the rFFA was significantly correlated with FRA (r ϭ 0.17, p ϭ 0.004). In addition, spike-like head motion (Ͼ1 mm) was observed in 15 participants; therefore, we excluded these participants and recalculated the correlation, and we found that the rFFA WNC-FRA correlation remained significant (r ϭ 0.18, p ϭ 0.002). In short, the WNC-FRA correlation is unlikely an artifact from head motion. Second, previous studies have shown that females are better at face recognition than males (e.g., Rehnman and Herfitz, 2007; Zhu et al., 2011; Sommer et al., 2013) , which was also replicated in this study (FRA: t (292) ϭ 2.08, p ϭ 0.04, Cohen's d ϭ 0.25). To ensure that the linear relationship between the WNC and FRA was not from the group difference between the male and female participants, we recalculated the partial correlation between the WNC in the rFFA and FRA with gender being regressed out, and found that the association between the WNC in the rFFA and FRA remained unchanged (r ϭ 0.15, p ϭ 0.01). Third, to examine whether the association between FRA and FC was accounted for by individual differences in general intelligence, we measured the participants' general intelligence using the RAPM (Raven and Raven, 1998). We recalculated the partial correlation between the WNC in the rFFA and FRA, with RAPM scores being controlled for, and found that the correlation remained unchanged (r ϭ 0.17, p ϭ 0.003). Next, we examined whether the link between the FC and FRA was influenced by the preprocessing and analysis strategies. First, to rule out the possibility that our results depended on the choice of the threshold, we redefined the FN with four different thresholds (i.e., 0.1, 0.15, 0.25, and 0.3) and then recomputed the WNC-FRA correlation. We found that the results were replicated under all thresholds. That is, a cluster in the rFFA showed a positive WNC- To examine whether the correlation was mainly driven by the V1/V2, we removed the V1/V2 from the FN and recalculated the voxelwise FC-FRA association. Again, we replicated a positive correlation between the WNC in an rFFA cluster and FRA (52 voxels, uncorrected; r ϭ 0.15, p ϭ 0.01), suggesting that the V1/V2 did not significantly contribute to the correlation. Third, in light of debates on the effect of global signal in FC analyses (e.g., Fox et al., 2009; Saad et al., 2012; Gotts et al., 2013b) , we recomputed the WNC-behavioral correlation without the removal of global signal, and found a similar but weaker positive correlation between the WNC in an rFFA cluster and FRA (59 voxels, one-tailed p Ͻ 0.05, uncorrected; r ϭ 0.14, p ϭ 0.02).
We further examined whether the WNC in the rFFA can predict the participants' performance in recognizing upright versus inverted faces to (1) replicate the finding based on the old/new recognition task, and (2) confirm the specificity of the association because inverted faces share virtually all of the visual properties of upright faces yet are not processed as faces (Yin, 1969) . Further, this analysis helps extend the finding from face recognition to face perception because the face-inversion task relies on perceptual discrimination in a successive same-different matching task. Indeed, the accuracy of recognizing upright faces in the old/new Figure 3 . Global pattern of the WNC/BNC in the FN. The group-level (one sample t test) WNC map (A), group-level (one sample t test) BNC map (B), and the difference (paired two sample t test) between the two connectivity metrics across participants (C) are overlaid on cortical surface. C, A total of 95.4% of the voxels in the FN had significantly larger WNC than BNC (t Ͼ 2.6, two-tailed p Ͻ 0.01, uncorrected). D, Scatter plots showing the across-voxel correlation between the probability of the face-selective activation in Figure 2 and the t-statistical difference in C (nonparametric Spearman r ϭ 0.40, p Ͻ 10 Ϫ5 ).
face task was only moderately correlated with that of discriminating upright faces in the face-inversion task (r ϭ 0.32, p Ͻ 0.001). Consistent with the finding that was mainly relying on face memory condition, we found that the correlation between the WNC in the rFFA and the accuracy for discriminating upright faces was significant (r ϭ 0.14, p ϭ 0.01), whereas no significant correlation was found between the WNC in the rFFA and the accuracy for discriminating inverted faces (r ϭ 0.05, p ϭ 0.38). In short, the rFFA apparently integrates the rest of the regions in the FN for face recognition, but not for nonface recognition.
Having examined the behavioral relevance of the integration of the FN, we next investigated whether the segregation of the FN was related to face recognition ability as well. We found that the BNC in a cluster of the right OFA (rOFA) was negatively correlated with the FRA (200 voxels, p Ͻ 0.05, corrected; r ϭ Ϫ0.19, p ϭ 0.001; MNI coordinates: 36, Ϫ84, Ϫ14) (Fig. 5B) , indicating that individuals with a weaker BNC (i.e., segregation) in the rOFA were better at face recognition. This association was specific to face recognition indexed by the raw accuracy of the face condition (r ϭ Ϫ0.17, p ϭ 0.003), but not to flower recognition indexed by the raw accuracy of the flower condition (r ϭ 0.02, p ϭ 0.73). Similarly, the high FRA group (BNC ϭ 0.002) showed a weaker BNC value than the low FRA group (BNC ϭ 0.007) in the rOFA cluster (t (144) ϭ Ϫ3.26, p ϭ 0.001, Cohen's d ϭ 0.54). Finally, no association was found between the WNC in the rOFA and FRA (r ϭ 0.01, p ϭ 0.91), indicating the specific function of the rOFA in segregating the FN from the NFN to facilitate face recognition.
Similar control analyses were performed and showed that the BNC-FRA association in the rOFA was not caused by head motion (controlling for mean displacement: r ϭ Ϫ0.18, p ϭ 0.002; excluding participants with large spike-like head motion: r ϭ Ϫ0.18, p ϭ 0.002), gender (r ϭ Ϫ0.19, p ϭ 0.001), or general intelligence (r ϭ Ϫ0.18, p ϭ 0.002). In addition, the BNC-FRA correlation was also validated with the face-inversion task. That is, the BNC in the rOFA was significantly correlated with the discrimination of upright faces (r ϭ Ϫ0.12, p ϭ 0.04), but not with the discrimination of inverted faces (r ϭ Ϫ0.05, p ϭ 0.35). Furthermore, the BNC-FRA correlation in the rOFA was also replicated with different thresholds in defining FN (threshold 0.1: 548 voxels, r ϭ Ϫ0.18, p ϭ 0.002; threshold 0.15: 323 voxels, r ϭ Ϫ0.19, p ϭ 0.001; threshold 0.25: 108 voxels, r ϭ Ϫ0.18, p ϭ 0.002; threshold 0.3: 87 voxels, r ϭ Ϫ0.18, p ϭ 0.002; corrected p Ͻ 0.05 for all thresholds), suggesting that the correlation was independent of the choice of threshold. In addition, the removal of the V1/V2 from the FN did not significantly affect the BNC-FRA correlation in the rOFA (121 voxels, p Ͻ 0.05, corrected; r ϭ Ϫ0.18, p ϭ 0.002). Finally, without the removal of global signal, a similar but weaker BNC-FRA correlation was observed in an rOFA cluster (17 voxels, one-tailed p Ͻ 0.05, uncorrected; r ϭ Ϫ0.12, p ϭ 0.04).
In sum, we observed a double dissociation between the face-selective regions and FC metrics in recognizing faces, where the rFFA serves as a hub to integrate other face-selective Table 1 are shown in the bar plot. The t value indicates the paired t test statistic between WNC and BNC across participants for each peak. Error bars indicate SEM. SFG, Superior frontal gyrus; MFG, medial frontal gyrus; PCG, right precentral gyrus. 
Discussion
In the current study, we assessed the within-network integration and between-network segregation of the FN and then investigated their behavioral relevance in face recognition. First, we found that the majority of voxels in the FN had a stronger WNC than BNC, suggesting that the FN is a relatively encapsulated network. Then, we found that individuals with stronger WNC in the rFFA (i.e., integration) performed better in both face memory and face perception tasks, and those with a weaker BNC in the rOFA (i.e., segregation) were better at recognizing faces. Overall, our study provides the first empirical evidence demonstrating the behavioral relevance of the integration and segregation of the FN, and shows that the OFA and FFA play different roles in network organization for face recognition. Our finding of a stronger WNC than BNC in the FN is consistent with recent findings that the resting-state FC between the face-selective regions is larger than the FC between the faceselective and non-face-selective regions (Zhu et al., 2011; Stevens et al., 2015) . For example, the FC between two face-selective regions (i.e., the FFA and OFA) is larger than the FC between a face-selective and a scene-selective region (i.e., the parahippocampal place area or transverse occipital sulcus) (Zhu et al., 2011) . Moreover, studies investigating resting-state FC of other category-specific networks (e.g., animals, scenes, objects, bodies, and tools) also demonstrate similar privileged FC among brain regions with congruent category preferences (Stevens et al., 2010 (Stevens et al., , 2012 (Stevens et al., , 2015 Simmons and Martin, 2012; . For example, a tool-preferential region in the left medial fusiform gyrus shows stronger FC with other lateralized tool-preferential regions than with other category-related regions in the ventral occipitotemporal cortex (Stevens et al., 2015) . The finding of encapsulated face and scene network in our study, along with these studies, suggests a general organization principle of the brain that cortical regions for the same cognitive components are more strongly coupled than regions involved in different components (Di et al., 2013; Chan et al., 2014; Yeo et al., 2015) . Finally, given that the appropriate change of the WNC and BNC of brain networks with age is critical for normal maturation (Dosenbach et al., 2010; and healthy aging Chan et al., 2014) , a stronger WNC relative to BNC in the FN may be helpful for maintaining functional specialization of the FN and for enhancing the efficiency of facial information processing.
Importantly, the integration of the rFFA with other faceselective regions in the FN (i.e., stronger WNC) contributed to behavioral performance in face recognition, suggesting a hublike role of the FFA within the FN for face recognition (Fairhall and Ishai, 2007; Nestor et al., 2011) . This result is in line with previous studies showing that FC between the FFA and other face-selective regions (e.g., the OFA and perirhinal) contributes to behavioral performance in face recognition (Zhu et al., 2011; O'Neil et al., 2014) . Our study extended these findings obtained from measuring regional-wise FC between two face-selective regions by characterizing the full range FC of the FFA to the whole FN, thereby illustrating a hub-like role of the FFA in the FN for the first time. Therefore, our study provides direct evidence supporting the influential model on face recognition in which the FFA presumably plays a central role in face recognition, with the coordinated participation of more regions in the core and extended FN (Haxby et al., 2000; Calder and Young, 2005; Gobbini and Haxby, 2007) . Moreover, the behavioral relevance of the FC between the FFA and other coactivated regions implies the existence of an intrinsic and meaningful interaction among the coactivated face-selective regions, even in the absence of tasks. Because coactivation in a task likely leads to Hebbian strengthening of connections among coactivated neurons/regions (Hebb, 1949) , the strengthened FC between the FFA and other coactivated regions may be the remnant of their past coactivation history in recognizing faces (see also Fair et al., 2007 Fair et al., , 2008 Fair et al., , 2009 .
In contrast, the segregation of the rOFA from the NFN (i.e., weaker BNC) was associated with better face recognition, suggesting the pivotal role of the OFA in gating face and nonface information. This result is in line with previous studies that the first wave of neural activity differentiating faces from nonface objects occurs in the OFA (Liu et al., 2002; Pitcher et al., 2007 Pitcher et al., , 2009 . First, transcranial stimulation delivered at the rOFA at ϳ100 ms after stimulus onset impairs the discrimination of faces, but not of objects or bodies (Pitcher et al., 2007 (Pitcher et al., , 2009 ). Second, the first face-selective magnetoencephalography component peaks at a latency of 100 ms (M100), and the amplitude of the M100 correlates with the successful categorization of faces from nonface objects (Liu et al., 2002) . The temporal proximity of the transcranial stimulation to the M100 latency suggests that the M100 may originate from the OFA (Pitcher et al., 2011a) . Furthermore, the OFA adjusts its FC with other face-selective regions in the FN when the task switches between face and nonface recognition, suggesting the gating role of the OFA for the FN (Zhen et al., 2013) . Therefore, segregation between the FN and NFN may serve as a possible mechanism by which the OFA differentiates faces from nonface objects.
Together, our results shed light on how the hierarchical structure of the FN is implemented through the functional division of labor between the FFA and OFA via within-network integration and between-network segregation. Several lines of evidence support the hierarchical structure of the FN, with the OFA computing an early structural description of faces, whereas the FFA computing the subsequent invariant aspects of faces, such as facial identity (Haxby et al., 2000; Calder and Young, 2005; . First, the OFA is located posterior to the FFA, and the OFA response is more biased to contralateral stimuli than the FFA (Hemond et al., 2007) . Second, the OFA preferentially represents face parts (Pitcher et al., 2007; Harris and Aguirre, 2008; Liu et al., 2010) , whereas the FFA is involved in processing configural and holistic information of faces (Yovel and Kanwisher, 2004; Liu et al., 2010; Zhang et al., 2012; Zhang et al., 2015a) . Third, the OFA is sensitive to physical changes in a face, whereas the FFA is sensitive to changes in the identity of a face (Rotshtein et al., 2005) . Combined with the hierarchical structure of the FN, our study implies a two-stage model of face processing through the different roles of the OFA and FFA in network integration and segregation: in the first stage, the OFA likely segregates the FN from the NFN based on the detection of face parts; and in the second stage, the FFA may integrate facial information from multiple face-selective regions to holistically process faces. Future studies with more elaborate behavioral paradigms and taskrelated FC analyses are needed to test this speculation.
There are several unaddressed issues that are important topics for future research. First, the present study focused on the invariant facial aspect (i.e., facial identity); therefore, future studies are needed to investigate whether the processing of changeable face aspects also follows the principle of the integration and segregation of the FN. Specifically, does the face-selective STS play a hub-like role in recognizing facial expression by integrating other face-selective regions in the FN (Calder and Young, 2005; Pitcher et al., 2014; ? Second, our study proposes a two-stage model for the FN to process facial information. Future studies are invited to examine whether this model can be generalized to other brain networks. That is, do brain networks in general exhibit a similar hierarchical structure to accomplish their corresponding cognitive functions, with an early stage of segregating from nonrelated brain networks and a later stage of integrating within-network regions? Third, previous studies have shown increased specificity in both task activation and restingstate FC analyses with individual localization compared with group-level localization (e.g., Glezer and Riesenhuber, 2013; Laumann et al., 2015; Stevens et al., 2015) . Therefore, it is interesting to define the FN at individual level and then examine the relation between FNЈs connectivity pattern and behavioral performance in face recognition in future studies. Finally, although similar patterns were observed regardless of the removal of global signal or not, the functional division of labor between the OFA and FFA was more readily revealed when global signal was regressed out. This finding is in line with previous studies where the distinct connection patterns of the FFA and OFA to other brain regions (i.e., AMG, pSTS, and early VC) are only revealed with the removal of global signal (Roy et al., 2009; Kruschwitz et al., 2015) . One possible interpretation is that global signal regression may help pulling apart neighboring but functionally distinct brain regions (Fox et al., 2009; Roy et al., 2009; Shehzad et al., 2009; Kruschwitz et al., 2015) .
