We study the value distribution of the Riemann zeta function near the line Re s = 1/2. We find an asymptotic formula for the number of a-values in the rectangle 1/2 + h 1 /(log T ) θ ≤ Re s ≤ 1/2 + h 2 /(log T ) θ , T ≤ Im s ≤ 2T for fixed h 1 , h 2 > 0 and 0 < θ < 1/13. To prove it, we need an extension of the valid range of Lamzouri, Lester and Radziwiłł's recent results on the discrepancy between the distribution of ζ(s) and its random model. We also propose the secondary main term for the Selberg's central limit theorem by providing sharper estimates on the line Re s = 1/2 + 1/(log T ) θ .
Introduction
The study of the Riemann zeta function ζ(s) has been one of the central topics in analytic number theory. Along with its importance in prime number theorem, various aspects of this function has been studied. Some of these studies involve the general value distribution of zeta functions in the critical strip, which has its own interests.
Let a be a nonzero complex number. The solutions to ζ(s) = a, which we denote by ρ a = β a + iγ a , are called the a-values of ζ(s). We first introduce the some basic facts about them. By a general theorem of Dirichlet series, there is a A > 0 depending a such that there are no a-values of ζ(s) on Re s ≥ A. There is a number N 0 (a) > 0 such that there is an a-value of ζ(s) very close to s = −2n for each n ≥ N 0 (a) and there are at most finitely many other a-values in Re s ≤ 0. (See [3] or [9] .) Thus, the remaining a-values lie in a strip 0 < Re s < A. For these a-values we have
for a = 1 and
for a = 1.
Selberg observed various aspects of a-values of ζ(s).
For example, he showed that at least 1/2 of the nontrivial a-values of ζ(s) lie to the left of Re s = 1/2 assuming the Riemann hypothesis. He also conjectured that approximately 3/4 of the nontrivial a-values lie on the strip 0 < Re s < 1/2. He did not publish these ideas, however Tsang wrote them with proofs in his thesis [12, Chapter 1] . We refer [10] for the extension of this idea to a linear combination of L-functions and [3] for a simplicity of a-values.
We now focus on the a-values to the right of 1/2-line. For fixed 1/2 < σ 1 < σ 2 , Borchsenius and Jessen [1] proved that there exists a constant c(a, σ 1 , σ 2 ) such that N a (σ 1 , σ 2 ; T ) := σ 1 <βa<σ 2 0<γa<T
1 ∼ c(a, σ 1 , σ 2 )T
as T → ∞, where
for some real valued function g a with g a (u) > 0 for 1/2 < u ≤ 1. Recently, Lamzouri, Lester and Radziwiłł [7] reduced the size of the error in (1) and proved that N a (σ 1 , σ 2 ; T ) = c(a, σ 1 , σ 2 )T + O T log log T (log T ) σ 1 /2 holds for fixed 1/2 < σ 1 < σ 2 < 1 and T ≥ 3.
In this paper, we prove analog of the above estimates near the 1/2-line. 
=
T (log T ) θ 8π 3/2 √ θ √ log log T + O T (log T ) θ (log log T ) 3/4 . Corollary 1.2. Let 0 < θ < 1/13, 0 < h 1 < h 2 be fixed and T ≥ 3. Define σ i = 1/2 + h i /(log T ) θ for i = 1, 2. Then N a (σ 1 , σ 2 ; T ) = (h
It is known that by Littlewood's lemma (see (9.9.1) of [11] ) and a sharp estimation of the integral
would imply the above theorem. We will need two major steps to obtain this. Following Borchsenius and Jessen's framework [1] , we introduce the randomized Rieamnn zeta function
where X(p) is complex-valued independent and identically distributed random variables on the unit circle |z| = 1 assigned for each prime p, which converges almost surely for σ > 1/2. In the first step, we prove the discrepancy
is small for σ = σ T , where the supremum is taken over all rectangular regions in the complex plane with their sides parallel to real or imaginary axis. Bounding the discrepancy has been studied by various authors (e.g., [5] , [7] ). In particular, Lamzouri et al. [7, Theorem 1.1] showed that
holds for fixed σ > 1/2. Here, the implied constant grows as σ approaches 1/2. By the proofs in [7] with tracking the dependency of the error terms on |σ − 1/2|, one can deduce the following theorem, which extends Theorem 1.1 in [7] . Theorem 1.3. Let 0 < θ < 1/2 and 0 < η < (1 − θ)/4 be fixed, and T ≥ 3 be sufficiently large in terms of θ and η. Then for 1/2 + (log T ) −θ ≤ σ ≤ 3/4, we have
The second step is to find an asymptotic expansion of the joint characteristic function of the real and the imaginary parts of log ζ(σ, X). We have generalized the estimates in [12, section 4] about modified J-Bessel functions and proved the following theorem. Theorem 1.4. Let θ > 0 be fixed and σ T = 1/2 + 1/(log T ) θ . Let a < b and c < d be real numbers. Define
where
Then there exist polynomials g k (x, y) for 0 ≤ k ≤ 5 such that g 0 (x, y) = 1 and deg g k ≤ k, and for T ≥ 10
The above theorem and the discrepancy imply the following corollary. Corollary 1.5. Let 0 < θ < 1/2 be fixed and σ T = 1/2 + 1/(log T ) θ . Let a < b and c < d be real numbers. Define
Note that the first term (k = 0) in the above sum is nothing but It is interesting to compare this with Selberg's central limit theorem [10, Theorem 2] , which says that the distribution of log ζ(1/2 + it), T ≤ t ≤ 2T is Gaussian with mean 0 and variance ≈ log log T . More precisely, letκ
So Corollary 1.5 could suggest an asymptotic expansion of Selberg's theorem conjecturally. The remaining part of this paper consists of the proofs. Theorem 1.1 and Corollary 1.2 are proved in Section 4, Theorem 1.3 is proved in Section 2 and Theorem 1.4 is proved in Section 3.
The discrepancy bounds near the critical line
In this section we prove Theorem 1.3. Define two functions
for a Borel set B in C, then we see that
We first prove that the Fourier transforms
are close, expecting that this would imply D σ (T ) is small. For a fixed 1/2 < σ < 1, Lamzouri et al. [7] showed that for any A ≥ 1 there
holds for |u|, |v| ≤ b(log T ) σ . When σ approaches 1/2, we have a similar estimate for a shorter range as follows.
Theorem 2.1. Let 0 < θ < 1/2 and 0 < θ L < (1 − θ)/4 be fixed constants and let σ T = 1/2 + (log T ) −θ ≤ σ ≤ 3/4. Then there exists a δ > 0 such that for sufficiently large T , and for all |u|, |v| ≤ L := (log T ) θ L , we have
We postpone the proof of Theorem 2.1 to Section 2.1. Here, the valid range of u and v, or equivalently the size of L, is important because the wider valid range implies the smaller discrepancy bound. This is proved in the following proposition. Proposition 2.2. Let 0 < θ < 1/2 and 0 < θ L < (1 − θ)/4 be fixed constants and let σ T = 1/2 + (log T ) −θ ≤ σ ≤ 3/4. Define R T := {z ∈ C : |Re z| , |Im z| ≤ C 1 log log T } with a large fixed constant C 1 . Then for any rectangle R ⊆ R T whose sides are parallel to the axes, we have
Sketched proof. We may follow the flow of Section 6 of [7] , except we need to apply Theorem 2.1 instead of Theorem 2.1 of [7] and Lemma 2.6 instead of Lemma 6.3 of [7] . The latter change makes extra √ log log T in (6.10) of [7] and the corresponding integral for I T (L, s). However, by choosing θ L slightly smaller, we could delete the extra √ log log T .
The above proposition is almost equivalent to Theorem 1.3. To conclude the proof of Theorem 1.3, it is enough to show that
and
for any rectangles R whose sides are parallell to the axes. By Lemma 2.6 we can easily see that
for a sufficiently large C 1 and this proves (5) . Similarly, we have that
By Lemma 2.4 or (13), there is a δ > 0 and a set E ⊂ [T, 2T ] with |E| ≪ T e −(log T ) δ such that
By Lemma 2.6 there is a constant C > 0 such that
Given A > 0, we can choose large C 1 such that
Thus, given A > 0 there exists a constant C 1 > 0 such that
Hence (4) follows from (6) and (7). Therefore, we conclude the proof of Theorem 1.3.
Proof of Theorem 2.1
We list required lemmas to prove the theorem. We omit the proof if its cited proof remains valid without much change.
and let a p for each prime p be a complex number with |a p | ≤ 1. Then,
2T
T p≤Y
Additionally, for any positive integer k we have
Then there is an absolute constant C 2 > 0 such that for any σ > 1/2
Also for any k ≥ 1, we have
Proof. We divide R Y into three cases as k = 1, k = 2 and k ≥ 3. Then
By Lemma 2.4, we prove (8) . Similarly we can prove (9) . Taking Y → ∞ in (9), we see that (10) holds.
we have
We also have
without constraints.
Proof. By Lemma 2.5 we see that
and assume
Thus,
for some large C 4 > 0. 
under the condition that there exists a suitable parameter N satisfying
Proof. For simplicity, we put
By taking N ≥ 10A and using Stirling's formula, the error term is O(e −N ). Hence,
Next, we want to add the integrals of P n on the set E. By the Cauchy-Schwarz inequality, Lemmas 2.5-2.6, and the inequality
for n < N and for A satisfying the conditions in Lemma 2.6, thus we see that
If we choose A so that
By Lemma 2.7 we see that
and thus
. Finally, we want to add the tail of the above sum. By the inequalty
and Lemma 2.5, we see that
Now, we adjust the parameters in the proposition.
They hold if we assume θ L < (1 − θ 1 )/4 and let
. By Proposition 2.8 with these choices, we see that there is a constant 0 < δ < 1 and a set E ⊂ [T, 2T ] with
holds for any |z 1 |, |z 2 | ≤ (log T ) θ L . Let E 1 be the set of t ∈ [T, 2T ] for which the approximation of Lemma 2.3 fails. By Lemma 2.3 we see that
for all t ∈ [T, 2T ] \ E 1 and
provided that θ 1 < 1 − θ. Thus, assuming θ < θ 1 < 1 − θ, there is a 0 < δ < 1 such that
Hence, we only need the assumptions θ L < (1−θ 1 )/4 and θ < θ 1 < 1−θ for the discussion in this paragraph.
By (12) we have
for all |u|, |v| ≤ L = (log T ) θ L . By Lemma 4.1 in [7] we finally prove that
holds for all |u|, |v| ≤ L = (log T ) θ L with a smaller choice of δ > 0. This concludes the proof of Theorem 2.1.
Estimates on the randomized zeta function
We first present an asymptotic expansion of the density function for log ζ(σ, X).
Proposition 3.1. Let σ be a real number with 1/2 < σ ≤ 3/4.
1. There is a smooth density function F σ (x, y) such that for any region B
2. F σ (x, y) has an asymptotic series expansion
where c m,n (α) is a polynomial in α with c 0,0 (0) = π −1 and
Theorem 1.4 is an easy consequence of the above proposition. We shall prove Theorem 1.4 here.
Proof of Theorem 1.4. By Proposition 3.1 we see that
we find that
In particular, g 0 (x, y) = c 0,0,0 π = c 0,0 (0)π = 1.
The remaining part of the section is devoted to proving Proposition 3.1. We first want to understand the Fourier transform of the cumulative distribution function, or equivalently, certain complex moment of ζ(σ, X). Recall that
for real numbers u, v. It can be rewritten aŝ
Since X(p) are assumed to be independent, we havê
where J(u, v, w) = E [exp(−2iu Re log(1 − wX) − 2iv Im log(1 − wX)] (14) with z = u + iv and 0 < w < 1. Since − log(1 − wX) ≈ wX for w ≈ 0, we can see that J(u, v, w) ≈ J 0 (w |z|), where J 0 is the classical J-Bessel function. So we expect that J(u, v, w) and J 0 (w|z|) share similar properties. 
|J(u, v, w)|
Proof. The first inequality follows by (14). The second is an application of van der Corput method; one can find the proof in Theorem 12 of [6] .
Lemma 3.3. Let u, v, w be real numbers and 0 < w < 1. We put z = u + iv. Then we have a series expansion
for any z. Let 0 < r < 1, then there is a constant δ r > 0 such that for |w| ≤ r and |z| ≤ δ r , we have the series expansion
Moreover, the followings are true.
1. a 0,0 (w) = 1, a k,0 (w) = a 0,k (w) = 0 for k ≥ 1, and a k,l (w) = a l,k (w) > 0 for k, l ≥ 1.
b k,l (w) is real and
b 1,1 (w) = a 1,1 (w) = ∞ m=1 1 m 2 w 2m . 3. a k,l (w), b k,l (w) ≪ k,l w 2 max(k,l) for k, l ≥ 1..
4.
There is a constant C r so that for 0 < w ≤ r,
Proof. We find that a series expansion of J(u, v, w) in terms of z = u + iv andz is
It is easy to see that a 0,0 (w) = 1, a k,0 (w) = a 0,l (w) = 0 for k, l ≥ 1 and a 1,1 (w) = m≥1 w 2m /m 2 . By the symmetry to change X to X, we have that a k,l (w) = a l.k (w). We next plug in a power series expansion of − log(1 − wX) to see that
Thus a k,l (w) is real and positive for k, l ≥ 1 and a k,l (w) ≪ k,l w 2 max(k,l) . By the maximum modulus principle on − log(1 − w)/w, we find that for 0 < w ≤ r < 1
By (15),
for |w| ≤ r and |z| ≤ δ r := (2rC r ) −1 . Then we can find a series expansion as
and compare the coefficients, then we find that
In particular, we have b 1,1 (w) = a 1,1 (w). Since w 2 max(k,l) . We can deduce that
for (k, l) = (1, 1) and 0 < w ≤ r < 1.
We next find an asymptotic expansion of Φ rand (u, v).
Lemma 3.4. There exists an absolute constant δ > 0 such that for
Here,ã k,l (σ) for k, l ≥ 1 and 3 ≤ k + l ≤ 5 is a smooth function on σ ≥ 1/2 given byã
Proof. By Lemma 3.3 with r = 1/ √ 2, there is δ 0 > 0 such that
holds for z = u + iv with |z| ≤ δ 0 . Note that p b 1,1 (p −σ ) = ψ(σ). By Lemma 3.3 the terms in the exponent with k + l ≥ 6 contributes
assuming |z| ≤ (2Ce 2 ) −1 . Similarly, terms with 3 ≤ k + l ≤ 5 contributes
Thus we have for |z| ≤ δ := min(δ 0 , (2Ce 2 ) −1 )
Next we prove that Φ rand (u, v) decays rapidly.
Lemma 3.5. There are constants C > 0 such that
holds for 0 ≤ u 2 + v 2 ≤ exp log ψ(σ) and
Proof. Lemma 3.4 implies that the above inequality holds for u 2 +v 2 ≤ δ. Hence, we assume that u 2 + v 2 ≥ δ. Let Π 1 be the product of |J(πu, πv, p −σ )| for p 2σ ≤ π 2 (u 2 + v 2 )/4 and Π 2 be for p 2σ > (u 2 + v 2 )/4. By Lemma 3.3 we see that
, then by the prime number theorem we have
Thus
for some constant C > 0. Since Π 1 ≤ 1 by Lemma 3.2, we have the first bound of
(17) This implies the second bound. Now we prove Proposition 3.1. In Lemma 3.5, we showed that the Fourier transform of the measure Φ rand decays rapidly and thus Φ rand has the smooth density function F σ (x, y) (see [1] ) defined by
Let δ > 0 be the fixed constant to satisfy Lemma 3.4 and we put the polynomial part of (16)
Using estimates in Lemma 3.5, we have
for some constant C > 0. For u 2 + v 2 ≥ δ, we also note that for k, l ≤ 6
We apply the change of variablesũ = ψ(σ) (u + ix/πψ(σ)) andṽ = ψ(σ) (v + iy/πψ(σ)) and use the classical contour shift argument. Then the main integral becomes
We want to split the variablesũ,ṽ to x, y and write
is a polynomial. Then
is a polynomial. In particular,
This completes the proof of Proposition 3.1.
4 The a-values of ζ(s) near the 1/2-line
As mentioned in the introduction, we want to estimate the integral
Since ζ(s) has infinitely many a-values, the above integral have a lot of logarithmic singularities. One way to get around this difficulty is using high moments of log |ζ(σ + it) − a|. This can be easily derived from the proof of Proposition 2.5 in [7] by tracking the dependency on |σ − 1/2|, so we write the following lemma without its proof.
Lemma 4.1. Let a be a fixed complex number. There exists an absolute constant C > 0 such that for any real number k ≥ 1 we have
Now we estimate (18). Let A be a large fixed constant, L = (log T ) η with fixed 0 < η < (1 − θ)/4 and let
By (7) we see that
holds for a sufficiently large constant A > 0. By the Cauchy-Schwarz inequality and Lemma 4.1 with k = 1,
We next consider the integral on S 3 , which contains the logarithmic singularities of the integrand. By Theorem 1.3, we have
By Proposition 3.1 we see that
By Hölder's inequality and Lemma 4.1 with k = log log T ,
By Theorem 1.3 and the same method as in pp. 486-489 of [8] , we see that (cf. Theorem 2.4 and Section 8.1 of [7] )
We next apply Proposition 3.1 and deduce that R j log e x+iy − a dΦ rand (x, y)
Combining all these estimates we have
log e x+iy − a x m y n e −(x 2 +y 2 )/ψ T dxdy + O 1 log log T provided that η > 3θ. Such η exists only when 3θ < (1 − θ)/4. Thus we need to assume that θ < 1/13.
Next we estimate the integral on R 1 . Since log e x+iy − a = x + log 1 − ae
−kx−iky for x + iy ∈ R 1 , we see that
The main term of (19) is
for some c > 0 and for m, n ≤ 5. The error terms of (19) are
It is easy to see that
The y-integral above is
for some c > 0 and all k ≥ 1, 0 ≤ n ≤ 6. Hence,
Thus, we have
for some c > 0. Similarly, we can estimate the integral on R 2 and obtain that 
2T
T log |ζ(σ T + it) − a| dt
We can now estimate N a (σ T ; T, 2T ) and ready to prove Theorem 1.1. By Littlewood's lemma, we see that By the prime number theorem ψ(σ T (θ)) = θ log log T + O(1).
Therefore,
N a (σ T (θ); T, 2T ) ≥ T (log T ) θ 8π 3/2 √ θ √ log log T + O T (log T ) θ (log log T ) 3/4 .
To find an upper bound, we put θ 1 = θ + h and θ 2 = θ with the same h = (log log T ) −5/4 in (20), then
N a (w; T, 2T )dw ≥ (σ T (θ) − σ T (θ + h))N a (σ T (θ); T, 2T ).
Repeating the above process, we obtain N a (σ T (θ); T, 2T ) ≤ T (log T ) θ 8π 3/2 √ θ √ log log T + O T (log T ) θ (log log T ) 3/4 . Therefore, N a (σ T (θ); T, 2T ) = T (log T ) θ 8π 3/2 √ θ √ log log T + O T (log T ) θ (log log T ) 3/4 .
