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The direct detection of gravitational waves by the LIGO-Virgo collaboration has opened a new
window with which to measure cosmological parameters such as the Hubble constant H0, and also
probe general relativity on large scales. In this paper we present a new phenomenological approach,
together with its inferencial implementation, for measuring deviations from general relativity (GR)
on cosmological scales concurrently with a determination of H0. We consider gravitational waves
(GWs) propagating in an expanding homogeneous and isotropic background, but with a modified
friction term and dispersion relation relative to that of GR. We find that a single binary neutron star
GW detection will poorly constrain the GW friction term. However, a joint analysis including the
GW phase and GW-GRB detection delay could improve constraints on some GW dispersion relations
provided the delay is measured with millisecond precision. We also show that, for massive gravity,
by combining 100 binary neutron stars detections with observed electromagnetic counterparts and
hosting galaxy identification, we will be able to constrain the Hubble constant, the GW damping
term and the GW dispersion relation with 2%, 15% and 2 % accuracy, respectively. We emphasise
that these three parameters should be measured together in order avoid biases. Finally we apply
the method to GW170817, and demonstrate that for all the GW dispersions relations we consider,
including massive gravity, the GW must be emitted ∼ 1.74s before the Gamma-ray burst (GRB).
Furthermore, at the GW merger peak frequency, we show that the fractional difference between the
GW group velocity and c is <∼ 10−17.
I. INTRODUCTION
A fundamental building block of the Standard Cos-
mological model (ΛCDM) is Einstein’s theory of general
relativity (GR). When supplemented with the assump-
tion that on large scales the Universe is homogeneous
and isotropic (the Cosmological principle), together with
the introduction of dark energy — in the form of a cos-
mological constant Λ — and dark matter, it is an excel-
lent description of our observable universe, including its
accelerated expansion today [1]. However, many theoret-
ical questions remain open, most fundamental of which
is perhaps the nature of dark energy and dark matter
[2]. On the observational side, it is well known that the
measurements of the Hubble constant through the Cos-
mic Microwave Background (CMB) [3] and in the local
Universe with Standard Candles [4, 5] show a significant
statistical discrepancy [6]. One of the possible solutions
to these open problems is to consider that GR is modified
on cosmological scales. There exists numerous models of
modified gravity models which break different GR as-
sumptions [7], and in general in these models both scalar
and tensor perturbations evolve differently from those of
GR [8–10]. In this paper we focus on the tensor pertur-
bations, namely Gravitational Waves (GWs).
Modifying gravity on cosmological scales generally re-
sults in a GW dispersion relation, i.e. GWs do not prop-
agate at the speed of light; and also to a different GW
friction term relative to that of GR. The parameters en-
coding these deviations are often denoted by αM (for the
friction term) and αT (for the dispersion relation) [11].
For instance αM might arise from a running Planck mass,
while a non-zero αT can occur in the case of a massive
graviton [7]. GWs offers a unique opportunity to probe
these parameters on cosmological scales. In fact, from a
GW detection is possible to infer directly the luminos-
ity distance of the source [12–16] without the use of a
cosmological ladder, thus giving the possibility to inde-
pendently measure H0 with GWs[17, 18] even if an elec-
tromagnetic counterpart is not observed [19]. Moreover,
the GW phase can be studied to probe for the presence of
possible GW dispersion relations [20–26]. Finally, GWs
can be also detected together with a gamma-ray burst
(GRB), and any delay with respect to the GW can be
used for probing αT [27].
GWs have been used to measure H0 using the
GW170817 hosting galaxy identification [28] whereas for
binary black holes, galaxy surveys have been employed
[29, 30]. This type of study is indeed very promising
for measuring independently H0, in fact with hundreds
of GWs detection we will be able to measure H0 with
2% accuracy [31]. Recently, GWs have been used also
to constrain αM and αT (or their equivalent quantities)
independently of each other, often without considering
the cross-correlations with the Hubble constant H0 (in
the case of αT ) and never (to the best of our knowledge)
considering all of them at the same time. In [9, 11, 32, 33]
for instance, the authors present a methodology to mea-
sure jointly αM and H0 from the GW luminosity dis-
tance assuming that the redshift of the source is perfectly
known from the identification of the host galaxy, while in
[34, 35] the authors make use of the luminosity distance
of high redsfhit events to measure αT . In [9, 26, 32] a
more complete statistical analysis is presented using the
binary neutron star merger (BNS) GW170817 [36] for
cosntraining the number of spacetime dimensions and a
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2running Planck mass. Other works such as [20, 21] fo-
cus on αT and the GW dispersion relation [26] by fix-
ing the cosmological parameters, and in particular H0,
to the ones measured from CMB [3]. Others focus GW
dispersion relations given by particular gravity models
such as Horava gravity [37], scalar-tensor theories [38–
40] and Horndeski [41–44] or f(T/G) gravity [45, 46].
More recently there have been also some modelling ef-
fort for considering the effect of αT and αM together on
the GW waveform [47–50], however the cross-correlation
with Standard Cosmology are still not considered, the
gamma-ray burst emission not taken into account and to
the best of our knowledge without a complete inferencial
model.
In this paper we present a phenomenological method
able to combine GW data, together with its associated
GRB and hosting galaxy data to recover a joint estima-
tion of the Hubble constant H0 and the αM and αT pa-
rameters. We also apply our method to GW170817 and
extract joint constraints on these parameters as well as
the GW-GRB emission delay.
The paper is organized as follow. In Sec. II we discuss
the propagation equation for a GW traveling in modified
gravity theories. We then link the GR deviation param-
eters αM/T to three measurable quantities that we can
infer from a GW event and for which we are usually pro-
vided with posterior samples: the luminosity distance,
the GW phase evolution and the GW-GRB delay. In
Sec. III we discuss the level of accuracy needed on these
3 observables to constraint the parameters H0, αM , αT
using BNSs mergers observed with Advanced LIGO and
Virgo. In Sec. IV we introduce a Bayesian inferencial
method which is able to provide a joint estimation of
H0, αM , αT starting from the posteriors provided for the
3 observables and taking into account redshift uncertain-
ties. In Sec. V we validate our method with simulated
posterior samples, and we discuss the accuracy that we
can reach on αM , αT , H0 on combining O(100) BNSs de-
tections. We show that in order to not obtain a biased
measure, these parameters should always be considered
together. In Sec.VI we apply our method to the case
of GW170817 and explain its implications. Finally in
Sec. VII we draw our conclusions and the prospects for
this work.
II. PROPAGATION IN MODIFIED GRAVITY
We consider a flat Friedman-Lemaitre-Robertson-
Walker (FLRW) background space-time with line ele-
ment
ds2 = −c2dt2 + a2(t)d~x2 (1)
where a(t) is the scale factor and conformal time η is
defined by
η =
∫
dt
a(t)
. (2)
FIG. 1. Schematic figure showing a binary neutron star
merger at comoving distance rcom emitting a GW and a GRB.
The blue dots represent the two binary neutron stars. In mod-
ified gravity, GWs may propagate with a frequency dependent
speed, and arrive with a relative time delay with respect to the
electromagnetic counterpart. In this example, photons follow
a null-like geodesic identified by and angle of 45 deg on the
plot. Subluminal GWs follow a time-like geodesic identified
by an angle lower than 45 deg (angle defined counterclockwise
between r − η axes).
Though our focus is on modified gravity theories, we as-
sume that the background evolution of the scale factor
a(t) is as in standard ΛCDM cosmology, so that only the
dynamics of perturbations are modified relative to those
of general relativity (a standard approximation on the lit-
erature.) Here we focus on tensor perturbations, namely
gravitational waves. See for instance [51] for a discussion
of scalar perturbations.
Consider a source at a fixed comoving position rcom =
|~x|, which emits both a light (GRB) and a GW, see figure
1. Light rays travel along null geodesics and hence, as-
suming the observer being at the origin, c(ηEMd −ηEMs ) =
rcom, where η
EM
d (η
EM
s ) is the conformal time at which
EM waves are detected (emitted). Light rays are red-
shifted in the usual way by the cosmological expansion;
fEMs = (1 + z)f
EM
d , (3)
where
1 + z =
a(ηEMd )
a(ηEMs )
. (4)
As indicated in Fig. 1, in modified gravity models,
GWs can travel with (possibly frequency dependent)
speed cT 6= c and furthermore, as we discuss below, they
are generally subjected to a modified friction term rela-
tive to that of general relativity (see [50, 52–55] for some
reviews and examples). Indeed here, as in many other
papers in the literature, we only consider the effect of
the modified gravity on the propagation on the GW sig-
nal [20, 21, 48, 49]. That is, the wave GW signal emitted
3by the binary source is assumed to be given by the stan-
dard GR expression. Hence we also restrict our analysis
to the standard 2 degrees of freedom of GR1.
Our starting point is a modified dispersion relation of
the form [21]
c2gµνp
µpν = −Bα|cp|α. (5)
where, for GWs emitted at rcom and propagating radially
to the observer,
pµ = (E/c, h¯k/a2, 0, 0) (6)
with k the (constant) comoving wave number, and |p| =
(gijp
ipj)1/2 = h¯k/a2. Thus the dispersion relation (5) is
E2 = c2
h¯2k2
a2
+Bα
(
c
h¯|k|
a
)α
, (7)
which depends on the physical momentum pph = k/a.
When the coefficients Bα vanish, the dispersion relation
Eq. (5) reduces to the standard one of a massless particle
in general relativity ω ≡ E/h¯ = ck/a. For B0 6= 0,
Eq. (7) is the dispersion relation for the massive graviton
B0 = m
2
gc
4 (in [eV]2). Different theories give different
predictions for the (generally η-dependent) Bα, see [21]
for some examples. Here we aim to see what constraints
GW observations can put on the Bα without focusing on
any particular theory.
Let us rewrite Eq. (7) as
E2 ≡ h¯2ω2 = c2T (η, k/a)
h¯2k2
a2
(8)
where
c2T (η, k/a) ≡ c2
[
1 +Bα
(
c
h¯|k|
a
)α−2]
. (9)
Motivated by the very tight constraint on the speed of
of gravitational waves [26, 57], we will assume that GWs
are ultra-relativistic and that
|Bα|
(
c
h¯|k|
a
)α−2
 1. (10)
Then from Eq. (8) it follows that
ω ' c|k|/a, (11)
so that the frequency of the emitted GW fGWs is related
to that of the observed GW fGWd by the standard redshift
relationship, namely
a(td)f
GW
d ' a(ts)fGWs . (12)
1 In many modified gravity models there are more than 2 propa-
gating polarisations [56], which may possibly interact with each
other. Here do not consider this case but focus on the effect of a
modified propagation speed and friction term
Hence we can identify the the GW redshift with the usual
photon redshift z, see Eq. (4). With this approximation
k ≈ 1
c
ω(ηd)a(ηd) = 2pi
fd
c
(13)
since today a = 1. This allows us to write the phase
velocity in Eq. (9) in terms of the detected GW frequency
fd;
c2T (η, fd/a) = c
2
[
1 + αˆj
(
fd
a
)j]
, (14)
where we have defined
αˆj = Bj+2(2pih¯)
j (15)
with j = α − 2. Notice that the dimensions of [αj ] =
Hz−j . The radial propagation velocity of the waves is
given by
dr
dt
=
pr
pt
= c2
k
a
1
aω
=
vg
a
=
1
a
dr
dη
(16)
where the group velocity
vg ' c
[
1− αˆj
2
(
fd
a
)j]
, (17)
and we have used the approximation Eq. (10). For ex-
ample, for massive gravitons j = −2, and cT > c, but
the group velocity vg is smaller than c.
The dispersion relation in Eq. (8) can be obtained from
the wave equation2
χ′′(η, k) + k2c2T (η, k/a)
2χ(η, k) = 0 (18)
where ′ = d/dη and χ is the radial component of the
propagating wave. The GW perturbation h (we drop the
tensor indices for the moment) is related to χ through
(see e.g. [53])
χ = a˜h. (19)
Here a˜ is an effective scale factor that encodes additional
modifications to the GW friction term. We parameterize
it as
a˜′
a˜
≡ [1 + αM (η)]a
′
a
(20)
where αM (η) is a deviation factor that can parameterize
several theories such as scalar-tensor theories with a run-
ning Planck mass or theories with extra-dimensions. On
2 This assumes that a and Bα varies on a cosmological time scale,
which is much larger than any time-scale associated with the
GW. Or in terms frequency (and in natural units), 1/k 
rcom  H−10 .
4subhorizon scales (that is, on scales smaller than a˜′′/a˜
[55]), Eq. (18) can be obtained from
h′′ + 2[1 + αM (η)]
a′
a
h′ + k2c2T (η, k/a)h = 0, (21)
which is the wave equation of a GW propagating with a
modified dispersion relation in the FRLW universe. We
can solve it using the WKB approximation following [47,
49], and obtain [50]
h(η, k) = hGR(ηs, k)C(η, ηs, k). (22)
where hGR(ηs, k) is the solution in GR at the source at
comoving distance rcom , and C can be interpreted as the
transfer function from the source to the detector for each
GW mode k . In terms of conformal time and detected
GW frequency fd (recall from Eq. (13) that k ' 2pifd/c)
it is given by
C(η, ηs, k) =
[
cT (ηs, fd/a(ηs))
cT (η, fd/a(η))
]1/2
a˜(ηs)
a˜(η)
×
exp[2pii(fd/c)
∫ η
ηs
cT (η
′, fd/a)dη′]
≡ |C(η, ηs, fd)|eiΨ(η,ηs,fd). (23)
The modulus of C will contribute to the GW amplitude,
that is to a modification of the luminosity distance. Its
phase Ψ(η, ηs, fd) leads to time delays and phase shifts,
as we now discuss.
A. Observables
1. Luminosity distance
The first estimator that we define arises from the mod-
ulus of the transfer function. In GR, the amplitude of the
GW scales as the comoving distance of the source. From
Eq. (23), in modified gravity, the GW amplitude at the
detector is is now given by
dGW(ηd, fd) = rcom
a˜(ηd)
a˜(ηs)
[
cT (ηd, fd/a(ηd))
cT (ηs, fd/a(ηs))
]1/2
. (24)
Since the results on GW dispersion relations are very
tight |c − cT | < 10−15 [25, 26], and measured errors on
dGW are typically of at least a few percent, usually the
effect of cT on the distance is negligible. This is also
consistent with the assumption in Eq. (11). The term
a˜ encodes the deviations in the GW friction and from
Eq. (20), using redshift instead of conformal time, we
obtain
a˜(z) = a(z)exp
[
−
∫ z
0
αM (z)
1 + z
dz
]
, (25)
where we have assumed that a(0) = a˜(0) = 1. In terms of
the standard luminosity distance dEM(z) = rcom/a(ηs) =
rcom(1 + z), we find that the GW luminosity distance in
modified gravity is given by
dGW(z) = dEM(z)exp
[∫ z
0
αM (z)
1 + z
dz
]
. (26)
This equation is consistent with previous works [52–55],
which have shown the potential of the modified lumi-
nosity distance to be a good marker for testing possible
deviations from GR on cosmological scales.
We now deviate from these references and use Eq. (26)
to bound the parameter αM (z) such that the GW lu-
minosity distance is a monotonically increasing function
of the redshift. This condition is physically motivated,
since if it were not satisfied one would detect an infinite
number of GWs sources at higher redshifts. In order to
avoid this unphysical case, αM must satisfy
αM (z) ≥ − (1 + z)
E(z)
[∫ z
0
dz′
E(z)
]−1
− 1, (27)
where
E(z) =
√
ΩM (1 + z)3 + ΩΛ. (28)
Since the right hand side of Eq. (27) is negative it fol-
lows that any positive values of αM (corresponding to a
further GW), will satisfy this condition. Of course this
is not valid for negative values of αM (GW might ap-
pear closer.) Fig. 2 shows the allowed values for GW
friction parameter αM computed with Planck values of
ΩM = 0.308 [3] and ΩΛ = 1 − ΩM . Since at lower red-
shifts the αM contribution to the GW luminosity dis-
tance is small, this term is allowed to take very large
values. However at higher redshifts, αM must be con-
strained to smaller values in order to satisfy the condition
in Eq. (27).
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FIG. 2. The shaded area of on the plot shows the allowed
value for the parameter αM with respect to the redshift. Any
functional form of αM in the shaded area, will result in a
monothonically increasing GW luminosity distance.
2. Time delay
We now compute the time delay at the detector be-
tween two monochromatic GWs which were emitted at
5different times from the source at fixed comoving dis-
tance rcom, see Fig. 1. Consider a GW emitted at η
A
s
and received at ηAd , with detected frequency fd,A. From
Eq. (17) it follows that
rcom =
∫ ηAd
ηAs
c
[
1− 1
2
αˆj
f jd,A
aj
]
dη. (29)
Similarly for second GW labelled by B we have
rcom =
∫ ηBd
ηBs
c
[
1− 1
2
αˆj
f jd,B
aj
]
dη. (30)
Hence the conformal time delay at the detector between
the two GWs A and B is given by3
∆ηABd = ∆η
AB
s +
f jd,A − f jd,B
2
∫ ηAd
ηAs
αˆj(η)
(
1
a
)j
dη. (31)
To a good approximation the two GWs are emitted and
detected on timescales which are smaller than the cos-
mological timescale, and thus
∆tABd = (1 + zs)∆t
AB
s +
f jd,A − f jd,B
2
Tj (32)
where
Tj =
∫ zs
0
dz′αˆj(z)
(1 + z′)j
H0E(z′)
(33)
and zs is the fixed source redshift.
In GR αˆj = 0 = Tj and Eq. (32) reduces to the stan-
dard time dilation due to cosmological expansion. Al-
though time delays between different GW modes are not
usually measured (see below for a discussion of the mea-
sured GW phase), we can exploit Eq. (32) to obtain an-
other observable quantity, namely the GW-photon time
delay. To do so we set the non-GR delay contribution of
B to zero, so that the time delay between the GW its
associated electromagnetic counterpart (a GRB) is
∆tGW−EMd = (1 + zs)∆t
GW−EM
s +
f jR,d
2
Tj , (34)
where fR,d is understood to be the GW reference fre-
quency used to compute the time delay (For instance
for GW170817, fR,d was the merger frequency [27]) and
∆tGW−EMs is the prompt time delay of the GW and its
EM counterpart at the source.
3 We assume
∫ ηAd
ηAs
αˆj(η)/a
jdη ≈ ∫ ηBd
ηBs
αˆj(η)/a
jdη
3. GW phase shift
Usually at the detector we do not measure the delay
between different GW frequencies but rather the phase
of the GW ψ(fd). This is well approximated by [58–60]
ψ(fd) = 2pi
∫ fd
fR,d
(td − tR,d)df ′d + 2pifdtR,d − φR,d − pi/4,
(35)
where tR,d is the reference time at the detector at which
the GW had frequency fR,d. Substituting (t− tR,d) with
the time-delay term computed in Eq. (32), and integrat-
ing gives
ψ(fd) = ψGR(fd) + piTj f
j+1
d
j + 1
, when j 6= −1 (36)
ψ(fd) = ψGR(fd) + piTj ln fd, when j = −1, (37)
where
ψGR(fd) = 2pifdt
′
R,d−φ′R,d+2pi
∫ fd
fR,d
(1+zs)(ts−tR,s)df ′d.
(Here the primes take into account the redefinition of
the reference time and phase after the integration on the
non-GR delay term [21].) Note that Eq. (36) predicts a
constant phase shift for the non-GR model with j = 0.
This is normal since for j = 0 the GW group velocity in
Eq. (17) is frequency independent.
Usually ψGR(fd) is measured in terms of Post-
Newtonian (PN) coefficients βPNn , β
PN
n,ln
ψGR(fd) =
∑
n
ψn,GR(fd)
=
∑
n
[βPNn + β
PN
n,ln ln fd]f
(n−5)/3
d . (38)
These may be written in the form [61]
βPNn =
3
128ν
(piM)
n−5
3 gn(ν, S1, S2), (39)
where M = m1 + m2 is total mass of the binary in
seconds, ν = (m1m2)/M
2 is the symmetric mass ratio,
S1, S2 the reduced spins and gn(ν, S1, S2) are numerical
functions provided in [61]. By comparing the frequency
dependency of Eqs. (36) and (38), we therefore see that
a modified dispersion relation with power j will appear
as a GR PN parameter of order
n = 3j + 8. (40)
GW waveforms are known up to the PN orders
n=0,...,7 thus meaning we can probe dispersion re-
lations with eight different powers j given by j =
−8/3,−7/3, . . . ,−1/3 Amongst these cases is massive
gravity for which j = −2.
With current GW posteriors, there exists two method-
ologies for probing GW dispersion relations. The first
6one provides posteriors for GW dispersion relations which
are not directly linked to the PN parameters [21]. This
method fixes H0 to Planck’s cosmology [3] and use the
entire GW signal. The other one, is more agnostic and
provides posteriors on the fractional phase deviations in
the GW phase that would correspond to a given PN order
[62, 63] from the inspiral part of the merger. In this pa-
per, we start from the agnostic posterior samples on the
PN parameters in [62, 63], since we would like to analyse
GW dispersion relation connection to the PN coefficients
βPN.
ψ3j+8(fd)− ψ3j+8,GR(fd)
ψ3j+8,GR(fd)
= pi
Tj
βPN3j+8(j + 1)
,
when j 6= −1 (41)
ψ5(fd)− ψ5,GR(fd)
ψ5,GR(fd)
= pi
T−1
βPN5,ln
,
when j = −1. (42)
III. IMPACT OF GR DEVIATIONS ON THE
THREE OBSERVABLES
In this section we study the accuracy to which mea-
surements of our three observables — luminosity dis-
tance, time delay and phase shift — are required in or-
der to make constraints on deviations from GR. These
deviations are encoded in the αM and αˆj parameters;
these two parameters, together with the Hubble con-
stant H0 (which is a third parameter) will affect the
three GW related observables. From now on, in this
paper, we will use the 0th order Taylor’s expansion of
αM (z) ≈ αM (0), αˆj(z) ≈ αˆj(0) since we are looking at
events at very low redshift.
As a first step, in this section we discuss the possibility
of measuring αM and αˆj from the three observables in-
dependently when fixing H0. This will help us anticipate
the results on the inference for αM , αˆj and H0 which
we will show for our statistical method (introduced in
Sec. IV) applied to software simulated signals in Sec. V.
In the following we will assume a GW detection horizon
(this means that every GW emitted within this range is
detected with probability 1) of 333 Mpc and the values of
αM are limited through the condition given in Eq. (27).
The GW horizon we consider roughly corresponds to the
BNS range for a 3 detector network with same sensitivity
during the observing run 4 (O4) scenario [64].
A. Measuring αM from the GW luminosity distance
As seen from Eq. (26), the parameter αM appears in
the GW luminosity distance in Eq. (26). We define the
fractional change introduced by the parameter αM on the
GW luminosity distance as
d ≡ dGW − dEM
dEM
= exp
[∫ zs
0
αM (z)dz
′
1 + z′
]
− 1. (43)
In principle, in order to measure the contribution of αM ,
one would need an accuracy on the GW luminosity dis-
tance measurement of the same order of the deviation
introduced by the GR deviation parameter (assuming we
perfectly know H0 and the source redshift).
In Fig. 3, we show the absolute value of the GW
luminosity distance fractional change, d, for different
source redshifts and varying values of αM . In this
case study, we fix the value of the Hubble constant to
H0 = 70 km Mpc
−1s−1.
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FIG. 3. Absolute value of the fractional change (colorbar)
on the GW luminosity distance introduced by αM at dif-
ferent redshifts for a BNS detection during O4 observing
scenario. We assume a value for the Hubble constant of
H0 = 70 km Mpc
−1s−1. The hatched region corresponds to
BNS that cannot be detected since they are above the GW
horizon. The dotted region is excluded from Eq. (27)
.
We see that a precision on the GW luminosity distance
between 10% and 1 % is needed in order to constrain αM
between -5 and 5 for sources detected between redshifts
0.01 and 0.06. Unfortunately, this accuracy is not achiev-
able with current GW detections; indeed, most of the er-
ror budget for the luminosity distance inferred from GW
data comes from the well-known distance-binary inclina-
tion degeneracy[65, 66], and as a result, typical values of
the luminosity distance uncertainty are of the the order of
20%-40% [67] depending on the detected signal-to-noise
ratio. This means at the best we expect to constrain
the αM parameter between values of order of -20 and
20 for BNSs between redshift 0.02 and 0.04. For BNSs
detected at redshifts around 0.01 (like GW170817), the
constraint will be of the order of -40 and 40. This predic-
tion is consistent with the value of αM found in [9] from
GW170817. As we will also see later in Sec. V, a bet-
ter accuracy will be reached combining the results from
many GW detections.
B. Measuring αˆj from the GW phase and the GRB
delay
We again consider the O4 BNS observing scenario and
a value of H0 = 70 km Mpc
−1s−1. Furthermore, in this
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FIG. 4. Fractional deviation in the PN coefficients introduced by the GW dispersion parameter αˆj with respect to the source
redshift for a BNS O4 observing scenario. The Hubble constant has been fixed to H0 = 70 km Mpc
−1s−1. The hatched area
corresponds to sources above the O4 GW horizon for detectability, and in each case the range of the y-axis satisfies (45).
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FIG. 5. Time delay in seconds (colorbar) introduced by the GW dispersion parameter αˆj with respect to the source redshift for
a BNS O4 observing scenario. The Hubble constant has been fixed to H0 = 70 km Mpc
−1s−1. The hatched area corresponds
to sources above the O4 GW horizon for detectability, and in each case the range of the y-axis satisfies (45).
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FIG. 6. Ratio of the fractional changes introduced on the GW phase and GW time delay with a GW dispersion relation.
subsection, in order to gain intuition on the parameter
αˆj , we fix αM = 0.
Let us define the fractional phase shift change on the
GW phase introduced by αˆj by
ψ ≡ ψ3j+8(fd)− ψ3j+8,GR(fd)
ψ3j+8,GR(fd)
. (44)
(See Eqs. (41)-(42).) In addition, for this study, we con-
sider the additional constraint on the speed of gravity
set from GW170817 [27] and GRB170817A which can be
converted into a constraint on αˆj , i.e.∣∣∣∣ αˆj2 f jR,d
∣∣∣∣ < 10−15, (45)
where fR,d is the GW170817 merger frequency, which is
of the order of fs = 2000 Hz [68].
Fig. 4 shows the fractional phase shift introduced by
the αˆj for each dispersion relation (alongside the PN or-
der to which they contribute). In each case the range of
the y-axis satisfies (45), and one observes that the frac-
tional GW phaseshift introduced by αˆj varies over many
orders of magnitude. In particular, for the largest values
of αˆj allowed by (45), the fractional GW phaseshifts are
very large, of order 104. In general the measurements of
GW phaseshifts are more accurate [25], and hence one
expects the PN measurements to give better constraints
than the GW-GRB time delay. For instance in the case of
massive gravity (panel with j = −2 in Fig. 4), one can see
that a mass of the graviton of the order of 2·10−20 eV/c2,
emitted by a source at redshift ∼ 0.01, would modify the
corresponding PN coefficient of 104 times its GR value.
For GW170817, the constraint on the GR value of this
PN coefficient is of the order of 10% [26], which from
Figure 5 would lead to an upper limit on the mass of the
graviton of order a few times 10−22eV/c2.
We now consider the fractional deviation introduced
by the GW dispersion relation αˆj on the GW-EM time
delay in Eq. (34). We define the time delay introduced
by αˆj as
t ≡
f jR,d
2
Tj(z,H0, αˆj). (46)
The above quantity is measured in seconds since we have
chosen for this definition ∆tGW−EMs = 0. Figs. 5 shows
the values of t for the 8 dispersion relations correspond-
ing to the PN orders that we can study from the GW
phase. Note that almost all the dispersion relations pre-
dicts the same maximum value of t ∼ 100s. The reason
is that we are computing t from the maximum value
given in Eq. (45). As an example, consider the case of
massive gravity, given by the dispersion relation with
j = −2. From Fig. 5 we see that one would need a
massive graviton with mass of about 10−21 eV/c2 for a
GW170817 like-source (redshift ∼ 0.01) in order to ex-
plain the 1.74 second delay observed (assuming that the
GW and GRB were prompt at the same time). This limit
is higher than those set in [25], which make use of the
BBHs detections, and use the phase of study of the PN
orders of the GW phase. We conclude that, with the cur-
rent accuracy, the GW-EM time delay cannot constrain
massive gravity better than the GW phase study.
For each GW dispersion relation model, one can pre-
dict which observable — the GW phase or GW-GRB
delay — will best constrain the GW dispersion relation.
The ratio ψ/t (see Eqs. (44) and (46)) quantifies which
9of the two observables is more modified by the introduc-
tion of αˆj . Assuming that our GW waveform model is
well approximated by the PN expansion in Eq. (39) and
the reference GW frequency for computing the GRB time
delay is the last stable orbit fR,d = (6
3/2piM)−1, we ob-
tain
ψ
t
=
piTj
(j + 1)βPN3j+8
2
f jR,dTj
=
256ν6
3
2 j
3(j + 1)Mg3j+8(ν, S1, S2)
when j 6= −1 (47)
ψ
t
=
piT−1
βPN5,ln
2
f−1R,dT−1
=
256ν6−
3
2
3Mg5,ln(ν, S1, S2)
when j = −1 (48)
It is important to observe that in these ratios, all de-
pendence on the cosmological parameters has dropped
out, as has the dispersion relation parameter αˆj . Indeed
the ratios depends only on the source masses and spins.
In Fig. 6 we show ψ/t computed for several values of
the binary masses (with spins fixed to 0). As anticipated
in the previous paragraphs, for all the GW dispersion
relations the changes introduced by the GW phase are
order of magnitudes larger than those introduced in the
GW-GRB time delay. For instance, in the case of mas-
sive gravity(j = −2),as in the majority of the other dis-
persion relations, for a 1.4 − 1.4M, the GW phase is
modified ∼ 104 times more that the GW-EM time-delay.
This means that unless we are able to measure the GW-
GRB delay with precision 104 times better than the GW
phase, most of the information on the parameter αˆj will
come from the GW phase alone. However, if the GW-EM
time delay is constrained 104 times better than the GW
phase, then a more stringent upperlimits on the GW dis-
persion relation will come from the GW-GRB time delay.
For BNSs, the fractional deviation on the PN coefficients
with n = 4, 6 and 7 is currently measured with an ac-
curacy of 200-500% [26]. This means that, if we observe
a GW-GRB time delay of ∼ 1 s, we would need an ac-
curacy of the order of the millisecond to improve to the
constraint on the corresponding GW dispersion relations.
We will see how this prediction valid in Sec. V.
IV. A COMPLETE INFERENCIAL METHOD
In the previous section, in order to gain some intuition,
we fixed the value of the Hubble constant H0. However,
since one of our aims is to probe the Hubble constant
tension [6], we now consider H0 to be unknown.
Notice that the Hubble constant H0 appears in each
observable we have defined, see Eqs. (34), (26) and (41).
In particular, since H0 appears in the denominator of
each of these observables, it follows that decreasing the
value of H0 will result in a stronger phase shift and longer
GW-GRB delay (if αˆj 6= 0) and in a higher luminosity
distance for the GW. On the other hand, increasing H0,
will result in a smaller phase shift and shorter GW-GRB
time delay and in a lower luminosity distance for the GW.
It is then clear that the measurement of αM and αˆj will
correlate through our current uncertainties on H0. This
is indeed a crucial point. It means for instance that if
one fixes the value of H0 to a slightly different value, a
biased value of αM and αˆj will be recovered.
In this section we present a statistical method able to
take all these effects into account. Let us discuss which
are the statistical variables of the model. We assume a
FLRW background specified by some parameters Λ (in
the particular case we consider here Λ is simply the pa-
rameter H0), a deviation in the GW friction term αM and
dispersion relation encoded in αˆj . These are the popu-
lation parameters on which we would like have posterior
distributions. Furthermore, there are other parameters
which are intrinsic to each source but not measured or
provided as posteriors: in particular, the initial prompt-
delay between the GW and its EM counterpart ∆ts and
the merger frequency at the detector fd. These, together
with H0 and the source redshift
4 z will determine val-
ues for the three observables: the GW luminosity dis-
tance dGW, the GW-EM time delay ∆td and the GW
phase shift δψ. These observables are measured from
several observed datasets. The GW luminosity distance
and phase shift are measured from GW data xGW, the
redshift is observed from the hosting galaxy observations
xz and the GW-GRB time delay is observed from GRB
data xEM. Let us refer to these three datasets as ~x.
M j
z ts fd
dGW td
xGW
xz
xGRB
FIG. 7. The inferencial model. The arrows between the
nodes represent conditional probabilities between the vari-
ables, while the shaded nodes represent observed variables.
The inferencial method is represented in Fig. 7 and en-
codes all the conditional dependencies between our vari-
ables [69]. From the Bayesian network, it is immedi-
ate to see that if Λ and redshift are given (fixed to a
4 For the sake of notation, here z is the cosmological redshift ob-
tained after the correction for peculiar velocities
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value), then αM and αˆj are conditionally independent,
i.e. p(αM , αˆj |Λ, z) = p(αM |Λ, z)p(αˆj |Λ, z). This means
that if we are provided with a perfect knowledge of the
Hubble constant and the source redshift, then GW fric-
tion and dispersion can be measured independently from
each other. However, this is not true if we want to mea-
sure also the Hubble constant.
In our analysis we are interested in the likelihood of ob-
serving the three datasets xGW, xz and xEM given some
values of the FLRW background parameters and the de-
viation parameters αM and αˆj . We would like to sample
the posterior probability p(λ, αM , αˆj |~x). This is given by
p(Λ, αM , αˆj |~x) = p(Λ, αM , αˆj , ~x)
p(~x)
. (49)
Let us focus on the numerator in the above Eq., this can
be factorized following the Fig. 7:
p(~x,Λ, αM , αˆj) =
∫
p(αM )p(Λ)p(αˆj)p(∆ts)p(fd)p(z|Λ) ·
· p(dGW|αM ,Λ, z)p(δψ|αˆj ,Λ, z)p(∆td|αˆj ,Λ,∆ts, fd) ·
· p(xGW|dGW, δψ)p(xz|z)p(xEM|∆d)
In Eq. (50), the marginalization is carried out on all the
variables except for Λ, αM , αˆj . In Eq. (50), the terms
p(αM ), p(Λ), p(αˆj) represent the priors probabilities. The
terms p(∆ts), p(fd) are prior distributions. The prob-
ability p(z|Λ) is a prior probability for the source to
be located at a redshift z. We can chose for example
a uniform in comoving volume prior, which in the lo-
cal universe scales as p(z|H0) ∝ z2/H30 . The probabili-
ties p(dGW|αM ,Λ, z), p(δψ|αˆj ,Λ, z), p(∆td|αˆj ,Λ,∆ts, fd)
represents the probability of having a value for one of
the three observables given some values for the FLRW
background parameters and GR deviation parameters.
We assume these probabilities to be given by Dirac delta
functions, since the observables can be computed deter-
ministically from the relations that we have defined in
Sec. II.
With the above considerations Eq. (50) reduces to
p(~x,Λ, αM , αˆj) = p(αM )p(Λ)p(αˆj)
∫
p(∆ts)p(fd)p(z|Λ) ·
· p(xGW|dGW(αM ,Λ, z), δψ(αˆj ,Λ, z))p(xz|z) ·
· p(xEM|∆td(αˆj ,Λ,∆ts, fd, z))dzdfdd∆ts (50)
The remaining terms in Eq. (50) are the likelihoods,
which are computed from the different datasets. Often
we will not have access to the likelihood values but to
the posterior distributions. For instance, we will have
access to the joint posterior for the GW luminosity dis-
tance and PN parameters. The posteriors can be used in
our method using the Bayes theorem
p(xGW|dGW, δψ) = p(dGW, δψ|xGW)p(xGW)
pi(dGW, δψ)
, (51)
where pi(·) is the prior used to generate the poste-
rior samples. Therefore, we can compute the posterior
p(Λ, αM , αˆj |~x) using Eq. (51) and the Bayes theorem as
p(~x,Λ, αM , αˆj) = p(αM )p(Λ)p(αˆj)
∫
p(∆ts)p(fd)p(z|Λ) ·
· p(~x)p(dGW(αM ,Λ,z),δψ(αˆj ,Λ,z)|xGW)pi(dGW(αM ,Λ,z),δψ(αˆj ,Λ,z))
p(z|xz)
pi(z) ·
· p(∆td(αˆj ,Λ,∆ts,fd,z)|xEM)pi(∆td(αˆj ,Λ,∆ts,fd,z)) dzdfdd∆ts. (52)
Finally, we can plug the joint probability in Eq. (52) in
Eq. (49) to obtain
p(Λ, αM , αˆj |~x) = p(αM )p(Λ)p(αˆj)
∫
p(∆ts)p(fd)p(z|Λ) ·
· p(dGW(αM ,Λ,z),δψ(αˆj ,Λ,z)|xGW)pi(dGW(αM ,Λ,z),δψ(αˆj ,Λ,z))
p(z|xz)
pi(z) ·
· p(∆td(αˆj ,Λ,∆ts,fd,z)|xEM)pi(∆td(αˆj ,Λ,∆ts,fd,z)) dzdfdd∆ts. (53)
The posterior distribution in Eq. (52) does not consider
yet selection effects [70, 71], which takes into account that
for some values of Λ, αM , αˆj some binaries are more prob-
able to be detected. When combining multiple sources
for inferring the population parameters Λ, αM , αˆj this is
a crucial term to include in order to recover a measure
which is unbiased by the selection bias. Selection effects
can be included dividing Eq. (53) by the selection prob-
ability
β(Λ, αM , αˆj) =
∫
PGWdet (z,Λ, αM , αˆj)P
z
det(z)p(z|Λ)
PGRBdet (z,Λ, αˆj , fd,∆ts)p(fd)p(∆ts)dzdfdd∆ts. (54)
In the above Eq., PGRB−GW−zdet are the detection prob-
abilities of the different datasets given the parameters
of the binary. It is usually assumed that the detection
probabilities will be dominated by the GW detection
probability[31] as it will go to zero faster with respect
to the other detection probabilities. In principle the GW
detection probability will also depend on the phase shift
of the GW, but at small redshift and small values of αˆj it
is usually assumed that the GWs modified by a non-GR
dispersion relation can be always detected [20].
V. SIMULATIONS
In this section we implement the statistical frame-
work discussed previously showing its statistical prop-
erties with software injections. Let us consider a Uni-
verse with H0 = 70 km Mpc
−1s−1, αM = 5 and αˆ−2 =
9.23 ·10−14Hz2 (which corresponds to a massive graviton
of mg = 2 · 10−22eV/c2). We simulate 100 BNSs mergers
in a Universe with a uniform in comoving volume redshift
prior
p(z|H0) ∝ 1
E(z)H30
[∫ z
0
dz′
E(z′)
]2
. (55)
We consider that GWs with a luminosity distance < 100
Mpc are always detected. This choice is motivated from a
GW170817-like scenario, with SNR of 33 at 40 Mpc that
would correspond to an SNR of 12 at 100 Mpc. Note that
this assumption is only used to decide if a GW event is
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detected, and it is used to evaluate the selection effect in
Eq. (54). We also assume that for each event we per-
fectly know the sky-location, the redshift and the merger
frequency (which we fix for each event to 2000 Hz). We
assume that the emission delay between GW-GRB, ∆ts,
is generated uniformly between 0 and -10 seconds, fol-
lowing the model assumptions in [27].
For each BNS event we generate the recovered poste-
rior samples for the GW luminosity distance, phase shift
and GW-GRB delay using the following assumptions. We
assume the posterior p(δψ, dGW|xGW) as a multi-variate
gaussian distribution centered around the signal values.
Following [31], the standard deviation of the luminosity
distance is assumed to be
σd = (1.8/ρ)dGW, (56)
of the injected distance value. Regarding the phase shift,
we assume a standard deviation of the 10% its injected
value[26]. For the detected GW-GRB time delay we as-
sume an uncertainty of 0.05s on its injected value. The
choice of these accuracies will enter the numerator of
Eq. (52) and drive the uncertainties on the population
parameters.
Let us first show that when we fix the value of H0, the
two GR deviation parameters αM and αˆj are independent
each other, as predicted by the statistical framework. As
an example, we show the posterior samples of a single
BNS at redshift z = 0.010, in our simulated Universe
this event have a luminosity distance of dGW = 48 Mpc
and SNR of ρ = 27.5.
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FIG. 8. Marginal and joint posterior distributions for
αM , αˆ−2 for a software injection with SNR 27 in modified
cosmology.
By fixing H0 to the injected value, we obtain αM =
−8.20+6.10−6.84e,αˆ−2 = 9.68+2.40−2.77 · 10−14Hz2 (median with
68% confidence level). Fig. 8 shows the joint and
marginal posterior distributions for αM and αˆ−2. The
two deviation parameters for GR are not crosscorrelated.
This is due to the fact that the value of H0 is fixed.
The previous statement, however, it is not true if we
considerH0 unknown, and especially if we perform a pop-
ulation analysis. In Fig. 9 we show the combined results
on H0, αM and α−2 for the 100 simulated signals. It is
possible to see that the posterior distributions reached
the gaussian convergence, as expected when combining a
large number of events. However, it is important to note
that even though the posterior has reached gaussian con-
vergence, the cosmological parameters are still correlated
and the final distribution on H0, αM and αj is indeed a
multivariate gaussian distribution with non diagonal co-
variance matrix. It is possible to observe that αM and
αˆj are positive correlated due to the presence of H0.
The recovered values are H0 = 71.0
+1.6
−1.4 km Mpc
−1s−1
αM = 6.22
+1.16
−1.08 and αˆ−2 = 9.33
+0.25
−0.25 · 10−14Hz2, which
corresponds to and accuracy of 2 %, 15% and 2 %. In
other words, any observation aiming at constraining αM
and αˆj to a level of 15% and 2 % should also take into
account a varying H0 if our lack of knowledge on this
parameter is higher than the 2%. Currently, the tension
on the Hubble constant is of the order of 6% between
the CMB and local universe observations. Therefore, we
cannot reach a 15% and 2% accuracy on αM nor αˆj by
fixing H0 to the CMB or local Universe value.
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FIG. 9. Marginal and joint posterior distributions 100 BNS
detection in a modified Universe with parameters H0 =
70 km Mpc−1s−1, αM = 5 and αˆ−2 = 9.23 · 10−14Hz2.
VI. APPLICATION TO GW170817
We now apply our framework to the case of GW170817
and its EM counterpart. In this section we present our
results for this event, and their implications for cosmol-
ogy and modified theories of gravity.
Using the statistical described in Sec.IV, we calculate
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the joint posterior on H0, αM , αˆj and ∆ts, given the
observations of GW170817 together with its associated
Gamma-ray Burst and hosting galaxy NGC4993. On de-
noting the LVC data by xGW, the GRB data by xEM
and the redshift by xz, and the combined measurements
provided by these 3 datasets by ~x, the posterior can be
written using Eq. (53). It is given by
p(H0, αM , αˆj ,∆ts|~x) = p(αM )p(H0)p(αˆj)p(∆ts)
β(H0, αM )∫
dzdfR,d p(z|H0)p(fR,d)×
×p(dGW, δψ|xGW)
pi(dGW, δψ)
p(z|xz)
pi(z)
p(∆td|xEM)
pi(∆td)
(57)
where, as above, the functions pi(·) are the priors used by
the independent measurements to generate the posterior
distributions. For LVC data, posteriors are generated
with a uniform prior on the PN deviations and a d2GW
prior on the GW luminosity distance. For NGC4993 and
the GW-GRB time delay, we assume that the posterior
values are originally generated with a uniform prior. The
selection effect is calculated using a Monte Carlo study
with LIGO and Virgo sensitivity curves at the epoch of
GW170817, more details are given in Appendix A. We
sample from the joint posterior distribution in Eq. 57 us-
ing a Monte Carlo Markov chain algorithm which details
are given in Appendix B.
A. Priors and data used
For the merger frequency fd, we assume a uniform
prior distribution between 2200 Hz and 3500 Hz, which
are the minimum and maximum values found with dif-
ferent GW waveform models [68]. As in the analysis
analysis in [27], for the GW-GRB emission delay, we use
a uniform prior p(∆ts) between [−10, 0]s (we allow the
GRB emitted up to 10 s after the GW at the source).
For αˆj we use a uniform prior in [αˆj,min, αˆj,max], where
these two boundaries are computed from the condition
|αˆjf jR,d,min| < 10−15 with fR,d,min = 2200 Hz. This
condition is set to satisfy the model independent con-
straints on the GW speed in [27] (also computed allow-
ing the GRB to be emitted 10 seconds after the GW).
For the Hubble constant we use a flat in log prior be-
tween [40, 110] km Mpc−1s−1 and for the parameter αM
a uniform prior between [−10, 90]. The lower limit of the
αM prior has been chosen such that dGW is a monoton-
ically increasing function up to redshift z = 0.2 follow-
ing Eq. (27), which clearly includes the redshift observed
for GW170817. The prior p(z|H0) for the cosmological
redshift given the Hubble constant value is uniform in
comoving volume.
When assuming no GW dispersion relation (αˆj = 0),
we compute p(dGW|xGW) using the “high-spin” poste-
rior for dGW provided by the LVC
5 [68] and generated
by fixing the sky position to that of NGC4993 and using
the GW waveform generator PhenomPNRT [72]. When
we consider αˆj 6= 0, we use the joint posterior sam-
ples6 on the GW luminosity distance and phase shift
p(dGW, δψ|xGW) from [26]. These are also generated
using the PhenomPNRT [73]. For p(∆td|xEM) we as-
sume a Gaussian posterior with mean −1.74s (the GW
arrives earlier than the GRB) and standard deviation
0.05s [27]. For the posterior on NGC4993 redshift, we
assume a bivariate gaussian distribution centered at the
observed redshift value of zˆobs = 0.011 and peculiar mo-
tion redshift zˆpec = 0.001 ·10−3 with standard deviations
of 2 · 10−4 and 5 · 10−4 respectively [74].
B. Results
We now discuss our measurements of H0, αM αj and
∆ts as well as their physical meaning. First, however,
before presenting our general results we carry out two
checks: namely we show that our framework reproduces
the results on H0 and αM inferred from GW170817 in
previous works.
As a first check, we fix αM = αˆj = 0 (namely General
Relativity is assumed to be the correct theory of grav-
ity). We run over H0 and obtain a value for the Hubble
constant of H0 = 74
+14
−7 km Mpc
−1s−1, which is consis-
tent with the value of [28, 68]. Moreover, we obtain a
GW-GRB emission delay of ∆ts = −1.72+0.05−0.05s, i.e. the
GW-GRB observed delay is due to an initial one pro-
cessed by the cosmological expansion. This is expected
has no extra delay mechanisms are added by αˆj .
In the second test case we consider a running of
H0 − αM , a situation already analysed in [9], though
using a different parametrization7 of αM . The results
we obtain, see Fig. 10, are in agreement with [9] given
the different prior choices. Note that from Eq. (26)
(giving the luminosity distance), the two parameters
αM and H0 are degenerate. Hence with a single GW
event, one can only provide constraints on one of the
parameters, given a prior range on the other parame-
ter. Returning to the unique event GW170817, the con-
straints on αM are computed given a chosen H0 prior
of [40, 110] km Mpc−1s−1, and we find αM can be con-
strained < 46 at 95% CL. Similarly, we can identify a
lower bound for H0 > 63 km Mpc
−1s−1 at 95% CL, given
by the fact that we are setting a theoretical cut-off on
αM > −10 in our prior motivated by the condition that
dGW(z) must be an increasing function of redshift. Also
in this case, having no additional delay mechanism other
5 https://dcc.ligo.org/LIGO-P1800061/public
6 https://dcc.ligo.org/LIGO-P1800059-v8/public
7 In [9] the GW friction is parameterized with a redshift inde-
pendent parameter cM which can be related to αM through
cM = 2αM .
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TABLE I. Median and 1σ confidence intervals for H0, αˆj (3rd, 4th and 5th columns) for Scenarios I-II. For H0 and αM in
Scenario II we report the 95% CL lower and upper bounds (due to their degeneracy described in the text). First and Second
column: vg scaling and correspondent PN for the GW dispersion relations. Correlations between variables are reported in the
6th, 7th, 8th columns.
vg PN H0[ km Mpc
−1s−1] αˆj [eV−jc2j ] αM CH0−αˆj CH0−αM Cαˆj−αM
I-II I-II I II I II II I II II II
f
−8/3
d 0 75
+15
−9 > 63 −8.5+6.7−6.6 · 10−52 −9.9+7.6−8.9 · 10−52 < 54 0.11 −0.07 0.64 −0.31
f
−7/3
d 1 75
+14
−8 > 64 6.7
+9.1
−7.4 · 10−49 7.8+10.8−8.4 · 10−49 < 50 0.09 0.15 0.72 0.15
f−2d 2 75
+15
−8 > 64 1.8
+2.5
−1.9 · 10−44 2.0+3.0−2.2 · 10−44 < 48 0.03 0.08 0.73 0.08
f
−5/3
d 3 75
+14
−8 > 64 3.6
+7.2
−6.7 · 10−40 4.7+7.9−7.2 · 10−40 < 48 0.05 0.11 0.71 0.12
f
−4/3
d 4 76
+14
−9 > 66 −1.9+1.5−2.0 · 10−35 −2.1+1.8−2.5 · 10−35 < 48 −0.17 −0.11 0.68 −0.08
f−1d 5l 77
+15
−9 > 66 −3.2+2.5−2.9 · 10−31 −3.8+2.9−3.5 · 10−31 < 48 −0.10 −0.19 0.70 −0.18
f
−2/3
d 6 76
+15
−9 > 67 3.7
+11.9
−4.8 · 10−28 4.4+13.4−6.0 · 10−28 < 48 0.10 0.08 0.66 0.03
f
−1/3
d 7 76
+15
−9 > 65 −2.5+1.8−2.8 · 10−22 −2.8+2.0−3.1 · 10−22 < 48 −0.18 −0.19 0.67 −0.11
60 75 90 10
5
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FIG. 10. Joint and marginalized probability density function
for H0 and αM assuming αˆj = 0 (no friction term).
than the cosmological expansion for the GW, also in this
case, we obtain ∆ts = −1.72+0.05−0.05s.
We now apply our analysis to two Scenarios which are
considered in this paper for the first time. In Scenario I
we consider several GW dispersion relations jointly with
H0 but fixing αM = 0, while in Scenario II we infer all
the parameters (and allow also αM to vary).
1. Scenario I: H0 − αˆj
For Scenario I, we find that the results on theH0 deter-
mination are mostly independent of the GW dispersion
relation, see Tab. I. This means that H0 is mostly con-
strained through the GW luminosity distance and not the
GW-GRB observation delay or GW phase. Note that we
considered both positive and negative values of αˆj in the
posterior distributions, and thus include both sub- and
super-luminal GW propagation. Indeed, here we take a
purely phenomenological approach in order to fully ex-
ploit the information encoded in data. It is important to
observe that these combined observations also allow us
to put constraints on the GW- GRB emission delay for
several GW dispersion relations considered in this paper
(see Fig. 11).
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FIG. 11. Posterior distributions for ∆tMGd (GW-GRB obser-
vation delay) and vg/c−1, both evaluated at fR,d. Red/green:
scenario I. Blue/orange: scenario II.
As it can be seen, the contribution to the observation
delay due to modification of gravity (∆tMGd = f
j
R,dTj/2
in Eq. (34)) is always negligible if compared to the cur-
rent uncertainty on the observed time delay (0.05 s). As
a consequence, for all the GW frequency dependent dis-
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persion relations, the emission delay posterior converges
to a value of ∆ts = −1.72+0.05−0.05s, and hence is consistent
with the measured GW-GRB observation delay rescaled
by a source redshift of ∼ 0.01. It follows that the GW
phase, i.e. the deviation from the waveform PN parame-
ters is setting a very tight constraint on the GW speed
vg(fR,d) at the merger frequency with respect to the one
set in [27] by the GW-GRB observation delay which con-
siders a frequency independent GW dispersion relation
(j = 0). Indeed, from a theoretical point of view one can
not compare directly the results on the speed of grav-
ity in this paper with the ones from [27] as we would
be comparing frequency independent dispersion relations
with a frequency dependent one. However, from the re-
sults in this paper, one can conclude that for the fre-
quency dependent dispersion relations that we can study
with GW170817, only a negligible fraction of the GW-
GRB observed time delay can be due to modified grav-
ity. Fig. 11 also shows the posteriors for scenarios I-II
obtained for the GW group velocity discrepancy from c.
2. Scenario II: H0 − αM − αˆj
Finally, we consider the most general case with all the
parameters, namely scenario II. Due to the introduction
of αM , the error budget for the dispersion relations are
∼ 20% worse than the previous case (see Tab. I). The
marginalization on αM is contributing to the error bud-
get of αˆj . In other words, for this kind of measurement,
the GW friction and the GW dispersion relation are cor-
related with each other. Indeed, correlations among the
parameters that we want to infer play a crucial role for
obtaining a bias-free measurement as we have seen in
Sec. V.
In Tab. I we also report the correlations observed be-
tween the pairs H0, αM and αˆj . We define the correla-
tion as C = cov(X,Y)/√var(X)var(Y), where “cov” and
“var” are the covariance and variance operators. In gen-
eral for the pair (H0, αM ) we observe a strong correlation.
Indeed, we can obtain the same value of the posterior by
increasing αM and increasing H0 or viceversa. This is
consistent with the strong degeneracy of these two pa-
rameters in Eq. (26) for low redshift events. Concerning
the pair (H0, αˆj), for almost all the dispersion relations,
we observe weak correlation. This is mostly due to the
fact that H0 is being constrained from the GW luminos-
ity distance together with αM . Regarding the (αM , αˆj)
correlation, this is not as significant as that of (H0, αM )
but it is not completely negligible. Indeed, when com-
bining several events like GW170817 including the in-
crease of the detector sensitivity, these correlations will
become more and more important for the determination
of H0, αM , αˆj as we have shown in Sec.V.
C. Implications
Here we comment how the results of GW170817 can be
understood in terms of different theories which modify
gravity in late-time universe. The following results are
computed for Scenario II and hence refer to the general
case in which we also allow a GW dispersion relation,
and are reported with 3σ CL unless stated.
Regarding the GW dispersion relation, the factor αˆj
can be linked to Lorentz invariance breaking [21], or mas-
sive gravitons, or scalar/vector fields coupled to the met-
ric [7, 75, 76]. Many of these theories also have an αM
contribution, due for instance to a varying Planck mass.
For example, consider massive gravity (corresponding
to j = −2), allowing also a non-zero αM . The square of
the graviton mass, m2g, is given by αˆ−2 divided by the
square of the Planck constant. Fig. 12 shows the posteri-
ors on H0, αM and m
2
g. In all the scenarios, the posteriors
are compatible with GR at 1σ CL. In the most general
scenario II, we obtain m2g = 2.0
+14.0
−5.8 · 10−44eV2/c4. For
comparison, the best indirect bounds for mg are pro-
vided from the solar system or weak lensing maps (0 <
m2g
<∼ 10−64eV2/c4) or from binary pulsars (0 < m2g <∼
10−54eV2/c4) [78]. This constraint is tighter than the
previous one using GW170817 (m2g < 9.0 · 10−43eV2/c4)
[26] and obtained by fixing H0 and no information on
redshift. The reason for this it is not due to the prior
choices on any of our parameters (see below).8 Instead
it is due to the PN parameters posterior samples we
are using in this analysis. In fact, in [26] a dedicated
pipeline adding a GW dispersion relation on the entire
waveform is used, while the posterior samples that we
are using are generated with only the inspiral part (that
for GW170817 gives the majority of the SNR). In or-
der to show that the improvement is not due to any
prior choice but on the PN posterior samples themself,
we perform the analysis fixing H0 = 69.3 km Mpc
−1s−1
and αM = 0. When providing no redshift information
of NGC4993, this reproduces9 exactly the analysis of
[26]. When providing no redshift information we obtain
m2g = 1.8
+11.7
−3.8 · 10−44eV2/c4, while when we provide red-
shift information we obtain m2g = 1.7
+10.3
−3.1 · 10−44eV2/c4.
This not only shows that the improvement is due to the
PN posterior samples themselves, but also that when pro-
viding the galaxy redshift information, one can tighten
the bound on m2g by 15% when fixing H0 and αM .
Below we provide results calculated from our inference
on αM in Scenario II (for the massive gravity GW dis-
persion relation and running H0). The results that we
obtain are compatible with previous results in [9, 26, 32]
8 Note that in our approach, we use a flat prior on αˆ−2 and hence
a flat prior on m2g . The correspondent prior on mg due to this
choice would be ∝ mg , hence we prefer higher graviton masses
in the analysis.
9 Note that for fixed H0 our prior in redshift reproduce the d2
prior used in [26].
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FIG. 12. Posterior distributions for H0, αM and m
2
g. Black dashed line: H0 only (namely GR). Green solid line: (H0, αM ).
Scenario I (H0, αˆj): blue dotted line. Scenario II (H0, αM , αˆj): purple dash-dot line. Red patches: cosmological mo-
tivated constraints on H0, αM [77] (fixing m
2
g = 0). Yellow line: Upper bound on m
2
g from GW170817 in [26] (fixing
H0 = 69.3 km Mpc
−1s−1.)
even if we add a GW dispersion relation and can be con-
verted into constraints on those theories which modify
the GW luminosity distance as in Eq. (26). For instance,
for models with extra dimensions with the parametri-
sation h ∝ d−γEM with γ = (D − 2)/2 [26, 32, 79],
we find the number of the spacetime dimensions to be
3.94 < D < 4.37. For scalar-tensor theories with run-
ning Planck mass and no GW dispersion, dGW/dEM =
16
MPl,eff(today)/MPl,eff(source) we obtain a value of 0.9 <
MPl,eff(today)/MPl,eff(source) < 1.8, see also [9]. For
non-local RR models [80] with an effective Newton’s
constant we find d2GW/d
2
EM = G(source)/G(today) with
0.82 < G(source)/G(today) < 3.34. This can be con-
verted into a constraint on G˙(source)/G(today using (26)
and the Friedmann equation. We find −2.5 · 10−8yr−1 <
G(source)
G(today) < 1.7 · 10−9yr−1 at 95% CL (here the upper-
bound is determined by αM = −10, the lowerbound of
the prior on αM ). This is competitive with other GW
constraints, see e.g. [81], but is generally less stringent
than solar system constraints [82]. Complementary con-
straints on αM are obtained from CMB, e.g. [33, 77],
assuming early time modifications of gravity.
VII. CONCLUSIONS
In this paper we have presented a new method for prob-
ing deviations from GR at cosmological scales. In Sec. II,
we have discussed how in theories beyond GR, the GW
propagation is modified in an expanding universe, and
in particular we have shown how to relate the GW fric-
tion to a modified GW luminosity distance, and how to
relate the GW speed (or dispersion relation) to the pos-
sible GW-GRB delay and GW phase evolution. These 3
observables, which depend on the Hubble constant H0,
can contribute to measure GR deviations on cosmological
scales.
In Sec. III, we discussed the required level of accuracy
that we would need on the 3 observables to accurately
measure GR deviations at a given redshift. Regarding
the GW friction term αM , we have shown that the GW
luminosity distance uncertainty is too high to allow for
the accurate measurement of αM . We have also discussed
the possibility to constrain the GW dispersion parame-
ter αˆj from the GW-GRB time delay and the GW phase
independently. We have shown that the GW phase al-
ready provides one of the most stringent upperlimits on
the GW dispersion relation.
In Sec. IV we have presented a Bayesian statistical
framework able to combine GW, GRB and galaxy red-
shift measurements to jointly constrain the Hubble con-
stant, the GW friction and the GW dispersion relation.
The statistical method can be used starting from the pos-
terior distributions of the redshift, GW parameters and
GW-GRB time delay. Using this statistical framework,
we have shown that our lack of knowledge on the value
of the Hubble constant H0 is a crucial variable to in-
clude if we are trying to measure the GW friction and
dispersion relation. We have shown that by combining
100 BNSs events with accurate redshift estimations, H0
will be constrained to an accuracy of 2 % and the GW
friction and dispersion relation (for the case of massive
gravity) to an accuracy of 15% and 2% respectively. Note
that these forecast are sensitive to the chosen type of GW
dispersion relation given the accuracy on the correspond-
ing PN order. For massive gravity, we have assumed that
the 1PN coefficient could be constrained with 10% accu-
racy. This resulted in a H0, αM and α−2 accuracy of
2%,15% and 2%. However, higher PN coefficients are
usually bounded with and accuracy 5-10 times worse[26].
This means that, for those dispersion relations, the accu-
racy on the cosmological parameters will be 5-10 times
worse with 100 BNS events (if the posterior will reach
Gaussian convergence). We argue that with the com-
bination of 100 BNSs events, the error budget on αM
and αˆj is impacted by the H0 determination and fixing
an H0 value would lead to a biased measurement of GR
deviations.
Finally, we used the proposed framework to reana-
lyze GW170817 adding αˆj over and above (αM , H0) and
showing that this does not significantly modify the pos-
teriors for either H0 and αM . We have shown that for
GW170817 the error on αˆj is increased by ∼ 20% if,
rather than fixing αM , we marginalize over it. Using
GW170817 we have also shown that for all the GW dis-
persion relations considered, the GW-GRB observation
delay introduced by gravity modifications is negligible
relative to the (redshifted) emission delay at the source.
As a consequence, combining GW phase and timing of
the GRB, one can accurately time the GRB emission at
the source, concluding that the GRB is emitted exactly
1.72+0.05−0.05s after the GW. This result can also be inter-
preted as a tighter constraint on the speed of GW at
the merger frequency. Indeed, we find in the worst case
(namely for j = −1/3) |vg(fR,d)/c − 1| <∼ 10−17 while
for massive gravity, where j = −2, |vg(fR,d)/c − 1| <∼
5 · 10−20. We stress that, though the GW phase is al-
ready setting a tight constraint on the GW dispersion
relation, as remarked above, a timing of the GRB of the
order of millisecond would improve the measurement of
the dispersion relations corresponding to the PN param-
eters 4, 5l, 6 and 7 as we show in Fig. 11.
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Appendix A: The selection function
The selection function β appears at the denominator
of the posterior distribution in Eq. 57. The β function
accounts for possible selection biases in the detection of
events, i.e. for some choices of the parameters (H0, αM )
events are more common to detect. In principle, the se-
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lection function should be built from the knowledge of
the detection probabilities Pdet for the GW, GRB and
hosting galaxy [71], i.e.
β(αM , H0) =
∫ ∞
0
PGWdet (αM , H0, z)P
GRB
det (αM , H0, z)
P galaxydet (αM , H0, z)p(z|H0)dz, (A1)
In practice, following [9], we compute β(αM , H0) as a
function only of the detection probability of the GW
event PGWdet . This assumption is motivated by the fact
that, for well localized BNS GW events, and any choice of
the parameters H0, αM , the GW maximum (also referred
as “horizon”) redshift for detection zGWH is much lower
than the GRB and hosting galaxy maximum redshift for
detection z
GRB/galaxy
H [9, 31]. With this approximation
we can assume P galaxydet (αM , H0, z) = P
GRB
det (αM , H0, z) =
1 for z < zGWH  zGRB/galaxyH . Therefore the selection
function can be written as
β(αM , H0) =
∫ zGWH
0
PGWdet (αM , H0, z)p(z|H0)dz. (A2)
In order to compute PGWdet (αM , H0, z) we use a Monte
Carlo simulation. For each pair of (αM , H0) and vary-
ing z from 0 to zGWH in 1000 steps, we simulate 10000
BNS mergers with (i) an isotropic distribution for their
sky-location (ii) a uniform distribution of cos ι (orbital
inclination angle with respect to the line-of-sight) (iii) a
chirp mass drawn from a gaussian distribution with mean
1.21M and variance 0.20M. Hence, we compute the
optimal signal-to-noise ratio (SNR) for each GW event
assuming LIGO Hanford, Livingston and Virgo detectors
with power spectral densities (PSD) representative of O2
10. The GW detection probability is finally evaluated as
the number of GW events recovered with an optimal SNR
higher than 8 over the total number of simulated bina-
ries. In Fig. 13 we show the selection probability. From
the Figure we can see that the selection function is con-
stant over H0 for αM = 0 (the General Relativity case).
This is because the integral in Eq. (A2) is ∝ (zGWH /H0)3,
and the GW horizon for detection zH scales as H0 for
low redshift. Hence, for αM = 0 the selection is constant
and there is no preference for the different values of H0.
On the other hand if αM 6= 0, the GW redshift horizon
will be a non-trivial function of αM and H0. In general,
for negative αM , the GWs will look closer and the GW
horizon redshift for detection is increased, thus the selec-
tion function is higher. On the other hand, for positive
αM , GWs will look further and the GW horizon redsfhit
for detection is reduced along with the selection function.
Eventually, positive values of αM will be preferred by the
selection function in Eq. (57).
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Appendix B: Monte Carlo Markov Chain setup
We use the Parallel Tempering Ensemble Monte Carlo
Markov chain (PTEMCEE) of [83] implemented in the
Python package Bilby [84]. As opposed to the classi-
cal Monte Carlo Markov chain codes, which use a single
chain and require a proposal distribution for generating
new posterior samples, the PTEMCEE iterates in par-
allel several independent chains which are used to auto-
generate new posterior samples without the necessity of
a proposal distribution. We use 2 temperatures for the
parallel tempering: a temperature of 1 for the chain from
which we sample and a warmer temperature of 10 for the
second chain. We set the parameter a [83] for generat-
ing new posterior samples from the independent chains
to its default value of 2. We run the PTEMCEE for 3000
iterations using 40 independent Markov chains. At the
end of the sampling, we discard the first 1000 iterations
from all the chains. This allow us to exclude posterior
samples which are generated during the transient period
of the PTEMCEE. Therefore, we sub-sample the chains
with a rate set equal to their auto-correlation time.
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