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Variational Analysis is the modern theory of nonsmooth, nonconvex analysis built
on the theory of convex and smooth optimization. While the general theory needs
to handle pathologies, functions and sets appearing in applications are typically
structured. Semi-algebraic functions and sets eliminates much of the pathological
behavior, and still forms a broad class of constructs appearing in practice, making
it an ideal setting for practical variational analysis. Chapter 1 is an introduction
to the thesis and Chapter 2 reviews preliminaries.
Chapters 3 to 5 describe various semi-algebraic techniques in variational anal-
ysis. Chapter 3 gives equivalent conditions for the Lipschitz continuity of pseu-
dospectra in the set-valued sense. As corollaries, we give formulas for the Lipschitz
constants of the pseudospectra, pseudospectral abscissa and pseudospectral radius.
We also study critical points of the resolvent function. Chapter 4 studies robust
solutions of an optimization problem using the “-robust regularization” of a func-
tion, and prove that it is Lipschitz at a point for all small  > 0 for nice functions,
and in particular semi-algebraic functions. This result generalizes some of the ideas
in Chapter 3. Chapter 5 studies the continuity properties of set-valued maps. We
prove that the set of points where a closed-valued semi-algebraic (and more gen-
erally, tame) set-valued map is not strictly continuous is a set of lower dimension.
As a by product of our analysis, we prove a Sard-type theorem for local (Pareto)
minimums of scalar-valued and vector-valued functions.
Chapter 6 departs from the theoretical bent of the rest of the thesis and is
computational. We describe algorithms for computing critical points of mountain
pass type. We prove that sub-level sets of a function coalesce at critical points
of mountain pass type and discuss algorithmic implications. In particular, we
propose a locally superlinearly convergent algorithm for smooth nondegenerate
critical points of Morse index 1. We conclude this chapter by describing a strategy
for the Wilkinson problem of finding the closest matrix with repeated eigenvalues.
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CHAPTER 1
INTRODUCTION
Variational analysis is the modern theory of nonsmooth, nonconvex analysis
built on the theory of convex and smooth optimization – see the text by Rockafellar-
Wets [80] and others, for example, Aubin-Frankowska [7], Borwein-Zhu [16], Clarke
[31], Clarke-Ledyaev-Stern-Wolenski [32], and Mordukhovich [72]. While the gen-
eral theory of variational analysis needs to accommodate pathological examples,
constructions typically appearing in practice enjoy some of the properties of smooth
functions and convex functions. For this reason, a good part of variational analysis
focuses on favorable classes of nonsmooth, nonconvex functions, like Clarke regular
functions, prox-regular functions and amenable functions.
A recent direction in variational analysis is the study of variational properties
of semi-algebraic functions and sets. Semi-algebraic objects eliminate most of
the pathologies in analysis, and still form a broad class of objects appearing in
practice. Semi-algebraic objects are defined by a finite set of polynomials, and
include, for example, piecewise polynomials, rational functions, and the mapping
to eigenvalues. The pseudospectral mapping, which is the focus of Chapters 3 and
6, is semi-algebraic. The set of positive semidefinite matrices, a common set in
optimization, is semi-algebraic.
Semi-algebraicity in concrete problems can often be easily checked using the
Tarski-Seidenberg principle. Semi-algebraic geometry can be studied in an ax-
iomatic manner under the broader theory of definable functions and sets, and
o-minimal structures. O-minimal structures enjoy a variety of favorable properties
which are employed in parts of this thesis, like the local conic homeomorphism
and various decomposition theorems. We can go further and formulate results
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for tame sets, which are sets whose intersection with every ball is in some o-
minimal structure. Techniques in semi-algebraic geometry, o-minimal structures
and tame topology are now applied in various problems in variational analysis.
See for instance [5] (convergence of proximal algorithm), [13] ( Lojasiewicz gradient
inequality), [14] (semismoothness), [52] (Sard-Smale type result for critical values)
or [53] for a recent survey of what is nowadays called tame optimization. Section
2.2 provides an extended introduction to semi-algebraic geometry.
Much of my work in variational analysis is on set-valued maps. We say S is
a set-valued map from X to Y , denoted by S : X ⇒ Y , if for every x ∈ X,
S(x) is a subset of Y . Many problems in applied mathematics are inherently
set-valued in nature (for example, problems in feasibility and control), and are
often best treated with set-valued maps by appealing to set-valued analytic tools
like continuity concepts and chain rules. In variational analysis, the generalized
gradients of functions and the tangent and normal cones of sets are important
set-valued maps.
Chapters 3 to 5 describe some of my work on semi-algebraic variational anal-
ysis. Chapter 3 illustrates an application of variational analysis in the study of
pseudospectra. Chapter 4 illustrates how semi-algebraic variational analysis tech-
niques can be applied to a general theory of finding robust solutions to optimization
problems. Chapter 5 studies the continuity properties of semi-algebraic, and more
generally tame, set-valued maps. The next few sections of this chapter give a more
detailed introduction.
Chapter 6 departs from the theoretical nature of the preceeding chapters, fo-
cusing instead on numerical methods for finding critical points of mountain pass
type. This work was motivated from the work in Chapter 3 which relates the Lip-
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schitz continuity of the pseudospectrum to the avoidance of (nonsmooth) critical
points. In the smooth case, critical points are where the derivatives vanish. While
critical points that are maximizers or minimizers can be found using optimization,
one uses a mountain pass algorithm or its variants to find critical points that are
neither maximizers nor minimizers. Recent work by Alam and Bora [1] reduced the
Wilkinson problem of finding the distance of a matrix A to the closest matrix with
repeated eigenvalues to finding the lowest saddle point of mountain pass type that
connects two components of the pseudospectrum, referring to such saddle points
as “points of coalescence”. This perspective gives promising numerical results, and
does not seem to be well studied previously.
Chapter 2 recalls some of the preliminaries that will be used often throughout
the rest of the thesis. The rest of the sections in this chapter gives an introduction
to the respective chapters. The material in each chapter is based on [62, 63, 35, 64]
respectively.
1.1 Variational Analysis of Pseudospectra
My research started from finding conditions for the Lipschitz continuity of pseu-
dospectra. The reader will be familiar with eigenvalues and their applications in
applied mathematics. As we consider perturbations to an n × n complex matrix
A with spectrum Λ(A), we are led to study the -pseudospectrum, Λ : M
n ⇒ C,
which is a set-valued map defined by:
Λ(A) = {z | ∃E ∈Mn such that ‖E‖ ≤ , z ∈ Λ(A + E)},
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where Mn is the space of matrices of size n× n. A well-known equivalent formu-
lation, assuming ‖·‖ = ‖·‖2 as we do throughout, is
Λ(A) = {z | σ(A− zI) ≤ }
where σ(A) denotes the smallest singular value of the matrix A. As discussed
extensively in [86], the function z 7→ (zI − A)−1 is called the resolvent of the
matrix A. Thus the pseudospectra of A are just upper level sets of the resolvent
norm function nA : C\Λ(A) → R+ defined by
nA(z) :=
∥∥(zI − A)−1∥∥ = 1
σ(A− zI) .
Aside from the fact that pseudospectra is robust against numerical inaccuracies
in measurements and implementation, pseudospectra may be more informative
than eigenvalues in applications where matrices are non-normal [86, 44].
The continuity of the spectrum is well-known [49]. One immediate question is
whether continuity extends to Λ. Since Λ is a set-valued map, we ask whether
we have continuity in the Hausdorff metric, and it is known that the answer is yes
[57, Theorem 2.3.7].
Does the pseudospectrum mapping Λ have stronger continuity properties? One
of my main results is finding conditions under which the map Λ is Lipschitz
continuous. For a given matrix A, we call points z that are smooth or nonsmooth
critical points of the norm of the resolvent nA resolvent-critical. We prove that Λ
is Lipschitz continuous around if and only if there are no resolvent-critical points
z ∈ C such that nA(z) = .
As an application of the Lipschitz continuity of Λ : M
n ⇒ C, we find conditions
for the Lipschitz continuity (in the single-valued sense) and strict differentiability
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of the pseudospectral abscissa α : M
n → R and the pseudospectral radius ρ :
Mn → R+, defined by
α(A) := max{Re(λ) | λ ∈ Λ(A)},
ρ(A) := max{|λ| | λ ∈ Λ(A)}. (1.1.1)
We derive a variety of other properties of resolvent-critical points, proving in
particular that points where pseudospectral components coalesce as  grows are
resolvent-critical.
1.2 Lipschitz behavior of the robust regularization
Motivated by the work on pseudospectra, we study the general process from which
pseudospectra are obtained from eigenvalues, which motivates the “robust regu-
larization” defined in [61].
Definition 1.1. For  > 0 and F : X → Rm, where X ⊂ Rn, the set-valued robust
regularization F : X ⇒ Rm is defined as
F(x) := {F (x + e) | |e| ≤ , x + e ∈ X}.
For the particular case of a real-valued function f : X → R, we define the robust
regularization f¯ : X → R of f by
f¯(x) := sup{y ∈ f(x)}
= sup{f(x′) | |x′ − x| ≤ }.
The operation of transforming a real-valued function to its robust regularization
may be viewed as a kind of “deconvolution”: see [47].
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The issues of robust optimization, particularly in the case of linear and
quadratic programming, are documented in [10]. Even if an optimal solution is
found, implementing the solution precisely in a concrete model may be impossible
(the design of digital filters being a typical example [43]). The minimizer of the
robust regularization protects against small perturbations better, and might be a
better solution to implement. We illustrate with the example
f(x) =
 −x if x < 0√x if x ≥ 0.
The robust regularization can be quickly calculated to be
f¯(x) =
 − x if x < α()√ + x if x ≥ α(),
where α() = 1+2−
√
1+8
2
> −. The minimizer of f is α(0), and f is not Lipschitz
there. To see this, observe that f(δ)−f(0)
δ−0 → ∞ as δ → 0. But the robust regular-
ization f¯ is Lipschitz at its minimizer α(); its left and right derivatives there are
−1 and 1
2
√
+α()
, which are both finite.
The sensitivity of f at 0 can be attributed to the lack of Lipschitz continuity
there. Lipschitz continuity is important in variational analysis, and is well studied
in the recent books [80, 72]. The existence of a finite Lipschitz constant on f close
to the optimizer can be important for sensitivity analysis for the problems from
which the optimization problem was derived.
Several interesting examples of robust regularization are tractable to com-
pute and optimize. For example, the robust regularization of any strictly convex
quadratic is a semidefinite-representable function, tractable via semidefinite pro-
gramming [61]. The spectral abscissa and spectral radius of a nonsymmetric square
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matrix are the largest real part and the largest norm respectively of the eigenval-
ues of a matrix, and their robust regularizations are the pseudospectral abscissa
and the pseudospectral radius as defined in (1.1.1). The pseudospectral abscissa is
important in the study of the system d
dt
u(t) = Au(t), and is easily calculated using
the algorithm in [21, 23], while the pseudospectral radius is important in the study
of the system ut+1 = Aut, and is easily calculated using the algorithm in [71].
We show that the robust regularization has a regularizing property: Even if
the original function f is not Lipschitz at a point x, the robust regularization can
be Lipschitz there under various conditions. We prove this regularizing property
holds when the set of points at which f is not Lipschitz is isolated, or when f is a
continuous semi-algebraic function. In the latter case, we prove that the Lipschitz
modulus of f¯ at x¯ is of order o
(
1

)
. This estimate of the Lipschitz modulus can
be helpful for robust design.
As an application, the pseudospectral abscissa and radius, being semi-algebraic
functions, are Lipschitz at a fixed matrix for all small  > 0 with Lipschitz constant
behaving like o
(
1

)
.
We also highlight the relation between calmness and Lipschitz continuity of
single-valued mappings, which is important in our analysis. While this relation is
studied in some generality for set-valued mappings (for example, in [65, Theorem
2.1], [79, Theorem 1.5]) in the study of metric regularity and subregularity [41], it
seems to be used less in single-valued mappings.
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1.3 Continuity of set-valued maps revisited in the light of
tame geometry
Continuity properties of set-valued maps are crucial in many applications. It is
often necessary to assume that the relevant set-valued maps in problems of control-
lability and feasibility satisfy some continuity properties. Another example of the
importance of the continuity of set-valued maps is the definition of Clarke regular-
ity of a set. Clarke regularity is a well-studied property in variational analysis, and
is defined by the outer semicontinuity of the mapping to the normal cones of the
set. A typical set-valued map arising from some construction or variational prob-
lem will not be continuous, but one would often expect a kind of semicontinuity
to hold.
It is known that under added conditions, a closed-valued set-valued map that
is either inner or outer semicontinuous is generically continuous. We shall recall
this result recorded in [80, Theorem 5.55] and [7, Theorem 1.4.13], and attributed
to [60, 30, 83]. We illustrate the sharpness and limitations of this result by appro-
priate examples. As a by-product of our analysis, we also mention an interesting
consequence of these results by establishing a Sard-type result for the image of
local minima for scalar-valued and vector-valued functions.
The main result is to establish that every semi-algebraic (or more generally,
definable) closed-valued set-valued map is generically continuous. In the semi-
algebraic context, genericity implies that possible failures can only arise in a set
of lower dimension, and is equivalent to the measure-theoretical notion of almost-
everywhere.
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1.4 Level set methods for finding critical points of moun-
tain pass type
Computing mountain passes is an important problem in computational chemistry
and in the study of nonlinear partial differential equations. We begin with the
following definition.
Definition 1.2. Let X be a topological space, and consider a, b ∈ X. For a
function f : X → R, define a mountain pass p∗ ∈ Γ(a, b) to be a minimizer of the
problem
inf
p∈Γ(a,b)
sup
0≤t≤1
f ◦ p(t).
Here, Γ(a, b) is the set of continuous paths p : [0, 1] → X such that p(0) = a and
p(1) = b.
An important problem in computational chemistry is to find the lowest energy
to transition between two stable states. If a and b represent two states and f maps
the states to their potential energies, then the mountain pass problem calculates
this lowest energy. Early work on computing transition states includes Sinclair
and Fletcher [85], and recent work is reviewed by Henkelman, Jo´hannesson and
Jo´nsson [46]. We refer to this paper for further references in the Computational
Chemistry literature.
Perhaps more importantly, the mountain pass idea is also a useful tool in
the analysis of nonlinear partial differential equations. For a Banach space X,
variational problems are problems (P) such that there exists a smooth functional
J : X → R whose critical points (points where ∇J = 0) are solutions of (P).
Many partial differential equations are variational problems, and critical points of
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J are “weak” solutions. In the landmark paper by Ambrosetti and Rabinowitz [4],
the mountain pass theorem gives a sufficient condition for the existence of critical
points in infinite dimensional spaces. If an optimal path to solve the mountain pass
problem exists and the maximum along the path is greater than max(f(a), f(b)),
then the maximizer on the path is a critical point distinct from a and b. The
mountain pass theorem and its variants are the primary ways to establish the ex-
istence of critical points and to find critical points numerically. For more on the
mountain pass theorem and some of its generalizations, we refer the reader to [55].
In [29], Choi and McKenna proposed a numerical algorithm for the mountain
pass problem by using an idea from Aubin and Ekeland [6] to solve a semilinear
partial differential equation. This is extended to find solutions of Morse index 2
(that is, the maximum dimension of the subspace of X on which J ′′ is negative
definite) in Ding, Costa and Chen [40], and then to higher Morse index by Li and
Zhou [66].
Li and Zhou [67], and Yao and Zhou [93] proved convergence results to show
that their minimax method is sound for obtaining weak solutions to nonlinear
partial differential equations. More´ and Munson [73] proposed an “elastic string
method”, and proved that the sequence of paths created by the elastic string
method contains a limit point that is a critical point.
The prevailing methods for numerically solving the mountain pass problem are
motivated by finding a sequence of paths (by discretization or otherwise) such
that the maximum along these paths decrease to the optimal value. Indeed, many
methods in [46] approximate a mountain pass in this manner. As far as we are
aware, only [9, 48] deviate from this strategy. We make use of a different approach
by looking at the path connected components of the lower level sets of f instead.
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One easily sees that l is a lower bound of the mountain pass problem if and only
if a and b lie in two different path connected components of lev≤lf . A strategy to
find an optimal mountain pass is to start with a lower bound l and keep increasing
l until the path connected components of lev≤lf containing a and b respectively
coalesce at some point. However, this strategy requires one to determine whether
the points a and b lie in the same path connected component, which is not easy.
We turn to finding saddle points of mountain pass type, as defined below.
Definition 1.3. For a function f : X → R, a saddle point of mountain pass type
x¯ ∈ X is a point such that there exists an open set U such that x¯ lies in the closure
of two path components of (lev<f(x¯)f) ∩ U .
We shall refer to saddle points of mountain pass type simply as saddle points.
As an example, for the function f : R2 → R defined by f(x) = x21 − x22, the point
0 is a saddle point of mountain pass type: We can choose U = R2, a = (0, 1),
b = (0,−1). When f is C1, it is clear that saddle points are critical points. As we
shall see later (in Propositions 6.20 and 6.21), saddle points of mountain pass type
can, under reasonable conditions, be characterized as maximal points on mountain
passes, acting as “bottlenecks” between two components. In fact, if f is C2, the
Hessians are nonsingular and several mild assumptions hold, these bottlenecks are
exactly critical points of Morse index 1. We refer the reader to the lecture notes
by Ambrosetti [3]. Some of the methods in [46] actually find saddle points instead
of solving the mountain pass problem.
We propose numerical methods to find saddle points using the strategy sug-
gested in Definition 1.3. We start with a lower bound l and keep increasing l until
the components of the level set lev≤lf ∩U containing a and b respectively coalesce,
reaching the objective of the mountain pass problem. The first method we propose
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in Algorithm 6.1 is purely metric in nature. One appealing property of this method
is that calculations are now localized near the critical point and we keep track of
only two points instead of an entire path. Our algorithm enjoys a monotonicity
property: The distance between two components decreases monotonically as the
algorithm progresses, giving an indication of how close we are to the saddle point.
It follows from the definitions that our algorithm, if it converges, converges to
a saddle point. We then prove that any saddle point is deformationally critical in
the sense of metric critical point theory [36, 59, 54], and is Morse critical under
additional conditions. This implies in particular that any saddle point is Clarke
critical in the sense of nonsmooth critical point theory [28, 84] based on nonsmooth
analysis in the spirit of [16, 31, 72, 80]. It seems that there are few existing
numerical methods for finding either critical points in a metric space or nonsmooth
critical points. Currently, we are only aware of [92].
One of the main contributions of Chapter 6 is to give a second method (in Sec-
tion 6.2) which converges locally superlinearly to a nondegenerate smooth critical
point, i.e., critical points where the Hessian is nonsingular, in Rn. Our numerical
example in Section 6.7 illustrates this.
Our initial interest in the mountain pass problem came from computing the 2-
norm distance of a matrix A to the closest matrix with repeated eigenvalues. This
is also known as the Wilkinson problem, and this value is the smallest 2-norm
perturbation that will make the eigenvalues of matrix A behave in a non-Lipschitz
manner. Alam and Bora [1] showed how the Wilkinson’s problem can be reduced
to a global mountain pass problem. We do not solve the global mountain pass
problem associated with the Wilkinson problem, but we demonstrate that locally
our algorithm converges quickly to a smooth critical point of mountain pass type.
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CHAPTER 2
PRELIMINARIES
In Section 2.1, we recall the definition and basic properties of variational analy-
sis that we will use in Chapters 3 to 5. In Section 2.2, we give a technical discussion
of semi-algebraic geometry.
2.1 Variational analysis
In this section, we give a brief introduction on the variational analytic tools used
throughout the thesis, focusing in particular on the tools of set-valued analysis.
We begin with the basic idea of convergence of sets.
Definition 2.1. [80, Definition 4.1] For a sequence {Cν}∞ν=1 of subsets of Rn, the
outer limit is the set
lim sup
ν→∞
Cν :=
{
x | ∃ subsequence N, xν ∈ Cν with xν −→
N
x
}
= {x | ∀ open V 3 x, ∃ subsequence N,∀ν ∈ N : Cν ∩ V 6= ∅},
while the inner limit is the set
lim inf
ν→∞
Cν := {x | ∃M > 0,∃xν ∈ Cν (ν > M) with xν → x}
= {x | ∀ open V 3 x, ∃M > 0,∀ν > M : Cν ∩ V 6= ∅}.
Here, the limit of the sequence exists if the outer and inner limit sets are equal:
lim
ν→∞
Cν := lim sup
ν→∞
Cν = lim inf
ν→∞
Cν .
The Pompieu-Hausdorff distance (or Hausdorff metric) is a metric on compact
subsets of Rn. We recall its definition.
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Definition 2.2. ([80, Example 4.13]) For C,D ⊂ Rn closed and nonempty, the
Pompieu-Hausdorff distance (or Hausdorff metric) d (C,D) is defined as
d(C,D) := inf{η ≥ 0 | C ⊂ D + ηB, D ⊂ C + ηB}.
For a set-valued map S : Rn ⇒ Rm, the outer and inner limits at x ∈ Rn are
defined by the outer and inner limits above as follows:
lim sup
x→x¯
S(x) :=
⋃
xν→x¯
lim sup
ν→∞
S(xν)
= {u | ∃xν → x¯, ∃uν → u with uν ∈ S(xν)},
lim inf
x→x¯
S(x) :=
⋂
xν→x¯
lim inf
ν→∞
S(xν)
= {u | ∀xν → x¯, ∃M > 0 s.t. uν → u and uν ∈ S(xν) (ν > M)}.
These limits allow us to state the definition of continuity of set-valued maps.
Definition 2.3. [80, Definition 5.4] A set-valued map S : Rn ⇒ Rm is outer
semicontinuous (osc) at x¯ if
lim sup
x→x¯
S(x) ⊂ S(x¯),
or equivalently lim supx→x¯ S(x) = S(x¯), and inner semicontinuous (isc) at x¯ if
lim inf
x→x¯
S(x) ⊃ S(x¯),
or equivalently when S is closed-valued, lim infx→x¯ S(x) = S(x¯). It is called con-
tinuous at x¯ if both conditions hold, i.e., if S(x) → S(x¯) as x→ x¯.
If these terms are invoked relative to X, a subset of Rn containing x¯, then the
properties hold in restriction to convergence x→ x¯ with x ∈ X (in which case the
sequences xν → x¯ in the limit formulations are required to lie in X).
Lipschitz continuity of a set-valued map is defined as follows.
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Definition 2.4. ([80, Definitions 9.26, 9.28]) A mapping S : Rn ⇒ Rm is Lipschitz
continuous if it is nonempty-closed-valued and there exists κ ∈ R+, a Lipschitz
constant, such that d(S(x), S(x′)) ≤ κ |x− x′| for all x, x′ ∈ Rn, or
S(x′) ⊂ S(x) + κ |x′ − x|B for all x, x′ ∈ Rn.
The infimum of all κ such that there exists a neighbourhood V of x¯ such that
S(x′) ⊂ S(x) + κ |x′ − x|B for all x, x′ ∈ V
is the Lipschitz modulus for S at x¯ and is denoted by lipS(x¯).
Lipschitz continuity of a set-valued map is sometimes too crude a measure of
set-valued maps. The Aubin property, which is a localized Lipschitz property in
the range of the set-valued map, is a more precise tool, and is defined as follows.
Definition 2.5. ([80, Definition 9.36]) (Aubin Property and graphical modulus)
A mapping S : Rn ⇒ Rm has the Aubin property at x¯ for u¯, where x¯ ∈ Rn and
u¯ ∈ S(x¯), if gph S is locally closed at (x¯, u¯) and there are neighbourhoods V of x¯
and W of u¯, and a constant κ ∈ R+ such that
S(x′) ∩W ⊂ S(x) + κ |x′ − x|B for all x, x′ ∈ V.
The graphical modulus of S at x¯ for u¯, denoted by lipS(x¯ | u¯), is the infimum of
all such κ that satisfy the formula above.
Lipschitz continuity and the Aubin property are related by the following result.
In the following statement, a set-valued map S : Rn ⇒ Rm is locally bounded at x¯
if there is a neighborhood U of x¯ such that S(u) is bounded.
Proposition 2.6. [72, Theorem 1.42] If S : Rn ⇒ Rm is outer semicontinuous,
and S is locally bounded at x¯, then
lipS(x¯) = max
y∈S(x¯)
lipS(x¯ | y).
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The generalization of the adjoint of a linear operator for set-valued maps is
derived from the normal cones of its graph. We now define different types of
normal cones and the concept of Clarke regularity of sets. In view of Chapter 6,
we shall define normal cones of a set in a Hilbert space. We take the definition
from [80, Definition 6.3] and [16].
Definition 2.7. (Normal cones) For a closed set D in a Hilbert space X and a
point z¯ ∈ D, we recall that the Hadamard normal cone (or Fre´chet normal cone)
NˆD(z¯) and the limiting normal cone ND(z¯) are defined by
NˆD(z¯) := {v | 〈v, z − z¯〉 ≤ o(|z − z¯|) for z ∈ D}
ND(z¯) := {v | ∃{(zi, vi)}i ⊂ gph NˆD, vi w−→ v and zi → z¯} (2.1.1)
Here, “
w−→” stands for weak convergence. In the case where X = Rn, weak conver-
gence is the usual norm convergence, and NˆD(z¯) = lim supz→z¯,z∈D NˆD(z).
Definition 2.8. A set C ⊂ Rn is Clarke regular at one of its points z¯ if it is
locally closed at z¯ and every normal vector to C at z¯ is a regular normal vector,
i.e., NC(z¯) = NˆC(z¯).
We now define the coderivative of set-valued maps.
Definition 2.9. (Coderivatives) [80, Definition 8.33] For F : Rn ⇒ Rm and
(x¯, y¯) ∈ gph (F ), the limiting coderivative D∗F (x¯ | y¯) : Rm ⇒ Rn is defined
by
D∗F (x¯ | y¯)(y∗) = {x∗ | (x∗,−y∗) ∈ Ngph (F )(x¯, y¯)}.
It is clear from the definitions that the coderivative is a positively homogeneous
map, which can be measured with the outer norm below.
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Definition 2.10. [80, Section 9D] The outer norm |·|+ of a positively homogeneous
map H : Rn ⇒ Rm is defined by
|H|+ := sup
w∈B
sup
z∈H(w)
|z|
= sup
{ |z|
|w| | (w, z) ∈ gph (H)
}
.
The following theorem, known as the Mordukhovich criterion [80, Theorem
9.40], shows how the coderivatives and the Aubin property of a set-valued map are
related.
Theorem 2.11. (Mordukhovich criterion) Let S : Rn ⇒ Rm be a set-valued map
whose graph gph (S) is locally closed at (x¯, u¯) ∈ gph (S). Then S has the Aubin
property at x¯ with respect to u¯ if and only if D∗S(x¯ | u¯)(0) = {0} or equivalently
|D∗S(x¯ | u¯)|+ <∞. In this case, lipS(x¯ | u¯) = |D∗S(x¯ | u¯)|+.
We will also use the subdifferential for functions mapping to a real line and
the accompanying definition of subdifferential regularity. In view of Chapter 6, we
shall define subdifferential of a functional on a Hilbert space (from [80, Definition
8.3] and [16, Definitions 3.1.1 and 5.2.20]).
Definition 2.12. Consider a function f : X → R ∪ {∞}, where X is a Hilbert
space, and a point x¯ with f(x¯) finite. For a vector v ∈ X, one says that
(a) v is a regular subgradient (also known as a Fre´chet subgradient) of f at x¯,
written v ∈ ∂ˆf(x¯), if
f(x) ≥ f(x¯) + 〈v, x− x¯〉+ o(|x− x¯|);
(b) v is a (general) subgradient of f at x¯, written v ∈ ∂f(x¯), if there are
sequences xν → x¯ and vν w−→ v such that f(xν) → f(x¯) and vν ∈ ∂ˆf(xν).
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(c) v is a horizon subgradient of f at x¯, written v ∈ ∂∞f(x¯), if there are
sequences xν → x¯, tν ↘ 0 and tνvν w−→ v such that f(xν) → f(x¯) and vν ∈ ∂ˆf(xν).
Here, “
w−→” stands for weak convergence. In the case where X = Rn, weak
convergence is the usual norm convergence.
Definition 2.13. A f : Rn → R ∪ {∞} is (subdifferentially) regular at x¯ if f(x¯)
is finite and the epigraph epif := {(x, α) | α ≥ f(x)} ⊂ Rn × (R ∪ {∞}) is Clarke
regular at (x¯, f(x¯)).
In the case where f is Lipschitz continuous at x¯, we can use [80, Corollary 8.11,
Theorem 9.13 and Theorem 8.6] to deduce that f is subdifferentially regular there
if and only if ∂ˆf(x¯) = ∂f(x¯).
When a function is Lipschitz, another useful subdifferential is the Clarke sub-
differential.
Definition 2.14. If f : Rn → R is locally Lipschitz at x¯, then the Clarke
subdifferential ∂C is defined by ∂Cf(x¯) = conv∂f(x¯). It is well known that
∂Cf(x¯) = conv lim supx→x¯∇f(x), where the outer limit limsup is taken only over
where the gradient ∇f(x) is defined.
The Clarke subdifferential can be defined in a Hilbert space for a lower semi-
continuous function that is not necessarily Lipschitz, or even continuous. We shall
use this formulation in Chapter 6.
Definition 2.15. [16, Theorem 5.2.19] Let X be a Hilbert space and let f : X → R
be a lsc function. The Clarke subdifferential of f at x¯ is
∂Cf(x¯) := cl conv{w − lim
i→∞
x∗i | x∗i ∈ ∂ˆf(xi), (xi, f(xi)) → (x¯, f(x¯))}+ ∂∞C f(x¯),
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where the Clarke horizon subdifferential of f at x¯ is a cone defined by
∂∞C f(x¯) := cl conv{w − lim
i→∞
λix
∗
i | x∗i ∈ ∂ˆf(xi), (xi, f(xi)) → (x¯, f(x¯)), λi ↘ 0}.
Finally, we say that a point x¯ is Clarke-critical if 0 ∈ ∂Cf(x¯). In the C1
case, Clarke-critical points are exactly where the derivatives are equal to zero,
which coincides with the usual definition of a critical point of a smooth function
mapping to the real line.
2.2 Semi-algebraic geometry
In this section we recall basic notions from semi-algebraic and o-minimal geometry.
Let us define the notion of a semi-algebraic set [11, 34]. Let R[x1, . . . , xn] be the
ring of real polynomials of n variables.
Definition 2.16. [semi-algebraic set] A subset A of Rn is called semi-algebraic if
it has the form
A =
k⋃
i=1
{x ∈ Rn : pi(x) = 0, qi1(x) > 0, . . . , qi`(x) > 0},
where pi, qij ∈ R[x1, . . . , xn] for all i ∈ {1, . . . , k} and j ∈ {1, . . . , `}.
In other words, a set is semi-algebraic if it is a finite union of sets that are
defined by means of a finite number of polynomial equalities and inequalities. A
set-valued function S : Rn ⇒ Rm is called semi-algebraic, if its graph gph (S) is a
semi-algebraic subset of Rn × Rm.
We remark on the dimension of a semi-algebraic set. Before we begin, we recall
the Whitney stratification ([42, Section 4.2], [33, Theorem 6.6]) is an important
property of semi-algebraic sets.
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Theorem 2.17. (Ck stratification) For any k ∈ N and any semi-algebraic subsets
X1, . . . , Xl of Rn, we can write Rn as a disjoint union of finitely many semi-
algebraic Ck manifolds {Mi}i (that is, Rn = ∪˙Ii=1Mi) so that each Xj is a finite
union of some of the Mi’s. Moreover, the induced stratification {Mji}i of Xj has
the Whitney property that is, for any sequence {xν}ν ⊂Mji converging to x ∈Mji0
we have lim sup
v→∞
NMji (xν) ⊂ NMji0 (x).
The Whitney stratification implies that every semi-algebraic set can be written as
a finite disjoint union of manifolds (“strata”) that fit together in a regular way
(“Whitney stratification”). The Whitney property is also called normal regularity
of the stratification. See [52, Definition 5]. The dimension dim(x) of a semi-
algebraic set X can thus be defined as the dimension of the manifold of highest
dimension of its stratification. This dimension is well defined and independent of
the stratification of X [33, Section 3.3].
As a matter of the fact, semi-algebraic sets constitute an o-minimal structure.
Let us recall the definitions of the latter (see for instance [34, 42]).
Definition 2.18. [o-minimal structure] An o-minimal structure on (R,+, .) is a
sequence of Boolean algebras O = {On}, where each algebra On consists of subsets
of Rn, called definable (inO), and such that for every dimension n ∈ N the following
properties hold.
(i) For any set A belonging to On, both A× R and R× A belong to On+1.
(ii) If Π : Rn+1 → Rn denotes the canonical projection, then for any set A
belonging to On+1, the set Π(A) belongs to On.
(iii) On contains every set of the form {x ∈ Rn : p(x) = 0}, for polynomials
p : Rn → R.
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(iv) The elements of O1 are exactly the finite unions of intervals and points.
When O is a given o-minimal structure, a function f : Rn → Rm (or a set-valued
mapping F : Rn ⇒ Rm) is called definable (in O) if its graph is definable as a
subset of Rn × Rm.
It is obvious from the definition that semi-algebraic sets are stable under
Boolean operations. As a consequence of the Tarski-Seidenberg principle, they
are also stable under projections, thus they satisfy the above properties. Nonethe-
less, broader o-minimal structures also exist. In particular, the Gabrielov theorem
implies that “globally subanalytic” sets are o-minimal. These two structures in
particular provide rich practical tools, because checking semi-algebraicity or sub-
analyticity of sets in concrete problems of variational analysis is often easy. We
refer to [13], [14], and [53] for details. Let us mention that Theorem 2.17 still
holds in an arbitrary o-minimal structure (it is sufficient to replace the word “semi-
algebraic” by “definable” in the statement). As a matter of the fact, the statement
of Theorem 2.17 can be reinforced for definable sets (namely, the stratification can
be taken analytic), but this is not necessary for our purposes.
We will also use other properties of semi-algebraic sets, for example, the local
conic homeomorphism in 3.7, the simplicial decomposition theorem in Section 4.4,
stratification for functions in Section 4.4, and the equivalence of genericity and the
measure theoretic notion of “almost everywhere” in Chapter 5. Since we use these
results once throughout the thesis, we shall recall them only as needed.
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CHAPTER 3
VARIATIONAL ANALYSIS OF PSEUDOSPECTRA
The main result in this chapter is to prove conditions for the Lipschitz conti-
nuity of the pseudospectrum. Our proof (of the main results Theorem 3.26 and
Proposition 3.29) may be described loosely by Figure 3.1. The reader may find the
schematic outline helpful as the argument proceeds.
Let σ : Mn → R+ denote the map to the smallest singular value of a matrix.
We write MSV : Mn ⇒ Cn × Cn, with
MSV (A) := {(u, v) | u, v minimal left and
right singular vectors of A}.
In the above definition of MSV , u, v are minimal left and right singular vectors of
A if they are unit vectors satisfying
σ(A)u = Av
and σ(A)v = AHu,
where AH is the Hermitian transpose of A. A key tool in our analysis is the set
Y (A) :=
{
vHu | (u, v) ∈MSV (A)} .
We prove that the set Y (A− zI) is the subgradient set at z of the function −σA :
C→ R−, where σA(z) = σ(A− zI).
In Figure 3.1, the six properties on the right on A and z are equivalent.
For a given matrix A, we call points z not satisfying these equivalent proper-
ties “resolvent-critical” because they are smooth or nonsmooth critical points of
the norm of the resolvent nA. When the multiplicity of the smallest singular value
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Name of Property Mathematical Statement
Lipschitz Continuity
Definitionl
Aubin Property Λ Aubin at A for z
Mordukhovich Criterionl
Coderivatives D∗Λ(A | z)(0) = {0}
Definition of Coderivativesl
Normals of gphΛ (Mn × {0}) ∩NgphΛ(A, z) = {0}
Level setsl
Subgradients of σe (Mn × {0}) ∩ R+∂σe(A, z) = {0}
Toeplitz-Hausdorff Theoreml
Numerical Range 0 /∈ Y (A− zI)
Subdifferential Calculusl
Singular Values 0 /∈ ∂ (−σA) (z)
Figure 3.1: Equivalences of properties summarized in Theorem 3.26.
of A − zI is one, this property is equivalent to z being a “degenerate point” (in
the sense of [22, Definition 4.5, corrigendum]) or not “regular” in the sense of [23,
Definition 4.4]. Points not resolvent-critical are exceptional for several aspects of
pseudospectra, notably the quadratic convergence of the pseudospectral abscissa
algorithm in [23].
Related to Λ is the mapping, Λ
c
 : M
n ⇒ C, defined by Λc(A) = {z | σ(A −
zI) ≥ }. This mapping turns out to be easier to analyze because −σ(·) has the
property of subdifferential regularity (as defined in [80]) except at where it is zero.
We show that the normal cone NΛc(A)(z¯) is R+(Y (A− z¯I)). This establishes a link
between the variational properties of −σA and Λc, and the Aubin property.
Notation. For future reference, Tables 3.1 summarizes the mappings that
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Table 3.1: Summary of definitions
Name/ Domain/ Range Definition
σ¯ : Mn → R+ σ¯(A) is maximum singular value of A
σ : Mn → R+ σ(A) is minimum singular value of A
σe : Mn × C→ R+ σe(A, z) = σ(A− zI)
σA : C→ R+ σA(z) = σ(A− zI)
Λ : M
n ⇒ C Λ(A) = {z | σ(A− zI) ≤ }
Λ : Mn ⇒ C Λ(A) = Λ0(A) = {eigenvalues of A}
Λc : M
n ⇒ C Λc(A) = {z | σ(A− zI) ≥ }
α : M
n → R α(A) = maxz∈Λ(A) Re z
ρ : M
n → R+ ρ(A) = maxz∈Λ(A) |z|
W : Mn ⇒ C Numerical range/ field of values[50,
Definition 1.1.1]
MSV : Mn ⇒ Cn × Cn See Definition 3.9
Y : Mn ⇒ C See Definition 3.9
appear throughout this chapter.
Unless otherwise stated, our notation follows [80]. See also the table of notation
in [80, page 725]. The term “regular” means subdifferentially regular in the sense
Definition 2.13. Table 3.2 summarizes the symbols we use.
The “H” in AH and vH represent the Hermitian transpose of a matrix or vector,
while the “ ∗” in L∗ represents the adjoint of the linear operator L. Note that D∗
stands for the coderivative instead. The real inner product on A,B ∈Mn is defined
by Re tr (AHB).
Outline. This chapter is organized as follows. Section 3.1 studies the continu-
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Table 3.2: Summary of definitions
Symbol Explanation Reference from [80]
pos positive hull Section 3G
lev≤αf Level sets: {x | f(x) ≤ α} Section 1B
conv convex hull Section 1E
bdry boundary of a set
B unit ball {x | |x| ≤ 1}
ity properties of the pseudospectra Λ and its “complement” Λ
c
 via more general
feasible-set mappings. In Sections 3.2, 3.3 and 3.4, we prove the main result that
Λ has the Aubin property at A for z if and only if 0 /∈ Y (A−zI), with Section 3.2
containing general results on variational analysis and the singular value decompo-
sition, Section 3.3 performing subdifferential calculus and Section 3.4 finishing the
proof of the main result.
In Section 3.5, we show how the Lipschitz constant for the map Λ can be
calculated. Section 3.6 gives conditions for the Lipschitz continuity and strict
differentiability of the pseudospectral abscissa α and the pseudospectral radius ρ.
Finally, we present properties of resolvent-critical points in Section 3.7. We prove
in particular that the points at which components of Λ(A) coalesce as  grows are
resolvent-critical, and pose some questions about resolvent-critical points.
3.1 Feasible-set mappings and continuity of pseudospectra
The pseudospectral mapping Λ : M
n ⇒ C has two inputs:  ∈ R+ and the matrix
in the argument of Λ(·). As R+ is one-dimensional, variation of Λ(A) for a fixed
matrix A and variable  is easier to visualize, as implemented in EigTool [91].
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Some attractive results in this direction have been obtained in [25, 27, 58, 1, 57]
and elsewhere. By contrast, in this work we study how Λ behaves for a fixed 
and a varying matrix argument, primarily taking a more abstract and systematic
approach than [24].
We study pseudospectra using the language of set-valued analysis as described
in the monograph [80]. In the next two propositions, let f : Rn × Rd → Rm be a
continuous function and let T : Rd ⇒ Rn be the mapping defined by
T (w) = {x | f(x,w) ∈ D}, (3.1.1)
where D is a closed set.
Proposition 3.1. T is outer semicontinuous.
Proof. We just need to check that T has closed graph (by [80, Theorem 5.7]),
which is easy.
Note that the -pseudospectrum can be written as
Λ(A) = {z | σe(A, z) ≤ }
= {z | σe(A, z) ∈ (−∞, ]}.
If we apply Proposition 3.1, we can deduce that Λ is outer semicontinuous. In a
similar manner, Λc, defined by Λ
c
(A) = {z | σe(A, z) ≥ }, is also outer semicon-
tinuous.
Turning to inner semicontinuity, we begin with a technical result.
Proposition 3.2. Let
Q := cl{x | f(x, w¯) ∈ int(D)},
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so Q ⊂ T (w¯). We have:
(a) Q ⊂ lim infw→w¯ T (w) ⊂ T (w¯)
In the case where m = 1:
(b) If D = (−∞, α], then
Q = {x | f(x, w¯) = α , x is not a local minimizer of f (·, w¯)}
∪{x | f(x, w¯) < α}.
(c) If D = [α,∞), then
Q = {x | f(x, w¯) = α , x is not a local maximizer of f (·, w¯)}
∪{x | f(x, w¯) > α}.
(d) If α > 0, f is positively homogeneous (that is λf(·) = f(λ·) for λ > 0) and
either D = (−∞, α] or D = [α,∞), then Q = lim infw→w¯ T (w).
Proof. Property (a) is easy and standard. See for example the techniques in [8, 51].
Statements (b) and (c) are clear by the definition of Q, so we proceed to prove
statement (d) for the case D = (−∞, α]. (The case D = [α,∞) is similar and
is omitted.) From statement (a), we just need to prove that if x¯ /∈ Q, then
x¯ /∈ lim infw→w¯ T (w). Suppose that x¯ /∈ Q. We need to consider only x¯ ∈ T (w¯),
so we can assume that x¯ is a minimizer of f (·, w¯) and f (x¯, w¯) = α. Then there is
a neighbourhood Bδ(x¯) about x¯ such that f (x, w¯) ≥ f (x¯, w¯) = α if x ∈ Bδ(x¯). If
‖x− x¯‖ < δ/2, then ∥∥∥∥∥ 11 + 1
j
x− x¯
∥∥∥∥∥ < δ if j is large.
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This means that
f
(
x,
(
1 +
1
j
)
w¯
)
=
(
1 +
1
j
)
f
(
1
1 + 1
j
x, w¯
)
≥
(
1 +
1
j
)
α (because
∥∥∥∥∥
(
1
1 + 1
j
)
x− x¯
∥∥∥∥∥ < δ)
> α,
which implies that Bδ/2(x¯) ∩ T
((
1 + 1
j
)
w¯
)
= ∅ if j is large enough. So for the
sequence
(
1 + 1
j
)
w¯ → w¯ as j → ∞, we cannot find a subsequence xj such that
xj ∈ T
((
1 + 1
j
)
w¯
)
and xj → x¯, and this means that x¯ /∈ lim infw→w¯ T (w).
The following corollary is immediate from the definition of inner semicontinuity:
Corollary 3.3. If T (w¯) = Q, then T is continuous at w¯. Furthermore, if f is
positively homogeneous, then the converse holds as well.
Proof. The mapping T is continuous if and only if it is both inner and outer
semicontinuous. Apply the last two propositions.
Now that we have established conditions for outer and inner semicontinuity for
feasible set mappings, we shall study the continuity of the pseudospectrum Λ and
Λc. Let us consider the case  = 0 first. The map Λ
c
0 : M
n ⇒ C is not interesting
as Λc0(A) = C for all matrices A. We are then led to consider the spectrum Λ0 = Λ,
which is well known to be continuous [49, Appendix D].
To extend to  > 0, we may apply Propositions 3.1 and 3.2, combined with the
fact that σA(·) has no local minimum other than at the eigenvalues [86, Theorem
2.4(i)], to prove the following result. This result is not new, and can be found, for
example, in [57, Corollary 2.3.8].
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Proposition 3.4. Λ : M
n ⇒ C is continuous for  ≥ 0.
For Λc : M
n ⇒ C, we obtain the following using Proposition 3.2(d).
Proposition 3.5. Λc : M
n ⇒ C is outer semicontinuous, but it is inner semicon-
tinuous at a matrix A if and only if there is no local maximizer z¯ to σA : C→ R+
with σA(z¯) = .
Example 3.6. The mapping Λc is not continuous at some points. For a con-
crete example of noncontinuity of Λc, consider the point 0 ∈ Λc1(A¯), where
A¯ = diag (1,−1, i,−i) and  = 1. Here Λ1(A¯) consists of the union of balls of ra-
dius 1 around the diagonal entries, and so we observe that 0 is a local maximum of
σA¯. This exhibits an example of discontinuity of Λ
c
1 as lim infA→A¯ Λ
c
1(A) ( Λc1(A¯).
Next, we consider Lipschitz continuity. If the function f in the feasible set
mapping in formula (3.1.1) in page 26 is smooth, we understand the Aubin Property
quite well through [80, Example 9.51]. If D = (−∞, α¯], we can also analyze the
nonsmooth case.
Assumptions (a), (b) and (c) in the result below are standard for computing
normals to level sets (see for example [80, Proposition 10.3].) Assumption (d) is
needed to apply a chain rule
Theorem 3.7. Consider the set-valued map C : Rd ⇒ Rn defined via a level set
representation
C(p) = {x | F (x, p) ≤ α¯}
with F : Rn × Rd → R. Suppose
(a) F (x¯, p¯) = α¯,
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(b) (0, 0) /∈ ∂F (x¯, p¯),
(c) F is regular at (x¯, p¯),
(d) (0, y2) ∈ ∂∞F (x¯, p¯) =⇒ y2 = 0.
Then C has the Aubin property at p¯ for x¯ if and only if 0 /∈ ∂Fp¯(x¯), where
Fp¯ : Rn → R is defined by Fp¯(x) := F (x, p¯) . In this case,
lip C(p¯ | x¯) = max
(a,b)∈NgphC (p¯,x¯)
‖b‖=1
‖a‖
If F (x¯, p¯) < α¯, then C has the Aubin property at p¯ for x¯ with lip C(p¯ | x¯) = 0.
Proof. The Mordukhovich Criterion tells us that C has the Aubin property at p¯
for x¯ if and only if D∗C(p¯ | x¯)(0) = {0}. This holds if and only if
(z, 0) ∈ NgphC(p¯, x¯) implies z = 0. (3.1.2)
This property is equivalent to
(0, z) ∈ NgphC−1(x¯, p¯) implies z = 0.
Conditions (a), (b) and (c) allow us to conclude that
NgphC−1(x¯, p¯) = (pos ∂F (x¯, p¯)) ∪ ∂∞F (x¯, p¯) (3.1.3)
through a result on level sets [80, Proposition 10.3], or
(0, z) ∈ (pos ∂F (x¯, p¯)) ∪ ∂∞F (x¯, p¯) implies z = 0
and by condition (d), this is in turn equivalent to
(0, z) ∈ pos ∂F (x¯, p¯) implies z = 0 (3.1.4)
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We define Lp¯ : Rn → Rn×Rd by Lp¯(x) = (x, p¯). The adjoint L∗p¯ : Rn×Rd → Rn is
given by L∗p¯(x, p) = x. We have Fp¯ = F ◦ Lp¯, and so by a chain rule [80, Theorem
10.6] and condition (d), ∂Fp¯(x¯) = L
∗
p¯∂F (x¯, p¯). Thus
∂Fp¯(x¯) =L
∗
p¯∂F (x¯, p¯)
= {y | ∃z such that (y, z) ∈ ∂F (x¯, p¯)} .
If 0 ∈ ∂Fp¯(x¯), then there exists z such that (0, z) ∈ ∂F (x¯, p¯), but condition (b)
implies z 6= 0, which contradicts statement (3.1.4). If 0 /∈ ∂Fp¯(x¯), this means
that there is no z such that (0, z) ∈ ∂F (x¯, p¯), and implies statement (3.1.4). So
0 /∈ ∂Fp¯(x¯) is equivalent to C not having the Aubin property at p¯ for x¯ as claimed.
The calculation of lip C(p¯ | x¯) follows from the definition of the coderivative
D∗C(p¯ | x¯) and its relation to the normal cone through the Mordukhovich Crite-
rion. If F (x¯, p¯) < α¯, then the normal cone is {(0, 0)}, giving us the required value
of lip C(p¯ | x¯).
To obtain the Lipschitz modulus from the graphical modulus, one may use [80,
Theorem 9.38], but Proposition 2.6 is sufficient for our purposes.
In Sections 3.2 to 3.5, we will be using the general principle illustrated in
Theorem 3.7 to study where the pseudospectrum Λ has the Aubin property, and
also to illustrate how this can identify where Λ is Lipschitz continuous and give a
value of the Lipschitz constant.
One may immediately try to apply Theorem 3.7 to show that Λ has the Aubin
property for A at z. In this case, p = A, x = z, and so C(p) = Λ(A), F (x, p) =
σ(A − zI) = σe(A, z). However, σe is not a regular function, but this can be
overcome by studying −σe instead, which is regular if A− zI is nonsingular. This
is what we will do in the analysis that follows.
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3.2 General results
First, we are interested in finding out whether the functions −σe and 1
σe
enjoy
similar regularity properties so that we can deduce properties of σe. We recall a
result on the reciprocals of functions.
Proposition 3.8. [72, Corollary 1.111(iii)] For any function h : Rn → R at z
where h(z) > 0, we have ∂h(z) = h(z)2∂
(− 1
h
)
(z), and h is regular at z if and only
if − 1
h
is regular there.
The set of minimal singular vectors of A, MSV (A), is defined below.
Definition 3.9. For a matrix A, the left and right singular vectors corresponding
to the smallest singular value of A are the pairs (u, v) ∈ Cn × Cn, ‖u‖ = ‖v‖ =
1, which appear in the appropriate columns of U and V in some singular value
decomposition A = USV H of A. We refer to u and v as minimal singular vectors,
and we denote the set of pairs of minimal singular vectors of A as MSV (A).
Furthermore, define Y : Mn ⇒ C by
Y (A) :=
{
vHu | (u, v) ∈MSV (A)} .
An equivalent definition given in the introduction is to have pairs of unit vectors
(u, v) satisfying the equations σ(A)u = Av and σ(A)v = AHu.
The following result summarizes a complete characterization of left and right
minimal singular vectors when we have one particular singular value decomposi-
tion, which is helpful for the case where the smallest singular value is multiple.
Proposition 3.10. Consider a matrix A ∈Mn with singular value decomposition
32
(for unit vectors uj, vj)
A =
n∑
j=1
σjujv
H
j = USV
H
where σ1 = σ2 = · · · = σm < σj for all j > m. Define matrices
U¯ = (u1 u2 · · · um) and V¯ = (v1 v2 · · · vm). Then
MSV (A) = {(U¯q, V¯ q) | q ∈ Cm, ‖q‖ = 1}
if A is invertible (in other words, σ1 > 0) and
MSV (A) = {(U¯q1, V¯ q2) | q1, q2 ∈ Cm, ‖q1‖ = ‖q2‖ = 1}
if A is singular.
Proof. The equations Av = σ(A)u and AHu = σ(A)v require u to be an eigenvector
for AAH and v to be an eigenvector for AHA, and so they lie in the subspaces
spanned by the columns of U¯ and V¯ respectively. We have assumed that these
columns are placed at the left of U and V . Then let v = V¯ q. As we want a v of
unit length, we must have ‖q‖ = 1. Since A is invertible, σ := σ(A) > 0, and so
u =
1
σ
Av =
1
σ
USV H V¯ q =
1
σ
US
(
I
0
)
q = U
(
I
0
)
q = U
(
q
0
)
= U¯q.
Thus MSV (A) ⊂ {(U¯q, V¯ q) | q ∈ Cm, ‖q‖ = 1}. The reverse is straightforward.
If A is singular, then as before, u = U¯q1 and v = V¯ q2 for some unit vectors q1, q2.
It is evident that u and v satisfy the relations σ(A)u = Av and σ(A)v = AHu, so
we are done.
The significance of Y (A) will become clear later in sections 3.3 and 3.4. We
first show a result on Y (A).
Proposition 3.11. If A is invertible, then Y (A) is convex.
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Proof. We make the observation that the set Y (A) can be determined as follows.
Let U¯ and V¯ be as described in Proposition 3.10. The numerical range of a matrix
B ∈Mn is the set {vHBv | v ∈ Cn, ‖v‖ = 1}, denoted by W (B), and is convex by
the Toeplitz-Hausdorff Theorem [50, Property 1.2.2]. Then
Y (A) = {vHu | (u, v) ∈MSV (A)}
=
{
qH V¯ HU¯q | ‖q‖ = 1} (by Proposition 3.10)
= W
(
V¯ HU¯
)
, the numerical range of V¯ HU¯ ,
establishing the convexity of Y (A).
For singular matrices A, Y (A) need not be convex. Take for example the
singular value decomposition:
A =
 1 0
0 0
 =
 1 0
0 1

 1 0
0 0

 1 0
0 1
 .
With this matrix,
Y (A) =
{
q1
(
0 1
)(
0
1
)
q2 | q1, q2 ∈ C, |q1| = |q2| = 1
}
= {q ∈ C | |q| = 1} ,
which is not convex.
3.3 Subdifferential calculus
This section collects some results about subdifferential calculus involving σe : Mn×
C → R+, where σe(A, z) = σ(A − zI). As suggested in Figure 3.1, there is
a link between the subdifferential ∂σe(A, z) and normal cone NgphΛ(A, z) for
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σe(A, z) = . Before we can apply the appropriate theorems in [80], we have
to calculate ∂σe(A, z), establish regularity properties and characterize whether
0 ∈ ∂σe(A, z).
When the smallest singular value is simple, σ and σe are analytic, as the next
lemmas assert.
We remind the reader that the spaces Mn and Mn×C have (real) inner products
defined by
〈A,B〉 = Re tr(AHB) for A,B ∈Mn
and
〈(X, x), (Y, y)〉 = Re (tr(XHY ) + xHy) for X, Y ∈Mn and x, y ∈ C.
Lemma 3.12. If the invertible matrix A has a simple smallest singular value, then
the function σ : Mn → R+ is real-analytic at A, with gradient
∇σ(A) = uvH
for any (u, v) ∈MSV (A).
The proof for the above lemma is standard (for example, [22, Theorem 7.1]),
while the lemma below follows by noticing that σe = σ ◦L and applying the chain
rule, where L : Mn × C→ C is defined by L(A, z) = A− zI.
Lemma 3.13. If z /∈ Λ(A) and A− zI has a simple smallest singular value, then
the function σe : Mn × C→ R+ is real-analytic at Z, with gradient
∇σe(A, z) = (uvH ,−vHu)
for any (u, v) ∈MSV (A− zI).
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The next two results are generalizations of Lemmas 3.12 and 3.13 to the nons-
mooth case, and calculates the subgradients needed in the main result in Section
3.4.
Proposition 3.14. Suppose z /∈ Λ(A). Then
∂(−σe)(A, z) = conv{(−uvH , vHu) | (u, v) ∈MSV (A− zI)}.
Furthermore, −σe is regular at (A, z) and globally Lipschitz.
Proof. We consider the functions
σ¯e : Mn × C→ R+, ι : Mn →Mn and L : Mn × C→Mn
defined by
σ¯e(A, z) = σ¯((A− zI)−1), ι(B) = B−1 and L(A, z) = A− zI.
That is, σ¯e = σ¯ ◦ ι ◦ L. To evaluate the subdifferential of this function, we apply
a chain rule [80, Theorem 10.6]. Given a matrix B, we seek to evaluate ∇(ι ◦
L)(A, z)∗(B), which is, by the chain rule, ∇L(A, z)∗(∇ι(A− zI)∗(B)).
As σ¯ is everywhere Lipschitz, ∂∞σ¯(ι ◦ L(A, z)) = {0}. Furthermore, since σ¯ is
convex, it is regular at ι◦L(A, z), and so the conditions for [80, Theorem 10.6] are
satisfied.
It is easy to check the identity L∗(B) = (B,−trB). (Note that L is linear so
∇L = L and ∇L∗ = L∗.) Using the binomial expansion
(M + ∆)−1 = M−1 −M−1∆M−1 + o(∆),
it follows that ∇ι(M)(B) = −M−1BM−1, from which ∇ι (M)∗ (B) =
−M−HBM−H follows easily.
36
Next, we evaluate ∂σ¯e(A, z). Let the singular value decomposition of (A− zI)
be USV H . Then the singular value decomposition of (A− zI)−1 is V S−1UH , and
(A− zI)−H = US−1V H . So
∂σ¯e(A, z) = ∇L(A, z)∗∇ι(A− zI)∗∂σ¯ ((A− zI)−1) .
We know that
∂σ¯(B) = conv{uvH | ‖u‖ = ‖v‖ = 1, Bv = σ¯(B)u,BHu = σ¯(B)v}.
(See for example [87].) Therefore,
∂σ¯((A− zI)−1) = conv{vuH | (u, v) ∈MSV (A− zI)}.
Then for any (u, v) ∈MSV (A− zI), we have:
∇L(A, z)∗∇ι(A− zI)∗(vuH) = ∇L(A, z)∗(−US−1V HvuHUS−1V H)
= σ(A− zI)−2∇L(A, z)∗(−uvH)
= σ(A− zI)−2(−uvH , tr (uvH))
= σ(A− zI)−2(−uvH , vHu),
and so
∂σ¯e(A, z) = σ(A− zI)−2conv{(−uvH , vHu) | (u, v) ∈MSV (A− zI)}.
By Proposition 3.8, we conclude
∂(−σe)(A, z) = ∂
(
− 1
σ¯e
)
(A, z)
= σ¯e(A, z)−2∂σ¯e(A, z)
= conv{(−uvH , vHu) | (u, v) ∈MSV (A− zI)}.
The function −σe is regular at (A, z) because σ¯ is regular and both the chain
rule [80, Theorem 10.6] and Proposition 3.8 guarantee the preservation of regu-
larity. Also, the function −σe is globally Lipschitz because −σe = −σ ◦ L is the
composition of two globally Lipschitz functions.
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From the definition of Λ(A) = {z | σA(z) ≤ }, where σA : C→ R+ is defined
by σA(z) = σ(A−zI), it is clear that the functions σ and σA figure prominently in
the study of pseudospectra. The following two results can be seen as nonsmooth
analogues of [22, Theorem 7.1 and Corollary 7.2]. Even though σ and σA are
not necessarily smooth, we are able to prove that −σ and −σA are regular and
calculate their subgradients.
Proposition 3.15. The function −σ is regular at every nonsingular matrix A ∈
Mn with
∂(−σ)(A) = −conv{uvH | (u, v) ∈MSV (A)}
Proof. Define LMn : M
n → Mn × C by LMn(A) = (A, 0), so we have −σA =
(−σe) ◦ LMn . Clearly LMn is smooth, with ∇LMn = I × 0 at all points. (LMn)∗ :
Mn×C→Mn is just the natural projection. Thus, by appealing to [80, Theorem
10.6] and Proposition 3.14, we get what we need.
Proposition 3.16. For a matrix A, consider the function σA : C → R+ defined
by σA(z) = σ(A− zI). If z /∈ Λ(A), then
∂(−σA)(z) = Y (A− zI)
and −σA is regular at z and globally Lipschitz.
Proof. The proof is similar to the proof above, but we work through the details
for completeness. We note −σA = (−σe) ◦ LA, where LA : C→Mn × C, LA(z) =
(A, z). Clearly LA is smooth, with ∇LA = 0 × I at all points. Furthermore,
(∇LA)∗ : Mn × C → C is just the natural projection. Thus, by appealing to a
chain rule [80, Theorem 10.6] and Proposition 3.14, we have
∂(−σA)(z) = (∇LA)∗∂(−σe)(A, z)
= Y (A− zI).
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As in Proposition 3.14, σA is globally Lipschitz because it is a composition of two
globally Lipschitz functions.
We note that the assumptions that A − zI is nonsingular in Proposition 3.14
and A is nonsingular in Proposition 3.15 cannot be dropped in the proposition
below.
Proposition 3.17. If z ∈ Λ(A), then −σe is not regular at (A, z). Similarly, −σ
is not regular at A if A is singular.
Proof. Take U¯ and V¯ to the matrices corresponding to the minimal left and right
singular vectors of A − zI in the statement of Proposition 3.10. For small  > 0,
we have
−σe (A + U¯ V¯ H , z) = −σe(A, z)− 
and − σe (A− U¯ V¯ H , z) = −σe(A, z)− .
Hence if (B, x) ∈ ∂ˆ(−σe)(A, z), we have
−σe (A± U¯ V¯ H , z) ≥ −σe(A, z) + 〈(B, x), (±U¯ V¯ H , 0)〉+ o()
=⇒ − ≥  〈(B, x), (±U¯ V¯ H , 0)〉+ o().
Dividing by  throughout and taking limits as  ↓ 0, we have
−1 ≥ 〈(B, x), (±U¯ V¯ H , 0)〉
=⇒ −2 ≥ 〈(B, x), (U¯ V¯ H , 0)〉+ 〈(B, x), (−U¯ V¯ H , 0)〉 = 0,
which is obviously a contradiction. This means that ∂ˆ (−σe) (A, z) = ∅. To show
that ∂ (−σe) (A, z) 6= ∅, we note that for small  > 0, we have
(−u1vH1 , vH1 u1) ∈ ∂ˆ(−σe)
(
A + U¯ V¯ H , z
)
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by Proposition 3.14, where the minimal left and right singular vectors u1, v1 are
defined in the statement of Proposition 3.10. Taking  ↓ 0, this ensures that
(−u1vH1 , vH1 u1) ∈ ∂(−σe)(A, z) and thus ∂(−σe)(A, z) 6= ∅. Since ∂(−σe) and
∂ˆ(−σe) differ and appealing to [80, Corollary 8.11], −σe is not regular at (A, z).
The proof for −σ is similar.
Proposition 3.18. The resolvent norm nA : C → R defined by nA(z) =
‖(zI − A)−1‖ is regular at every point where z /∈ Λ(A), with
∂nA(z) = nA(z)
2Y (A− zI).
Proof. From the identity nA = 1/σA and Propositions 3.8 and 3.16, we note the
following calculations:
∂nA(z) =nA(z)
2∂
(
− 1
nA
)
(z)
=nA(z)
2∂(−σA)(z)
=nA(z)
2Y (A− zI).
This motivates the following definition.
Definition 3.19. A point z ∈ C is resolvent-critical for a square matrix A if either
z ∈ Λ(A) or 0 ∈ Y (A− zI).
Thus resolvent-critical points that are not eigenvalues are simply critical points
of the resolvent norm nA (in the nonsmooth sense). Since σA is globally Lipschitz,
the following holds as well.
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Theorem 3.20. For a given matrix A, the following are equivalent:
(1) z is resolvent-critical.
(2) z is Clarke-critical for −σA.
(3) z is Clarke-critical for σA.
Proof. Since σA is Lipschitz, we have ∂
◦(−σA)(z) = −∂◦σA(z) by [31, Proposition
2.3.1]. This means that (2) and (3) are equivalent.
Next we prove that (1) implies (2). If z is resolvent-critical, then either z is an
eigenvalue of A or 0 ∈ ∂ (−σA) (z). In the second case, z is Clarke-critical for −σA
because ∂(−σA)(z) ⊂ ∂◦(−σA)(z). In the first case, z is a maximizer of −σA, and
so z is Clarke-critical.
Lastly, we prove that (2) implies (1). If z is not resolvent-critical, then z is
not an eigenvalue and 0 /∈ ∂(−σA)(z). But ∂ (−σA) (z) = ∂◦ (−σA) (z) by the
regularity of −σA at z so we are done.
Example 3.21. Table 1 shows some examples where 0 is a resolvent-critical point
of A. (In the third example, the resolvent-critical point is close to 0 but not
exactly at 0.) These plots were obtained with EigTool [91]. The curves represent
the boundaries of the pseudospectra Λ(A) for  = 10
α, where α is the number
corresponding to the line generated by EigTool in the legend on the right. The
third example is found in [37].
We also have an alternative proof to [22, Theorem 9.2] after the remark below.
The set
G(z) =
{
vH(A− zI)v | v ∈ V (z), ‖v‖ = 1}
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Table 3.3: Examples of Pseudospectra for Example 3.21.
A Diagram
 1 1
0 −1

Smooth Saddle
dim = 2
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−1.5
−1
−0.5
0
0.5
1
1.5
−0.409
−0.3423
−0.2756
−0.209
−0.1423
−0.0757
−0.009
 1 0
0 −1

Nonsmooth Saddle
dim = 2
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
−1.5
−1
−0.5
0
0.5
1
1.5
−1.4
−1.2
−1
−0.8
−0.6
−0.4
−0.2
0
−

1 5 52 53 54
0 1 5 52 53
0 0 1 5 52
0 0 0 1 5
0 0 0 0 1

Local minimum of nA
dim = 5
−8 −6 −4 −2 0 2 4
−6
−4
−2
0
2
4
6
−2.8
−2.4
−2
−1.6
−1.2
−0.8
−0.4
0
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where the subspace V (z) ⊂ Cn is spanned by all right singular vectors of A − zI
as defined in [22, Section 9] is equal to σ(A− zI)Y (A− zI).
Proposition 3.22. If z¯ is not resolvent-critical and σA(z¯) = , then the set Λ
c
(A)
is Clarke regular at z¯, with normal cone NΛc(A)(z¯) = pos(Y (A− z¯I)).
Proof. This involves applying Proposition 3.16 to a result on level sets [80, Propo-
sition 10.3].
The conditions below on ∂σe(A, z) and ∂(−σe)(A, z) are needed in a manner
similar to condition (b) in Theorem 3.7 in the proof of our main result.
Proposition 3.23. The condition (0, 0) ∈ ∂σe(A, z) holds if and only if z ∈ Λ(A).
Also, if z /∈ Λ(A), then (0, 0) /∈ ∂(−σe)(A, z).
Proof. If σe(A, z) = 0, then (A, z) is a local minimizer and thus (0, 0) ∈ ∂σe(A, z).
On the other hand, if σe(A, z) > 0, we need to prove that (0, 0) /∈ ∂σe(A, z). We
try to evaluate ∂ˆσe(A, z). From Proposition 3.14, we know that at points where
the multiplicity of the singular value σ(A − zI) is greater than one, σe is not
differentiable. By [80, Corollary 9.21], ∂ˆσe(A, z) = ∅ at these points. For points
where the multiplicity of the singular value is one, the norm calculation tells us
that the only point in ∂ˆσe(A, z) has norm at least 1; the only element in ∂ˆσe(A, z)
is of the form
(
uvH ,−vHu), and the matrix part already contributes 1 to the norm.
So it is impossible that (0, 0) ∈ ∂σe(A, z).
Next, we move on to ∂ (−σe) (A, z). Take U¯ , V¯ to be the matrix corresponding
to the left and right singular vectors of A − zI in the sense of Proposition 3.10.
Note that
(
U¯ V¯ H , 0
)
represents a direction of linear descent, as
−σe (A + U¯ V¯ H , z) = −σe(A, z)− 
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for small , and so we have (0, 0) /∈ ∂ˆ(−σe)(A, z). Due to regularity (Proposition
3.14), we have (0, 0) /∈ ∂(−σe)(A, z).
Despite the fact that σe is not regular, we are still able to calculate the subd-
ifferential ∂σe(A, z)
Proposition 3.24. If z /∈ Λ(A), then
∂σe(A, z) =
{(
uvH ,−vHu) | (u, v) ∈MSV (A− zI)}
Proof. We observe that
∂σe(A, z) ⊂ −∂ (−σe) (A, z)
= conv
{(
uvH ,−vHu) | (u, v) ∈MSV (A− zI)}
by [80, Corollary 9.21] and Proposition 3.14. Next, note that if (B,w) ∈ ∂σe(A, z),
then
(B,w) ∈ conv{(uvH ,−vHu) | (u, v) ∈MSV (A− zI)} ,
and so we may write (B,w) =
∑k
i=1 λi
(
uiv
H
i ,−vHi ui
)
for a convex combination of
left and right singular vectors ui, vi corresponding to the smallest singular value.
But since the 2-norm is a strictly convex norm, ‖B‖ < 1 if k > 1 and (ui, vi)’s are
not complex multiples each other. We take a closer look: (B,w) can be written
as a limit of (Bi, wi) = ∇σe(Ai, zi) where (Ai, zi) → (A, z) by [80, Corollary 9.21].
Since ‖Bi‖ = 1, it follows that ‖B‖ = 1.
With this, we conclude that (B,w) = (uv∗,−v∗u) for some (u, v) ∈MSV (A−
zI) and so
∂σe(A, z) ⊂ {(uvH ,−vHu) | (u, v) ∈MSV (A− zI)} .
44
To prove the other containment, note that for any (u, v) ∈ MSV (A− zI), we
have
∂ˆσe(A− δuvH , z) = {∇σe(A− δuvH , z)}
=
{(
uvH ,−vHu)}
for 0 < δ <  by Lemma 3.13. Taking limits as δ ↓ 0, we have (uvH ,−vHu) ∈
∂σe(A, z), which completes the proof.
3.4 Main result
Before proving our main result, we make a statement about the normal cones
NgphΛc(A, z) and NgphΛ(A, z). We make use of properties that we have established
in Section 3.3 to establish the link between level sets and normal vectors.
Proposition 3.25. If  = σe(A, z) > 0, then
NgphΛc(A, z) = pos conv
{(−uvH , vHu) | (u, v) ∈MSV (A− zI)} ,
NgphΛ(A, z) = pos
{(
uvH ,−vHu) | (u, v) ∈MSV (A− zI)} .
Proof. Apply a result on level sets [80, Proposition 10.3], Proposition 3.23 and the
fact that −σe is Lipschitz to get
NgphΛc(A, z) = pos (∂(−σe)(A, z)) .
Next, apply Proposition 3.14 to deduce the first result.
By [80, Proposition 10.3] and Proposition 3.24 we have
NgphΛ(A, z) ⊂ pos ∂σe(A, z)
= pos
{(
uvH ,−vHu) | (u, v) ∈MSV (A− zI)} .
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Furthermore, if σ(A − zI) is simple then σe is smooth and regular at (A, z) by
Lemma 3.13, and so the above inclusion holds with equality.
For the opposite containment, take any (u, v) ∈ MSV (A − zI). Consider the
pair
(Aδ, zδ) :=
(
(1 + δ)A− δuvH , (1 + δ)z) for small δ > 0.
At these points, σe is smooth (and thus regular) because the singular value is of
multiplicity one with corresponding singular vectors (u, v), and σe(Aδ, zδ) = .
Thus (
uvH ,−vHu) ∈ NˆgphΛ((1 + δ)A− δuvH , (1 + δ) z).
Taking δ ↓ 0, we see that (uvH ,−vHu) ∈ NgphΛ(A, z). Since NgphΛ(A, z) is a
cone, we have the formula for NgphΛ(A, z) as claimed.
The following is the main result that summarizes the links between the diagram
in the introduction.
Theorem 3.26. Consider a point z /∈ Λ(A). Let  = σe(A, z). Then the following
are equivalent:
(1) z is not resolvent-critical for A.
(2) Λc has the Aubin property at A for z.
(3) Λ has the Aubin property at A for z.
Proof. For the purposes of the proof, we introduce several other properties:
(4) (Mn × {0}) ∩NgphΛc(A, z) = {0}.
(5) D∗Λc(A | z)(0) = {0}.
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(6) (Mn × {0}) ∩NgphΛ(A, z) = {0}.
(7) D∗Λ(A | z)(0) = {0}.
Properties (4) and (5) are equivalent because α ∈ D∗Λc(A | z) (β) if and only
if (α,−β) ∈ NgphΛc(A, z) by the definition of coderivatives. Properties (5) and (2)
are equivalent by the Mordukhovich Criterion. The same goes for properties (6),
(7) and (3).
Next, we show the equivalence of properties (1) and (4). We apply Proposition
3.25 to reduce property (4) to
(Mn × {0}) ∩ pos conv{(−uvH , vHu) | (u, v) ∈MSV (A− zI)} = {0} .
(1 ⇒ 4) Suppose that z is not resolvent-critical, that is 0 /∈ Y (A− zI), and yet
property (4) fails. Then there is some nonzero pair with second coordinate (the
one in C) zero lying in
pos conv
{(−uvH , vHu) | (u, v) ∈MSV (A− zI)} .
This means that there is a convex combination of pairs
(−uvH , vHu) such that
their second coordinate is zero. Then 0 ∈ Y (A − zI) (appealing to Proposition
3.11), a contradiction.
(1 ⇐ 4) If property (1) fails, there are minimal left and right singular vectors
u, v such that vHu = 0, and then
(−uvH , vHu) is a nonzero element in
(Mn × {0}) ∩ pos conv{(−uvH , vHu) | (u, v) ∈MSV (A− zI)} .
So we have proved the equivalence of properties (1) and (4). We proceed to
prove the equivalence of properties (1) and (6). We lose regularity, but nevertheless,
the proof still looks similar.
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(1 ⇒ 6) We prove (4 ⇒ 6). If 0 /∈ Y (A−zI), then (Mn × {0})∩NgphΛc(A, z) =
{0}. But Proposition 3.25 gives
{0} ⊂ (Mn × {0}) ∩NgphΛ(A, z)
⊂ (Mn × {0}) ∩ −NgphΛc(A, z)
= {0} .
(1 ⇐ 6) . If property (1) fails, there are minimal left and right singular vectors
u, v such that vHu = 0, and thus
(
uvH ,−vHu) is a nonzero element in (Mn × {0})∩
NgphΛ(A, z).
When we consider fixing the matrix A and increasing , it is natural to ask
whether the map  7→ Λ(A) is Lipschitz.
Proposition 3.27. Given z ∈ C, the map  7→ Λ(A) has the Aubin property at
σA(z) for z if and only if 0 /∈ ∂σA(z), whereas the map  7→ Λc(A) has the Aubin
property at σA(z) for z if and only if 0 /∈ ∂(−σA)(z) (or equivalently, assuming
z /∈ Λ(A), z is not resolvent-critical for A).
Proof. A straightforward application of [80, Theorem 9.41(b)] on σA gives us 0 /∈
∂σA(z) if and only if the map  7→ lev≤σA = Λ(A) has the Aubin property at 
for z, which is the first part of what we seek to prove. The second part is similar,
using Proposition 3.16.
A particular example worked out in full detail exploiting this is highlighted in
[24].
It is natural to ask whether there are any differences between Theorem 3.26
and the two parts of Proposition 3.27, and it comes down to comparing ∂(−σA)
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and ∂σA. In general, if z is not an eigenvalue of A,
−∂σA(z) ⊂ ∂(−σA)(z) = Y (A− zI)
by Proposition 3.16 and [80, Corollary 9.21], but the inclusion can be strict. Con-
sider the matrix A¯ = diag (1,−1, i,−i) in Example 3.6. Here, ∂(−σA)(0) =
{a + bi | |a|+ |b| ≤ 1} so 0 is resolvent-critical while ∂σA(0) = {1,−1, i,−i}.
3.5 Lipschitz continuity of pseudospectra
The results in the last section study the Aubin property of the pseudospectra Λ.
The next natural step is to evaluate the graphical modulus and investigate the
Lipschitz continuity of Λ.
If σ(A − zI) =  > 0, then from Proposition 3.25 and the definition of the
coderivative, we can deduce the formula for D∗Λc(A | z) (c). To keep the expres-
sions compact, we understand that (ui, vi) ranges over MSV (A − zI) whenever
ui, vi appear in the formulas below. We have
D∗Λc(A | z) (c)
=
{
−k
∑
i
λiuiv
H
i | c = −k
∑
i
λiv
H
i ui,
∑
i
λi = 1, λi ≥ 0, k ≥ 0
}
=

{
c
P
i λiuiv
H
iP
i λiv
H
i ui
|∑i λivHi ui 6= 0} if c 6= 0
pos
{∑
i λiuiv
H
i |
∑
i λiv
H
i ui = 0
}
if c = 0
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and
D∗Λ(A | z) (c)
=
{
kuvH | c = kvHu, k ≥ 0, (u, v) ∈MSV (A− zI)}
=

{
cuv
H
vHu
| (u, v) ∈MSV (A− zI), vHu 6= 0
}
if c 6= 0
pos
{
uvH | (u, v) ∈MSV (A− zI), vHu = 0} if c = 0.
We can then calculate the graphical moduli for Λ and Λ
c
 in the theorem below.
Theorem 3.28. We have the following graphical moduli:
lip Λ(A | z) =
 1/d (0, Y (A− zI)) if σ(A− zI) = 0 if σ(A− zI) < 
lip Λc(A | z) =
 1/d (0, Y (A− zI)) if σ(A− zI) = 0 if σ(A− zI) > .
(Here, we interpret 1/0 = +∞.)
Proof. It is clear that if σ(A− zI) < , then (A, z) lies in the interior of gphΛ, so
NgphΛ(A, z) = {(0, 0)}, and so
lip Λ(A | z) = |D∗Λ(A | z)|+ = 0.
Similarly, lip Λc(A | z) = 0 if σ(A− zI) > .
If σ(A − zI) =  and 0 ∈ Y (A − zI), then Λ and Λc do not have the Aubin
property at A for z, and so
lip Λ(A | z) = lip Λc(A | z) = ∞.
By the Mordukhovich Criterion and the definition of outer norms, we have
lip Λc(A | z) to be
sup
c 6=0
sup
d∈D∗Λc(A|z)(c)
‖d‖
|c| ,
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or in other words the infimum of all κ such that
d ∈ D∗Λc(A | z) (c) =⇒ ‖d‖ ≤ κ |c| . (3.5.1)
In view of the formula for D∗Λc(A | z), formula (3.5.1) is equivalent to
∥∥∥∑λiuivHi ∥∥∥ ≤ κ ∣∣∣∑λivHi ui∣∣∣ (3.5.2)
for all (ui, vi) ∈ MSV (A − zI), λi ≥ 0,
∑
λi = 1. To prove that lip Λ
c
(A | z) =
1/d (0, Y (A− zI)), it remains to prove that formula (3.5.2) is equivalent to
κ ≥ 1/d (0, Y (A− zI)) . (3.5.3)
Suppose that κ satisfies formula (3.5.2). Then for y ∈ Y (A − zI), we have some
(u, v) ∈MSV (A− zI) such that y = vHu. Then
κ |y| =κ ∣∣vHu∣∣
≥∥∥uvH∥∥
=1.
Formula (3.5.3) follows. Next, suppose that κ satisfies formula (3.5.3). If (ui, vi) ∈
MSV (A − zI), λi ≥ 0 and
∑
λi = 1, we have
∑
λiv
H
i ui ∈ Y (A − zI) by the
convexity of Y (A− zI). Thus∥∥∥∑λiuivHi ∥∥∥ ≤∑λi ∥∥uivHi ∥∥
=1
≤κ
∣∣∣∑λivHi ui∣∣∣
Formula (3.5.2) follows and so lip Λc(A | z) = 1/d (0, Y (A− zI)). Similar and
simpler calculations give us lip Λ(A | z) = 1/d (0, Y (A− zI)).
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We next turn to the Lipschitz constant for the pseudospectral mapping Λ. We
want to find lip∞Λ(A¯), the Lipschitz modulus of the pseudospectral map at A¯.
For a set-valued map S : Rn ⇒ Rm, we are able to calculate lipS(x¯) from the
graphical modulus easily with Proposition 2.6. Thus the Lipschitz constants for
Λ are easily obtained.
Proposition 3.29. The following expressions are equal:
(i) lip Λ(A)
(ii) max
z∈Λ(A)
{lip Λ(A | z)}
(iii) max
z:σ(A−zI)=
{1/d(0, Y (A− zI))}
(iv) max
z
{
1/
∣∣vHu∣∣ | (u, v) ∈MSV (A− zI), σ(A− zI) = } .
Proof. The expressions (i) and (ii) are equal by Proposition 2.6 and the fact that
Λ is compact and locally bounded. Then expression (ii) and (iii) are equal by
Theorem 3.28, and expression (iv) is just an expansion of the definition of Y (·)
applied to expression (iii).
3.6 Pseudospectral abscissa and pseudospectral radius
In this section we apply our results on Lipschitz continuity of pseudospectra to
re-explore earlier work on the pseudospectral abscissa and pseudospectral radius
in [22, 23, 71, 86].
Definition 3.30. Define the -pseudospectral abscissa α : M
n → R by
α(A) = max
z∈Λ(A)
Re(z),
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and the -pseudospectral radius ρ : M
n → R+ by
ρ(A) = max
z∈Λ(A)
|z| .
Note that if  > 0, then ρ(A) > 0. We shall establish continuity properties of α
and ρ. We begin with another routine piece of theory on parametric minimization.
Corollary 3.31. (to [80, Corollary 10.14]) Suppose that F : Rm ⇒ Rn is outer
semicontinuous and maps to compact sets. Define p : Rm → R and P : Rm ⇒ Rn
below by
p(u) = min
x∈F (u)
g(x), P (u) = arg min
x∈F (u)
g(x),
where the lower semicontinuous function g : Rn → R is differentiable at all points
in P (u¯) for some given u¯ ∈ Rm. Then p is
(a) Lipschitz continuous around u¯ if F has the Aubin property at u¯ for x¯ for
all x¯ ∈ P (u¯), with
lip p(u¯) ≤ max {|y| : y ∈ S} <∞
where S = {y | x¯ ∈ P (u¯), y ∈ D∗F (u¯ | x¯)(∇g(x¯))};
(b) strictly differentiable at u¯ with ∇p(u¯) = y¯ if S = {y¯}.
Proof. Let f : Rn × Rm → R¯ be defined by
f(x, u) = δgphF (u, x) + g(x) =
 g(x) if x ∈ F (u)∞ otherwise
Then
p(u) = inf
x
f(x, u), P (u) = arg min
x
f(x, u).
Since F is outer semicontinuous, gph F is closed so f is proper and lower semi-
continuous.
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Next, we prove f is level bounded in x locally uniformly in u. That is, for each
u¯ ∈ Rm and α ∈ R, there is a neighbourhood V of u¯ along with a bounded set
B ⊂ Rn such that {x | f(x, u) ≤ α} ⊂ B for all u ∈ V . Note that f(x, u) ≤ α
means that x ∈ F (u) and g(x) ≤ α. Since F is outer semicontinuous, choose
V such that F (u) ⊂ F (u¯) + B for all u ∈ V , by the characterization of outer
semicontinuity. The set B can be chosen to be F (u¯) + B and we are done.
Following the notation in [80, Corollary 10.13], for any x¯ ∈ P (u¯),
M(x¯, u¯) := {y | (0, y) ∈ ∂f(x¯, u¯)}
= {y | (y, 0) ∈ ∂δgphF (u¯, x¯) + {(0,∇g(x¯))}}
(by [80, Exercise 8.8(c)])
= {y | (y,−∇g(x¯)) ∈ NgphF (u¯, x¯)}
(by [80, Exercise 8.14])
= D∗F (u¯ | x¯)(∇g(x¯))
(by [80, Definition 8.33]).
Also,
M∞(x¯, u¯) := {y | (0, y) ∈ ∂∞f(x¯, u¯)}
= {y | (y, 0) ∈ ∂∞δgphF (u¯, x¯)}
= {y | (y, 0) ∈ NgphF (u¯, x¯)}
= D∗F (u¯ | x¯)(0).
This means that Y∞(u¯) :=
⋃
x¯∈P (u¯)M∞(x¯, u¯) = {0}, so part (a) of [80, Corollary
10.14] applies. Furthermore, Y (u¯), where Y (·) is defined in [80, Corollary 10.13],
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is
Y (u¯) :=
⋃
x¯∈P (u¯)
M(x¯, u¯)
=
⋃
x¯∈P (u¯)
D∗F (u¯ | x¯) (∇g(x¯)) ,
and so,
lip p(u¯) ≤ max
y∈Y (u¯)
|y|
= max {|y| : x¯ ∈ P (u¯), y ∈ D∗F (u¯ | x¯)(∇g(x¯))} <∞.
The rest of the claim follows by [80, Corollary 10.14].
The continuity of α and ρ can be proved by the following proposition when
the conditions for Lipschitz continuity are absent. The proof is routine.
Proposition 3.32. Suppose that F : Rm ⇒ Rn is continuous and maps to compact
sets. If p, P and g are defined as in Corollary 3.31 with g continuous, then p is
continuous and P is outer semicontinuous.
As a consequence of Corollary 3.31, we obtain the following result.
Corollary 3.33. The pseudospectral abscissa α and pseudospectral radius ρ are
Lipschitz continuous at a matrix A if lip∞Λ(A) < ∞, with Lipschitz constants
bounded above by lip∞Λ(A).
Proof. Following the notation in Corollary 3.31, take F = Λ and g(x) = 〈−1, x〉.
Then α = −p and we obtain
lip α(A) ≤ max{|y| : y ∈ D∗Λ(A | z) (−1)
, z ∈ Λ(A),Re(z) = α(A)}
= max{1/d (0,R− ∩ Y (A− zI)) :
z ∈ Λ(A),Re(z) = α(A)}
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using our derivative computation before Theorem 3.28. If we take g(x) = − |x|
instead, then ρ = −p, and
lip ρ(A) ≤ max{|y| : y ∈ D∗Λ(A | z)(− z|z|),
z ∈ Λ(A), |z| = ρ(A)}
= max{1/d(0,R+( z|z|) ∩ Y (A− zI)) :
z ∈ Λ(A), |z| = ρ(A)}.
The upper bounds for lip α(A) and lip ρ(A) obtained above are both not greater
than lip∞Λ(A) by Proposition 3.29 and so we are done.
3.7 Resolvent-critical points
Resolvent-critical points are crucial throughout our analysis. They are also, for
example, explicitly excluded in the analysis of the quadratic convergence of the
algorithm for finding the pseudospectral abscissa in [23]. We investigate their
properties further.
Proposition 3.34. All resolvent-critical points lie in the numerical range of A.
Proof. Suppose that z is resolvent-critical. Then there exists a right singular vector
v of (A− zI) such that vH(A− zI)v = 0, which implies that vHAv = zvHv = z if
|v| = 1. This means that z lies in the numerical range of A.
Proposition 3.35. For  large enough such that Λ(A) contains the numerical
range of A, W (A), in its interior, the map Λ : M
n ⇒ C is strictly continuous at
A for any point in Λ(A), and thus Lipschitz continuous at a neighbourhood of A.
For α and ρ to be Lipschitz continuous, we just need the interior of convΛ(A)
to contain W (A).
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Proof. For the first part, if Λ(A) contains W (A) in its interior, then the points
in the boundary of Λ are not resolvent-critical by the previous result. Apply
Proposition 3.29.
For the second part, by the proof of Corollary 3.33, it suffices to show that if z
satisfies Re z = α(A) and σ(A− zI) = , then z /∈ W (A). But if z satisfies these
conditions, then z ∈ convΛ. The same goes for ρ.
In Table 1 in page 42, the third example of a 5 × 5 matrix illustrates that a
resolvent-critical can lie outside the convex hull of the spectrum of A. There is
a resolvent-critical point close to 0, but the convex hull of the eigenvalues is just
{−1}.
With all that we have done so far, the following is a natural consequence of
[12, Corollary 8].
Corollary 3.36. (to [12, Corollary 8]) Given a matrix A, the set of resolvent-
critical values {σA(z) | z resolvent critical for A} is finite.
Proof. This is just the (semi-algebraic) set of Clarke-critical values of σA by The-
orem 3.20, which is finite by [12, Corollary 8].
With the above result, we arrive at the following appealing result.
Corollary 3.37. Given a matrix A, the mappings Λ, α and ρ are Lipschitz
around A for all but finitely many  ≥ 0, so in particular, for all small  > 0.
Proof. This is a direct consequence of Theorem 3.26, Corollary 3.36 and Corollary
3.33.
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The conditions that guarantee Lipschitz continuity of the pseudospectral ab-
scissa α in the result above are much more general than the conditions in [22,
Corollary 8.3]. Firstly, we do not need the assumption that active eigenvalues are
nonderogatory made in [22, Corollary 8.3], and our current result holds for all but
finitely many .
Here is another general observation on resolvent-critical points.
Theorem 3.38. For a fixed A, the set of resolvent-critical points is compact, semi-
algebraic with empty interior and contains eigenvalues as isolated points.
Proof. Denote the set of resolvent-critical points by SA. The set SA is bounded by
Proposition 3.34. It is clear that SA is semi-algebraic. As σA is Lipschitz, ∂
◦(−σA)
has closed graph by [31, Proposition 2.1.5(b)] and thus SA is closed.
Suppose that SA does not have empty interior. Note that σA has to be constant
on a component by Corollary 3.36, and this would mean that σA is constant on a set
of nonempty interior, which contradicts the fact that σA cannot have minimizers
other than at eigenvalues of A [22, Theorem 4.2]. Thus SA has empty interior.
Lastly, SA can be written as a union of curves and points in C. If an eigenvalue,
say z¯, is not an isolated point in SA, then it is on some curve. This would mean
that σA is zero on a curve, which contradicts the fact that σA is zero only on the
set of eigenvalues, which is a finite set. Thus all eigenvalues are isolated in SA.
We call Λ′(A) = {z | σ(A− zI) < } the strict pseudospectrum of A. The set
Λ′(A) consists of at most n components (since each component must contain an
eigenvalue [86]) and the number of components is clearly a decreasing function of
. There will be some points z¯ ∈ C where some components meet as  increases. If
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Λ′(A) has n components and z¯ lies on the boundary of two components of Λ
′
(A),
then the distance between A and the set of matrices with repeated eigenvalues is ,
and is attained by some matrix A¯ having z¯ as a repeated eigenvalue. ([1, Theorem
5.1]) It turns out that such points are resolvent-critical as the next theorem will
show, generalizing [1, Proposition 4.10].
Theorem 3.39. If z¯ is a common boundary point of components of Λ′(A), then z¯
is a resolvent-critical point.
Proof. To reduce notation, let us assume that z¯ = 0. The rest of the proof will
follow by a translation. We look at the structure of Λ(A) around 0, where  > 0.
Since Λ(A) is semi-algebraic, Λ(A) is locally conic about 0 by [33, Theorem 4.10].
That is, there is an r > 0 and a semi-algebraic homeomorphism
h : Λ(A) ∩ rB→ [0, 1](Λ(A) ∩ r(bdry B))
between the two spaces. Since (Λ(A) ∩ r(bdry B)) is a finite union of arcs, it
follows that the boundary of Λ(A) ∩ rB would consist of curves which start from
0 and end at somewhere on r(bdry B). The diagram below illustrates this.
Λ
ǫ
(A) ∩ rB
h
[0, 1](Λ
ǫ
(A) ∩ r(bdryB)
We use a proof by contradiction. Suppose that 0 is not resolvent-critical. Then
0 /∈ Y (A) and by Proposition 3.22, Λc(A) is Clarke regular at 0 with normal
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cone NΛc(A)(0) = R+Y (A). Note that NΛc(A)(0) is pointed, otherwise 0 ∈ Y (A),
contradicting the assumption that 0 is not resolvent-critical.
The set {z | σ(A− zI) = } is semi-algebraic, and has empty interior since the
only local minimizers of σA are eigenvalues of A [22, Theorem 4.2], and so it is
a union of smooth curves. We now prove that the curves are boundaries of both
Λ(A) and Λ
c
(A). By considering the sign of σA−  on either side of such a curve,
we distinguish three cases. In the following diagram, both case 1 and case 2 cannot
hold, because local maxima and local minima of σA are resolvent-critical, and this
would make 0 resolvent-critical as well, since the set of resolvent-critical points is
closed by Theorem 3.38.
σ(A− zI) < ǫ
σ(A− zI) < ǫ
σ(A− zI) = ǫ
0 0
σ(A− zI) = ǫ
σ(A− zI) > ǫ
σ(A− zI) > ǫ
Case 1 Case 2
Therefore, the general diagram would be as below, with the value of σA al-
ternating above and below  as we circle the origin, crossing the curves where
σA = .
> ǫ
> ǫ
> ǫ
< ǫ< ǫ
< ǫ
= ǫ= ǫ
= ǫ
= ǫ
= ǫ
= ǫ0
Two different arcs cannot be tangent at 0 since NΛc(A)(0) will otherwise not be
pointed, as the diagrams below show.
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> ǫ
> ǫ
< ǫ
= ǫ
= ǫ
< ǫ
> ǫ
= ǫ
= ǫ
< ǫ
Since Λc(A) is Clarke regular at 0, its tangent cone TΛc(A)(0) is convex, so the
picture above can contain only one sector where σA > . It now follows that 0
cannot be the boundary point of two components of Λ′(A). This completes the
proof.
If we can prove the following about the pseudospectral abscissa α, we would
be able to conclude that the pseudospectral abscissa is Lipschitz continuous.
Conjecture 3.40. The points where the pseudospectral abscissa α are attained
are not resolvent-critical.
A natural question to ask after Theorem 3.38 is the following.
Conjecture 3.41. The number of resolvent-critical points is finite.
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CHAPTER 4
LIPSCHITZ BEHAVIOR OF THE ROBUST REGULARIZATION
This section is based on [63], and it contains material in [63] that was not
already in [61]. In Section 4.1, we discuss the relationship between calmness and
Lipschitz continuity, while in Section 4.2, we discuss the relationship between calm-
ness and robust regularization. In Section 4.3, we prove some results on the robust
regularization in the general case. In Section 4.4, we state and prove our main
result that at any point x¯, the -robust regularization a semi-algebraic function
is Lipschitz at a for all small  > 0. Finally in Section 4.5, we revisit 1-peaceful
sets introduced in Section 4.3 and prove some results on how they are relevant to
robust regularization.
4.1 Calmness as an extension to Lipschitzness
We begin by discussing the relation between calmness and Lipschitz continuity,
which will be important in the proofs in Section 4.4 later. Throughout the chapter,
we will limit ourselves to the single-valued case. For more on these topics and their
set-valued extensions, we refer the reader to [80].
Definition 4.1. Let F : X → Rm be a single-valued map, where X ⊂ Rn.
(a) [80, Section 8F] Define the calmness modulus of F at x¯ with respect to X
to be
calmF (x¯) := inf{κ | There is a neighbourhood V of x¯ such that
|F (x)− F (x¯)| ≤ κ |x− x¯| for all x ∈ V ∩X}
= lim sup
x−→
X
x¯
|F (x)− F (x¯)|
|x− x¯| .
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Here, x −→
X
x¯ means that x ∈ X and x → x¯. The function F is calm at x¯ with
respect to X if calmF (x¯) <∞.
(b)[80, Definition 9.1] Define the Lipschitz modulus of F at x¯ with respect to
X to be
lipF (x¯) := inf{κ | There is a neighbourhood V of x¯ such that
|F (x)− F (x′)| ≤ κ |x− x′| for all x, x′ ∈ V ∩X}
= lim sup
x,x′−→
X
x¯
x6=x′
|F (x)− F (x′)|
|x− x′| .
The function F is Lipschitz at x¯ with respect to X if lipF (x¯) <∞. 
As can be seen in the definitions, Lipschitz continuity is a more stringent form
of continuity than calmness. In fact, they are related in the following manner.
Proposition 4.2. Suppose that F : X → Rm where X ⊂ Rn.
(a) lim supx−→
X
x¯ calmF (x) ≤ lipF (x¯).
(b) If there is an open set U containing x¯ such that U ∩ X is convex, then
lipF (x¯) = lim supx−→
X
x¯ calmF (x).
Proof. To simplify notation, let κ := lim supx−→
X
x¯ calmF (x).
(a) For any  > 0, we can find a point x such that |x¯− x| <  and calmF (x) >
κ− . Then we can find a point x˜ such that |x − x˜| <  and |F (x)− F (x˜)| >
(κ − ) |x − x˜|. As  can be made arbitrarily small, we have κ ≤ lipF (x¯) as
needed.
(b) For every  > 0 , there is some neighborhood of x¯, say Bδ(x¯), such that
calmF (x) ≤ κ +  if x ∈ Bδ(x¯) ∩X.
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For any y, z ∈ Bδ(x¯) ∩ X, consider the line segment joining y and z, which we
denote by [y, z]. As calmF (x˜) ≤ κ +  for all x˜ ∈ [y, z], there is a neighborhood
around x˜, say Vx˜, such that Vx˜ ∩X is convex and |F (xˆ)− F (x˜)| ≤ (κ+ 2) |xˆ− x˜|
for all xˆ ∈ Vx˜ ∩X.
As [y, z] is compact, choose finitely many x˜ such that the union of Vx˜ covers
[y, z]. We can add y and z into our choice of points and rename them as x˜1, . . . , x˜k
in their order on the line segment [y, z], with x˜1 = y and x˜k = z. Also, we can
find a point xˆi between x˜i and x˜i+1 such that xˆi ∈ Vx˜i ∩ Vx˜i+1 . Therefore, we add
these xˆi into x˜1, . . . , x˜k and get a new set x1, . . . , xK , again in their order on the
line segment and x1 = y, xK = z.
We have:
|F (y)− F (z)| ≤
K−1∑
i=1
|F (xi)− F (xi+1)|
≤
K−1∑
i=1
(κ + 2) |xi − xi+1|
≤ (κ + 2) |y − z| ,
and as  is arbitrary, lipF (x¯) ≤ κ as claimed.
Convexity is a strong assumption here, but some analogous condition is needed,
as the following examples show.
Example 4.3. (a) Consider the set X ⊂ R defined by
X =
( ∞⋃
i=1
[
1
3i
,
2
3i
])
∪ {0} ,
and define the function F : X → R by
F (x) =

1
3i
if 1
3i
≤ x ≤ 2
3i
,
0 if x = 0.
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It is clear that calmF (x) = 0 for all x ∈ X\ {0} since F is constant on each
component of X, and calmF (0) = 1. But
lipF (0) = lim
i→∞
F
(
1
3i
)− F ( 2
3i+1
)
1
3i
− 2
3i+1
= lim
i→∞
1
3i
− 1
3i+1
1
3i
− 2
3i+1
= 2.
Thus, lim supx→0 calmF (x) < lipF (0).
(b) Consider X ⊂ R2 defined by X := {(x1, x2) | x22 = x41} and the func-
tion F : R2 → R defined by F (x1, x2) = x2. One can easily check that
lim supx→0 calmF (x) = 0 and lipF (0, 0) = 1. This is an example of a semi-
algebraic function where inequality holds.
Note that calmF (x¯) can be strictly smaller than lipF (x¯) even if X is convex,
as demonstrated below.
Example 4.4. (a) Consider F : R→ R defined by
F (x) =
 0 if x = 0,x2 sin ( 1
x2
)
otherwise.
Here, calmF (0) = 0, but lipF (0) = ∞.
(b) Consider F : R2 → R defined by:
F (x1, x2) =

0 if x1 ≤ 0
x1 if 0 ≤ x1 ≤ x2/2
−x1 if 0 ≤ x1 ≤ −x2/2
2x2 if x1 ≥ |x2| /2.
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We can calculate calmF (0, 0) = 2/
√
5, and lipF (0, 0) = 2, so this gives
calmF (0, 0) < lipF (0, 0). This is an example of a semi-algebraic function where
inequality holds.
At this point, we make a remark about subdifferentially regular functions. It
turns out that the calmness and Lipschitz moduli are equal for subdifferentially
regular functions.
Proposition 4.5. If f : Rn → R ∪ {∞} is Lipschitz continuous at x¯ and subdif-
ferentially regular there, then calm f(x¯) = lip f(x¯).
Proof. By [80, Theorem 9.13], lip f(x¯) = max {|v| | v ∈ ∂f(x¯)}. If v ∈ ∂f(x¯), then
v ∈ ∂ˆf(x¯), and we observe that calm f(x¯) ≥ |v| because
f(x¯ + tv) ≥ f(x¯) + 〈v, tv〉+ o (|t|)
= f(x¯) + |v| |tv|+ o (|t|) .
Therefore calm f(x¯) ≤ lip f(x¯) = max {|v| | v ∈ ∂f(x¯)} ≤ calm f(x¯), which im-
plies that all three terms are equal.
4.2 Calmness and robust regularization
Recall the definition of the robust regularization in Definition 1.1. To study the
robust regularization, it is useful to study the dependence of f¯(x) on  instead of
on x. For a point x ∈ X, define gx : R+ → R by
gx() = f¯(x).
To simplify notation, we write g ≡ gx if it is clear from context. Here are a few
basic properties of gx.
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Proposition 4.6. For f : X → R and gx as defined above, we have the following:
(a) gx is monotonically nondecreasing.
(b) If f is continuous in a neighborhood of x, then gx is continuous in a neigh-
borhood of 0.
Proof. Part (a) is obvious. For part (b), we prove upper and lower semicontinuity
separately. We can write gx() as max|u|≤1 f(x + u). Since gx is a maximum of
lower semicontinuous functions, gx is lower semicontinuous.
Next, we prove that gx is upper semicontinuous. Suppose that r → , and
gx(r) ≥ α. We want to prove that gx() ≥ α. By the compactness of the unit
ball, there is some ur such that gx(r) = f(x+ rur). For a limit point u¯ of {ur}r,
we have gx() ≥ f(x + u¯) ≥ α, which is what we need.
It turns out that calmness of the robust regularization is related to the deriva-
tive of gx.
Proposition 4.7. If f : X → R and  > 0, then calm f¯(x) ≤ calm gx(). If in
addition X contains B′(x) for some ′ >  and gx is differentiable at , then
calm f¯(x) = calm gx() = g
′
x().
Proof. For the first part, we proceed to show that if κ > calm gx(), then κ ≥
calm f¯(x). If |x˜− x| < , we have
B−|x˜−x|(x) ⊂ B(x˜) ⊂ B+|x˜−x|(x),
which implies
f¯−|x˜−x|(x) ≤ f¯(x˜) ≤ f¯+|x˜−x|(x).
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Then note that if x˜ is close enough to x, we have
f¯(x˜) ≤ f¯+|x˜−x|(x) = gx( + |x˜− x|) ≤ gx() + κ |x˜− x| ,
and similarly
f¯(x˜) ≥ f¯−|x˜−x|(x) = gx(− |x˜− x|) ≥ gx()− κ |x˜− x| ,
which tells us that
∣∣f¯(x˜)− f¯(x)∣∣ ≤ κ |x˜− x|, which is what we need.
For the second part, it is clear from the definition of the derivative that g′x() =
calm gx(). We prove that if κ < g
′
x(), then κ ≤ calm f¯(x). By the differentiability
of gx, there is some δ¯ > 0 such that for any 0 ≤ δ ≤ δ¯, we have
f¯+δ(x) = gx( + δ)
> gx() + κδ
= f¯(x) + κδ.
For any 0 ≤ δ ≤ δ¯, there is some x˜δ ∈ B+δ(x) such that f(x˜δ) = f¯+δ(x). Let
xˆδ =
δ
|x˜δ−x|(x˜δ−x) +x. We have f¯(xˆδ) = f¯+δ(x), which gives f¯(xˆδ)− f¯(x) > κδ.
Since xˆδ was chosen such that δ = |xˆδ − x|, we have f¯(xˆδ) − f¯(x) > κ |xˆδ − x|,
which implies κ ≤ calm f¯(x) as needed.
Remark 4.8. A similar statement can be made for  = 0, except that we change
calmness to “calm from above” as defined in [80, Section 8F] in both parts.
We have the following corollary.
Corollary 4.9. If f : Rn → R,  > 0 and gx is Lipschitz at , then
calm f¯(x) ≤ lip gx() = sup {|y| | y ∈ ∂gx()} .
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Proof. It is clear that calm f¯(x) ≤ calm gx() ≤ lip gx(). The formula lip gx()=
sup{|y| | y ∈ ∂gx()} follows from [80, Theorem 9.13, Definition 9.1].
In general, the robust regularization is calm.
Proposition 4.10. For a continuous function f : X → R, there is an ¯ > 0 such
that f¯ is calm at x for all 0 <  ≤ ¯ except on a subset of (0, ¯] of measure zero.
Proof. By Proposition 4.6(b), since f is continuous at x, gx is continuous in [0, ¯]
for some ¯ > 0. Since gx is monotonically nondecreasing, it is differentiable in all
[0, ¯] except for a set of measure zero. The derivative g′x() equals calm f¯(x) by
Proposition 4.7.
Remark 4.11. In general, the above result cannot be improved. For an example, let
c : [0, 1] → [0, 1] denote the Cantor function, commonly used in real analysis texts
as an example of a function that is not absolutely continuous and not satisfying
the Fundamental Theorem of Calculus. Then calm c¯(0) = ∞ for all  lying in the
Cantor set.
4.3 Robust regularization in general
In this section, in Corollary 4.15, we prove that if lip f(x) <∞ for x close to but
not equal to x¯, then lip f¯(x¯) <∞ for all small  > 0, even when lip f(x¯) = ∞.
For F : X → Rm, we may write the robust regularization F : X ⇒ Rm by
F = F ◦Φ, where Φ : X ⇒ X is defined by Φ(x) = B(x)∩X. For reasons that
will be clear later in Section 4.5, we consider the extension Φ˜ : Rn ⇒ X defined
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by Φ˜(x) = B(x)∩X. It is clear that Φ˜ |X= Φ using our previous notation, and
it follows straight from the definitions that lip Φ(x) ≤ lip Φ˜(x) for x ∈ X.
Definition 4.12. We say that X ⊂ Rn is peaceful at x¯ ∈ X if lip Φ(x¯) is finite
for all small  > 0. If in addition lim sup↓0 lip Φ˜(x¯) ≤ κ for all small  > 0, we
say that X is peaceful with modulus κ at x¯, or κ-peaceful at x¯.
When x¯ lies in the interior of X and  is small enough, then Φ˜ is Lipschitz with
constant 1. In section 4.5, we will find weaker conditions on X for the Lipschitz
continuity of Φ˜. We will see that convex sets are 1-peaceful, but for now, we
remark that if X is convex, then Φ is globally Lipschitz in X.
Proposition 4.13. If X is a convex set, then Φ(x) ⊂ Φ(x′) + |x− x′|B for all
x, x′ ∈ X.
Proof. The condition we are required to prove is equivalent to
B(x) ∩X ⊂ (B(x′) ∩X) + |x− x′|B for x, x′ ∈ X.
For any point x˜ ∈ B(x) ∩ X, the line segment [x′, x˜] lies in X, and is of length
at most |x˜− x| + |x− x′|. The ball B(x′) can contain the line segment [x′, x˜], in
which case x˜ ∈ B(x′) ∩ X, or the boundary of B(x′) may intersect [x′, x˜] at a
point, say xˆ. Since X is a convex set, we have xˆ ∈ B(x′) ∩X. Furthermore
|x˜− xˆ| = |x˜− x′| − 
≤ |x˜− x|+ |x− x′| − 
≤ |x− x′| ,
so x˜ ∈ (B(x′) ∩X) + |x− x′|B.
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We remark that if X is nearly radial at x¯ as introduced in [61], then X is
1-peaceful: see Section 4.5. The set X is nearly radial at x¯ if
dist(x¯, x + TX(x)) → 0 as x→ x¯ in X.
The set X is nearly radial if it is nearly radial at all points in X. The notation
TX(x) refers to the (Bouligand) tangent cone (or “contingent cone”) to X at x ∈ X,
formally defined as
TX(x¯) = {lim t−1r (xr − x¯) : tr ↓ 0, xr → x¯, xr ∈ X}
(see, for example, [80, Definition 6.1]). Many sets are nearly radial [61], including
for instance semi-algebraic sets, amenable sets and smooth manifolds.
We now present a result on the regularizing property of robust regularization.
Proposition 4.14. For F : X → Rm and x¯ ∈ X, suppose that X is peaceful, and
there exists a neighborhood U of x¯, a convex set X˜, and a function F˜ : X˜ → Rm
such that X ∩ U ⊂ X˜ ⊂ Rn, F˜ |X = F and lip F˜ (x) < ∞. Then lipF(x¯) is finite
for all small  > 0.
Proof. First, we prove that lipF : X → R+ is upper semicontinuous. This result
is just a slight modification of the first part of [80, Theorem 9.2], but we include
the proof for completeness. Suppose that xi → x. By the definition of lipF , we
can find xi,1, xi,2 ∈ X such that
|F (xi,1)− F (xi,2)|
|xi,1 − xi,2| > lipF (xi)− |xi − x| ,
and |xi,j − xi| < |xi − x| for j = 1, 2.
Taking limits as i→∞, we see that xi,1, xi,2 → x, and it follows that
lipF (x) ≥ lim sup
i→∞
|F (xi,1)− F (xi,2)|
|xi,1 − xi,2|
= lim sup
i→∞
lipF (xi).
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Thus lipF : X → R+ is upper semicontinuous.
So for 1 small enough, choose 2 < 1 such that lipF is bounded above in
C1 = (B1+2(x¯)\B1−2(x¯))∩X, say by the constant κ1. Then for any κ2 > κ1 and
any x ∈ C1, there is an x such that F is Lipschitz continuous on Bx(x) ∩X with
constant κ2 with respect to X. Thus ∪x∈C1{Bx(x)} is an open cover of C1.
By the Lebesgue Number Lemma, there is a constant δ such that if x1, x2 lie
in C1 and |x1 − x2| ≤ δ, then the line segment [x1, x2] lies in one of the open balls
Bx(x) for some x ∈ C1. We may assume that δ < 2.
Also, since X is peaceful at x¯, choose 1 small enough so that lip Φ1(x¯) is finite,
say lip Φ1(x¯) < K. If X is convex, then this is possible due to Proposition 4.13. We
can assume that K > 2. Therefore, there is an open set V ⊂ U about x¯ such that
Φ1 is Lipschitz in V ∩X with constant K, that is Φ1(x) ⊂ Φ1(x′) +K |x− x′|B
for all x, x′ ∈ V ∩X.
So, for x, x′ ∈ V ∩ B δ
2K
(x¯) ∩X, we want to show that
F1(x) ⊂ F1(x′) + Kκ2 |x− x′|B.
Suppose that y ∈ F1(x). So y = F (x˜) for some x˜ ∈ B1(x) ∩X. If x˜ ∈ B1− δ2K (x¯),
then x˜ ∈ B1(x′) ∩ X because |x′ − x¯| ≤ δ2K . So y ∈ F1(x′). Otherwise x˜ ∈
(B1+ δ2K (x¯)\B1− δ2K (x¯)) ∩X.
We have Φ1(x) ⊂ Φ1(x′) + K |x− x′|B. So there is some xˆ ∈ Φ1(x′) such
that
|xˆ− x˜| ≤ K |x− x′| ≤ K δ
2K
=
δ
2
.
Furthermore,
|xˆ− x¯| ≤ |x˜− x|+ |x− x¯|+ |xˆ− x˜| ≤ 1 + δ
2K
+
δ
2
≤ 1 + 3δ
4
< 1 + 2,
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and
|xˆ− x¯| ≥ |x˜− x| − |x− x¯| − |xˆ− x˜| ≥ 1 − δ
2K
− δ
2
≥ 1 − 3δ
4
> 1 − 2.
Hence xˆ ∈ (B1+2(x¯)\B1−2(x¯)) ∩ X. Since |xˆ− x˜| < δ, the line segment [xˆ, x˜]
lies in Bx(x) for some x ∈ X. Since the line segment [xˆ, x˜] is convex and lip F˜ is
bounded from above by κ2 there, we have
|F (x˜)− F (xˆ)| =
∣∣∣F˜ (x˜)− F˜ (xˆ)∣∣∣
< κ2 |x˜− xˆ|
by [80, Theorem 9.2]. We note that
F (x˜) ∈ F (xˆ) + κ2 |xˆ− x˜|B
⊂ F1(x′) + κ2 |xˆ− x˜|B
⊂ F1(x′) + Kκ2 |x− x′|B,
and we are done.
We are now ready to relate lip f¯(x¯) to lip f(x¯). We remind the reader that in
the proof of Corollary 4.15 below, f : X ⇒ R is a set-valued map as introduced
in Definition 1.1, which is similar to f¯ but maps to intervals in R.
Corollary 4.15. For f : X → R, if the conditions in Proposition 4.14 holds (with
F = f), then lip f¯(x¯) <∞ for all small  > 0.
Proof. By Proposition 4.14, we have lip f(x¯) < ∞ with the given conditions.
It remains to prove that lip f¯(x¯) ≤ lip f(x¯). We can do this by proving that
lip S¯(x¯) ≤ lipS(x¯), where S : X ⇒ R is a set-valued map, and S¯ : X → R is
defined by S¯(x) = sup{y | y ∈ S(x)}. Note that if S = f, then S¯ = (f) = f¯.
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For any κ > lipS(x), we have d(S(x˜), S(xˆ)) ≤ κ |x˜− xˆ| for x˜, xˆ ∈ X close
enough to x by [80, Definition 9.26]. The definition of the Pompeiu-Hausdorff
distance tells us that S(x˜) ⊂ S(xˆ)+κ |x˜− xˆ|, which implies S¯(x˜) ≤ S¯(xˆ)+κ |x˜− xˆ|.
By reversing the roles of x˜ and xˆ, we obtain
∣∣S¯(x˜)− S¯(xˆ)∣∣ ≤ κ |x˜− xˆ|. So κ >
lip S¯(x), and since κ is arbitrary, we have lip S¯(x) ≤ lipS(x) as needed.
4.4 Semi-algebraic robust regularization
In this section, in Theorem 4.18, we prove that if f : Rn → R is continuous
and semi-algebraic, then at any given point, the robust regularization is locally
Lipschitz there for all sufficiently small  > 0. This theorem is more appealing than
Corollary 4.15 because the required condition is weaker. The condition lip f(x) <
∞ for all x close to but not equal to x¯ in Corollary 4.15 is a strong condition because
if a function is not Lipschitz at a point x¯, it is likely that it is not Lipschitz at some
points close to x¯ as well. For example in f : R2 → R defined by f(x1, x2) =
∣∣√x1∣∣,
f is not Lipschitz at all points where x1 = 0.
We proceed to prove the main theorem of this section in the steps outlined
below.
Proposition 4.16. For f : X → R, where X ⊂ Rn is convex, define G : X×R+ →
R+ ∪ {∞} by
G(x, ) := lim sup
˜→
lip f¯˜(x).
If f is semi-algebraic, then the maps (x, ) 7→ calm f¯(x), (x, ) 7→ lip f¯(x) and G
are semi-algebraic.
Proof. The semi-algebraic nature is a consequence of the Tarski-Seidenberg quan-
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tifier elimination.
The semi-algebraicity of (x, ) 7→ calm f¯(x) gives us an indication of how the
map  7→ calm f¯(x) behaves asymptotically.
Proposition 4.17. Suppose that f : X → R is continuous and semi-algebraic,
where X ⊂ Rn. Fix x ∈ X. Then calm f¯(x) = o
(
1

)
as  ↘ 0. Hence f¯ is calm
at x for all small  > 0.
Proof. The map gx is semi-algebraic because it can be written as a composition of
semi-algebraic maps  7→ (x, ) 7→ f¯(x). Thus gx is differentiable on some open
interval of the form (0, ¯) for ¯ > 0. Recall that calm gx() = g
′
x() by Proposition
4.7.
We show that for any K > 0, we can reduce ¯ if necessary so that the map
 7→ calm f¯(x) is bounded from above by  7→ K on  ∈ [0, ¯]. For any K > 0,
there exists an ¯ > 0 such that either g′x() ≤ K for all 0 <  < ¯, or g′x() ≥ K for
all 0 <  < ¯. The latter cannot happen, otherwise for any 0 <  < ¯,
f¯(x)− f(x) =
∫ 
0
g′x(s)ds
≥
∫ 
0
K
s
ds = ∞.
This contradicts the continuity of gx. If  is small enough, the derivatives of gx
exist for all small  > 0 and g′x() = calm f¯(x) by Proposition 4.7. This gives us
the required result.
Consider f : [0, 1] → R defined by f(x) = x1/k. Then g0() = 1/k, so
calm f¯(0) = g
′
0() =
1
k
(1/k)−1. As k → ∞, we see that the bound above is
tight.
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We are now ready to state the main theorem of this chapter. In the particular
case of X = Rn, we have the following theorem.
Theorem 4.18. Consider any continuous semi-algebraic function f : Rn → R.
At any fixed point x¯ ∈ Rn, the robust regularization f¯ is Lipschitz at x¯, and its
calmness and Lipschitz moduli, calm f¯(x¯) and lip f¯(x¯), agree for all sufficiently
small  and behave like o
(
1

)
as  ↓ 0.
Proof. In view of Proposition 4.17, we only need to prove the there is some ¯ > 0
such that lip f¯(x¯) = calm f¯(x¯) for all  ∈ (0, ¯]. We can assume that gx¯ is twice
continuously differentiable in (0, ¯]. The graph of G : Rn×R+ → R+ as defined in
Proposition 4.16 is semi-algebraic, so by the decomposition theorem [33, Theorem
6.7], there is a finite partition of semi-algebraic C2 manifolds C1, . . . , Cl such that
G |Ci is C2.
If the segment {x¯}×(0, ¯] lies in a semi-algebraic manifold Ci of full dimension,
then
lip f¯(x¯) = lim sup
x˜→x¯
calm f¯(x˜) (by Proposition 4.2)
= lim sup
x˜→x¯
g′x˜() (by Proposition 4.7)
= g′x¯()
= calm f¯(x¯),
and we have nothing to do. Therefore, assume that the segment is on the boundary
of a manifold Ci of full dimension.
Since G is semi-algebraic, the map  7→ lim supα→ lip f¯α(x¯) is semi-algebraic,
so we can reduce ¯ > 0 as necessary such that either
(1) lim supα→ lip f¯α(x¯) < calm f¯(x¯) for all  ∈ (0, ¯], or
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(2) lim supα→ lip f¯α(x¯) = calm f¯(x¯) for all  ∈ (0, ¯], or
(3) lim supα→ lip f¯α(x¯) > calm f¯(x¯) for all  ∈ (0, ¯].
Case (1) cannot hold because lip f¯(x¯) ≥ calm f¯(x¯). Case (2) is what we seek
to prove, so we proceed to show that case (3) cannot happen by contradiction.
We can choose ˜,M1,M2 > 0 such that 0 < ˜ < ¯ and
calm f¯(x¯) < M2 < M1 < lim sup
α→
lip f¯α(x¯) for all  ∈ [˜, ¯].
We state and prove a lemma important to the rest of the proof before continuing.
Lemma 4.19. There exists an interval (1, 2) contained in (˜, ¯] and a manifold
T1 ⊂ Rn × R+ such that
(1) {x¯} × (1, 2) ⊂ cl (T1).
(2) T1 is an open C2 manifold of full dimension.
(3) H : Rn × R+ → R, defined by H(x, ) = f¯(x), is C2 in T1.
(4) For all (x, ) ∈ T1, we have M1 ≤ g′x() <∞.
(5) (x, ) 7→ g′x() is continuous in T1.
Proof. Consider the set
T := {(x, ) |M1 ≤ g′x() <∞} .
First, we prove that {x¯} × [˜, ¯] ⊂ cl T . It suffices to show that for all  ∈ (˜, ¯],
(x¯, ) ∈ cl T . This can in turn be proven by showing that for all δ > 0, we can
find x′, ′ such that |x¯− x′| < δ, |− ′| < δ such that (x′, ′) ∈ T , or equivalently,
M1 ≤ g′x′(′) <∞.
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Since lim supα→ lip f¯α(x¯) > M1, there is some 
◦ such that |◦ − | < δ
2
and
lip f¯◦(x¯) > M1.
Next, since
lim sup
x→x¯
|∂gx(◦)| ≥ lim sup
x→x¯
calm f¯◦(x) = lip f¯◦(x¯),
there is some x′ such that |x¯− x′| < δ and |∂gx′(◦)| > 12 lip f¯◦(x¯) + 12M1.
Finally, since gx′(·) is semi-algebraic, we can find some ′ such that |′ − ◦| < δ2 ,
g′x′(
′) is well defined and finite, and
g′x′(
′) > |∂gx′(◦)| − 1
2
(lip f¯◦(x¯)−M1) > M1.
This choice of x′ and ′ are easily verified to satisfy the requirements stated.
By the decomposition theorem [33, Theorem 6.7], T can be decomposed into a
finite disjoint union of C2 smooth manifolds T1, T2, . . . , Tp on which H is C2. Since
{x¯} × [˜, ¯] ⊂ cl T , there must be some Ti of full dimension and (1, 2) such that
{x¯} × (1, 2) ⊂ cl Ti. Without loss of generality, let one such Ti be T1.
Conditions (1), (2), (3) and (4) are automatically satisfied. Note that g′x()
is exactly the derivative of H(·, ·) with respect to the second coordinate, and so
Property (5) is satisfied. This concludes the proof of the lemma.
We now continue with the rest of the proof of the theorem. Note that the
manifold T1 is of dimension at least two.
Using Lemma 4.22 which we will prove later, we can construct the map ϕ :
[0, 1)× (ˆ1, ˆ2) → clT1, such that its derivative with respect to the second variable
exists and is continuous, and ϕ(0, ) = (x¯, ) for all  ∈ (ˆ1, ˆ2).
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For each 0 < δ < 1, consider the path x˜δ : [ˆ1, ˆ2] → Rn defined by x˜δ() :=
ϕ(δ, ). We have
f¯ˆ2(x˜δ(ˆ2))− f¯ˆ1(x˜δ(ˆ1))
=
∫ ˆ2
ˆ1
∇H(x˜δ(s), s) · (x˜′δ(s), 1)ds
=
∫ ˆ2
ˆ1
∇xH(x˜δ(s), s) · x˜′δ(s)ds +
∫ ˆ2
ˆ1
∇sH(x˜δ(s), s)ds,
where H(x, ) = f¯(x). The second component of ∇H(x˜δ(s), s) is simply g′x˜δ(s)(s).
The first component can be analyzed as follows:
∇xH(x˜δ(s), s) · x˜′δ(s)
= lim
t→0
1
t
(H(x˜δ(s) + tx˜
′
δ(s), s)−H(x˜δ(s), s)
= lim
t→0
1
t
(f¯s(x˜δ(s) + tx˜
′
δ(s))− f¯s(x˜δ(s))).
Provided that t |x˜′δ(s)| < s, Bs−t|x˜′δ(s)|(x˜δ(s)) ⊂ Bs(x˜δ(s) + tx˜
′
δ(s)), and so
∇xH(x˜δ(s), s) · x˜′δ(s)
≥ lim
t→0
1
t
(f¯s−t|x˜′δ(s)|(x˜δ(s))− f¯s(x˜δ(s)))
= |x˜′δ(s)| lim
t→0
1
t |x˜′δ(s)|
(f¯s−t|x˜′δ(s)|(x˜δ(s))− f¯s(x˜δ(s)))
= − |x˜′δ(s)| g′x˜δ(s)(s).
Hence,
f¯ˆ2(x˜δ(ˆ2))− f¯ˆ1(x˜δ(ˆ1))
=
∫ ˆ2
ˆ1
∇xH(x˜δ(s), s) · x˜′δ(s)ds +
∫ ˆ2
ˆ1
∇sH(x˜δ(s), s)ds
≥
∫ ˆ2
ˆ1
(1− |x˜′δ(s)|)g′x˜δ(s)(s)ds.
Since the derivatives of ϕ are continuous, x˜′δ(s) → x˜′0(s) = 0 as δ → 0 for ˆ1 <
s < ˆ2. In fact, the term |x˜′δ(s)| converges to zero uniformly in [ˆ1, ˆ2]. To see this,
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recall that x˜′δ(s) is a partial derivative of ϕ. Since ϕ is C1, x˜′δ(s) is continuous with
respect to s and δ. For any β > 0 and s ∈ [ˆ1, ˆ2], there exists γs such that
|x˜′δ(s˜)| < β if δ < γs and |s˜− s| < γs.
The existence of γ such that
|x˜′δ(s)| < β if δ < γ and s ∈ [ˆ1, ˆ2]
follows by the compactness of [ˆ1, ˆ2]. So we may choose δ small enough so that
(1− |x˜′δ(s)|) >
M1 + M2
2M1
for all s ∈ [ˆ1, ˆ2].
Now, for δ small enough and i = 1, 2, we have g′x¯(ˆi) < M2, so this gives us
calm f¯ˆi(x¯) = g
′
x¯(ˆi) < M2 by Proposition 4.7. Therefore, if δ is small enough,
∣∣f¯ˆi(x˜δ(ˆi))− f¯ˆi(x¯)∣∣ ≤M2 |x˜δ(ˆi)− x¯| .
Recall that if the derivative g′x¯() exists, then g
′
x¯() = calm f¯(x¯) by Proposition
4.7. On the one hand, we have
f¯ˆ2(x¯)− f¯ˆ1(x¯) =
∫ ˆ2
ˆ1
g′x¯(s)ds ≤
∫ ˆ2
ˆ1
M2ds = M2(ˆ2 − ˆ1).
But on the other hand, x˜δ(s) ∈ T1 for 0 < δ < 1, and so g′x˜δ(s)(s) ≥M1 by Lemma
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4.19. If δ is small enough, we have∣∣f¯ˆ2(x¯)− f¯ˆ1(x¯)∣∣
≥ ∣∣f¯ˆ2(x˜δ(ˆ2))− f¯ˆ1(x˜δ(ˆ1))∣∣
− (∣∣f¯ˆ2(x˜δ(ˆ2))− f¯ˆ2(x¯)∣∣+ ∣∣f¯ˆ1(x˜δ(ˆ1))− f¯ˆ1(x¯)∣∣)
≥
∫ ˆ2
ˆ1
(1− |x˜′δ(s)|)g′x˜δ(s)(s)ds
−M2 (|x˜δ(ˆ2)− x¯|+ |x˜δ(ˆ1)− x¯|)
≥
∫ ˆ2
ˆ1
(1− |x˜′δ(s)|)M1ds−M2(|x˜δ(ˆ2)− x¯|+ |x˜δ(ˆ1)− x¯|)
≥
∫ ˆ2
ˆ1
(
M1 + M2
2
)
ds−M2(|x˜δ(ˆ2)− x¯|+ |x˜δ(ˆ1)− x¯|)
=
(
M1 + M2
2
)
(ˆ2 − ˆ1)−M2(|x˜δ(ˆ2)− x¯|+ |x˜δ(ˆ1)− x¯|).
As δ is arbitrarily small and the terms |x˜δ(ˆi)− x¯| → 0 as δ → 0 for i = 1, 2, we
have
∣∣f¯ˆ2(x¯)− f¯ˆ1(x¯)∣∣ ≥ (M1+M22 ) (ˆ2 − ˆ1). This is a contradiction, and thus we
are done.
Before we prove Lemma 4.22 below, we need to recall the definition of simplicial
complexes from [34, Section 3.2.1]. A simplex with vertices a0, . . . , ad is
[a0, . . . , ad] = {x ∈ Rn | ∃λ0, . . . , λd ∈ [0, 1],
d∑
i=0
λi = 1 and x =
d∑
i=0
λiai.}
The corresponding open simplex is
(a0, . . . , ad) = {x ∈ Rn | ∃λ0, . . . , λd ∈ (0, 1),
d∑
i=0
λi = 1 and x =
d∑
i=0
λiai.}
We shall denote by int(σ) the open simplex corresponding to the simplex σ. A
face of the simplex σ = [a0, . . . , ad] is a simplex τ = [b0, . . . , be] such that
{b0, . . . , be} ⊂ {a0, . . . , ad}.
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A finite simplicial complex in Rn is a finite collection K = {σ1, . . . , σp} of
simplices σi ⊂ Rn such that, for every σi, σj ∈ K, the intersection σi ∩ σj is
either empty or is a common face of σi and σj. We set |K| = ∪σi∈Kσi; this is a
semi-algebraic subset of Rn. We recall a result on relating semi-algebraic sets to
simplicial complexes.
Theorem 4.20. [34, Theorem 3.12] Let S ⊂ Rn be a compact semi-algebraic set,
and S1, . . . , Sp, semi-algebraic subsets of S. Then there exists a finite simplicial
complex K in Rn and a semi-algebraic homeomorphism h : |K| → S, such that
each Sk is the image by h of a union of open simplices of K.
We need yet another result for the proof of Lemma 4.22.
Proposition 4.21. Suppose that φ : (0, 1)2 → R, not necessarily semi-algebraic,
is continuous in (0, 1)2. Let gphφ ⊂ (0, 1)2 × R be the graph of φ. Then for any
t ∈ (0, 1), cl (gphφ)∩ (0, t)×R is either a single point or a connected line segment.
Proof. Suppose that ((0, t), a1) and ((0, t), a2) lie in cl(gphφ). We need to show
that for any α ∈ (a1, a2), ((0, t), α) lies in cl(gphφ).
For any  > 0, we can find points p1, p2 ∈ (0, 1)2 such that the points
(p1, a˜1), (p2, a˜2) ∈ gphφ are such that |a˜i − ai| <  and |pi − (0, t)| <  for
i = 1, 2. Recall that by definition a˜i = φ(pi) for i = 1, 2. Choose  such that
a˜1 +  < a˜2 − . By the intermediate value theorem, for any α ∈ (a˜1 + , a˜2 − ),
there exists a point p in the line segment [p1, p2] such that φ(p) = α. Moreover,
|p− (0, t)| < maxi=1,2 |pi − (0, t)|. Letting → 0, we see that ((0, t), α) ∈ cl (gphφ)
as needed.
We now prove our last result important for the proof of Theorem 4.18. The
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proof of the lemma below is similar to the proof of the Curve Selection Lemma in
[34, Theorem 3.13].
Lemma 4.22. Let S ⊂ Rn be a semi-algebraic set, and τ : [1, 2} → Rn be
a semi-algebraic curve such that τ([1, 2]) ∩ S = ∅ and τ([1, 2]) ⊂ cl (S). Then
there exists a function ϕ : [0, 1]×[ˆ1, ˆ2] → Rn, with [ˆ1, ˆ2] 6= ∅ and [ˆ1, ˆ2] ⊂ [1, 2],
such that
(1) ϕ(0, ) = τ() for  ∈ [ˆ1, ˆ2] and ϕ((0, 1]× [ˆ1, ˆ2]) ⊂ S.
(2) The partial derivative of ϕ with respect to the second variable, which we
denote by ∂
∂
ϕ, exists and is continuous in [0, 1]× [ˆ1, ˆ2].
Proof. Replacing S with its intersection with a closed bounded set containing
τ([1, 2]), we can assume S is bounded. Then cl(S) is a compact semi-algebraic
set. By Theorem 4.20, there is a finite simplicial complex K and a semi-algebraic
homeomorphism h : |K| → cl(S), such that S and τ([1, 2]) are images by h of
a union of open simplices in K . In particular, this means that there is an open
interval (ˆ1, ˆ2) ⊂ [1, 2] such that τ((ˆ1, ˆ2)) is an image by h of a 1-dimensional
open simplex in K. Since h−1◦τ((ˆ1, ˆ2)) is in cl(S) but not in S, there is a simplex
σ of K which has h−1 ◦ τ([ˆ1, ˆ2]) lying in the boundary of σ, and h(int(σ)) ⊂ S.
Let σˆ be the barycenter of σ. Define the map δ : [0, 1]× [ˆ1, ˆ2] → Rn by
δ(t, ) = (1− t)h−1 ◦ τ() + tσˆ.
The map above satisfies δ((0, 1] × (ˆ1, ˆ2)) ⊂ int(σ). By contracting the interval
[ˆ1, ˆ2] slightly, ϕ = h ◦ δ satisfies property (1).
By contracting the interval [ˆ1, ˆ2] if necessary and applying the decomposition
theorem [33, Theorem 6.7], we can assume that ϕ is C1 in the set (0, t¯]× [ˆ1, ˆ2] for
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some t¯ ∈ (0, 1).
Since τ is semi-algebraic, we contract the interval [ˆ1, ˆ2] again if necessary so
that τ is C1 there. Therefore, ∂
∂
ϕ exists in [0, t¯]× [ˆ1, ˆ2]. It remains to show that
∂
∂
ϕ is continuous in [0, t¯]×[ˆ1, ˆ2]. We do this by showing that ∂∂ϕi : [0, t¯]×[ˆ1, ˆ2] →
R, the ith component of the derivative with respect to the second variable, is
continuous for each i.
Since ∂
∂
ϕi is continuous in (0, t¯]×[ˆ1, ˆ2], it remains to show that it is continuous
at every point in {0} × [ˆ1, ˆ2]. The graph of ∂∂ϕi corresponding to the domain
(0, t¯] × [ˆ1, ˆ2], which we denote by gph
(
∂
∂
ϕi
)
, is a subset of (0, t¯] × [ˆ1, ˆ2] × R.
We show that ((0, ), ∂
∂
ϕi(0, )) ∈ cl
(
gph
(
∂
∂
ϕi
))
. For small t1, t2 > 0, consider
ϕi(t1,  − t2) and ϕi(t1,  + t2). By the intermediate value theorem, there is some
˜ ∈ (− t2,  + t2) such that
∂
∂
ϕi(t1, ˜) =
1
2t2
(ϕi(t1,  + t2)− ϕi(t1, − t2.))
If t2 were chosen such that∣∣∣∣ 12t2 (ϕi(0,  + t2)− ϕi(0, − t2))− ∂∂ϕi(0, )
∣∣∣∣
is small and t1 is chosen such that∣∣∣∣ 12t2 (ϕi(t1,  + t2)− ϕi(t1, − t2))− 12t2 (ϕi(0,  + t2)− ϕi(0, − t2))
∣∣∣∣
is small, then
∣∣ ∂
∂
ϕi(t1, ˜)− ∂∂ϕi(0, )
∣∣ is small. Taking t2 → 0 and t1 → 0, we have
((0, ), ∂
∂
ϕi(0, )) ∈ cl
(
gph
(
∂
∂
ϕi
))
as desired.
Recall that the graph gph
(
∂
∂
ϕi
)
is taken corresponding to the domain (0, t¯]×
[ˆ1, ˆ2], and is a manifold of dimension 2 in R3. Its boundary is of dimension 1
[34, Proposition 3.16], so the intersection of cl
(
gph
(
∂
∂
ϕi
))
with {0}× [ˆ1, ˆ2]×R
is of dimension 1 as well, and is homeomorphic to a closed line segment. There
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cannot be an interval [˜1, ˜2] ⊂ [ˆ1, ˆ2] on which cl
(
gph
(
∂
∂
ϕi
))∩{0}×{}×R has
more than one value for all  ∈ [˜1, ˜2] because by appealing to Proposition 4.21,
this implies that the dimension cannot be 1. We note however that it is possible
that there exists an ¯ ∈ [ˆ1, ˆ2] such that cl
(
gph
(
∂
∂
ϕi
)) ∩ {0} × {¯} × R is a 1-
dimensional line segment. This can only happen for only finitely many ¯ ∈ [ˆ1, ˆ2]
due to semi-algebraicity.
In any case, we can contract the interval [ˆ1, ˆ2] if necessary so that
cl
(
gph
(
∂
∂
ϕi
))∩{0}×{}×R is a single point for all  ∈ [ˆ1, ˆ2]. This means that
for any (t, ˜) → (0, ), we have ∂
∂
ϕi(t, ˜) → ∂∂ϕi(0, ), establishing the continuity
of ∂
∂
ϕi(·, ·) on [0, t¯]× [ˆ1, ˆ2]. A reparametrization allows us to assume that t¯ = 1,
and we are done.
4.5 1-peaceful sets
In this section, we prove that X ⊂ Rn is nearly radial implies X is 1-peaceful
using the Mordukhovich Criterion [80, Theorem 9.40], which relates the Lipschitz
modulus of set-valued maps to normal cones of its graph. The next section discusses
further properties of nearly radial sets and how they are common in analysis.
The Mordukhovich Criterion requires the domain of the set-valued map to be
Rn, so we recall the map Φ˜ : Rn ⇒ Rn by Φ˜(x) = B(x) ∩ X. Recall that
Φ˜|X = Φ and lip Φ(x) ≤ lip Φ˜(x) for all x ∈ X.
We now present our result on the relation between 1-peaceful sets and nearly
radial sets.
Theorem 4.23. If X is nearly radial at x¯ and locally closed there, then X is
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1-peaceful at x¯. The converse holds if X is Clarke regular for all points in a
neighborhood around x¯.
Proof. The graph of Φ˜ is the intersection of Rn × X and the set D ⊂ Rn × Rn
defined by
D := {(x, y) | ‖x− y‖ ≤ } .
By applying a rule on the normal cones of products of sets [80, Proposition 6.41],
we infer that NRn×X(x, y) = {0} × NX(y). Define the real valued function g0 :
Rn × Rn → R+ by g0(x, y) := 12 ‖x− y‖2. Then the gradient of g0 is ∇g0(x, y) =
(x− y, y − x).
From this point, we assume that ‖x− y‖ = . The normal cone of D at (x, y)
is ND(x, y) = R+{(x − y, y − x)} using [80, Exercise 6.7]. On applying a rule on
the normal cones of intersections [80, Theorem 6.42], we get
Ngph Φ˜(x, y) ⊂ ({0} ×NX(y)) + R+{(x− y, y − x)}. (4.5.1)
Furthermore, if X is Clarke regular at y, the above set inclusion is an equation.
Since X is locally closed at x¯, Φ˜ is locally closed at x¯ if  is small enough. By
the Mordukhovich criterion , Φ˜ has the Aubin Property at (x, y) if and only if the
graphical modulus lip Φ˜(x | y) is finite. It can be calculated by appealing to the
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formulas for the coderivative D∗ and outer norm |·|+ below.
lip Φ˜(x | y) =
∣∣∣D∗Φ˜(x | y)∣∣∣+ (by [80, Theorem 9.40])
= sup
w∈B
sup
z∈D∗Φ˜(w)
‖z‖ (by [80, Section 9D])
= sup
{
‖z‖ | (w, z) ∈ gphD∗Φ˜, ‖w‖ ≤ 1
}
= sup
{‖z‖ | (−z, w) ∈ Ngph Φ˜(x, y), ‖w‖ ≤ 1}
(by [80, Definition 8.33])
≤ sup
{
‖z‖ | (−z, w) ∈ ({0} ×NX(y)) (4.5.2)
+R+{(x− y, y − x)}, ‖w‖ ≤ 1.
}
We can assume that z = y − x with a rescaling, and w = y − x + v for some
v ∈ NX(y). Since ({0} ×NX(y)) + R+{(x− y, y − x)} is positively homogeneous
set, we could find the supremum of ‖z‖‖w‖ in the same set and the formula reduces to
lip Φ˜(x | y) ≤ sup
v∈NX(y)
‖y − x‖
‖y − x + v‖
= sup
v∈NX(y)
‖x− y‖
‖(x− y)− v‖
=
‖x− y‖
d(x− y,NX(y)) . (4.5.3)
For a fixed x 6= y, say x¯, we have 1/lip Φ˜(x¯ | y) ≥ d(x¯−y,NX(y))‖x¯−y‖ . First, we prove
that for any open set W about x¯, we have
inf
y∈W∩X
y 6=x¯
d(x¯− y,NX(y))
‖x¯− y‖ = infy∈W∩X
y 6=x¯
d(x¯− y, NˆX(y))
‖x¯− y‖ . (4.5.4)
It is clear that “≤” holds because NˆX(y) ⊂ NX(y), so we proceed to prove the
other inequality. Consider d(x¯−y,NX(y)). Let v ∈ PNX(y)(x¯−y), the projection of
(x¯−y) onto NX(y). Then v ∈ NX(y), and so there exists yi → y, with yi ∈ W ∩X,
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and vi → v such that vi ∈ NˆX(yi). So
d(x¯− y,NX(y)) = d(x¯− y,R+(v))
= lim
i→∞
d(x¯− y,R+(vi))
= lim
i→∞
d(x¯− yi,R+(vi))
≥ lim sup
i→∞
d(x¯− yi, NˆX(yi))
⇒ d(x¯− y,NX(y))‖x¯− y‖ ≥ lim supi→∞
d(x¯− yi, NˆX(yi))
‖x¯− yi‖ .
Thus equation 4.5.4 holds. Therefore
lim inf
y→x¯
d(x¯− y, NˆX(y))
‖x¯− y‖ ≥ 1 implies lim supy→x¯ lip Φ˜‖x¯−y‖(x¯ | y) ≤ 1,
so we may now consider only regular normal cones.
By the Moreau decomposition of the polar cones NˆX (y) and NˆX (y)
∗, we have
d(x¯− y, NˆX(y))2 + d(x¯− y, NˆX(y)∗)2 = ‖x¯− y‖2 for y ∈ X.
Since TX(y)
∗ = NˆX(y) always [80, Theorem 6.28(a)], we have
d(x¯− y, NˆX(y))2 + d(x¯− y, TX(y)∗∗)2 = ‖x¯− y‖2 for y ∈ X.
As TX(y) ⊂ TX(y)∗∗ [80, Corollary 6.21], this implies that
d(x¯− y, NˆX(y))2 + d(x¯− y, TX(y))2 ≥ ‖x¯− y‖2 for y ∈ X. (4.5.5)
Note that if X is nearly radial at x¯, then 1‖x¯−y‖d(x¯−y, TX(y)) → 0 as  = ‖x¯− y‖ ↓
0, y ∈ X. This means that
1/lip Φ˜‖x¯−y‖(x¯ | y) ≥ 1‖x¯− y‖d(x¯− y, NˆX(y)) → 1,
so
lim sup
y−→
X
x¯,y 6=x¯
lip Φ˜‖x¯−y‖(x¯ | y) ≤ 1,
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where y −→
X
x¯ means y ∈ X and y → x¯.
Recall that Φ˜ has closed graph, and hence it is outer semicontinuous [80,
Theorem 5.7(a)]. It is also locally bounded, so
lip Φ˜(x¯) = max
y∈S(x¯)
lip Φ˜(x¯ | y)
by [72, Theorem 1.42]. This gives us lim sup→0 lip Φ˜(x¯) ≤ 1, or X is 1-peaceful
at x¯, as needed.
If we assume that X is Clarke regular in a neighborhood of x¯, then Formula
(4.5.5) is an equation. Furthermore, (4.5.1), (4.5.2) and (4.5.3) are all equations.
Thus if lim→0 lip Φ˜(x¯) = 1, then
1
‖x¯− y‖d(x¯− y, NˆX(y)) = 1/lip Φ˜‖x¯−y‖(x¯ | y) → 1 as y −→X x¯, y 6= x¯.
and we have 1‖x¯−y‖d(x¯− y, TX(y)) → 0 as y −→X x¯ and y 6= x¯, which means that X
is nearly radial at x¯.
Finally, 1−peaceful sets are interesting in robust regularization for another
reason. The Lipschitz modulus of the robust regularization over 1-peaceful sets
have Lipschitz modulus bounded above by that of the original function, as the
following result shows.
Proposition 4.24. If X is 1-peaceful and F : X → Rn is locally Lipschitz at x¯,
then
lim sup
→0
lipF(x¯) ≤ lipF (x¯).
Proof. We use a set-valued chain rule [80, Exercise 10.39]. Recall the formula
F = (F ◦ Φ˜) |X . The mapping (x, u) 7→ Φ˜(x) ∩ F−1(u) is locally bounded
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because the map x 7→ Φ˜(x) is locally bounded. Thus
lipF(x¯) ≤ lip Φ˜(x¯) · max
x∈Φ˜(x¯)
lipF (x).
By Theorem 4.23, lim→0 lip Φ˜(x¯) ≤ 1. Also, since lipF : Rn → R+ is upper
semicontinuous, lim sup→0 maxx∈Φ˜(x¯) lipF (x) ≤ lipF (x¯). Taking limits to both
sides gives us what we need.
Acknowledgement. We thank Mike Todd for his comments that lead to the current
statement of Theorem 4.18, and to the two anonymous referees for comments that
improved the article.
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CHAPTER 5
CONTINUITY OF SET-VALUED MAPS REVISITED IN THE
LIGHT OF TAME GEOMETRY
In this chapter, we revisit the following result recorded in [80, Theorem 5.55]
and [7, Theorem 1.4.13], and attributed to [60, 30, 83]. The domain of the set-
valued map S below can be taken to be a complete metric space, while the range
can be taken to be a complete separable metric space, but we shall only state
the result in the finite dimensional case. Recall that a set is nowhere dense if its
closure has empty interior, and meager if it is the union of countably many sets
that are nowhere dense in X.
Theorem 5.1. Let X ⊂ Rn and S : Rn ⇒ Rm be a closed-valued set-valued map.
Assume S is either outer semicontinuous or inner semicontinuous relative to X.
Then the set of points x ∈ X where S fails to be continuous relative to X is meager
in X.
The map
S(x) :=

0 if x is rational
1 if x is irrational
(5.0.1)
shows that it is possible for a set-valued map to be nowhere outer and nowhere
inner semicontinuous.
The following example shows the sharpness of Theorem 5.1, if we move to
noncomplete spaces.
Example 5.2. Let c00(N) denote the vector space of all real sequences x =
{xn}n∈N with finite support supp(x) := {i ∈ N : xi 6= 0}. Then the operator
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S1(x) = supp(x) is everywhere inner semicontinuous and nowhere outer semicon-
tinuous, while the operator S2(x) = Z\S1(x) is everywhere outer semicontinuous
and nowhere inner semicontinuous.
A stronger concept of continuity for set-valued maps is that of strict continuity
[80, Definition 9.28], which is equivalent to Lipschitz continuity when the map
is single-valued. For set-valued maps S : Rn ⇒ Rm with bounded values, strict
continuity is quantified by the Hausdorff distance. Namely, a set-valued map S is
strictly continuous at x¯ (relative to X) if the quantity
lipXS(x¯) := lim sup
x, x′ → x¯
x 6= x′
d(S(x), S(x′))
|x− x′|
is bounded. In the general case (that is, when S maps to unbounded sets), we say
that S is strictly continuous, whenever the truncated map Sr : Rn ⇒ Rm defined
by
Sr (x) := S (x) ∩ rB,
is Lipschitz continuous for every r > 0.
Another natural question to ask is whether we can extend continuity in Theo-
rem 5.1 to strict continuity. The following result shows that a strictly increasing
continuous single-valued map from the reals to the reals could be non-Lipschitz
everywhere, let alone satisfy the Aubin property.
Example 5.3. Let A ⊂ R be a measurable set with the property that for every
a, b ∈ R, a < b, the Lebesgue measure of A ∩ (a, b) satisfies 0 < m(A ∩ [a, b]) <
|b− a|. Consider the function f : [0, 1] → R defined by f(x) = m(A ∩ (0, x)).
Note that the derivative f ′(x) exists almost everywhere and is equal to χA(x), the
characteristic function of A (equal to 1 if x ∈ A and 0 if not). This means that
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every point x¯ ∈ [0, 1] is arbitrarily close to a point x where f ′(x) is well-defined and
equals zero. Thus (0, 1) ∈ Ngph (f)(x¯, f(x¯)). The function f is strictly increasing,
so it has a continuous inverse g : [0, f(1)] → [0, 1]. Applying the Mordukhovich
criterion, we obtain that g does not have the Aubin property at f(x¯). It follows
that g is not strictly continuous at f(x¯) and in fact neither is so at any y ∈ [0, f(1)].
We mention an important property of semialgebraic (more generally, o-
minimal) sets. A set is (topologically) generic if its complement is meagre. Gener-
icity and full measure (i.e., almost everywhere) are different ways to affirm that a
given property holds in a large set. However, these notions are often complemen-
tary. In particular, it is possible for a generic subset of Rn to be of null measure,
or for a full measure set to be meager (see [76] for example). Nonetheless, this
situation disappears in our setting.
Proposition 5.4. [Genericity in a semialgebraic setting] Let U, V be semialgebraic
subsets of Rn, and assume V ⊂ U. Then the following properties are equivalent:
(i) V is dense in U ;
(ii) V is (topologically) generic in U ;
(iii) U \ V is of null (Lebesgue) measure ;
(iv) the dimension of U \ V is strictly smaller than that of U .
In Section 5.1, we prove a Sard-type result for local Pareto minima. In Sections
5.2, 5.3 and 5.4, we prove some preparatory results for our main theorem in Section
5.5 on the generic strict continuity of semi-algebraic set-valued maps. We conclude
with some applications and observations of our result in Section 5.6.
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5.1 A Sard result for local (Pareto) minima
In this section we use simple properties on the continuity of set-valued maps to
obtain a Sard type result for local minima for both scalar and vector-valued func-
tions. Let us recall that a (single-valued) function f : X → R is called lower
semicontinuous at x¯ if
lim inf
x→x¯
f(x) ≥ f(x¯) .
The function f is called lower semicontinuous, if it is lower semicontinuous at every
x ∈ X. It is well-known that a function f is lower semicontinuous if and only if its
sublevel sets
lev≤rf := {x ∈ X : f(x) ≤ r}
are closed for all r ∈ R.
Proposition 5.5. [Sublevel map] Let D be a closed subset of a complete metric
space X and f : D → R be a lower semicontinuous function. Then the (sublevel)
set-valued map 
Lf : R⇒ D
Lf (r) = lev≤rf ∪ ∂D
is outer semicontinuous. Moreover, Lf is continuous at r¯ ∈ f(D) if and only if
there is no x ∈ int (D) such that f(x) = r¯ and x is a local minimizer of f .
Proof. The map L′f : R ⇒ D defined by L′f (r) = f−1((−∞, r]) is outer semicon-
tinuous since f is lower semicontinuous (see [80, Example 5.5] for example), so Lf
is easily seen to be outer semicontinuous.
We now prove that Lf is inner semicontinuous at r¯ under the additional con-
ditions mentioned in the statement. For any ri → r¯, we want to show that if
x¯ ∈ Lf (r¯), then there exists xi → x¯ such that xi ∈ Lf (ri). We can assume that
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f(x¯) = r¯ and ri < r¯ for all i, otherwise we can take xi = x¯ for i large enough. Since
x¯ is not a local minimum, for any  > 0, there exists δ > 0 such that if |r¯ − ri| < δ,
there exists an xi such that f(xi) ≤ ri and |xi − x¯| < .
For the converse, assume now that Lf is inner semicontinuous at r¯. Then taking
ri ↗ r¯ we obtain that for every x ∈ int(D)∩ f−1(r¯), there exists xi ∈ f−1(ri) with
xi → x. Since f(xi) = ri < r¯ = f(x), x cannot be a local minimum.
According to the above result, if f has no local minima, then the set-valued
map Lf is continuous everywhere. The above result has the following interesting
consequence.
Corollary 5.6. [Local minimum values] Let Mf denote the set of local minima
of a lower semicontinuous function f : D → R (where D is a closed subset of a
complete space X). Then the set f(Mf ∩ int (D)) is meager in R.
Proof. Since the set-valued map Lf (defined in Proposition 5.5) is outer semicon-
tinuous (with closed-values), it is generically continuous by Theorem 5.1. The
second part of Proposition 5.5 yields the result on f .
It is interesting to compare the above result with the classical Sard theorem.
We recall that the Sard theorem asserts that the image of critical points (derivative
not surjective) of a Ck function f : Rn → Rm is of measure zero provided k > n−m.
(See [81]; the case m = 1 is known as the Sard-Brown theorem [20].) Corollary
5.6 asserts the topological sparsity of the (smaller) set of minimum values for
scalar functions (m = 1), without assuming anything but lower semicontinuity
(and completeness of the domain).
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We shall now extend Corollary 5.6 in the vectorial case. We recall that a set
K ⊂ Rm is a cone, if λK ⊂ K for all λ ≥ 0. A cone K is called pointed if
K ∩ (−K) = {0m} (or equivalently, if K contains no full lines). It is well-known
that there is a one-to-one correspondence between pointed convex cones of Rm and
partial orderings in Rm. In particular, given such a cone K of Rm we set y1 ≤K y2
if and only if y2 − y1 ∈ K (see for example, [80, Section 3E]). Further, given a
set-valued map S : Rn ⇒ Rm we say that
• x¯ is a (local) Pareto minimum of S with (local) Pareto minimum value y¯ if
there is a neighborhood U of x¯ such that if x ∈ U and y ∈ S(x), then y 6≤K y¯,
i.e., S(U) ∩ (y¯ −K) = y¯.
For S : Rn ⇒ Rm, define the map SK : Rn ⇒ Rm by SK(x) = S(x) + K. The
graph of SK is also known as the epigraph [45, 56] of S. One easily checks that
y ∈ SK(x) implies y + K ⊂ SK(x). Here is our result on local Pareto minimum
values.
Proposition 5.7. [Pareto minimum values] Let S : Rn ⇒ Rm be an outer semi-
continuous map such that y ∈ S(x) implies y+K ⊂ S(x) (that is, S = SK). Then
the set of local Pareto minimum values is meager.
Proof. Since S is outer semicontinuous, then S−1 is outer semicontinuous as well
by [80, Theorem 5.7(a)], so S−1 is generically continuous by Theorem 5.1. Suppose
that y¯ is a local Pareto minimum of a local Pareto minimizer x¯.
By the definition of local Pareto minimum, there is a neighborhood U of x¯
such that if y ≤K y¯ and y 6= y¯, then S−1(y) ∩ U = ∅. (We can assume that y
is arbitrarily close to y¯ since S−1(y) ⊂ S−1(λy + (1 − λ)y¯) for all 0 ≤ λ ≤ 1.)
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Therefore, x¯ /∈ lim infy→y¯ S−1(y). In other words, S−1 is not continuous at y¯.
Therefore, the set of local Pareto minimum values is meager.
We show how the above result compares to critical point results. Let us recall
from [52] the definition of critical points of a set-valued map. Given a metric space
X (equipped with a distance ρ) we denote by Bρ(x, λ) the set of all x
′ ∈ X such
that ρ(x, x′) ≤ λ.
Definition 5.8. Let (X, ρ1) and (Y, ρ2) be metric spaces, and let S : X ⇒ Y . For
(x, y) ∈ gph (S), we set
SurS(x | y)(λ) = sup {r ≥ 0 | Bρ2(y, r) ⊂ S(Bρ1(x, λ))}
and then for (x¯, y¯) ∈ gph (S) define the rate of surjection of S at (x¯, y¯) by
surS(x¯ | y¯) = lim inf
(x,y,λ)→(x¯,y¯,+0)
1
λ
SurS(x | y)(λ).
We say that S is critical at (x¯, y¯) ∈ gph (S) if surS(x¯ | y¯) = 0, and regular
otherwise. Also, y¯ is a (proper) critical value of S if there exists x¯ such that
y¯ ∈ S(x¯) and S is critical at (x¯, y¯).
This definition of critical values characterizes the values at which metric regu-
larity is absent. In the particular case where S : Rn → Rm is a C1 function, critical
points correspond exactly to where the Jacobian has rank less than m. We refer
to [52] for more details.
One easily sees that if y is a Pareto minimum value of S, then there exists
x ∈ X such that (x, y) ∈ gph (S), and SurS(x | y)(λ) = 0 for all small λ > 0. This
readily implies that y is a critical value.
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5.2 Extending the Mordukhovich criterion and a critical
value result
The two results of this subsection are important ingredients of the forthcoming
proof of our main theorem. The first result we need is an adaptation of the Mor-
dukhovich criterion (Proposition 2.11) to the case where the domain of a set-valued
function S is (included in) a smooth submanifold X of Rn. (Note that this new
statement recovers the Mordukhovich criterion if X = Rn.)
Proposition 5.9. (Extended Mordukhovich criterion) Let X ⊂ Rn be a C1 smooth
submanifold of dimension d and S : X ⇒ Rm be a set-valued map whose graph is
locally closed at (x¯, y¯) ∈ gph (S). Consider the mapping
H : Rm ⇒ Rn
H(y∗) = D∗S(x¯ | y¯)(y∗) ∩ TX (x¯).
If H(0m) = {0n}, or equivalently
Ngph (S)(x¯, y¯) ∩ (TX (x¯)× {0m}) = {0n+m},
then S has the Aubin property at x¯ for y¯ relative to X . Furthermore,
lipXS(x¯ | y¯) = |H|+ = sup
{ |u|
|v| | (u, v) ∈ Ngph (S)(x¯, y¯) ∩ (TX (x¯)× R
m)
}
.
Proof. Fix (x¯, y¯) ∈ gph (S) and denote by NX (x¯) the normal space of X at x¯ (seing
as subspace of Rn, that is, TX (x¯)⊕NX (x¯) = Rn). Given a closed neighborhood U
of (x¯, y¯), we define the function
S˜ : Rn ⇒ Rm
gph (S˜) = (gph (S) ∩ U) + (NX (x¯)× {0m}).
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Shrinking the neighborhood U around (x¯, y¯) if necessary, we may assume that every
(x, y) ∈ U can be represented uniquely as a sum of elements in (X × Rm)∩U and
NX (x¯) × {0m}. Since gph (S) is locally closed, we can choose U small enough so
that gph (S) ∩ U is closed. Further, since gph (S˜) is homeomorphic to (gph (S) ∩
U)× Rn−d, it is also closed.
Step 1: (Relating S˜ to H) By applying a result on the normal cones under set
addition [80, Exercise 6.44], we have Ngph (S˜)(x¯, y¯) ⊂ Ngph (S)(x¯, y¯)∩ (TX (x¯)×Rm).
To prove the reverse inclusion, note that for every (x, y) ∈ gph (S˜) near (x¯, y¯) with
(x, y) = (x1, y) + (x2,0m), where (x1, y) ∈ gph (S) and x2 ∈ NX (x¯), one easily sees
that Nˆgph (S˜)(x, y) ⊃ Nˆgph (S)(x1, y)∩ (TX (x¯)×Rm). The extension of this inclusion
to limiting normal cones is immediate. Therefore we obtain
Ngph (S˜)(x¯, y¯) = Ngph (S)(x¯, y¯) ∩ (TX (x¯)× Rm),
and so D∗S˜(x¯ | y¯) equals the set-valued map H described in the statement. Thus
D∗S˜(x¯ | y¯)(0m) =
{
x∗ | (x∗,0m) ∈ Ngph (S˜)(x¯, y¯)
}
=
{
x∗ | (x∗,0m) ∈ Ngph (S)(x¯, y¯) ∩ (TX (x¯)× Rm)
}
= {0n} ,
and by the Mordukhovich criterion, the map S˜ has the Aubin property at x¯ for y¯.
Taking neighborhoods V of x¯ and W of y¯ so that S(x)∩W = S˜(x)∩W for all
x ∈ V ∩ X , we deduce that S has the Aubin property at x¯ for y¯ relative to X as
asserted.
Step 2: (lipXS(x¯ | y¯) = |H|+) The Mordukhovich criterion on S˜ yields
|H|+ = lip S˜(x¯ | y¯) ≥ lipXS(x¯ | y¯) .
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Our task is thus to prove that the above inequality is actually an equality. Since
lip S˜(x¯ | y¯) = |H|+, for any κ < |H|+ and neighborhoods V of x¯ and W of y¯, there
exist x1, x2 ∈ V such that
S˜(x2) ∩W 6⊂ S˜(x1) + κ |x1 − x2|B.
Note that S˜(x1) = S˜ (P (x1)), S˜(x2) = S˜ (P (x2)) and |P (x1)− P (x2)| ≤ |x1 − x2|,
where P stands for the projection of Rn onto x¯+TX (x¯). We may choose V to be a
ball containing x¯, and define the projection parametrization L : (x¯+TX (x¯))∩V →
X of the manifold X by the relation x − L(x) ∈ NX (x¯). Shrinking V if needed,
the map L becomes single-valued and smooth (in fact, it is a local chart of X at x¯
provided we identify x¯ + TX (x¯) with Rd). Furthermore, L has Lipschitz constant
1 at x¯. Therefore, for any  > 0, we can reduce V as needed so that L is Lipschitz
continuous in its domain with Lipschitz constant at most (1 + ) using standard
arguments (e.g. [80, Thms 9.7, 9.2]). This means that
S(L(x2)) ∩W = S˜(x2) ∩W 6⊂ S˜(x1) + κ |x1 − x2|B = S(L(x1)) + κ |x1 − x2|B.
By the Lipschitz continuity of L, we have |L(x1)− L(x2)| ≤ (1 + ) |x1 − x2|, which
gives
S(L(x2)) ∩W 6⊂ S(L(x2)) + κ
(1 + )
|L(x1)− L(x2)|B,
yielding
κ
1 + 
≤ lipXS(x¯ | y¯).
Since κ and  are arbitrary, we conclude that |H|+ = lipXS(x¯ | y¯) as asserted.
The proof is complete.
The second result is an adaptation of part of [52, Theorem 6]. Recall that for
a smooth function f : Rn → Rm, x¯ ∈ Rn is a critical point if the derivative ∇f(x¯)
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is not surjective, while y¯ ∈ Rm is a critical value if there is a critical point x¯ for
which f(x¯) = y¯. (Note this is a particular case of the general definition given in
Definition 5.8.)
Lemma 5.10. Let X be a Ck smooth manifold in Rn of dimension d, and M be
a Ck manifold in Rn+m such that M⊂ X × Rm, with k > dimM− dimX . Then
the set of points x ∈ X such that there exists some y satisfying (x, y) ∈ M and
NM(x, y) ∩ (TX (x)× {0m}) ) {0n+m} is of Lebesgue measure zero in X .
Proof. Let ProjM denote the restriction to the manifold M of the projection of
X × Rm onto X . As k > dimM− dimX , the set of critical values of ProjM is a
set of measure zero by the classical Sard theorem [81]. Let (x, y) ∈M and assume
(x∗,0m) ∈ NM(x, y) ∩ (TX (x)× {0m}) with x∗ 6= 0n. This gives
TM(x, y) = (NM(x, y))
⊥ ⊂ {x∗}⊥ × Rm,
where {x∗}⊥ = {x′ ∈ Rn | 〈x∗, x′〉 = 0}. Since TM(x, y) ⊂ TX (x)× Rm we obtain
TM(x, y) ⊂ ({x∗}⊥ ∩ TX (x))× Rm.
Let Z stand for the subspace on the right hand side. Then the projection of Z
onto TX (x) is a proper subspace of TX (x). All the more, this applies to TM(x, y).
By [52, Corollary 3], this implies that (x, y) is a singular point of ProjM, so x is a
critical value of ProjM. The conclusion of the lemma follows.
5.3 Some preliminary results
We finish this section with two useful results. The first one is well-known (with
elementary proof) and is mentioned for completeness.
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Proposition 5.11. If K1 and K2 are subspaces of Rn+m, then K⊥1 ∩ K⊥2 = {0} if
and only if K1 +K2 = Rn+m.
The following lemma will be needed in the proof of forthcoming Lemma 5.17.
Lemma 5.12. If the sets B(0, 1) and D are homeomorphic, then any home-
omorphism f between S(0, 1) and ∂D can be extended to a homeomorphism
F : B(0, 1) → D so that F |S(0,1)= f .
Proof. Let H : B(0, 1) → D be a homeomorphism between B(0, 1) and D and
denote h : S(0, 1) → ∂D by h = H |S(0,1). We define the (continuous) function
F : B(0, 1) → D by
F (x) =

H (|x|h−1f (x/|x|)) if x 6= 0
H(0) if x = 0.
It is straightforward to check that F |S(0,1)= f . Let us show that F is injective:
indeed, if F (x1) = F (x2), then |x1|h−1(f (x1/|x1|)) = |x2|h−1(f (x2/|x2|)). If both
sides are zero, then x1 = x2 = 0. Otherwise |x1| = |x2| and x1/|x1| = x2/|x2|,
which implies that x1 = x2.
To see that F is a bijection, fix any y ∈ D, and let x′ ∈ B(0, 1) be such that
y = H(x′). If x′ = 0, then y = F (0). Otherwise,
y = H
(
|x′|
(
x′
|x′|
))
= H(|x′| h−1 ◦ f
(
f−1 ◦ h( x
′
|x′|)
)
= F
(
|x′| f−1 ◦ h( x
′
|x′|)
)
.
This shows that F is also surjective, thus a continuous bijection. Since B(0, 1) is
compact, it follows that F is a homeomorphism.
We end this section by introducing the notion of linking that is commonly used
in critical point theory. Let us fix some terminology: if B ⊂ Rn is homeomorphic
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to a subset of Rd with nonempty interior, we say that the set ∂B is the relative
boundary of B if it is a homeomorphic image of the boundary of the set in Rd.
Definition 5.13. [82, Section II.8] Let A be a subset of Rn+m and let B be a
submanifold of Rn+m with relative boundary ∂B. Then we say that A and Γ = ∂B
link if
(i) A ∩ Γ = ∅
(ii) for any continuous map h ∈ C0 (Rn+m,Rn+m) such that h |Γ= id we have
h(B) ∩ A 6= ∅.
In particular, the following result holds.
Theorem 5.14. [Linking sets] Let K1 and K2 be linear subspaces such that K1 ⊕
K2 = Rn+m, and take any v¯ ∈ K1\ {0}. Then for 0 < r < R, the sets
A := S(0, r) ∩ K1 and Γ := (B(0, R) ∩ K2) ∪ (S(0, R) ∩ (K2 + R+ {v¯}))
link.
Proof. Use methods in [82, Section II.8], or infer from Example 3 there.
5.4 More on the structure of semi-algebraic maps
In the sequel we shall always consider a set-valued map S : X ⇒ Rm, where
X ⊂ Rn, and we shall assume that S is semi-algebraic.
Theorem 5.15. Assume that S : X ⇒ Rm is outer semicontinuous, and the sets
X ⊂ Rn and gph (S) are semi-algebraic. Then S is strictly continuous with respect
to X everywhere except on a set of dimension at most (dimX − 1).
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Proof. Using Theorem 2.17 we stratify X into a disjoint union of manifolds (strata)
{Xj}j and study how S behaves on the strata Xj of full dimension (that is,
dim(Xj) = dim(X ) = d ≤ n). For each such stratum Xj, if S is not strictly contin-
uous at x¯ ∈ Xj relative to Xj, then by [80, Theorem 9.38], there is some y¯ ∈ S(x¯)
such that lipXjS(x¯ | y¯) = ∞. Since S is outer semicontinuous, we deduce from
Proposition 5.9 that there is a nonzero vector v ∈ Ngph (S)(x¯, y¯)∩ (TXj(x¯)×{0m}).
We now stratify the semi-algebraic set gph (S)∩(Xj×Rm) into a finite union of
disjoint manifolds {Mk}k. Since v ∈ Ngph (S)(x¯, y¯) \ {0n+m}, it can be written as a
limit of Hadamard normal vectors vi ∈ Nˆgph (S)(xi, yi) with (xi, yi) → (x¯, y¯). Pass-
ing to a subsequence if necessary, we may assume that the sequence {(xi, yi)}i
belongs to the same stratum, say Mk∗ and vi ∈ NˆMk∗ (xi, yi) (note that
Mk∗ ⊂ gph (S)). Since Mk∗ is a smooth manifold, we have NˆMk∗ (xi, yi) =
NMk∗ (xi, yi) = [TMk∗ (xi, yi)]
⊥. Using the Whitney property (normal regularity) of
the stratification, we deduce that v must lie in some NM(x¯, y¯)∩
(
TXj(x¯)× {0m}
)
,
where M is the stratum that contains (x¯, y¯). Lemma 5.10 then tells us that the
set of all possible x¯ is of lower dimension than that of Xj (or X ). Since there are
finitely many strata Xj, the result follows.
Remark. Note that the domain of S
dom(S) := {x ∈ X : S(x) 6= ∅},
being the projection to Rn of the semi-algebraic set gph (S), is always semi-
algebraic. Thus, if S has nonempty values, the above assumption “X semi-
algebraic” becomes superfluous. In any case, one can eliminate this assumption
from the statement and replace X by X ′ := dom(S) the domain of S.
The next lemma will be crucial in the sequel. We shall first need some notation.
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In the sequel we denote by
L := {0n} × Rm (5.4.1)
as a subspace of Rn × Rm and we denote by S¯ : Rn ⇒ Rm the set-valued map
whose graph is the closure of the graph of S, that is,
gph (S¯) = cl(gph (S)).
Lemma 5.16. Let S : Rn ⇒ Rm be a closed-valued semi-algebraic set-valued
map. For any k > 0, there is a Ck stratification {Mi}i of gph (S) such that if
S(x¯) 6= S¯(x¯) for some x¯ ∈ Rn, then there exist y¯ ∈ Rm, a stratum Mi of the
stratification of gph (S) and a neighborhood U of (x¯, y¯) such that (x¯, y¯) ∈ cl (Mi)
and
((x¯, y¯) + L) ∩Mi ∩ U = ∅.
Proof. By Theorem 2.17 we stratify gph (S) into a disjoint union of finitely many
manifolds, that is gph (S) = ∪iMi. Consider the set-valued map Si : Rn ⇒ Rm
whose graph consists of the manifold Mi. Let further S˙i : Rn ⇒ Rm be the map
such that S˙i(x) = cl (Si(x)) for all x, and S¯i : Rn ⇒ Rm be the map whose graph
is cl(gph (Si)), also equal to cl(gph (S˙i)). Both S˙i and S¯i are semi-algebraic (for
example, [33]), and there exists a stratification of cl(gph (S)) such that the graphs
of Si, S˙i and S¯i can be represented as a finite union of strata of that stratification,
by Theorem 2.17 again.
We now prove that if S(x¯) 6= S¯(x¯), then there is some i such that S˙i is
not outer semicontinuous at x¯. Indeed, in this case there exists y¯ such that
(x¯, y¯) ∈ cl(gph (S))\gph (S). Note that cl(gph (S)) = ∪igph (S¯i). This means
that (x¯, y¯) must lie in gph (S¯i)\gph (S˙i) for some i, which means that S˙i is not
outer semicontinuous at x¯ as claimed.
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Obviously (x¯, y¯) ∈ cl(Mi). Suppose that ((x¯, y¯) + L)∩Mi∩U 6= ∅ for all neighbor-
hoods U containing (x¯, y¯). Then there is a sequence yj → y¯ such that (x¯, yj) ∈Mi.
Since S˙i is closed-valued, this would yield (x¯, y¯) ∈ gph (S˙i), which contradicts
(x¯, y¯) /∈ gph (S˙i) earlier.
Keeping now the notation of the proof of the previous lemma, let us set z¯ :=
(x¯, y¯). Let further Mi,M′ be the strata of cl(gph (S)) such that z ∈M′ ⊂ cl(Mi).
In the next lemma we are working with normals on manifolds, so it does not matter
which kind of normal in Definition 2.7 we consider.
Lemma 5.17. Suppose there is a neighborhood U of z¯ such that z¯ ∈ M′, M′ ⊂
cl(Mi) and (z¯ + L) ∩Mi ∩ U = ∅, where L is defined in (5.4.1). Then NM′(z¯) ∩
L⊥ ) {0n+m}.
Proof. We prove the result by contradiction. Suppose that NM′(z¯)∩L⊥ = {0n+m}.
Then TM′(z¯) + L = Rn+m by Proposition 5.11. We may assume, by taking a
submanifold of M′ if necessary, that dimM′ = n so that dimM′ + dimL =
n + m and TM′(z¯) ⊕ L = Rn+m. Owing to the so-called wink lemma (see [39,
Proposition 5.10] e.g.) we may assume that dimMi = n + 1.
(Case m = 1) We first consider the case where m = 1. In this case, the
subspace L is a line whose spanning vector v = (0, 1) is not in TM′(z¯). There
is a neighborhood U ′ of z¯ such that U ′ ⊂ U , M′ ∩ U ′ equals f−1(0) for some
smooth function f : U ′ → R (local equation of M′), and Mi ∩ U ′ = f−1((0,∞)).
The gradient ∇f(z¯) is nonzero and is not orthogonal to v since TM′(z¯) is the
set of vectors orthogonal to ∇f(z¯) and TM′(z¯) ⊕ L = Rn+1. There are points in
(z¯ + L) ∩ U ′ such that f is positive, which means that (z¯ + L) ∩Mi ∩ U ′ 6= ∅,
contradicting the stipulated conditions. Therefore, we assume that m > 1 for the
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rest of the proof.
(Case m > 1) As in the previous case, we shall eventually prove that (z¯ + L)∩
Mi∩U ′ 6= ∅ reaching to a contradiction. To this end, let us denote by h0 the (semi-
algebraic) homeomorphism of Rn+m to Rn+m which, for some neighborhood V ⊂ U
of z¯, maps homeomorphically V ∩ (Mi∪M′) to Rn× (R+ × {0m−1}) ⊂ Rn+m and
V ∩M′ to Rn × {0m} (see [33, Theorem 3.12] e.g.).
Claim. We first show that there exists a closed neighborhood W ⊂ V of z¯
such that W ∩M′ and ∂W ∩Mi are both homeomorphic to Bn and W ∩M′ =
Bn+m(z¯, R1) ∩M′ for some R1 > 0.
Since M′ is a smooth manifold, there exists R1 > 0 such that Bn+m(z¯, R1)∩M′
is homeomorphic (in fact, diffeomorphic) to (TM′(z¯) + z¯) ∩ Bn+m(z¯, R1), which in
turn is homeomorphic to Bn, as is shown by the homeomorphism:
z 7→
( |z − z¯|
|P (z)− z¯| (P (z)− z¯)
)
+ z¯ ,
where P denotes the projection onto the tangent space z¯ + TM′(z¯). Con-
sider the image of Bn+m(z¯, R1) ∩ M′ under the map h0. This image lies in
the set Rn × {0m}. Therefore, for r1 > 0 sufficiently small, the set W =
h−10 (h0 (Bn+m(z¯, R1) ∩M′) + [−r1, r1]m) satisfies the required properties, conclud-
ing the proof of our claim.
Let us further fix v ∈ L\ {0} and consider the set
Γ′ :=
(
Bn+m(z¯, R) ∩ (z¯ + TM′(z¯))
)︸ ︷︷ ︸
Γ′1
∪ (Sn+m−1(z¯, R) ∩ (z¯ + TM′(z¯) + R+ {v}))︸ ︷︷ ︸
Γ′2
.
Setting
A := Sn+m−1(z¯, r) ∩ L, where 0 < r < R ,
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ΑΓ’ →
Α
Γ
Figure 5.1: Linking sets (A,Γ′) and (A,Γ).
we immediately get that the sets A and Γ′ link (c.f. Theorem 5.14). Based on this,
our objective is to prove that the sets A and Γ also link, where Γ is defined by
Γ = (W ∩M′)︸ ︷︷ ︸
Γ1
∪ (∂W ∩ (Mi ∪M′))︸ ︷︷ ︸
Γ2
,
provided r > 0 is chosen appropriately. Once we succeed in doing so, we apply
Definition 5.13 (for h = id) to deduce that (z¯ + L)∩Mi∩U 6= ∅, which contradicts
our initial assumptions. Figure 5.1 illustrates the sets A, Γ and Γ′ for n = 1 and
m = 2.
For the sequel, we introduce the notation “
'−→” in f : D1 '−→ D2 to mean that f
is a homeomorphism between the sets D1 and D2. In Step 1 and Step 2, we define
a continuous function H : (Bn+1(0, 1)× {0}) ∪ (Sn(0, 1)× [0, 2]) → Bn+m(z¯, R)
that will be used in Step 3.
Step 1: Determine H on (Bn+1(0, 1)× {0}) ∪ (Sn(0, 1)× [0, 2]).
In Steps 1 (a) to 1 (c), we define a continuous function H on Sn(0, 1)× [0, 2] so
that H |Sn(0,1)×[0,2] is a homotopy between Γ and Γ′. More precisely, denoting by
Sn+(0, 1) := Sn(0, 1) ∩ (Rn × [0,∞)) ,
Sn−(0, 1) := Sn(0, 1) ∩ (Rn × (−∞, 0]) ,
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we want to define H in such a way that its restrictions
H(·, 0) |Sn+(0,1): Sn+(0, 1)
'−→ Γ1 ⊂ Rn+m,
H(·, 0) |Sn−(0,1): Sn−(0, 1)
'−→ Γ2 ⊂ Rn+m,
H(·, 2) |Sn+(0,1): Sn+(0, 1)
'−→ Γ′1 ⊂ Rn+m,
H(·, 2) |Sn−(0,1): Sn−(0, 1)
'−→ Γ′2 ⊂ Rn+m,
are homeomorphisms between the respective spaces. Note that both Sn+(0, 1) and
Sn−(0, 1) are homeomorphic to Bn(0, 1). For notational convenience, we denote by
Sn=(0, 1) the set Sn(0, 1) ∩ (Rn × {0}) = Sn−1(0, 1)× {0}.
Step 1 (a). Determine H on S(0, 1)× [0, 1].
Since ∂W ∩ clMi is a closed set that does not contain z¯, there is some R > 0 such
that (∂W ∩Mi)∩Bn+m(z¯, R) = ∅ and Bn+m(z¯, R) ⊂ U . We proceed to create the
homotopy H so that
H(·, 1) |Sn+(0,1): Sn+(0, 1)
'−→ Γ′′1 ⊂ Rn+m,
H(·, 1) |Sn−(0,1): Sn−(0, 1)
'−→ Γ′′2 ⊂ Rn+m,
where
Γ′′1 = Bn+m(z¯, R) ∩M′,
and Γ′′2 ⊂ Sn+m−1(z¯, R) is homeomorphic to Γ2.
The first homotopy between Γ1 and Γ
′′
1 can be chosen such that H (s, t) ∈ M′
for all s ∈ Sn+(0, 1) and t ∈ [0, 1]. We also require that d(z¯, H(s, t)) ≥ R for all
s ∈ Sn=(0, 1) and t ∈ [0, 1], which does not present any difficulties.
For the second homotopy between Γ2 and Γ
′′
2, we first extend H(·, 1) so that
H(·, 1) |Sn(0,1): Sn(0, 1) '−→ Γ′′1 ∪Γ′′2 is a homeomorphism between the corresponding
spaces. This is achieved by showing that there is a homeomorphism H(·, 1) |Sn−(0,1)
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between Sn−(0, 1) and Γ′′2. Let h2 : Bn(0, 1)
'−→ Sn−(0, 1) be a homeomorphism
between Bn(0, 1) and Sn−(0, 1). Then H(·, 1) |Sn=(0,1) ◦h2 |Sn−1(0,1): Sn−1(0, 1)
'−→
∂Γ′′2. By Lemma 5.12 this can be extended to a homeomorphism G : Bn(0, 1)
'−→ Γ′′2.
Define H(·, 1) |Sn−(0,1): Sn−(0, 1)
'−→ Γ′′2 by H(·, 1) |Sn−(0,1)= G ◦ h−12 .
It remains to resolve H on Sn−(0, 1)× (0, 1). Note that the sets
H(Sn=(0, 1)× [0, 1]), H(Sn−(0, 1)× {0}) = Γ2 and H(Sn−(0, 1)× {1}) = Γ′′2
are all of dimension at most n, so the radial projection of these sets onto
Sn+m−1(z¯, R) is of dimension at most n. Since Sn+m−1(z¯, R) is of dimension at
least n + 1, we can find some point p ∈ Sn+m−1(z¯, R) not lying in the radial
projections of these sets. The set
D := Rn+m\(((R+ {p− z¯}) + {z¯}) ∪ Bn+m(z¯, R))
is homeomorphic to Rn+m, so by the Tietze extension theorem (see for example
[74]), we can extend H continuously to Sn−(0, 1)×[0, 1] so that H(Sn−(0, 1)×[0, 1]) ⊂
D.
Step 1 (b).Determine H on Sn+(0, 1) × [1, 2]. We next define H |Sn+(0,1)×[1,2],
the homotopy between Γ′′1 and Γ
′
1. Since M′ is a manifold, for any δ > 0, we can
find R small enough such that for any z ∈ Bn+m(z¯, R) ∩M′, the distance from z
to z¯ + TM′(z¯) is at most δR. The value R can be reduced if necessary so that the
mapping P , which projects a point z ∈ Bn+m(z¯, R) ∩M′ to the closest point in
z¯ + TM′(z¯), is a homeomorphism of Bn+m(z¯, R) ∩M′ to its image.
Define the map H1 : (Bn+m(z¯, R) ∩M′)× [1, 2] → Bn+m(z¯, R) by
H1 (z, t) :=
( |z − z¯|
|(2− t)z + (t− 1)P (z)− z¯| ((2− t)z + (t− 1)P (z)− z¯)
)
+ z¯.
This is a homotopy from Γ1 to Γ
′
1. For any homeomorphism h1 : Bn+m(z¯, R) ∩
M′ '−→ Sn+(0, 1), we define H |Sn+(0,1)×[0,1] via H (s, t) = H1
(
h−11 (s), t
)
.
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Step 1 (c).Determine H on Sn−(0, 1) × [1, 2]. We now define H |Sn−(0,1)×[1,2],
the homotopy between Γ′′2 and Γ
′
2 that respects the boundary conditions stipulated
by H |Sn=(0,1)×[1,2]. We extend H(·, 1) |Sn(0,1) so that it is a homeomorphism between
Sn(0, 1) and Γ′1 ∪ Γ′2 by using methods similar to that used in Step 1(a).
We now use the Tietze extension theorem to establish a continuous extension
of H to Sn(0, 1)× [1, 2]. We are left only to resolve H on Sn−(0, 1)× (1, 2). Much
of this is now similar to the end of step 1(a). The dimension of Sn+m−1(z¯, R)
is n + m − 1, while the dimensions of Γ′′2, Γ′2 and H (Sn=(0, 1)× [1, 2]) are all at
most n. Therefore, there is one point in Sn+m−1(z¯, R) outside these three sets,
say p. Since Sn+m−1(z¯, R)\ {p} is homeomorphic to Rn+m−1, the Tietze extension
theorem again implies that we can extend H continuously in Sn(0, 1)× [1, 2].
Step 1 (d).Determine H on Bn+1(0, 1)× {0}. We use Lemma 5.12 to extend
the domain of the function
H(·, 0) : Sn(0, 1) '−→ (M′ ∩W ) ∪ (Mi ∩ ∂W )
to Bn+1(0, 1) so that
H(·, 0) : Bn+1(0, 1) '−→ (M′ ∪Mi) ∩W
is a homeomorphism.
Step 2: Choice of R and r. We now choose R and r so that
H (Sn(0, 1)× [0, 2]) does not intersect A = Sn+m−1(z¯, r) ∩ (z¯ + L). To this end,
consider the minimization problem
min
{
dist (z, TM′(z¯) + z¯) : z ∈ Sn+m−1(z¯, r) ∩ (z¯ + L)
}
.
Since Sn+m−1(z¯, r) ∩ (z¯ + L) is compact, the above minimum is attained at some
point zr and its value is not zero (otherwise zr − z¯ would be a nonzero element
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in TM′(z¯) ∩ L, contradicting TM′(z¯) ∩ L = {0}). Therefore, for some constant
ε ∈ (0, 1] independent of r, it holds dist (zr, TM′(z¯) + z¯) = ε r.
Given δ > 0, we can shrink R if necessary to get d (z, TM′(z¯) + z¯) ≤ δ R
for all z ∈ H (Sn+(0, 1)× [0, 1]). If δ < ε, we can find some r satisfying
δR < ε r ≤ r < R. Since δR < ε r, H (Sn+(0, 1)× [1, 2]) does not intersect
Sn+m−1(z¯, r) ∩ (z¯ + L). From r < R, it is clear that H (Sn−(0, 1)× [0, 2]), being
a subset of cl (Rn+m\Bn+m(z¯, R)), does not intersect Sn+m−1(z¯, r) ∩ (z¯ + L). Ele-
ments in H
(
Sn+(0, 1)× [0, 1]
)
are either in Bn+m(z¯, R)∩M′ or outside Bn+m(z¯, R),
so H (Sn(0, 1)× [0, 2]) does not intersect A as needed.
Step 3: Set-up for linking theorem. Let
h3 : Bn+1(0, 1)
'−→ (Bn+1(0, 1)× {0}) ∪ (Sn(0, 1)× [0, 2])
be a homeomorphism between the respective spaces. We can extend the homeo-
morphism
H |Sn(0,1)×{2} ◦h3 |Sn(0,1): Sn(0, 1) '−→ Γ′
to
h4 : Bn+1(0, 1)
'−→ (TM′(z¯) + R+ {v}+ z¯) ∩ Bn+m(z¯, R).
Define the map
g : (TM′(z¯) + R+ {v}+ z¯) ∩ Bn+m(z¯, R) → Bn+m(z¯, R)
by g = H ◦ h3 ◦ h−14 . By construction, the map g |Γ′ is the identity map there.
Furthermore, g can be extended continuously to the domain Rn+m by the Tietze
extension theorem.
Step 4: Apply linking theorem. Recall that A := Bn+m(z¯, r) ∩ (z¯ + L)
and Γ′ link by Theorem 5.14. This means that there is a nonempty intersection of
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g ((TM′(z¯) + R+ {v}+ z¯) ∩ Bn+m(z¯, R)) with A. Step 2 asserts that the intersec-
tion is not in H (Sn(0, 1)× [0, 2]), so the intersection lies in H(Bn+1(0, 1)×{0}). In
other words, A and Γ link. This means that W∩Mi intersects Bn+m(z¯, r)∩(z¯ + L),
which means that (z¯ + L) ∩Mi ∩ U 6= ∅, contradicting our assumption.
5.5 Main result
In this section we put together all previous results to obtain the following theorem.
Recall that S¯ is the set-valued map whose graph is the closure of the graph of S
(thus, S¯ is outer semicontinuous by definition).
Theorem 5.18. If S : X ⇒ Rm is a closed-valued semi-algebraic set-valued map,
where X ⊂ Rn is semi-algebraic, then S and S¯ differ outside a set of dimension at
most (dimX − 1).
Proof. We first consider the case where X = Rn and a Ck stratification of
cl(gph (S)). If S(x¯) 6= S¯(x¯), then Lemma 5.16 and Lemma 5.17 yield that there
exists some y¯ and stratum M′ containing z¯ := (x¯, y¯) such that NM′(z¯) ∩ L⊥ )
{0n+m}. Finally, since there are only finitely many strata, Lemma 5.10 tells us
that S(x) and S¯(x) may differ only on a set of dimension at most n − 1. This
proves the result in this particular case.
We now consider the case where X 6= Rn. Let X = ∪˙Xj be a stratification of X ,
and let D be the union of strata of full dimension in X . Each stratum in D is
semi-algebraically homeomorphic to Rd, where d := dimX and let hj : Rd → Xj
denote such a homeomorphism. By considering the set-valued maps S ◦ hj for all
j, we reduce the problem to the aforementioned case. Since the set of strata (a
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fortiori the set of full-dimensional strata) is finite, we deduce that S(x) 6= S¯(x)
can only occur in a set of dimension at most d− 1.
The following result is now an easy consequence of the above.
Theorem 5.19. [Main result] A closed-valued semi-algebraic set-valued map S :
X ⇒ Rm, where X ⊂ Rn is semi-algebraic, is strictly continuous outside a set of
dimension at most (dimX − 1).
Proof. By Theorem 5.18 the map S differs from the outer semicontinuous map S¯
on a set of dimension at most (dimX − 1). Apply Theorem 5.15.
Remark. Our main result (Theorem 5.19) as well as all previous preliminary
results (Lemmas 5.16, 5.17, Theorems 5.15, 5.18) can be restated for the case
where S is definable in an o-minimal structure. With slightly more effort we can
further extend these results in case where S is tame, noting that one performs a
locally finite stratification in the tame case as opposed to a finite stratification.
5.6 Applications in tame variational analysis
A standard application of Theorem 5.1 is to take first the closure of the graph of
S, and then deduce generic continuity for the obtained set-valued map. While this
operation is convenient, this new set-valued map no longer reflects the same local
properties. For example, for a set C ⊂ Rn, consider the Hadamard normal cone
mapping NˆC : ∂C ⇒ Rn and the limiting normal cone mapping NC : ∂C ⇒ Rn,
where cl(gph (NˆC)) = gph (NC). The Hadamard normal cone NˆC(z¯) for z¯ ∈ ∂C
depends on how C behaves at z¯, whereas the normal cone NC(z¯) offers instead an
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aggregate information from points around z¯. The following result is comparable
with [80, Proposition 6.49], and is a straightforward application of Theorem 5.19.
Corollary 5.20. [Generic regularity]Given closed semi-algebraic sets C and D
with D ⊂ C, the set-valued map NˆC : C ⇒ Rn is continuous on D\D′, where
D′ is semi-algebraic and dim(D′) < dim(D). When D = ∂C, we deduce that
NˆC(z) = NC(z) for all z in (∂C) \C ′, with dim(C ′) < dim(∂C).
An analogous statement of the above corollary can be made for (nonsmooth)
tangent cones TˆC and TC as well.
Remark. From the definition of subdifferential of a lower semicontinuous function
[80, Definition 8.3], we can deduce that the regular (Frchet) subdifferentials are
continuous outside a set of smaller dimension. This result is comparable with [80,
Exercise 8.54]. Therefore nonsmoothness in tame functions and sets is structured.
Let us finally make another connection to functions whose graph is a finite union
of polyhedra, hereafter referred to as piecewise polyhedral functions. Robinson [78]
proved that a piecewise polyhedral function is calm (outer-Lipschitz) everywhere
[80, Example 9.57], and a uniform Lipschitz constant suffices over the whole domain
of the function (although this latter is not explicitly stated therein). A straight-
forward application of Theorem 5.19 yields that piecewise polyhedral functions
are set-valued continuous outside a set of small dimension. We now show that a
uniform Lipschitz constant for strict continuity applies.
Proposition 5.21. [Uniformity of graphical modulus] Let S : X ⇒ Rm be a
piecewise polyhedral set-valued map, where X ⊂ Rn. Then S is strictly continuous
outside a set X ′, with dim(x′) < dim(x). Moreover, there exists some κ¯ > 0 such
that if S is strictly continuous at x¯, then the graphical modulus lipXS(x¯ | y¯) is a
115
nonnegative real number smaller than κ¯.
Proof. The first part of the proposition of strict continuity is a direct consequence
of Theorem 5.19 since S is clearly semi-algebraic. We proceed to prove the state-
ment on the graphical modulus. We first consider the case where the graph of S
is a convex polyhedron. The graph of S can be written as a finitely constrained
set gph (S) = {z ∈ Rn+m | Az = b, Cz ≤ d} for some matrices A,C with finitely
many rows. The projection of gph (S) onto Rn is the domain of S, which we can
again write as dom(S) = X = {x ∈ Rn | A′x = b′, C ′x ≤ d′}. Let L be the lineality
space of dom(S), which is the set of vectors orthogonal to the rows of A′. We seek
to find a constant κ¯ > 0 such that if x lies in the relative interior (in the sense of
convex analysis) of X and y ∈ S(x), then lipXS(x | y) ≤ κ¯. By Proposition 5.9,
we have
κ¯ = sup
(x,y)∈r-int(x)
{ |a|
|b| | (a, b) ∈ Ngph (S)(x, y) ∩ (L × R
m)
}
,
where “r-int” stands for the relative interior. The above value is finite because of
two reasons. Firstly, if (a,0) ∈ Ngph (S)(x, y)∩ (L × Rm) , then by the convexity of
gph (S), x lies on the relative boundary of X. Secondly, the “sup” in the formula
is attained and can be replaced by “max”. This is because the normal cones of
gph (S) at z = (x, y) can be deduced from the rows of C in which Cz ≤ d is actually
an equation, of which there are only finitely many possibilities. In the case where
S is a union of finitely many polyhedra, we consider the set-valued maps denoted
by each of these polyhedra. The maximum of the Lipschitz constants for strict
continuity on each polyhedral domain gives us the required κ¯.
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CHAPTER 6
LEVEL SET METHODS FOR FINDING CRITICAL POINTS OF
MOUNTAIN PASS TYPE
Outline: Section 6.1 illustrates a local algorithm to find saddle points of
mountain pass type, while Sections 6.2, 6.3 and 6.4 are devoted to the statement,
proof of convergence, and additional observations of a fast local algorithm to find
nondegenerate critical points of Morse index 1 in Rn.
Sections 6.5 discusses the relationship between mountain passes, saddle points,
and critical points in the sense of metric critcal point theory and nonsmooth anal-
ysis, and does not depend on material in Sections 6.2, 6.3 and 6.4.
Finally, Sections 6.6 and 6.7 illustrates the fast local algorithm in Section 6.2.
Section 6.8 discusses optimality conditions for the subproblem in the algorithm in
Section 6.1.
Notation: As we will encounter situations where we want to find the square
of the jth coordinate of the ith iterate of x, we write x2i (j) in the proof of Theorem
6.12. In other parts, it will be clear from context whether the i in xi is used as an
iteration counter or as a reference to the ith coordinate. Let Bd(0, r) be the ball
with center 0 and radius r in Rd, and B˚d(0, r) be the corresponding open ball.
6.1 A level set algorithm
We present a level set algorithm to find saddle points. Assume f : X → R, where
(X, d) is a metric space.
Algorithm 6.1. (Level set algorithm) A local bisection method for approximating
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a mountain pass from x0 to y0 for f |U , where both x0 and y0 lie in some open path
connected set U .
1. Start with an upper bound u and a lower bound l for the objective of the
mountain pass problem and i = 0.
2. Solve the optimization problem
min d(x, y)
s.t. x ∈ S1, y ∈ S2 (6.1.1)
where S1 is the component of the level set (lev≤ 1
2
(l+u)f)∩U that contains xi
and S2 is the component that contains yi.
3. If S1 and S2 are the same component, then
1
2
(l + u) is an upper bound, oth-
erwise it is a lower bound. Update the upper and lower bounds accordingly.
In the case where the lower bound is changed, increase i by 1, and let xi and
yi be the minimizers of (6.1.1). For future discussions, let li corresponding
value of l to xi and yi. Repeat step 2 until xi and yi are sufficiently close.
4. If an actual approximate mountain pass is desired, take a path pi : [0, 1] →
U ∩ (lev≤uf) connecting the points
x0, x1, . . . , xi−2, xi−1, xi, yi, yi−1, yi−2, . . . , y1, y0.
Step (3) is illustrated in Figure 6.1.
To start the algorithm, an upper bound u can be taken to be the maximum of
any path from x0 to y0, while a lower bound can be the maximum of f(x0) and
f(y0). In fact, in step (3), we may update the upper bound u to be the maximum
along the line segment joining xi and yi if it is a better upper bound.
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Case Before After
{
x | f(x) ≤ u+l
2
}
2 components
dim = 5
0.4 0.45 0.5
0.5
0.55
0.6
0.65
0.7
dim = 5
0.4 0.45 0.5
0.5
0.55
0.6
0.65
0.7
1 component
dim = 5
0.4 0.45 0.5
0.5
0.55
0.6
0.65
0.7
dim = 5
0.4 0.45 0.5
0.5
0.55
0.6
0.65
0.7
Figure 6.1: Illustration of Algorithm 6.1.
In practice, one need not solve subproblem (6.1.1) in step 2 too accurately, as
it might be more profitable to move on to step 3. While theory demands the global
optimizers for subproblem (6.1.1), an implementation of Algorithm 6.1 can only
find local optimizers, which is not sufficient for the global mountain pass problem,
but can be successful for the purpose of finding saddle points. Notice that the
saddle point property is local. If xi and yi converge to a common limit, then it is
clear from the definitions that the common limit is a saddle point.
Another issue with subproblem (6.1.1) in step 2 is that minimizers may not
exist. For example, the sets S1 and S2 may not be compact. We now discuss how
convergence to a critical point in Algorithm 6.1 can fail in the finite dimensional
case.
The Palais-Smale condition is important in nonlinear analysis, and is often a
necessary condition in the smooth and nonsmooth mountain pass theorems and
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other critical point existence theorems. We refer to [69, 75, 77, 82, 90] for more
details. We recall its definition.
Definition 6.2. Let X be a Banach space and f : X → R be a C1 functional.
We say that a sequence {xi}∞i=1 ⊂ X is a Palais-Smale sequence if {f(xi)}∞i=1 is
bounded and f ′(xi) → 0, and f satisfies the Palais-Smale condition if any Palais-
Smale sequence admits a convergent subsequence.
For nonsmooth f , the condition f ′(xi) → 0 is changed to infx∗i∈∂f(xi) |x∗i | → 0.
In the absence of the Palais-Smale condition, Algorithm 6.1 may fail to converge
because the sequence {(xi, yi)}∞i=1 need not have a limit point of the form (z¯, z¯),
or the sequence {(xi, yi)}∞i=1 need not even exist. The examples below document
the possibilities.
Example 6.3. (a) Consider f : R2 → R defined by f(x, y) = e−x − y2. Here,
the distance between the two components of the level sets is zero for all lev≤cf ,
where c < 0, and xi and yi do not exist. The sequence {(i, 0)}∞i=1 is a Palais-Smale
sequence but does not converge.
(b) For f(x, y) = e−2x − y2e−x , xi and yi exist, but both {xi}∞i=1 and {yi}∞i=1
do not have finite limits. Again, {(i, 0)}∞i=1 is a Palais-Smale sequence that does
not converge.
It is possible that {xi}∞i=1 and {yi}∞i=1 have limit points but not a common limit
point. To see this, consider the example f : R→ R defined by
f(x) =

x if x ≤ −1
−1 if − 1 ≤ x ≤ 1
−x if x ≥ 1.
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The set lev≤−1f is path-connected, but the set cl(lev<−1f) is not path-connected.
Any point in the set (lev≤−1f)\cl(lev<−1f) = (−1, 1) is a local minimum, and
hence a critical point.
6.2 A locally superlinearly convergent algorithm
In this section, we propose a locally superlinearly convergent algorithm for the
mountain pass problem for smooth critical points in Rn. For this section, we take
X = Rn. Like Algorithm 6.1 earlier, we keep track of only two points in the space
Rn instead of a path. Our fast locally convergent algorithm does not require one
to calculate the Hessian. Furthermore, we maintain upper and lower bounds that
converge superlinearly to the critical value. The numerical performance of this
method will be illustrated in Section 6.7.
In Algorithm 6.4 below, we can assume that the endpoints x0 and y0 satisfy
f(x0) = f(y0). Otherwise, if f(x0) < f(y0) say, replace x0 by the point x
′
0 closest
to x0 on the line segment [x0, y0] such that f(x
′
0) = f(y0).
Algorithm 6.4. (Fast local level set algorithm) Find saddle point between points
x0 and y0 for f : Rn → R. Assume that the objective of the mountain pass problem
between x0 and y0 is greater than f(x0), and f(x0) = f(y0). Let U be a convex set
containing x0 and y0.
1. Given points xi and yi, find zi as follows:
(a) Replace xi and yi by x˜i and y˜i, where x˜i and y˜i are minimizers of the
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problem
minx,y |x− y|
s.t. x lies in the same component as xi in (lev≤f(xi)f) ∩ U
y lies in the same component as yi in (lev≤f(xi)f) ∩ U
(b) Find a minimizer of f on Li ∩ U , say zi. Here Li is the affine space
orthogonal to xi − yi passing through 12(xi + yi).
2. Find the point furthest away from xi on the line segment [xi, zi], which we
call xi+1, such that f(x) ≤ f(zi) for all x in the line segment [xi, xi+1]. Do
the same to find yi+1.
3. Increase i, repeat steps 1 and 2 until |xi − yi| is small, or if the value Mi −
f(zi), where Mi := maxx∈[xi,yi] f(x), is small.
4. If an actual path is desired, take a path pi : [0, 1] → X lying in lev≤Mif
connecting the points
x0, x1, . . . , xi−2, xi−1, xi, yi, yi−1, yi−2, . . . , y1, y0.
As we will see in Propositions 6.7 and 6.16, a unique minimizing pair (x˜i, y˜i) in
step 1(a) exists under added conditions. Furthermore, Proposition 6.3.5 implies
that a unique minimizer exists of f on Li∩U exists under added conditions in step
1(b).
To motivate step 1(b), consider any path from xi to yi in U that lies wholly in
U . Such a path has to pass through some point of Li ∩ U , so the maximum value
of f on the path is at least the minimum of f on Li ∩ U .
Step 1(a) is analogous to step 2 of Algorithm 6.1. Algorithm 6.4 can be seen as
an improvement Algorithm 6.1: The bisection algorithm in Algorithm 6.1 gives us
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a reliable way of finding the critical point, and step 1(b) in Algorithm 6.4 reduces
the distance between the components of the level sets as fast as possible.
In practice, step 1(a) is difficult, and is performed only when the algorithm runs
into difficulties. In fact, this step was not performed in our numerical experiments
in Section 6.7. However, we can construct simple functions for which the affine
space Li does not separate the two components containing xi and yi in (lev≤f(xi)f)∩
U in step 1(b) if step 1(a) were not performed.
In the minimum distance problem in step 1(a), notice that if f is C1 and
the gradients of f at a pair of points are nonzero and do not point in opposite
directions, then in principle we can perturb the points along paths that decrease the
distance between them while not increasing their function values. Of course, a good
approximation of a minimizing pair may be hard to compute in practice: existing
path-based algorithms for finding mountain passes face analogous computational
challenges. One may employ the heuristic in Remark 6.19 for this problem.
In step 2, continuity of f and p tells us that f(xi+1) = f(zi). We shall see
in Theorem 6.12 that under added conditions, {f(xi)}i is an increasing sequence
that converges to the critical value f(x¯). Furthermore, Propositions 6.9 and 6.15
state that under added conditions, {Mi}i are upper bounds on f(x¯) that converge
R-superlinearly to f(x¯).
6.3 Superlinear convergence of the local algorithm
When f : Rn → R is a quadratic whose Hessian has one negative eigenvalue and
n−1 positive eigenvalues, Algorithm 6.4 converges to the critical point in one step.
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One might expect that if f is C2, then Algorithm 6.4 converges quickly. In this
section, we will prove Theorem 6.12 on the superlinear convergence of Algorithm
6.4.
Recall that the Morse index of a critical point is the maximum dimension
of a subspace on which the Hessian is negative definite, and a critical point is
nondegenerate if its Hessian is invertible, and degenerate otherwise. In the smooth
finite dimensional case, the Morse index equals the number of negative eigenvalues
of the Hessian. If a function f : Rn → R is C2 in a neighborhood of a nondegenerate
critical point x¯ of Morse index 1, we can readily make the following assumptions.
Assumption 6.5. Assume that x¯ = 0 and f(0) = 0, and the Hessian H = H(0)
is a diagonal matrix with entries a1, a2, . . . , an−1, an in decreasing order, of which
an is negative and an−1 is the smallest positive eigenvalue.
Another assumption that we will use quite often in this section and the next is
on the local approximation of f near 0.
Assumption 6.6. For δ ∈ (0,min{an−1,−an}), assume θ > 0 is small enough so
that ∣∣∣∣∣f(x)−
n∑
j=1
ajx
2(j)
∣∣∣∣∣ ≤ δ |x|2 for all x ∈ B(0, θ).
This particular choice of θ gives a region B(0, θ) where Figure 6.2 is valid. We
shall use B˚ to denote the open ball.
Here is our first result on step 1(a) of Algorithm 6.4.
Proposition 6.7. Suppose that f : Rn → R is C2, and x¯ is a nondegenerate critical
point of Morse index 1 such that f(x¯) = c. If θ > 0 is sufficiently small, then for
any  > 0 (depending on θ) sufficiently small,
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1. (lev≤c−f) ∩ B˚(x¯, θ) has exactly two path connected components, and
2. There is a pair (x˜, y˜), where x˜ and y˜ lie in distinct components of (lev≤c−f)∩
B˚(x¯, θ), such that |x˜− y˜| is the distance between the two components in
(lev≤c−f) ∩ B˚(x¯, θ).
Proof. Suppose that Assumption 6.5 holds. Choose some δ ∈ (0,min{an−1,−an})
and a corresponding θ > 0 such that Assumption 6.6 holds. A simple bound on
f(x) on B(0, θ) is therefore:
n∑
j=1
(aj − δ)x2(j) ≤ f(x) ≤
n∑
j=1
(aj + δ)x
2(j). (6.3.1)
So if  is small enough, the level set S := lev≤−f satisfies
S+ ∩ B(0, θ) ⊂ S ∩ B(0, θ) ⊂ S− ∩ B(0, θ),
where
S+ :=
{
x |
n∑
j=1
(aj + δ)x
2(j) ≤ −
}
,
S− :=
{
x |
n∑
j=1
(aj − δ)x2(j) ≤ −
}
,
and S+ ∩ B(0, θ) is nonempty. Figure 6.2 shows a two-dimensional cross section
of the sets S+ and S− through the critical point 0 and the closest points between
components in S+ and S−.
Step 1: Calculate variables in Figure 6.2.
The two points in distinct components of S+ closest to each other are the
points
(
0,±√ −an−δ), and one easily calculates the values of b and c (which are
the distances between 0 and S−, and that of 0 and S+ respectively) in the diagram
to be
√

−an+δ and
√

−an−δ . Thus the distance between the two components of
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MC1 C2
b =
√
ǫ
−a
n
+δ
c =
√
ǫ
−a
n
−δ
S+
S−
a = 2
√
2ǫδ
(a
n−1−δ)(−an−δ)
≈ 4
√
ǫ
−a
n
δ
−a
n
Figure 6.2: Local structure of saddle point.
S is at most 2
√

−an−δ . The points in S that minimize the distance between the
components must lie in two cylinders C1 and C2 defined by
C1 := Bn−1(0, a)× [b− 2c,−b] ⊂ Rn−1 × R,
C2 := Bn−1(0, a)× [b, 2c− b] ⊂ Rn−1 × R, (6.3.2)
for some a > 0. In other words, C1 and C2 are cylinders with spherical base of
radius a such that
(S−\S+) ∩
(
Rn−1 × [b− 2c, 2c− b]) ∩ B(0, θ) ⊂ C1 ∪ C2.
They are represented as the left and right rectangles in Figure 6.2.
We now find a value of a. We can let x(n) = 2c− b, and we need
n−1∑
j=1
(aj − δ)x2(j) + (an − δ)x2(n) ≤ −
⇒
n−1∑
j=1
(aj − δ)x2(j) + (an − δ)
(
2
√

−an − δ −
√

−an + δ
)2
≤ −.
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Continuing the arithmetic gives
n−1∑
j=1
(aj − δ)x2(j)
≤ 
(
−1− (an − δ)
(
4
−an − δ +
1
−an + δ −
4√−an − δ
√−an + δ
))
≤ 
(
−1− (an − δ)
(
4
−an − δ +
1
−an + δ −
4
−an + δ
))
=
8δ
−an − δ .
The radius is maximized when x(1) = x(2) = · · · = x(n − 2) = 0 and x(n − 1) =
2
√
2δ
(an−1−δ)(−an−δ) , which gives our value of a.
Step 2: (lev≤−f) ∩ B˚(0, θ) has exactly two components if  is small
enough.
Observe that (lev≤−f) ∩ B(0, θ) does not intersect the subspace L′ :=
{x | x(n) = 0}, since f(x) ≥ 0 for all x ∈ L′ ∩ B(0, θ). We proceed to show
that
U< := {x | x(n) < 0} ∩ B˚(0, θ)
contains exactly one path connected component if  is small enough. A similar
statement for U> defined in a similar way will allow us to conclude that (lev≤−f)∩
B˚(0, θ) has exactly two components.
Consider two points v1, v2 in (lev≤−f)∩U<. We want to find a path connecting
v1 and v2 and contained in (lev≤−f)∩U<. We may assume that v1(n) ≤ v2(n) < 0.
By the continuity of the Hessian, assume that θ is small enough so that for all
x ∈ B(0, θ), the top left principal submatrix of H(x) corresponding to the first
n− 1 elements is positive definite. Consider the subspace L′(α) := {x | x(n) = α}.
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The positive definiteness of the submatrix of H(x) on B(0, θ) tells us that f is
strictly convex on B(0, θ) ∩ L′(α).
If v1(n) = v2(n), then the line segment connecting v1 and v2 lies in (lev≤−f)∩
L′(v1(n))∩ B˚(0, θ) by the convexity of f on L′(v1(n))∩ B˚(0, θ). Otherwise, assume
that v1(n) < v2(n).
Here is a lemma that we will need for the proof.
Lemma 6.8. Suppose Assumption 6.5 holds. We can reduce θ > 0 and δ > 0 if
necessary so that Assumption 6.6 is satisfied, and the nth component of ∇f(x) is
positive for all x ∈ (lev≤0f) ∩ B(0, θ) ∩ {x | x(n) < 0}.
Proof. We first define S˜− by
S˜− := {x | (an−1 − δ)
n−1∑
j=1
x2(j) + (an − δ)x2(n) ≤ 0}.
It is clear that (an−1− δ)
∑n−1
j=1 x
2(j) + (an− δ)x2(n) ≤ f(x) for all x ∈ B(0, θ), so
(lev≤0f) ∩ B(0, θ) ⊂ S˜− ∩ B(0, θ).
We now use the expansion ∇f(x) = H(0)x + o(|x|), and prove that the nth
component of ∇f(x) is negative for all x ∈ S˜− ∩ B(0, θ) ∩ {x | x(n) < 0}. We can
reduce θ so that |∇f(x)−H(0)x| < δ |x| for all x ∈ B(0, θ). Note that if x ∈ S˜−,
then
(an−1 − δ)
n−1∑
j=1
x2(j) + (an − δ)x2(n) ≤ 0
⇒ (an−1 − δ) |x|2 + (an − an−1)x2(n) ≤ 0
⇒ |x| ≤
√
an−1 − an
an−1 − δ (−x(n)) .
The nth component of ∇f(x) is bounded from below by
anx(n)− δ |x| ≤ anx(n) + δ
√
an−1 − an
an−1 − δ x(n).
128
Provided that δ is small enough, the term above is positive since x(n) < 0.
We now return to show that there is a path connecting v1 and v2. Note that
S+ ∩ B˚(0, θ) ∩ {x | x(n) < 0} is a convex set. (To see this, note that S+ ∩ {x |
x(n) < 0} can be rotated so that it is the epigraph of a convex function.) Since
S+ ∩ B˚(0, θ) ⊂ (lev≤−f) ∩ B˚(0, θ), the open line segment connecting the points
(0,−θ), (0,−c) ∈ Rn−1×R lies in (lev≤−f)∩B˚(0, θ). If −θ < v1(n) < v2(n) ≤ −c,
the piecewise linear path connecting v2 to (0, v2(n)) to (0, v1(n)) to v1 lies in
(lev≤−f) ∩ B˚(0, θ).
In the case when v2(n) > −c, we see that v2 must lie in C1. Lemma 6.8 tells us
that the line segment joining v2 and v2 + (0,−c− v2(n)) lies in (lev≤−f)∩ B˚(0, θ).
This allows us to find a path connecting v2 to v1.
Step 3: x˜ and y˜ lie in B˚(0, θ).
The points x˜ and y˜ must lie in C1 and C2 respectively, and both C1 and C2
lie in B˚(0, θ) if  is small enough. Therefore, we can minimize over the compact
sets (lev≤−f)∩C1 and (lev≤−f)∩C2, which tells us that a minimizing pair (x˜, y˜)
exist.
In fact, under the assumptions of Proposition 6.7, x˜ and y˜ are unique, but all
we need in the proof of Proposition 6.9 below is that x˜ and y˜ lie in the sets C1 and
C2 defined by (6.3.2) respectively ans represented as rectangles in Figure 6.2. We
defer the proof of uniqueness to Proposition 6.16.
Our next result is on a bound for possible locations of zi in step 1(b).
Proposition 6.9. Suppose that f : Rn → R is C2, and x¯ is a nondegenerate
critical point of Morse index 1 such that f(x¯) = c. If θ is small enough, then for
129
all small  > 0 (depending on θ),
(1) Two closest points of the two components of (lev≤c−f) ∩ B˚(x¯, θ), say x˜ and
y˜, exist,
(2) For any such points x˜ and y˜, f is strictly convex on L ∩ B˚(x¯, θ), where L is
the orthogonal bisector of x˜ and y˜, and
(3) f has a unique minimizer on L ∩ B˚(x¯, θ). Furthermore, minL∩B˚(0,θ) f ≤
f(x¯) ≤ max[x˜,y˜] f .
Proof. Suppose that Assumption 6.5 holds, and choose δ ∈ (0,min{an−1,−an}).
Suppose that θ > 0 is small enough such that Assumption 6.6 holds. Throughout
this proof, we assume all vectors accented with a hat ’∧’ are of Euclidean length 1.
It is clear that f(x˜) = f(y˜) = −. Point (1) of the result comes from Proposition
6.7. We first prove the following lemma.
Lemma 6.10. Suppose Assumptions 6.5 and 6.6 hold. If θ > 0 is small enough,
then for all small  > 0 (depending on θ), two closest points of the two components
of (lev≤−f) ∩ B˚(0, θ), say x˜ and y˜, exist. Let L be the perpendicular bisector of x˜
and y˜. Then
(lev≤0f) ∩ L ∩ B˚(0, θ) ⊂ Bn−1
(
0, α
√
(−an + δ)
(an−1 − δ)
)
× (−α, α) ,
where α = δ
√

−an
(
8
an−1
+
2
−an
)
+ o(δ).
Proof. By Proposition 6.7, the points x˜ and y˜ must exist. We proceed to prove
the rest of Lemma 6.10.
Step 1: Calculate remaining values in Figure 6.2.
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We calculated the values of a, b and c in step 2 of the proof of Proposition 6.7,
and we proceed to calculate the rest of the variables in Figure 6.2. The middle
rectangle in Figure 6.2 represents the possible locations of midpoints of points in
C1 and C2, and is a cylinder as well. We call this set M . The radius of this cylinder
is the same as that of C1 and C2, and the width of this cylinder is 4(c− b), which
gives an o(δ) approximation
4(c− b) = 4
(√

−an − δ −
√

−an + δ
)
= 4
√ −an
(−an − δ)(−an + δ)
(√
1 +
δ
−an −
√
1− δ−an
)
= 4
√

−an
((
1 +
δ
−2an
)
−
(
1− δ−2an
))
+ o(δ)
= 4
√

−an
δ
−an + o(δ).
These calculations suffice for the calculations in step 2 of this proof.
Step 2: Set up optimization problem for bound on (lev≤0f)∩L∩B˚(0, θ).
From the values of a and b calculated previously, we deduce that a vector c2−c1,
with ci ∈ Ci, can be scaled so that it is of the form (γ ab vˆ1, 1), where vˆ1 ∈ Rn−1 is of
norm 1 and 0 ≤ γ ≤ 1. (i.e., the norm corresponding to the first n− 1 coordinates
is at most a
b
.) These are possible normals for L, the perpendicular bisector of x˜
and y˜. The formula for a
b
is
a
b
= 2
√
2δ
(an−1 − δ)(−an − δ) ÷
√

−an + δ
= 2
√
2δ(−an + δ)
(an−1 − δ)(−an − δ) .
So we can represent a normal of the affine space L as(
2γ1
√
2δ(−an + δ)
(an−1 − δ)(−an − δ) vˆ1, 1
)
for some 0 ≤ γ1 ≤ 1. (6.3.3)
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We now proceed to bound the minimum of f on all possible perpendicular bisectors
of c1 and c2 within B˚(0, θ), where c1 ∈ C1 and c2 ∈ C2. We find the largest value
of α such that
• there is a point of the form (v2, α) lying in S˜−, where
S˜− := {x | (an−1 − δ)
n−1∑
j=1
x2(j) + (an − δ)x2(n) ≤ 0} ⊂ Rn−1 × R.
• (v2, α) ∈ L˜ for some affine space L˜ passing through a point p ∈ M and
having a normal vector of the form in Formula (6.3.3).
The set S˜− is the same as that defined in the proof of Lemma 6.8. Note that
S˜− ∩ B˚(0, θ) ⊃ (lev≤0f)∩ B˚(0, θ), and this largest value of α is an upper bound on
the absolute value of the nth coordinate of elements in (lev≤0f) ∩ L ∩ B˚(0, θ).
Step 3: Solving for α.
For a point (v2, α) ∈ S˜−, where v2 = (x(1), x (2) , . . . , x(n − 1)) ∈ Rn−1, we
have
(an−1 − δ)
n−1∑
j=1
x2(j) + (an − δ)α2 ≤ 0.
⇒ |v2|2 =
n−1∑
j=1
x2(j)
≤ (−an + δ)
(an−1 − δ)α
2.
⇒ |v2| ≤
√
(−an + δ)
(an−1 − δ)α.
Therefore, we can write (v2, α) as(
γ2
√
(−an + δ)
(an−1 − δ)αvˆ2, α
)
, (6.3.4)
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where vˆ2 ∈ Rn−1 is a vector of unit norm, and 0 ≤ γ2 ≤ 1. We can assume that p
has coordinates(
2γ3
√
2δ
(an−1 − δ)(−an − δ) vˆ3, 2γ4
√

−an
δ
−an + o(δ)
)
,
where vˆ3 ∈ Rn−1 is some vector of unit norm, and 0 ≤ γ3, γ4 ≤ 1. Note that the
nth component is half the width of M . Hence a possible tangent on L˜ is(
γ1
√
(−an + δ)
(an−1 − δ)αvˆ2, α
)
−
(
2γ3
√
2δ
(an−1 − δ)(−an − δ) vˆ3, 2γ4
√

−an
δ
−an + o(δ)
)
.
To simplify notation, note that we only require an O(δ) approximation of α, we
can take the terms like −an + δ and −an − δ to be −an + O(δ) and so on. The
dot product of the above vector and the normal of the affine space L calculated in
Formula (6.3.3) must be zero, which after some simplification gives:((
γ2
√−an
an−1
+ O(δ)
)
αvˆ2 −
(
2γ3
√
2δ
an−1(−an) + O(δ
3/2)
)
vˆ3
, α−
(
2γ4
√

−an
δ
−an + o(δ)
))
·
((
2γ1
√
2δ
an−1
+ O(δ3/2)
)
vˆ1, 1
)
= 0.
At this point, we remind the reader that the O(δk) terms mean that there exists
some K > 0 such that if δ were small enough, we can find terms t1 to t3 such that
|ti| < Kδk and the formula above is satisfied by ti in place of the O(δk) terms.
Further arithmetic gives
4γ1γ3
√
2δ
an−1
√
2δ
an−1(−an)(vˆ3 · vˆ1) + 2γ4
√

−an
δ
−an + o(δ)
= α
(
1 + 2γ1γ2
√
2δ
an−1
√−an
an−1
(vˆ2 · vˆ1) + o(δ3/2)
)
= α(1 + O(
√
δ))
To find an upper bound for α, it is clear that we should take γ1 = γ3 = γ4 = 1 and
vˆ3 · vˆ1 = 1. The O(
√
δ) term is superfluous, and this simplifies to give
α ≤ δ
√

−an
(
8
an−1
+
2
−an
)
+ o(δ). (6.3.5)
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We could find the minimum possible value of α by these same series of steps and
show that the absolute value would be bounded above by the same bound. This
ends the proof of Lemma 6.10.
It is clear that the minimum value of f on L ∩ B˚(0, θ) is at most 0, since L
intersects the axis corresponding to the nth coordinate and f is nonpositive there.
Therefore the set (lev≤0f) ∩ L ∩ B˚(0, θ) is nonempty, and f has a local minimizer
on L ∩ B˚(0, θ).
We now state and prove our second lemma that will conclude the proof of
Proposition 6.9.
Lemma 6.11. Let L be the perpendicular bisector of x˜ and y˜ as defined in point (1)
of Proposition 6.9 with x¯ = 0. If δ and θ are small enough satisfying Assumptions
6.5 and 6.6, then f |L∩B(0,θ) is strictly convex.
Proof. The lineality space of L, written as lin(L), is the space of vectors orthogonal
to x˜ − y˜. We can infer from Formula (6.3.3) that x˜ − y˜ is a scalar multiple of a
vector of the form (w, 1), where w ∈ Rn−1 satisfies |w| → 0 as δ → 0. We consider
a vector v ∈ lin(L) orthogonal to (w, 1) that can be scaled so that v = (w˜, 1),
where (w, 1) · (w˜, 1) = 0, which gives w · w˜ = −1. The Cauchy Schwarz inequality
gives us
|w˜| |w| ≥ |w˜ · w|
= 1
⇒ |w˜| ≥ |w|−1 .
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So
v>H(p)v
v>v
=
v>H(0)v
v>v
+
v>(H(p)−H(0))v
v>v
=
∑n−1
j=1 ajv
2(j) + an∑n−1
j=1 v
2(j) + 1
+
v>(H(p)−H(0))v
v>v
≥ an−1
∑n−1
j=1 v
2(j) + an∑n−1
j=1 v
2(j) + 1︸ ︷︷ ︸
(1)
+
v>(H(p)−H(0))v
v>v︸ ︷︷ ︸
(2)
.
Since
∑n−1
j=1 v
2(j) = |w˜|2 →∞ as |w| → 0, the limit of term (1) is an−1, so there is
an open set B(0, θ) containing 0 such that v
>H(p)v
v>v >
1
2
an−1 for all v ∈ lin(L)∩{x |
x(n) = 1} and p ∈ B(0, θ). By the continuity of the Hessian, we may reduce θ if
necessary so that ‖H(p)−H(0)‖ < 1
2
an−1 for all p ∈ B(0, θ). Thus v>H(p)vv>v > 0
for all p ∈ B(0, θ) and v ∈ lin(L) ∩ {x | x(n) = 1} if δ is small enough.
The vectors of the form v = (w˜, 0) do not present additional difficulties as
the corresponding term (1) is at least an−1. This proves that the Hessian H(p)
restricted to lin(L) is positive definite, and hence the strict convexity of f on
L ∩ B˚(0, θ).
Since f has a local minimizer in L ∩ B˚(0, θ) and is strictly convex there, we
have (2) and the first part of part (3). The inequality f(x¯) ≤ max[x˜,y˜] f follows
easily from the fact that the line segment [x˜, y˜] intersects the set {x | x(n) = 0},
on which f is nonnegative.
Here is our theorem on the convergence of Algorithm 6.4.
Theorem 6.12. Suppose that f : Rn → R is C2 in a neighborhood of a nondegen-
erate critical point x¯ of Morse index 1. If θ > 0 is sufficiently small and x0 and y0
are chosen such that
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(a) x0 and y0 lie in the two different components of (lev≤f(x0)f) ∩ B˚(x¯, θ),
(b) f(x0) = f(y0) < f(x¯),
then Algorithm 6.4 with U = B˚(x¯, θ) generates a sequence of iterates {x˜i}i and
{y˜i}i lying in B˚(x¯, θ) such that the function values {f(x˜i)}i and {f(y˜i)}i converge
to f(x¯) superlinearly, and the iterates {x˜i}i and {y˜i}i converge to x¯ superlinearly.
Proof. As usual, suppose Assumption 6.5 holds, and δ and θ are chosen so that
Assumption 6.6 holds.
Step 1: Linear convergence of f(x˜i) to critical value f(x¯).
Let  = f(x˜i). The next iterate xi+1 satisfies f(xi+1) = f(zi), and is bounded
from below by
f(xi+1) ≥ (an − δ)α2 = −δ2
(
8
an−1
+
2
−an
)2
+ o(δ2),
where α is the value calculated in Lemma 6.10. The ratio between the previous
function value and the next function value is at most
ρ(δ) := δ2
(
8
an−1
+
2
−an
)2
+ o(δ2).
This ratio goes to 0 as δ ↘ 0, so we can choose some δ small enough so that
ρ < 1
2
. We can choose θ corresponding to the value of δ satisfying Assumption 6.6.
This shows that the convergence to 0 of the function values f(x˜i+1) = f(xi+1) in
Algorithm 6.4 is linear provided x0 and y0 lie in B(0, θ) and  is small enough by
Proposition 6.7. We can reduce θ if necessary so that f(x) ≥ − for all x ∈ B(0, θ),
so the condition on  does not present difficulties.
Step 2: Superlinear convergence of f(x˜i) to critical value f(x¯).
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Choose a sequence {δk}k so that δk ↘ 0 monotonically. Corresponding to δk,
we can choose θk satisfying Assumption 6.6. Since {x˜i}i and {y˜i}i converge to
0, for any k ∈ Z+, we can find some i∗ ∈ Z+ so that the cylinders C1 and C2
constructed in Figure 6.2 corresponding to i = −f(x˜i) and δ = δ1 lie wholly in
B(0, θk) for all i > i∗. As remarked in step 3 of the proof of Proposition 6.7, x˜i
and y˜i must lie inside C1 and C2, so we can take δ = δk for the ratio ρ. This means
that |f(x˜i+1)||f(x˜i)| ≤ ρ(δk) for all i > i∗. As ρ(δ) ↘ 0 as δ ↘ 0, this means that we have
superlinear convergence of the f(x˜i) to the critical value f(x¯).
Step 3: Superlinear convergence of x˜i to the critical point x¯.
We now proceed to prove that the distance between the critical point 0 and the
iterates decrease superlinearly by calculating the value |x˜i+1||x˜i| , or alternatively
|x˜i+1|2
|x˜i|2 .
The value |x˜i| satisfies |x˜i|2 ≥ b2 = −an+δ . To find an upper bound for |x˜i+1|
2, it
is instructive to look at an upper bound for |x˜i|2 first. As can be deduced from
Figure 6.2, an upper bound for |x˜i|2 is the square of the distance between 0 and
the furthest point in C1, which is
(2c− b)2 + a2 = (c + (c− b))2 + a2
=

−an − δ + 8
δ
(−an)2 +
8δ
(an−1 − δ)(−an − δ) + o(δ).
This means that an upper bound for |x˜i+1|2 is
δ2
(
8
an−1
+
2
−an
)2(

−an − δ +
8δ
−an
(
1
−an +
1
(an−1 − δ)
))
+ o(δ2).
From this point, one easily sees that as i → ∞, δ → 0, and |x˜i+1|2|x˜i|2 → 0. This
gives the superlinear convergence of the distance between the critical point and
the iterates x˜i that we seek.
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6.4 Further properties of the local algorithm
In this section, we take note of some interesting properties of Algorithm 6.4. First,
we show that it is easy to find xi+1 and yi+1 in step 2 of Algorithm 6.4.
Proposition 6.13. Suppose the conditions in Theorem 6.12 hold. Consider the
sequence of iterates {xi}i and {yi}i generated by Algorithm 6.4. If i is large enough,
then either xi+1 = zi or yi+1 = zi in step 2 of Algorithm 6.4.
Proof. Let p˜ : [0, 1] → Rn denote the piecewise linear path connecting xi to zi to
yi. It suffices to prove that along p˜, the function f increases to a maximum, and
then decreases. Suppose Assumptions 6.5 and 6.6 hold. The cylinders C1 and C2
in Figure 6.2 are loci for xi and yi. We assume that xi lies in C2 in Figure 6.2.
The calculations in (6.3.4) in Lemma 6.10 tell us that zi can be written as(√
(−an + δ)
(an−1 − δ)αλ1vˆ2, λ2α
)
∈ Rn−1 × R,
where 0 < λ1 < λ2 ≤ 1, |vˆ2| = 1 and α = δ
√

−an
(
8
an−1
+ 2−an
)
+ o(δ) by (6.3.5).
Therefore, xi − zi can be written as(
v1,
√

−an + δ + o(
√
δ)
)
,
where v1 ∈ Rn−1 satisfies
|v1| ≤
√
(−an + δ)
(an−1 − δ)α + a
= O(
√
δ),
and a =
√
2δ
(an−1−δ)(−an−δ) is as calculated in the proof of Proposition 6.7. This
means that the unit vector with direction xi− zi converges to the n-th elementary
vector as δ ↘ 0. By appealing to Hessians as is done in the proof of Lemma 6.11,
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we see that the function f is strictly concave in the line segment [xi, zi] if i is
large enough. Similarly, f is strictly concave in the line segment [yi, zi] if i is large
enough.
Next, we prove that the function f has only one local maximizer in p˜([0, 1]).
In the case where ∇f(zi) = 0, the concavity of f on the line segments [xi, zi] and
[yi, zi] tells us that zi is the a unique maximizer on p˜([0, 1]). We now look at the
case where ∇f(zi) 6= 0. Since zi is the minimizer on a subspace with normal xi−yi,
∇f(zi) is a (possibly negative) multiple of xi−yi. This means that ∇f(zi)·(xi−zi)
has a different sign than ∇f(zi) · (yi − zi). In other words, the map t 7→ f(p˜ (t))
increases then decreases. This concludes the proof of the proposition.
Remark 6.14. Note that in Algorithm 6.4, all we need in step 1 is a good lower
bound of the critical value. We can exploit convexity as proved in Lemma 6.11
and use cutting plane methods to attain a lower bound for f on Li ∩ B(x¯, θ).
Recall from Proposition 6.9 that Mi is a sequence of upper bounds of the
critical value f(x¯). While it is not even clear that Mi is monotonically decreasing,
we can prove the following convergence result on Mi. Recall that a sequence in R
converges R-superlinearly to zero if its absolute value is bounded by a superlinearly
convergent sequence.
Proposition 6.15. Suppose that f : Rn → R is C2 in a neighborhood of a nonde-
generate critical point x¯ of Morse index 1, the neighborhood U of x¯ and the points
x0 and y0 are chosen satisfying the conditions in the statement of Theorem 6.12.
Then in Algorithm 6.4, Mi := max[xi,yi] f converges R-superlinearly to the critical
value.
Proof. Suppose Assumption 6.5 holds. An upper bound of the critical value of the
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saddle point is obtained by finding the maximum along the line segment joining
two points in C1 and C2, which is bounded from above by
(a1 + δ)a
2 = (a1 + δ)
8δ
(an−1 − δ)(−an − δ) .
A more detailed analysis by using cylinders with ellipsoidal base instead of circular
base tell us that the maximum is bounded above by 8δ
(−an−δ) instead. If δ > 0 is
small enough, this value is much smaller than −f(xi) = . As i→∞, the estimates
−f(xi) converge superlinearly to 0 by Theorem 6.12, giving us what we need.
Step 1(a) is important in the analysis of Algorithm 6.4. As explained earlier
in Section 6.2, it may be difficult to implement this step. Algorithm 6.4 may run
fine without ever performing step 1(a) (see the example in Section 6.7), but it may
need to be performed occasionally in a practical implementation. The following
result tells us that under the assumptions we have made so far, this problem is
locally a strictly convex problem with a unique solution.
Proposition 6.16. Suppose that f : Rn → R is C2 in a neighborhood of a nonde-
generate critical point x¯ of Morse index 1 with critical value f(x¯) = c. Then if  > 0
is small enough, there is a convex neighborhood U of x¯ such that (lev≤c−f) ∩ U
is a union of two disjoint convex sets.
Consequently, providing θ is sufficiently small, the pair of nearest points guar-
anteed by Proposition 6.7(2) are unique.
Proof. Suppose Assumptions 6.5 and 6.6 hold. In addition, we further assume that
|∇f(x)−H(x)| < δ |x| for all x ∈ B˚(0, θ).
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We can choose U to be the interior of conv(C1 ∪ C2), where C1 and C2 are the
cylinders in Figure 6.2 and defined in the proof of Proposition 6.7, but in view of
Theorem 6.18, we shall prove that U can be chosen to be the bigger set conv(C˜1∪
C˜2), where C˜1 and C˜2 are cylinders defined by
C˜1 := Bn−1(0, ρ)× [−β,−b] ⊂ Rn−1 × R,
C˜2 := Bn−1(0, ρ)× [b, β] ⊂ Rn−1 × R,
where β, ρ are constants to be determined. We choose β such that
Bn−1(0, a)× {β} ⊂ int(S+).
In particular, β satisfies
a2(a1 + δ) + β
2(an + δ) < −
⇒ β2 > 1−an − δ
(
 + a2(a1 + δ)
)
=

−an − δ
(
1 +
8δ(a1 + δ)
(an−1 − δ)(−an − δ)
)
We choose β to be any value satisfying the above inequality.
Next, we choose ρ to be the smallest value such that S− ∩ (Rn−1 × [−β, β]) ∩
B(0, θ) ⊂ C˜1 ∪ C˜2. This calculation is similar to the calculation of a, which gives
(an−1 − δ)ρ2 + (an − δ)β2 = −
⇒ ρ =
√
−− (an − δ)β2
an−1 − δ .
We shall not expand the terms, but remark that β and ρ are of O(
√
).
The proof of Proposition 6.7 tells us that conv(C˜1 ∪ C˜2) ∩ lev≤−f is a union
of the two nonempty sets C˜1 ∩ lev≤−f and C˜2 ∩ lev≤−f . It remains to show that
these two sets are strictly convex.
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Any point x ∈ C˜1 can be written as
x = (x′, xn),
where x′ ∈ Rn−1 is of norm at most ρ, and −β ≤ xn ≤ −b, where β is as calculated
above and b =
√

−an+δ as in Figure 6.2. This implies that
Hx = (x′′, anxn),
where x′′ is of norm at most a1 |x′|. It is clear that as δ ↓ 0, the unit vector in the
direction of Hx converges to (0, 1). This implies that for any κ1 > 0, there exists
some δ > 0 such that unit(∇f(x)) · (0, 1) ≥ 1 − κ1 for all x ∈ C1. (Note that C˜1
depends on δ.) Here, unit : Rn\ {0} → Rn is the mapping of a nonzero vector to
the unit vector pointing in the same direction.
Let z1 and z2 be points in C˜1 ∩ (lev≤−f). Suppose that z1(n) < z2(n), and
let v = (v1, v2) ∈ Rn−1 × R be a unit vector in the same direction as z2 − z1. We
further assume, by reducing θ and δ as necessary, that ‖H(x)−H(0)‖ < κ2 for all
x ∈ C˜1∩(lev≤−f). Suppose κ1 and κ2 are small enough so that
√
2κ1 <
√
an−1−κ2
an−1−an .
Note that v2 ≥ 0. Either one of these two cases on v2 must hold. We prove that
in both cases, he open line segment (z1, z2) lies in the interior of (lev≤−f) ∩ C˜1.
Case 1: v2 >
√
2κ1.
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In this case, for all x ∈ C˜1, we have
v · (unit(∇f(x))) = v · (0, 1) + v · (unit(∇f(x))− (0, 1))
≥ v2 − |v| |unit(∇f(x))− (0, 1)|
= v2 − |unit(∇f(x))− (0, 1)|
= v2 −
√
|unit(∇f(x))|2 + |(0, 1)|2 − 2unit(∇f(x)) · (0, 1)
> v2 −
√
2− 2(1− κ1)
= v2 −
√
2κ1
> 0.
This means that along the line segment [z1, z2], the function f is strictly monotone.
Therefore, if x1, x2 ∈ (lev≤−f) ∩ C˜1, the open line segment (z1, z2) lies in the
interior of (lev≤−f) ∩ C˜1.
Case 2: v2 <
√
an−1−κ2
an−1−an .
Let Hu(0) denote the diagonal matrix of size (n − 1)× (n − 1) with elements
a1, . . . , an−1. We have
v>H(x)v = v>H(0)v + v>(H(x)−H(0))v
> v>1 H
u(0)v1 + anv
2
2 − |v|2 ‖H(x)−H(0)‖
≥ an−1 |v2|2 + anv22 − ‖H(x)−H(0)‖
> an−1(1− v22) + anv22 − κ2
= an−1 + v22(an − an−1)− κ2
> an−1 + (κ2 − an−1)− κ2
≥ 0
This means that the function f is strictly convex along the line segment [z1, z2],
so if x1, x2 ∈ (lev≤−f) ∩ C˜1, the open line segment (z1, z2) lies in the interior of
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(lev≤−f) ∩ C˜1, concluding the proof of the first part of this result.
To prove the next statement on the uniqueness of the pair of closest points,
suppose that (x˜′, y˜′) and (x˜′′, y˜′′) are distinct pairs whose distance give the dis-
tance between the components of (lev≤−f) ∩ B(0, θ), where B(0, θ) is as stated
in Proposition 6.7. If  is small enough, then conv(C˜1 ∪ C˜2) lies in B˚(0, θ). Then
by the strict convexity of the components of (lev≤−f) ∩ conv(C˜1 ∪ C˜2), the pair
(1
2
(x˜′ + x˜′′), 1
2
(y˜′ + y˜′′)) lie in the same components, and the distance between this
pair of points must be the same as that for the pairs (x˜′, y˜′) and (x˜′′, y˜′′). The
closest points in the components of [1
2
(x˜′ + x˜′′), 1
2
(y˜′ + y˜′′)]∩ lev≤−f give a smaller
distance between the components of (lev≤−f) ∩ B(0, θ), which contradicts the
optimality of the pairs (x˜′, y˜′) and (x˜′′, y˜′′).
Note that in the case of  = 0, there may be no neighborhood U0 of x¯ such that
U0 ∩ (lev≤cf) is a union of two convex sets intersecting only at the critical point.
We also note that U depends on  in our result above. The following example
explains these restrictions.
Example 6.17. Consider the function f : R2 → R defined by f(x) = (x2 −
x21)(x1 − x22). The shaded area in Figure 6.3 is a sketch of lev≤0f .
We now explain that the neighborhood U defined in Proposition 6.16 must
depend on  for this example. For any open U containing 0, we can always find
two points p and q in a component of (lev<0f)∩U such that the line segment [p, q]
does not lie in lev<0f . This implies that the component of (lev≤−f) ∩ U is not
convex if 0 <  ≤ −max(f(p), f(q)). 
We now take a second look at the problem of minimizing the distance between
two components in step 1(a) of Algorithm 6.4. We need to solve the following
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Figure 6.3: lev≤0f for f(x) = (x2 − x21)(x1 − x22)
problem for  > 0:
minx,y |x− y|
s.t. x in same component as a in (lev≤f(x¯)−f) ∩ B˚(x¯, θ) (6.4.1)
y in same component as b in (lev≤f(x¯)−f) ∩ B˚(x¯, θ).
If (x˜, y˜) is a pair of local optimizers, then y˜ is the closest point to the component of
(lev≤f(x¯)−f)∩U containing x˜ and vice versa. This gives us the following optimality
conditions:
∇f(x˜) = κ1(y˜ − x˜),
∇f(y˜) = κ2(x˜− y˜),
f(x˜) = f(x¯)− 
f(y˜) = f(x¯)− 
for some κ1, κ2 ≥ 0.
(6.4.2)
From Proposition 6.16, we see that given any θ > 0 sufficiently small, provided
that the conditions in Proposition 6.7 hold, the global minimizing pair of (6.4.1)
is unique. Even though convexity is absent, the following theorem shows that
the global minimizing pair is, under added conditions, the only pair satisfying the
optimality conditions (6.4.2), showing that there are no other local minimizers of
(6.4.1).
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Theorem 6.18. Suppose that f : Rn → R is C2, and x¯ is a nondegenerate critical
point of Morse index 1 such that f(x¯) = c. If θ > 0 is sufficiently small, then for
any  > 0 (depending on θ) sufficiently small, the global minimizer of (6.4.1) is
the only pair in B˚(x¯, θ)× B˚(x¯, θ) satisfying the optimality conditions (6.4.2).
Proof. Suppose that Assumption 6.5 holds, and δ is chosen small enough so that
6.6 holds. We also assume that θ is small enough so that |H(x) − H(0)| <
1
2
min(an−1,−an). Seeking a contradiction, suppose that (x˜, y˜) satisfy the opti-
mality conditions.
We refer to Figure 6.2, and also recall the definitions of the sets C˜1 and C˜2
in the proof of Proposition 6.16. As proven in Proposition 6.16, the convexity
properties of the two level sets in (lev≤f(x¯)−f) ∩ B˚(x¯, θ) imply that if x˜ ∈ C˜1,
y˜ ∈ C˜2 and the optimality conditions are satisfied, then the pair (x˜, y˜) is the global
minimizing pair.
Consider the case where x˜ /∈ C˜1. Either of the two cases hold. We note the
asymmetry below in that we check whether y˜ ∈ C2 instead of whether y˜ ∈ C˜2.
Case 1: y˜ ∈ C2: In this case, if the first n− 1 coordinates of x˜ are the same as
that of y˜, then x˜ lies in the interior of (lev≤−f)∩ B˚(x¯, θ), which is a contradiction
to optimality. Recall that the value of β was chosen such that y˜ + (0, x˜(n)− y˜(n))
lies in (lev≤−f)∩B˚(x¯, θ). By the convexity of f |L′(x˜(n)), where L′(x˜(n)) is the affine
space {x | x(n) = x˜(n)}, the line segment connecting x˜ and y˜+(0, x˜(n)− y˜(n)) lies
in (lev≤−f) ∩ B˚(x¯, θ). The distance between y˜ and points along this line segment
decreases (at a linear rate) as one moves away from x˜, which again contradicts the
assumption that (x˜, y˜) satisfy (6.4.2).
Case 2: y˜ /∈ C2: By the convexity of f |L′(x˜(n)) and f |L′(y˜(n)), the line segments
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[y˜, y˜−(0, y˜(n))] and [x˜, x˜−(0, x˜(n))] lie in (lev≤−f)∩B˚(x¯, θ). These line segments
and the optimality of the pair (x˜, y˜) implies that the first n − 1 components of x˜
and y˜ to be the same. This in turn implies that ∇f(x˜) is a positive multiple of
(0, 1).
Our proof ends if we show that if θ is small enough, ∇f(x˜) cannot be a positive
multiple of (0, 1). If x˜ /∈ C˜1, then x˜(n) < −β. If x˜ lies on the boundary of lev≤−f ,
then f(x˜) = −, and we have
f(x˜) = −
n∑
i=1
(ai + δ)x˜(i)
2 ≥ −
(a1 + δ)
n∑
i=1
x˜(i)2 + (an − a1)x˜(n)2 ≥ −
(a1 + δ)|x˜|2 ≥ (a1 − an)x˜(n)2 − 
|x˜|2
x˜(n)2
≥
a1 − an − x˜(n)2
a1 + δ
≥ 1 + −an − δ −

β2
a1 + δ
Upon expansion of the term β2 in the expression in the final line, we see that |x˜|
2
x˜(n)2
is bounded from below by a constant independent of  and greater than 1. Since
f is C2, the set
{x | ∇f(x) is a multiple of (0, 1)} ∩ B(0, θ)
is a manifold, whose tangent at the origin is the line spanned by (0, 1). This
implies that if θ is small enough, then x˜ /∈ C˜1 and x˜ lying on the boundary of
lev≤−f implies that ∇f(x˜) cannot be a multiple of (0, 1). We have the required
contradiction.
Remark 6.19. We now describe a heuristic to approximate a pair of closest points
iteratively between the components of (lev≤c−f) ∩ U . For two points x′ and y′
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that approximate x˜i and y˜i, we can find local minimizers of f on the affine spaces
orthogonal to x′− y′ that pass through x′ and y′ respectively, say x∗, y∗, and then
find the closest points in the two components of (lev≤c−f)∩ [x∗, y∗], where [x∗, y∗]
is the line segment connecting x∗ and y∗. This heuristic is particularly practical in
the case of Wilkinson problem, as we illuminate in Sections 6.6 and 6.7.
6.5 Saddle points and criticality properties
We have seen that Algorithm 6.1 allows us to find saddle points of mountain type.
In this section, we first prove an equivalent definition of a saddle point based on
paths connecting two points. Then we prove that saddle points are critical points
in the metric sense and in the nonsmooth sense.
In the following equivalent condition for saddle points, we say that a path
p : [0, 1] → X connects a and b if p(0) = a and p(1) = b, and it is contained in
U ⊂ X if p([0, 1]) ⊂ U . The maximum value of the path p is defined as maxt f◦p(t).
Proposition 6.20. Let (X, d) be a metric space. For a continuous function f :
X → R, x¯ is a saddle point of mountain pass type if and only if there exists an
open neighborhood U and two points a, b ∈ (lev<lf) ∩ U such that
(a) The maximum value of any path connecting a and b contained in U is at least
f(x¯), and
(b) for all  > 0, there exists δ, θ ∈ (0, ) and a path p connecting a and b
contained in U such that the maximum value of p is at most f(x¯) + , and
(lev≥f(x¯)−θf) ∩ p([0, 1]) ⊂ B(x¯, δ).
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Proof. We first prove that the conditions (a) and (b) above imply that x¯ is a saddle
point. Let A and B be the path connected components of lev<f(x¯)f ∩U containing
a and b respectively. For any  > 0, the condition (lev≥f(x¯)−θf)∩p([0, 1]) ⊂ B(x¯, δ)
tells us that we can find points x ∈ A and y ∈ B such that d(x¯, x) < δ <  and
d(x¯, y) < . For a sequence i ↘ 0, we set xi = xi and yi = yi . This shows that
x¯ lies in both the closure of A and that of B, and hence x¯ is a saddle point.
Next, we prove the converse. Suppose that x¯ is a saddle point, with U being a
neighborhood of x¯, and the sets A and B are two path components of (lev<f(x¯)f)∩U
whose closures contain x¯. For any  > 0, we can find some δ ∈ (0, ) such that
d(x, x¯) < δ implies |f(x)− f(x¯)| < . There are two points x ∈ A and y ∈ B
such that d(x, x¯) < δ and d(y, x¯) < δ.
Let a and b be any two points in the sets A and B respectively. There is a
path connecting a to x contained in lev<f(x¯)f ∩ U , say pa, and we can similarly
find a path pb connecting y to b contained in lev<f(x¯)f ∩U . The maximum values
on both paths pa and pb are less than f(x¯), so there is some θ ∈ (0, ) such that
both maximum values are bounded above by f(x¯)− θ. Choose a path p′ to be the
line segment connecting xa and yb contained in B(x¯, δ). The path p formed by the
concatenation of the paths pa, p
′
 and pb satisfies condition (b). Condition (a) is
easily seen to be satisfied, and hence we are done.
Ideally, we want to improve condition (b) in Proposition 6.20 so that x¯ is
the maximum point on some mountain pass connecting a and b. We shall see
in Example 6.22 that saddle points in general need not have this property. A
simple finite dimensional condition on the function f so that this happens is semi-
algebraicity. A set in Rn is semi-algebraic if it is a union of finitely many sets
defined by finitely many polynomial inequalities, and a function f : Rn → R
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is semi-algebraic if its graph {(x, y) ∈ Rn × R | y = f(x)} is a semi-algebraic
set. Semi-algebraic objects remove much of the oscillatory behavior that typically
does not appear in applications, and form a large class of objects that appear in
applications. We will appeal to semi-algebraic geometry for only the next result,
and we refer readers interested in the general theory of semi-algebraic functions
(and more generally, that of o-minimal structures and tame topology, under which
Proposition 6.21 also holds) to [11, 34, 33, 42].
Proposition 6.21. In the case where f : Rn → R is semi-algebraic, condition (b)
in Proposition 6.20 can be replaced with
(b′) There is a path connecting a and b contained in U along which the unique
maximizer is x¯.
Proof. It is clear that (b′) is a stronger condition than (b), so we prove that if f
is semi-algebraic, then (b′) holds. Suppose x¯ is a saddle point of mountain pass
type. Let U be an open neighborhood of x¯, and sets A and B be two components
of (lev<f(x¯)f) ∩ U whose closures contain x¯. Choose points a ∈ A and b ∈ B. It
is clear that A and B are semi-algebraic (see for example [33, Section 3.2]. By
the curve selection lemma (see for example [33, Section 3.1]), there is a path pa
connecting a and x¯ such that pa(1) = x¯, and pa([0, 1)) ⊂ A. Similarly, we can
find a path pb connecting x¯ and b such that pb(0) = x¯ and pb((0, 1]) ⊂ B. The
concatenation of pa and pb gives us what we need.
In the absence of semi-algebraicity, the following example illustrates that a
saddle point need not satisfy condition (b′).
Example 6.22. We define f : R2 → R through Figure 6.4. There are 2 shapes
in the positive quadrant the figure: a blue “comb” C wrapping around a brown
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−S
−C
Figure 6.4: Illustration of saddle point in Example 6.22.
“sun” S. The closure of C contains the origin 0 (the intersection of the horizontal
and vertical axis).
We can define a continuous f : R2 → R so that f is negative on C ∪ (−C) and
positive on (S ∪ (−S))\{0} and {(x, y) | xy < 0}, and extend f continuously to
all of R2 using the Tietze extension theorem. It is clear that 0 is a saddle point,
and the sets A,B ⊂ lev<0f whose closures contain 0 can be taken to be the path
connected components containing C and (−C) respectively. But the origin 0 does
not satisfy condition (b′).
Our next step is to establish the relation between saddle points and criticality
in metric spaces. We recall the following definitions in metric critical point theory
from [36, 54, 59].
Definition 6.23. Let (X, d) be a metric space. We call the point x Morse regular
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for the function f : X → R if, for some numbers γ, σ > 0, there is a continuous
function
φ : B(x, γ)× [0, γ] → X
such that all points u ∈ B(x, γ) and t ∈ [0, γ] satisfy the inequality
f(φ(x, t)) ≤ f(x)− σt,
and that φ(·, 0) is the identity map. The point x is Morse critical if it is not Morse
regular.
If there is some κ > 0 and such a function φ that also satisfies the inequality
d(φ(x, t), x) ≤ κt,
then we call x deformationally regular. The point x is deformationally critical if
it is not deformationally regular.
We now relate saddle points to Morse critical and deformationally critical
points.
Proposition 6.24. For a function f : X → R defined on a metric space X, x¯ is
a saddle point of mountain pass type implies that x¯ is deformationally critical. If
in addition, either X = Rn or condition (b′) in Proposition 6.21 holds, then x¯ is
Morse critical.
Proof. Let U be an open neighborhood of x¯ as defined in Definition 1.3, and
let A and B be two distinct components of (lev<f(x¯)f) ∩ U which contain x¯ in
their closures. The proofs of all three results by contradiction are similar. For
convenience, we label the following three assumptions as follows, and prove that
they all lead to the contradiction that A and B cannot be distinct path components
in U .
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(D) x¯ is deformationally regular.
(MRn) x¯ is Morse regular, and X = Rn.
(Mb′) x¯ is Morse regular, and condition (b
′) in Proposition 6.21 holds.
Suppose condition (MRn) holds. Let γ, σ > 0 and φ : B(x¯, γ)× [0, γ] → X satisfy
the properties of Morse regularity given in Definition 6.23. We can assume that γ
is small enough so that B(x¯, γ) ⊂ U . By the continuity of φ and the compactness
of B(x¯, γ), there is some γ′ > 0 such that B(x¯, γ)× [0, γ′] ⊂ φ−1(U).
Next, suppose condition (D) holds. Let γ, σ, κ > 0 and φ : B(x¯, γ)× [0, γ] → X
satisfy the properties given in Definition 6.23 on deformation regularity. We can
assume γ > 0 is small enough and choose γ′ > 0 so that B(x¯, γ + γ′κ) ⊂ U . The
conditions on φ imply that φ (B(x¯, γ)× [0, γ′]) ⊂ B(x¯, γ + γ′κ) ⊂ U , which in turn
imply that B(x¯, γ)× [0, γ′] ⊂ φ−1(U).
Here is the next argument common to both conditions (D) and (MRn). By
the characterization of saddle points in Proposition 6.20, we can find θ and δ
satisfying the condition in Proposition 6.20(b) with θ, δ ≤ min(1
2
γ′σ, γ). This
gives us B(x¯, δ) ⊂ B(x¯, γ) ⊂ U in particular. We can glean from the proof of
Proposition 6.20 that we can find two points aδ ∈ A∩B(x¯, δ) and bδ ∈ B ∩B(x¯, δ)
and a path p′ : [0, 1] → X connecting aδ and bδ contained in B(x¯, δ) with maximum
value at most f(x¯) + min(1
2
γ′σ, γ). The functions values f(aδ) and f(bδ) satisfy
f(aδ), f(bδ) ≤ f(x¯) − θ. The condition B(x¯, γ) × [0, γ′] ⊂ φ−1(U) implies that
p′([0, 1])× [0, γ′] ⊂ φ−1(U).
If condition (Mb′) holds, then for any δ > 0, we can find a path p
′ : [0, 1] → X
connecting two points aδ ∈ A∩B(x¯, δ) and bδ ∈ B∩B(x¯, δ) contained in B(x¯, δ) with
maximum value at most f(x¯). There is also some θ > 0 such that f(aδ), f(bδ) <
153
f(x¯) − θ. Let γ, σ > 0 and φ : B(x¯, γ) × [0, γ] → X be such that they satisfy the
properties of Morse regularity. By the compactness of p′([0, 1]), we can find some
γ′ > 0 such that p′([0, 1])× [0, γ′] ⊂ φ−1(U).
To conclude the proof for all three cases, consider the path p¯ : [0, 3] → X
defined by
p¯(t) =

φ(aδ, γ
′t) for 0 ≤ t ≤ 1
φ(p′(t− 1), γ′) for 1 ≤ t ≤ 2
φ(bδ, γ
′(3− t)) for 2 ≤ t ≤ 3.
This path connects aδ and bδ, is contained in U and has maximum value at most
max(f(x¯) − θ, f(x¯) − 1
2
γ′σ), which is less than f(x¯). This implies that A and B
cannot be distinct path connected components of (lev<f(x¯)f)∩U , which establishes
the contradiction in all three cases.
We now move on to discuss how saddle points and deformationally critical
points relate to nonsmooth critical points. Here is the definition of Clarke critical
points.
Definition 6.25. [31, Section 2.1] Let X be a Banach space. Suppose f : X → R
is locally Lipschitz. The Clarke generalized directional derivative of f at x in the
direction v ∈ X is defined by
f ◦(x; v) = lim sup
t↘0,y→x
f(y + tv)− f(y)
t
,
where y ∈ X and t is a positive scalar. The Clarke subdifferential of f at x,
denoted by ∂Cf(x), is the convex subset of the dual space X
∗ given by
{ζ ∈ X∗ | f ◦(x; v) ≥ 〈ζ, v〉 for all v ∈ X}.
The point x is a Clarke (nonsmooth) critical point if 0 ∈ ∂Cf(x). Here, 〈·, ·〉 :
X∗ ×X → R defined by 〈ζ, v〉 := ζ(v) is the dual relation.
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For the particular case of C1 functions, ∂Cf(x) = {∇f(x)}. Therefore a critical
point of a smooth function (i.e., a point x that satisfies ∇f(x) = 0) is also a Clarke
critical point. From the definitions above, it is clear that an equivalent definition
of a Clarke critical point is f ◦(x; v) ≥ 0 for all v ∈ X. This property allows us to
deduce Clarke criticality without appealing to the dual space X∗. It is well known
that this definition is equivalent to Definition 2.14 in the Lipschitz case.
Clarke (nonsmooth) critical points of f are of interest in, for example, partial
differential equations with discontinuous nonlinearities. Critical point existence
theorems for nonsmooth functions first appeared in [28, 84]. For the problem of
finding nonsmooth critical points numerically, we are only aware of [92].
The following result is well-known, and we include its proof for completeness.
Proposition 6.26. Let X be a Banach space and f : X → R be locally Lipschitz
at x¯. If x¯ is deformationally critical, then it is Clarke critical.
Proof. We prove the contrapositive instead. If the point x¯ is not Clarke critical,
there exists a unit vector v ∈ X such that
lim sup
t↘0,y→x¯
f(y + tv)− f(y)
t
< 0.
Now defining φ(x, t) = x−tv satisfies the conditions for deformation regularity.
To conclude, Figure 6.5 summarizes the relationship between saddle points and
the different types of critical points.
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Figure 6.5: Different types of critical points
6.6 Wilkinson’s problem: Background
In Section 6.7, we will apply Algorithm 6.4 to attempt to solve the Wilkinson
problem: given a matrix A, we seek a nearest matrix A′ with a multiple eigenvalue.
The Wilkinson distance is the distance between the matrices A and A′. We should
remark that solving the Wilkinson problem requires solving a global mountain pass
problem, while we only attempt to find critical points of mountain pass type in
this chapter. We begin by describing the Wilkinson problem in this section and
our numerical results in Section 6.7.
Though not cited explicitly, as noted by [1], the Wilkinson problem can be
traced back to [89, pp. 90-93]. See [25, 68] for more references, and in particular,
the discussion in the beginning of [25, Section 3].
It is well-known that eigenvalues vary in a Lipschitz manner if and only if
they do not coincide. In fact, eigenvalues are differentiable in the entries of the
matrix when they are distinct. Hence, as discussed by Demmel [38], the Wilkinson
distance is a natural condition measure for accurate eigenvalue computation. The
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Wilkinson distance is also important because of its connections with the stability of
eigendecompositions of matrices. To our knowledge, no fast and reliable numerical
method for computing the Wilkinson distance is known.
The -pseudospectrum Λ(A) ⊂ C of A is defined as the set
Λ(A) := {z | ∃E s.t. ‖E‖ ≤  and z is an eigenvalue of A + E}
=
{
z | ∣∣(A− zI)−1∣∣−1 ≤ }
= {z | σ(A− zI) ≤ } ,
where σ(A − zI) is the smallest singular value of A − zI. The function z 7→
(A − zI)−1 is sometimes referred to as the resolvent function, whose (Clarke)
critical points are referred to as resolvent critical points. To simplify notation,
define σA : C→ R+ by
σA(z) := σ(A− zI)
= smallest singular value of (A− zI).
For more on pseudospectra, we refer the reader to [86].
It is well known that each component of the -pseudospectrum Λ(A) contains at
least one eigenvalue. If  is small enough, Λ(A) has n components, each containing
an eigenvalue. Let ¯ be the smallest  for which Λ(A) contains n− 1 components
or less. Alam and Bora [1] proved that ¯ is the Wilkinson distance for A. Two
components of Λ(A) would coalesce when  ↑ ¯, and the point at which two
components coalesce can be used to construct the matrix with repeated eigenvalues
closest to A. Equivalently, the point of coalescence of the two components is also
the highest point on an optimal mountain pass for the function σA between the
corresponding eigenvalues. We use Algorithm 6.4 to find such points of coalescence,
which are resolvent critical points.
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To find the Wilkinson distance for a matrix A, we have to identify two com-
ponents of the pseudospectra of A which first coalesce when  increases. The
pair of components that first coalesce may not be unique. Once we identify two
eigenvalues in the respective components, the global mountain pass with the two
eigenvalues being the two endpoints and for the function σA solves the Wilkinson
problem. Note however that the identification of the eigenvalues and the global
mountain pass problem are potentially difficult problems which we will not address
in this chapter; in this work we consider only the local problem.
We should note that other approaches for the Wilkinson problem include [2],
which uses a Newton type method for the same local problem, and [70].
6.7 Wilkinson’s problem: Implementation and numerical
results
We first use a convenient fast heuristic to estimate which pseudospectral compo-
nents first coalesce as  increases from zero, as follows. We construct the Voronoi di-
agram corresponding to the spectrum, and then minimize the function σA : C→ R
over all the line segments in the diagram (a fast computation, as discussed in the
comments on Step 1(b) below). We then concentrate on the pair of eigenvalues
separated by the line segment containing the minimizer. This is illustrated in
Example 6.27 below.
We describe implementation issues of Algorithm 6.4.
Step 1(a): Approximately minimizing the distance between a pair of points in
distinct components seem challenging in practice, as we discussed briefly in Section
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6.2. In the case of pseudospectral components, we have the advantage that com-
puting the intersection between any circle and the pseudospectral boundary is an
easy eigenvalue computation [71]. This observation can be used to to check opti-
mality conditions or algorithm design for step 1(a). We note that in our numerical
implementation, step 1(a) is never actually performed.
Step 1(b): Finding the global minimizer in step 1(b) of Algorithm 6.4 is easy
in this case. Byers [26] proved that  is a singular value of A − (x + iy)I if and
only if iy is an eigenvalue of  x− A∗ −I
I A− x
 .
Using Byer’s observation, Boyd and Balakrishnan [17] devised a globally convergent
and locally quadratic convergent method for the minimization problem over R of
y 7→ σA(x+iy). We can easily amend these observations to calculate the minimum
of σA(x + iy) over a line segment efficiently by noticing that if |z| = 1, then
σA(x + iy) = σ(A− (x + iy)I) = σ(z(A− (x + iy)I)).
Example 6.27. We apply our mountain pass algorithm on the matrix
A =

.461 + .650i .006 + .625i
.457 + .983i .297 + .733i
.451 + .553i .049 + .376i
.412 + .400i .693 + .010i
.902 + .199i

The results of the numerical algorithm are presented in Table 6.1, and plots
using EigTooL [91] are presented in Figure 6.6. We tried many random examples of
bidiagonal matrices taking entries in the square {x+ iy | 0 ≤ x, y ≤ 1} of the same
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form as A. The convergence to a critical point in this example is representative of
the typical behavior we encountered.
In Figure 6.6, the top left picture shows that the first step in the Voronoi
diagram method identifies the pseudospectral components corresponding to the
eigenvalues 0.461 + 0.650i and 0.451 + 0.553i as the ones that possibly coalesce
first. We zoom into these eigenvalues in the top right picture. In the bottom left
diagram, successive steps in the bisection method gives better approximation of
the saddle point. Finally in the bottom right picture, we see that the saddle point
was calculated at an accuracy at which the level sets of σA are hard to compute.
There are other cases where the heuristic method fails to find the correct pair
of eigenvalues whose components first coalesce.
Example 6.28. Consider the matrix A generated by the following Matlab code:
A=zeros(10);
A(1:9,2:10)= diag([0.5330 + 0.5330i, 0.9370 + 0.1190i,...
0.7410 + 0.8340i, 0.7480 + 0.8870i, 0.6880 + 0.6700i,...
0.2510 + 0.7430i, 0.9540 + 0.6590i, 0.2680 + 0.6610i,...
0.2670 + 0.4340i]);
A= A+diag([0.9850 + 0.7550i,0.8030 + 0.7810i,...
0.2590 + 0.5110i,0.3840 + 0.5310i,0.0080 + 0.5360i,...
0.9780 + 0.2720i,0.7190 + 0.3100i,0.5560 + 0.8370i,...
0.6350 + 0.7630i,0.5110 + 0.8870i]);
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Table 6.1: Convergence data for Example 6.27. Significant digits are in bold.
i f(xi) Mi
Mi−f(xi)
f(xi)
|xi − yi|
1 6.1325135002707E-4 6.1511092864335E-4 3.03E-03 5.23E-03
2 6.1511091521293E-4 6.1511092861426E-4 2.18E-08 1.40E-05
3 6.1511092861422E-4 6.1511092861423E-4 3.35E-15 9.97E-10
A sample run for this matrix is shown in Figure 6.7. The heuristic on minimal
values of σA on the edges of the Voronoi diagram identifies the top left and cen-
tral eigenvalues as a pair for which the pseudospectral components first coalesce.
However, the correct pair should be the central and bottom right eigenvalues.
Here are a few more observations. In our trials, we attempt to find the Wilkin-
son distance for bidiagonal matrices of size 10 × 10 similar to the matrices in
Examples 6.27 and 6.28. In all the examples we have tried, there was no need to
perform step 1(a) of Algorithm 6.4 to achieve convergence to a critical point. The
convergence for the matrix in Example 6.27 reflects the general performance of the
(local) algorithm. As we have seen in Example 6.28, the heuristic for choosing a
pair of eigenvalues may fail to choose the correct pseudospectral components which
first coalesce as  increases. In a sample of 225 runs, we need to check other pairs
of eigenvalues 7 times. In such cases, a different choice of a pair of eigenvalues
still gave convergence to the Wilkinson distance, though whether this must always
be the case is uncertain. The upper bounds for the critical value are also better
approximates of the critical values than the lower bounds.
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Figure 6.6: A sample run of Algorithm 6.4.
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Figure 6.7: An example where the Voronoi diagram heuristic fails.
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6.8 Non-Lipschitz convergence and optimality conditions
In this section, we discuss the convergence of Algorithm 6.1 in the non-Lipschitz
case and give an optimality condition in step 2 of Algorithm 6.1. As one might
expect in the smooth case in a Hilbert space, if xi and yi are closest points in the
different components, ∇f(xi) 6= 0 and ∇f(yi) 6= 0, then we have
xi − yi = λ1∇f(yi),
yi − xi = λ2∇f(xi).
for λ1, λ2 > 0. The rest of this section extends this result to the nonsmooth case,
making use of the language of variational analysis in the style of [80, 16, 31, 72]
to describe the relation between subdifferentials of f and the normal cones of the
level sets of f .
Closely related to the Fre´chet normal cone is the proximal normal cone.
Definition 6.29. Let X be a Hilbert space and let S ⊂ X be a closed set. If
x /∈ S and s ∈ S are such that s is a closest point to x in S, then any nonnegative
multiple of x − s is a proximal normal vector to S at s. The set of all proximal
normal vectors is denoted NPS (s).
The proximal normal cone and the Fre´chet normal cone satisfy the following
relation. See for example [16, Exercise 5.3.5].
Theorem 6.30. NPS (x¯) ⊂ NˆS(x¯).
Here is an easy consequence of the definitions.
Proposition 6.31. Let S1 be the component of lev≤lif containing x0 and S2 be
the component of lev≤lif containing y0. Suppose that xi is a point in S1 closest to
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S2 and yi is a point in S2 closest to xi. Then we have
(yi − xi) ∈ NPlev≤lif (xi) ⊂ Nˆlev≤lif (xi).
Similarly, (xi − yi) ∈ NPlev≤lif (yi). These are two normals of lev≤lif pointing in
opposite directions.
The above result gives a necessary condition for the optimality of step 2 in
Algorithm 6.1. We now see how the Fre´chet normals relate to the subdifferential
of f at xi, yi at z¯.
It is clear from the definitions that the Fre´chet subdifferential is contained in
the limiting subdifferential, which is in turn contained in the Clarke subdifferen-
tial. Similarly, the Fre´chet normal cone is contained in the limiting normal cone.
We first state a theorem relating normal cones to subdifferentials in the finite
dimensional case.
Theorem 6.32. [80, Proposition 10.3] For a lsc function f : Rn → R ∪ {∞}, let
x¯ be a point with f(x¯) = α. Then
Nˆlev≤αf (x¯) ⊃ R+∂ˆf(x¯) ∪ {0} .
If ∂f(x¯) 63 0, then also
Nlev≤αf (x¯) ⊂ R+∂f(x¯) ∪ ∂
∞f(x¯).
The corresponding result for the infinite dimensional case is presented below.
Theorem 6.33. [16, Theorem 3.3.4] Let X be a Hilbert space and let f : X →
R ∪ {+∞} be a lsc function. Suppose that lim infx→x¯ d(∂ˆf(x);0) > 0 and ξ ∈
Nˆlev≤f(x¯)f (x¯). Then, for any  > 0, there exist λ > 0, (x, f(x)) ∈ B((x¯, f(x¯)))
and x∗ ∈ ∂ˆf(x) such that
|λx∗ − ξ| ≤ .
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With these preliminaries, we now prove our theorem for the convergence of
Algorithm 6.1 to a Clarke critical point.
Theorem 6.34. Suppose that f : X → R, where X is a Hilbert space and f is lsc.
If z¯ is such that
1. (z¯, z¯) is a limit point of {(xi, yi)}∞i=1 in Algorithm 6.1, and
2. f is continuous at z¯.
Then one of these must hold:
(a) z¯ is a Clarke critical point,
(b) ∂∞C f(z¯) contains a line through the origin, or
(c)
{
yi−xi
|yi−xi|
}
i
converges weakly to zero.
Proof. We present both the finite dimensional and infinite dimensional versions of
the proof to our result.
Suppose the subsequence {(xi, yi)}i∈J , where J ⊂ N, is such that
limi→∞,i∈J(xi, yi) = (z¯, z¯). We can choose J so that none of the elements in
{(xi, yi)}i∈J are such that lim infx→xi d(∂ˆf(x);0) = 0 or lim infy→yi d(∂ˆf(y);0) =
0, otherwise we have 0 ∈ ∂Cf(z¯) by the definition of the Clarke subdiffer-
ential, which is what we seek to prove. (In finite dimensions, the condition
lim infx→xi d(∂ˆf(x);0) = 0 can be replaced by 0 ∈ ∂f(xi).) We proceed to ap-
ply Theorem 6.33 (and Theorem 6.32 for finite dimensions) to find out more about
Nˆlev≤lif
(xi).
We first prove the result for finite dimensions. If 0 ∈ ∂f(z¯), we are done.
Otherwise, by Proposition 6.31 and Theorem 6.32, there is a positive multiple of
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v = limi→∞
yi−xi
|yi−xi| that lies in either ∂f(z¯) or ∂
∞f(z¯). Similarly, there is a positive
multiple of −v = limi→∞ xi−yi|yi−xi| lying in either ∂f(z¯) or ∂∞f(z¯). If either v or −v
lies in ∂f(z¯), then we can conclude 0 ∈ ∂Cf(z¯) from the definitions. Otherwise
both v and −v lie in ∂∞C f(z¯), so R {v} ⊂ ∂∞C f(z¯) as needed.
We now prove the result for infinite dimensions. The point z¯ is the common
limit of {xi}i∈J and {yi}i∈J . By the optimality of |xi − yi| and Proposition 6.31,
we have yi − xi ∈ Nˆlev≤lif (xi) and xi − yi ∈ Nˆlev≤lif (yi). By Theorem 6.33, for
any κi → 0+, there is a λi > 0, x′i ∈ Bκi|xi−yi|(xi) and x∗i ∈ ∂ˆf (x′i) such that
|λix∗i − (yi − xi)| < κi |yi − xi|. Similarly, there is a γi > 0, y′i ∈ Bκi|yi−xi|(yi) and
y ∈ ∂ˆf(y′i) such that |γiy∗i − (xi − yi)| < κi |xi − yi|. If either x∗i or y∗i converges to
0, then 0 ∈ ∂Cf(z¯), and we are done. Otherwise, by the Banach Aloaglu theorem,
the unit ball is compact, so
{
1
|x∗i |x
∗
i
}
i
and
{
1
|yi−xi|(yi − xi)
}
i
have weak cluster
points. We now show that they must have the same cluster points by showing that
their difference converges to 0 (in the strong topology). Now,∣∣∣∣ λix∗i|yi − xi|
∣∣∣∣ ≤ ∣∣∣∣ λix∗i|yi − xi| − yi − xi|yi − xi|
∣∣∣∣+ ∣∣∣∣ yi − xi|yi − xi|
∣∣∣∣
≤ κi + 1,
and similarly, 1− κi ≤
∣∣∣ λix∗i|yi−xi| ∣∣∣, so ∣∣∣ λix∗i|yi−xi| ∣∣∣→ 1, and thus∣∣∣∣ λix∗i|yi − xi| − x
∗
i
|x∗i |
∣∣∣∣ = ∣∣∣∣∣∣∣∣ λix∗i|yi − xi|
∣∣∣∣− ∣∣∣∣ x∗i|x∗i |
∣∣∣∣∣∣∣∣→ 0.
This means that∣∣∣∣ x∗i|x∗i | − yi − xi|yi − xi|
∣∣∣∣ ≤ ∣∣∣∣ λix∗i|yi − xi| − x
∗
i
|x∗i |
∣∣∣∣+ ∣∣∣∣ λix∗i|yi − xi| − yi − xi|yi − xi|
∣∣∣∣→ 0,
which was what we claimed earlier. This implies that
x∗i
|x∗i | and
y∗i
|y∗i | have weak
cluster points that are the negative of each other.
We now suppose that conclusion (c) does not hold. If {x∗i }i has a nonzero
weak cluster point, say x¯∗, then x¯∗ belongs to ∂Cf(z¯). Then {y∗i }i either has a
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weak cluster point y¯∗ that is strictly a negative multiple of x¯∗, which implies that
0 ∈ ∂Cf(z¯) as claimed, or there is some y¯∗,∞ ∈ ∂∞C f(z¯) which is a negative multiple
of x¯∗, which also implies that 0 ∈ ∂Cf(z¯) as needed.
If neither {x∗i }i or {y∗i }i converges weakly, then two (nonzero) weak cluster
points of
x∗i
|x∗i | and
y∗i
|y∗i | that point in opposite directions give a line through the
origin in ∂∞C f(z¯) as needed.
In finite dimensions, conclusion (b) of Theorem 6.34 is precisely the lack of
“epi-Lipschitzness” [80, Exercise 9.42(b)] of f . One example where Algorithm
6.1 does not converge to a Clarke critical point but to a point with its singular
subdifferential ∂∞C f(·) containing a line through the origin is f : R → R defined
by f(x) = −√|x|. Algorithm 6.1 converges to the point 0, where ∂Cf(0) = ∅ and
∂∞C f(0) = R. We do not know of an example where only condition (c) holds.
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