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Abstract
We introduce a transverse field Ising model with order N2 spins interacting via a
nonlocal quartic interaction. The model has an O(N,Z), hyperoctahedral, symmetry.
We show that the large N partition function admits a saddle point in which the sym-
metry is enhanced to O(N). We further demonstrate that this ‘matrix saddle’ correctly
computes large N observables at weak and strong coupling. The matrix saddle under-
goes a continuous quantum phase transition at intermediate couplings. At the transition
the matrix eigenvalue distribution becomes disconnected. The critical excitations are
described by large N matrix quantum mechanics. At the critical point, the low energy
excitations are waves propagating in an emergent 1 + 1 dimensional spacetime.
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1 Introduction
The phrase ‘It from Qubit’ expresses the intuition that universal quantum computing, of
discrete qubits, is the correct framework for thinking about physical reality (e.g. [1]).
Recent developments on several fronts have emphasized the power of quantum information
theoretic ideas in characterizing physical systems. Firstly, phases of matter with the same
symmetries can have differing quantum order [2], and this order is quantified through the
entanglement in the quantum state of the system [3, 4]. Secondly, the ground state of a
quantum system with local dynamics is strongly constrained by a necessary accumulation of
short distance entanglement, reflected in an area law in the entanglement entropy [5, 6, 7].
Thirdly, the Ryu-Takayanagi formula [8] suggests that the emergence of spacetime itself
requires a large amount of microscopic entanglement in ‘stringy’ degrees of freedom that
provide the ‘architecture of spacetime’ [9, 10, 11, 12]. These three ideas are intimately
related: Emergent spacetime requires an emergent locality that will necessarily be reflected
in the entanglement structure (‘quantum order’) of the underlying microscopic quantum
state [13].
In this paper we give a completely explicit realization of the emergence of two dimen-
sional spacetime (‘It’) from a system of a large but finite number of interacting qubits. The
logic we follow contains two steps, as illustrated in figure 1 below. The starting point is
Ising spins Matrix quantum mechanics Spacetime
Figure 1: A certain nonlocal transverse field Ising model will be shown to admit a con-
tinuum limit given by a matrix quantum mechanics for a single real, symmetric large N
matrix. Low energy excitations of this matrix quantum mechanics are described by collec-
tive excitations of an emergent semiclassical eigenvalue distribution.
a particular nonlocal transverse-field Ising model with order N2 spins. Conventional local
transverse-field Ising models admit continuum limits close to quantum critical points in
which they are described by quantum field theories [14]. Instead of a quantum field theory,
2
we wish to engineer a large N matrix quantum mechanics. To achieve this, we show that a
particular large N saddle our model undergoes a continuous quantum phase transition. At
the critical point, a continuum limit is possible and the critical excitations will be shown
to be described by large N matrix quantum mechanics for a single real symmetric matrix.
This generalizes a previously established connection between nonlocal classical spin systems
and matrix models [15, 16] to a fully fledged quantum mechanical correspondence.
We proceed to solve the matrix quantum mechanics using standard techniques [17, 18,
19, 20]. At the quantum critical point, non-singlet modes are decoupled and we can focus
on the gapless singlet (eigenvalue) sector [21, 22, 23]. The low energy dynamics is then
described by the propagation of a collective field in an emergent 1+1 dimensional spacetime.
This spacetime is closely related to that of the target space dynamics of the ‘tachyon’ field
in two dimensional string theory [24, 25, 26, 20].
The model we study involves a symmetricN×N matrix worth of spins, with Hamiltonian
H = −h
N∑
A,B=1
S xAB +
v4
N
N∑
A,B,C,D=1
SzABS
z
BCS
z
CDS
z
DA . (1)
We consider the ‘antiferromagnetic’ case with the coupling v4 > 0. The classical limit of
this model, v4 → ∞, was previously studied at temperatures T > 0 in [15]. We instead
work in the quantum T = 0 regime with the new transverse field term in (1). The model is
invariant under an O(N,Z) symmetry (the hyperoctahedral group). The classical quartic
Ising spin interaction in (1) favors certain ‘antiferromagnetic crystalline’ ordered states
[15]. The symmetries of the model are restored by either thermal fluctuations or quantum
fluctuations induced by the transverse field term in the Hamiltonian (1).
At any nonzero temperature or transverse field, the symmetry breaking dynamics in the
model is subtle. The classical (v4 =∞) model is known to exhibit a structural glassy phase
below a critical temperature (shown schematically in figure 2 below). Numerical study will
presumably be needed to see if a quantum spin glass phase survives at T = 0 and finite
v4. The focus of this paper, however, will not be on symmetry breaking. Instead, we will
describe the physics of a specific large N saddle point of the partition function. This saddle
is singled out by the fact that the O(N,Z) symmetry is enhanced to O(N). The saddle point
will be seen to capture the correct large N physics at small and large coupling. We have
not proven that it remains the dominant saddle at all couplings, in particular at the critical
coupling where a quantum phase transition occurs. From the perspective of realizing an
explicit emergent spacetime, a large N metastable saddle would be a good enough starting
point; after all, our entire universe is likely such a metastable saddle [27].
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We will argue that the O(N) invariant ‘matrix saddle’ undergoes a continuous topo-
logical quantum phase transition at some v4 = v
QCP
4 ∼ h, in which the large N ground
state eigenvalue distribution becomes disconnected.1 Our results combined with those in
[15] lead to the phase diagram of figure 2 below for the ‘matrix saddle’. The connectivity
of the eigenvalue distribution is shown in blue. The red line connects our quantum phase
transition to the finite temperature transition present in the classical model [15].
T
h/v4
Quantum
disordered
Thermally
disordered
Quantum
critical pointGlassy
regime
0
0
Figure 2: Phase diagram of the large N ‘matrix saddle’ of the transverse-field Ising model
(1) as a function of temperature T and coupling v4. At the quantum critical point the
eigenvalue distribution becomes disconnected. The critical dynamics is described by matrix
quantum mechanics.
At the quantum critical point shown in figure 2, the low energy physics can be mapped
to the dynamics of a local field φ(t, q) in an emergent 1+1 dimensional spacetime, obeying
φ¨− c2∂2qφ = 0 . (2)
The waves propagate in a box whose length L diverges logarithmically as v4 → vQCP4 ,
leading to the existence of gapless critical excitations. The speed c and spatial coordinate
q will be defined below. The emergent local dynamics (2) of this low energy singlet sector
(of single-matrix quantum mechanics) from a spin system is a small step towards obtaining
truly interesting spacetime physics from qubits. In particular, the low energy singlet sector
1A similar phase transition occurs in Ising models on planar random graphs [31] – at present we do not
see a direct relation between the random graph model and ours.
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does not have enough degrees of freedom to describe black holes or other manifestations
of stringy entanglement, c.f. [28]. It does, however, exhibit emergent local dynamics in
an emergent spacetime, with the associated accumulation of short distance entanglement
[13, 29, 30]. It thereby provides the simplest realization of emergent spacetime dynamics.
The remainder of the paper proceeds as follows. In section 2 we introduce the nonlocal
transverse-field Ising model in more detail. Section 3 shows that the Ising model partition
function admits a large N ‘matrix saddle’ with an emergent O(N) symmetry. In section
4 we derive the large N collective field Hamiltonian describing the eigenvalue dynamics
of the corresponding matrix quantum mechanics. The ground state of the collective field
Hamiltonian is shown to have a connected eigenvalue distribution at small v4 and a discon-
nected eigenvalue distribution at large v4, in section 5. In both of these limits, the matrix
saddle is shown to capture the ground state of the spins. This section also describes the
continuous quantum phase transition separating these two regimes. Section 6 characterizes
the low energy excitations about the matrix quantum mechanics ground state. At the quan-
tum critical point, gapless excitations propagating locally in an emergent 1+1 dimensional
spacetime are found. The conclusion in section 7 touches on connections with discrete gauge
theories, the possibility of realizing fast scrambling dynamics without quenched disorder,
fermionic realizations of qubits, and two dimensional string theory.
2 A nonlocal transverse-field Ising model
The model will be built out of a symmetric matrix worth of spin-half operators. That is
S iAB = S
i
BA , A,B = 1 . . . N , i = x, y, z . (3)
We will normalize the operators so that each S iAB has eigenvalues ±1. The objective is to
write down a Hamiltonian for these spins such that the dynamics in the large N limit can
be represented by a bosonic matrix quantum mechanics of the type first solved in [17]. The
condition that the matrix be symmetric may not be essential, but is technically convenient.
Let us emphasize that while both e.g. Si12 and S
i
21 will appear in the Hamiltonian, they are
the same operator and both act on the same spin |12〉.
We will study Hamiltonians of the following form
H = −h
∑
A,B
S xAB + trV (S
z) . (4)
Here and elsewhere, tr refers to a trace over the A,B indices of (3). The potential V in
the Hamiltonian is a function of the matrix of Sz operators. That is, the terms in V are
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given by matrix multiplication of the SzAB. V is therefore a nonlocal interaction. These
interaction terms all commute with each other. Where we wish to give concrete results, we
will work with a microscopic quartic V as in (1) above. However, the universal properties
of the critical point we will describe do not depend on the potential, so long as the matrix
multiplication structure is present. The statistical physics of some models in this class was
studied in [15, 16]. Here we are interested in the full-blown quantum dynamics induced by
the first, transverse field, term in the Hamiltonian (4). The role of the transverse field term
is to ‘quantum disorder’ the ground state created by the trV (Sz) interactions.
The Hamiltonian (4) enjoys a ZN2 symmetry. The symmetries are generated by acting
on the state with Qi ≡
∏N
j=1 S
x
ijS
x
ji, for each i = 1, · · · , N . That is, the spin is flipped
along an entire row and corresponding column, with the spin on the diagonal being flipped
twice. There is furthermore an SN symmetry given by permuting rows and simultaneously
the corresponding columns. The full symmetry group generated by these symmetries is the
hyperoctahedral group O(N,Z). This can be seen as follows. The columns of matrices in
O(N,Z) are orthonormal with integer components. The components ni of a given column
therefore satisfy
∑
i n
2
i = 1. This requires one of the ni to equal ±1 and the remainder to
be zero. This holds for all columns, which must furthermore be orthogonal to each other.
It is clear that such a matrix then describes ‘signed permutations’, which are precisely the
symmetries generated by the semi-direct product of SN and ZN2 . In disordered phases of the
model, these symmetries are unbroken. We can emphasize that there is no O(N) symmetry
at this point (the easiest way to see this is that a rotation of a matrix with ±1 entries is
generically not another matrix with ±1 entries). However the group O(N,Z) is manifestly
a subgroup of O(N).
The dynamics is conveniently encoded in the quantum partition function at inverse
temperature β. Thus we write (Tr is a trace over the Hilbert space)
Z = Tr e−βH . (5)
We now carry out a series of standard steps in moving towards a path integral description of
the partition function. That is, we introduce a large number M of resolutions of the identity
in terms of the simultaneous eigenstates SzAB|σ〉 = σAB|σ〉 and perform a Suzuki-Trotter
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decomposition. Thus
Z =
∑
σ1∈{±1}N2
· · ·
∑
σM∈{±1}N2
M∏
m=1
〈σm|e−εH |σm+1〉 , ε ≡ β
M
 1 (6)
≈
∑
σ1∈{±1}N2
· · ·
∑
σM∈{±1}N2
M∏
m=1
e−ε trVo(σm)
∏
A,B
〈σm|1 + ε hS xAB|σm+1〉
=
∑
σ1∈{±1}N2
· · ·
∑
σM∈{±1}N2
exp
−ε
M∑
m=1
trVo(σm) + K˜
2
∑
A,B
(
σABm − σABm+1
)2
ε2
 .
In these sums there are N2 independent spins only before the symmetry constraint (3) is
imposed. The expansion of the exponent in the second line requires εh  1. In the final
line we have set K˜ = ε/2 × log(εh). The quantity ε ≡ β/M itself is an auxiliary variable,
not part of the microscopic model.
3 Map to a constrained matrix quantum mechanics
In this section we map the Ising spin partition function (6) onto that of a matrix Φ of contin-
uous bosonic fields. Some of the steps we go through are familiar from the well-understood
mapping of spins onto bosons in local Ising models. However, there are some particulari-
ties in our case because in quantum mechanics (with no spatial dimension, i.e. as opposed
to quantum field theory), higher order interactions such as Φ2n are increasingly relevant
rather than irrelevant. Furthermore, our continuous phase transition will not manifestly be
a symmetry breaking transition. For these reasons, we go through the steps carefully.
The sums over spin states σABm in the partition function (6) can be exchanged for integrals
over symmetric matrices of bosons ΦABm as follows:∑
σ1∈{±1}N2
· · ·
∑
σM∈{±1}N2
F (σ) =
∫ ∏
m,A,B
dΦABm δ
((
ΦABm
)2 − 1)F (Φ) (7)
=
∫ ∏
m,A,B
dΦABm dµ
AB
m e
iµABm
(
(ΦABm )
2−1
)
F (Φ) , (8)
for any function F . In both of these steps, we have dropped numerical prefactors (2’s
and pi’s) that will only contribute to an unimportant overall normalization of the partition
function. In the second step we furthermore introduced Lagrange multipliers µABm to impose
the constraints. While the two steps above are rather trivial, this reformulation will be
especially powerful in the large N limit.
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The continuum limit corresponds to taking the ε → 0 limit of the imaginary time
discretization, so that ΦABm → ΦAB(τ). Such continuum limits are subtle in spin systems.
The ε in K˜ in (6) means that as ε→ 0 discontinuous paths contribute to the path integral.
With discontinuous paths, one is not even guaranteed that the Riemann integral exists. In
the expectation (and we will later see this explicitly) that the large N limit will be powerful
enough to favor sufficiently well-behaved paths, we put this concern aside and, as is familiar,
the first term in the final exponent of (6) becomes
ε
∑
trV (Φm)→
∫
dτ trV (Φ) . (9)
The presence of jagged and even discontinuous paths at any fixed nonzero ε is more serious
for the remaining finite difference term in the final exponent of (6). In general, we must
allow higher derivative terms in the replacement:
K˜
2
(Φm − Φm+1)2
ε2
→ K
2
(
dΦ
dτ
)2
+
K ′
2
1
h2
(
d2Φ
dτ2
)2
+ · · · . (10)
Higher order time derivatives come with inverse powers of the microscopic energy scale h.
Away from the quantum critical point, on the disordered (small v4) side, typical excitations
have energies of order h, and the higher derivative terms are generically important. The
coefficients K,K ′, . . . are to be determined in the spirit of effective field theory, by matching
with the microscopics. This expansion can be truncated to the leading power for excitations
with energies ∆E  h. Such states will be seen to exist at the gapless quantum critical
point described below. Therefore, it is only close to the quantum critical point where the
continuum limit theory, keeping the lowest order derivative term in (10), can be expected
to correctly capture the low energy physics. We will see that the leading order kinetic term
is also sufficient in the limiting cases of weak v4 coupling, to three but not four orders in
perturbation theory for the ground state energy, and to leading order at strong v4 coupling.
Keeping the leading time derivative term in (10), with the above caveats in mind, the
continuum limit of the partition function (6) becomes
Z =
∫
DΦDµ exp
{
−
∫ β
0
dτ
[
tr
(
K
2
(
dΦ
dτ
)2
+ V (Φ)
)
+ i
∑
AB
µAB
((
ΦAB
)2 − 1)]} .
(11)
The partition function is now a quantum mechanical path integral over two symmetric
matrices Φ and µ. It is not yet a matrix quantum mechanics, however, as the final term in
(11) is not O(N) invariant (i.e. it does not have the form of a matrix multiplication). This
is expected given that the steps so far have been exact (up to subtleties with taking the
continuum limit), and the original model was not O(N) invariant.
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A genuine matrix quantum mechanics is obtained as follows. Here we take inspiration
from [15], as we discuss in more detail below. First imagine integrating out the matrix Φ
in (11) to obtain an effective theory for the matrix of Lagrange multipliers µ. This integral
inherits an SN symmetry from the full partition function, corresponding to permuting rows
and columns of µ. It is consistent to look for large N saddle points that are invariant under
this symmetry. These are matrices where all off-diagonal terms in the matrix of Lagrange
multipliers are equal and all diagonal terms are also equal: µAB = −iµ− iµ˜δAB. In such a
saddle the constraint becomes
i
∑
AB
µAB
((
ΦAB
)2 − 1)→ µ tr (Φ2 −N)+ µ˜∑
A
(
Φ2AA − 1
)
. (12)
The second of these terms is subleading at large N and can be dropped to leading order
(that is to say, the spins along the diagonal of the matrix correspond to N out of order N2
variables, and hence can be neglected – we will see some concrete evidence for this later).
The partition function then becomes
Zmatrix =
∫
DΦDµ exp
{
−
∫ β
0
dτ tr
(
K
2
(
dΦ
dτ
)2
+ µΦ2 + V (Φ)− µN
)}
. (13)
Here µ is a single field, not a matrix. We will refer to large N saddles captured by (13) as
‘matrix saddles’. In these saddles, the O(N,Z) symmetry of the original Hamiltonian (4)
has been enhanced to O(N).
The ‘softening’ of spins at large N by relaxing the individual normalization constraints
has a long history, going back to the classical ‘spherical model’ [32, 33]. These ideas were
applied to the classical version of our nonlocal Ising model by [15], who noted the existence
of the ‘matrix saddle’ above.2 However, in the more established cases, interactions are local
and hence the softening of spins is an intuitive process that occurs during a spin-blocking
type renormalization group flow. As spins are locally grouped together, the range of values
the effective spin can take becomes less constrained. It is unclear that this intuition holds
in nonlocal models. However, the numerical Monte-Carlo results in [15] show that indeed,
outside of the low temperature glassy regime, the matrix saddle correctly describes the
classical spin system at all temperatures. The evidence for the dominance of the matrix
2 [15] also considered an intermediate case where the order N2 constraints are relaxed to N constraints
(rather than one constraint). The quartic ‘matrix multiplication’ Ising spin interaction of (1) is written as
a quartic interaction of N , N -dimensional ‘rotors’, ~nA:
∑
A,B,C,D S
z
ABS
z
BCS
z
CDS
z
DA =
∑
A,C (~nA · ~nC)2 .
Each rotor is then normalized as |~nA|2 = N , but the components are unconstrained. Our model may
correspondingly be related to a large N quantum rotor model (cf. [14]) with a quartic interaction.
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saddle in our quantum case will be restricted to perturbation theory at weak and strong
coupling. As noted in the introduction, a potentially metastable large N saddle point is
good enough for our purposes of realizing an emergent spacetime. We therefore proceed to
solve the large N constrained matrix quantum mechanics described by (13).
4 Collective field Hamiltonian
To obtain the ground state wavefunction, we first need the Schro¨dinger equation corre-
sponding to the partition function (13). This leads us to an exercise in the quantization of
constrained systems. The Lagrangian is
L = tr
(
K
2
Φ˙T Φ˙− V (Φ)− µ (ΦTΦ−N)− ν (ΦT − Φ)) . (14)
We have introduced a new matrix νAB of Lagrange multipliers in order to impose the
constraint that Φ be symmetric. There will be three steps in this section. Firstly we
obtain the quantum mechanical Hamiltonian and constraints following from (14). This
will be equations (21) and (22) below. Secondly we diagonalize the matrix Φ and obtain
the eigenvalue Hamiltonian (25). Thirdly, we change variables to a collective field and
obtain the final collective field Hamiltonian (39) and constraints (35). The advantage of
this last formulation is that the large N limit can explicitly be treated in the saddle point
approximation. I.e. the collective field is the ‘master field’ [34].
4.1 Matrix quantum mechanics Hamiltonian
Standard manipulations starting from (14) – see Appendix A – lead to the Hamiltonian
H = tr
(
1
2K
ΠTΠ + V (Φ)
)
, (15)
with Π the momentum conjugate to Φ, together with the constraints
tr
(
ΦTΦ−N) = 0 , tr(ΦTΠ) = 0, (16)
Φ− ΦT = 0 , Π−ΠT = 0 . (17)
The first line constrains the components of Φ to lie on a high dimensional sphere and
furthermore to have no momentum perpendicular to the sphere (and hence to remain on
the sphere). As usual with a constrained Hamiltonian system, the dynamics is determined
by Dirac rather than Poisson brackets. In this case (see Appendix A)
{ΦAB,ΠCD}Dirac = 1
2
(
δACδBD + δADδBC
)− 1
N2
ΦABΦCD . (18)
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Upon quantization, the Dirac bracket (18) becomes the commutator (with an extra
factor of i, as usual). This means that the momentum operator must be represented as3
ΠCD = −i ∂CD + i
N2
ΦCD
∑
MN
ΦMN∂MN . (19)
We have set ~ = 1 and introduced the symmetric derivative
∂AB ≡ 1
2
(
∂
∂ΦAB
+
∂
∂ΦBA
)
. (20)
The second constraint in (16), as well as the second constraint in (17) are automatically sat-
isfied once the momentum is given by (19). The Hamiltonian then becomes, as a differential
operator,
H = − 1
2K
[
∂¯ · ∂¯ − N
2 +N − 4
2N2
Φ · ∂¯ − 1
N2
(
Φ · ∂¯)2]+ trV (Φ) . (21)
Here we defined S ·T ≡∑AB SABTAB. We wish to find the ground state of this Hamiltonian,
which must be solved together with the operator identities
tr
(
ΦTΦ
)
= N2 , Φ− ΦT = 0 . (22)
Use of the Dirac bracket has ensured these constraints commute with the Hamiltonian (21).
4.2 Eigenvalue Hamiltonian
The symmetric matrix Φ can be diagonalized using an orthogonal matrix O:
Φ = OTΛO , Λij = λiδij . (23)
The Hamiltonian (21) becomes (some details are given in the Appendix)
H = Hλ +HO . (24)
The eigenvalue part of the Hamiltonian is
Hλ = − 1
2K
∑
i
1
∆(λ)
∂i∆(λ)∂i − N
2 +N − 4
2N2
∑
i
λi∂i − 1
N2
(∑
i
λi∂i
)2+∑
i
V (λi) ,
(25)
where
∆(λ) =
∏
i<j
(λi − λj) , (26)
3In equations (19) and (21), the operators ΠCD and H are not manifestly Hermitian. Making them
explicitly Hermitian (i.e. by adding the hermitian conjugate and dividing by two) simply leads to an overall
constant shift in the Hamiltonian (21).
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is the usual Vandermonde measure factor for symmetric matrices. The remaining operator
constraint is ∑
i
λ2i = N
2 . (27)
It is simple to check that this constraint commutes with the Hamiltonian (25), as it should.
The Hamiltonian for the diagonalizing orthogonal matrices is
HO = − 1
2K
∑
i<j
1
(λi − λj)2
∂
∂Ωij
∂
∂Ωij
, (28)
where
dΩ = dO ·OT . (29)
It is clear that any dependence of the wavefunction on Ωij will increase the energy. The
orthogonal matrices O live in a compact space and therefore the ground state wavefunction
will simply be independent of the Ωij . For a more extended discussion see e.g. [24]. The
immediate upshot is that in discussing the ground state, we can simply ignore HO. It will
become important later when we wish to consider excitations. In order for the eigenvalue
dynamics to capture the low energy physics, it will be important that non-singlet modes
are sufficiently heavy. This will indeed be the case at the quantum critical point.
4.3 Collective field Hamiltonian
Hamiltonians such as (25), for the eigenvalues of real symmetric matrices, are Calogero-
Moser models. In particular, unlike for Hermitian matrix quantum mechanics, the eigen-
values experience interactions leading to generalized statistics (see e.g. [20]). At large N ,
the ground state of this Hamiltonian is most easily characterized using the collective field
method [18, 19]. In this approach the eigenvalue density ρ(λ, t) is introduced as
ρ(λ, t) =
N∑
i=1
δ (λ− λi(t)) . (30)
We define the canonical conjugate momenta to be pi(λ, t), so that
[
ρ(λ, t), pi(λ′, t)
]
= iδ(λ− λ′) . (31)
The partial derivatives in the Hamiltonian (25) can be expressed in terms of pi(λ) =
−iδ/δρ(λ) using the chain rule. Thus
∂i = −i
∫
dλ δ′(λ− λi)pi(λ) = i∂λpi(λ)
∣∣∣
λ=λi
. (32)
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The large N Hamiltonian then becomes
H =
∫
dλρ(λ)
(
1
2K
[
∂λpi(λ)∂λpi(λ)− i
2
∂2λpi(λ)− iρH(λ)∂λpi(λ)
]
+ V (λ)
+
i
4K
λ∂λpi(λ)
[
1 +
2i
N2
∫
dλ′ρ(λ′)λ′∂λ′pi(λ′)
]
+
i
2KN2
λ∂λ [λ∂λpi(λ)]
)
. (33)
Here the Hilbert transform
ρH(λ) =
∫
dλ′ρ(λ′)
P
λ− λ′ . (34)
The factor of 1/2 in the second term in the first line of (33) is somewhat subtle, and arises
together with taking the principal value of the integral in (34).
There are now two constraints∫
dλρ(λ) = N , and
∫
dλλ2ρ(λ) = N2 . (35)
These two constraints require the N scaling
ρ =
√
N ρˆ , λ =
√
N λˆ . (36)
From this scaling we can immediately see that the second term in the first line of (33)
is subleading in N compared the third term. The last term in the second line is similarly
subleading. We will drop these two terms henceforth. We will see shortly that in the ground
state of interest, pi = Npˆi. This means that all the remaining terms are of the same order
and must be kept. We can also see that for the potential to compete with the other terms
it must scale as V = Vˆ N/K.
The Hamiltonian (33) is not manifestly Hermitian because there is a nontrivial measure
factor in the wavefunction normalization. This factor can be removed by rescaling the
wavefunction, which amounts to shifting the momenta pi(λ) → pi(λ) + X(λ), as explained
in [18]. The shift X is chosen to remove the linear-in-momenta terms from (33). Thus we
need X to satisfy
2 ∂λX(λ)− 2
N2
∫
dλ′ρ(λ′)λλ′ ∂λ′X(λ′) = iρH(λ)− i
2
λ . (37)
We have dropped the subleading in large N terms identified in the sentences below (36).
The general solution to this equation (using both of the constraints in (35)) is
∂λX(λ) = c λ+
iρH(λ)
2
, (38)
where c is an arbitrary constant. We only need to find one X(λ) that does the job of making
H explicitly Hermitian, and so we can set c = 0 without loss of generality (in fact, c can be
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shown to drop out of the final results in any case). The large N Hamiltonian is now
H =
∫
dλρ(λ)
(
1
2K
[
∂λpi(λ)∂λpi(λ) +
1
4
ρH(λ)
2
]
+ V (λ)
)
− 1
2KN2
(∫
dλρ(λ)λ∂λpi(λ)
)2
− N
2
32K
. (39)
We have used the constraints (35) to simplify these terms. Various terms that arise in
commuting ρ’s and pi’s are subleading at large N . The final collective field Hamiltonian
(39) of course commutes with the constraints (35). From the Hamiltonian (39) we can now
characterize the ground state as well as the low energy collective eigenvalue excitations.
5 Ground state
At large N , the ground state is found by classically minimizing the Hamiltonian (39) subject
to the constraints (35). This semiclassical approach holds because, in the collective field
path integral, typical configurations have action (and energy) of order N2, while there is
now a single field degree of freedom ρ(λ). Classically the momentum vanishes in the ground
state, so that pi = 0. Therefore we must minimize
E[ρ] =
∫
dλρ(λ)
(
pi2
24K
ρ(λ)2 + V (λ)− c1 − c2λ2
)
+ c1N + c2N
2 − N
2
32K
. (40)
We introduced Lagrange multipliers c1 and c2 to impose the constraints. We also used the
identity (that we learnt from [19]) that∫
dλρ(λ)ρH(λ)
2 =
pi2
3
∫
dλρ(λ)3 . (41)
It is trivial now to minimize (40).
We will specialize at this point to the quartic potential
V (λ) =
v4
N
λ4 . (42)
We take v4 > 0, in order for the minimum of (40) to be stable. The model (4) we are
studying then corresponds to a quantum disordering of the quartic nonlocal classical Ising
model considered in [15]. The coupling v4 is kept fixed in the large N limit. It is also
convenient to introduce
vˆ4 = Kv4 , (43)
which will play the role of a dimensionless coupling in the continuum theory.
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Following the discussion around equation (10) above — concerning the continuum limit
of the discrete time derivative — the collective field Hamiltonian (obtained via matrix
quantum mechanics) is only guaranteed to correctly describe the low energy excitations at
a quantum critical point. Our presentation in the remainder will be as follows. We will find
the ground state and the low energy excitations of the collective field Hamiltonian (39) with
the potential (42) at all couplings. This will allow us to achieve two things. First, we will be
able to isolate the singular behavior and critical excitations at the critical point. These are
universal singular properties of the critical point and so should correctly capture the critical
behavior of the matrix saddle. Second, we will see that the collective field ground state also
correctly reproduces that of the spin model at small and large v4. This will be important
for us to argue that indeed there is a continuous quantum phase transition at intermediate
coupling in the matrix saddle. Finally, we note that the universal eigenvalue dynamics at a
continuous quantum critical point is independent of the choice (42) of potential.
The distribution that minimizes the energy (40) can be written
ρ?(λ) =
√
8N
pi
θ
(
λ2o −
λ2
N
)√(
λ2o −
λ2
N
)(
a2 + vˆ4
λ2
N
)
. (44)
We have assumed that the parameters are such that the eigenvalue distribution is only a
single connected component, with range λ ∈ [−√Nλo,
√
Nλo]. This requires the parameter
a2 > 0. The parameters {λo, a} depend on {c1, c2} in (40), although we will not need the
explicit relation. We will discuss shortly the phase transition associated with a2 becoming
negative, in which the eigenvalue distribution becomes disconnected. The eigenvalue density
ρ must of course be real and nonnegative everywhere.
5.1 Behavior and matching at small v4
The constraints (35) determine λo and a in terms of the couplings. The integrals can be
performed explicitly in an expansion at small vˆ4 to give
a =
1
4
√
2
− 48
√
2vˆ24 + · · · , (45)
λo = 2− 16vˆ4 + 1088vˆ24 + · · · . (46)
It is easy to obtain the perturbative solution to high orders. One can simply expand the
distribution (44) in small vˆ4 inside the integral. Note that the vˆ4 = 0 distribution is a
Wigner semicircle and the integrals that arise are elementary.
An important class of observables are the single trace moments of the eigenvalue distri-
bution, which correspond microscopically to traces of powers of the matrix of spins. In a
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weak coupling expansion one obtains
1
Nn+1
〈tr Φ2n〉 = 1
Nn+1
∫
dλρ(λ)λ2n = (47)
2 Γ(2n)
Γ(n)Γ(n+ 2)
(
1− 16n(n− 1)
n+ 2
vˆ4 +
128n(n− 1)(10 + 8n+ n2)
(n+ 2)(n+ 3)
vˆ24 + · · ·
)
.
These observables directly characterize the full eigenvalue distribution. We have verified
that the three terms in equation (47) – i.e. up to order v24 – are precisely reproduced for all
n by explicit microscopic computations in the spin system. The matching with microscopics
fixes the coefficient of the matrix saddle kinetic term to be
K =
1
16h
. (48)
The zeroth and first order spin computations of the moments are given in Appendix B.
Perturbative computation of the moments of the spin system translate into a combinatorial
problem that is solved by the matrix quantum mechanics in (47). This matching is one
of our main results, we have put the entire computation in an appendix only because it is
somewhat technical.
One can also obtain the ground state energy in a weak coupling expansion. The ground
state energy is evaluated from (40) to be
K
E0
N2
= Λ + 2vˆ4 − 8vˆ24 + 256vˆ34 − 14848vˆ44 + · · · . (49)
Here we have included an undetermined overall constant Λ. This is present because we
have not kept track of the overall normalization of the partition function and also we have
not worried about operator ordering ambiguities that appear in Dirac quantization. This
term aside, we have reproduced the remaining terms up to order v34 in the ground state
energy (49) from standard quantum mechanical perturbation theory in the microscopic
spin system. This matching fixes
Λ = − 1
16
. (50)
Despite the above agreements, we have found that at order v44, the ground state energy
of the matrix quantum mechanics in (49) does not match that of the spin system. The spin
system answer is instead −15360vˆ44. We have obtained the spin answer both numerically
and analytically. Directly related to the mismatch in energy at order v44, the moments
computed above will also disagree at order v34. These mismatches between bosons and spins
are in contrast to high temperature perturbation in the classical model of [15], which we
have verified agrees through to fourth order and probably to all orders.
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The crucial difference between the quantum and classical models is the need in the
quantum model to take a continuum limit in time. As discussed around equation (10) above,
this limit is only justified close to a quantum critical point. The simplest interpretation of
the mismatch, then, is that beyond the first few orders in perturbation theory in v4, one
needs to deal with the discrete time derivative in the bosonic description. An alternative
possibility is that the continuum limit is not the source of disagreement, but that the matrix
saddle is not the dominant saddle in general, yet happens to coincide with the dominant
saddle to low orders in perturbation theory. In either case, there is an important positive
outcome from the matching to low orders in perturbation theory. We learn that the leading
time derivative term in (10) is in fact sufficient to describe the matrix saddle to these low
orders. Knowing the behavior of the matrix saddle at weak coupling will be important in
section 5.4 below to argue that the matrix saddle undergoes a quantum phase transition at
intermediate couplings.
In obtaining the ground state energy of the spin system to fourth order in perturbation
theory, we have found that virtual states involving the diagonal spins never contribute at
leading order in N . This is consistent with our expectation above that the effects of these
N out of N2 degrees of freedom should be subleading at large N .
5.2 Phase transition to a disconnected eigenvalue distribution
Moving to larger values of the coupling vˆ4, the most important phenomenon that occurs is
a topological phase transition in the eigenvalue distribution. Namely, the eigenvalue distri-
bution becomes disconnected when a = 0 in the solution (44). Inserting the distribution
with a = 0 into the constraints (35) above, the critical coupling is found to be
vˆ4 = vˆ
QCP
4 =
9pi2
500
≈ 0.1776 . (51)
At the critical point the width of the distribution is
λQCPo =
√
5
2
. (52)
The singular behavior of the eigenvalue distribution at the critical point leads to a weak
non-analyticity in the ground state energy at vˆ4 = vˆ
QCP
4 . The integrals appearing in the
constraints (35) can be evaluated analytically in terms of elliptic functions. Solving the
constraints in an expansion about vˆQCP4 − vˆ4 one finds that the leading non-analyticity
causes a divergence in the third derivative of the ground state energy as vˆ4 → vˆQCP4 :
K
N2
d3
dvˆ34
E0 =
500
27pi2
1(
vˆQCP4 − vˆ4
) 1
log2
(
vˆQCP4 − vˆ4
) + · · · . (53)
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A third order continuous transition is characteristic of topological changes in eigenvalue
distributions [39, 40]. The divergence above describes the approach to the critical point
from the connected side. The singular contribution comes from eigenvalues close to the
disconnection point, where there is a divergent density of states. This is why the critical
properties are determined universally, independent of the form of the external potential (42)
experienced by the eigenvalues. As in the emergence of two dimensional string theory from a
discretized worldsheet [24], it is this singular contribution that truly captures the emergence
of local spacetime excitations. We will recall in the following section that non-singlet (‘off-
diagonal’) excitations are only parametrically gapped close to the singular region.
Past the critical value of vˆ4, the eigenvalue distribution is disconnected. Thus the
solution that minimizes (40) takes the form
ρ?(λ) =
√
8N
pi
θ
([
λ2+ −
λ2
N
] [
λ2
N
− λ2−
])√(
λ2
N
− λ2−
)(
λ2+ −
λ2
N
)
vˆ4 . (54)
The support of the distribution has two components, between [
√
Nλ−,
√
Nλ+] and between
[−√Nλ+,−
√
Nλ−], with 0 < λ− < λ+. The constraints may be solved and the energy
evaluated in a similar way to what was done in section 5. Illustrative eigenvalue distributions
just above and below the critical coupling are shown in figure 3.
-1.5 -1.0 -0.5 0.0 0.5 1.0 1.50.0
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N
ρ
N
Figure 3: Illustrative eigenvalue distributions on each side of the transition. The connected
distribution shown has vˆ4 = 0.15, while the disconnected distribution has vˆ4 = 0.2. The
critical coupling is vˆQCP4 ≈ 0.177.
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5.3 Behavior and matching at large v4
Using the disconnected solution (54) and solving the constraints, one finds that at large
vˆ4 →∞ the support of the eigenvalue distribution tends towards two narrow strips with
λ− = 1− 1
2(2vˆ4)1/4
+ · · · , λ+ = 1 + 1
2(2vˆ4)1/4
+ · · · . (55)
There are no quantum fluctuations of the spins in this limit, as the eigenvalue distribution
tends towards the sum of delta functions
ρ(λ) =
N
2
(
δ(λ+
√
N) + δ(λ−
√
N)
)
. (56)
The moments of the distribution are therefore all given by
1
Nn+1
〈tr Φ2n〉 = 1
Nn+1
∫
dλρ(λ)λ2n = 1 . (57)
The ground state energy as v4 →∞ tends to
K
N2
E0 = vˆ4 + · · · , ⇒ 1
N2
E0 = v4 + · · · . (58)
Indeed, the energy scale K associated with quantum fluctuations has dropped out of this
formula at leading order, as we should expect. The leading order (linear in v4 term) here
exactly reproduces the ground state energy of the matrix phase of the classical spin model
found in [15]. Note that the energies have been shifted by one in figure 1 of [15]. This
provides another check on our computations. More importantly however, we now describe
how both the ground state energy (58) and moments (57) agree with those of the ground
state of the v4 →∞ microscopic spin system.
It is convenient to discuss the classical v4 → ∞ limit by setting h = 0. The ground
states of this model will be some specific matrix configurations |ordered〉 of classical Ising
spins. Individually these will all necessarily break the symmetries of the model. The energy
of these ordered states must be of the form
1
N2
Eord = α v4 , (59)
for some constant α. Determining α turns out to be a little subtle.
For generic large but finite N , the classical (h = 0) model exhibits glassy physics and
so Monte-Carlo computations are unable to find the true ground state. We have performed
(classical) Monte-Carlo simulations for various values of N between 50 and 100 and found
that states always exist with α ≈ 1.14 or slightly lower. This is consistent with the energy
of glassy states reported in [15].
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However, it was noted in [15] – the discussion in section 8 of [35] is also relevant – that
for the special values of N = 2k, with k integer, the exact ground states can be found and
these have α = 1. These states are then in agreement with the matrix quantum mechanics
result (58). In these states the matrix of Ising spins (taken to be valued in ±1) is such that
all the rows are mutually orthogonal. Symmetric orthogonal matrices are easily constructed
iteratively as follows. Firstly for N = 2, take
M2 =
 1 1
1 −1
 . (60)
For general N = 2k one then has
M2k =
 M2k−1 M2k−1
M2k−1 −M2k−1
 . (61)
These matrices have all eigenvalues equal to ±√N , also in agreement with the matrices
found in the v4 →∞ limit of the matrix quantum mechanics described by (56). It immedi-
ately follows that the spin moments agree with the matrix quantum mechanics answer (57).
Given that the large N limit taken in the matrix quantum mechanics did not presuppose
N = 2k, this seems to indicate that classical states with energy close to the crystalline states
always exist in the large N limit, although we do not know how to find them.
5.4 Existence of the topological quantum phase transition
Let us explicitly make the argument that the matrix saddle undergoes a continuous large
N topological quantum phase transition of the sort described in section 5.2 above.
We have seen that the matrix saddle (13) of the bosonic partition function correctly
captures the ground state to several orders in perturbation theory about the free limit
v4 = 0 (section 5.1) and in the classical limit v4 = ∞ (section 5.3). Away from these
limits, the mismatch described in section 5.1 suggests that the higher derivative terms in
the expansion of the discrete derivative (10) may be important. However, these terms are
still consistent with an emergent O(N) symmetry. Such terms would lead to additional
contributions to perturbation theory but do not lead to a breakdown of the ansatz (12) for
the Lagrange multipliers. The O(N) symmetry implies that a collective field description will
exist at all couplings. The eigenvalue distribution is connected at v4 = 0 and disconnected
at v4 = ∞, so there must be a topological phase transition at intermediate couplings.
Because the eigenvalue distribution at a given coupling is unique (this is at least true for
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perturbative corrections to the free and classical limits), the transition will be continuous
and in the universality class of that described in section 5.2 above.
The conclusion above pertains to the matrix saddle, independently of additional physics
such as quantum glassiness and ordering that may dominate regions of the zero temperature
phase diagram.
6 Low energy excitations
We can now characterize the gapless excitations at and close to the continuous quantum
critical coupling vQCP4 . These will be shown to be described by waves propagating in an
emergent 1+1 dimensional spacetime.
6.1 Collective excitations of the eigenvalue distribution
The collective field Hamiltonian (39) can be written in the more transparent form
H =
∫
dλρ(λ)
(
1
2K
[
[(P∂pi)(λ)]2 +
pi2
3
1
4
ρ(λ)2
]
+ V (λ)
)
− N
2
32K
. (62)
Here the constraint (35) has been used as well as the expression (41) to simplify the Hilbert
transform. We have introduced the projection of the momentum
(P∂pi)(λ) =
∫
dλ′ρ(λ′)P (λ, λ′)∂λ′pi(λ′) , (63)
where
P (λ, λ′) =
δ(λ− λ′)
ρ(λ′)
− λλ
′
N2
. (64)
The constraint (35) means that P (λ, λ′) satisfies the properties of a projection operator.
The collective eigenvalue excitations are found by considering small perturbations around
the ground state solution
ρ(λ, t) = ρ?(λ) + δρ(λ, t) , (65)
pi(λ, t) = 0 + δpi(λ, t) . (66)
The linearized perturbations are controlled by the quadratic Hamiltonian
H(2) =
1
2K
∫
dλρ?(λ)
(
[(P?∂δpi)(λ)]
2 +
pi2
4
δρ(λ)2
)
. (67)
Here P? denotes the projector evaluated on the background solution ρ?.
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Following [36, 37] there are two things we can do to simplify the quadratic Hamiltonian
(67). Firstly, the change of variables to q(λ), such that
dλ
dq
= ρ?(λ) . (68)
Secondly, the canonical transformation to new variables {φ, piφ}:
δρ =
1
ρ?
√
2
pi
∂qφ , (69)
∂λδpi = − 1
ρ?
√
pi
2
piφ . (70)
The quadratic Hamiltonian then takes a more conventional form
H(2) =
pi
4K
∫
dq
(
(P¯ piφ)
2 + (∂qφ)
2
)
, (71)
where the projector in the new variables q can be written as
P¯ (q, q′) = δ(q − q′)− 1
4N2
∂q(λ
2(q))∂q′(λ
2(q′)) . (72)
The change of variables above has the additional benefit of turning one of the constraints
into a boundary condition. Let the variable q run from −L to L, with
2L =
∫ L
−L
dq =
∫
dλ
ρ?(λ)
. (73)
Then we can write the constraint (that the total number of eigenvalues does not change) as
0 =
∫
δρ dλ =
√
2
pi
∫
∂qφdq =
√
2
pi
(φ(L)− φ(−L)) . (74)
Choosing the constant of integration from (69) in the most natural way, so that φ(−L) = 0,
one therefore has the boundary condition
φ(−L) = φ(L) = 0 . (75)
The equations above are quite similar to the well-known results for the c = 1 matrix
model, e.g. [36, 37], and in particular one sees an emergent 1+1 dimensional free field dy-
namics in the quadratic Hamiltonian (71). The new ingredient is the remaining constraint,
the linearization of the second constraint in (35), which can be written
Q ≡
∫ L
−L
dq ∂q(λ
2(q))φ(q) = 0 . (76)
This constraint commutes with the quadratic Hamiltonian (71), due to the presence of
the projection operator, as it should. This is a nonlocal constraint. To see the extent to
which the emergent collective eigenvalue dynamics is local, we proceed to explicitly solve
the equations of motion and characterize the linear modes.
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6.2 Solution to the perturbation equations
The Hamiltonian equations of motion can be cast in the following form
φ˙ =
pi
2K
(
piφ − γ ∂q(λ2)
)
, (77)
p˙iφ =
pi
2K
∂2qφ , (78)
where γ (which depends on time but not q) is to be fixed by imposing that the solution obey
the constraint (76) at all times. These equations can be solved. Looking for solutions with a
definite frequency of oscillation, and imposing part of the boundary conditions, φ(−L) = 0,
one has
γ = e−iωtiγo , (79)
φ = e−iωt
[
φo sin
ω(q + L)
c
+ γo
∫ q
−L
sin
ω(q − q′)
c
∂q′(λ
2(q′))dq′
]
, (80)
where
c =
pi
2K
. (81)
The overall normalization is unimportant. The remaining boundary condition, φ(L) = 0,
and the constraint (76) will fix the ratio γo/φo and will quantize the frequencies ω.
The above solution simplifies when
ω  h
L
, (82)
which we will now show is also the limit in which a local dispersion is recovered. In the
solution, the frequency appears in the combination ωL/c; to see the factor of L, rescale the
coordinate q = Lq¯ in (80), which eliminates all other factors of L from the expression. Recall
that c is related to K via (81), which in turn depends on h via (48). Thus we can think in
terms of the combination ωL/h. The condition (82) will then be the statement that a large
number of microsopic spins participate in the collective mode. In the limit (82) of large
ω, integration by parts, together with careful treatment of boundary terms – in particular,
using the fact that near the endpoints of the eigenvalue distribution ρ?(λ) ∼ |λ− λ±|1/2 –
shows that the integral in (80)∫ q
−L
sin
ω(q − q′)
c
∂q′(λ
2(q′))dq′ =
c ∂q(λ
2(q))
ω
+O
(
1
ω2
)
. (83)
This is the usual cancellation in a rapidly oscillating integral. Using this result and (80) in
the constraint (76), and performing similar integrations by parts, one finds that at large ω
γo
φo
= O
(
1
ω
)
. (84)
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The previous two equations together imply that the second term in (80), that contains the
effects of the nonlocal constraint, drops out at large ω. In this limit, the solution that
further satisfies the remaining boundary condition φ(L) = 0 is then
φ(t, q) = φoe
−iωnt sin
ωn(q + L)
c
, ωn =
n c pi
2L
, n 1 , (85)
with n integer. These are just the solutions to the free wave equation
φ¨− c2∂2qφ = 0 , (86)
with the boundary conditions φ(−L) = φ(L) = 0. This, finally, is our sought-after emergent
spacetime locality from the spin system. This is the wave equation we quoted in (2) above.
The energy carried by the collective modes can be written in units of the microscopic
energy scale h, using the definition of c in (81) as well as (48),
ωn =
4pi2
L
nh . (87)
As the system is tuned to the critical point, the length L diverges. From the definition
of L in (73), it is clear that L will diverge logarithmically if the background eigenvalue
distribution ρ?(λ) vanishes linearly in λ at some point. In the solution (44) this is seen to
occur at λ = 0 when a = 0. For a small this means that the integral will be dominated by
the contribution close to λ = 0. Using the critical values of the parameters given in (51)
and (52), one obtains
L =
5
6
log
(
vˆQCP4 − vˆ4
)−1
+ · · · , (88)
as the quantum critical point is approached.
As L→∞ near the critical point, the condition (82) is compatible with the excitations
having small energy relative to the bare microscopic scale: h/L  ω  h. This means
that these excitations are consistently captured by the matrix quantum mechanics in which
the higher derivative terms in (10) are dropped. They are part of the universal critical
excitations. It is clear from these modes that the energy gap is closing logarithmically as
the critical point is approached. A more precise bound can be put on the gap as follows.
A certain class of critical states can be found for all n, including order one values, as
we now explain. The boundary conditions (75) and constraint (76) can also be satisfied by
setting
γo = 0 , ω = ω
′
n =
(2n− 1) c pi
2L
, n ∈ Z+ , (89)
in the solution given by (79) and (80). The ω′n correspond to odd values of n in the ωn of
(85), but n no longer needs to be large. The constraint (76) is solved because sin[ω′n(q+L)/c]
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is even in q whereas ∂q(λ
2) is odd. These low-lying excited states allow us to bound the
closure of the gap as L→∞ at the quantum critical point. This is done by putting n = 1
in (89) and using the growth (88) in L as vˆ4 → vˆQCP4 . The result is the bound
∆Emin.
h
≤ 24pi
2
5
1
log(h/∆v)
. (90)
on the lowest excitation close to the quantum phase transition, ∆v = vˆQCP4 − vˆ4.
The excitations (89) are only a subset of the very low energy modes. While beyond the
objectives of this study, it should be possible to solve the constraint equations exactly, or
at least numerically, and thereby obtain the full spectrum of excitations that are captured
by the matrix quantum mechanics.
6.3 Microscopic description of the excitations
At any fixed distance from the critical point, the length L is an order one number, and in
particular has no N scaling. Comparing with the microscopic Hamiltonian (4), we see that
(87) is roughly the energy to flip n spins. To get ω  h/L it is therefore sufficient to flip a
large but order one number of spins. These are the collective excitations described by the
emergent 1+1 dimensional free scalar field (86). Microscopically speaking, the excitations
will be particular superpositions of flipped spins. We can get some limited intuition for
what these superpositions are from weak coupling.
Evaluating the integral (73) at small vˆ4, using the background solution (44), one finds
L = pi2
(
1− 32vˆ4 + 3200vˆ24 − 393216vˆ34 + · · ·
)
. (91)
The modes with frequencies (87) then lead to the excitation energies
∆En
h
= n
(
4 + 8
v4
h
− 34
(v4
h
)2
+ 216
(v4
h
)3
+ · · ·
)
. (92)
The first term in this expansion, ∆E
(0)
n = 4hn, has a satisfying interpretation. It is the
energy cost of flipping n off-diagonal spins in the free theory or alternatively 2n diagonal
spins (or some combination thereof). To see this, first note that, with no interactions
(v4 = 0), the ground state of the spin system has all spins pointing in the x direction:
|ψ0〉 = |→〉⊗N(N+1)/2 . (93)
Here |→〉 is the eigenvector of the σx Pauli matrix such that
σx |→〉 = |→〉 σx |←〉 = − |←〉 ,
σz |→〉 = |←〉 σz |←〉 = |→〉 . (94)
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Excited states then correspond to flipping a certain number of spins from |→〉 to |←〉.
According to the Hamiltonian (4), flipping n off-diagonal and m diagonal spins costs energy
∆E(0)n = 2h(2n+m) . (95)
The energy difference for a single flipped spin is 2h, but because of the symmetry constraint,
if we flip an off-diagonal spin SAB, we must also flip SBA.
The excited states with energy ∆E
(0)
n = 4hn are highly degenerate. At first order in
perturbation theory in v4, the degeneracy is partially lifted. Let us focus on states that
do not primarily involve flipping diagonal spins, as in the mapping to the matrix saddle
in (12) we were not careful to treat the dynamics of the diagonal spins correctly. One set
of states that reproduce the degeneracy-splitting energy of ∆E
(1)
n = 8v4n predicted by the
collective field in (92) are as follows. These states are given by a linear superposition of all
possible ways of flipping k ‘rectangles’ of off-diagonal spins (i.e. a total of n = 4k spins).
For instance, for k = 1 this would be
|excited singlet〉 = |12, 23, 34, 41〉+ |12, 23, 35, 51〉+ · · ·+ |12, 23, 3N,N1〉+ · · · . (96)
Here |A,B,C,D〉 denotes a state in which the four spins A,B,C,D have been flipped relative
to the ground state (93). This state is invariant under permuting rows and columns and is
therefore a singlet state. That is good, as the collective field should indeed be describing
singlet excitations. We can see that the splitting of the degenerate state indeed leads to
∆E
(1)
n = 8v4n for these states as follows. The quartic interaction Hamiltonian in (1) – let’s
call it δH – mixes two different rectangles of spins that share one edge with a factor of 8.
For example:
〈12, 23, 34, 41|δH|12, 23, 35, 51〉 = 8v4
N
. (97)
Furthermore, a state with k rectangles can mix with 4kN = nN other different states with
k rectangles. This is because one can choose any of the 4 edges of the k rectangles to mix,
and a given edge can mix with N different other edges. The resulting restricted matrix
elements of δH admit an eigenstate given by the excited singlet state (96), with eigenvalue
∆E
(1)
n = 8v4n.
States such as (96) will become highly dressed at order one couplings. Nonetheless, they
give some feel for the types of spin excitations involved in the emergent critical behavior.
6.4 Non-singlet modes
Non-singlet modes of the matrix quantum mechanics are described by the Hamiltonian (28).
Given a background eigenvalue distribution, this is a quadratic Hamiltonian for the matrix
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Ω in (29) whose spectrum can be found exactly in principle. At generic points in parameter
space there is no hierarchy between the energy of singlet and non-singet excitations [38].
Components of the matrix Ω are associated with pairs of eigenvalues, as in for instance
the Hamiltonian (28). The modes become heavy if the corresponding eigenvalues are closely
spaced. Upon tuning to the quantum critical point, there is a divergence in the density of
states close to the point where the eigenvalue distribution splits. This leads to tightly spaced
eigenvalues in this region and a divergence in the energy of the corresponding non-singlet
excitations as [21, 22, 23]
∆Enon-sing.
h
∼ log(1/a) ∼ log(h/∆v) . (98)
While the decoupling only occurs close to the disconnection point of the eigenvalue distri-
bution (cf. [23]), recall from the computation around (88) above that this is the region
responsible for the growth of the length L → ∞. Therefore, this is the same region where
the gapless singlet excitations propagate locally.
An alternative approach to isolating the singlet dynamics would be to realize an emergent
gauged matrix quantum mechanics, in which the non-singlet states are projected out. This
may be possible by appropriately coupling the spin system to a dynamical magnetic field.
The decoupling of the non-singlet modes at the critical point is equivalent to an emergent
gauge symmetry in the low energy theory.
7 Discussion
This paper has constructed a ‘regularization’ of large N matrix quantum mechanics by a
finite dimensional spin Hamiltonian. The structure we have built has suggestive connections
to other physical systems, as we now describe.
Gauge theory: It has been pointed out to us by Xiaoliang Qi and Zhao Yang that the
spin Hamiltonian (1) defines a Z2 gauge theory on a highly connected graph in which N
vertices are all connected to each other by N(N+1)/2 edges (if the spins along the diagonal
can be neglected, i.e. each vertex is not connected to itself, then this is a complete graph).
The ZN2 symmetry described in section 2 is then precisely the gauge symmetry that acts at
the N vertices, while the N(N + 1)/2 spins live on the edges. The maximally connected
nature of the graph allows for this gauge theoretic interpretation, despite the fact that there
are order N2 spins, but only order N symmetries. From this point of view, the topological
transition we have encountered is a cousin of familiar transitions in large N gauge theories
in which the eigenvalue distribution of Wilson loops becomes disconnected [39, 40].
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An exciting possibility is that gauge theories on complete graphs may give a general
microscopic framework for realizing emergent matrix quantum mechanics, as the gauge
symmetries pin the indices on the spin interactions in pairs, in a way that can naturally lead
to matrix multiplication in a continuum limit. This may be helpful for finding qubit systems
that allow an emergent matrix quantum mechanics with more than one matrix. This will be
necessary to obtain a higher dimensional emergent spacetime with richer structure, such as
black holes with Bekenstein-Hawking entropy and stringy substructure of spacetime leading
to Ryu-Takayanagi entanglement. It may also be that the gauge theoretic, hyperoctahedral
structure on its own is enough to connect directly with emergent spacetime dynamics.
Scrambling: The paper [15] considered the classical version of the system we have studied
because it is a solvable model of a structural glass, that is, without quenched disorder.
The matrix multiplication structure of the interactions was sufficient to obtain frustrated
dynamics. Another feature of matrix interactions is that they are expected to be associated
with ‘fast scrambling’ quantum chaotic dynamics [48, 41]. Therefore, quantum spin systems
that lead to emergent matrix quantum mechanics might be expected to give tractable models
for fast scrambling. The currently best understood microscopic model for this behavior, the
Sachdev-Ye-Kitaev model [42, 43, 44, 45], involves quenched random interactions. Another
model with quenched disorder that may scramble quickly is the transverse-field Sherrington-
Kirkpatrick model [46, 47]. Matrix interactions may remove the need for quenched disorder
in achieving fast scrambling, as they did for glassiness. Indeed, there may be a relation
between glassiness and fast scrambling [47].
Fermions: Bosonic matrix quantum mechanics can also emerge as the low energy de-
scription of a many-body fermionic quantum mechanics with nonlocal interactions [49].
In this case, the ‘qubit’ nature of the underlying Hilbert space is due to the Grassmann
statistics of fermions. The fact that fermions at different sites anticommute, however, means
that even simple-looking Hamiltonians have a complicated representation as a matrix on the
Hilbert space (cf. the Jordan-Wigner transform). Similar to the models we have obtained
in this paper, the low energy boson matrix quantum mechanical wavefunctions obtained in
[49] are valued in a compact space. In fact, the general class of quantum mechanical models
considered in [49] (that paper focuses on SU(2) invariant Heisenberg-like interactions) may
possibly describe ‘fractionalized’ spin liquid phases (see e.g. [50]) of transverse field spin
models, via the change of variables
~SAB = ψ¯AC~σ ψCB . (99)
Here ~σ are the Pauli matrices and ψAC is a largeN matrix of fermions. In these constructions
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there is typically also an emergent gauge symmetry acting on the fermion Hilbert space [50].
String theory: The unconstrained single matrix quantum mechanics gives a nonpertur-
bative description of two dimensional string theory [24, 25, 26, 20]. It is natural to ask
whether the constraint (22) that arises from an underlying spin system admits a string
theoretic interpretation. We can make one preliminary comment in this regard. If we define
P±(λ) = ∂λpi(λ)± pi
2
ρ(λ) , (100)
then the collective field Hamiltonian (39), using (41), becomes
H =
∫
dλ
(
1
6piK
[
P 3+(λ)− P 3−(λ)
]
+
1
pi
[
P+(λ)− P−(λ)
]
V (λ)
)
− 1
8pi2KN2
(∫
dλλ
[
P 2+(λ)− P 2−(λ)
])2
. (101)
We see that the final term due to the constraint breaks the decoupling of the two chiral
modes P± that is otherwise present in two dimensional string theory [51, 52].
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A Constrained quantization details
This appendix gives some details regarding the quantization of a constrained system that
is performed in section 4 in the main text.
A.1 Dirac quantization
The starting point is the Lagrangian (73), i.e.
L = tr
(
K
2
Φ˙T Φ˙− V (Φ)− µ (ΦTΦ−N)− ν (ΦT − Φ)) . (102)
Recall that µ is a single Lagrange multiplier, whereas νAB is a matrix’s worth of multipliers.
The momenta conjugate to the fields are clearly
ΠAB ≡ ∂L
∂Φ˙AB
= KΦ˙AB, Πµ ≡ ∂L
∂µ˙
= 0, ΠνAB ≡
∂L
∂ν˙AB
= 0, (103)
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and hence the na¨ıve Hamiltonian is
H =
∑
AB
ΠABΦ˙AB − L
= tr
[
1
2K
ΠTΠ + V (Φ) + µ(ΦTΦ−N) + ν (ΦT − Φ)] . (104)
However the primary constraints
χ01 ≡ Πµ = 0 , χAB1 ≡ ΠνAB = 0 , (105)
imply that the most general Hamiltonian takes the form
HT = H + u
0
1χ
0
1 +
∑
AB
uAB1 χ
AB
1 , (106)
where the u1’s are arbitrary at this point.
For consistency we now have to require that the χ1’s are zero at all times:
0 = χ˙01 = {χ01, HT } = −
∂H
∂µ
= −tr(ΦTΦ−N),
0 = χ˙AB1 = {χAB1 , HT } = −
∂H
∂νAB
= ΦAB − ΦBA, (107)
where we used the usual Poisson bracket:
{f, g} ≡
∑
i
∂f
∂qi
∂g
∂pi
− ∂f
∂pi
∂g
∂qi
. (108)
It follows that we find the secondary constraints:
χ02 ≡ −tr(ΦTΦ−N) = 0 , χAB2 ≡ ΦAB − ΦBA = 0 . (109)
Since these constraints commute with the primary constraints, we can also add them to the
Hamiltonian:
HT = H + u
0
1χ
0
1 +
∑
AB
uAB1 χ
AB
1 + u
0
2χ
0
2 +
∑
AB
uAB2 χ
AB
2 , (110)
and now require that the χ2’s are zero at all times. This gives
0 = χ˙02 = {χ02, HT } = −
2
K
∑
AB
ΦBAΠBA,
0 = χ˙AB2 = {χAB2 , HT } =
1
K
(
ΠAB −ΠBA) , (111)
and thus further secondary constraints
χ03 ≡ −2tr(ΦTΠ) = 0 , χAB3 ≡ ΠAB −ΠBA = 0 . (112)
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These constraints cannot be added to the Hamiltonian without changing the dynamics of
the χ2’s since they do not commute. Instead, imposing 0 = χ˙
0
3 = {χ03, HT } and 0 = χ˙AB3 =
{χAB3 , HT } fixes u02 and uAB2 , respectively, and does not introduce any further constraints.
At this stage the dynamics is still not fully determined because we still have the unknown
parameters u1. These free parameters indicate a gauge freedom and can be fixed by the
convenient gauge conditions:
µ = 0 ⇒ 0 = µ˙ = {µ,HT } = u01,
νAB = 0 ⇒ 0 = ν˙AB = {νAB, HT } = uAB1 . (113)
In the end we find that the system can be described by the Hamiltonian:
H = tr
(
1
2K
ΠTΠ + V (Φ)
)
, (114)
together with the constraints
tr
(
ΦTΦ−N) = 0 , tr(ΦTΠ) = 0 , (115)
Φ− ΦT = 0 , Π−ΠT = 0 . (116)
These are the results quoted in the main text.
To ensure that observables remain on the constrained surface, the dynamics and com-
mutators must be evaluated using the Dirac bracket:
{f, g}Dirac ≡ {f, g} −
∑
ij
{f, χi}Cij{χj , g}, (117)
where C = M−1, the inverse of the Poisson bracket matrix of the constraints:
Mij = {χi, χj} . (118)
The eight sets of constraints are
χ01 = Πµ, χ
0
2 = −tr(ΦTΦ−N), χ03 = −2tr(ΦTΠ), χ04 = µ , (119)
χAB1 = ΠνAB , χ
AB
2 = Φ
AB − ΦBA, χAB3 = ΠAB −ΠBA, χAB4 = νAB .(120)
It is straightforward to compute and invert M , with the result
{ΦAB,ΠCD}Dirac = 1
2
(δACδBD + δADδBC)− 1
N2
ΦABΦCD. (121)
This is the result quoted in (18) in the main text.
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A.2 Rotation to eigenvalue basis
In going from the Hamiltonian acting on wavefunctions of the matrix Φ, equation (21), to
the eigenvalue Hamiltonian (25), the following manipulation is important.
The symmetric matrix Φ can be diagonalized via Φ = OTΛO, where Λij = λiδij . It
follows that
δ(ΦAB) = δ(O
TΛO)AB = δ(O
T )AC(ΛO)CB+(O
T )ACδ(λ)COCB+(O
TΛ)ACδ(O)CB, (122)
which implies that
∂ΦAB
∂λi
= (OT )AiOiB. (123)
Using this result we find∑
i
λi
∂
∂λi
=
∑
ABi
λi
∂ΦAB
∂λi
∂
∂ΦAB
=
∑
AB
ΦAB
∂
∂ΦAB
. (124)
B Perturbative matching with the spin system
In this appendix we match the matrix quantum mechanics expansions of the moments
(47) with perturbative computations in the microscopic model (1). The reader may find it
instructive to see how a combinatorial structure arises from the spin system.
For ease of reference, recall that the transverse-field Ising model (1) to be solved is
H = −h
∑
A,B
S xAB +
v4
N
∑
A,B,C,D
SzABS
z
BCS
z
CDS
z
DA . (125)
All indices run from 1 to N , although the identification (3) means that there are only
N(N+1)/2 spins. This model can be analyzed perturbatively in v4 using textbook quantum
mechanical perturbation theory. Small v4 is equivalent to large h and hence this limit will
describe quantum disordered spins.
When v4 = 0, the ground state has all spins pointing in the x direction:
|ψ0〉 = |→〉⊗N(N+1)/2 . (126)
Here |→〉 is the eigenvector of the σx Pauli matrix such that
σx |→〉 = |→〉 σx |←〉 = − |←〉 ,
σz |→〉 = |←〉 σz |←〉 = |→〉 . (127)
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B.1 Moments from the spin system: zeroth order
From the v4 = 0 ground state we can evaluate the moments at zeroth order in perturbation
theory in v4. In terms of the microscopic spin variables
〈tr Φ2n〉 = 〈ψ0| tr
[
(Sz)2n
] |ψ0〉 , (128)
with |ψ0〉 given in (126), with all spins pointing in the x-direction. To leading order in
large N , this expectation value is obtained by solving the following combinatorial problem:
The operator Sz flips a spin that is pointing along the x-direction. It follows that only
the terms in tr
[
(Sz)2n
]
that flip any given spin an even number of times can contribute
to the expectation value in the ground state. Of these terms, those that flip n spins twice
dominate at large N , that is terms such as:∑
AB1B2...Bn
SzAB1S
z
B1AS
z
AB2S
z
B2A . . . S
z
ABnS
z
BnA =
∑
AB1B2...Bn
1 = Nn+1 , (129)
where we used SzABS
z
BA = (S
z
AB)
2 = 1. We thus have to count how many of these terms
there are in
tr
[
(Sz)2n
]
=
∑
A1...AnB1...Bn
SzA1B1S
z
B1A2S
z
A2B2 . . . S
z
AnBnS
z
BnA1 . (130)
We consider the first operator, which acts on spin A1B1, and take any of the other
operators and force it to also act on spin A1B1. It turns out that at large N we only have
to consider the cases A1 = Ai and B1 = Bi−1 with i = 1, . . . , n, where we defined B0 ≡ Bn.
That is, the cases where the second, fourth, sixth, ..., or 2n-th operator acts on the same
spin as the first operator. The other cases give subleading contributions at large N . When
we do this, i.e. enforce A1 = Ai and B1 = Bi−1, something nice happens. There are two
types of terms that arise, those in which the identified spins are adjacent in the trace and
those in which they are separated. This leads to∑
A1...AnB1...Bn
( ∑
i=1...n
δA1AiδB1Bi−1
)
SzA1B1S
z
B1A2S
z
A2B2 . . . S
z
AnBnS
z
BnA1
= 2Ntr[(Sz)2n−2] +
∑
i=2...n−1
tr[(Sz)2i−2]tr[(Sz)2n−2i] . (131)
This result leads to a recursion relation. Let us define
〈ψ0| tr[(Sz)2n] |ψ0〉 ≡ I2n +O(Nn) , (132)
then at leading order in large N we have just shown that
I2n = 2NI2n−2 +
∑
i=2,...n−1
I2i−2I2n−2i . (133)
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The above recursion relation is solved by precisely the expression found from the matrix
saddle in (47):
I2n = N
n+1 2Γ(2n)
Γ(n)Γ(n+ 2)
. (134)
This agreement shows explicitly that the matrix quantum mechanics is solving the correct
combinatorial problem. In particular, the ‘matrix saddle’ indeed captures the fully quantum
disordered large N ground state with v4/h = 0.
B.2 Moments from the spin system: first order
We can now include the first order correction in v4. We need to compute:
〈ψ0| tr[(Sz)2n] |ψ1〉 =
∑
k 6=ψ0
〈ψ0| tr[(Sz)2n] |k〉 〈k| δH |ψ0〉
E0 − Ek . (135)
Here we have used the standard perturbation theory formula for the first order correction
to the state, |ψ1〉. Thus E0 and Ek are the energies of |ψ0〉 and |k〉 in the unperturbed
Hamiltonian, H0. H0 and δH are the first and second terms in (125).
The action of δH on the ground state is to flip 2 or 4 spins from the plus x to the
minus x direction. It follows that the states |k〉 have only 2 or 4 spins flipped and thus
〈ψ0| tr[(Sz)2n] |k〉 is non-zero only when tr[(Sz)2n] flips back these same 2 or 4 spins and
when it flips all other spins that it acts on an even number of times. At leading order in
N we only have to consider the terms in tr[(Sz)2n] that flip n − 2 spins twice, and the
remaining 4 spins once. In particular, we find that the leading contributions come from
terms that can be written as follows:∑
A1...A4
SzA1A2TA2(k1)S
z
A2A3TA3(k2)S
z
A3A4TA4(k3)S
z
A4A1TA1(k4) , (136)
where
TA(k) ≡ (Sz)2kAA , (137)
and where we pair up the operators within each T as in (129). That is, the operators in the
T s are the ones that flip the n − 2 spins twice. In terms of the discussion of the previous
subsection, we see that to leading order
TA(k) =
I2k
N
. (138)
There are then four types of terms contributing to (135) depending on whether the four T s
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in (136) are contiguous or not. Taking combinatorial factors into account we obtain:
tr[(Sz)2n] =
2n
N
I2n−4 +
3n
N2
∑
k
I2kI2n−2k−4 +
2n
N3
∑
k,m
I2kI2mI2n−2k−2m−4
+
n
2N4
∑
j,k,m
I2jI2kI2mI2n−2j−2k−2m−4
 tr[(Sz)4] + · · ·
=
1
N3
n(n− 1)
n+ 2
I2n tr[(S
z)4] + · · · . (139)
The last step used the expression (134) for Im.
Using the result (139) in (135), the first order in v4 correction to the moment is
2 〈ψ0| tr(Sz)2n |ψ1〉 = 2
N3
n(n− 1)
n+ 2
I2n
N
v4
∑
k
| 〈k| δH |ψ0〉 |2
E0 − Ek + · · ·
=
2
N3
n(n− 1)
n+ 2
I2n
N
v4
−v24N2
2h
+ · · ·
= −n(n− 1)
n+ 2
I2n
v4
h
. (140)
This expression agrees precisely with the leading order matrix quantum mechanics correc-
tion in (47), provided that we make the identification quoted in (48), namely
K =
1
16h
. (141)
Thus the matrix quantum mechanics ground state is solving the correct combinatorial prob-
lem even upon the (perturbative) inclusion of the quartic spin interactions. The entire n
dependence (all the single trace moments, effectively the entire eigenvalue distribution) has
been reproduced from matching a single effective coupling in (141).
We have similarly reproduced the order v24 moments in (47).
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