The existence and uniqueness of the solution of a fractional evolution equation with the Riemann-Liouville fractional derivative of order α ∈ (0, 1) is studied in Hilbert space, based on the theory of sums of accretive operators. The results are applied to some subdiffusion problems. 
Introduction
Recently, there has been an increasing interest in fractional evolution equations. An extensively studied class of such equations are the so-called subdiffusion equations. They are obtained from classical diffusion equations replacing the first order time-derivative by a fractional derivative of order α ∈ (0, 1) in the sense of Riemann-Liouville or Caputo. An important application of the subdiffusion equations is the modelling of anomalous diffusion, which can occur in widely different systems ranging from amorphous semiconductors through polymers and composite heterogeneous films to porous media. For a survey, see e.g. [15] , see also [8] , [17] , [1] , [13] , [14] and the references cited there. Many authors use the Caputo fractional derivative c 2012 Diogenes Co., Sofia pp. 232-243 , DOI: 10.2478/s13540-012-0017-0 in subdiffusion equations, or treat only the case of zero initial conditions, when the two types of derivatives coincide. This is because initial conditions in problems with Caputo derivative are expressed in terms of initial values of the unknown function itself, while fractional differential equations with Riemann-Liouville derivative require initial conditions expressed in terms of initial values of a fractional integral of the unknown function, which are often considered "not physical". But Heymans and Podlubny [7] have shown that the initial conditions for fractional differential equations with Riemann-Liouville derivatives have physical meaning, and that the corresponding quantities can be obtained from measurements. Moreover, they demonstrated that in many instances of practical significance zero initial conditions appear in a natural way.
In this article we study an abstract nonhomogeneous differential equation with the Riemann-Liouville fractional derivative of order α ∈ (0, 1), which generalizes some subdiffusion problems. Beginning by [12] , fractional evolution equations in their abstract form are studied by many authors, see for more recent developments e.g. [11] and the references therein.
We consider the following equation:
Here D α t denotes the Riemann-Liouville fractional derivative with respect to time: 4) and the convolution operation 
In this article we prove maximal regularity of problem (1.1) rewriting it as an operator equation and applying the method of sums of accretive operators (see e.g. [6] ). We use essentially the fact that the operator of fractional differentiation is m-accretive for α ∈ (0, 1). The results obtained for the abstract equation (1.1) are applied to some subdiffusion problems based on Riemann-Liouville fractional derivative. 
Preliminaries

Operators in Hilbert space
Denote by R(A) the range of A and by (A) the resolvent set of A. Denote the inner product in H by (., .) H . Definition 2.1. We call the operator A accretive if
In [10] is proved that if A is m-accretive, it is necessarily closed and densely defined. Further, note that if A is accretive and (2.2) holds for some λ 0 > 0 then it holds for all λ > 0, so it is m-accretive. Indeed, the equation λu + Au = f is equivalent to
H ≤ 1. Then, according to the fixed point theorem, (2.3) has a unique solution for all λ < 2λ 0 . Repeating this procedure we obtain solution for any λ > 0, i.e. (2.2) holds.
Consider the space L 2 (I; H), where I = (0, T ) for some T > 0. It is a Hilbert space with inner product
The following result is proved in [16] , Proposition 6.7.
Lemma 2.1. k(t)A is a kernel of positive type if and only if
where k(λ) denotes the Laplace transform of k(t).
Fractional integro-differential operators in L 2 spaces
We extend the operators of fractional integration and differentiation to L 2 (I; H) in the following way. Define the operators of fractional integration
where the integration is in the sense of Bochner. Applying the Young inequality, it follows that J α ∈ B(L 2 (I; H)) for all α > 0:
Let now α ∈ (0, 1) and define the spaces R α,2 0 (I; H) as follows:
where W 1,2 0 (I; H) are the standard Sobolev spaces, see (1.6) . Note that the functions from R α,2 0 (I; H) are continuous in t only if α > 1/2 (see [18] ). Define the extensions L α of the operators of fractional differentiation by: 
is a kernel of positive type (take A the identity operator and use that the Laplace trans-
, and so, L α is accretive. To prove that L α satisfies (2.2) we use the following equality (see e.g. [18] , Example 42.2, for the scalar case):
where E α,β is the Mittag-Leffler function
. 
Main result
Let H be a complex Hilbert space and f ∈ L 2 (I; H). We study the maximal regularity of the problem If C(t) is simply a multiplication by a positive constant, i.e. when the problem is
the maximal regularity in L 2 (I; H) follows from a result in [4] concerning sums of accretive operators, see also [2] , Theorem 5.5: Define operators A and C in L 2 (I; H) as follows:
2).
Now return to problem (3.1) and make the following assumptions: (A) A is a linear m-accretive operator in H, 0 ∈ ρ(A) and
| arg(Au, u) H | ≤ (1 − α)π/2 for any u ∈ H 1 .D(A) = L 2 (I; H 1 )
, (Au)(t) = Au(t), t ∈ I, u ∈ D(A); D(C) = L 2 (I; H), (Cu)(t) = C(t)u(t), t ∈ I.
Rewrite equation (3.1) as an operator equation in L 2 (I; H):
or, setting u = A −1 v (this is possible since 0 ∈ ρ(A)), we have:
Next we apply the following lemma ([3], Lemma 2.4) which we prove here for completeness.
Lemma 3.1. Let A be m-accretive and let B be an accretive Lipschitz continuous everywhere defined operator in a Hilbert space H. Then A + B with D(A + B) = D(A) is m-accretive.
P r o o f. It is immediate that A + B is accretive. Thus, in order to prove the m-accretivity of the operator A + B, we need to show that the equation λu + Au + Bu = f (3.6) has a solution u ∈ D(A) for all λ > 0 and f ∈ H. Using the same argument as in Section 2.1. it suffices to prove this only for some λ 0 > 0. Equation (3.6) is equivalent to
0 it follows that the right-hand side of equation (3.7) defines a strict contraction in H and therefore it admits a unique fixed point. Therefore (3.6) has a unique solution.
2
Our aim is to prove that equation (3.5) has a unique solution. Consider first the operator
In order to apply Lemma 3.1, we need 
which is equivalent to
This holds if g α (t)A is an operator-valued kernel of positive type. Since g α (λ) = λ −α , the inequality (2.5) is satisfied for k = g α , α ∈ (0, 1), if and only if condition (3.3) is satisfied. Therefore, according to Lemma 2.1,
Consider now operator C − γ, where γ is the positive constant from (C). It is immediate by (C), that C − γ is a bounded accretive operator. According to Lemma 3.1, L α A −1 + C − γ is m-accretive, that is, for any f ∈ L 2 (I; H) the equation (3.5) has a unique solution v ∈ L 2 (I; H). By taking the inner product of (3.5) with v we obtain by using the accretivity of the operators L α A −1 and C − γ
and applying the Cauchy-Schwarz inequality, it follows
Further, from the boundedness of C, (3.5) and (3.8) we obtain that there exists a constant C such that
Therefore u = A −1 v is the unique solution of (3.4), for which (3.9) implies
Moreover, from the boundedness of J α it follows
In this way we proved the following result: 
satisfying (3.1). Moreover, the following estimate holds
Note that property (3.3) is stronger than accretivity of A only and weaker than the condition that the operator A is accretive and self-adjoint (in this case (Au, u) H ⊆ R + ). So, instead of (A) we can suppose the following stronger condition, which is sometimes easier to check in applications:
(A ) A is accretive and self-adjoint in H, 0 ∈ ρ(A); Corollary
Suppose that condition (A) is replaced by (A ) in Theorem 3.2. Then the claims of the theorem hold.
Remark 3.1. The following result from [9] elucidates condition (A ) (for a proof see also [2] , Lemma 5.9): A linear operator A is self-adjoint and accretive, if and only if it is symmetric and m-accretive. If in addition 0 ∈ ρ(A), then there exists β > 0 such that (Au, u) ≥ β u 2 .
Remark 3.2. Since Lemma 3.1 holds for nonlinear, accretive, Lipschitz continuous everywhere defined operators B, we can weaken condition (C) assuming: C(t) is a nonlinear operator, everywhere defined in L 2 (I; H), satisfying for any
The claims of Theorem 3.2 will still hold.
Application to subdiffusion problems
Let Ω ⊂ R n be a bounded domain, S = ∂Ω, H = L 2 (Ω), and define the operator A by 
In a series of articles, Luchko studies similar problems with the same operator A, a(x, t) = 1 and the Caputo fractional derivative, see [14] and the references therein. Subdiffusion equations based on the Riemann-Liouville fractional derivatives are studied in [8] , see also [17] .
Consider now the fractional quasilinear subdiffusion equation in one space dimension with q(x) = 0:
where u = u(t, x), t ∈ I, x ∈ (0, 1), with boundary and initial conditions
2) for some constants p 0 , p 1 and rewrite the diffusion operator as
A natural way to study such problems is by applying a fixed point argument to the linearized equation where L is replaced by L l :
where v is given function. The obtained linearized problem is a particular case of the abstract equation (3.1) with , t) )u. Since these operators satisfy the conditions (A ) and (C) (because of the assumption (4.2)), we have maximal regularity of the linearized problem in the space L 2 (I; L 2 (0, 1)) and then we can proceed with the quasilinear problem.
Conclusions
We apply the method of sum of accretive operators to study the maximal regularity of abstract fractional evolution equations with RiemannLiouville fractional derivative of order α ∈ (0, 1) in Hilbert space settings. This is a simple method working for a large class of operators, appearing in the applications. It is applicable even when the operator involved depends on time or in cases where some nonlinearity of the operator C(t) is observed.
On the other hand, with this method we need to suppose conditions on the operator A, which are quite restrictive compared to other, more sophisticated methods. For example, it is known (see e.g. [16] , p. 233) that the operators A satisfying (A) are operators with bounded imaginary powers with power angle θ ≤ (1 − α)π/2. However, if we consider the particular case (3.2), we know (see [5] ) that it is solvable under a much weaker condition: θ < (2 − α)π/2. Another disadvantage is that we can not apply this method to study fractional evolution equations of order α ∈ (1, 2), because in this case the operator L α is not m-accretive. Reduction of problems with α ∈ (1, 2) to a system of equations of order α/2 (as this is usually done for the classical wave equation) could be helpful in this case. Also, a direct application of the presented method to problems with the Caputo fractional derivative would give only partial results because in this case continuity of the solution u(t) is required, but we know that the elements of the spaces R α,2 0 (I; H) are continuous functions in time only for α > 1/2. To overcome these shortcomings additional considerations are necessary.
