If X is a metric space, then its finite subset spaces X(n) form a nested sequence under natural isometric embeddings X = X(1) ⊂ X(2) ⊂ · · · . It was previously established, by Kovalev when X is a Hilbert space and, by Bačák and Kovalev when X is a CAT(0) space, that this sequence admits Lipschitz retractions X(n) → X(n − 1) for all n ≥ 2. We prove that when X is a normed space, the above sequence admits Lipschitz retractions X(n) → X, X(n) → X(2), as well as concrete retractions X(n) → X(n − 1) that are Lipschitz if n = 2, 3 and Hölder-continuous on bounded sets if n > 3. We also prove that if X is a geodesic metric space, then each X(n) is a 2-quasiconvex metric space. These results are relevant to certain questions in the aforementioned previous work which asked whether Lipschitz retractions X(n) → X(n − 1), n ≥ 2, exist for X in more general classes of Banach spaces.
Introduction
Given a metric space X, let X(n) denote the collection of nonempty finite subsets of X of cardinality at most n, viewed as a metric space with respect to the Hausdorff distance d H . Then we have a nested sequence under natural isometric embeddings X = X(1) ⊂ X(2) ⊂ · · · . If X, Z are metric spaces, a map f : X → Z is Lipschitz if there is a number λ ≥ 0, (the least of) which we denote by Lip(f ), such that d(f (x), f (y)) ≤ λd(x, y) for all x, y ∈ X. If Z ⊆ X, a map r : X → Z is a retraction if its restriction to Z is the identity map, i.e., r| Z = id Z : Z → Z, z → z. A map X → Z is a Lipschitz retraction if it is both a Lipschitz map and a retraction.
As pointed out by L. V. Kovalev in [7] , an example from [8] shows that for a generic metric space X, there need not exist continuous retractions r : X(n) → X(n − 1) for every n ≥ 2. That is, given n ≥ 2, a continuous map of metric spaces f : X(n − 1) → Z need not always extend to a continuous map F : X(n) → Z. It was then proved in [7] that for a Hilbert space H, however, Lipschitz retractions r : H(n) → H(n − 1) exist for all n ≥ 2. This result was generalized by M. Bačák and L. V. Kovalev in [2] to the case where X is a CAT(0) space.
In this paper, we prove that when X is a normed space, the aforementioned sequence admits Lipschitz retractions X(n) → X, X(n) → X(2), as well as concrete retractions X(n) → X(n − 1) that are Lipschitz if n = 2, 3 and Hölder-continuous on bounded sets if n > 3. We also prove that if X is a geodesic metric space, then each X(n) is a 2-quasiconvex metric space.
Question 3.4 of [7] asked whether Lipschitz retractions X(n) → X(n − 1) exist for all n ≥ 2 when X is a Banach space. A related question in Remark 3.4 of [2] similarly asked whether strictly convex or uniformly convex Banach spaces admit such Lipschitz retractions. The results of this paper provide tools of investigation towards answering the above questions.
We begin in Section 2 by introducing our notation for finite subset spaces X(n) of a metric space X. This involves Hausdorff distance, symmetric products of metric spaces, and a few results we will use in subsequent sections.
In Section 3, Theorem 3.18, we show that if X is a normed space, then there exists a Lipschitz retraction X(3) → X(2) with Lipschitz constant 731. In Section 4, Theorem 4.11, we use a result of P. Shvartsman in [10, Theorem 1.2] to construct Lipschitz retractions X(n) → X and X(n) → X(2). In Section 5, Theorem 5.7, using a refinement of the differentiable-path mapping technique applied in [7] when X is a Hilbert space, we show that for any normed space X, there exist retractions r : X(n) → X(n − 1), for all n ≥ 2, that are Hölder-continuous on bounded sets.
In Section 6, we derive a key property of finite subset spaces X(n) of a geodesic space X, namely, quasiconvexity. We show in Theorem 6.18 that for any geodesic space X, the space X(n) is 2-quasiconvex for all n ≥ 1, X(2) is a geodesic metric space, and for n ≥ 3 the quasiconvexity constant 2 for X(n) is the smallest possible.
Finite Subset Spaces of Metric Spaces
Throughout, we denote the collection of all subsets of a topological space X by P(X), and nonempty subsets of X by P * (X). The closure of a set A ⊆ X will be denoted by A. If X is a metric space, B(X) and B * (X) will denote bounded subsets and nonempty bounded subsets respectively. Furthermore, if A, B ⊆ X and ε > 0, we will denote the distance between A, B by dist(A, B) := inf{d(a, b) : a ∈ A, b ∈ B}, the open ε-neighborhood of A by N ε (A) = {x ∈ X : dist(x, A) < ε}, and the closed ε-neighborhood of A by N ε (A) = {x ∈ X : dist(x, A) ≤ ε}. The cardinality of a set A will be denoted by |A|. Definition 2.1 (Hausdorff distance). Let X be a metric space. The Hausdorff distance on P * (X) is the map d H : P * (X) × P * (X) → R given by
An alternative expression for d H is as follows.
Remark 2.2. Let X be a metric space and A, B ⊆ X. Define A ε := N ε (A) and B ε := N ε (B), i.e., the closed ε-neighborhoods of A and B in X. Then
In particular, if A, B are compact, then d H (A, B) is "achieved" in the sense that with ρ :
A discussion of the basic properties of d H stated above can be found in [3] , Section 7.3.1 (page 252). Definition 2.3 (Symmetric product/power of a metric space). Let X be a metric space. For n ≥ 1, the nth symmetric product (or the nth finite subset space) of X is the set
viewed as a metric space with respect to the Hausdorff distance
Definition 2.4 (Minimum separation). Let X be a metric space. The minimum separation is the function δ :
Note that for any x ∈ X(n), if |x| < n then δ(x) = 0, i.e., δ| X(n−1) = 0.
Lemma 2.5. Let X be a metric space. For all x, y ∈ X(n), if δ(x) > 2d H (x, y) or δ(y) > 2d H (x, y), then there exists an enumeration x i , y i of elements of x, y such that
Proof. By symmetry it suffices to assume δ(x) > 2d H (x, y).
. Moreover, the balls N ρ (x i ) are disjoint because δ(x) > 2ρ. Thus, each ball N ρ (x i ) contains exactly one point of y, i.e., for each x i ∈ x, there exists a unique y j ∈ y such that d(x i , y j ) ≤ ρ. This means we can relabel the points x i , y i so that (1) holds. Lemma 2.6. Let X be a metric space. The minimum separation δ in Definition 2.4 is 2-Lipschitz.
So, assume δ(x) > 2d H (x, y) or δ(y) > 2d H (x, y). Then using Lemma 2.5,
Lemma 2.7 (Diameter is 2-Lipschitz). If X is a metric space, the map diam : B * (X) → R given by diam(A) := sup{d(a, a ′ ) : a, a ′ ∈ A} is 2-Lipschitz with respect to the Hausdorff distance d H . Definition 3.2 (Scale-invariant map, Translation-invariant map, Affine map). Let X be a vector space and f : E ⊆ P * (X) → P * (X) a map. We say f is scale-invariant (or commutes with scaling) if for any t ∈ R, we have f (tA) = tf (A) for all A ∈ E such that tA ∈ E. Similarly, f is translationinvariant (or commutes with translations) if for any v ∈ X, we have
We say f is affine if f is both scale-invariant and translation-invariant, i.e., for any t ∈ R, v ∈ X, we have f (tA + v) = tf (A) + v for all A ∈ E such that tA + v ∈ E. Definition 3.3 (Proximal map between points of X(n)). Let X be a metric space and x, y ∈ X(n).
Definition 3.4 (Normalized element in X(n), Set of normalized elements). Let X be a metric space and x ∈ X(n). We say x is normalized if diam(x) = 1. We will write N X(n) for all normalized elements of X(n).
Definition 3.5 (Central element in X(n), Set of central elements, Set of normalized central elements). Let X be a normed space and x ∈ X(n). We say x is central if 0 ∈ x. We will write X 0 (n) = {x ∈ X(n) : 0 ∈ x} for all central elements of X(n). Accordingly, we will write N (X 0 (n)) for the set of normalized central elements of X(n).
Note that every element x ∈ X(n) can be written (not uniquely) as
Lemma 3.6 (Homogeneous Lipschitz Extension). Let X be a normed space and 1 ≤ k ≤ n − 1. Any translation-invariant Lipschitz map R : N (X 0 (n)) → X(k) satisfying R(x) ⊆ Conv(x) and R| N (X 0 (n))∩X(k) = id can be extended to an affine Lipschitz retraction r : X(n) → X(k) with Lip(r) = 6 Lip(R) + 5.
Proof. Let R : N (X 0 (n)) → X(k) be a Lipschitz map such that R(x) ⊆ Conv(x) and R| N (X 0 (n))∩X(k) = id. Define a map r : X(n) → X(k) by r(tx + v) = tR(x) + v for all x ∈ N (X 0 (n)), t ∈ [0, +∞), and v ∈ X. Then r is well defined because R is translation-invariant. For any x, y ∈ N (X 0 (n)) and t, s ∈ [0, +∞), since 0 ∈ x and diameter is 2-Lipschitz with respect to d H ,
Thus, using the triangle inequality, 0 ∈ y, and R(y) ⊆ Conv(y), we have
Definition 3.7 (Thin sets in X(3)). Let X be a normed space and let x ∈ X(3). Then x is called "thin in X(3)" if x is normalized and 0 ≤ δ(x) ≤ 1 3 . We will denote all thin sets in X(3) by Thin X(3) . Notation 3.8. If x = {x 1 , x 2 , x 3 } ∈ Thin X(3) , we will assume without loss of generality that
where the triangle inequality implies d(x 2 , x 3 ) ≥ 2/3. Definition 3.9 (Vertex map of thin elements of X (3)). This is the map V : Thin X(3) → X given by V ({x 1 , x 2 , x 3 }) := x 3 . Definition 3.10 (Average map). If X is a normed space, the average Avg : X(n) → X is given by Avg(x) := 1 |x| a∈x a. In particular, if x = {x 1 , ..., x n } ∈ X(n)\X(n − 1), then we can write
Throughout the rest of this section, we will assume X is a normed space.
Lemma 3.11 (Continuity of the Average map). Let X be a normed space and x, y ∈ X(n)\X(n−1).
(ii) It suffices to assume α diam(y) ≤ δ(y). Consider a proximal map x → y, x i → y(i). Then
Proposition 3.12. Let X be a normed space. There exists a 1-Lipschitz retraction X(2) → X.
Proof. Define r : X(2) → X by r(x) = Avg(x). Then r| X = id. If x, y ∈ X(n), consider the following.
(i) x = {x 1 } ∈ X and y = {y 1 , y 2 } ∈ X(2)\X: In this case,
(ii) x, y ∈ X(2)\X: A proximal bijection x → y exists, and so by Lemma 3.
Hence, r is a 1-Lipschitz retraction.
Lemma 3.13. If X is a normed space, the following map is 3-Lipschitz.
Proof. Let x, y ∈ X(3) be thin sets.
, and so
Then by Lemma 2.5, we have a proximal bijection
for all i. This bijection satisfies {x 1 , x 2 } → {x(1), x(2)} = {y 1 , y 2 }, i.e., x 3 → y(3) = y 3 , since
Hence,
Definition 3.14 (Lipschitz partition of unity). Consider the maps ϕ 1 , ϕ 2 : R → R given by
The above maps form a 20-Lipschitz partition of unity.
Lemma 3.15 (Gluing with strips). Let X be a metric space and ϕ : X → R a Lipschitz function. Consider a finite collection of intervals
and
where ε := min
On the other hand, if |ϕ(x) − ϕ(y)| ≥ ε, then by the triangle inequality, we get
Definition 3.16 (Interpolation map of X (3)). This is the map R :
where ϕ 1 , ϕ 2 are as in Definition 3.14,
and, we add and multiply sets by scalars as in Definition 3.1.
Proof. By Lemma 3.15 with
suffices to show that R is Lipschitz on each of the following sets (within N (X 0 (3))).
R is 3-Lipschitz on A: This follows from Lemma 3.13. R is 9-Lipschitz on B: If x, y ∈ B, then 1 ≤ 4δ(x), 4δ(y). Consider cases as follows. If δ(x) > 2d H (x, y) or δ(y) > 2d H (x, y), we have a proximal bijection x → y, and so by Lemma 3.11(i),
On the other hand, if δ(x), δ(y) ≤ 2d H (x, y), then by Lemma 3.11(ii),
R is 44-Lipschitz on C: This follows from the fact that ϕ i (δ(x)), R i (x), i = 1, 2 are bounded Lipschitz maps. With δ = δ(x) and δ ′ = δ(y), we have
The Lipschitz constant of R can be calculated from Lemma 3.15 as
Theorem 3.18. Let X be a normed space. There exist Lipschitz retractions X(n) → X(n − 1) for n = 2, 3. From Lemmas 3.6 and 3.17, the retraction X(3) → X(2) has Lipschitz constant 6(121) + 5 = 731.
Proof. The case of n = 2 is given by Proposition 3.12. So, let n = 3. Then by Lemma 3.6, it is enough to show that the interpolation map R : N (X 0 (3)) → X(2) is Lipschitz, which follows from Lemma 3.17.
Lipschitz Retractions
If not stated, we will assume X is a normed space. Let K n (X):={convex compact subsets of X of dimension ≤ n}. By Theorem 1.2 of [10] , there exists an affine Lipschitz selector S :
Proposition 4.1. If X is a normed space, there exist affine Lipschitz retractions X(n) → X for all n ≥ 1.
Remark 4.3. Observe that an (α, β)-decomposition x = x ′ ∪ x ′′ is unique (up to permutation of the clusters x ′ , x ′′ ) if α < β. This is because if x = x ′ ∪ x ′′ is any (α, β)-decomposition, then neither x ′ nor x ′′ can intersect both x ′ and x ′′ .
Moreover, if α ≤ α ′ < β ′ ≤ β, then the (α ′ , β ′ )-decomposition is the same as the (α, β)-decomposition. This is because the (α, β)-decomposition is also an (α ′ , β ′ )-decomposition, which is unique. In particular, if x has an (α, β)-decomposition with α < β, then for any number 0 < c < β−α 2 , any (α + c, β − c)-decomposition is unique and equals the (α, β)-decomposition. Fix a number τ > 6.
Definition 4.4 (2nd order thin sets in X(n), Collection of thin sets). Let X be a metric space and x ∈ X(n). We say x is a thin set of order 2 (or 2-thin set) if x is normalized (i.e., diam(x) = 1) and dist H (x, X(2)) := inf
τ . We will denote the collection of all 2-thin sets in X(n) by Thin 2 X(n) .
Lemma 4.5 (Cluster decomposition of a 2-thin set). Let X be a normed space and x ∈ Thin 2 (X(n)). Then x admits a unique
Observe that for any u ∈ x, we have either u − a < , which implies τ < 4 (a contradiction since τ > 6 by assumption). Let Definition 4.6 (Skeleton map). This is the map J : N X(n) → X(2) with
where x ∈ Thin 2 X(n) decomposes as x = x ′ ∪ x ′′ , and s : X(n) → X are the affine Lipschitz retractions from Proposition 4.1.
Observe that y = y ′ ∪ y ′′ (by the definition of Hausdorff distance), diam(y ′ ) < α + 2ρ, diam(y ′′ ) < α + 2ρ, and dist(y ′ , y ′′ ) > β − 2ρ. Thus, y ′ , y ′′ give a unique (α + 2ρ, β − 2ρ)-decomposition since α + 2ρ < β − 2ρ (where α + 2ρ < By construction, x ′ ∪ y ′ and x ′′ ∪ y ′′ are distantly separated in the sense that
On the other hand, since R 1 (x) ⊆ Conv(x), we also have 
   form a Lipschitz partition of unity.
Definition 4.9 (Interpolation map)
. This is the map R : N (X 0 (n)) → X(2) given by
where R 1 , R 2 are as in (3), ϕ 1 , ϕ 2 are as in Definition 4.8 and, we add and multiply sets by scalars as in Definition 3.1.
it suffices to show that R is Lipschitz on each of the following sets (within N (X 0 (n))).
R is Lipschitz on A by Lemma 4.7, and Lipschitz on B by the definition of s. On C, with δ = dist H x, X(2) and δ ′ = dist H y, X(2) , we have
The result now follows because ϕ i (δ), R i x , i = 1, 2 are bounded Lipschitz maps.
Theorem 4.11. Let X be a normed space. There exist Lipschitz retractions X(n) → X and X(n) → X(2).
Proof. The case of X(n) → X is Proposition 4.1. So, consider the case of X(n) → X(2). By Lemma 3.6, it is enough to show that the interpolation map R : N (X 0 (n)) → X(2) is Lipschitz, which follows from Lemma 4.10.
Concrete Hölder Retractions
In this section, unless stated otherwise, X is a real normed space. If x ∈ X and x * ∈ X * , we will sometimes write the number x * (x) as x, x * for convenience.
Definition 5.1 (Norming functional).
A linear functional x * ∈ X * is a norming functional for x 0 ∈ X if x * = 1 and x * (x 0 ) = x 0 . If x * is a norming functional of x 0 , we will also refer to z * := x 0 x * as a norming functional of x 0 . Note that z * = x 0 and z * (x 0 ) = x 0 2 .
If X is a normed space, then by the Hahn-Banach theorem, every x 0 ∈ X has a norming functional.
Definition 5.2 (Fréchet-Gâteaux derivative).
A map of normed spaces F : X → Y is (Fréchet-) differentiable at x ∈ X if there exists a linear map dF x : X → Y and a continuous map o x ∈ C(X, Y ) such that
The map dF : X → L(X, Y ), x → dF x is called the (Fréchet) derivative of F , and the linear map dF x : X → Y is called the (Fréchet) derivative of F at x. When the limit is required to exist only "linearly" (i.e., in one direction at a time), we get a weaker (Gâteaux) version of the derivative: F is Gâteaux-differentiable at x ∈ X if there exists a linear map DF x : X → Y and a continuous map o x ∈ C(X, Y ) such that for every h ∈ X with h = 1,
The map DF : X → L(X, Y ), x → DF x is called the Gâteaux derivative of F , and the map D h F : X → Y , x → DF x h is called the directional derivative of F along h. Accordingly, the linear map DF x : X → Y is called the Gâteaux derivative of F at x, and the vector DF x h ∈ Y is called the directional derivative of F at x along h.
Remark (Mean value theorem: Theorem 1.8 on page 13 of [1] ). If
Definition 5.3 (Semi-inner products on X). Let X be a normed space and x, y ∈ X. We define x, y − := inf y * ∈F y x, y * , x, y + := sup
where F : X → P(X * ) is the duality map of X, given by the set of norming functionals (ii) With γ ′ (t) = d dt γ(t) := dγ t , the derivative of ϕ can be expressed in the following form: For a.e. t ∈ [0, 1],
where γ ′ is the derivative of γ. Then the mean value theorem gives
which shows ϕ is absolutely continuous.
where step (s) holds because γ(t + h) = γ(t) + hγ ′ (t) + o t (h), and so
Lemma 5.6 (Semi-monotonicity of the radial projection). If X is a normed space, the map X\{0} → X given by x →x := x x satisfies (7)
x −ŷ, x − y − ≥ 0 for all x, y ∈ X\{0}.
Proof. Fix any two vectors x, y ∈ X\{0}. If x = y , then x−ŷ, x−y − = x −1 x−y, x−y − ≥ 0. So, assume x > y . Consider the convex function
By Proposition 5.4, it is enough to show that the left-sided derivative of ϕ is nonnegative at t = 0. Observe that ϕ(− x ) = ϕ(− y ) = x − y . Since ϕ is convex and x = y , it follows that ϕ attains its minimum on − x , − y . So, ϕ is nondecreasing on − y , +∞ . Hence, both one-sided derivatives of ϕ are nonnegative at t = 0.
Theorem 5.7 (Analog of Theorem 1.1 in [7] ). If X is a normed space, then for each n ≥ 2 there exists a retraction r : X(n) → X(n − 1) that is Hölder-continuous on bounded subsets of X(n).
Proof. We will proceed in six steps to construct the retraction and prove its continuity.
Evolution equation and collision time:
Equip X n with the metric d x, y = n i=1 x i − y i , which makes X n a normed space. Let D := {x ∈ X n : x i = x j for some i = j}, and consider the map
Note that X(n)\X(n − 1) = x = {x 1 , ..., x n } : (x 1 , ..., x n ) ∈ X n \D . Consider the system of ordinary differential equations
Beginning with u(0) = x ∈ X n \D, by Picard's theorem, the system (8) continues to have a unique solution
until we reach the set D (a situation we will refer to as "collision"). Let T (x) := sup{t : t ≥ 0, u(t) ∈ X n \D}, i.e., [0, T (x)) is the maximal interval of existence of the solution of (8).
Remark 5.8. Note that for any 0 < τ < T (x), u(t + τ ) is the unique solution of the system
This implies the point of collision for w is the same as for u, i.e., u T (x) = w T u(τ ) = u T u(τ ) + τ . Equivalently, we have
2. Bounds on the collision time T (x): With δ as in Definition 2.4,
where the mean value theorem is used at step (s). Therefore,
Renumbering the points x i , we may assume δ(x) = x 1 − x 2 . Let ϕ(t) := u 1 (t) − u 2 (t) . Then by Lemma 5.5, ϕ is absolutely continuous and, for all t, its derivative satisfies
≤ −2, for almost all 0 < t < T (x), where step (7) refers to the property of the radial projection proved in Lemma 5.6. Upon integration of the above inequality, we get ϕ T (x) − ϕ(0) ≤ −2T (x), which implies
3. Definition of the retraction: Define r :
, which is a well defined map since the order of enumeration is unimportant. If x ∈ X(n − 1), let r(x) := x. Then r| X(n−1) = id X(n−1) . It remains to show that r is continuous. Specifically, we will show that for all x, y ∈ X(n),
For x, y ∈ X n , let u, v be the solutions of (8) with initial data u(0) = x, v(0) = y. Recall that for all x, y ∈ X(n),
4.
Estimate of Hausdorff distance to the collision point: Using (9) and (11),
and a similar bound holds for d(r(y), y). Therefore,
5. Estimate of Hausdorff distance at first collision: By Lemma 5.5, the function g(t) := n i=1 u i (t) − v i (t) is absolutely continuous and its derivative satisfies the following: For a.e.
where step (s) is due to the inequality
max( x , y ) from [5, 11] . It follows that
, for a.e. 0 < t < T.
Since we also have |g ′ (t)| ≤ 2(n − 1) for a.e. 0 < t < T , it follows that |g ′ (t)| ≤ 2(n − 1) min 1 T −t g(t), 1 for a.e. 0 < t < T . We consider various cases as follows.
Also, the bound g ′ (t) ≤ 2(n−1) a.e. implies g(T )−g(τ ) ≤ 2(n−1)(T −τ ) = 2(n−1)g(τ ), i.e.,
(ii) g(t) < T − t for all t ∈ (0, T ): The bound g ′ (t) ≤
2(n−1)
T −t g(t) a.e. shows (14) holds for all t, that is, for all 0 < t < T ,
, for all 0 < t < T . Therefore, in the limit t → 0, we get
, it follows that all three cases above imply
where C n (x, y) :
6. Estimate of Hausdorff distance between collision points: We consider two cases as follows, where ρ := d H (x, y).
• Case 1: δ(x) + δ(y) ≤ 4ρ. In this case, we obtain (12) as follows.
• Case 2: δ(x) + δ(y) > 4ρ. In this case, δ(x) > 2ρ or δ(y) > 2ρ, and so (1) applies. By defi-
Since δ is 2-Lipschitz (Lemma 2.6) and δ r(x) = 0, with
which together with (13) implies
Using Remark 5.8 (which says r(z) = r(y)) at step (R5.8) below,
which in turn implies (12), i.e.,
This completes the proof.
Remark 5.9 (Connection with [7] ). When X is a Hilbert space, the norm is differentiable. Thus, with the metric d(x, y) = i x i − y i 2 1/2 on X n , the function g(t) = 1 2 i u i (t) − v i (t) 2 satisfies the following (for all 0 < t < T ):
where step (a) is due to linearity of the duality map (by Riesz representation theorem), and step (b) is due to monotonicity of the radial projection F (x) = x/ x , x = 0. This leads to g(t) ≤ g(0) for all 0 < t < T . Hence, as in [7] , the map r : X(n) → X(n − 1) is a Lipschitz retraction.
Quasiconvexity of Finite Subset Spaces of a Geodesic Metric Space
In this section, unless it is stated otherwise, X is any metric space.
Definition 6.1 (Spaced Pairs of Points in a Metric Space). Let (X, d) be a metric space. Two points x, y ∈ X are spaced (or form a spaced pair) if
Equivalently, x, y ∈ X are spaced ⇐⇒ d(x, y) ≤ max d(x, z), d(z, y) for all z ∈ X.
Lemma 6.2. If X is a normed space, then for n ≥ 3 the metric space X(n) contains spaced pairs.
Proof. Since every normed space contains a copy of R, it is enough to show that R(n) contains spaced pairs. Fix a number m > 3. Let x = {x 1 , ..., x n } ∈ R(n)\R(n − 1) be given by x 1 = 0, x 2 = m − 1, x 3 = m + 1, and x i = (i − 2)m + 1 for i ≥ 4. Similarly, let y = {y 1 , ..., y n } ∈ R(n)\R(n − 1) be given by y 1 = −1, y 2 = 1, y 3 = m, and y i = (i − 2)m + 2 for i ≥ 4. That is,
The points x, y form a spaced pair because N r (x) ∩ N r (y) = ∅ for all 0 < r < 1 = d H (x, y), where the proof is as follows.
Suppose on the contrary that z = {z 1 , ..., z n } ∈ N r (x) ∩ N r (y) for some 0 < r < 1. Consider the sets
Then A 1 , A 2 each contain at least two elements of z, while A 3 , ..., A n−1 each contain at least one element of z, i.e., at least 2 + 2 + (n − 3) = n + 1 elements of z are required (a contradiction). 
An equivalent definition of a geodesic in terms of paths that are parameterized by arc length can be found in [9] , Definition 2.2.1 (page 56). 
is the length of γ over P = {0 = t 0 < t 1 < · · · < t k = 1}. Lemma 6.6. Let X be a metric space and γ : [0, 1] → X a path.
Proof. See [9] , Section 2.2, pages 56-60. Definition 6.7 (Quasigeodesic, Quasiconvex space, Geodesic space). Let X be a metric space and
We say X is a λ-quasiconvex space if for every x, y ∈ X, there exists a λ-quasigeodesic γ : [0, 1] → X from x to y, i.e., such that γ(0) = x, γ(1) = y. A 1-quasiconvex space is called a geodesic space.
Note that a λ-quasigeodesic is also called a λ-quasiconvex path, [6] , page 205. In [12] , page 317, a quasigeodesic is differently defined to be a path that is a bi-Lipschitz embedding. Injectivity of the path is not required in our definition. Then, we say R is complete if A(R) = A and B(R) = B. Otherwise, R is incomplete.
If X is a metric space and
Note that by the definition of Hausdorff distance, for any x, y ∈ X(n) there exists a proximal complete relation R ⊆ x × y. This knowledge will be used in the proof of Corollary 6.15. Note that if R ⊆ A × B is complete, then an element (a, b) ∈ R is essential (resp. inessential) ⇐⇒ the relation R\{(a, b)} ⊆ A × B is incomplete (resp. complete).
Definition 6.11 (Reduced Complete Relation). We say a complete relation R ⊆ A × B is reduced (or in reduced form) if every element of R is essential. Proposition 6.12 (Characterization of Reduced Complete Relations). Let R ⊆ A×B be a complete relation. Then R is reduced ⇐⇒ there exist disjoint union decompositions
h is bijective, and
Proof. ⇒: Assume that R is reduced. Define sets A ′ 1 , B ′′ 1 and maps Lemma 6.14 (Reduction of a Finite Complete Relation). Let X be a metric space and x, y ∈ X(n). Any (proximal) complete relation R ⊆ x × y contains a (proximal) reduced complete relation R rc ⊆ x × y, which means R rc ⊆ R.
Proof. Since R ⊆ x × y is finite, we can obtain a reduced complete relation R rc ⊆ R ⊆ x × y by repeatedly excluding inessential elements of R.
Corollary 6.15. Let X be a metric space and x, y ∈ X(n). There exist proximal maps f : x ′ ⊆ x → y and g : y ′′ ⊆ y → x such that x = x ′ ⊔ g(y ′′ ) and y = f (x ′ ) ⊔ y ′′ .
Proof. By Lemmas 6.14 and the definition of Hausdorff distance, a proximal reduced complete relation R ⊆ x × y exists. Hence, by Corollary 6.13, the desired proximal maps exist.
Proposition 6.16 (Sufficient condition for quasigeodesics in X(n)). Let X be a geodesic space and x, y ∈ X(n). If there exists a complete relation R ⊆ x × y satisfying Lemma 6.17 (Geodesics via proximal reduced complete relations). Let X be a geodesic space. Then any two finite sets x, y ⊆ X are connected by a geodesic γ : [0, 1] → X(N ), where N := max(|x|, |y|, |x| + |y| − 2). In particular, any two points x, y ∈ X(n) are connected by a geodesic in X max(n, 2n − 2) .
Proof. By Corollaries 6.13 and 6.15, there exist proximal maps f : x ′ ⊆ x → y, g : y ′′ ⊆ y → x such that x = x ′ ⊔ g(y ′′ ), y = f (x ′ ) ⊔ y ′′ , and a proximal reduced complete relation R ⊆ x × y such that R = {(a, f (a) The conclusion now follows from Proposition 6.16.
Theorem 6.18 (Quasiconvexity of X(n)). If X is a geodesic space, then X(n) is 2-quasiconvex. Moreover, X(2) is a geodesic space, and for n ≥ 3, λ = 2 is the smallest quasiconvexity constant for X(n).
