A cross-layer optimization problem to maximize utilization for a distributed real-time medium access control (MAC) protocol supporting variable bit rate (VBR) multiclass services is formulated. A complete sharing (CS) scheme is used as the admission control policy at the connection level to relate the maximum number of devices that can be admitted in the wireless personal area network (WPAN) to the grade of service (GoS) of blocking probability at the connection level, the quality of service (QoS) of packet loss probability at the packet level and the effective data transmission slots efficiency at the MAC layer. With this cross-layer analytical framework, the maximum number of devices that can be admitted into the system to achieve maximum utilization while maintaining prescribed GoS/QoS requirements under different total device mean connection arrival rate can be determined. Numerical results are presented to demonstrate the effectiveness of the proposed cross-layer coupling strategy.
Introduction
Cross-layer design, a hot research area [1] , aims to optimize performance across different layers of the layered-communications model. By considering cross-layer design, the design system performance can be optimized. In this paper, we consider a basic distributed real-time medium access control (MAC) protocol like the multiband OFDM Alliance (MBOA) MAC [2] without the non-real-time contention MAC protocol for Ultra-Wideband (UWB) systems. A wireless mobile multimedia UWB network has to provide a reasonable user-transparent grade of service (GoS)/quality of service (QoS) for different service classes. To our knowledge, there is no cross-layer performance analysis among utilization, maximum number of devices, blocking probability, packet loss probability, effective data transmission slots efficiency and total device arrival rate in such a distributed real-time MAC protocol to date. The blocking probability is at the connection level in the network layer, while the packet loss probability is at the packet level in the network layer. The effective data transmission slots efficiency is at the MAC sublayer in the link layer. The goal is to find the maximum number of devices that can be supported such that utilization is maximized under reasonable GoS/QoS specifications. The main contribution of this paper is the analytical formulation and evaluation of the cross-layer optimization problem for the support of variable bit rate multiclass services. The cross-layer optimization here is shown to have some system utilization improvement exceeding 100% compared with a simple admission scheme.
Distributed Real-Time MAC Protocol
The distributed real-time MAC protocol, e.g., [2] , uses a frame format, as shown in Fig. 1 . Each frame consists of two parts: a beacon subframe and a data transmission subframe. The former consists of beacon slots for existing devices in the system, which are packed at the beginning of the beacon period subframe, while N BC beacon slots are available for new devices to get into the system through contention using, e.g., the slotted ALOHA protocol. After successful entry into the system, the new devices are packed together at the beginning of the beacon period. The number of contention beacon slots is assumed constant. When devices leave the system, a packing protocol is used to pack the remaining devices' beacon slots together at the beginning of the beacon slots period. Thus the beacon period is not fixed but varies according to the number of devices in the system. The beacon period subframe is assumed to be an integer number of packet slots.
The data transmission period is used to transmit data packets whose data reservations are announced in its device beacon slot. This is called the data reservation protocol (DRP) [2] . Transmission need not be in the same order as the devices in the beacon slots and the DRP packets for each device also need not be transmitted immediately after other DRP packets. The number of transmission data packets for each device is not fixed but can vary. Note that all devices announce their data reservations and each device beacon slot contains information on all other devices [4] . Since the beacon period varies, the available number of data packet slots, C, also varies, depending on the number of devices in the system and the number of contention beacon slots: , , ) ,..., , (
where K is the number of traffic classes, N SF is the number of packet slots in a superframe, n k is the number of class k devices in the system and N BS is the number of beacon slots equivalent to one packet slot. ⎡ ⎤ x is the nearest upper integer value of x. 
Analytical Model
At the connection level, the GoS is the blocking probability. In general, this GoS decreases with increase in the maximum number of devices, N D . At the packet level, the QoS is the packet loss probability. In general, this QoS is zero as long as the maximum total packet transmissions do not exceed the available number of data transmissions in a frame. However, when it starts to increase with the increase in the maximum number of devices, N D , its initial increase can be at a very sharp rate. This is the limiting constraint in the numerical example in Section 4. At the MAC layer, the QoS is the effective data slots transmission efficiency. It decreases with the increase in the maximum number of devices, N D . The cross-layer optimization here is shown to have some system utilization improvement exceeding 100% compared with a simple admission criterion in Section 4. The complete sharing (CS) scheme is used as the resource admission policy. Fig. 2 shows the CS admission Markov chain for 2 classes of devices. λ k is the class k device mean connection arrival rate, while μ k is the class k device mean departure rate. 1/μ k is the class k mean connection holding time. These parameters determine the blocking probability GoS. The steady state probability of a complete sharing resource allocation scheme for K classes is given by ( ) 
The N k 's together with the summations determine the state space of the K-dimensional Markov chain. The blocking probability, P B , is given by
A class k variable bit rate source can be modeled by a continuous-time Markov chain with finite states [3] in Fig. 3 . Fig. 3 
. The probability that l k levels of bit rate for class k traffic given that there are n k sources, denoted by Pr[l k |n k ], is given by , ,..., 2 ,
Assuming real-time traffic with no storing of packets for retransmission, the packet loss probability, P L , is given by 
where
The probability of n devices in the system, P n , is given by
Thus the effective available capacity, C e , is given by
The data slots transmission efficiency, φ, is given by 1 0 , ) ,..., , (
Similarly, the effective data slots transmission efficiency, φ e , is given by 1 0 ,
The system utilization can be maximized by solving the following constraint optimization problem of maximizing u N subject to the constraints of , and , ,
where the superscript * denotes the requirement values of the corresponding parameters. The results here can be extended for the blocking and loss probabilities of each traffic class.
Numerical Results
In this section, we illustrate the system performance by presenting results for a twoclass traffic example. The parameter values used in the numerical examples are tabulated in Table 1 . Due to lack of space, graphical results are not shown here but can be obtained using the analysis in section 3. From these graphical results, the data transmission efficiency, φ, decreases as the maximum number of devices increases. It does not depend on the total device mean connection arrival rate but only on the total number of devices in the system. If we choose the data transmission efficiency requirement, φ * , to be greater than 0.8, then the maximum number of devices, N D , that can be supported is only 33. The admission criterion is simply limited to no more than 33 devices. The utilization N u ={22.3,23.3,22.6,21.8,21.0} when the total device mean connection arrival rate, ) (
, is {10,20,30,40,50} arrivals per minute. Similarly from the graphical results, the effective data transmission efficiency, φ e , decreases at a slower rate compared to the data transmission efficiency, φ, as the maximum number of devices increases. However, it decreases as the total device mean connection arrival rate increases. Solving the cross-layer optimization in Section 3, we have the maximum utilization, N u ={36.1,46.1,46.8,46.2,45.3} packet transmission slots at the maximum number of devices, N D ={65,63,63,63,63} for the total device mean connection arrival rate, λ={10,20,30,40,50} arrivals per minute. The improvement in utilization are respectively {62%,98%,107%,112%,116%}. Thus this optimized solution results in much higher utilization compared to the case where the data transmission efficiency requirement, φ * , is chosen to be greater than 0.8. The limiting constraint in this numerical example is caused by the packet loss probability requirement, * L P , at 10 -3 . Note that the maximum number of devices, N D , to achieve maximum utilization, N u , is quite insensitive to the total device mean connection arrival rate. Thus, the maximum number of devices, N D , can be set at 63, for example, where the utilization is maximized for most of the total device mean connection arrival rate under consideration. This is a simple admission criterion. In practical systems, measured average device arrival rates are needed.
Concluding Remarks
A cross-layer optimization problem has been formulated to maximize utilization in a distributed real-time MAC protocol for WPANs. The GoS/QoSs performance metrics in the connection level in the network layer, the packet level in the network layer and the MAC layer have been coupled together to optimize system performance. Numerical results show that this cross-layer optimization approach results in much higher utilization (62% to 116%) than the approach that simply considering the data transmission efficiency requirement. The analysis here can be used to determine the optimal maximum number of devices that can be admitted into the system such that the utilization is maximized under different total device mean connection arrival rate in a distributed real-time MAC protocol for WPANs.
