Abstmcl -An architecture for the estimation of dynamic state, geometric shape, and model parameters of objects in orbit using on-orhit cooperative 3-D vision sensors is presented. This has application in many current and projected space missions, such as automated satellite capture and semcing, debris capture and mitigation, and large space structure assembly and maintenance. The method presented here consists of three partr: (1) kinematic data fusion, which condenses sensory data into coarse kinematic surrogate measurements; (2) Kalman atering, which lilters these surrogate measurements and extracts the full dynamic state and model parameters of the target; and (3) shape estimation, which uses fdtered pose information and the raw sensory data to build a body-fmed probabilistic map of the target's 'shape. This method -does not rely on. Ieahlre detection, optical flow, yr model matching, hut rather exploits the. well-modeled dynamics of objects in space using the Kalman lilter. The architecture is computationally fast since only coarse measurement need to be provided to the Kalman filter. This paper will illustrate the three steps of the architecture in'the context ofrigid body (satellite and . . . debris) estimation and flexible structure estimation.
I. INTRODU.CTON
Many current "d future on-orbit space operations will involve automated physical interaction with dynamic freefloating and free-flying targets. Examples include the capture and servicing of satellites, the capture and disposal, of space debris, and the robotic assembly and maintenance of large space structures [1-3]. For these missions, it is critical to have accurate knowledge of the target's motions, shape, and dynamic model parameters so that interactions with the target c$n be planned accordingly. This information is usually unavailable from-earth-based sensors and a priori information ?garding the shape of the target is often uncertain, especially in the case of damaged satellites, space debris, or thermally deformed or vibrating .structures. Therefore, current mission concepts are exploring the use of on-orbit 3-D vision sensors to estimate this information [4] . This paper presents a method for simultaneously estimating dynamic state, geometric shape, and mass model parameters for an arbitrary dynamic target, using only sequences of range OAXA).
'Ibis work i s sponsored by Ihe Jqm Aerospace Exploration Agency images generated by a team of cooperating sensors (see Fig. I ). It is assumed that the sensors' relative positions and orientations are accurately known, and that the target is within the field of view of each of the sensors. A priori knowledge of the properties or geometq of the target is not required, although when available it can be used to speed estimation, reduce sensory requirements, or detect target anomalies (e.g. structural damage). This nou-specific need for a priori information makes it well-suited to the applications described above. 
BACKGROUND LITERATURE
The fundamental problem at hand is the simultaneous estimation of both the structure of an object and its motion relative to the observers. While many researchers have studied motion estimation from known shape (and vice versa), simultaneous estimation of both is far more difficult. Notable solution approaches are described below.
A. Feature-based Method
Methods have been proposed which rely on the continuous tracking of high-level features to determine relative motions of an unlmown object or environment. By maintaining an inventov of located features, the methods also estimate highlevel geometric structure. Typically a Kalman filter is used to estimate both the feature locations and the motion parameters in a joint framework. Feature-based methods have examined the estimation of an unknown object moving with respect to a a data reduction process which condenses detailed range image fixed observer. Natural features of the object (e.g. corners, data into coarse kinematic information (surrogate edges, markers) are extracted and backed in time to understand measurements) at each sample time (see Fig. 2 ). The second the high-level motions and the general shucture of the rigid part is a Kahnan filter, which observes the sequence of target. References [5] and [6] appear to be the first to employ surrogate measurements over time and extracts the full the Kahnan. filter for efficient recursive e s t i t i o n and to dynamic state and model parameters of the target using its employ a mechanics-based physical model of object motions.
dynamic model. The fmal part is a shape estimator, which
Perhaps the most widespread use of feature-based methods in recent years has been in the area of Simultaneous Localization and Mapping (SLAM) [7, 8] . Here the task is to construct a feature map of a (typically) static environment while constantly localizing the moving sensors with respect to this map. This is a slight reformulation of the previous problem; the camera is moving instead of the target object.
For space applications, however, these methods are not robust because they are dependent upon feature detection. In practice, many phenomena including occlusions, harsh lighting, and reflective materials can make the reliable detection and correspondence of features virtually imjmssible. Additionally, these methods hy themselves do not provide a detailed estimate of the shape of the target; they provide only a sparse set of feature points pertaining to the object. For this reason, they do not fully address the estimation requirements of the space applications discussed here.
B. Pixel-level Merhods
At the opposite end of the spectrum of methodologies are those which rely on pixel-level information rather than highlevel features. Several methods use shape &om shading, shape from texture, optical flow, or some combination thereof to compute an estimate of object shape at each time step from monocular cameras. Other methods obtain shape estimates directly from stereo cameras or laser technologies. These shape estimates are effectively mosaicked at a pixel level over time, with relative camera motions estimated between time steps 19- 1 I] . The recursive estimation is typically performed via a Kahnan filter. Because of their pixel-level computations, however, these methods are not well-suited to space applications. First, shape computations are highly sensitive to pixel-level detail, which is easily cormpted by the harsh lighting, reflective materials, and reinterprets the raw sensory data using filtered kinematic information to build a body-centered probabilistic map of the target's shape. This approach is powerful in that it takes advantage of the well-modeled dynamics found in space. It does not rely on feature detection schemes, optical flow, or model matching. For this reason, it is more robust to the harsh sensing conditions of space and the fundamental lack of a priori information. Because only rough surrogate measurements are needed for the Kalman filter, the data fusion step can trade accuracy for computational simplicity and speed.
Thus, the overall architechue can be very fast. Finally, using senwr uncertainty models while understanding the underlying target motions allows the sensors gain multiple vantage points and fuse redundant noisy measurements in a statistically optimal way.
IV. SATELLITE AM) DEEMS ESTIMATION
highly convoluted surfaces found-in space (e.g. wrinkled metallic films used for thermal protection on satellites). Second, pixel information is estimated directly in the Kalman state, leading to a very high-dimensional filter implementation. This is computationally intensive and not feasible for the applications here.
For space missions involving the capture of damaged satellites and debris, it is critical to know the translational and rotational positions, velocities, inertial parameters, and geomeaic shape of the target, This section will illusmte the estimation architecture in the context of t,,iis problem Finding the geomemc centroid of this cloud could provide a rough estimate of target position in space. However, this IS not robust since senson which are close to the target will provide a higher density and larger nwnher of sample points than sensors located farther away. Thus the centroid computations would be hiased towards closer sensors. A brncr method is to discretize the space into voxels (volume elemcnts), with each voxel having an occupancy level proportional to the number of sample points found within it (see Fig. 3c ). The occupmcy values can then be saturated at some predefined threshold to, minimize the bias effects of closer scnsors.
If the target is rigid, this voxel representation is appruxiniately constant u1 shape, and thus tracking the centroid and principal geomemc axes of the voxel image provides a simple way to comely track the target's pose. These quantities can be computed in an analogous manner lo computing the center of mass and principal inertial axes of a solid body 1121.
The centroid position (denoted rrn ) and the rotation mahix describing the attitude of the pnncipal axes (denoted [RJ) thus rcpmsent thc output of the kinematic data fusion step; they are the surrogate measurements of target position and amtude which feed into the Kalman filter. It is important to note that these tracked axes do not correspond to the actual center of mass or principal inertial axer of the target; they are based merely on superficial geomeny of the body.
The computationally simple method presented here has important degcncracies, namely when the wrget has a high degree of axial symmetry. However, this degeneracy can be handled fairly easily in practice (see [ 121). It should be noted that there are many possible ways to provide a surrogate measurement to the Kalman filter. The method presented here is computationally fast. easy to implement, and appears to be quite adequate in many situations. It is used here as an illustrative example to demonstrate the concept of [he estimation architecture as a whole.
B. Kalman Filtering
The Kalman filter forms the core of the estimation architecture, using the surrogate measurements along with an accurate dynamic model to extract the full dynamic state and inertial parameters of the target. The dynamic state consists of rotational and translational positions and velocities. External forces and toques on the target are assumed to be negligible.
Gravity gradient torques and orbital mechanics effects can be incorporated into the model; however their contribution is negligible over short time intervals and in practice it is usually sufficient to model them as process noise in the Kalman filter.
The parameters to be estimated include the principal inertias of the target (relative magnitudes only) and the kinematics of the principal inertial axes and center of mass with respect to the principal geometric axes (surrogate measurement). As mentioned above, the reference frame observed by the data fusion portion does not correspond to the principal inertial axes of the target (see Fig. 4) . However, since both sets of axes are fixed to the body, the relative kinematics between the frames is constant and can be parameterized and estimated by the Kalman filter. 
I) Rofational estimation
Because the rotational and translational dynamics of the target are decoupled, the estimation can be performed using two separate Kalman filters. For rotational estimation, the target object is assumed to be rigid and external torques on the body are assumed to be negligible, which is a reasonable model for most situations. Rotations are represented using unit quaternions (Euler parameters).
To be estimated are the rotational velocities in body coordinates ( Wb) . the altitude quaternion of the p@xipal inertial axes ( gb), the principal inertias of the target (I ) , and the rotational offset between the surrogate mea+rement and the principal inertial axes (gd). 0-dy relative magnitudes of the inertias are observable, so I is normalized. These quantities follow the deterministic model This represents the dynamics of a rigid body under torquefree motion [I31 and specifies the parameters to be estimated as constants. The relationship between the surrogate measurement and the principal axes is given by where i,,, is the quaternion parameterization of the surrogate measurement [RJ, in is the noise quaternion on the surrogate measurement, and the operator o is used to signify quatemion multiplication [13] . Equation (2) merely states that a constant rotation exists between the surrogate measurement and the principal inertial axes of the body.
Equations (I) and (2) represent the process and measurement models for the rotational Kalman filter. These equations present several challenges: they are highly nonlinear; the quaternions and inertia vectors contain normality constraints; and the sum of any two inertia components must be greater than the third (by natural physical bounds). Further, the state estimation emrs are kinematically correlated; for example, errors in the estimation of the principal inertia axes' attitude are not independent of errors in the estimation of the offset quaternion.
The frst two challenges can be addressed elegantly using the method of Crassidis and Markley [14] . The remaining challenges can be handled through a re-parameterization of the inertia vector to an unbounded space, and coordinate changes to kinematically de-comlate estimation errors in the state vector. Further discussion is beyond the scope of this paper.
2) Translational estimation
Translational estimation is much simpler than rotational estimation. To be estimated is the translational velocity ( Gb) and position ( Tb) of the center of mass, and the translational offset between the surrogate measurement and the center of mass ( F d ) (in a body-fured coordinate bme). In the absence of external forces, the process and measmment models are given by
where < is positional noise on the surrogate measurement and [R,,,] is the rotation ma& 60m the surrogate measurement. It is usually more appropriate to use a filtered version of [R, . , ] from the rotational filter tather than using the much noisier surrogate measurement directly. While this does introduce slight coupling between the filters, the performance tends to be superior in practice. Since (3) and (4) are linear, only a basic (linear) Kalman filter [I 51 is needed.
C. Shape Estimation
With accurate knowledge about the trajectory of the target, shape estimation reduces to a classic stochastic map-building problem. Since the environment (target) motions are known with respect to the sensors, pixel-level data can be fused into a probabilistic map of the target's shape using appropriate sensor noise models. Numerous methods can be used to do this [16, 17] . One simplistic approach will be illustrated here.
At each sample time, a probability density function (PDF) in 3-D space can be generated to statistically desaibe the relative lielihood that the target exists at a given point in space. This overall PDF can be obtained by convolving each sensor data point with the PDF describing the noise characteristics of the sensor. That is where p , b ( ? ) is the PDF describing the relative likelihood that the target surface exists at point f , pIcND,(F) is the PDF describing the noise distribution at each sensor data point, is the location of the Zh data point, 6( ) is the Dmc delta function, and * is the convolution operator. The goal of shape estimation is to accurately depict and sharpenps+ (T) , It is important that the coordinate system used in (5) be a body-fixed reference frame, so that data can he fused across time as the target moves. It is best to use a filtered version of the surrogate measurement frame, rather than the principal inertial axes (see Fig. 4 ), because it can be tracked even under degenerate conditions [12]. Equation (5) can he computed at each sample time to obtain a PDF based on the current data. This should be combined somehow with the PDFs from all previous sample times to yield a more accurate overall PDF. A computationally efficient method would be recursive, making incremental improvements to its estimate using new infomation. An ad hoc solution would be to compute the new estimate as a weighted average of the previous estimate and the new information. This amounts to applying a forgetting factor to old data: where p$hv'+ is the cumulative shape estimate inco oratin old cumulative estimate,p,bp' is the PDF based strictly on the current sensory data, and a is a forgetting factor beween 0 and 1. The larger the forgetting factor, the slower old information is forgotten. The cumulative estimate can be initialized to a priori knowledge of the target shape, if it exists.
In practice, it is generally much easier to deal with discrete sums than integrals in the convolution process. Therefore, the body-fixed space is discretized into voxels, this time with a much finer resolution than that used in Section N.A. The fmer resolution is enabled because data is being used 60m all the sample times rather than a single sample; therefore much more information is available. Fig. 5 shows the resultant voxel estimate of a simulated target based on 100 sample times, with voxels having a high lielihood of occupancy shown. This is a rather rudimentary approach but demonstrates the concept of the architechxe. Clearly, more sophisticated approaches could be applied to this problem as necessary. This is an area of ongoing research.
D. Estimofor Performonce
Simulation studies suggest that this estimation approach is fast and robust. A virtual environment containing representative targets was constructed and noisy range data was synthesized. The methods described above were. used t o estimate state, shape, and parameters of these virtual targets. For sufficiently rich trajectories (i.e. targets exhibiting a multiaxis tumble), the state and parameter space was fully observable and the Kahnan filter converged rapidly (on the order.of one target rotation period, see Fig. 6 ). While no explicit studies were made on computational requirements, the . .
V. LARGE FLEXlBLE SPACE STRUCTURE ESTIMATION
Large space structures tend to exhibit lightly damped, multimodal oscillations in orbit, induced by variable thermal loading and.other disturbances (see Fig. 7 ). In performing tasks such as assembly, maintenance, and inspection of such .struchxes, robotic Systems could benefit greatly if ;they were able to understand and predict these dynamics [ 181.
While this estimation problem might seem quite different from the previous problem, it can in fact be handled using the same broad approach. This section will describe the application of the general estimation methodology to this class of problem. It is assumed here that the dynamics are linear and that the mode shapes and modal frequencies are approximately known. This is not a necessary condition and is used only to simplify the illustration here.
A. Kinematic Dolo Fusion
Again, the puIpose of the data fusion step is to reduce the detailed range data into a high-level usable form for the Kalman filter. For lmear dynamic systems, this amounts to decomposing the data into each of the modal components. At each sample time, an inner (dot) product is taken with the range data and the known mode shapes:
where d,(t) is the approximate value for the th modal component, RongeDoto(?,t) is the set of all range data points in space and time, ModeShopei(f) is the r"h known mode shape of the structure, and the < (1, b >r operator indicates the inner product of U and b in the spatial domain. This decomposition need only be done on modes relevant to the mission tasks at hand. For example, modes whose frequencies are outside the bandwidth of the robots could be ignored.
B. Kolmon Filtering
The quantities & (I) for the N important modes are the outputs of the kinematic data fusion step. These quantities oscillate sinusoidally in time with the th modal frequency.
However, noise in the range images and artifacts from imperfect spatial^ sampliig leads to noise in the modal components computed in (7). Since these signals are expected to follow a very weakly decaying sinusoid, they can be filtered easily using a Kalman filter (see Fig. 8 where di is the f h modal component, vj is the time rate of change of that component, o, is the fundamental frequency of that mode, and n, is the noise on the surrogate measurement (7). For illustrative simplicity, the small damping terms have been omitted. If damping were significant, it could be parameterized and estimated by extending (8) accordingly. The fundamental frequencies must be explicitly estimated through the Kalman filter, since they cannot be known perfectly a priori. Since (8) is nonlinear, an extended Kalman filter [15] or an unscented Kalman filter [I91 should be used.
C. Shape Esiimafion

reconstruction. That is,
For this problem, shape estimation is simply modal If desired, range information €ram the sensors could be incorporated into this shape estimate, in a manner similar to that described in Section W.C.
VI. SUMMARY
This paper has described a broad estimation approach for the combined estimation of state, shape, and model parameters of space objects from sequences of range images. The approach consists of three parts. A kinematic data fusion step reduces detailed pixel-level information into high-level surrogate measurements that can be processed easily. A Kalman filter exploits the high-fidelity dynamic model of space objects to filter and extract infomtion from these coarse surrogate measurements. A shape estimator then reinterprets raw sensory data from a filtered vantage point and builds a probabilistic map of the target using sensor uncertainty models. This paper has illustrated the concept for both the estimation of rigid tumbling targets (i.e. satellites and space debris) and large flexible space structures. Although the details for each step of the estimator were different for each application, the overall broad methodology was identicaL
