Abstract-Hearing aids are electronic, battery-operated sensing devices which aim at compensating various kinds of hearing impairments. Recent advances in low-power electronics coupled with progresses made in digital signal processing offer the potential for substantial improvements over state-of-the-art systems. Nevertheless, efficient noise reduction in complex listening scenarios remains a challenging task, partly due to the limited number of microphones that can be integrated on such devices. We investigate the noise reduction capability of hearing instruments that may exchange data by means of a rate-constrained wireless link and thus benefit from the signals recorded at both ears of the user. We provide the necessary theoretical results to analyze this collaboration mechanism under two different coding strategies. The first approach takes full benefit of the binaural correlation, while the second neglects it, since binaural statistics are difficult to estimate in a practical setting. The gain achieved by collaborating hearing aids as a function of the communication bit rate is then characterized, both in a monaural and a binaural configuration. The corresponding optimal rate allocation strategies are computed in closed form. While the analytical derivation is limited to a simple acoustic scenario, the latter is shown to capture many of the features of the general problem. In particular, it is observed that the loss incurred by coding schemes which do not consider the binaural correlation is rather negligible in a very noisy environment. Finally, numerical results obtained using real measurements corroborate the potential of our approach in a realistic scenario.
nication capabilities, are mounted on the left and right ear of a user. They record the acoustic field induced by the presence of multiple sound sources and exchange their acquired signals by means of a wireless communication link. The ultimate goal is to provide the loudspeakers with signals that overcomes the user's hearing impairments. To this end, each instrument coherently combines its own signals and those transmitted by the contralateral device in order to extract a desired sound source coming from a particular direction. This process is commonly referred to as beamforming and has been extensively studied over the past decades in the array processing literature [1] , [2] .
The situation is different here in the sense that we specifically take into account the rate-constrained nature of the communication link connecting the two hearing aids. Under this assumption, the beamforming paradigm corresponds to what is known, in the information theory literature, as a (remote) multiterminal source coding (or rate-distortion) problem [3] . From the perspective of one hearing device, the task reduces to a source coding problem with side information at the decoder, where the source is merely observed in a remote fashion. It is worth pointing out that an equivalent configuration arises when the hearing aid is wirelessly connected to a generic assistive listening device (e.g., a lecturer's microphone). The forthcoming analysis hence also applies in this scenario. The goal here is to characterize the optimal tradeoff between the communication rate sustainable by the wireless link and the reconstruction accuracy of the desired source. This problem, referred to as remote, indirect or noisy Wyner-Ziv coding in the literature, has been addressed by various researchers in the scalar case [3] [4] [5] . More generally, Witsenhausen [6] elegantly demonstrated how certain classes of remote rate-distortion problems can be reduced to direct ones, unifying earlier results by Dobrushin and Tsybakov [7] , Sakrison [8] and Wolf and Ziv [9] . Extension to vector sources was investigated by Rebollo-Monedero et al. in the context of high-rate transform coding [10] , [11] . In order to cope with the problem at hand, we provide an evaluation of these results to jointly Gaussian stationary random processes. The distortion measure considered here is the weighted mean-squared error (MSE) criterion. Because the optimal approach requires statistics which are difficult to estimate in a practical setting, we also derive the rate-distortion tradeoff obtained when the presence of side information is neglected by the encoder.
The idea to investigate collaboration between hearing aids primary stems from the fact that, limited by obvious design considerations, a microphone array embedded on one hearing device remains of small spatial extent. This restriction will be even more apparent in the future as miniaturization plays an important role in the acceptance of such devices by hearing im-paired people. Establishing a link between the two hearing instruments allows us to benefit from the distance between the two ears and thus permits better beamforming resolution [1] . It is worth noting that the aforementioned limitation has fostered a substantial body of research focusing on the design of larger microphone arrays [12] , possibly mounted on glasses [13] or in the shape of a necklace [14] . Other works have considered, as we do here, the array formed by connecting microphones available at both hearing aids [15] [16] [17] [18] [19] . Moreover, these topics have been the subject of various industrial patents [20] [21] [22] [23] [24] , highlighting the practical relevance of the problem. Recently, Doclo et al. [25] investigated the use of dimensionality reduction schemes to address the bandwidth limitation of the wireless link. The rate-constrained nature of the communication medium has however, to the best of our knowledge, never been taken into account in previous studies.
The analysis presented in this paper is of information-theoretic nature. It thus ignores the stringent delay and processing complexity constraints inherent to the considered hearing aid problem. Typically, a digital hearing aid must operate with a power supply no greater than 1 V and delays introduced by coding and wireless transmission cannot exceed a few milliseconds. The results presented in this work, however, serve as useful upper bounds to the gain achievable by practical schemes, and provide insights on how to optimally allocate the available communication resources. To this end, the problem is first studied from the perspective of one hearing aid. We consider a simple acoustic scenario for which we can derive analytical formulas of the beamforming gain as a function of the communication bit rate for two different coding strategies. We then look at the system globally, that is with bidirectional communications between the hearing instruments. For the simple scenario considered previously, similar analytical gain-rate tradeoffs are derived and optimal rate allocation policies are presented. Finally, various features of the considered binaural hearing aid system are illustrated using real data measured in a realistic reverberant environment.
The paper is organized as follows. In Section II, we state the problem of binaural noise reduction. The necessary information-theoretical results are derived in Section III. Monaural gain-rate tradeoffs are studied in Section IV in a simple acoustic scenario. A similar analysis is then presented in the binaural case in Section V, along with optimal rate allocation strategies. Finally, Section VI provides numerical results obtained using real measurements, and Section VII concludes the paper.
II. BINAURAL HEARING AIDS
Let us consider the binaural configuration schematically depicted in Fig. 1(a) . A user carries a left and a right hearing aid, indexed with 1 and 2, respectively. They both comprise a set of microphones, a processing unit with wireless communication capabilities and a loudspeaker. The signal recorded by the microphones of hearing aid 1 can be expressed as for (1) where denotes the speech (desired) component and the noise (undesired) component. Similarly, the signals recorded at the microphones of hearing aid 2 can be decomposed as for . Note that, in the sequel, the variable is omitted for conciseness. For convenience, we will write the input signals in vector form as for where with and defined similarly as . The speech vector and the noise vector are modeled as independent zero-mean jointly Gaussian stationary random vector processes. Let us denote by the (cross) power spectral density (PSD) between and , and by that between and . To lighten the notation, the variable will be also omitted in the rest of the discussion. . Note that here, the statistical characteristics of the involved sources are assumed to be known at both hearing aids.
The goal of each hearing instrument is to recover the speech component of one of its microphones (say microphone 1) with minimum distortion. To make matters clearer, let us adopt the perspective of hearing aid 1. Its goal is to estimate the signal with minimum weighted MSE based on its own observations and a compressed version of the signals recorded at the microphones of hearing aid 2. The choice of a minimum weighted MSE criterion is partly motivated by the fact that the optimality of the MSE processor extends to various other criteria with minor modifications [2] . While some of the characteristics of the human ear can be taken into account by means of an appropriate weighting, it is important to point out that the weighted MSE does not take into consideration other important factors related to speech intelligibility in noise. More relevant speech intelligibility measures can be found in the literature (see, e.g., [26] ), but are usually not amenable to closed-form optimization. More generally, an accurate distortion measure seems rather elusive owing to the complexity of human hearing. In this context, the MSE criterion is appealing in that it captures the general features of speech in noise while being simple enough to derive optimal processing strategies. With the above considerations, the key is to realize that our setup simply corresponds to a remote source coding problem with side information and a weighted MSE criterion [4] . More specifically, we wish to encode the vector signal with rate such as to minimize the distortion between and its reconstruction , with the side information available (only) at the decoder. This procedure is illustrated for both devices in Fig. 2 . The monaural gain achieved at hearing aid is defined as for (2) where denotes the corresponding optimal rate-distortion tradeoff, 1 being the distortion incurred when there is no collaboration ( ). Note that refers to the rate at which data is delivered to hearing aid . The quantity actually corresponds to the signal-to-distortion improvement enabled by the wireless link when it operates at rate . The binaural gain provided by the wireless collaboration mechanism can thus be obtained as (3) where refers to the optimal tradeoff between the sum distortion and the total (bidirectional) transmission rate . In this binaural configuration, the chosen distortion criterion appears to be the most natural one considering the inherent symmetry of the human hearing system. Different weighting operators may be used at the left and right ear to take into account unequal characteristics. As mentioned previously, a weighted MSE criterion only partially reflects the properties of binaural hearing, a topic which is currently matter of great research efforts (see, e.g., [27] ). In particular, the MSE criterion preserves the spatial characteristics of the speech source but modifies those of the noise component [28] . The overall auditory image may thus be modified by the noise reduction scheme. This may be circumvented, for example, by adding a small fraction of the original binaural signal to the output [29] . The MSE criterion nevertheless provides a useful means to design noise reduction algorithms and is often considered in practice. Let us now present the results needed to compute the above gain-rate functions under our Gaussian assumptions.
III. REMOTE SOURCE CODING WITH SIDE INFORMATION
This section exposes the information-theoretical results needed to analyze the problem of binaural hearing aids described previously. In Section III-A, we first look at the achievable rate-distortion region for the remote source coding problem with side information for jointly Gaussian stationary random vector processes. While being optimal in a rate-distortion sense, side information aware (SIA) transmission protocols resort to coding techniques, described for example in [30] , which require the knowledge of statistics that are difficult to estimate in practice owing to the distributed nature of the communication setup. With this restriction in mind, Section III-B considers the scenario where the data is encoded in a rate-distortion optimal fashion for a decoder that does not have access to the side information. We refer to this second class of coding strategies to as side information unaware (SIU) since the correlation between the observed signal and the side information does not need to be known at the encoder. This approach has already been considered in the scalar case in [5] , and referred to as "estimate-and-quantize." We consider here the extension to stationary jointly Gaussian random vector processes that will be needed to compute the numerical results presented in Section IV. In the sequel, we denote by the PSD of the innovation process , where is the conditional expectation.
A. Side Information Aware Coding
We consider the scenario depicted in Fig. 3(a) , where an encoder observes the signal corresponding to the remote source and outputs a bit stream that appears at a rate of bits per second. Based on the received data and the side information , the decoder computes a reconstruction inducing the weighted MSE [31, Sec. 4.5.4] (4) where is the transfer function of a linear and time-invariant operator and is the reconstruction error process defined as
We seek to express the rate-distortion function which characterizes the optimal tradeoff between the available rate Note that the first term in corresponds to the minimal achievable distortion obtained if both and are available at the decoder to estimate the remote source , i.e., as . It can be checked that, under our Gaussian assumptions, the availability of the side information at both the encoder and the decoder results in the same rate-distortion tradeoff. This property is inherited from the standard result of Wyner and Ziv [32] .
Furthermore, as seen in the proof of Proposition 3.1, an optimal encoding architecture amounts to first estimate the remote source as if the innovation process were available at the encoder (estimation stage), that is, by passing through the Wiener filter with transfer function . This estimate is then encoded optimally taking into account the presence of the side information at the decoder (coding stage). This is depicted in Fig. 4 .
B. Side Information Unaware Coding
SIA coding strategies require statistical quantities between signals recorded at the two hearing aids. In a practical setting, this information may be difficult to compute at the encoder as the side information is not observable. We thus consider a transmitter that encodes its observation for a decoder that does not have access to the side information . The decoded signal is then provided to the decoder with side information for the reconstruction of the source . Furthermore, the encoder assumes that the process to be estimated at the other end is and optimizes its coding strategy accordingly. This is illustrated in Fig. 3(b) . In this scenario, the encoding strategy reduces to that of a remote source coding problem with a weighted MSE criterion [31, Sec. 4.5.4] . The optimal rate-distortion tradeoff under these conditions is given by the following proposition. In the above equations, the superscript denotes the conjugate (Hermitian) transpose. It is important to emphasize that the function described in parametric form by Proposition 3.2 is not the result of a variational problem as stated, for example, in [31, Sec. 2.3] . In particular, it is decreasing but is not necessarily convex. Strictly speaking, we cannot refer to it as a rate-distortion function, but more as the optimal rate-distortion tradeoff for the particular class of coding strategies considered here. However, we adopt for simplicity the same notations in Proposition 3.1 and 3.2.
With the SIU scheme, the encoder first computes a weighted MSE estimate of the remote source using (estimation stage) and then encodes it (coding stage). The method is suboptimal in the sense that i) the remote source does not correspond to the desired source at hearing aid 1, namely , and ii) the redundancy between and is not taken into account at the coding stage. It was shown in [25] that, under the considered recording model (1), the loss incurred at the estimation stage is zero if is of dimension one (no dimensionality reduction), or if the PSD matrix of the binaural speech component is of rank one (single speech source) and that the cross-correlation between and is zero (uncorrelated noise). The difference between SIA and SIU coding may hence not always vanish at high rate. To resolve this asymptotic mismatch, we can consider an hybrid scheme which combines the SIA estimation stage and the SIU coding stage. In this case, the design of the estimation stage still requires statistics which are difficult to estimate in practice. Under the assumption of a single speech source, however, it can be obtained using the alternating optimization method described in [25] . The corresponding optimal rate-distortion tradeoff can be derived in a similar fashion to that of Proposition 3.2 and is thus omitted.
IV. MONAURAL GAIN-RATE TRADEOFFS
Let us apply the results obtained in Section III to the considered hearing aid setup. We adopt the perspective of hearing aid 1 and compute the monaural gain-rate function (2) for the two coding strategies developed previously in a very simple scenario. Far from being realistic, the acoustic environment considered in this section allows us to derive analytical closedform formulas which have many of the features of the gain-rate functions computed numerically in a realistic environment (see Section VI). It hence provides useful insights about the tradeoffs inherent to the considered hearing aid setup.
Let us consider the simplified scenario which solely consists of a speech source surrounded by ambient noise. We assume omnidirectional microphones, neglect the head-shadow effect and work under the far-field assumption. The distortion criterion is the MSE, that is, we set in (4). Furthermore, the speech and noise sources have flat PSDs over the frequency band such that the -dimensional speech and noise PSD matrices of the signals recorded at hearing aid 1 can be expressed as and where is the -dimensional identity matrix. Here and are respectively the power of the speech and the power of the noise at the microphones, denoting the indicator function on the interval . The SNR is thus given by . The -dimensional vector contains the acoustic transfer functions from the speech source to the microphones, with the corresponding propagation delays . With these definitions, can be computed as (5) where the third equality follows from the matrix inversion lemma [33, Sec. 0.7.4] , and the fourth one from the fact that . Similarly, can be computed as (6) where denotes the SNR at the microphones of hearing aid 2. Using the PSDs (5) and (6) in Proposition 3.1 yields (7) for . The monaural gain-rate function with SIA coding follows by evaluating (2) using the rate-distortion function (7). We find (8) The gain-rate function obtained with the SIU coding scheme can be obtained similarly. Using Proposition 3.2, we find (9) for . The monaural gain-rate function with SIU coding follows by evaluating (2) using the optimal rate-distortion tradeoff (9) . We obtain (10) To get some insights about the gain provided by the wireless link as a function of the communication bit rate, let us consider the case where the hearing aids are equipped with microphones of equal SNR . We compare, in Fig. 6 , the gain achieved by the two coding schemes for different values of . At 20 dB [ Fig. 6(a) ], we observe that the SIU coding strategy may lead to a significant loss in terms of noise reduction capability in comparison to the SIA scheme. However, as the input SNR decreases [ Fig. 6(b) and (c) ], the spatial correlation between the recorded signals decreases significantly and the gap between the SIA and SIU curves vanishes Fig. 7 . Maximum loss incurred by the SIU coding strategy over the SIA scheme as a function of the input SNR. We observe that in a highly noisy environment, the gain provided by the SIA approach is rather negligible. for all rates. Using the gain-rate functions (8) and (10), a simple optimization reveals that the maximum loss evaluates as (11) and is attained at (12) The maximum loss (11) is plotted as a function of the input SNR in Fig. 7 . The result suggests that the use of SIA coding strategies is uninteresting in very noisy scenarios.
In Fig. 8 , we plot the noise reduction gain provided by the wireless link as a function of the communication bit rate and the input SNR . The following remarks are at hand. As , both and remain bounded and correspond to the gain obtained when there is no rate constraint. At high SNR, this gain approaches dB, where relates to the fact that the wireless link allows to double the number of available microphones. We also notice that, in this scenario, the results depend neither on the actual position of the source nor on the geometrical properties of the hearing aid setup. This results from the far-field assumption and the fact that the noise is uncorrelated across microphones. While the function is strictly increasing in both and , the behavior of is slightly different. It is strictly increasing in but, for any communication bit rate, there exists a finite SNR , easily evaluated from (10) as , which provides maximum gain [see Fig. 8(b) ]. This fact may be explained by the following observation. As the SNR increases, the availability of signals recorded from both hearing aids permits a better estimation of the desired source. However, the observed signals also become more correlated. In the scenario where the side information is neglected at the encoder, the communication resources are thus used to transmit redundant information, hence preventing significant noise reduction. The observed "optimum" follows from these two opposite behaviors. Note also that, under the present assumptions (single speech source and uncorrelated noise), the estimation stage of the SIU scheme does not incur any loss compared to that of the SIA scheme. The apparent differences are solely due to the suboptimality of the coding stage. In this scenario, the hybrid architecture discussed in Section III is thus equivalent to the SIU strategy.
V. BINAURAL GAIN-RATE TRADEOFFS
Let us now turn our attention to the general binaural setup depicted in Fig. 2 . A natural question that arises in this context is that of the optimal rate allocation between the two hearing instruments. More precisely, assume that you are given a total bit budget of bits per second, how should this be allocated to and to minimize the sum distortion , hence maximizing the binaural gain given by (3)? To this end, observe that the hearing aid setup depicted in Fig. 2 corresponds to two separate source coding problems. The overall optimal rate-distortion tradeoff can thus be obtained by means of the minimization task and
We consider the simple scenario studied in Section IV as a means to obtain an analytical characterization of the optimal policy for the rate allocation between the hearing aids. In the sequel, we assume, without lost of generality, that . Let us first consider the SIA coding scheme. In this case, the minimization problem (13) The binaural gain-rate function then follows from the definition (3) using the optimal rate-distortion tradeoff that can be computed from (7). We find if , and otherwise. The constant is defined as
Let us now consider the SIU coding scheme. In this case, the minimization problem (13) cannot be solved using the Karush-Kuhn-Tucker conditions since the involved optimal rate-distortion tradeoffs and given by (9) are not necessarily convex. However, we note that and are strictly decreasing functions. The inequality is thus active at the optimum, otherwise we can always increase or by and lower the resulting distortion. The optimization task (13) thus reduces to A tedious but relatively straightforward functional analysis reveals that the optimal solution is given by if otherwise and , where is given by (14) and the constant is defined as In this case, the threshold rate can be expressed as (15) The binaural gain-rate function then follows from the definition (3) using the optimal rate-distortion tradeoff that can be computed from (9). We find if , and otherwise. The constant is defined as
In Fig. 9(a) , we plot an example of binaural gain-rate functions for 10 dB, 0 dB and microphones. The corresponding rate allocation is depicted in Fig. 9(b) . The rate allocation strategies derived above suggest that the hearing device with smaller SNR does not transmit any data unless the total available bit rate is larger than a given threshold. Below this rate, the noisiest device benefits exclusively from the available bandwidth. At equal SNR ( ), the threshold rate of the SIA coding scheme is equal to zero. In other words, the communication medium is evenly shared between the two hearing aids for all rates. By contrast, the threshold rate with SIU coding reduces to such that it is greater than zero for large enough SNR. Surprisingly, in this seemingly symmetric scenario, the communication bandwidth may hence not be equally shared. Fig. 10 depicts the percentage of the total bit rate benefiting to hearing aid 1 for different input SNRs. With SIU coding at equal SNR, we observe a sharp transition between two policies, namely unidirectional communication and equal rate allocation. In the former case, it can be checked that the hearing aid benefitting from the wireless link can be chosen arbitrarily. We also note that the SIU threshold rate is larger than that of the SIA coding scheme. Finally, note that, as in Section IV, the hybrid scheme would not improve upon the SIU scheme under the present assumptions. 
VI. SIMULATION RESULTS
We present numerical results obtained from acoustic data recorded in a realistic environment. The recording setup is described in Section VI-A along with the considered distortion measure. In Section VI-B, different noise configurations are simulated as a means to quantify the real benefit of SIA coding over SIU coding in a practical scenario. Section VI-C then explores the gain provided by the increased spatial extent offered by collaborating hearing aids. Finally, Section VI-D discusses optimal rate allocation strategies.
A. Setup
Two hearing aids, each equipped with omni-directional microphones at a distance of approximately 1 cm, have been mounted on a dummy head in a room with reverberation time 2 120 ms. The head-related transfer functions (HRTF) for the four microphones have been measured every 15 in the horizontal plane for a loudspeaker at a distance of 1 m. Here, the angles are measured clockwise and the zero angle corresponds to the front.The sampling frequency is set to 20.48 kHz. The acoustic scene is synthesized using the measured HRTFs. The speech component in (1) corresponds to a single speech source at 0 , i.e., it is obtained as the convolution of a speech signal with the corresponding head-related impulse response (HRIR). A typical HRIR is depicted in Fig. 11(a) . 2 The reverberation time RT is defined as the time required for the sound level to decrease by 60 dB after the original sound source is removed. Fig. 12 . Monaural gain-rate functions with SIA coding (solid), SIU coding (dashed) and the hybrid scheme (dashed-dotted), in the presence of one interferer at 90 . In this scenario, a significant loss is incurred by the SIU scheme owing to the suboptimality of the estimation stage.
The noise component consists of a stationary white Gaussian ambient noise along with one or more interfering point sources of equal power at different azimuths. The PSD of the speech component is estimated using 3 s of a sentence of the HINT database [35] . The PSD of the interferers are each computed using a 3-s segment of multitalker babble noise available in the NOISEX-92 database [36] . The HINT database is commonly used for speech intelligibility studies and the NOISEX-92 database contains excerpts from various realistic noisy environments. An example of speech and noise PSDs is plotted in Fig. 11(b) . The power of the involved sources is adjusted such as to meet a desired SNR and interference-to-noise ratio (INR) of 20 dB at the front microphone of hearing aid 1, i.e., the signal-to-interference ratio is equal to 0 dB.
To assess the noise reduction improvement provided by collaborating hearing aids, the transfer function used in the weighted mean-squared error (4) expresses the relative importance of the frequency for speech intelligibility, as defined in [37] . Note also that, unless otherwise stated, the results presented in this section are computed from the perspective of hearing aid 1. Fig. 12 depicts the monaural gain-rate functions for a single interfering source at 90 . In this scenario, the estimation stage of the SIU encoder is strictly suboptimal compared to that of the SIA encoder (more than one microphone and correlated noise). The loss incurred by the SIU scheme is thus significant, in particular in the high-rate regime. The hybrid scheme resolves this asymptotic mismatch but still incurs a penalty over the SIA scheme owing to the suboptimality of its coding stage. As the number of interfering sources increases, however, the correlation between the signals recorded at the hearing aids decreases. Fig. 13 plots the maximum loss (11) over all rates for different noise configurations. We observe that the performance gap between the two coding strategies is reduced significantly, corroborating the analytical results obtained for the simple acoustic model analyzed in Section IV. While SIA coding strategies may provide large gains in simple acoustic environments, their use is rather questionable in more noisy scenarios, for example, a discussion in a crowded room. In the monaural case, we use two microphones of the same hearing device; there is no rate constraint. In the binaural case, we use the first microphone of each hearing aid. We observe that the use of binaural signals provide large beamforming gains.
B. SIA versus SIU Coding

C. Spatial Extent
The use of a wireless link allows to combine signals from microphones that together form an array with greater spatial extent, enabling better beamforming resolution. To illustrate this fact, Fig. 14 depicts the monaural gain-rate functions obtained using the first microphone of each hearing device (binaural configuration), typically 20 cm apart. We compare these gains with that achieved using the two microphones directly embedded in hearing aid 1 (monaural configuration). We observe that, for large enough communication rates, significant gains can be achieved by exploiting the inter-aural distance. At very low bit rates, however, the quality of the transmitted signal is not sufficient for the binaural configuration to compete with the monaural one, since the latter does not undergo any communication rate constraints. Note that, more generally, the beamforming capability of the system can be evaluated by means of its directivity pattern; the system is optimized for a specific acoustic scenario and the response to a monochromatic source is computed for all possible propagating directions. With our rate constraint, however, the computation of such a directivity pattern would require to derive the distortion achieved when the input statistics differ from those used to design the associated encoding and decoding algorithms. Hence, the optimal rate-distortion tradeoffs derived in Section III cannot be used for this purpose.
D. Rate Allocation
As mentioned previously, the problem of collaborating hearing aids raises two important questions related to the allocation of the available communication resources. In a binaural setup, how should the total bit rate be shared between the two hearing devices? How should then each hearing aid allocate its own resources across the signal bandwidth?
The first issue was addressed in Section V in a simple, yet insightful, scenario. The intuition is that the hearing device that undergoes the strongest disturbances benefit from the total available bit rate up to a certain threshold, above which the communication resources start being shared. Fig. 15 depicts the rate allocation in the case of an interfering point source at 90 . Owing to the head-shadow effect, hearing aid 2 experiences more noise than hearing aid 1. This fact is even more apparent in acoustic environment with low reverberation, such as the one considered here. As it can be observed, the percentage of the total available bit rate benefiting to hearing aid 1 remains null up to the threshold rate 0.1 kb/s with SIA coding, and 6 kb/s with SIU coding. The rate allocation strategy is thus similar to that of the scenario analyzed in Section V for which the optimal rule has been derived.
The second issue pertains to the allocation of the bit rate across the frequency support of the transmitted signal, at one hearing device. Here, the optimal strategy directly follows from Propositions 3.1 and 3.2 which suggest to allocate the available bit rate according to the well-known reverse "water-filling" principle [38, Sec. 13.3.3] , i.e., such that the frequency bands with higher energy are allocated more bit rate. For illustration purpose, we plot in Fig. 15(b) the one-sided PSDs used at hearing aid 1 for rate allocation with SIA and SIU coding in the presence of a single interferer at 45 . In this example, the frequency band with center frequency 700 Hz is significant for the rate allocation with SIA coding, while it has little importance in the SIU scheme.
VII. CONCLUSION
We have investigated the noise reduction provided by hearing aids allowed to collaborate using a rate-constrained wireless link in order to form a binaural system. The problem has been identified and solved from an information-theoretic standpoint. To this end, the optimal rate-distortion tradeoffs corresponding to two coding strategies have been derived. Under simplified assumptions on the acoustic environment, we have precisely assessed the noise reduction capability of the system as a function of the available communication bit rate, in both a monaural and a binaural configuration. In particular, it was shown that the loss incurred by neglecting the binaural correlation for coding purpose is rather negligible in a very noisy scenario. Optimal rate allocation strategies between the hearing aids have also been computed. Finally, simulation results have confirmed the potential of our approach in a realistic scenario.
The rate-distortion function has been derived in [4, Th. 2] . Our goal is to evaluate it under our jointly Gaussian assumption. To this end, we proceed similarly to [39, Th. 2] . We first establish that no better rate-distortion tradeoff can be hoped for (converse part) and then provide an encoding architecture that achieves it (achievability part).
Converse: The rate-distortion function follows as [4, Th. 2] where denotes the set of random processes such that and
In the above notation, is the mutual information and denotes a Markov chain. It can be easily checked that a lower bound to the above minimization task is obtained as and , where now the minimization is over all conditional distribution . We have that where and . Moreover, the distortion can be split as where (a) follows from the orthogonality principle and the fact that is a function of and , and (b) from the equality in the jointly Gaussian case. A lower bound is thus obtained as (16) such that Since is independent of , the optimal does not depend on the particular value of . The conditioning in (16) can thus be omitted and the problem reduces to a direct encoding with minimum weighted mean-squared error [40] of the source whose PSD can be computed as (17) The lower bound thus directly follows from the corresponding rate-distortion function and yields the claimed formula. Achievability: Let us consider the encoding architecture depicted in Fig. 4 . We first apply to the process the linear operator with transfer function . The obtained signal is then optimally encoded provided that is available at the decoder. The corresponding rate-distortion function can be directly derived from [41] using the Toeplitz distribution theorem [42, Ch. 7] and a weighted MSE criterion. It actually corresponds to the rate-distortion function of the innovation process whose PSD is given by (17) . The rate achieved by this scheme hence follows from [40] and corresponds to . Let us denote by the process received at the decoder. By the orthogonality principle, the distortion achieved by this method can be decomposed as (18) Moreover where (a) follows from the successive conditioning property of conditional expectation and the fact that is a function of , (b) from the fact that in the jointly Gaussian case and from the linearity of conditional expectation and (c) from the successive conditioning property of conditional expectation and our jointly Gaussian assumption. The second term in the distortion (18) can thus be written as It corresponds to the distortion of the innovation process and also follows from [40] . Using (18) , the achieved distortion directly evaluates as , demonstrating the optimality of the encoding architecture depicted in Fig. 4. 
APPENDIX B PROOF OF PROPOSITION 3.2
The optimal encoding strategy reduces to that of a remote source coding problem. The rate hence directly follows from the remote rate-distortion function in [31, Sec. 4.5.4] . The signal reconstructed at the decoder Dec 0 (see Fig. 3(b) ), denoted , can thus be described by the system depicted in Fig. 16 . The observed process is first passed through a linear and time-invariant filter with transfer function to obtain the process whose PSD is given by
We then add an independent Gaussian noise with mean zero and PSD for some . Finally, the resulting spectrum is band-limited by the filter whose frequency response is The filter is tantamount to an ideal band-limiting filter with transfer function whose output, denoted , is then passed through the Wiener filter implementing the optimum MSE decoding rule . Since is available at the decoder Dec 1, and that we are interested in and not in , the optimum MSE estimation rule may be replaced by . The resulting weighted mean-squared reconstruction error can be expressed as (19) where . The first term in (19) corresponds to the error made in a remote setup where no side information is available. The second term is the gain provided by the availability of for the reconstruction. Evaluating the power spectral densities involved in (19) yields the claimed distortion formula.
