Abstract: A novel feedback control method for robotic manipulators with random communication delays by combining the optimal P-type iterative learning control (ILC) idea with a minimum tracking error entropy control strategy is presented. The control design is formulated as an optimisation problem with a proper performance index and a constraint. In specific, the performance index implies the idea of the minimum entropy control of the closed-loop tracking error. The convergence in the mean-square sense has been analysed for all the signals in the closed-loop system. The convergence condition of such a tracking error under ILC framework is treated as the constraint condition which is satisfied in the optimisation process. It has been shown that the numerical optimal solution per iteration can be obtained by using the well-known particle swarm optimisation techniques. Simulation results are provided to show the effectiveness of the proposed approach.
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Introduction
By dividing the control horizon into a number of fixed length time sub-intervals or iterative cycles, iterative learning control (ILC) utilises the information obtained from the previous operation of the system so as to improve the closed-loop control performance for next trial. The control input per iteration is therefore adjusted by using the tracking error signals obtained from the previous trial. As the iteration goes on, the control system eventually learns the task and follows the desired trajectory with allowable errors. There have been steadily growing literature on research and application of ILC [1, 2] . In particular, ILC has been widely used to improve the performance of robotic manipulators because they involve certain type of repetitive motion.
Attempts to dealing with dynamic systems with time delay have appeared in the literature [7] [8] [9] . Chen and Li [7] designed an adaptive ILC for a class of nonlinear systems with known constant output time delays. Park et al. [8] observed that erratic estimation of delay in linear timeinvariant systems with uncertain time delay may cause the control input to diverge. Hence, a new ILC algorithm was proposed where a holding mechanism was adopted to hold the control input at a constant value for the duration of the delay time uncertainty. Chen et al. [9] analysed the ILC algorithm for a class of nonlinear systems with state delays and pointed out that time delay in state variables does not affect the ILC convergence performance significantly [9] . Research on stochastic systems by ILC were contained in [10 -13] where the system noise, measurement noise and the initial state error were assumed under some strict conditions (i.e. the noises are of i.i.d. and mutually independent with zero-mean white Gaussian noises, etc.). In [10 -12] , the ILC algorithms leading the tracking error tending to zero in the mean-square sense were proposed for linear systems with both system and observation noises. In [13] , a stochastic approximation-based ILC algorithm was also proposed for a class of nonlinear systems with the system noise and observation noise, respectively. However, at present, little research has been carried out on the design of iterative learning controllers for nonlinear dynamic systems with time delay. In particular, little effort has been made for the design of ILC for nonlinear stochastic systems.
Indeed, for NCS, it is the random time delays induced by the signal communications over the network that lead to stochastic tracking errors for closed-loop systems. As such, it is natural to represent networked manipulator control systems into a stochastic control framework. However, it is difficult to model this kind of systems as nonlinear systems with system noise and observation noise unless time delays can be approximated by Pade approximation. Wang et al. [14 -16] pointed out that entropy measures the randomness well for an arbitrary random variable, and that minimising entropy is equivalent to the minimisation of the variance for Gaussian variables. It has been shown that the welldocumented minimum variance control for ARMAX systems subjected to Gaussian noise inputs is in fact a minimum entropy control. Motivated by the characteristics of entropy, the stochastic distribution of tracking error from iterative process is regarded as a starting point of controller design. Furthermore, the advances on optimal technology have made it possible to employ stochastic distribution control theory in the design of ILC algorithms.
The existing optimisation-based ILC methods seldom study nonlinear systems, let alone nonlinear systems with random input and output delays. Hatzikos et al. [17] summarised and discussed the existing work on optimality and ILC briefly, where the optimised performance index only relates to the norm of control input or/and error during the iteration. In this paper, the entropy of tracking error is utilised to construct the performance index so as to obtain the optimal ILC that also enables a quantitative analysis of the convergence of tracking error. Once the convergent condition of the closed-loop tracking error is established, the selection of a proper performance index and the use of an effective optimisation technique are very important issues. Although the standard dynamic programming can be applied to a nonlinear optimal control system, the optimal control can be then converted to the problem of solving partial differential equation known as Hamilton -Jacobi-Bellman equation. However, it is difficult to find the analytical solution for general cases. Therefore the well-known particle swarm optimisation (PSO) algorithm in [18] is used here as a numerical tool to obtain the solution for each trial under convergent condition of tracking error. The main reason for using PSO is that it can find a global minimum under the presence of multi-modality in objective functions and hard constraints in the decision variables.
The main objective of this work is to investigate an ILC algorithm design for robotic manipulators over communication channels by combining optimisation techniques with stochastic distribution control theory. The rest of this paper is organised as follows. Section 2 formulates the control problem and objective, where the reason for selecting the minimum entropy of the closed-loop tracking error as a performance index is fully described. Section 3 presents the P-type ILC law for robotic manipulator with network-induced time delays, and then, the mean-square sense convergent condition of ILC is presented and proved. Section 4 utilises the PSO technique to guarantee the minimum entropy of tracking error subjected to the constraint of the convergence condition of tracking error. Section 5 shows the application of the proposed controller to a networked robot manipulator, and Section 6 concludes this paper.
Problem formulation
The general NCS diagram for an n joint robotic manipulator with n actuators is shown in Fig. 1 , where the dynamic equation of the manipulator is described in the following form
where
is the vector of joint positions,
the vector of Coriolis and centripetal forces; g(q(t)) [ R n the vector of gravitational forces; F v [ R nÂn the coefficient matrix of viscous frictions which is positive definite and diagonal and u(t) [ R n the vector of joint input torques. Selecting the state vector
, the robot manipulator can also be described by a state-space equation. The controller performs the required remote control action through the network. As it is shown in the figure, the interface of the actuators and sensors is locally linked to the robotic manipulator. Taking the up-link and down-link random time delays into account, the networked robotic manipulator, which performs a given task repeatedly, can be modelled as the following nonlinear system with uncertain time delays
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where k denotes the kth repetitive operation of the system, 
is the state vector of the system. For simplicity, it is assumed that all the state variables are measured and transmitted over the concerned communication channels so as to form the feedback input vector to the controller node. Also in (1), u k (t) [ R n is the output vector of controller and y k (t) [ R m is the feedback input vector of the controller which is related to the transmitted measurable state variables. The control input of the manipulator u k (t 2 t ca ) and the measured state signals x k (t 2 t sc ) sent to the controller are defined as follows (1) is stochastic in the sense that it is subjected to the random time delays presented in the down-link (from the sensor to the controller) and the up-link (from the controller to the actuator) channels. It is further assumed that the upper bounds of t sc and t ca can be obtained in advance and they are denoted by u M ¼ max (t i ca ) and d M ¼ max (t j sc ), respectively. Similarly, the lower bounds of t sc and t ca are given by
where h is the sampling period, j 1 and j 2 the two positive integers, 0 j 1 , h and 0
2nÂn are assumed piecewise continuous in time t, and g:
e. its partial derivatives are also differentiable with respect to both x and t).
Let N be the total sample number inside each iterative cycle (i.e. N . h ¼ T ), then t ¼ jh (0 j N ) is the sampling instant. The control input prior to the communication via the network is therefore generated by the zero-order hold. Then in the kth iterative cycle, it can be seen that the control input satisfies
Given a desired output trajectory y d (t), the control objective is to find a control input u k (t) by an iterative learning method such that when k ! 1, the system output (through communication) sampled-data y k (t) at sampling instant t ¼ jh will track the desired output trajectory as close as possible. Meanwhile, as the closedloop system is stochastic, the uncertainty (or the randomness) of the closed-loop tracking error should be minimised along with the progress of each iterative cycle. This means that the iterative learning should guarantee: (1) the closed-loop tracking error is convergent in mean-square sense and (2) the entropy of the closed-loop tracking error decreases with the increase of k. In this paper, the design of the ILC law with stochastic input and output delays will be treated as an optimisation problem with a proper performance index under the constraint of convergence of the closed-loop tracking error. www.ietdl.org
Stochastic characteristic of the closed-loop tracking error
In most cases, the network-induced time delays are random and are not Gaussian because these time delays are always bounded. This means that in general the system output in (1) will be very unlikely to be a Gaussian noise, leading to a non-Gaussian closed-loop tracking error when the control input is applied to the system. In this context, the randomness measure of the tracking error via the use of variance would not be sufficient in characterising the performance of the closed-loop system. As such, in this paper, entropy will be used. Indeed, entropy can be used to measure the uncertainties of an arbitrary random variable. Moreover, entropy has more general meaning than that of variance for arbitrary random variables. Consequently, it can be used to measure the randomness of the tracking error and form a design criteria for general dynamic stochastic systems subjected to arbitrary random input whose probability density function (PDF) can be of any shape [15] . For a continuous random variable y with a PDF denoted by g (y), the entropy of y is defined in the probability theory as
In [16] , a brief discussion has been made on the application of entropy in control and estimation.
The PDFs of the time delays {t i ca , t j sc } are denoted by {g t i , g t j } which can be obtained by using the Parzen window based numerical method. Theoretically, the PDF of the tracking error, g e (z, t), can be represented via the tracking error e(t) as follows
However, it is difficult to obtain its precise expression. For a multiple output system y k (t) [ R m , the tracking error is a vector denoted by e k (t)
In the kth iterative cycle, the ith tracking error e i k at sampling point t ¼ jh is therefore given by e
T groups the definition variables of the tracking error PDF corresponding to t ca [ R n and t sc [ R 2n . As such, g e i k (z, u k , k) can be obtained by using the sampled data {e
in a statistical way, where u k indicates that the controller influences the shape of g e i k (z, u k , k). Using the above definition, the entropy of the closed-loop tracking error for the kth iteration can be obtained as follows
where V is the area of integration that covers the whole range of the tracking error vector.
Optimisation problem of ILC algorithms
For deterministic systems, the ILC algorithms based on optimisation have been proposed by some researchers. For example, Furuta and Yamakita [19] used a steepest-descent approach to minimise the norm of ke k k 2 for the first time. Buchheit et al. [20] further used the Newton-Raphson search technique to minimise the following performance index
Moreover, Tao et al. [21] and Sogo and Adachi [22] used the following performance index in the ILC algorithm
More recent studies have been performed by Amann [23] and Hatzikos et al. [17] . They solved the following optimal ILC problem
where G is the plant in question. In this paper, we aim to use a different optimal performance index and a constraint condition. It is a fundamental problem to guarantee the convergence of the tracking error in ILC schemes in some stochastic sense. Hence, in this paper, the meansquare sense convergence of the tracking error is regarded as the constraint in obtaining an optimal solution of the required ILC, where the minimum entropy of the closedloop tracking error is used as the performance index.
In networked robotic manipulator control systems, the output tracking error of system is uncertain due to the random time delays t sc and t ca per induced by the network. Ideally, the controller design for this stochastic system should be performed such that the shape of the PDF of the tracking error vector is made as narrow as possible. Indeed, a narrow PDF generally indicates that the uncertainty of the related random variable is small, which can be represented as a minimised entropy of the concerned random variable. As a result, the basic idea of the proposed method is to solve the following optimisation problem online for each iteration 3 Convergence of the tracking error in mean-square sense Before presenting the ILC algorithm for system (1), the following assumptions on the system are imposed.
(
where x d (t) is a desired state vector. 
To develop the required control, the following P-type ILC law is proposed here
where G( jh) [ R nÂm is a learning operator.
The ILC convergence property needs to be guaranteed in terms of assuring the system output to converge to the desired one within a prescribed and desired accuracy along with the increase of the number of ILC iterations. In this regard, the following lemma is required.
Lemma: Suppose u(t) and v(t) are real continuous functions defined on [0,T ] and a
Theorem: Consider the repetitive system (1) satisfying assumptions (A1) -(A5) where the ILC law (7) is utilised. Let
If kI À G( jh)r j k r , 1, then when k ! 1, the bounds of the tracking errors
converge to zero in the following mean-square sense
where Ef . g stands for the mathematical expectation operator.
Proof: To simplify the notations, let l ¼ j þ j 0 and denote
Then from (7) and using the definition of
Using (1) and assumptions (A2) and (A3), it can be shown that
þg k . Since 0 j 1 , h and 0 j 2 , h, hence, 0 j , 2h can be further divided into the following two cases.
A Case 1 (0 j , h): In this case, it can be seen that (2) and (A5) [2] , it can be shown that
Assume that u k (t) ¼ u k (0) (t , j), then from (10) 
Hence, it can be obtained that
where it has been denoted that
From (A2) and (A3), it can be shown that (13) where
Suppose that lh t lh þ h, then the following inequality can be established (14) where
Using the lemma and (2), it can be further obtained that
where c 3 ¼ (b B =c 2 )(e c 2 h À 1), As a result, from (15) and (A4), it yields
Using (16), it can be readily seen that
Substituting (17) into (13) leads to the following inequality
Substituting (11) into (7) should therefore lead to
Using (18) and (19), it can be concluded that 
then from (20) , the convergence of u k ( jh) can be further analysed. For this purpose, let 
where Ef . g stands for the mathematical expectation operation. This means that Y k converges to zero in mean square sense. Hence, if
From (17) and (25), it can be further shown that
As a result, from (11), (18) and (25), it can be seen that
, where 0 j 3 , h, then (10) can be replaced by
As a result, similar formulation can also be made as that for case 1 to prove the convergence in the mean-square sense. A
Implementation of the optimal ILC
In general, the learning operator G k in ILC should satisfy the performance index subjected to the constraint of convergence of the tracking error in order to implement the control objective of the networked robotic manipulator control system. This means that the optimal solution G k Ã should be obtained as follows
For this purpose, the PSO [18] is utilised to solve G k Ã in this paper. PSO has been derived from the social-psychological theory and has been utilised extensively, where each particle flies in the search space with velocity adjusted by its own flying experience and its companions' flying experience. Each particle is treated as a volumeless particle in a gdimensional search space. Moreover, each particle keeps a track of its coordinates in the problem space, which are associated with the best solution it has achieved so far. This value is called pbest. Another best value that is tracked by the global version of the particle swarm optimiser is the overall best value, and its location obtained so far by any particle in the group, which is called gbest. The PSO change the velocity of each particle towards its pbest and gbest locations at each time step. Acceleration is weighted by a random term, with separated random numbers being generated for acceleration towards pbest and gbest location.
For the jth particle represented as x j ¼ (x j,1 , x j,2 , . . . x j,g ) in the g-dimensional search space, the best previous position of the jth particle is recorded and represented as pbest j ¼ (pbest j,1 , pbest j,2 , . . . , pbest j,g ). The index of the best particle among all of the particles in the group is represented as by the gbest g . The rate of the position change (i.e. velocity) for particle j is thus represented as v j ¼ ( v j,1 ,v j,2 , . . . , v j,g ). The modified velocity and position of each particle can be calculated using the current velocity and the distance from pbest j,g to gbest g as shown in
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where it has been denoted that n is the number of particles in a group, m the number of members in a particle, t the pointer of iterations (generations), v (t) j,g the velocity of particle
, w the inertia weight factor, c j,g the current position of particle j at iteration t, pbest j the pbest of particle j and gbest the gbest of the group.
The proposed ILC algorithm using PSO consists of the following steps
Step 1: According to (21) , the upper and lower bounds of G k ( jh) are obtained so as to satisfy the constraint condition in (27). This means that the positions of the particles should be selected within the boundary limit.
Step 2: Initialise G k ( jh) and determine the entropy of the tracking error H k . Set k ¼ 1.
Step 3: Use PSO technique to search the optimal G k Ã such that H kþ1 H k , which optimises the fitness function (the entropy of the tracking error) and satisfies constraint condition (21) . This is realised in the following (a) Initialise a population (array-n) of particles with randomly chosen positions within the boundary limit.
(b) For each particle, evaluate the corresponding fitness function values at each position. (c) Compare particle's fitness evaluation with particles pbest. If the current value is better than pbest, then set pbest value equal to the current value and the pbest location equal to the current location in g-dimensional space.
(d) Compare fitness evaluation with the population's overall previous gbest. If the current value is better than gbest, then reset gbest to the current particles array index and value.
(e) Use (28) and (29) to update the velocities and positions of each particle, respectively. Meanwhile, the positions of particles should belong to the boundary limit so as to satisfy the constraint condition in (27).
(f ) Set the pointer of the PSO generation t ¼ t þ 1, proceed with step (b) and check the entropy of the tracking error until H kþ1 is not greater than H k , and the present particle position is the optimal G k Ã .
Step 4: Apply the present optimised G k Ã to the ILC system.
Step 5: Set the iteration number of the ILC system k ¼ k þ 1, repeat steps 3 to 4 until the maximum iteration number is met.
In the above procedures, the parameter V max determines the resolution, or fitness, with which regions be searched between the present position and the target position and is usually set at 10-20% of the dynamic range of the variable on each dimension. The constants c are often set to be 2.0. The inertial weight w is selected to balance between global and local explorations.
5 Application to a networked controlled robotic manipulator
Robotic manipulator dynamic equation
The dynamic equation of the single-link robotic manipulator [24] is given by
where g is the gravity constant, q(t) and € q(t) the angular position and acceleration of the joint, respectively, and u(t) the input torque on the joint. In (30), m and l are the mass and length of the manipulator, respectively. J m is the moment of inertia with respect to the joint and is given by
and the output of the system is given by y(t) ¼ (1=5)x 2 (t)(2 þ sin t). In this case, the desired output trajectory is defined as
The initial state and parameters are set to x 1 (0) ¼ x 2 (0) ¼ 0, l ¼ 2.5 m and m ¼ 10 kg. In this application, two sensors are used to measure the joint position q(t) and velocity _ q(t), respectively. The sampling period is selected as h ¼ 0.001 s. Since the analytical expression of PDF of time delay is not available in most cases, non-parametric estimation techniques of PDF, such as Parzen windowing, can be used to approximate the PDF of induced time delays. For the simulation, it is assumed that the induced time delay t ca obeys a uniform distribution and t sc obeys a b distribution 
where (12) , the key factors affecting r j in (21) consist of the networkinduced random time delay, the output mapping function of the given system y(t) ¼ (1=5)x 2 (t)(2 þ sin t) and the moment of inertia J m contacting with the control input in (31).
Experiment results
Case 1: Non-minimum entropy situation: In this case, the learning operator satisfying (21) need not be optimised. Let G k ( jh) ¼ 50, the simulation results are shown in Figs. 2-4 . The tracking error profiles along with the learning repetition horizon are shown as solid line in Fig. 2 and it can be seen that the root of mean-square error decreases with the increasing iteration number k. The tracking error converges after ten iterations. The solid line in Fig. 3 shows the entropy of tracking error H k along with the learning repetition horizon. In Fig. 4 , both the range of tracking error and the PDF of the tracking error g e k (z, G k , k) along with the learning repetition horizon are shown.
Case 2: Minimum tracking error entropy control: In this case, the iterative operator G k is solved by the PSO according to (27) . The boundary limit is decided by (21) , where the initial value is set to G k ( jh) ¼ 50. The parameters in PSO are selected to n ¼ 20; Fig. 2 . Again, the root of mean-square error decreases along with the increasing of iteration number k, and the tracking error converges after Figure 2 Comparison of the tracking error along k www.ietdl.org eight iterations. The dashed line in Fig. 3 shows the decreasing entropy of tracking error H k along with the learning repetition horizon. In Fig. 5 , both the range of tracking error and the PDF of tracking error g e k (z, G k , k) along with the learning repetition horizon are given, where it can be seen that the shape of g e k (z, G k , k) becomes narrower along with the increasing of the iteration number k. Both Figs. 3 and 5 indicate that the control system has a small uncertainty in its closed-loop operation. The response of the iterative operator G k is shown in Fig. 6 . G k does not converge to a certain value after 25 iterations, although the tracking error converges. G k is the optimal solution which makes the entropy of tracking error minimum under the constraint (21) , as shown in the theorem. It can be seen from (12) that r j depends on the integral interval which relates to the communication time delays, g x in (A2) is related to the output of the system shown in (1), and B in (1). Therefore G k ( jh) may not converge to a certain value while satisfying the inequality (21).
Conclusions
Because of the random time delay induced by networks, a minimum tracking error entropy control strategy is incorporated here with P-type ILC algorithm. The convergence of the proposed ILC for a class of nonlinear systems with uncertain time delay is proved in the meansquare sense. The optimal performance index of ILC is then reported using stochastic characteristics of the closed-loop tracking error. The stability of the closedloop system has been analysed. Consequently, the procedure to solve the optimal iterative operator by the PSO technique has been developed. Finally, the proposed algorithm is applied to a single link robotic manipulator via a network communication channel, where the simulation results are provided to show the effectiveness of the proposed algorithm. However, the limitation of this study is that the proposed algorithm only works well with repetitive systems. Packet loss and limited communication should also be investigated in further research besides random time delays.
