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Abstract
In biomedicine, it is still an outstanding issue that the absolute scale of omics data gets lost due to
technical limitations. This causes that the original scale first has to be approximated by normalization
techniques before analysis methods can be applied. However, there are competing normalization strate-
gies based on different assumptions about the structure of the underlying data. Due to these different
assumptions, normalization methods can yield different results, which can also affect the outcome of
concluding analysis methods. Thus, another concept is to resolve this issue by using scale invariant data
analysis methods.
This thesis details how generalized linear regression methods can be extended with a scale invariance for
omics data by enforcing an additional constraint called zero-sum. This constraint was first proposed by
Lin et al. [53] for compositional data and by M. Altenbuchinger and T. Rehberg in [3] for the application
on omics data to circumvent scaling and normalization.
The first chapter outlines scaling and normalization and exemplifies in a simulation the concept of scale
invariance. Afterwards, the state-of-the-art procedure for solving linear, binomial logistic, multinomial
logistic and Cox proportional hazard regression is detailed in the second chapter. The third chapter shows
how the zero-sum constraint can be incorporated into these regression types and how an efficient solving
strategy based on a coordinate descent algorithm can be developed. Moreover, it is shown how conver-
gence issues of a naive coordinate descent approach can be resolved by using search space rotations, a
concluding local search procedure and warm starts. Finally, the convergence behavior is evaluated by
comparing coordinate descent with general purpose optimization methods.
In chapter four, the scale invariance of zero-sum regression is examined in several simulation scenarios
where increasingly larger sample-wise alterations are applied. These alterations cause regressions with-
out scale invariance to loose predictive power, while zero-sum regressions are not affected and maintain
their predictivity.
Finally, zero-sum regression is applied on omics data sets to demonstrate the advantages of scale in-
variance. First, the normalization independency of zero-sum regression is shown on microbiome and
metabolomics data sets. Afterwards, it is shown how the generalized lasso regularization in combination
with the zero-sum constraint can be applied on NMR spectra to improve linear models. Next, a DNA
methylation data set is analyzed using zero-sum multinomial regression to mitigate the effects of tissue
background contamination in order to better distinguish between primary tumor and metastatic cells. Fi-
nally, zero-sum Cox proportional hazard regression is applied on gene expression data and corresponding
survival data of lymphoma patients.
All algorithms presented in this thesis have been implemented in the software zeroSum, which is publicly
available.
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1 Introduction
This thesis presents an approach for combining generalized linear regression with a scale invariance
constraint which addresses the problem of normalization and reference point selection in the statisti-
cal analysis of molecular measurements. Such measurements allow to gain new insights into the inner
workings of a cell and are crucial for answering biological and medical questions. For this purpose,
molecular profiles are generated using high-throughput technologies and analyzed with statistical meth-
ods. However, before such methods can be applied, preprocessing steps, such as normalization and
reference point selection, are necessary to compensate for unwanted alterations caused by technical lim-
itations. Resulting from these limitations, the true scale of the data gets lost and therefore has to be
approximated by normalization methods. However, the choice of a suitable normalization is not clear,
since there are competing normalization strategies based on different assumptions about the structure of
the underlying data. Due to these different assumptions, normalization methods can yield significantly
different results [11, 74]. Therefore, the outcome of a concluding analysis is also affected by the cho-
sen normalization. Another approach for avoiding normalization is to employ scale invariant statistical
methods, which additionally prevent that the results are distorted by the scale of the data.
This thesis shows how scale invariance is achieved in generalized linear models by incorporating the
zero-sum constraint. Moreover, regression algorithms are proposed and a reference implementation is
provided as a program called zeroSum. The first chapter contains a brief overview of the different types
of molecular measurements and illustrates normalization and scaling problems.
1.1 Molecular Measurements
During the last decade, a better understanding of the molecular dynamics in cells and their effects on
whole organisms has been acquired by the rapid development of novel high-throughput technologies.
These technologies allow to assess high dimensional molecular profiles on the level of transcriptomics,
proteomics, metabolomics and others, which are summarized under the umbrella term omics data [1, 42].
Each omics field primarily focuses on a specific molecular level of a cell. In simple terms, these levels
form a chain of effects, where the lowest element is the genome containing the genetic information.
This information is stored in the DNA as a sequence of four different nucleobases (adenine, cytosine,
guanine, thymine) and is the subject of the research field genomics. Small sections of the genome – called
genes – are accessed by proteins known as transcription factors and RNA polymerases, which copy the
sequence of a gene and store it as RNA transcripts. Due to a complex regulating network, genes become
differently transcribed and the research field analyzing the resulting distribution of RNA transcripts is
termed transcriptomics. On the next level, these RNA transcripts are translated by ribosomes to proteins,
creating a distribution of proteins that is investigated by the proteomics research field. One of the highest
levels of omics research is metabolomics, which focuses on the metabolite composition in cells.
Nowadays, the molecular composition of each omics level can be almost completely monitored by high-
throughput techniques. As an example, DNA or RNA sequencing is used for capturing genomics or
transcriptomics profiles, whereas mass- or NMR-spectrometry are applied to produce proteomics and
metabolomics profiles. From these profiles not only unknown interactions and properties of cells can be
discovered, but also defects like mutations detected. These defects can be the cause for many diseases,
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such as cancer [13, 14]. The capability to identify such defects and the insights gained from omics
research are shaping the vision of personalized and precision medicine in which every patient gets an
individually adapted therapy targeting the specific molecular cause of a disease [12, 14, 28, 40, 50].
In order to identify the cause of a disease it is important to discover the differences between healthy and
diseased tissue. Therefore, it is required to capture molecular profiles of each tissue type in sufficient
numbers and to probe for significant differences. However, sample preparation steps and measurement
procedures often cause molecular data being systematically biased. Hence, the data first has to be cali-
brated to a common scale in order make the molecular profiles evaluable by well-established statistical
methods [11, 16, 54, 65].
1.2 Normalization and Scaling Issues of Omics Data
The measurement process of omics data involves multiple steps, which can distort the scale of the re-
sulting data due to technical limitations. An example of such a limitation can be the varying sequencing
depth of RNA sequencing data, which is a measure for how often a transcript has been detected on
average [54]. A biological limitation, for instance, is the varying concentration of metabolites in urine
specimen of humans, which is affected by different kinds of drinking behavior, transpiration of the exam-
ined persons [16, 68]. As a consequence, the data has to be rescaled to compensate for these distortions
to make the data comparable. Such rescaling methods are known as normalization.
Multiple normalization strategies have been developed to equalize the scale between different omics
profiles [11]. For example so called housekeeping genes, which are assumed to be mandatory for basic
cell functions and therefore should be equally transcribed in every cell, are used as a reference to bring
gene expression data on the same scale. However, the search for such general applicable housekeeping
genes has been of limited success [20, 23]. A similar normalization strategy to adjust metabolomics
data is to use reference metabolites which are assumed to be equally concentrated in each specimen
[82]. However, identifying perfect reference metabolites is also unfeasible. The concentration of the
commonly used reference metabolite creatinine, for example, depends on sex, age and other individual
characteristics of the probands and is thus not an indisputable reference [18, 72, 81].
Moreover, all data has to be scaled to a common reference point, like a certain number of cells, a certain
amount of RNA or a certain amount of blood. However, the choice of a reference point is not always
clear and can have a significant influence on the drawn conclusions. Such a reference point used in
transcriptomics, for instance, is the measurement of a fixed amount of RNA under the assumption that
the total amount of RNA per cell is roughly the same. However, this is not always the case and it
was shown that the total amount of RNA in cells can be amplified by a factor of 2–3 by inducing the
expression of the gene MYC [52, 61, 74]. Such a change would not be detected if the total amount of
RNA was used as a reference. If, on the other hand, the number of cells is taken as a reference point, the
change of the amount of RNA per cell becomes detectable [74].
Furthermore, these scaling issues cause problems beyond the above mentioned ones: More and more
data sets are publicly available but results of a dataset like a biomarker for a specific disease are difficult
to transfer to other data, since the results depend on the scale of the initial data [4, 27]. One approach
to tackle this issue is the use of addon normalization procedures, which adjust new data so that the scale
of it conforms to the scale of original data [36, 46]. A related problem is the transfer of results learned
on data which has been generated with one measurement platform like a molecular signature to data that
was generated with another measurement platform with a different sensitivity [4].
In summary, the selection of an appropriate normalization method and scaling of omics data is still
an unsolved issue and susceptible to many flaws. For that reason, the aim of the method proposed in
this thesis is to bypass these issues by making data analysis methods robust against scaling problems.
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Therefore, generalized linear regression is extended by an additional constraint called zero-sum, which
makes regression scale invariant. This constraint was first proposed by Lin et al. [53] for lasso regularized
linear regression and for the application on compositional data. M. Altenbuchinger and myself showed
in [3] that the zero-sum constraint can also be used to generate scale invariant linear models for omics
data. My contribution to [3] and to the second related publication [88] was the algorithmic concept and
software implementation. Therefore, the focus of this thesis is on the zero-sum regression optimization
problem and the corresponding algorithmic approaches. Moreover, this thesis shows how this constraint
can be applied to generalized linear models, which, for example, can be used for classification (binomial
logistic and multinomial logistic regression) and survival analysis (Cox proportional hazard regression).
This extended generalized linear regression is referred to in this thesis as zero-sum regression and the
corresponding regression software is named zeroSum.
1.3 Influence of Scaling and Normalization on Data Analysis of Omics
Profiles
In this section the influence of normalization methods on results of a common omics data analysis work-
flow is exemplified in a simulation.
Typically, omics data has to be log-transformed in order to be accessible by linear models. The reason for
that is, that omics data ranges over several orders of magnitudes and often exhibits a skewed distribution.
Both issues can be resolved by applying a log-transformation [19, 49, 80]. Hence, a multiplicative scaling
of samples becomes an additive shift on the log-transformed data. Thus, a scale invariant method has to
be insensitive to additive sample-wise data shifts.
For demonstrating the effects of different normalizations, log-transformed three dimensional data for
8 observations is simulated as follows: for all observations the feature x is selected randomly from a
uniform distribution on the interval [0, 1]. To imitate a housekeeping gene, feature y is sampled from a
normal distribution with the mean 0.5 and a standard deviation of 0.1. To simulate two different groups, A
and B, feature z of half of the observations is generated from a uniform distribution on the interval [−1, 0]
(group A), while the other half is sampled from a uniform distribution on the interval (0, 1] (group B).
This unaltered data is shown as dark blue and dark red spheres in figure 1.1. Afterwards, mean centering
is applied as an example of a normalization method, which is based on the assumption that the total
amount of features should be more or less the same per sample. The resulting shifts are shown in figure
1.1 by arrows and the altered data is shown in lighter colors. Finally, a separating plane generated using
logistic regression is shown as blue plane.
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Figure 1.1: Shown are the samples of the groups A and B as dark red and dark blue spheres. In light
colors the mean centered data is shown. The blue plane shows where a logistic regression
classifier separates the mean centered data into group A and B. Underneath the plane a sample
is labeled to group A and above the plane to group B.
As another normalization, the mean centering is replaced by a housekeeping normalization using feature
y as reference. Such a normalization is shown in figure 1.2 by cyan and yellow colored spheres and the
corresponding separating plane is shown in red. Note that, two different normalization methods lead to
two different results, which in this case are two different separating planes.
Data shifts caused by normalization alter the data only in one direction, which is associated with uncer-
tainties due to technical limitations. Thus, the position of data varies along this direction.
By using zero-sum regression separating planes which are parallel to the direction of normalization can
be calculated. Such a plane is shown in figure 1.3 in green. Note that the same plane is obtained irrespec-
tively of whether zero-sum regression is applied on the raw, mean-centered or housekeeper normalized
data, since scaling has no influence on zero-sum regression.
This is the fundamental principle of zero-sum regression and this thesis describes how this invariance
can be enforced in a generalized linear regression framework.
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Figure 1.2: The same data and classifier as in figure 1.1. Additionally, the same data but with a house-
keeping normalization is shown as yellow dots for group A and cyan for group B. The red
plane is the separating plane of a logistic regression classifier learned on the housekeeping
normalized data.
Figure 1.3: The same data and classifier as in the figures 1.1 and 1.2. A scaling invariant classifier learned
with zero-sum logistic regression is shown in green.
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1.4 Thesis Organization
This thesis develops the mathematical concepts and algorithmic solutions of zero-sum regression and
demonstrates the advantages not only in simulations but also on omics data. The structure of this thesis
is:
Generalized Linear Regression: Chapter 2 provides an overview of generalized linear models and in
particular details linear, binomial logistic, multinomial logistic and Cox proportional hazard models.
Moreover, the elastic net and generalized lasso regularizations are described. Furthermore, the current
state-of-the-art for fitting these models to data based on coordinate descent algorithms is described.
Zero-Sum Regression: The third chapter shows how the zero-sum constraint can be incorporated in the
cost functions of generalized linear models and how an efficient algorithm based on coordinate descent
can be developed. Moreover, it is detailed how convergence problems of a naive coordinate descent
approach can be resolved by using search space rotations, a concluding local search procedure and warm
starts. Finally, the convergence behavior is evaluated by comparing coordinate descent with general
purpose optimization methods.
Simulations: In chapter 4 the scale invariance of zero-sum regression is examined in several simula-
tion scenarios where increasingly larger sample-wise alterations are applied and the results compared to
traditional generalized linear regression.
Applications: In chapter 5, zero-sum regression is applied on omics data sets to demonstrate the advan-
tages of scale invariance. First, the normalization independency of zero-sum regression is shown on a
microbiome and metabolomics data set. Afterwards, it is shown how the generalized lasso regularization
in combination with the zero-sum constraint can be applied on NMR spectra to improve linear models.
Next, a DNA methylation data set is analyzed using zero-sum multinomial regression to mitigate the
effects of tissue background contamination. The last data set covers gene expression data and survival
data of lymphoma patients and is evaluated using zero-sum Cox proportional hazard regression.
6
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Regularized generalized linear models are well established for the analysis of molecular profiles, due
to their reasonable performance on high dimensional data and particularly due to their clear inter-
pretability. In contrast to normal linear models, generalized linear models are highly versatile. Logistic
regression can be used, for example, for classification and Cox proportional hazard regression can be
used for survival analysis. However, one of the main obstacles for the application of generalized linear
models on omics data is that the amount of samples is, in contrast to the number of features, almost al-
ways very limited. Therefore, the regression problems are underdetermined, which makes regularization
methods necessary to obtain unique solutions and to prevent overfitting.
The first part of this chapter outlines generalized linear models and ordinary linear regression. After-
wards, the elastic net regularization and the state-of-the-art approach for solving the resulting optimiza-
tion problem is detailed. The subsequent sections describe how this approach can be extended to bino-
mial logistic, multinomial logistic and Cox proportional hazard regression. Concluding, the generalized
lasso regularization and the effects of data standardization on linear models are described.
2.1 Generalized Linear Models
Generalized linear models estimate a response yi of a sample i by a corresponding predictor xi with a
link function f and a set of coefficients (β0, β) [39, 58]:
yi = f (β0 + xTi β) + i . (2.1)
Throughout this thesis the following conventions are used: the predictor xi of a sample i is a vector of
length p, which for example contains a molecular profile with p features. The predictors of all samples
can be combined to a N × p matrix x, where N is the number of samples. Individual components of x
are denoted as xi j and, for instance, could be the expression of the gene j of the sample i. The coefficient
vector β is of length p and is used to weight the features of xi. Moreover, the responses and errors of
all samples are combined to a vector y and , which are both of length N. The concept of generalized
linear regression is to adjust the coefficients β and the intercept β0 to minimize the error  and thus to
approximate y as accurate as possible.
The type of the response y and the used link function can be very diverse for different regression meth-
ods: in the linear regression case the response y is a numeric value and the identity function is used as
link function to predict y. Furthermore, binomial logistic and multinomial logistic regression are used
for classifying samples into different categories. Thus, the response y annotates a group, which is en-
coded with 0 for the first group, 1 for the second group etc. and can, for example, represent different
disease types. In this thesis the common abbreviations logistic regression and multinomial regression are
consistently used. The difference between these two types is that logistic regression is limited to only
two cases, whereas multinomial regression is a generalization of logistic regression and is not limited in
the number of classes. However, the binomial case is very common and can be solved more efficiently
by an adapted algorithm. Hence, logistic and multinomial regression will be treated separate throughout
this thesis.
7
2 Generalized Linear Models
This thesis covers linear, logistic, multinomial and Cox proportional hazard regression, but the ap-
proaches presented in this thesis can be transferred to other generalized linear regression types.
2.2 Linear Regression
Standard linear regression uses the identity function as link function and the response is a numeric value.
Therefore, (2.1) simplifies to
yi = β0 +
p∑
j=1
β jxi j + i . (2.2)
For minimizing the error i across all samples, the residual sum of square (RSS) is commonly used as
cost function. The optimal values for the coefficients β0 and β are thus given by
min
(β0,β)∈Rp+1
RSS(β0,β) = min
(β0,β)∈Rp+1
[ N∑
i=1
(
yi − β0 −
p∑
j=1
β jxi j
)2]
. (2.3)
The intercept can be incorporated into the predictor matrix x by appending a column of 1s on the left and
including β0 into β as first component. The resulting RSS in matrix notation is
RSS(β) = ||y − xβ||22 . (2.4)
This cost function can be solved analytically if x has full column rank. In this case, the optimal solution
βˆ is
βˆ =
(
xT x
)−1
xT y . (2.5)
Since omics data sets include almost always more features than samples, the problem is underdetermined
and many equivalent solutions exist. To tackle this issue, the elastic net regularization, which is detailed
in the next section, can be used. Overdetermined systems are not covered in this thesis, since they have
no practical relevance for omics data.
2.3 The Elastic Net
As described in the last section, a regression problem with more samples than variables is underdeter-
mined. To solve such a problem, additional assumptions about the structure of the effects, which are
modeled by the coefficients, can be incorporated into the corresponding cost function. This is achieved
by imposing additional data independent constraints on the coefficients β. Such constraints are called reg-
ularization and can, for instance, be incorporated into cost functions by using penalties [32, 39]. Another
advantage is that regularization is effective in preventing overfitting [32, 60].
The widely adopted elastic net regularization was proposed by Zou and Hastie [90] and is used in many
well established machine learning programs like the R-package glmnet [26] or the python library scikit-
learn [63]. The elastic net is a generalization of two regularizations: the ridge regularizations [34], which
restricts the square of the l2 norm of the coefficients, and the lasso regularization (least absolute shrinkage
and selection operator) proposed by Tibshirani [76], which limits the l1 norm of the coefficients. This is
achieved by combining the two regularizations with a weight factor α:
Pelastic net(β)α =
1 − α
2
||β||22︸︷︷︸
ridge
+α ||β||1︸︷︷︸
lasso
with α ∈ [0, 1] . (2.6)
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For α = 1 the elastic net corresponds to the lasso, while for α = 0 the elastic net is equivalent to the ridge
regularization. Both regularizations have a shrinkage effect on the coefficients, but behave differently in
the case of correlated predictors [26, 32, 39].
The ridge regularization has the effect that coefficients of correlated features are forced to similar values.
This becomes obvious by looking at the case of two perfectly correlated features, which are on the same
scale and both perfectly predict the corresponding response with a coefficient a.
The residual sum of squares of an estimator β does not change, no matter how the amount of a is
distributed among these two coefficients as long as the sum of these two coefficients stays the same.
However, the smallest square sum is obtained by setting both coefficients to the same value.
The lasso regularization induces a sparse set of coefficients, but has issues with correlated features. Using
the lasso in the above mentioned case yields no unique solution and randomly sets one coefficient to a
and the other to zero. This problem can be prevented by using the elastic net and adding a small ridge
regularization by assigning a value to α, that is a bit lower than one [26, 32]. By using this approach,
both coefficients would be set to the same value, but the whole set of coefficients would still be sparse.
In the following, the elastic net with a priori defined feature weights v (v j ≥ 0 for all j) is used:
Pelastic net(β)α =
p∑
j=1
v j
(1 − α
2
β2j + α|β j|
)
. (2.7)
The feature weights allow to incorporate variables, which should not be penalized and always be part of
the model. This can be achieved by assigning a value of zero to the corresponding component in v. As
default, and if not stated otherwise, these weights are set to 1 throughout this thesis.
2.4 Cost Function
The central concept is to obtain a generalizable cost function by extending the residual sum of squares
with observation weights wi. The reason for this is that these weights can be used to extend this cost
function to logistic, multinomial and Cox proportional hazard regression. This extended cost function
will be referred to in the following as weighted residual sum of squares (WRSS) and is defined as
WRSS(β0,β) =
1
2
N∑
i=1
wi
(
yi − β0 −
p∑
j=1
β jxi j
)2
. (2.8)
The factor 1/2 is a convention and cancels when calculating the derivative of the WRSS. The additional
observation weights wi (wi > 0 for all i) can also be used to incorporate data specific properties. For
example, in the case of 10 samples of class A and 20 samples of class B, the weights of the first group
can be set to 1 and the weights of the second group can be set to 0.5 to balance out the contribution to
the cost function of the different amount of samples per group.
The WRSS can be combined with the elastic net (2.7) by using the additional weight λ. The cost function
H of the resulting optimization problem is thus defined as [26]
min
(β0,β)∈Rp+1
Hλ(β0,β) = min
(β0,β)∈Rp+1
[
WRSS(β0,β) + λPelastic net(β)α
]
(2.9)
= min
(β0,β)∈Rp+1
[
1
2
N∑
i=1
wi
(
yi − β0 −
p∑
j=1
β jxi j
)2
+ λ
p∑
j=1
v j
(1 − α
2
β2j + α|β j|
)]
. (2.10)
The minimum of this cost function corresponds to the optimal solution of the coefficients (β0,β) for
a specific value of λ. By varying the parameter λ it is possible to control the trade-off between the
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prediction accuracy of the linear model on the training data and the shrinkage effect of the regularization.
Such parameters, which allow to alter the optimization problem, are known as hyperparameters and are
an additional optimization problem.
2.5 Coordinate Descent
One of the most efficient solvers for regularized regression problems (2.10) are coordinate descent al-
gorithms [25, 26]. For the application of such algorithms the partial derivatives of the cost function are
required. By setting the k-th partial derivative to zero and solving for the corresponding coefficient under
the assumption that all other coefficients are held fixed, the following update scheme for the local optimal
value βˆk for the k-th coefficient is obtained (see [25, 26] and for the derivation A.1):
βˆk ← 1∑N
i=1 wix
2
ik + λ(1 − α)vk
·

(∑N
i=1 wixik
(
yi − β0 −
p∑
j=1
j,k
β jxi j
)
+ λαvk
)
if fk < 0 ∧ gk < | fk|
(∑N
i=1 wixik
(
yi − β0 −
p∑
j=1
j,k
β jxi j
)
− λαvk
)
if fk > 0 ∧ gk < | fk|
0 if gk ≥ | fk|
,
(2.11)
with
fk B
N∑
i=1
wixik
(
yi − β0 −
p∑
j=1
j,k
β jxi j
)
, (2.12)
gk B λαvk . (2.13)
The intercept β0 can be updated in the same way (see (A.1.6) in A.1):
βˆ0 ←
∑N
i=1 wi
(
yi −∑pj=1 β jxi j)∑N
i=1 wi
. (2.14)
Since the cost function is convex, this update scheme can be iterated over all coefficients until the op-
timum is reached. A more efficient approach is based on the sparseness assumption and uses active set
cycling to enhance the performance [26, 47, 55]. The structure of such an algorithm is:
1. Start with β = ~0 or initialize (β0, β) with values obtained by a previous calculation as warm start.
2. Do one complete cycle over all coefficients and update each with (2.11).
3. Cycle over all β j , 0 and update each with (2.11) until convergence.
4. Repeat a complete cycle: if the active set changes go back to 3. else your done.
By iterating only on the active set, considerable performance improvements can be achieved.
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2.6 Optimizing the Hyperparameter λ
The cost function (2.10) depends on the hyperparameter λ, for which an optimal value can be determined
by minimizing the cross-validation (CV) error [26, 32, 39].
Cross-validation is a method for assessing how well a model learned on training data can be transferred
to independent data, which has not been used for fitting the model. Therefore, the samples are randomly
divided into M subsets and one subset separated from the data set. Usually, 10 subsets are used (M = 10),
but M has to be less than or equal to the number of samples N. The remaining samples N∗ are used to
learn a model, which is then applied on the separated N −N∗ samples to determine the weighted residual
sum of squares (WRSS) defined by (2.8). This procedure is iterated over all subsets, so that the WRSS
for each subset is determined. The average WRSS corresponds to the cross-validation error and is given
by
CV-error =
1
M
M∑
m=1
WRSSm . (2.15)
Accordingly, the standard error (SE) of the cross-validation error is given by
SE-CV-error =
√
σ2
M
, (2.16)
where σ is the variance of the cross-validation error.
A cross-validation using M subsets is denoted as M-fold cross-validation.
By calculating the cross-validation error for different values of λ, it can be determined which value yields
the most general valid models.
Following Friedman et al. [26], a reasonable sequence of values for λ can be determined by first cal-
culating the lowest possible value λmax, which still leaves all coefficients at zero. This value can be
approximated with the update scheme (2.11) by demanding that the third case, which sets the coeffi-
cient to zero, should occur for all coefficients (gk ≥ | fk| for all k) and by using the assumption that all
coefficients are initially zero. Therefore, all values for λ which fulfill
λαvk ≥
∣∣∣∣∣∣ N∑
i=1
wixik(yi − β0 −
p∑
j=1
j,k
β jxi j)
∣∣∣∣∣∣ for all k, (2.17)
yield a model, which only consists of zeros. Hence, the lowest possible value which satisfies (2.17) is
denoted as λmax and is given by:
λmax ≈ max∀k
∣∣∣∑Ni=1 wixik(yi − β0)∣∣∣
αvk
. (2.18)
Since (2.18) is undefined for the ridge regularization (α = 0), this case has to be avoided by temporary
assigning a small value (typically 0.01) to α. Thereby, a sufficiently good approximation for λmax can be
obtained [30]. Note that this approximation depends on β0, which thus has to be calculated in advance
by using the offset update formula (2.14).
The parameter λmax then serves as an upper bound for the λ-sequence where all coefficients remain zero.
A rule of thumb for the lower bound λlow of the λ sequence is
λlow = 0.001 · λmax . (2.19)
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Constantly lowering the value of λ allows more and more coefficients to be non-zero. Between λmax and
λlow typically 100 intermediate values, which are distributed logarithmically declining, are evaluated.
For each value the resulting model is tested in cross-validation and the optimal λ is chosen according to
the smallest cross-validation error. The common procedure is to begin with λmax and to use the solution
as a warm start for the next lower value. This procedure not only reduces the computing effort but also
allows for early stopping if the cross-validation error significantly raises again for lower values [26].
An exemplary approximation of an optimal λ for a linear lasso (α = 1) regression is shown in figure 2.1.
As one can see, the cross-validation error (black dots) is high for high values of λ and drops for lower
values until it reaches a minimum (left dotted vertical line). For even smaller values the cross-validation
error raises again, which indicates that the model looses generalizability and overfitting starts to occur.
The error bars correspond to the standard error of the cross-validation error.
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Figure 2.1: This figure shows the cross-validation (CV) error of a linear lasso (α = 1) regression as a
function of λ. The left dotted vertical line indicates the minimum of the CV error and the
right dotted vertical lines depicts the λ1SE. At the top, the number of non-zero coefficients is
shown.
The optimal value for λ is the one which minimizes the cross-validation error (left dotted vertical line)
and is called λmin. Another occasionally used choice is λ1SE (right dotted vertical line), which is the
higher value of λ where the cross-validation error (almost) equals the minimal cross-validation error plus
one standard error of the minimum. The ratio behind this choice is to obtain a more sparse model, that is
roughly as accurate as the model obtained with λmin [48].
At the top axis the number of non-zero coefficients of the model is shown. It can be seen that, the lower
the value of λ, the higher the number of non-zero coefficients.
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2.7 Logistic Regression
Logistic regression is used for categorical responses and uses the logistic function for predicting the
probabilities of different categories. A distinction is made between a binary response, which is approx-
imated with logistic regression and a multi categorical response, which is estimated with multinomial
regression. Even though logistic regression is a special case of multinomial regression, it is advisable to
use logistic regression in the case of a binary response, since this regression problem can be solved more
efficiently. Note that for a binary response modeled by y = 1 for the first class (G = 1) and y = 0 for the
second class (G = 2), it is only necessary to approximate the probability Pr(G = 1|xi) of one class, since
the probability of the other class Pr(G = 2|xi) is given by 1 − Pr(G = 1|xi).
To approximate Pr(G = 1|xi) the logistic function is used as a link function [26, 32]:
Pr(G = 1|xi) = 1
1 + e−(β0+xTi β)
, (2.20)
Pr(G = 2|xi) = 1
1 + e(β0+x
T
i β)
= 1 − Pr(G = 1|xi) . (2.21)
In the following the abbreviation p(xi) = Pr(G = 1|xi) is used.
For logistic regression the parameters (β0,β) need to be chosen so that the following likelihood function
l is maximized [32]:
l(β0,β) =
N∏
i=1
Pr(Gi|xi)wi (2.22)
=
N∏
i=1
p(xi)wiyi · (1 − p(xi))wi(1−yi) , (2.23)
where wi corresponds to the observation weights of the weighted residual sum of squares defined in (2.8).
Since it is easier to perform calculations on the logarithm of the likelihood, the log-likelihood function
L is used [26, 32]:
L(β0,β) = log
(
l(β0,β)
)
(2.24)
=
N∑
i=1
wi
{
yi log p(xi) + (1 − yi) log(1 − p(xi)
}
(2.25)
=
N∑
i=1
wi
{
yi(β0 + xTi β) − log(1 + eβ0+x
T
i β)
}
. (2.26)
The intermediate steps from (2.25) to (2.26) are detailed in the appendix A.2.
The cost function of the logistic regression optimization problem combined with the elastic net regular-
ization is thus
min
(β0,β)∈Rp+1
Hλ(β0,β) = min
(β0,β)∈Rp+1
[
− L(β0,β) + λPelastic net(β)α
]
(2.27)
= min
(β0,β)∈Rp+1
[
−
N∑
i=1
wi
{
yi(β0 + xTi β) − log(1 + eβ0+x
T
i β)
}
+ λ
p∑
j=1
v j
(1 − α
2
β2j + α|β j|
)]
.
(2.28)
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Note that the global minimum of this function and not the maximum corresponds to the best solution.
For that reason, the negative value of the log-likelihood has to be used, since in contrast to the residual
sum of squares a higher value implies a more accurate model.
In contrast to the ordinary linear regression, the partial derivative of the log-likelihood function (2.26)
can no longer be solved analytically for β0 and βk. For this reason, the cost function cannot be directly
optimized with a coordinate descent algorithm. However, by using the local approximation of the cost
function (2.28), it is still possible to solve the problem analogously to the linear regression case. There-
fore, the second order multidimensional Taylor expansion Tfa(x) of a function f (x) centered at a can be
transformed to be of an equivalent form as the weighted residual sum of squares (2.8) [26, 70]:
Tfa(x) = −12
∑
i
w˜i(a)
(
z˜i(a) − x
)2
+ C(a) , (2.29)
with
w˜i(a) = −∂
2 f
∂x2i
(a) , (2.30)
z˜i(a) = ai −
∂2 f
∂x2i
(a)
−1 ∂ f
∂xi
(a) . (2.31)
The derivation is detailed in the appendix A.3. C(a) only depends on a and not on x and thus vanishes
in the partial derivatives.
Applying this approximation to the logistic regression log-likelihood (2.26) results in the approximated
log-likelihood L∗
L∗(β0,β) = −12
N∑
i=1
w˜i
(
z˜i − β0 − xTi β
)2
+ C(β˜0, β˜) , (2.32)
with
w˜i = wi p˜(xi)(1 − p˜(xi)) , (2.33)
z˜i = β0 + xTi β˜ +
yi − p˜(xi)
p˜(xi)(1 − p˜(xi)) , (2.34)
where (β˜0, β˜) is the current set of coefficients at which the approximation is centered and p˜(xi) denotes
the probability (2.20) evaluated at (β˜0, β˜):
p˜(xi) =
1
1 + e−(β˜0+xTi β˜)
. (2.35)
This quadratic approximation combined with the weighted elastic net regularization yields the approxi-
mated cost functionH∗ and the corresponding optimization problem:
min
(β0,β)∈Rp+1
H∗λ(β0,β) = min
(β0,β)∈Rp+1
[
− L∗(β0,β) + λPelastic net(β)α
]
(2.36)
= min
(β0,β)∈Rp+1
[
1
2
N∑
i=1
w˜i
(
z˜i − β0 −
p∑
j=1
β jxi j
)2 −C(β˜0, β˜) + λ p∑
j=1
v j
(1 − α
2
β2j + α|β j|
)]
.
(2.37)
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This approximated cost function is of the same form as the cost function of the linear regression (2.10).
Hence, the coordinate descent update scheme (2.11) of the linear regression can also be used for logis-
tic regression. The only difference is that the parameters w˜i, z˜i of the local approximation have to be
recalculated after each successful coordinate descent update.
In order to calculate λmax, it is necessary to determine an intercept only model. This model can be
determined without the approximation by calculating the partial derivative of (2.26) and solving for β0
using β = ~0. This results in the following equation for the intercept only model:
βˆ0 = − log
( ∑N
i=1 wi∑N
i=1 wiyi
− 1
)
. (2.38)
In conclusion, λmax can be estimated as described above and a λ sequence can be constructed.
2.8 Multinomial Regression
As shown by Zhu and Hastie [89] the approach using the quadratic approximation of the cost function
can also be applied to the multinomial case. Therefore, the probabilities of a multi-categorical response
G with K cases have to be modeled as
ph(xi) =
eβ0h+x
T
i βh∑K
k=1 e
β0k+xTi βk
, with h = 1, . . . ,K , (2.39)
where ph(xi) = Pr(G = h|xi). Each category is approximated by an individual set of coefficients {β0h,βh}
where βh is a vector of length p.
For the application of a coordinate descent algorithm the response has to be transformed into a N × K
indicator response matrix y, where each column corresponds to a category [26]. For example:
y =

cat. 1 cat. 2 cat. 3 cat. 4
sample 1 1 0 0 0
sample 2 0 0 1 0
sample 3 0 1 0 0
...

. (2.40)
Therefore, the likelihood function l is
l({β0h,βh}K1 ) =
N∏
i=1
K∏
l=1
pl(xi)wiyil , (2.41)
where wi are sample weights. The commonly used logarithm of the likelihood function is [26]
L({β0h,βh}K1 ) = log
(
l({β0h,βh}K1 )
)
(2.42)
=
N∑
i=1
wi
 K∑
l=1
yil(β0l + xTi βl) − log
( K∑
k=1
eβ0k+x
T
i βk
) . (2.43)
The intermediate steps are detailed in the appendix A.4.
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Combining this log-likelihood function with the elastic net regularization yields the cost functionH and
the corresponding optimization problem:
min
(β0,β)∈Rp+1
Hλ(β0,β) = min
(β0,β)∈Rp+1
[
− L({β0h,βh}K1 ) + λPelastic net(β)α
]
(2.44)
= min
(β0,β)∈Rp+1
[
−
N∑
i=1
wi
[ K∑
l=1
yil(β0l + xTi βl) − log
( K∑
k=1
eβ0k+x
T
i βk
)]
+ λ
p∑
j=1
v j
(1 − α
2
β2j + α|β j|
)]
. (2.45)
Similar to the logistic case, the quadratic approximation L∗ centered at (β0l,βl) for one response type l
can be used [26]:
L∗({β0h,βh}K1 ) = −
1
2
N∑
i=1
w˜il
(
z˜il − β0l − xTi βl
)2
+ C(β˜0l, β˜l) , (2.46)
with
w˜il = wi p˜l(xi)(1 − p˜l(xi)) , (2.47)
z˜il = β˜0l + xTi β˜l +
yil − p˜l(xi)
pl(xi)(1 − p˜l(xi)) . (2.48)
The derivation is detailed in the appendix A.5.
This approximation combined with the extended elastic net regularization yields the following approxi-
mated cost function for one class l:
min
(β0l,βl)∈Rp+1
H∗λ({β0h,βh}K1 ) = min
(β0l,βl)∈Rp+1
[
1
2
N∑
i=1
w˜il
(
z˜il − β0l − xTi βl
)2 −C(β˜0l, β˜l)
+ λ
K∑
l=1
p∑
j=1
v j
(1 − α
2
β2jl + α|β jl|
)]
. (2.49)
The coordinate descent algorithm for solving the multinomial case has to be extended to update all
features of all classes βkl by using the following extended update scheme:
βˆkl ← 1∑N
i=1 w˜ilx
2
ik + λ(1 − α)vk
·

(∑N
i=1 w˜ilxik
(
z˜il − β0l −
p∑
j=1
j,k
xi jβ jl
)
+ λαvk
)
if fkl < 0 ∧ gkl < | fkl|
(∑N
i=1 w˜ilxik
(
z˜il − β0l −
p∑
j=1
j,k
xi jβ jl
)
− λαvk
)
if fkl > 0 ∧ gkl < | fkl|
0 if gkl ≥ | fkl|
,
(2.50)
with
fkl B
N∑
i=1
w˜ilxik
(
z˜il − β0l −
p∑
j=1
j,k
xi jβ jl
)
, (2.51)
gkl B λαvk . (2.52)
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After each successful coordinate descent step the parameters w˜il, z˜il of the local approximation have to
be updated.
Analogously, the intercept update scheme (2.14) for the linear regression case has the following form in
the multinomial case:
βˆ0l =
∑N
i=1 w˜i
(
z˜i −∑pj=1 β jlxi j)∑N
i=1 w˜i
. (2.53)
In order to determine λmax it is again necessary to calculate an intercept only model. This can be achieved
by calculating the partial derivative of the actual log-likelihood (2.43) with respect to β0m and the as-
sumption that the other intercepts are held fixed. The initial condition β = ~0 allows to solve the partial
derivative for the optimal value βˆ0m:
∂L({β0h}K1 )
∂β0m
=
N∑
i=1
wiyim − e
β0m∑K
k=1 e
β0k
N∑
i=1
wi
!
= 0 . (2.54)
Therefore, the optimal value is given by
βˆ0m = − log
[( ∑N
i=1 wi∑N
i=1 wiyim
− 1
)( K∑
k=1
k,m
eβ0k
)−1]
. (2.55)
This update scheme has to be iterated over all classes K until no further changes occur. Afterwards, a
λmax approximation can be used, which is analogous to the logistic regression, except that all coefficients
of all classes have to be considered. Thus, λmax is given by:
λmax ≈
max
∀k,l
∣∣∣∑Ni=1 w˜ilxik(z˜il − β0l)∣∣∣
αvk
. (2.56)
One important aspect of the multinomial probabilities, which is referred to as parameter ambiguity prob-
lem in [26], is that they are invariant under beta-shifts. This can be seen by considering beta shifts which
are simultaneously applied on all coefficients sets l and are of the form β′0l = β0l + δ0 and β
′
l = βl + δ,
where δ0 is a scalar and δ is a vector of length p. Such shifts do not change the multinomial probability
(2.39):
pl(xi) =
exp
(
β′0l + x
T
i β
′
l
)∑K
k=1 exp
(
β′0k + x
T
i β
′
k
) (2.57)
=
exp
(
β0l + xTi βl + δ0 + x
T
i δ
)∑K
k=1 exp
(
β0k + xTi βk + δ0 + x
T
i δ
) (2.58)
=
exp
(
β0l + xTi βl
) · exp (δ0 + xTi δ)
exp
(
δ0 + xTi δ
) · (∑Kk=1 exp (β0k + xTi βk)) (2.59)
=
exp
(
β0l + xTi βl
)∑K
k=1 exp
(
β0k + xTi βk
) . (2.60)
Thus, the likelihood (2.41) and log-likelihood (2.43) are also invariant under those shifts. However, this
is not the case for the elastic net regularization. As a consequence, it is possible to determine shifts
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which minimize the cost function [26]. Therefore, a reduced cost function R can be used to identify a
shift which minimizes the elastic-net component in (2.45). The reduced cost function R is
min
δ∈Rp
R(δ) = min
δ∈Rp
K∑
l=1
p∑
j=1
v j
(1 − α
2
(β jl − δ j)2 + α|β jl − δ j|
)
. (2.61)
This thesis follows the approach proposed by Friedman et al. [26], which is also outlined in the appendix
A.6 and which yields the following update scheme
δk ← 1K
K∑
l=1
βkl − 1K
α
1 − α
K∑
l=1

−1 if βkl − δk > 0
1 if βkl − δk < 0
else not defined
. (2.62)
One crucial property of this solution is that the value of δk also occurs in the case differentiation and
therefore influences itself. Friedman et al. [26] proposed a solution for this problem based on the proof
that the optimal value for δk has to be between the mean and the median of the coefficients β jl with
l = 1, . . . ,K. Thus a simple bisecting search algorithm can be used in this interval to determine the
optimal value for δk. In the case of v j = 0 mean centering is performed. Since the computing time
required by this step is negligible in comparison to the coordinate descent algorithm, this approach is
sufficient.
This solution for the parameter ambiguity problem can be incorporated in the coordinate descent structure
described in 2.5 as an additional step between 3. and 4. and updates all coefficients with (2.62).
2.9 Cox Proportional Hazard Regression
Another type of generalized linear models proposed by Cox [15] are proportional hazards models also
named Cox models. These models are used to estimate the relation of input data x and the time y until
a specific event occurs and are thus often applied for analyzing survival data. In the following the name
Cox regression will be used.
One important aspect of survival studies is that some study participants drop out of a study without the
occurrence of an event or where the event luckily did not occur. Thus, the resulting information is only
that the event has not occurred in the observation period. To also make use of such data, right-censoring
is applied by adding an additional response variable δi, which encodes if an event has occurred at yi
(δi = 1) or if the data is censored at yi (δi = 0).
For setting up a likelihood function the samples with events have to be sorted in ascending order so that:
t1 < t2 < · · · < tM, where M is the number of samples with events. The case with ties is described
subsequently. The hazard for an event of an observation i at time t can then be modeled with a hazard
function hi(t)
hi(t) = h0(t) · exTi β , (2.63)
where h0(t) is a shared baseline hazard. Note that no intercept is needed because of this baseline hazard.
The hazard function can be used to construct a partial likelihood function, which only depends on the
succession of events:
l(β) =
M∏
i=1
ex
T
i β∑
j∈Ri e
xTj β
. (2.64)
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Ri denotes the set of samples where no event has occurred until yi (y j ≥ yi for all elements y j of Ri),
which are therefore still at risk at time yi. Note that the product ranges over all samples M with events
and that Ri in the denominator also includes the censored samples.
In order to also allow for ties, one approach is to use the Breslow approximation [9, 70], which incor-
porates sample-wise weights wi. Therefore, all events at a time t are assembled together to a set Dt. As
in the case with no ties, these sets are sorted in ascending order: D1 < D2 < · · · < DM, where M now
denotes the number of sets with unique event times. The extended partial likelihood is then
l(β) =
M∏
i=1
e
∑
j∈Di w j(x
T
j β)(∑
j∈Ri w je
xTj β
)di , (2.65)
where di is defined as di =
∑
j∈Di w j.
Thus, the log partial likelihood is
L(β) = log(l(β)) (2.66)
=
M∑
i=1
( ∑
j∈Di
w j(xTj β) − di log
(∑
j∈Ri
w je
xTj β
))
. (2.67)
Simon et al. [70] proposed to use the local approximation (2.29) of this partial log-likelihood in order
to solve the Cox regression with a coordinate descent algorithm. The approximated log-likelihood L∗
centered at β˜ is given by:
L∗(β) = −1
2
N∑
i=1
w˜i
(
z˜i − xTi β
)2
+ C(β˜) , (2.68)
with the parameters
w˜i =
∑
k∈Ci
dk
wiex
T
i β
∑
j∈Rk w je
xTj β − w2i e2x
T
i β(∑
j∈Rk w je
xTj β)2 , (2.69)
z˜i = xTi β˜ +
1
w˜i
[
wiδi −
∑
k∈Ci
dkwiex
T
i β∑
j∈Rk w je
xTj β
]
. (2.70)
Ci denotes the set of sets D j where the observation time y j is less than or equal to the observation time
of the set Di (y j ≤ yi for all elements y j of Ci). Note that this Ci is not the same as C(β˜) in (2.68). The
derivation of this approximation is again detailed in the appendix A.7.
In conclusion, this problem can be solved with a coordinate descent algorithm with the update scheme
defined by (2.11).
For estimating λmax the assumption β j = ~0 can be used to simplify the calculation of w˜i and z˜i as follows:
w˜i =
∑
k∈Ci
dk
wi
∑
j∈Rk w j − w2i(∑
j∈Rk w j
)2 , (2.71)
z˜i =
1
w˜i
[
wiδi −
∑
k∈Ci
dkwi∑
j∈Rk w j
]
. (2.72)
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Since there is no intercept, wi · yi in (2.18) is given by w˜i · z˜i:
w˜i · z˜i = wiδi − wi
∑
k∈Ci
dk∑
j∈Rk w j
. (2.73)
Thus, λmax is obtained by
λmax ≈ max∀k
∣∣∣∑Ni=1 xikw˜iz˜i∣∣∣
αvk
. (2.74)
2.10 Fused and Generalized Lasso
This section is about another regularization, which is called fused lasso and was proposed by Tibshirani
et al. [78]. The aim of this regularization is to use additional knowledge about the ordering of features to
improve linear models. NMR or mass spectra, for example, are typically subdivided into small regions
called bins and the spectral integrals of these bins are used to construct a predictor vector xi. Since peaks
in the spectrum can be broader than the width of the bins and since peaks can also be slightly shifted
between measurements, neighboring bins can carry the same information. Thus, the combination of
features, which corresponds to locally wider bins, can be used to improve the accuracy of a linear model
[85]. This can be achieved by using the fused lasso regularization:
Pfused lasso(β) =
p−1∑
j=1
∣∣∣β j − β j+1∣∣∣ . (2.75)
The fused lasso is limited to neighboring features and therefore Tibshirani and Taylor [79] proposed a
more flexible version of the fused lasso called generalized lasso which is defined as follows:
Pgeneralized-lasso(β) = ||Fβ||1 , (2.76)
where F is a m × p matrix. The number of rows m can be selected freely and allows to incorporate more
prior knowledge into the regression to generate more accurate models. A specific protein or metabolite,
for instance, can cause two separate peaks in a spectrum and thus it makes sense to couple the coefficients
of these wide apart regions of the spectrum.
This regularization can be incorporated into the cost function (2.10) with an additional weight parameter
γ:
min
(β0,β)∈Rp+1
Hλ(β0,β) = min
(β0,β)∈Rp+1
[
1
2
N∑
i=1
wi
(
yi − β0 −
p∑
j=1
β jxi j
)2
+ λ
p∑
j=1
v j
(1 − α
2
β2j + α|β j|
)
+ γ||Fβ||1
]
. (2.77)
Since F can get quite large, it is required to be sparse for large data sets in order to solve this problem
with computational methods. Moreover, this optimization problem can not be solved with a coordinate
descent algorithm, since the generalized lasso consists of m absolute value functions which causes that
the partial derivative with respect to βk exhibits 3m different cases. Nevertheless, there are approaches to
construct coordinate descent algorithms if the matrix F is of special sparse structures [79]. However, to
be usable without any limitation to F (except sparsity) general purpose optimization algorithms can be
applied. Therefore, a local search is used in this thesis.
20
2.11 Data Standardization
2.11 Data Standardization
One preprocessing step which is often recommended for elastic net regularized regression is data stan-
dardization, as the elastic net is influenced by the scale of the predictor variables. Therefore, features
which are on a different scale are differently penalized [32]. If, for instance, a feature s equals another
feature k but on a tenths of the scale (xis = 0.1 · xik for all i), then the elastic net would not select feature
s, since it would require a 10 times higher coefficient for the same prediction.
Therefore, it is a frequent practice to perform regularized regression on standardized data and then to
translate the fitted coefficients back to its original scale. Standardization consists of two steps. At first
the mean x¯ j of each feature j over all samples is calculated and subtracted to center the data. Afterwards,
the standard deviation s j of each feature is determined and used to scale the standard deviation of each
feature to one. The standardized data x∗i j and standardized response y
∗
i are given by:
x∗i j =
xi j − x¯ j
s j
, y∗i =
yi − y¯
sy
. (2.78)
To also incorporate observation weights the weighted mean and the weighted standard deviation have to
be used:
x¯ j =
1∑
i wi
N∑
i=1
wixi j , y¯ =
1∑
i wi
N∑
i=1
wiyi , (2.79)
s j =
√√
1∑
i wi
N∑
i=1
wi
(
xi j − x¯ j
)2
, sy =
√√
1∑
i wi
N∑
i=1
wi
(
yi − y¯
)2
. (2.80)
Standardizing the response is only possible in the normal linear case.
In order to make predictions for new samples using a linear model, that has been learned on standardized
data, it is necessary to transform the coefficients back to the original scale:
y∗i ∼ β∗0 +
p∑
j=1
β∗j x
∗
i j (2.81)
yi − y¯
sy
∼ β∗0 +
p∑
j=1
β∗j
( xi j − x¯ j
s j
)
(2.82)
yi ∼
(
β∗0 −
p∑
j=1
β∗j
x¯ j
s j
)
· sy + y¯︸                       ︷︷                       ︸
β0
+
p∑
j=1
(β∗j sy
s j
)
︸ ︷︷ ︸
β j
xi j . (2.83)
Thus, β0 and β j on the original scale can be obtained by
β0 =
(
β∗0 −
p∑
j=1
β∗j
x¯ j
s j
)
· sy + y¯ , (2.84)
β j =
sy
s j
· β∗j . (2.85)
Standardization has no effect on a linear model without regularization, which implies that a back-trans-
formed linear model learned on standardized data is identical to a model trained on the original data.
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However, the effect of standardization on regularization can be directly seen in (2.85). In the aforemen-
tioned case, feature s would exhibit a ten times lower standard deviation and thus both coefficients would
equally contribute to the regularization.
One additional effect of standardization is that the intercept is always zero for normal linear regression.
This can be seen by rearranging (2.14) as follows:
βˆ0 =
∑N
i=1 wiy
∗
i∑N
i=1 wi
− 1∑N
i=1 wi
p∑
j=1
β j
N∑
i=1
wix∗i j . (2.86)
The first term is zero because it corresponds to the weighted mean, which is zero due the weighted mean
centering The second term is also zero, since
∑N
i=1 wix
∗
i j is zero for all predictor variables j. For that
reason, the mean centering component of standardization simplifies calculations. Hence, it is advis-
able to perform mean-centering and back-transformation even if no standardization is requested. Mean-
centering alone has no influence on the results as long as the standard deviation is not changed. However,
this is only valid for normal linear regression. For logistic, multinomial and Cox regression the weights
wi also correspond to the quadratic approximation and have to be adjusted after each coordinate descent
update. Thus the intercept is non-zero.
22
3 Zero-Sum Regression
Omics data is prone to normalization and scaling errors which result in data displacements along a
specific feature space direction. The common strategy is to resolve these errors with normalization
strategies, but this is only possible to a limited extent. Therefore, zero-sum regression is based on the
opposite concept: instead of correcting for these displacements and using traditional data analysis meth-
ods, scale invariant methods can be directly applied. The aim of this thesis is to exemplify this concept by
developing a scale invariant generalized linear regression framework and to provide a publicly available
reference implementation called zeroSum.
This chapter shows how scale invariance can be achieved by imposing the zero-sum constraint and
outlines algorithmic solutions. At first, the zero-sum constraint is detailed and the corresponding opti-
mization problem formulated. Afterwards, solutions for this optimization problem based on coordinate
descent, simulated annealing and local search are proposed. At the end of this chapter, the convergence
behavior of these algorithms is evaluated.
3.1 Zero-Sum Constraint
As outlined in section 1.3, omics data has to be log-transformed in order to be accessible by linear
models, since such data ranges over several orders of magnitudes and exhibits a skewed distribution
[19, 49, 80]. Therefore, sample-wise multiplicative alterations by a factor γi transform to additive shifts
in the log-space:
x′i j = log(γi · xi j) = log(γi) + log(xi j) . (3.1)
Consequently, the influence of sample-wise scaling γi on the prediction of a linear model depends on the
sum of the coefficients:
yi ∼ β0 +
p∑
j=1
β j · log(γixi j) (3.2)
∼ β0 + log(γi) ·
p∑
j=1
β j︸            ︷︷            ︸
effect of sample scaling
+
p∑
j=1
β j · log(xi j) . (3.3)
By enforcing that the sum of all coefficients adds up to zero
p∑
j=1
β j
!
= 0 (3.4)
the linear model becomes invariant against scaling. This constraint is referred to in this thesis as zero-
sum constraint and was first proposed by Lin et al. [53] for compositional data and suggested in [3] for
the application on biological omics data to circumvent scaling and normalization.
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The zero-sum constraint is applicable on the regression types described in the previous chapter. However,
this constraint relaxes in the multinomial case to an equal-sum constraint, which implies that the sum of
each coefficient set k for all categories K has to be equal:∑
j
β jk = c for all k ∈ {1,K} , (3.5)
where c is a value which only has to equal for each coefficient set k.
This can be seen by looking at the probability of the category h of an sample i defined by (2.39) and by
considering sample-wise shifts γi:
ph(xi) =
exp
(
β0h +
∑
j β jh · log(γixi j)
)
∑K
k=1 exp
(
β0k +
∑
j β jk · log(γixi j)
) (3.6)
=
exp
(
β0h +
∑
j β jh · log(xi j)
)
· exp
(
log(γi) ·∑ j β jh)∑K
k=1 exp
(
β0k +
∑
j β jk · log(xi j)
)
· exp
(
log(γi) ·∑ j β jk) . (3.7)
The factors in the nominator and denominator containing the shifts γi cancel each other if the sum
∑
j β jk
is equal for all categories k.
Note that the solution of the parameter ambiguity problem, which has been detailed in section 2.8, is not
affected by this equal-sum constraint. The reason for this is, that these shifts are applied equally on all
sets of coefficients and are causing that the sum
∑
j β jk of each category k is equally changed. Therefore,
it is reasonable to start with c = 0 which is adjusted after each parameter ambiguity optimization step.
To take this equal-sum constraint into account, the sum of coefficients should add up to c:
p∑
j=1
β j
!
= c . (3.8)
In the linear, logistic and Cox regression case c is set to zero.
This constraint can also be used for different purposes. For instance, by using c = 1 and the additional
condition β j ≥ 0 a regression can be used to model the composition within a population which should
add up to one. Furthermore, an approach based on this constraint with c = 1 and a coordinate descent ap-
proach has been used for detecting transition phases in financial markets [43]. However, such utilizations
are beyond the scope of this thesis and are not further considered.
An additional extension to this constraint is necessary to allow for data standardization, since the back
transformation (2.85) alters the coefficients and thus revokes the scale invariance. To tackle this issue the
following extended zero-sum constraint can be used:
p∑
j=1
u jβ j = c . (3.9)
The weights u with the condition u j ≥ 0 for all j allow to compensate for feature-wise transformations
in order to preserve scale invariance. Therefore, the weights u j have to be set to sy/s j:
p∑
j=1
u jβ∗j
(2.85)
=
p∑
j=1
u j
s j
sy
β j =
p∑
j=1
β j = c . (3.10)
One problem of standardization in combination with the zero-sum constraint is that sample-wise shifts
change the variance of the features. If x j denotes the vector of length N containing all values of feature
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j of all samples and γ is a vector of length N containing all sample-wise shifts γi, then the variance of
the shifted feature x j + γ is given by:
Var(x j + γ) = Var(x j) + Var(γ) + 2 · Cov(x j,γ) . (3.11)
It can be seen that the variance of feature j is not only altered by the variance of the sample-wise shifts,
but also by the covariance of itself with the sample-wise shifts. Hence, the variance of each feature is
altered differently. This implies that two different normalization methods would lead to two different
feature variances and a zero-sum regression with standardization would yield two different models. As a
consequence, standardization acts contrary to the scale invariance caused by the zero-sum constraint.
Nevertheless, if technical limitations are causing sample-wise alterations and if the standard deviation of
the data is additionally distorted, for instance, due to a varying feature sensitivity of the measurement
platform, then the combination of standardization and zero-sum constraint can reduce the influence of
both effects on the results.
To give a careful user of the zeroSum software the possibility to use standardization, the necessary trans-
formations are implemented, but switched off by default.
Another aspect is that the zero-sum constraint does not protect against feature-wise scaling. This can be
seen by taking feature-wise scaling δ j in (3.1) into account:
x′i j = log(xi j · γi · δ j) = log(xi j) + log(γi) + log(δ j) . (3.12)
The prediction of a model is thus affected as follows:
yi ∼ β0 +
p∑
j=1
β j · log(γixi jδ j) (3.13)
∼ β0 + log(γi) ·
p∑
j=1
β j +
p∑
j=1
β j · log(xi j) +
p∑
j=1
β j · log(δ j)︸            ︷︷            ︸
effect of feature-wise scaling
. (3.14)
Hence, the effects of feature-wise scaling are independent of x.
Different omics measurement platforms can have a different sensitivity and the same probe measured with
two different platforms may exhibit such features-wise shifts δ j. Since these shifts can be specific for a
platform, they result in an additional platform specific intercept. This property was used for transferring
molecular signatures – which correspond to linear models – between different measurement platforms
[4].
3.2 Coordinate Descent
As shown in the previous chapter linear, logistic, multinomial and Cox regression can be solved with a
coordinate descent algorithm by using the update scheme (2.11). Thus, the starting point for developing
an efficient coordinate descent algorithm for fitting zero-sum models is to set up an equivalent update
scheme, which complies with the zero-sum constraint. Such an update has to solve the following cost
function, which is a combination of the weighted residual sum of squares (2.8), the elastic net (2.7) and
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the extended zero-sum constraint (3.9):
Hλ(β0,β) = 12
N∑
i=1
wi
(
yi − β0 −
p∑
j=1
β jxi j
)2
+ λ
p∑
j=1
v j
(1 − α
2
β2j + α|β j|
)
subject to
p∑
j=1
u jβ j = c . (3.15)
The zero-sum constraint (3.9) can be solved for a randomly selected coefficient βs with us > 0:
βs =
c −∑pj=1
j,s
u jβ j
us
. (3.16)
By utilizing this equation to replace βs in (3.15), the constraint can be incorporated into the cost function:
Hλ(β0,β) = 12
N∑
i=1
wi
(
yi − β0 −
p∑
j=1
j,s
xi jβ j − xisus
(
c −
p∑
j=1
j,s
u jβ j
))2
+ λ
p∑
j=1
j,s
v j
(
1 − α
2
β2j + α|β j|
)
+
λvs(1 − α)
2u2s
(
c −
p∑
j=1
j,s
u jβ j
)2
+ λα
vs
us
·
∣∣∣∣(c − p∑
j=1
j,s
u jβ j)
∣∣∣∣ . (3.17)
This allows to construct an update scheme, which maintains the zero-sum constraint. Therefore, the
partial derivative of (3.17) with respect to βk can be used to determine the local optimal value for βk.
This yields the following update scheme for βk, which will be referred to in the following as normal
update:
βˆk ← 1aks ·

(
bks − λα(vk − vsukus )) if βˆk > 0 ∧ βˆs > 0(
bks − λα(vk + vsukus )) if βˆk > 0 ∧ βˆs < 0(
bks + λα
(
vk +
vsuk
us
))
if βˆk < 0 ∧ βˆs > 0(
bks + λα
(
vk − vsukus
))
if βˆk < 0 ∧ βˆs < 0
derivative not defined, skip update
, (3.18)
with
aks =
N∑
i=1
wi(−xik + xisukus )
2 + λvk(1 − α) + λ(1 − α)
vsu2k
u2s
, (3.19)
bks = −
N∑
i=1
wi(−xik + xisukus )
(
yi − β0 −
p∑
j=1
j,s,k
xi jβ j − xisus
(
c −
p∑
j=1
j,s,k
u jβ j
))
+
λvs(1 − α)uk
u2s
(
c −
p∑
j=1
j,s,k
u jβ j
)
.
(3.20)
The derivation is detailed in the appendix A.8. After using this update scheme βs has to be adjusted with
(3.16).
Note that in the case differentiation the resulting values βˆk and βˆs appear. For that reason, at first each
case has to be evaluated and then verified whether the result is valid (fulfills the case differentiation).
Otherwise the update is rejected.
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The case that some specific coefficients j should not be part of the zero-sum constraint (u j = 0), can be
solved by using the non-zero-sum coordinate descent update described in the last chapter (section 2.11)
for updating these coefficients.
A general issue of coordinate descent algorithms is that the optimal state is sometimes not accessible by
coordinate wise steps. This occurs if no further improvement in the directions of the coordinate system
defined by the coefficients β can be achieved or if the update scheme is not defined. Therefore, only
an update scheme capable of changing multiple coordinates simultaneously is able to reach the optimal
state. This problem will be referred to in this thesis as inaccessible issue.
In order to resolve this issue, an additional update scheme can be constructed which changes three coef-
ficients βn, βm and βs simultaneously. Therefore, a search space translation with t1, t2 and a rotation by
an angle θ can be applied on two randomly selected coefficients βn and βm (n , m, n , s, m , s)(
β′n
β′m
)
=
(
cos θ − sin θ
sin θ cos θ
) (
βn − t1
βm − t2
)
. (3.21)
Applying this transformation on the search space defined by (3.17) yields a cost function which is detailed
in the appendix (A.9.1) due to its size. In the following it is already assumed that β′m is zero, since t1 and
t2 will be set to βn and βm. By calculating the partial derivative and solving for β′n the following update
scheme can be used to obtain the local optimal value βˆ′n:
βˆ′n ←
1
anms

bnms − λα( vn cos θ − vm sin θ + (−un cos θ + um sin θ)vs/us) if βˆn > 0 ∧ βˆm > 0 ∧ βˆs > 0
bnms − λα( vn cos θ − vm sin θ + ( un cos θ − um sin θ)vs/us) if βˆn > 0 ∧ βˆm > 0 ∧ βˆs < 0
bnms − λα( vn cos θ + vm sin θ + (−un cos θ + um sin θ)vs/us) if βˆn > 0 ∧ βˆm < 0 ∧ βˆs > 0
bnms − λα( vn cos θ + vm sin θ + ( un cos θ − um sin θ)vs/us) if βˆn > 0 ∧ βˆm < 0 ∧ βˆs < 0
bnms − λα( − vn cos θ − vm sin θ + (−un cos θ + um sin θ)vs/us) if βˆn < 0 ∧ βˆm > 0 ∧ βˆs > 0
bnms − λα( − vn cos θ − vm sin θ + ( un cos θ − um sin θ)vs/us) if βˆn < 0 ∧ βˆm > 0 ∧ βˆs < 0
bnms − λα( − vn cos θ + vm sin θ + (−un cos θ + um sin θ)vs/us) if βˆn < 0 ∧ βˆm < 0 ∧ βˆs > 0
bnms − λα( − vn cos θ + vm sin θ + ( un cos θ − um sin θ)vs/us) if βˆn < 0 ∧ βˆm < 0 ∧ βˆs < 0
derivative not defined, skip update
,
(3.22)
with
anms =
N∑
i=1
wi
(
xim sin θ − xin cos θ + xisus (un cos θ − um sin θ)
)2
+ λ(1 − α) ·
(
vn cos2 θ + vm sin2 θ
+
vs
u2s
(
− un cos θ + um sin θ
)2)
, (3.23)
bnms = −
N∑
i=1
wi
(
xim sin θ − xin cos θ + xisus (un cos θ − um sin θ)
)
·
(
yi − β0 −
p∑
j=1
j,s,n,m
xi jβ j − xint1 − ximt2
− xisc
us
+
xis
us
( p∑
j=1
j,s,n,m
u jβ j + unt1 + umt2
))
− λ(1 − α)
(
vnt1 cos θ − vmt2 sin θ
+
vs
u2s
(
c −
p∑
j=1
j,n,m,s
u jβ j − unt1 − umt2
)
·
(
− un cos θ + um sin θ
))
. (3.24)
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The derivation is detailed in the appendix A.9.
By applying the back transformation(
βn
βm
)
=
(
cos θ sin θ
− sin θ cos θ
) (
β′n
β′m
)
+
(
t1
t2
)
, (3.25)
the local optimal values for βˆn and βˆm can be obtained. The optimal value βˆs is as above fixed by (3.16).
t1 and t2 are set in the following to βn and βm to simplify the calculations in the transformed search space.
This update scheme will be referred to in the following as rotated update.
As for the normal update, each case has to be evaluated and verified whether the update is allowed.
However, since rotated updates have twice as many cases and require a back transformation in each case,
they are overall more complicated to calculate. This results in rotated updates being more demanding to
compute than normal updates. Therefore, a combination of both will be used.
Another issue is that both updates are not able to set coefficients exactly to zero and coefficients which
are almost but not exactly zero (|β j| < 10−8) occur. In order to get rid of these artifacts, a small local
search can be used, which will be referred to in the following as polish. The concept is to set small
coefficients to zero by transferring their values to other non-zero coefficients if the cost function is not
impaired. This transfer is necessary to prevent a deviation from the zero-sum constraint.
With these coordinate descent update schemes and the polish an algorithm can be constructed. In contrast
to the coordinate descent for regressions without the zero-sum constraint, the number of possible normal
updates scales quadratically with the number of features. The number of possible rotated updates even
scales to the power of three (if the rotation angle θ is neglected).
Therefore, the following adaptive coordinate descent procedure will be applied to use these updates
effectively:
1. Start with β = ~0 or initialize (β0, β) with values obtained by a previous calculation as warm start.
2. Cycle once over all unique combinations of the coefficients k and s (k , s) using the normal
update.
3. Cycle once over all combinations of the coefficients k and s where βk , 0∧βs , 0 using the polish
to remove small non-zero artifacts.
4. Cycle once over all combinations of the coefficients k and s where βk , 0 ∧ βs , 0 using the
normal update and determine the number of rejected updates.
5. If more than 10% of the normal updates were rejected cycle once over all combinations of the
coefficients k and s where βk , 0∧βs , 0 using the rotated updates. For each update an additional
coefficient h (βh , 0 ∧ h , k ∧ h , s) and an angle σi are randomly selected.
6. Repeat 4. and 5. while the cost function is improving within a defined precision (default 10−8).
7. Cycle once over all combinations of the coefficients k and s where βk , 0∧βs = 0 using the normal
update scheme. If a non zero coefficient is set to (almost) zero or a zero coefficient becomes non
zero go back to 3. else your done.
This procedure is attempting to use rotated updates to navigate out of search space regions, where the
inaccessible issue occurs.
Another possible issue is the quadratic approximation used in the logistic, multinomial and Cox regres-
sion case which may have adverse effects on the optimization. For that reason, this procedure may not
result in the global optimum.
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3.3 Optimizing the Hyperparameter λ
This section details how the normal update can be used for constructing a λ sequence that is tested in
cross-validation as described in the previous chapter.
To determine an upper bound of the regularization weight λ, it has to be considered that due to the zero-
sum constraint – despite of the trivial solution (β = ~0) – at least two coefficients have to be non zero.
Thus, the solution where λ is chosen a little bit smaller than λmax, which results the trivial solution, has
to be given by exactly one normal update. This specific update has to be applied on the trivial solution
β = ~0 and c = 0 and thus the first and the forth case in the case differentiation of the normal update (3.18)
cannot occur. The reason for this is that in both cases the resulting optimal values are of equal sign and
since u j > 0 for all features j, these two cases would violate the zero-sum constraint (3.9). Moreover, it
can be seen in the second case that βˆk is only larger than zero if bks − λα(vk + vsuk/us) is greater than
zero, since aks is always greater than zero. The case that ak is zero in the ridge case (α = 0) is avoided
as described in section 2.6 by temporary assigning a small value (typically 0.01) to α. Thus, bks needs to
be larger than λα
(
vk + vsuk/us
)
. The same consideration applied on the third case implies that bks needs
to be lower than −λα(vk + vsukus ). Consequently, neither of these conditions can occur, if
λα
(
vk +
vsuk
us
)
> |bks| (3.26)
λα
(
vk +
vsuk
us
)
>
∣∣∣∣∣∣ N∑
i=1
wi(−xik + xisukus )(yi − β0)
∣∣∣∣∣∣ . (3.27)
Demanding that this should hold for all combinations of k and s, results in the following approximation
for λmax:
λmax ≈ max∀s,k
∣∣∣ ∑Ni=1 wi(−xik + xisukus )(yi − β0)∣∣∣
α
(
vk +
vsuk
us
) . (3.28)
Analogously to section 2.6, a λ sequence can be constructed and a optimal value for λ determined using
cross-validation.
3.4 Alternative Optimization Strategies
The coordinate descent algorithm for solving the zero-sum regression problem described in section 3.2
is based on assumptions which can cause that the optimal solution is not found. This is on the one hand
due to optimizing the quadratic approximation and not the likelihood itself and on the other hand due to
algorithmic issues which might cause that the coordinate descent procedure gets stuck.
The first issue can be resolved by using optimization algorithms which are not based on the partial
derivative and therefore can directly operate on the log-likelihood. The second issue can be tackled by
using arbitrary search space directions as proposed with the rotated updates (see section 3.2). However,
such updates result in an indefinite amount of search space directions. For that reason, an algorithm has
to be restricted to a specific set of directions in order to solve the problem within a reasonable amount of
time. This in turn causes that the issue is only partially resolved.
Another approach for resolving these issues is to use global optimization algorithms that are able to
escape from local optima. Therefore, they are also able to escape from regions where every accessible
search space direction would lead to a worse configuration. For that reason, the general purpose opti-
mization algorithms simulated annealing and local search are used to optimize the zero-sum regression
problem. The advantage of these algorithms is that they do not depend on the derivative and thus can
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operate on the actual log-likelihood. Both algorithms are based on local coordinate wise alterations like
the coordinate descent algorithm. However, simulated annealing does not have the issue of getting stuck,
as it also accepts updates to worse configurations. This is not the case for local search, which is thus not
immune to this problem.
The main drawback of simulated annealing and to some extent of local search is the much higher com-
putational demand in contrast to the coordinate descent approach. For that reason, simulated annealing
is in the following only used to verify the results obtained by the coordinate descent algorithm.
The motivation for the local search approach is that it can also be used to solve the generalized lasso
problem described in section 2.10 with the zero-sum constraint within a reasonable time frame.
3.4.1 Simulated Annealing
Simulated annealing was proposed by Kirkpatrick et al. [44, 45] as a general purpose optimization algo-
rithm and is based on Markov chain Monte Carlo methods. The concept is to represent an optimization
problem as a thermal equilibrium at a specific temperature. Initially, this temperature has to be chosen
high enough to allow all possible solutions of a problem to occur. Afterwards, the temperature is reduced
bit by bit, which forces the system into more optimal solutions. If the cooling is performed slow enough
the system freezes in its global optimal state [57].
In order to simulate a thermal equilibrium the cost function is used as an energy function and a sequence
of solutions is generated according to the Boltzmann distribution with the help of a Markov chain [33].
A Markov chain can be constructed by successively using a transition scheme with a specific probability
P(µ → ν) which creates a new state ν from a previous state µ. This probability needs to fulfill the
following conditions [59, 64]:
• P(µ→ ν) may only depend on the configurations µ and ν and not on previous states.
• All probabilities have to be positive (P(µ→ ν) ≥ 0 for all µ, ν including µ = ν) and have to add up
to one: ∑
ν
P(µ→ ν) = 1 . (3.29)
Since the probability of every state is non-zero according to the Boltzmann distribution, the Markov
chain has to be able to reach any state if the chain is long enough. This property is known as ergodicity
and can be accomplished with the sufficient condition of detailed balance and the incorporation of the
Boltzmann distribution [59]. The condition of detailed balance is
pµP(µ→ ν) = pνP(ν→ µ) , (3.30)
where pµ is the probability of the state µ and pν corresponds to the probability of the state ν. Since these
probabilities should be given by the Boltzmann distribution, the following equation is obtained:
P(µ→ ν)
P(ν→ µ) =
pν
pµ
= e−
(
H(ν)−H(µ)
)
/T . (3.31)
The cost functionH of the optimization problem has to be used as an energy function and the Boltzmann
constant can be omitted, since the temperature is used as a control parameter and should not represent
a real physical temperature. However, the temperature defines an equilibrium which is reached if a
sufficient amount of transitions with such probabilities are performed.
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In order to generate such transitions computationally, the acceptance-ratio method can be used, which
separates the transition probability into two different components [59]:
P(µ→ ν) = g(µ→ ν)A(µ→ ν) , (3.32)
where g(µ→ ν) is the selection probability and A(µ→ ν) denotes the acceptance probability. Using this
method allows an algorithm to generate new configurations in a more or less arbitrary way, which are
then accepted or rejected using the acceptance probability to comply with the transition probability.
One of the most known algorithms using this technique is the Metropolis algorithm, which was proposed
by Metropolis et al. [56]. The concept of this algorithm is that the selection probability should be sym-
metric g(µ → ν) = g(ν → µ) [59, 64]. Using this symmetry and the acceptance-ratio (3.32) method,
combined with the equation of detailed balance (3.31), yields [59]:
P(µ→ ν)
P(ν→ µ) =
g(µ→ ν)A(µ→ ν)
g(ν→ µ)A(ν→ µ) =
A(µ→ ν)
A(ν→ µ) = e
−
(
H(ν)−H(µ)
)
/T . (3.33)
This can be fulfilled by using the Metropolis criterion [56]:
A(µ→ ν) =
e−
(
H(ν)−H(µ)
)
/T ifH(ν) −H(µ) > 0
1 else
. (3.34)
For each newly selected configuration the change of the cost function ∆H = Hν − Hµ between the new
configuration ν and the current configuration µ has to be calculated to obtain the acceptance probability
of this transition. If the new configuration ν is better (lower cost function) it is always accepted, otherwise
it is only accepted with the probability e−∆H/T . By using this criterion to generate new configurations
sufficiently often, a thermal equilibrium is reached.
In order to determine a suitable initial temperature, a random walk with the selection procedure g(ν→ µ)
can be used [69]. Since the system should initially be able to move freely through the search space, a
suitable temperature can be estimated by calculating the temperature with which ∼90% of the transitions
to worse configurations would have been accepted by the Metropolis criterion [69].
After a thermal equilibrium is achieved the temperature has to be reduced and again enough steps have to
be performed until a new equilibrium is reached. In theory, simulated annealing is capable of finding the
global optimum if the system is cooled down slowly enough [57]. However, such a cooling procedure is
beyond practical application as it would require an unfeasible amount of computing time. Hence, other
more functional cooling schedules like exponential cooling have been established [69]. For that reason,
exponential cooling with
T (t) = αt · TStart , (3.35)
is used in the zeroSum implementation. The parameter α is usually set to a value between 0.8 and 0.999
and t denotes the number of performed Markov chains [69]. The zeroSum implementation uses a value
of 0.8, since the search space of the zero-sum regression problem should not exhibit local optima despite
the inaccessible issue.
In conclusion, the overall structure of simulated annealing is as follows [69]:
1. Determine a suitable temperature with a random walk.
2. Use the Metropolis criterion until a thermal equilibrium is reached.
3. Decrease the temperature of the system.
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4. Repeat the steps 3. and 4. until the cost function of the system is not improving any more.
The crucial part of simulated annealing is the construction of an efficient transition procedure for the
specific problem, which is commonly named move [69]. One import aspect of this move is that it should
be possible to calculate the cost of the next configuration ν by only incorporating the change into the
previous calculated cost of the configuration µ. Therefore, the cost function has to be computed only once
and the cost only has to be updated after a successful transition. However, updating the cost function may
lead to numerical instabilities. Thus, the cost function is recalculated after each temperature reduction.
Similar to the normal update of the coordinate descent algorithm, a move can be constructed by randomly
selecting two coefficients s and k (k , s) and adjusting their values. However, they are not adjusted to
their local optimal value, but randomly altered.
The zero-sum constraint is sustained by using a move, which adds a random amount δ to the coefficient
βk and subtracts
uk
us
δ from βs:
βnewk = β
old
k + δ , β
new
s = β
old
s −
uk
us
δ . (3.36)
δ has to be chosen large enough in order to be able to move fast through the search space, but also small
enough to find the optimal solution. During the implementation, the interval [−0.1, 0.1] has proven to be
an appropriate choice for all encountered data sets. Though, for other data sets different choices or an
adaptive procedure may be more efficient. However, simulated annealing is only used in this thesis to
verify the coordinate descent optimization strategy and therefore this small interval and more computing
time than necessary were used.
3.4.2 Local Search
By setting the temperature of simulated annealing to zero, a local search algorithm is obtained, which
only accepts moves to better configurations. However, to achieve a reasonable performance, the following
extended structure, which also incorporates the active set cycling concept, will be used:
1. Cycle over all possible coefficients using the local search move.
2. Cycle over all non-zero coefficients using the local search move.
3. Cycle over all non-zero coefficients using the local search move but with δ = βk, since sparse
solutions are more likely.
4. Repeat the steps 1. to 3. while the cost function is improving within a defined precision (default
10−8).
This procedure also allows to obtain solutions in the generalized lasso case, but it is advisable to first use
coordinate descent to solve the problem without the generalized lasso and then to apply local search with
the generalized lasso on the obtained solution as a warm start. Thereby an adequate performance can be
achieved.
More sophisticated approaches would be possible like, for example, a Nelder-Mead based procedure.
However, since the generalized lasso is only a special case and since it was possible to obtain solutions
within a reasonable time frame, no further efforts have been made to develop a more advanced procedure.
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3.5.1 Calculation of the Cost Function Using Previous Calculations
In order to implement an efficient move and coordinate descent update, it is useful to store the residuals
of all samples (without applying the link function) in memory. These residuals are given by:
rescurrenti = yi − β0 −
p∑
j=1
βcurrentj xi j . (3.37)
Using a coordinate descent update or simulated annealing move only alters the coefficients βk and βs.
Thus, the residuals of the next configuration can be calculated using the current residuals and incorpo-
rating the change of these two coefficients:
resnexti = res
current
i + xik(β
current
k − βnextk ) + xis(βcurrents − βnexts ) . (3.38)
Analogously, the elastic net and generalized lasso regularization of the next configuration can be de-
termined. This reduces the computing effort of the coordinate descent update scheme as well as the
computing effort of the local search/simulated annealing move.
3.5.2 Preventing Numerical Instabilities
In some rare cases, the weights of the quadratic approximation w˜i can, at the end of the optimization,
become very small (<10−6) and can range over orders of magnitudes (10−15 up to 10−6). Summations
using such small weights can lead to numerical instabilities which can distort the accuracy of the approx-
imation to such an extend, that coordinate update steps result in worse configurations. Since this occurs
at the end of the optimization procedure, the coordinate descent is extended to also stop if the percentage
of weights w˜i smaller than 10−6 is higher than 70%. This issue has only been observed in artificial data
sets and these settings have proven to resolve it without worsening the outcome.
Another issue that can occur when using multinomial or Cox regression is that the largest possible num-
ber representable in double precision can be exceeded due to the exponential functions. In particular the
logarithm of a sum of exponential functions, which is part of the multinomial log-likelihood function
(2.43) and Cox regression log-likelihood (2.66), can be very unstable. This is a common problem and
therefore numerical more stable versions have been developed like the logSumExp function in R [66] or
the logsumexp function of the SciPy python library [41]. Both functions are based on the approach:
log
(∑
i
exi
)
= a + log
(∑
i
exi−a
)
, (3.39)
where a is set to the maximum value of x. Thereby, the exponential function is prevented to overflow.
This approach is crucial for the numerical stability of multinomial and Cox regression. Therefore, the
following extension with weights is used in the zeroSum software:
log
(∑
i
wiexi
)
= a + log
(∑
i
wiexi−a
)
. (3.40)
3.5.3 zeroSum - the Software
All algorithms presented in this thesis are implemented in the software zeroSum, which has three different
levels of parallelization to achieve a high performance. First, vectorization is used for leveraging the per-
formance of the cost function, the coordinate descent update schemes and the simulated annealing/local
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search move using AVX, AVX2 and AVX512 compiler intrinsics. These instructions allow to simulta-
neously perform 4 or 8 (with AVX512) double precision operations and can be applied for most of the
calculations. For that reason using AVX(2) or AVX512 directly translates to a 4- or 8-fold performance
increase.
The optimization algorithms itself have not been parallelized, although parallel extensions of these al-
gorithms exist like, for example, shotgun [8] for coordinate descent and parallel tempering [38] for
simulated annealing. However, these extensions have not been used, since the cross-validation procedure
for the determination of an optimal λ can be considered as an embarrassingly parallel problem, which
can be more effectively parallelized. This is achieved by using OpenMP, which is not only easy to imple-
ment but also allows every fold of the cross-validation to access the same memory. Thus, the data only
has to be stored once. This is the second level of parallelization of zeroSum.
Another distributed memory parallelism is implemented using MPI (message passing interface) and is
used for the generalized lasso regularization. In this case, the search space for the optimal combination
of λ and γ translates to a two dimensional grid space. Parallelizing the search along the λ direction only
leads to small performance improvements, since solutions obtained from higher λ values can be used as
warm starts for lower values. However, such warm starts are less efficient along the γ direction, which
is thus parallelized with MPI. This parallelization allows to distribute the problem among different com-
puters and therefore allows the use of computing clusters. To balance the computing effort of different
nodes, the values of γ are randomly distributed among the MPI processes, since different scales of γ
cause that the computational challenge of the optimization problems can be different.
Moreover, to allow for a better hardware utilization per node, the γ direction is additionally parallelized
with OpenMP. Thus, one MPI process per CPU results in the best performance, since the OpenMP paral-
lelization is capable to access the same memory, which not only reduces the total memory requirement,
but also allows for better cache utilization.
Another characteristic of the MPI parallelization is that it is not advisable to distribute every γ value to
an individual node, since common computing nodes will not be fully utilized. The reason for this is,
that in a typical situation a λ and γ sequence, each containing 100 values, should be evaluated with a
10-fold cross-validation. It is possible to distribute the problem among 100 nodes, however, on each
node only 11 cores – 10 for the cross-validation and 1 containing all samples – are used. Since 11 cores
per node are not common, all additional cores would not be used and, for instance, a node containing 16
cores would only be utilized to ∼69%. If, on the contrary, 10 nodes are used, every node would have to
evaluate 10 different values of γ. This causes that 110 different parallelizable tasks have to be processed
and a 16 core node would require 7 iterations and would be utilized to 98%. Hence, in this example a
tenfold increase of nodes from 10 to 100 only results in a speedup of 7 and a significant deterioration of
the utilization.
Another option for obtaining a better utilization would be to use settings, which are more adapted to the
conditions of computers. For example a 7 or 15-fold cross-validation could fully utilize a 8 core CPU
(one additional core for all samples). However, settings like a 10 fold cross-validation and a λ sequence
length of 100 have been established [32, 39] and thus these settings will be used as default and will also
be used throughout this thesis.
All algorithms are implemented in a C++ core, which is the common base of a console interface intended
for HPC usage and of an R-package for easy use. The source code and build instructions are available
at https://github.com/rehbergT/zeroSum. For all simulations and data evaluations in this thesis
version 1.1.1 has been used.
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In this section the convergence behavior of the presented algorithms and the corresponding extensions
is evaluated. Therefore, these different approaches were applied on subsets of data sets, which are pre-
sented and analyzed in chapter 5. At first, the microbiome data set of section 5.1 is used for zero-sum
linear regression, while the blood plasma metabolomics data of section 5.2 is used for zero-sum logistic
regression. To analyze zero-sum multinomial regression the DNA-methylation data set of section 5.4 is
used. Subsequently, Cox regression is applied on the gene expression data and the corresponding survival
data of section 5.5. These data sets are only used in this section to investigate the convergence behavior
of the zero-sum regression algorithms and are thus despite the obtained costs not further investigated.
Hence, more precise information about the data sets are not necessary for this section, but are given in
the corresponding sections of chapter 5.
In order to evaluate the convergence behavior under different conditions, 1000 subsets containing 50
features for 20 samples were randomly sampled from these data sets. Subsequently, each subset was
analyzed using a 10-fold cross-validation regression with α = 1 in order to determine a optimal value for
λ. This value for λ and α = 1 were then used to train linear models for each subset with the following
different algorithms and settings:
• Coordinate descent (CD): This procedure only uses normal updates (3.18) without rotated updates
and without polish.
• Coordinate descent with polish (CD+P): This procedure uses normal updates and applies the pol-
ish procedure.
• Coordinate descent with rotated updates (CD+R): This procedure uses normal updates and rotated
updates (3.22). No polish is applied on the final result.
• Coordinate descent with rotated updates and polish (CD+R+P): This procedure uses normal up-
dates, rotated updates and the additional polish procedure.
• Coordinate descent using warm starts (CD*): The same as CD but the regularization sequence
from λmax down to λ is evaluated using the solution of the higher value of λ as warm start for the
next lower value. Warm starts are the usual case, since the optimal value for λ is typically not
known. Moreover, it was mentioned that warm starts also increase the stability of the algorithm
[26, 70].
• Coordinate descent with polish using warm starts (CD+P*): The same as CD+P but also using
warm starts.
• Coordinate descent with rotated updates using warm starts (CD+R*): The same as CD+R but also
using warm starts.
• Coordinate descent with rotated updates and polish using warm starts (CD+R+P*): The same as
CD+R+P but also using warm starts.
• Local search (LS): This procedure uses the local search algorithm as described in section 3.4.2.
• Simulated annealing (SA): This procedure uses simulated annealing as described in section 3.4.1
and is used to determine the optimal solution.
• Normal lasso control (ctrl): This procedure uses the coordinate descent without the zero-sum
constraint as detailed in section 2.5, which is additionally implemented in the zeroSum software.
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• Normal lasso reference (glmnet): This procedure uses the glmnet R-package [26] as independent
implementation for creating models without the zero-sum constraint.
In order to evaluate to which extend a regression method is capable to reach the optimal solution (iden-
tified with simulated annealing) the deviation from the best obtained solution per subset and per method
was determined. The distributions of these deviations are shown as box plots in figure 3.1 and the mean
cost is shown table 3.1. The deviation from the best obtained solution measures the capability of an algo-
rithm to yield the optimal solution and thus can indicate conceptual problems like the inaccessible issue.
Therefore, a high mean and standard deviation in the box plots of figure 3.1, implies that the algorithm
is insufficient to reach the optimal solution. Vice versa, a good algorithm exhibits a low mean and a low
standard deviation.
Note that the costs of regressions with and without the zero-sum constraint cannot be compared even
for equal λ, since the zero-sum constraint changes the optimization problem. For that reason, the final
costs will always be slightly higher if the zero-sum constraint is enforced. This property can be observed
by comparing the costs of the normal lasso (ctrl and glmnet in table 3.1) with the best obtained costs of
zero-sum regression (SA).
The normal lasso control (ctrl) and the glmnet R-package generate the exact same results. This aspect and
the fact that all obtained solutions with the zero-sum constraint exhibit a cost which only differs slightly
from the costs of the solutions obtained without the zero-sum constraint, indicate that the implementation
of the software zeroSum is correct.
The mean cost (table 3.1) and the deviation from the best solution (figure 3.1) show that a naive coor-
dinate descent (CD) itself is not sufficient to reach the optimal solution. In extreme cases the obtained
solutions are 8% worse. This worst case deviation can be improved to less than 0.1% by using the polish
(CD+P) or rotated updates (CD+R). Combining rotated updates and polish further improves the solu-
tions to such an extend that they are (almost) equivalent to the best obtained ones. This indicates that the
polish alone is not capable to reach the optimal solution due to the inaccessible issue, which however
can be mitigated by the rotated updates (CD+R).
CD CD+P CD+R CD+R+P CD* CD+P* CD+R* CD+R+P* LS SA ctrl glmnet
linear 5.3539 5.1832 5.1855 5.1823 5.1826 5.1823 5.1824 5.1823 5.1823 5.1823 4.9462 4.9462
logistic 0.4752 0.4656 0.4659 0.4656 0.4656 0.4656 0.4656 0.4656 0.4656 0.4656 0.4545 0.4545
multi. 0.5516 0.5397 0.5402 0.5396 0.5383 0.5381 0.5381 0.5380 0.5379 0.5379 0.4973 0.4973
cox -0.6493 -0.6502 -0.6502 -0.6502 -0.6502 -0.6502 -0.6502 -0.6502 -0.6502 -0.6502 -0.6620 -0.6620
Table 3.1: Shown is the the mean cost of each regression approach for linear regression, logistic regres-
sion, multinomial regression and Cox regression. CD denotes a zero-sum coordinate descent
algorithm, which only uses normal updates. ”+P” denotes that an additional polish is applied
and ”+R” denotes that rotated updates are additionally used. ”*” indicates that warm starts
where utilized. LS is an abbreviation of local search and SA is an abbreviation of simulated
annealing. The lower the cost the better are the obtained solutions of the algorithms.
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(a) Linear Regression
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(b) Logistic Regression
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(c) Multinomial Regression
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(d) Cox Regression
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Figure 3.1: Shown is the distribution of deviations from the best found solution per regression approach
for linear regression (a), logistic regression (b), multinomial regression (c) and Cox regres-
sion (d). CD denotes a zero-sum coordinate descent algorithm, which only uses normal
updates. ”+P” denotes that an additional polish is applied and ”+R” denotes that rotated
updates are additionally used. ”*” indicates that warm starts where used in addition. LS is
an abbreviation of local search and SA is an abbreviation of simulated annealing. 37
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The use of warm starts improves the convergence behavior. Thus, even in the CD* case the optimal solu-
tions are only slightly missed. Rotated updates (CD+R*), polish (CD+P*) as well as their combination
(CD+R+P*) yield the optimal solutions. Simulated annealing and local search performed equally well.
All in all, CD+R+P, CD+P*, CD+R* and CD+R+P* were capable to determine the optimal solutions.
Another important aspect is the required computing time. Therefore, the average run time of each method
had been determined and is shown in table 3.2. As it can be seen, the runtime increases, when rotated up-
dates are used additionally (CD+R, CD+R*) and is decreased when a polish is applied (CD+P, CD+P*).
The reason for this is that the polish attempts to set coefficients with very small values to zero and thus
causes that the number of non-zero coefficients is reduced. Hence, the active set cycling can be per-
formed more efficiently, so that not only the required time of the polish is recovered but also the total
runtime is decreased. This effect can also be seen if a combination of rotated updates and polish is used
(CD+R+P, CD+R+P*).
As a consequence, when a regression for a specific λ should be determined, the combination of rotated
updates and polish is used (CD+R+P) as default. When warm starts are utilized, i.e. in the cross-
validation for the λ approximation, only the additional polish is applied (CD+P*), since this approach is
sufficient to determine the optimal solution and also saves computing time.
CD CD+P CD+R CD+R+P CD* CD+P* CD+R* CD+R+P* LS
linear (in ms) 2.194 1.368 24.331 16.712 75.037 74.966 95.627 89.464 43.904
logistic (in ms) 1.824 0.757 14.770 7.344 58.393 59.663 72.272 64.982 173.147
multi. (in s) 0.418 0.364 1.091 0.944 9.388 8.142 14.416 12.222 44.655
cox (in ms) 11.754 11.203 25.030 22.183 467.872 468.559 510.898 512.688 255.067
Table 3.2: Shown is the average runtime of each regression approach for linear regression (a), logistic
regression (b), multinomial regression (c) and Cox regression (d). CD denotes a zero-sum co-
ordinate descent algorithm, which only uses normal updates. ”+P” denotes that an additional
polish is applied and ”+R” denotes that rotated updates are additionally used. ”*” indicates
that warm starts where utilized. LS is an abbreviation of local search and SA is an abbreviation
of simulated annealing.
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This chapter illustrates the effects of sample-wise data shifts on generalized linear models using simu-
lated data. For that reason, increasingly larger sample-wise shifts are applied and regressions with and
without the zero-sum constraint are performed. Afterwards, the accuracy, the selected features as well
as the predictive power of the generated models are investigated. This approach is conducted separately
for linear, logistic, multinomial and Cox regression and is detailed in the corresponding sections of this
chapter.
The simulations for linear regression are part of [3] and have been repeated with the latest version of
the glmnet (2.0-13) and zeroSum (1.1.1) software. Furthermore, the simulations have been extended to
logistic, multinomial as well as Cox regression.
4.1 Linear Regression
The quality of a linear model can be assessed by considering three aspects. First, the error of a model
on the training data is important to evaluate the capability of describing the underlying data. Second, the
selected features are interesting by itself and can be used to gain new insights into the relations between
data and response. Third, the predictive power of a model, which has to be assessed using independent
data, allows to estimate the generalizability of a model and can be used for detecting overfitting. These
aspects are closely linked to each other and involve the bias-variance trade-off, which is the central
problem of supervised learning algorithms.
In order to analyze the influence of sample-wise data shifts on regressions with and without the zero-
sum constraint, four scenarios (a)-(d) are analyzed according to these aspects. For each scenario a data
set with 100 samples and 500 features is generated using a normal distribution with mean zero and
standard deviation of 0.5. Additionally, a correlation structure is imposed on the first three features using
a Cholesky decomposition. For reasons of simplicity, only the first three features should have an effect
and were used to generate the responses. All other coefficients are set to zero. The coefficients as well as
the imposed correlation structure of the scenarios (a)-(d) are as follows:
(a) In this scenario the first three coefficients have been set to β1 = 1, β2 = −1, β3 = 3. These
coefficients slightly differ from the zero-sum constraint and allow to analyze to which extend zero-
sum regression is capable to compensate slight deviations from zero. Moreover, the first three
features were simulated with the correlations cor(x1, x2) = 0.9, cor(x1, x3) = 0.9, cor(x2, x3) = 0.8.
(b) This scenario uses the same coefficients as (a). However, the correlations were set to cor(x1, x2) =
−0.9, cor(x1, x3) = 0.9, cor(x2, x3) = −0.8 in order to exhibit anti-correlated features.
(c) This scenario uses the same correlation structure as (a). The coefficients have been set to β1 = 1,
β2 = 2, β3 = 3 and allow to investigate the behavior of zero-sum regression in a scenario which
clearly distinguishes itself from the zero-sum constraint.
(d) In this scenario no correlations were imposed and the first coefficients have been set to β1 = 1,
β2 = −2, β3 = 1. This corresponds to the ideal case where the coefficients fulfill the zero-sum
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constraint. Thus, a regression without the zero-sum constraint should also not be affected by
sample-wise shifts as long as it is capable of correctly identifying the coefficients.
Additionally, a normally distributed noise with standard deviation of 0.1 was added to the data sets after
calculating the responses.
In order to simulate scaling problems, sample-wise shifts γi were drawn from a normal distribution with
standard deviation σ, which was increased from 0.0 to 5.0 in steps of size 0.5. For each σ, a regression
with and a regression without the zero-sum constraint was performed on 20 samples using a 10-fold
cross-validation for optimizing λ. In total, this procedure has been repeated a thousand times.
The accuracy of the models on the training data was evaluated using the mean squared error (as defined
in (2.8) with weights set to 2/N) and is shown as a function of σ in figure 4.1.
In order to verify whether the selected features correspond to the simulated effects, which will be referred
to in the following as true coefficients, the area under the receiver operating characteristic curve (AUC)
is used. An AUC of 1 denotes that a regression was able to identify the true coefficients, while an AUC
of 0.5 equals random guessing. The resulting AUC distribution for scenario (a)-(d) is shown in figure 4.2
as a function of σ.
To investigate the predictive power, the remaining 80 observations were used as independent test data.
Therefore, the accuracy of the predictions on the test data was assessed using the coefficient of determi-
nation R2
R2 = 1 −
∑N
i=1(yi − yˆ)2∑N
i=1(yi − y¯)2
(4.1)
as well as the mean squared error. The higher the R2, the better the predictions of a linear model. The
upper bound of the R2 is 1 and denotes a perfect model. The R2 for the scenarios (a)-(d) is shown as a
function of σ in figure 4.3 and the mean squared error of the test data is shown in figure 4.4.
In all figures of this chapter a blue dashed line depicts the median performance of the zero-sum models
and a solid black line shows the median performance of the normal lasso models. The bright red, red
and dark red bands correspond to the 1 to 99%, 5 to 95% and 25 to 75% quantiles of the normal lasso
regression. Analogously, the bright blue, blue and dark blue bands denote the quantiles of zero-sum
regression. However, zero-sum regression returns results independent from σ and thus the corresponding
blue bands are not visible and the median is a horizontal line.
The accuracy of zero-sum as well as the accuracy of normal lasso regression on the training data is almost
equivalent (figure 4.1). Though, the 1-99% quantiles of the normal lasso regression (bright red) indicate
that in rare cases the accuracy of the normal lasso regression decreases.
In the majority of cases, the true coefficients are detected (indicated by the median AUC of 1 in scenarios
(b)-(d)). However, in scenario (a) the normal lasso regression performs better than zero-sum regression
in terms of the feature selection aspect. The reason for this apparently is, that one of the true coefficients
is sufficient to completely describe the training data due to the high correlations. This is indicated by
a mean squared error of almost zero on the training data (see figure 4.1). Scenario (b) exhibits anti-
correlated features, which makes it easier for the lasso regularization to identify the true coefficients.
Thus, both normal-lasso and zero-sum regression yield an AUC of 1. Since scenario (c) was simulated
using only positive effects, the true coefficients are not directly accessible by zero-sum regression. Nev-
ertheless, the AUC is only slightly lower than 1 which indicates that the regression selects the first 3 true
coefficients and compensates the sum by selecting other features with small negative values. Scenario
(d) was simulated using coefficients which fulfill the zero-sum constraint and therefore both regressions
are able to identify the true coefficients.
The predictive power of zero-sum regression measured by the R2 (figure 4.3) and the mean squared
error (figure 4.4) in the scenarios (a) to (c) is for small σ worse than the performance of normal lasso
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Figure 4.1: Shown is the mean squared error (MSE) on the training data for the scenarios (a)-(d) as a
function of σ. A lower MSE corresponds to a better accuracy. The blue dashed line and the
solid black line illustrate the median MSE over all repetitions for zero-sum regression and
normal lasso regression. The bright red, red and light red bands show the 1 to 99%, 5 to
95% and 25 to 75% quantiles of the MSE distribution of normal linear regression. Zero-sum
regression always returned the same results, due to the induced scale invariance. For that
reason, the quantiles of zero-sum regressions, which would be indicated as blue band, are not
visible.
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Figure 4.2: Shown is the area under the receiver operating characteristic curve (AUC) of the scenarios
(a)-(d) as a function of σ. An AUC of 1 implies that the regression is capable of detecting
the true coefficients and an AUC of 0.5 equals random guessing. The color definitions are
analogously to figure 4.1.
regression. However, for larger σ the performance gets better. Moreover, normal lasso regression is in
some cases impaired to such an extend that the predictive power completely breaks down (R2 ≤ 0). Only
in the ideal scenario (d) both methods show a perfect prediction accuracy.
In summary, zero-sum regression is capable of achieving the same accuracy on the training data and is,
apart from scenario (a), better suited for detecting the true coefficients. Most important however is that
sample-wise shifts can worsen the prediction accuracy of normal lasso models, while zero-sum models
are immune to these.
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Figure 4.3: Shown is the coefficient of determination R2 of the predictions on the test data for the simula-
tion scenarios (a)-(d) as a function of the standard deviation σ. The higher the R2, the better
the predictivity of the models. A value of 1 corresponds to perfect predictions. The color
definitions are analogously to figure 4.1.
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Figure 4.4: Shown is the mean squared error (MSE) of the predictions on the test data for the simulation
scenarios (a)-(d) as a function of the standard deviation σ. The lower the MSE, the better the
predictivity of the models. The color definitions are analogously to figure 4.1.
4.2 Logistic Regression
In this section the same simulation scenarios as in the last section are used. The only difference is that
binary responses are simulated using the logistic function.
To measure the classification quality, the area under the receiver operating characteristic curve (AUC)
on the training data (shown in figure 4.5), as well as the AUC on the test data (shown in figure 4.7) is
used. The capability of identifying the true coefficients is also determined using the AUC and is shown
in figure 4.6.
Overall, the same behavior as in the last section can be observed: logistic zero-sum regression is robust
against sample-wise shifts while normal logistic regression is not. The accuracy of logistic zero-sum
models on the test data is without any error (AUC=1), while normal logistic models sometimes corre-
spond to random guessing (AUC=0.5).
Logistic zero-sum regression is capable of determining the true coefficients at least as good as normal
logistic regression. Moreover, for high σ logistic regression breaks down and corresponds to random
guessing. Both the low AUC of the normal logistic regressions on the training data as well as the cor-
responding low AUC of the feature selection indicate that the internal cross-validation is not able to
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Figure 4.5: In this figure the area under the receiver operating characteristic curve (AUC) on the training
data set is shown for the scenarios (a)-(d) as a function of σ. An AUC of 1 corresponds to a
perfect classification rate, while an AUC of 0.5 equals random guessing. The color definitions
are analogously to figure 4.1.
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Figure 4.6: This figure shows the AUC of the scenarios (a)-(d) as a function of σ and indicates the
capability of the regression to determine the true coefficients. An AUC of 1 implies that the
regression is capable to identify the true coefficients, while an AUC of 0.5 equals random
guessing. The color definitions are analogously to figure 4.1.
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Figure 4.7: In this figure the AUC on the test data set is shown for the scenarios (a)-(d) as a function
of σ. An AUC of 1 corresponds to a perfect classification rate, while an AUC of 0.5 equals
random guessing. The color definitions are analogously to figure 4.1.
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identify a optimal λ due to the data shifts. Thus, a model only consisting of an intercept is returned.
The predictive power of logistic zero-sum regression shows almost the same pattern as in the linear
regression case: for low σ the normal logistic regression is better, while for high σ logistic zero-sum
regression is better. In scenario (b) the median AUC of logistic zero-sum regression is overall higher
than the AUC of normal logistic regression.
As linear zero-sum regression, logistic zero-sum regression is insensitive to sample-wise shifts and there-
fore maintains its predictivity, while normal logistic regression loses predictive power.
4.3 Multinomial Regression
As shown in section 2.8, multinomial regression uses a separate set of coefficients for the prediction of
the probabilities of each class. To extend the simulation scenarios, described in the last two sections,
three different classes were simulated using the coefficient matrices β(a) for scenario (a), β(b) for scenario
(b) and β(d) for scenario (d), which were defined as
β(a) = β(b) =

β1 β2 β3
1 0 0
0 −1 0
0 0 3
0 0 0
...
...
...

β(d) =

β1 β2 β3
0 1 0
1 0 0
0 0 1
0 0 0
...
...
...

. (4.2)
Scenario (c) of the previous sections is not reasonable in the multinomial case, since the zero-sum con-
straint relaxes to an equal sum constraint. Therefore, scenario (c) is omitted.
As in the last section, the coefficients in scenario (a) and (b) do not fulfill the equal sum constraint, while
scenario (d) does. Moreover, scenario (a) is simulated using correlated features, while scenario (b) is
simulated using anti-correlated features. Scenario (d) has no enforced correlations. The coefficients and
the correlation structures are summarized in (4.2) and table 4.1.
Scenario cor(x1, x2) cor(x1, x3) cor(x2, x3)
(a) 0.9 0.9 0.8
(b) -0.9 0.9 -0.8
(d) - - -
Table 4.1: This table summaries the correlation structure of the first three features for the simulation
scenarios (a), (b) and (d).
Furthermore, the number of training samples was increased to 30 and the number of test samples was
increased to 120.
In order to measure the accuracy and the predictivity of the obtained models, the multinomial AUC, as
proposed by Hand and Till [29], was computed using the implementation in the HandTill2001 R-package
[17]. The multinomial AUC is shown in figure 4.8 for the training data and in figure 4.10 for the test
data. As in the previous sections, the normal AUC is used for assessing the capability of the regressions
to determine the true coefficients and is shown in figure 4.9.
The overall pattern is the same as the one observable in the linear and logistic regression simulations: the
capability of the normal multinomial regression to describe the data of the scenarios (a) and (b) is affected
by the sample-wise shifts and sometimes breaks down completely (AUC=0.5). In all scenarios zero-sum
multinomial regression is is able to identify the true coefficients at least as good as normal multinomial
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regression. The low AUC on the training data as well as the low AUC of the feature selection indicate as
in the last section that the internal cross-validation for assessing an optimal λ returns the intercept only
model.
The predictive power of multinomial zero-sum regression in scenario (a) and (b) is for small σ worse
than the predictive power of the normal multinomial regression (see figure 4.10). This changes for higher
values of σ, since the normal multinomial regression is affected by the sample-wise shifts.
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Figure 4.8: In this figure the multinomial area under the receiver operating characteristic curve (AUC)
on the training data set is shown for the scenario (a), (b) and (d) (scenarios (c) was omitted in
the multinomial case) as a function of σ. An AUC of 1 corresponds to a perfect classification
rate, while an AUC of 0.5 equals random guessing. The color definitions are analogously to
figure 4.1.
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Figure 4.9: This figure shows the AUC of the scenarios (a), (b) and (d) (scenario (c) was omitted in
the multinomial case) as a function of σ. An AUC of 1 implies that the regression is capa-
ble to identify the true coefficients and an AUC of 0.5 equals random guessing. The color
definitions are analogously to figure 4.1.
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Figure 4.10: In this figure the multinomial AUC on the test data set is shown for the scenarios (a), (b)
and (d) (scenario (c) was omitted in the multinomial case) as a function of σ. An AUC of
1 corresponds to a perfect classification rate, while an AUC of 0.5 equals random guessing.
The color definitions are analogously to figure 4.1.
Scenario (d) corresponds to the optimal case for zero-sum regression. However, normal multinomial
regression also identifies the scale invariant model and hence performed almost equally well.
These scenarios show that the equal-sum constraint for multinomial regressions results in scale invariant
models.
4.4 Cox Proportional Hazard Regression
In this section, the same scenarios as in section 4.1 are used for analyzing the influence of sample-wise
shifts on Cox models. However, the amount of training samples has been increased to 30.
In order to simulate a response, the hazard function (2.63) was used with a shared baseline hazard h0(t) =
1. Censoring was omitted. This kind of simulation is insufficient for simulating the characteristics of
survival data. Therefore, more sophisticated methods, like proposed by Austin [6], would be necessary
to imitate the distribution of survival data. However, Cox regression only relies on the ordering of the
events and the intention of this simulation is only to demonstrate the difference between normal and
zero-sum Cox regression.
Cox regression is not designed for making predictions and is mainly used for identifying survival asso-
ciated features. The important aspects of Cox models are thus the accuracy of the model and the feature
selection property. This is however closely linked to the generalizability of the obtained results. For that
reason, the partial log-likelihood (2.66) is evaluated on the training data as well as on test data and is
shown in figure 4.11 and 4.13. Moreover, the AUC of the feature selection is computed as in the last
sections and is shown in figure 4.12.
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Figure 4.11: This figure shows the partial log-likelihood on the training data of the scenarios (a)-(d) as a
function of σ. The color definitions are analogously to figure 4.1.
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Figure 4.12: This figure shows the area under the receiver operating characteristic curve (AUC) of the
scenarios (a)-(d) as a function of σ. An AUC of 1 implies that the regression is capable
to identify the true coefficients and an AUC of 0.5 equals random guessing. The color
definitions are analogously to figure 4.1.
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Figure 4.13: This figure shows the partial log-likelihood on the test data of the scenarios (a)-(d) as a
function of σ. The color definitions are analogously to figure 4.1.
As expected, zero-sum Cox regression yields consistent results independent of the size of the sample-
wise shifts. The median log-likelihood on the training data of zero-sum Cox regression is – despite for
low σ – overall higher (better) than the normal Cox regression.
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The capability of identifying the true coefficients of normal Cox regression is impaired by the data shifts.
Only scenario (d) is unaffected. The partial log-likelihood on the training and test data of normal Cox
regression is affected by the data shifts. However, normal Cox regression sometimes accomplishes to
perform better than zero-sum Cox regression. This is clearly visible in scenario (b).
Overall, zero-sum Cox regression yields consistent results and is better suited for detecting the true
coefficients when data shifts are present.
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Omics Data
In this chapter linear, logistic, multinomial and Cox regression in combination with the lasso and the
zero-sum constraint are applied on omics data sets and are discussed in the corresponding sections.
Moreover, the effects of the additional generalized lasso regularization on zero-sum regression is shown
in an additional section.
At first, a microbiome data set is analyzed using linear regression in order to identify indole producing
bacteria. Afterwards, logistic regressions are performed on NMR metabolite spectra to distinguish be-
tween two different disease types. Subsequently, the same data set is analyzed using logistic regression
in combination with the generalized lasso regularization. This allows to incorporate knowledge about
the ordering of the features to obtain more robust models. Next, a methylation data set is analyzed us-
ing zero-sum multinomial regression to differentiate between tumor and metastatic cells using additional
methylation data of the surrounding tissue to mitigate the effects of tissue background contamination.
The last data set covers gene expression data and survival data of lymphoma patients and is evaluated
using Cox regression.
5.1 Application of Zero-Sum Linear Regression on Microbiome Data
In this section linear zero-sum regression is applied to an intestinal microbiome data set to identify
bacterial communities, which are associated with the indole concentration in patients. Although this is
not an omics data set per se, the data is generated using the same high-throughput techniques that are
used in omics research and is therefore prone to the same scaling issues. This application was already
published in [3] and has been repeated for this thesis with the latest version (1.1.1) of the zeroSum
software.
The data was generated from patients which have received a bone marrow transplantation and was pro-
vided by D. Weber, E. Holler of the Department of Hematology (University Hospital Regensburg), A. Hi-
ergeist, A. Gessner of the Institute of Clinical Microbiology and Hygiene (University Hospital Regens-
burg) and K. Dettmer, P. J. Oefner of the Institute of Functional Genomics (University of Regensburg).
The preprocessing was performed by F. Sta¨mmler of the Institute of Functional Genomics (University of
Regensburg).
Patients undergoing a bone marrow transplantation are at risk of developing an acute graft versus host
disease, where the transplanted immune cells attack the cells of the recipient [24]. Since this compli-
cation is associated with the intestinal microbiome [35, 75] and especially with the absence of indole
producing bacteria [83], the concentration of the related metabolite 3-indoxyl sulfate (3-IS) in the urine
of the patients has been additionally determined using liquid chromatography/tandem mass spectrome-
try. The metabolite data was normalized using the concentration of creatine as a reference [81]. The
microbiome composition has been measured by sequencing the hypervariable V3 region of the 16S ribo-
somal RNA gene and mapping the sequences to operational taxonomic units (OTUs). Furthermore, three
exogenous bacteria (Salinibacter ruber, Rhizobium radiobacter, and Alicyclobacillus acidiphilus) were
spiked into the samples to create an external reference.
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The reasoning behind this experimental design is to identify the indole producing bacteria in order to treat
such patients only with antibiotics which have no effect on these bacteria. For this purpose, zero-sum
regression is especially suited, since only the relative number of bacteria is measurable, but the absolute
number of bacteria is affecting the 3-IS concentration and therefore the indole concentration. Moreover,
the scale of the microbiome data as well as the scale of the 3-IS metabolite concentration can be affected
by diet and treatments. Therefore, linear zero-sum regression is applied to predict the 3-IS levels using
the microbiome composition. Furthermore, the feature selection property of the lasso regularization is
used to identify the bacteria which are associated with the indole concentration.
The data details the composition of 160 different bacterial genera for 37 patients and the corresponding
3-IS levels. In order to demonstrate the properties of zero-sum regression, the data was normalized in two
different ways. First, the data set was mean-centered assuming that the total amount of bacteria should
be equal. This procedure corresponds to the standard approach used for microbiome data. Second, the
data was normalized so that the mean of the external references is equal. This approach is known as
spike-in calibration and is an attempt to determine the absolute abundances of the bacteria [71].
Both data sets were subsequently log2 transformed and were analyzed with normal linear regression
and zero-sum linear regression. The regularization parameter λ was optimized using a 10-fold cross-
validation. The corresponding cross-validation mean squared error (CV MSE) is shown in figure 5.1.
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Figure 5.1: Shown is the cross-validation mean squared error (CV MSE) as a function of the regular-
ization parameter λ. Green denotes the CV MSE of normal linear regression applied on the
spike-in normalized data, while red denotes for CV MSE of normal linear regression applied
on the mean-centered data. Since zero-sum regression is scale invariant, the same CV MSE
error is obtained for both normalizations and is shown in blue. The dotted vertical line indi-
cates the minimum of the cross-validation error obtained by zero-sum regression. At the top,
the number of non-zero coefficients is shown.
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spike-in cali. mean-centering zero-sum
CV MSE for λ1SE 13.38 13.58 13.07
CV MSE for λmin 10.67 11.17 10.53
Table 5.1: This table details the cross-validation mean squared error (CV MSE) for λ1SE and λmin of the
normal linear regressions applied to the spike-in calibrated and mean-centered data as well as
the CV MSE of zero-sum regression.
As it can be seen in both, figure 5.1 and table 5.1, the lowest CV MSE is obtained by zero-sum regression.
However, this cross-validation was used for optimizing the parameter λ and thus an additional outer
cross-validation has to be performed to determine the predictive power. Each fold of this outer cross-
validation performs an additional inner cross-validation to determine a suitable λ. Subsequently, this
value of λ is used to learn a model on all samples of this fold, which is then applied to determine the
mean squared error of the left-out samples. This procedure has to be iterated over all folds and will be
referred to in the following as nested cross-validation (NCV).
In order to estimate the predictive power a NCV, which uses 10 folds for predicting the performance as
well as 10 folds for determining the optimal value for λ, has been applied. However, the NCV depends
on the randomly selected folds and has been repeated 10 times. The NCV errors of each repetition and
the corresponding mean are shown in table 5.2.
repetition
NCV for
spike-in cali.
NCV for
mean-centering
NCV for
zero-sum
1 11.98 15.58 11.53
2 12.85 15.09 11.65
3 13.28 14.15 11.42
4 12.03 14.76 12.07
5 12.70 14.16 11.35
6 12.09 14.42 11.41
7 12.13 14.38 11.62
8 12.34 15.20 11.84
9 12.69 14.82 11.22
10 12.35 15.83 12.04
mean 12.44 14.84 11.61
Table 5.2: This table details the obtained nested cross-validation (NCV) errors and the corresponding
mean of the 10 repetitions for the normal linear regressions on the spike-in calibrated and
mean-centered data as well as for zero-sum regression.
It can be seen that zero-sum regression has almost always a lower NCV error for each repetition than
each of the normal linear regressions. Consequently, the mean NCV error of the zero-sum regressions
is also lower than the mean NCV error of the normal linear regressions. A paired t-test comparing the
NCV errors of the normal linear regressions with the NCV errors of zero-sum regression yields p-values
lower than 0.01.
Note that the NCV is only based on one data set and therefore every observation may be affected by the
same systematic scale deviation. Hence, the real benefit of zero-sum models cannot be seen to such an
extend and would only be revealed by applying the models to completely independent data. Nevertheless,
zero-sum regression performs best on this microbiome data set.
In order to demonstrate the scale invariance, normal linear regression as well as zero-sum regression have
been additionally applied on only log2 transformed data (without normalization) and the coefficients have
been determined. The scale invariance property of zero-sum regression can be seen in the Venn diagrams
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(figure 5.2) as well as in the actual coefficients (table 5.3).
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Figure 5.2: Shown is the coefficient overlap of the regressions applied on the raw data and on the two dif-
ferently normalized data sets. (a) shows the coefficient overlap obtained using normal linear
regressions, while (b) shows the coefficient overlap obtained using zero-sum regression.
Due to the scale invariance, zero-sum regression chooses the exact same coefficients, while normal linear
regression selects different features. An interesting property of zero-sum regression is, that it selects
one of the external spiked-in bacteria Alicyclobacillus with a high negative value. It can be assumed
that in this way the external reference is automatically detected by zero-sum regression and used as a
counterbalance.
bacteria communities
normal
no norm.
normal
spike-in cali.
normal
mean-centering
zero-sum
no norm.
zero-sum
spike-in cali.
zero-sum
mean-centering
Intercept -9.8274 -7.1387 -11.0776 -1.4704 -1.4704 -1.4704
Alicyclobacillaceae: Alicyclobacillus 0.0000 0.0000 0.0000 -0.7346 -0.7346 -0.7346
Actinomycetaceae: Actinomyces 0.3068 0.2001 0.3263 0.1954 0.1954 0.1954
Bifidobacteriaceae: Bifidobacterium 0.0343 0.0000 0.0205 0.0000 0.0000 0.0000
Coriobacteriaceae: Paraeggerthella 0.0000 0.0000 0.0000 -0.0058 -0.0058 -0.0058
Bacteroidaceae: Bacteroides 0.2957 0.1653 0.3159 0.1893 0.1893 0.1893
Staphylococcaceae: Staphylococcus -0.0923 -0.0516 -0.1902 -0.3225 -0.3225 -0.3225
Enterococcaceae: Enterococcus 0.0787 0.0000 0.0691 0.0000 0.0000 0.0000
Lactobacillaceae: Lactobacillus 0.0556 0.0000 0.0930 0.0639 0.0639 0.0639
Streptococcaceae: Streptococcus 0.0000 0.0000 0.0164 0.0000 0.0000 0.0000
Lachnospiraceae: Anaerostipes 0.1678 0.0000 0.1958 0.0000 0.0000 0.0000
Lachnospiraceae: Coprococcus 0.2365 0.0000 0.3858 0.0000 0.0000 0.0000
Lachnospiraceae: Incertae Sedis 0.3435 0.3864 0.3647 0.3275 0.3275 0.3275
Lachnospiraceae: uncultured 0.0460 0.0000 0.0683 0.0000 0.0000 0.0000
Ruminococcaceae: Faecalibacterium 0.0000 0.0452 0.0287 0.0656 0.0656 0.0656
Ruminococcaceae: Incertae Sedis 0.0000 0.0000 0.0065 0.0000 0.0000 0.0000
Ruminococcaceae: Subdoligranulum 0.2272 0.2266 0.2233 0.2212 0.2212 0.2212
Ruminococcaceae: uncultured 0.0972 0.0000 0.1826 0.0000 0.0000 0.0000
Verrucomicrobiaceae: Akkermansia 0.0345 0.0000 0.0848 0.0000 0.0000 0.0000
Table 5.3: Shown are the non-zero coefficients of the bacteria communities selected by the normal linear
regression and zero-sum regression applied on the raw, spike-in calibrated and mean-centered
data.
Concluding, it can be stated that zero-sum regression improves the feature selection as well as the pre-
dictive performance and is independent of the applied normalization.
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5.2 Application of Zero-Sum Logistic Regression on NMR
Metabolomics Data
In this section, the advantages of zero-sum logistic regression are demonstrated on two metabolomics
data sets. These data sets have been generated using 1H-NMR spectroscopy of urine samples and of blood
plasma samples. The samples have been collected from patients of the University Clinic of Erlangen 24 h
after a cardiac surgery with a cardiopulmonary bypass and have been analyzed in [86, 87]. Measuring
and preprocessing has been performed by H. U. Zacharias, M. Altenbuchinger, W. Gronwald of the
Institute of Functional Genomics (University of Regensburg). Moreover, this data set has been used for
demonstrating zero-sum logistic regression in [88]. Parts of this publication have been repeated for this
thesis using the latest version of the zeroSum software (1.1.1) and are presented in this section.
The urine data consists of 106 patients, while the blood plasma data consists of 85 patients and is a subset
of the former one. The aim of this experiment is to identify a biomarker which detects an acute kidney
injury (AKI), which is a possible complication of the surgery, as early as possible. Such a complication
has been diagnosed 48 h after the surgery on 34 patients of the urine data set and on 33 patients of the
blood plasma data set. The NMR spectra measured using the urine samples will be referred to in the
following as urinary AKI data, while the NMR spectra measured using the blood plasma samples will be
referred to as plasma AKI data.
In order to make the data accessible by generalized linear models, the NMR spectra have been partitioned
into 712 small sections called bins. The spectral integrals of the bins are then used as features. However,
normalization methods have to be applied to make the data comparable. For that reason, the urinary AKI
data set has been provided normalized in four different ways.
The first normalization uses creatine as a reference metabolite, the second uses the total spectral area
as reference, the third uses the NRM reference compound trimethylsilylpropanoic (TSP) and the last
normalization is a method called probabilistic quotient normalization (PQN) [22]. The creatine normal-
ization is only reasonable for spectra of urine samples and has been omitted for the plasma AKI data.
Each data set has been log2 transformed and analyzed using logistic regression as well as zero-sum
logistic regression. Additionally, the lasso regularization has been applied. The resulting cross-validation
(CV) log-likelihood is shown as a function of the regularization parameter λ in figure 5.3 for the urinary
AKI data and in figure 5.4 for the plasma AKI data. The highest obtained CV log-likelihood for each
data set and normalization is detailed in table 5.4 for the urinary AKI data and in table 5.5 for the plasma
AKI data.
Furthermore, the cross-validation area under the receiver operating characteristic curve (AUC) has been
computed for λ1SE and λmin and is shown in table 5.6 for the urinary AKI data and in table 5.7 for the
plasma AKI data.
It can be seen that both, logistic and zero-sum logistic regression, performed equally well on the urinary
AKI data. Only logistic regression on the creatine and the TSP normalized data performed slightly worse.
On the plasma AKI data set, zero-sum logistic regression yields sightly better models than the logistic
regression.
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Figure 5.3: Shown is the cross-validation (CV) log-likelihood of logistic and zero-sum logistic regression
applied on the urinary AKI data set as a function of λ. (a) shows the CV log-likelihood of
logistic regression for the creatinine normalized data set, (b) for the total area normalized data
set, (c) for the PQN normalized data set and (d) for the TSP normalized data set. (e) shows
the CV log-likelihood of zero-sum logistic regression. Since zero-sum logistic regression
resulted in the same CV log-likelihood for each normalization only one figure is shown. At
the top, the number of non-zero coefficients is shown.
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Figure 5.4: Shown is the cross-validation (CV) log-likelihood of logistic and zero-sum logistic regression
applied on the plasma AKI data set as a function of λ. (a) shows the CV log-likelihood of
logistic regression for the total area normalized data set, (b) for the PQN normalized data set,
(c) for the TSP normalized data set. (d) shows the CV log-likelihood of zero-sum logistic
regression. Since zero-sum logistic regression resulted in the same CV log-likelihood for
each normalization only one figure is shown. At the top, the number of non-zero coefficients
is shown.
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CV log-likelihood – urinary AKI
selected λ creatine norm. total area norm. PQN norm. TSP norm. zero-sum
λ1SE -0.5377 -0.5282 -0.5142 -0.5154 -0.5243
λmin -0.4789 -0.4515 -0.4372 -0.4335 -0.4388
Table 5.4: Shown is the cross-validation (CV) log-likelihood of logistic and zero-sum logistic regression
applied on the urinary AKI data set for λ1SE and λmin. Since zero-sum logistic regression
resulted in the same CV log-likelihood for each normalization only one value is shown.
CV log-likelihood – plasma AKI
selected λ total area norm. PQN norm. TSP norm. zero-sum
λ1SE -0.4663 -0.4471 -0.4759 -0.4319
λmin -0.4248 -0.4002 -0.4354 -0.3862
Table 5.5: Shown is the cross-validation (CV) log-likelihood of logistic and zero-sum logistic regression
applied on the plasma AKI data set for λ1SE and λmin. Since zero-sum logistic regression
resulted in the same CV log-likelihood for each normalization only one value is shown.
CV AUC – urinary AKI
selected λ creatine norm. total area norm. PQN norm. TSP norm. zero-sum
λ1SE 0.7717 0.7672 0.7904 0.7778 0.7717
λmin 0.8268 0.8595 0.8533 0.8636 0.8644
Table 5.6: Shown is the obtained cross-validation (CV) area under the receiver operating characteristic
curve (AUC) for λ1SE and λmin of logistic and zero-sum logistic regression applied on the
urinary AKI data set. Since zero-sum logistic regression resulted in the same CV AUC for
each normalization only one value is shown.
CV AUC – plasma AKI
selected λ total area norm. PQN norm. TSP norm. zero-sum
λ1SE 0.8706 0.8683 0.8601 0.8922
λmin 0.8811 0.8922 0.8776 0.8998
Table 5.7: Shown is the obtained cross-validation (CV) area under the receiver operating characteristic
curve (AUC) for λ1SE and λmin of logistic and zero-sum logistic regression applied on the
plasma AKI data set. Since zero-sum logistic regression resulted in the same CV AUC for
each normalization only one value is shown.
In order to assess the predictive power of the different approaches, a nested cross-validation (NCV), as
described in the previous section, has been performed. The obtained NCV AUCs of each repetition and
the corresponding means are shown in table 5.8 for the urinary AKI data set and in table 5.9 for the
plasma AKI data set.
It can be seen that, the predictive power of zero-sum logistic regression is slightly exceeded by logistic
regression applied on the PQN normalized data. A paired t-test comparing PQN with all other results
yields p-values lower than 0.001. Hence, it can be stated that the PQN normalization seems to be well
suited for this data set.
On the plasma AKI data, zero-sum logistic regression performs better than all other methods and yields
the highest NCV AUC. A paired t-test resulted in a p-value lower than 0.001.
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Nested cross-validation AUC – urinary AKI
repetition creatine norm. total area norm. PQN norm. TSP norm. zero-sum
1 0.7806 0.7900 0.8288 0.7635 0.8076
2 0.7594 0.7839 0.7925 0.7998 0.7749
3 0.8051 0.7549 0.8268 0.7574 0.7704
4 0.7753 0.7606 0.8141 0.7610 0.7753
5 0.7631 0.7892 0.8125 0.7435 0.7688
6 0.7896 0.7953 0.8284 0.7672 0.7884
7 0.7480 0.7655 0.7700 0.7537 0.7574
8 0.7827 0.7712 0.8015 0.7059 0.7831
9 0.8043 0.7896 0.8039 0.7316 0.7962
10 0.7761 0.7475 0.7798 0.6638 0.7717
mean 0.7784 0.7748 0.8058 0.7447 0.7794
Table 5.8: This table details the nested cross-validation (NCV) area under the receiver operating char-
acteristic curve (AUC) on the urinary AKI data.
Nested cross-validation AUC – plasma AKI
repetition total area norm. PQN norm. TSP norm. zero-sum
1 0.8462 0.8642 0.8094 0.8881
2 0.8747 0.8840 0.8596 0.8928
3 0.8584 0.8561 0.6754 0.8753
4 0.8269 0.8252 0.7069 0.8473
5 0.8508 0.8642 0.7756 0.8776
6 0.8677 0.8823 0.7797 0.8887
7 0.8706 0.8508 0.7797 0.8770
8 0.8607 0.8735 0.7314 0.8928
9 0.8275 0.8561 0.7488 0.8794
10 0.8555 0.8438 0.7908 0.8619
mean 0.8539 0.8600 0.7657 0.8781
Table 5.9: This table details the nested cross-validation (NCV) area under the receiver operating char-
acteristic curve (AUC) on the plasma AKI data.
As it can be seen in the Venn diagrams in figure 5.5 for urinary AKI data set and in figure 5.6 for the
plasma AKI data set, zero-sum logistic regression selects the same coefficients, while logistic regression
depends on the applied normalization. The coefficients are shown in the appendix B.1 for the urinary
AKI and in the appendix B.2 for plasma AKI.
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Figure 5.5: Shown is the overlap of the coefficients of logistic and zero-sum logistic regression on the
differently normalized urinary AKI data. (a) shows the overlap of the coefficients obtained
using logistic regressions, while (b) shows the overlap of the coefficients obtained using zero-
sum logistic regression.
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Figure 5.6: Shown is the overlap of the coefficients of logistic and zero-sum logistic regression on the
differently normalized plasma AKI data. (a) shows the overlap of the coefficients obtained
using logistic regressions, while (b) shows the overlap of the coefficients obtained using zero-
sum logistic regression.
In summary, zero-sum regression only yielded an increased predictivity on the plasma AKI data. More-
over, it was shown that the feature selection property of zero-sum regression does not depend on the
applied normalization.
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5.3 Application of Zero-Sum Fused Logistic Regression on NMR
Metabolomics Data
In this section the generalized lasso regularization is applied to mitigate the problem of displaced signals
in NMR spectra. These displacements can be caused by varying pH levels, salt concentration or temper-
ature differences and also depend on specific metabolites. Hence, different signals in the same spectra
can be differently shifted.
The common approach to compensate for these shifts is to choose a large enough bin size. However,
the optimal bin size is not known a priori and depends on the data. Thus, equally-sized bins cause
that metabolites with small displacements are included into too large bins, meaning that signals can get
superimposed by surrounding signals. This issue can be resolved not only by using adaptive binning
procedures [5, 21], but also by using the generalized lasso [85].
The fused lasso is a special case of the generalized lasso and is achieved by using a regularization matrix
F of the form
F =

1 −1 0 0 . . . 0
0 1 −1 0 . . . 0
0 0 1 −1 . . . 0
...
0 0 0 . . . 1 −1

. (5.1)
This regularization forces adjacent coefficients to be equal.
To demonstrate the adaptive binning property, the plasma AKI data set of the last section is used but
with a ten times smaller bin size. In total, the data consists of 7130 bins for 85 samples. During the
preprocessing, specific noisy regions of the spectra have been removed. The corresponding rows of F
have been omitted. This data was then log2 transformed and analyzed using zero-sum fused logistic
regression with the lasso regularization.
Note that, despite using the same fold partitioning of the cross-validation as used in the previous section,
the results are not fully comparable. The reason for this is that the logarithm of a wide bin is not the
same as the sum of the logarithms of the corresponding sub-bins. Moreover, this approach uses the local
search implementation, which is more likely to result in only near optimal solutions.
The cost function of the fused logistic regression consists of two hyper-parameters γ and λ, which cause
that the search-space is two dimensional. A suitable γ sequence has been determined by manually identi-
fying a value of γ which is high enough to only obtain the trivial solution (every coefficient except of the
intercept equals zero). Starting from this value, a logarithmic declining sequence has been calculated.
The λ sequence has been determined as detailed in section 3.3. Subsequently, a basic grid search is per-
formed. The resulting cross-validation error is shown as a heatmap in figure 5.7. Additionally, a logistic
zero-sum regression (without fusion) has been applied. The resulting cross-validation log-likelihood is
shown in the bottom row of the heatmap. The highest CV log-likelihood, which corresponds to the best
result, is marked in orange.
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Figure 5.7: This heatmap shows the obtained cross-validation (CV) log-likelihood of zero-sum fused
logistic regression applied on the plasma AKI data set as a function of λ and γ. The lowest
row shows the CV log-likelihood obtained by a zero-sum logistic regression without the fused
lasso regularization (γ = 0). The highest obtained CV log likelihood is shown in orange.
It can be seen that logistic regression without fusion applied on the smaller bins performs worse (CV log-
likelihood of ≈-0.6, AUC ≈0.69) than logistic regression applied on the wider bins used in the last section
(CV log-likelihood of ≈-0.4, AUC of ≈0.90). By adding the fused lasso regularization the accuracy of
the predictions significantly increases (CV log-likelihood ≈-0.47, AUC of ≈0.86).
The coefficients of the best solution are almost always non-zero (6715 of 7130). Hence, further lowering
λ does not further increase the cross-validation log-likelihood, since the lasso regularization is to small
to have any effect. The coefficients, which have a larger absolute value than 0.001, are shown in the
appendix B.3. It can be seen that adjacent coefficients get assigned the same value, which corresponds
to locally wider bins.
The main drawback, however, is, that the local search algorithm for this analysis required a runtime of
roughly a week on a 28 core workstation (for hardware informations see rhskl3 in the appendix B.5).
In contrast, the runtime of the logistic regression using coordinate descent (shown in the bottom row of
the heatmap) required less then 10 minutes. Note that the local search implementation is only a proof of
concept and that more sophisticated approaches could reduce the required computing time.
In summary, it can be stated that zero-sum regression in combination with the generalized lasso is ca-
pable of using additional information about the characteristics of the data to improve the models. This
advantage, however, comes in exchange for an increased computational effort.
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5.4 Application of Zero-Sum Multinomial Regression on DNA
Methylation Data
This section shows how zero-sum multinomial regression can be used to mitigate the effects of a con-
tamination of biopsies with surrounding tissue on classifiers. Such contaminations can distort molecular
profiles and therefore can mislead machine learning algorithms by using features which are specific for
the surrounding tissue. To mitigate this problem, data of the surrounding tissue is used as additional
classes in a multinomial regression with adjusted weights and a modified cross-validation to enforce a
feature selection which is more specific for tumor and metastatic tissue.
To exemplify this approach, DNA methylation data of primary tumors, metastasis and the surrounding
lung and breast tissue will be used. This data was provided by the DFG research group FOR2127 (Coor-
dinator Prof. Dr. C. Klein, Experimental Medicine and Therapy Research, University of Regensburg) and
was generated using BALB-NeuT mice. These mice have been genetically altered to develop a cancer
which is equivalent to HER2-positive human breast cancer and which is therefore used as a model for
this cancer type [37]. From these mice, tissue samples of tumors, metastases and surrounding breast and
lung tissue have been extracted. Subsequently, DNA methylation profiles of these samples have been
measured by the group of Prof. Dr. M. Rehli of the Department of Internal Medicine III (University Hos-
pital Regensburg). The preprocessing and normalization to an artificially fully methylated reference has
been performed by M. Schwarz of the Institute of Functional Genomics (University of Regensburg).
In total, the data consists of methylation profiles of 40 primary tumors, 40 metastases, 2 profiles of lung
tissue (tissue background of the metastases) and 2 profiles of breast tissue (tissue background of the
primary tumors).
In order to identify features which are more specific for tumor and metastatic cells, all four tissue types
are used as separate classes in a zero-sum multinomial regression. However, the number of background
samples is smaller than the number of primary tumors and metastases. Thus, the weights of the back-
ground samples have been used to equalize the contribution to the multinomial log-likelihood (2.43).
Moreover, the cross-validation has been modified so that each fold contains all background samples
with adjusted weights. This causes that the cross-validation log-likelihood is only determined for the
differentiation between primary tumor and metastasis.
In order to compare this approach, a zero-sum logistic regression is performed using the same fold
partitioning as the multinomial regression (without the samples of the surrounding tissue). For both
methods, the lasso regularization has been applied and λ optimized using cross validation. The cross-
validation log-likelihood is shown in figure 5.8. As x-axis the number of performed λ reduction steps
is used, since the different structure of these regression problems causes that the value of λ differs and
cannot be compared. Moreover, the cross-validation probabilities determined for λmin are shown as box
plots in figure 5.9. It can be seen that the cross-validation log-likelihood of the multinomial regression
(-0.40) is higher, i.e. better, than the log-likelihood of the logistic regression (-0.46). Hence, the predicted
probabilities of the multinomial regression models are also more accurate than the probabilities of the
logistic regression models. Moreover, the AUC is increased from 0.86 to 0.91.
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Figure 5.8: This figure shows the cross-validation log-likelihood as a function of the regularization pa-
rameter λ. The log-likelihood of the multinomial regression is shown in blue, while the
log-likelihood of the logistic regression is shown in red. The x-axis denotes the number of
reduction steps from λmax. At the top, the number of non-zero coefficients is shown.
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Figure 5.9: Shown is the distribution of the obtained cross-validation probabilities for primary tumor and
metastasis determined using multinomial and logistic regression.
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This increased prediction accuracy is unexpected at first, since the regression should be less capable to
use tissue background information to distinguish between the classes. Therefore, this approach may even
loose accuracy. Nevertheless, the multinomial regression seems to be able to identify more characteristic
and reliable features due to the additional tissue background information. The reason for this probably
is that logistic regression is more prone to overfitting and has to select a more sparse model (19 selected
features), while multinomial regression is able to incorporate more features before overfitting occurs (29
selected feature). The selected features are shown in table 5.10.
chromosome–
position
gene
multi. reg.
metastasis
multi. reg.
primary tumor
multi. reg.
breast
multi. reg.
lung
logistic reg.
primary tumor
Intercept – 1.3280 -0.4855 0.8321 0.2006 -1.3739
2 – 32741401 Sh2d3c -2.1370 0.0000 0.0000 0.0000 0.8988
2 – 74698101 Hoxd9 1.6217 0.0000 0.0000 0.0000 -1.9365
2 – 105126801 Wt1 0.5677 0.0000 0.0000 0.0000 -0.3989
3 – 34650301 Sox2 0.0000 -0.5293 0.0000 0.0000 0.0000
3 – 55780501 Mab21l1 0.0000 4.9407 0.0000 0.0000 0.0000
3 – 55782901 Mab21l1 0.0000 0.0000 0.0000 0.0000 0.0746
4 – 99656601 Foxd3 0.3976 0.0000 0.0000 0.0000 -0.9856
4 – 99656701 Foxd3 1.0028 0.0000 0.0000 0.0000 0.0000
4 – 107683701 Glis1 0.0000 -0.1468 0.0000 0.0000 0.0000
6 – 39206801 Tbxas1 0.0000 0.0000 0.9705 0.0000 0.0000
6 – 52177201 5730596B20Rik -0.8840 0.0000 0.0000 0.0000 0.1193
6 – 52177601 5730596B20Rik -0.2459 0.0000 0.0000 0.0000 0.0000
7 – 19507301 Trappc6a 0.0000 -0.4284 0.0000 0.0000 -1.6949
7 – 19507401 Trappc6a 0.0000 -0.7309 0.0000 0.0000 0.0000
7 – 45638801 Rasip1 0.0000 0.0000 2.2852 0.0000 0.0000
7 – 83882501 Mesd 0.0000 0.0000 0.0000 0.0000 0.1454
7 – 83882601 Mesd -0.5770 0.0000 0.0000 0.0000 0.0299
7 – 97400101 Ndufc2 0.0000 0.0000 0.0000 0.0000 0.5247
7 – 127824401 Stx4a 0.1786 0.0000 0.0000 0.0000 0.0000
8 – 71511601 Gtpbp3 0.0000 0.0000 0.0000 0.0000 0.5500
8 – 105268401 Fbxl8 0.0000 0.0000 0.0000 -0.3439 0.0000
8 – 105268501 Fbxl8 0.0000 0.0000 0.0000 0.0000 1.7981
8 – 105268601 Fbxl8 0.0000 0.5684 0.0000 0.0000 0.6496
9 – 121839201 Klhl40 0.0174 0.0000 0.0000 0.0000 -0.6315
9 – 121839301 Klhl40 0.0000 -0.6630 0.0000 0.0000 0.0000
10 – 3740601 Plekhg1 0.0000 0.0000 0.0000 3.7551 0.3946
10 – 75859901 Derl3 0.0000 -1.2742 0.0000 0.0000 0.0000
11 – 69560301 Trp53 1.3113 0.0000 0.0000 0.0000 0.0000
11 – 75795901 Ywhae 0.0000 0.0000 0.0000 0.0000 -0.1418
12 – 44221801 Pnpla8 0.0000 -0.1778 0.0000 0.0000 0.0000
13 – 55210101 Nsd1 0.0000 0.0000 0.0000 -3.4112 0.0000
14 – 67231801 Ebf2 0.0000 -0.8649 0.0000 0.0000 -0.4694
15 – 76090301 K230010J24Rik 0.0000 0.0000 0.0000 0.0000 1.1289
15 – 101054201 Scn8a 0.0000 0.0000 -3.2557 0.0000 0.0000
17 – 27555401 Hmga1 0.0000 -0.6939 0.0000 0.0000 0.0000
19 – 47015001 Ina 0.0000 0.0000 0.0000 0.0000 -0.0556
19 – 59345801 Rps12-ps3 -1.2531 0.0000 0.0000 0.0000 0.0000
Table 5.10: Shown are the coefficients of the genomic regions selected by the zero-sum multinomial and
logistic regression. The first four columns show the coefficients of the multinomial regression
for metastasis, primary tumor, breast and lung tissue. The last column shows the coefficients
of logistic regression for predicting the probability of primary tumor.
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Directly seeing the filtering effect of this multinomial regression approach is difficult and would require
a detailed analysis of the genomic regions, which could involve further experiments.
Besides improving the predictivity, these models can also be used to determine highly contaminated
samples. Therefore, all four tissue types are predicted. The samples with the highest contamination
should be classified as background tissue. For that reason, the probabilities of the four samples with the
highest probability of being normal lung or breast tissue and the four samples with the highest probability
of being metastasis or primary tumor are shown in table 5.11 and 5.12. The probabilities for all sample
are shown in the appendix B.4.
sample metastasis primary tumor breast lung
(a) X3699 PT 0.005 0.061 0.814 0.120
(b) X3732 PT 0.025 0.086 0.876 0.013
(c) X3703 PT 0.040 0.263 0.686 0.011
(d) X3500 PT 0.070 0.428 0.123 0.379
Table 5.11: Shown are the cross-validation probabilities of the samples with the highest probabilities of
being breast or lung tissue.
sample metastasis primary tumor breast lung
(e) X5423 MET LUNG 2 0.994 0.004 0.001 0.000
(f) X3794 MET LUNG 1 0.954 0.045 0.001 0.000
(g) X3627 MET LUNG 1 0.905 0.093 0.001 0.001
(h) X5423 MET LUNG 1 0.974 0.024 0.001 0.000
Table 5.12: Shown are the cross-validation probabilities of the samples with the highest probabilities of
being metastasis or primary tumor.
Whether these probabilities can be used for assessing the background contamination, can be verified
by using comparative genomic hybridization (CGH) data, which has been additionally measured of the
same biopsies. CGH data is used to detect copy-number variations (CNVs), which for instance can
be duplications and depletion of genetic regions. CNVs are common in cancer and thus should occur
in the samples with the lowest contamination of surrounding tissue and should be barely detectable in
samples with a high contamination. The CGH data for the samples with the highest probability of being
background tissue are shown in figure 5.10, while figure 5.11 shows the CGH data of the samples with
the highest probability of being metastatic or tumor tissue.
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Figure 5.10: This figure shows the relative copy-number alterations as a function of the genomic position
for the samples with the highest probabilities of being background tissue.
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Figure 5.11: This figure shows the relative copy-number alterations as a function of the genomic position
for the samples with the highest probabilities of being metastatic or tumor tissue.
The samples with the highest probability of being background tissue (a), (b), (c) in figure 5.10 hardly
show any CNVs. Sample (d) shows CNVs, but the model would already classify it as primary tumor.
The opposite can be seen for the samples, which have been clearly predicted to be tumor or metastatic
tissue. These samples exhibit broad amplified and depleted genomic regions, which are not present in
the samples predicted to be background tissue.
In conclusion it can be stated, that this approach shows that zero-sum multinomial regression in com-
bination with the modified cross-validation is capable to improve not only the prediction accuracy, but
also is capable to serve as a quality assessment tool. Another advantage of this approach is, that it only
requires additional profiles of the surrounding tissue, which in in vivo experiments are available without
requiring additional animals.
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5.5 Application of Zero-Sum Cox Proportional Hazard Regression on
Gene Expression Data
This section shows the application of zero-sum Cox regression on gene expression data and correspond-
ing survival data of patients with diffuse large-B-cell lymphomas (DLBCL). This cancer type consists
of two biological and clinical different subtypes: the germinal-center B-cell-like (GCB) DLBCL and
the activated B-cell-like (ABC) DLBCL. These two types can be distinguished by their gene expression
profiles and have an significant influence on the survival rate of the patients [2, 51, 67]. The 5-year sur-
vival rate of patients diagnosed with GCB DLBCL is 60%, while the survival rate of patients with ABC
DLBCL is 30 % [51, 84].
In the following, the data set provided by Lenz et al. [51] is used. Preprocessing using VSN-normalization
has been performed by C. W. Kohler of the Institute of Functional Genomics (University of Regensburg).
The data consists of 414 patients with newly diagnosed DLBCL, which have been treated with the
chemotherapeutic drugs CHOP (181 patients) and R-CHOP (233 patients). However, only the data of
the patients which have been treated with R-CHOP is used, since this drug has been proven to be more
effective and is therefore used as a standard treatment.
This data set has been analyzed using Cox regression and zero-sum Cox regression. The resulting cross-
validation partial log-likelihood is shown in figure 5.12 and the obtained coefficients are shown in table
5.13.
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Figure 5.12: This figure shows the cross-validation partial log-likelihood as a function of the regular-
ization parameter λ. The log-likelihood of normal Cox regression is shown in red, while
the log-likelihood of zero-sum Cox regression is shown in blue. At the top, the number of
non-zero coefficients is shown.
Zero-sum regression is capable to achieve a slightly better result (partial log-likelihood 0.3270 vs. 0.3241),
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but this difference is far within the error range.
The reason for the almost identical accuracy is that the sum of the coefficients obtained by normal Cox
regression is also almost zero (
∑
j β j ≈ 0.18).
gene symbol normal Cox regression zero-sum Cox regression
NLRP11 -0.1957 -0.1647
FCRL3 -0.0569 -0.0093
MS4A4A 0.3691 0.3309
HBB 0.0068 0.0000
TIMP1 -0.1336 -0.1186
RPS4Y1 0.0794 0.0646
RCAN2 -0.0162 0.0000
CXCL9 -0.0439 -0.0153
FABP4 0.1122 0.1310
LMO2 -0.0799 -0.0665
MMP12 -0.0206 -0.0077
VSIG4 0.0664 0.0490
PHF16 0.0546 0.0739
BCL2A1 -0.2074 -0.1808
SPINK2 -0.0024 -0.0095
XK 0.1566 0.1306
CXCR4 0.0493 0.0008
ADRA2A -0.0068 0.0000
CCL18 0.0924 0.0767
SULF1 -0.0350 -0.0132
CD3D -0.0735 -0.0535
C3 -0.0646 -0.0815
NGFRAP1 -0.0669 -0.0300
STXBP6 -0.0366 0.0000
C15orf48 -0.0888 -0.0916
BEX2 -0.0762 -0.0705
GTSF1 0.0804 0.0720
AMICA1 -0.0099 0.0000
EOMES -0.0346 -0.0166
Table 5.13: Shown are the non-zero coefficients of the genes selected by Cox regression and zero-sum
Cox regression.
In summary, zero-sum Cox is not able to achieve better results than Cox regression for this data-set. The
reason for that is, that Cox regression is able to identify an (almost) zero-sum model. Thus, the advantage
of zero-sum Cox regression is that this solution is enforced.
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This thesis showed that a scale invariance in generalized linear models for log-transformed omics data
can be achieved by using the zero-sum constraint. Therefore, the approach proposed by Friedman et al.
[26], Simon et al. [70] to reduce the cost functions of linear, logistic, multinomial and Cox proportional
hazard regression onto the same quadratic form using the quadratic approximation, has been followed.
This approach allows to solve these regression problems with the same coordinate descent algorithm and
therefore has been extended in this thesis to also incorporate the zero-sum constraint.
At first, it has been shown how the zero-sum constraint can be incorporated into the unified cost function
and how an extended coordinate descent algorithm can be developed. Moreover, it has been shown
how convergence issues of a naive coordinate descent approach can be resolved by using search space
rotations, a concluding local search procedure and warm starts. Afterwards, the convergence behavior of
the developed algorithm has been evaluated by comparing the results with general purpose optimization
algorithms. Subsequently, the scale invariance caused by the zero-sum constraint has not only been
demonstrated in simulations, but also in applications on omics data sets. It has been shown, that zero-
sum regression yields the same linear models independent of the applied normalization. Furthermore, it
has been demonstrated that the additional constraint does not impair the predicivity of models trained on
omics data, but in most cases increases it.
A publicly available implementation of the algorithms is provided as the R-package zeroSum and as a
command-line application. Both are based on the same C++ core, which has been optimized to utilize
modern CPUs effectively by using AVX, AVX2 and AVX512 vector instructions and OpenMP/MPI
parallelism. The software zeroSum is already used by the scientific community and, for instance, has been
applied to better distinguish between subtypes of diffuse large B cell lymphoma using gene expression
data [10, 62, 73]. Another important application of zeroSum is the transfer of molecular biomarkers
from one measurement platform to another [4]. Moreover, one of the authors of the approach presented
in [26, 70], which zero-sum regression is based on, recently also suggested the use of the zero-sum
constraint [7].
All in all, it can be stated that zero-sum regression resolves scaling and normalization issues and thereby
contributes to a better understanding of omics data.
However, there is still room left for software improvements. In particular, the performance of zeroSum
may become a limiting factor due to the rapid increase in size of omics data. One of the most promising
approaches to prepare zeroSum for such data is to utilize GPUs, by parallelizing the coordinate descent
algorithm itself. Therefore, the first step of the algorithm, which updates all combinations of features
and identifies the active set, has to be parallelized. This could be achieved by separating the active set
search and the updating of the coefficients by using the update scheme to only identify important features
without updating the coefficients. Thereby, the sequential nature of the coordinate descent approach can
be circumvented and the active set search performed in parallel.
Zero-sum regression itself can also be further improved by allowing that only subsets of the coefficients
add up to zero. Thereby, different omics data sets can be combined while maintaining the scale invariance
of each data set. Furthermore, the local search algorithm for solving the generalized lasso is only a proof
of concept and an efficient optimization strategy remains open for further improvements.
Another future development could also be the incorporation of the zero-sum concept into other machine
learning techniques like artificial neural networks, where an equivalent scale invariance could be achieved
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by demanding that the weights of a neuron of the input layer add up to zero.
The future of zero-sum regression still remains challenging, since not only adaptations to new hardware
and general improvements are possible, but also the transfer of the scale invariance to other methods
offers plenty of room for improvements.
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A Calculations
A.1 Coordinate Descent Update Scheme for Elastic Net Regularized
Regression
The local update scheme needed for a coordinate descent algorithm can be obtained by first calculating
the partial derivative of (2.10) with respect to the coefficient βk:
∂Hλ(β0,β)
∂βk
= −
N∑
i=1
wixik
(
yi − β0 −
p∑
j=1
xi jβi
)
+ λ(1 − α)vkβk + λvk

(−α) if βk < 0
α if βk > 0
derivative not defined if βk = 0
.
(A.1.1)
By setting the partial derivative to zero
∂Hλ(β0,β)
∂βk
!
= 0 (A.1.2)
and solving for βk using v j ≥ 0 ∀ j and wi > 0 ∀i one obtains the follow update scheme for determining
the optimal value βˆk for k coefficient:
βˆk ← 1∑N
i=1 wix
2
ik + λ(1 − α)vk
·

(∑N
i=1 wixik
(
yi − β0 −
p∑
j=1
j,k
xi jβ j
)
+ λαvk
)
if fk < 0 ∧ gk < | fk|
(∑N
i=1 wixik
(
yi − β0 −
p∑
j=1
j,k
xi jβ j
)
− λαvk
)
if fk > 0 ∧ gk < | fk|
0 if gk ≥ | fk|
(A.1.3)
with fk B
N∑
i=1
wixik
(
yi − β0 −
p∑
j=1
j,k
xi jβ j
)
and gk B λαvk . (A.1.4)
An update scheme for the intercept is obtained analogously:
∂Hλ(β0,β)
∂β0
= −
N∑
i=1
wi
(
yi − β0 −
p∑
j=1
xi jβi
) !
= 0 (A.1.5)
⇒ β0 =
∑N
i=1 wi
(
yi −∑pj=1 xi jβi)∑N
i=1 wi
. (A.1.6)
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A.2 Intermediate Steps of Transforming the Logistic Regression
Log-Likelihood
Derivation of (2.26) from (2.25):
L(β0,β) =
N∑
i=1
{
yi log p(xi) + (1 − yi) log(1 − p(xi))
}
(A.2.1)
=
N∑
i=1
{
yi log
 eβ0+xTi β
1 + eβ0+x
T
i β
 + (1 − yi) log(1 − eβ0+xTi β
1 + eβ0+x
T
i β
)
}
(A.2.2)
=
N∑
i=1
{
yi
(
β0 + xTi β − log
(
1 + eβ0+x
T
i β
))
+ (1 − yi) log
(
1
1 + eβ0+x
T
i β
) }
(A.2.3)
=
N∑
i=1
{
yi
(
β0 + xTi β
)
− yi log
(
1 + eβ0+x
T
i β
)
− (1 − yi) log
(
1 + eβ0+x
T
i β
) }
(A.2.4)
=
N∑
i=1
{
yi(β0 + xTi β) − log(1 + eβ0+x
T
i β)
}
(A.2.5)
.
A.3 Quadratic Approximation
The second order multidimensional Taylor expansion Tfa(x) of a function f (x) centered at a can be
transformed as follows to be of equivalent form as the weighted residual sum of squares (2.8) [26, 70].
This is based on the assumption that the Hessian matrix H f of the function f is symmetric, which is the
case if the Schwarz theorem is satisfied for f :
Tfa(x) = f (a) + (x − a)T∇ f (a) + 12(x − a)
T H f (a)(x − a) (A.3.6)
=
1
2
[
(a − x)T H f (a)(a − x) − 2(a − x)T H f (a)H−1f (a)∇ f (a)
]
+ f (a) (A.3.7)
=
1
2
[
(a − x)T H f (a)(a − x) − (a − x)T H f (a)H−1f (a)∇ f (a)
−
(
H−1f (a)∇ f (a)
)T (
(a − x)T H f (a)
)T ]
+ f (a) (A.3.8)
=
1
2
[
(a − x)T H f (a)(a − x) − (a − x)T H f (a)H−1f (a)∇ f (a) −
(
H−1f (a)∇ f (a)
)T
H f (a)(a − x)
+
(
H−1f (a)∇ f (a)
)T
H f (a)
(
H−1f (a)∇ f (a)
)]
−1
2
(
H−1f (a)∇ f (a)
)T
H f (a)
(
H−1f (a)∇ f (a)
)
+ f (a)︸                                                           ︷︷                                                           ︸
C(a)
(A.3.9)
=
1
2
(
a − H−1f (a)∇ f (a)︸                ︷︷                ︸
z˜(a)
−x
)T
H f (a)
(
a − H−1f (a)∇ f (a) − x
)
+ C(a) (A.3.10)
=
1
2
(
z˜(a) − x)T H f (a)( z˜(a) − x) + C(a) . (A.3.11)
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C(a) only depends on a and not on x and therefore vanishes in the calculation of the partial derivatives.
Since the calculation of the Hessian matrix H f is computationally demanding, it is replaced by an ap-
proximation, which only consists of the diagonal elements of H f with the reasoning that non-diagonal
elements are small in comparison to the diagonal elements [31, 70]. In the case of the logistic and
multinomial regression the non-diagonal elements are even zero.
In order to obtain the quadratic form, the negative values of the diagonal elements are composed to a
vector w˜:
Tfa(x) = −12
∑
i
w˜i(a)
(
z˜i(a) − x
)2
+ C(a) (A.3.12)
with
w˜i(a) = −∂
2 f
∂x2i
(a) (A.3.13)
z˜i(a) = ai −
∂2 f
∂x2i
(a)
−1 ∂ f
∂xi
(a) . (A.3.14)
A.4 Intermediate Steps of Transforming the Multinomial Regression
Log-Likelihood
The intermediate steps of transforming the multinomial regression log-likelihood from (2.42) to (2.43)
are:
L({β0h,βh}K1 ) =
N∑
i=1
wi
K∑
l=1
yil log pl(xi) (A.4.1)
=
N∑
i=1
wi
K∑
l=1
yil log
( eβ0l+xTi βl∑K
k=1 e
β0k+xTi βk
)
(A.4.2)
=
N∑
i=1
wi
[ K∑
l=1
yil(β0l + xTi βl) − log
( K∑
k=1
eβ0k+x
T
i βk
) K∑
l=1
yil︸︷︷︸
=1
]
(A.4.3)
=
N∑
i=1
wi
[ K∑
l=1
yil(β0l + xTi βl) − log
( K∑
k=1
eβ0k+x
T
i βk
)]
. (A.4.4)
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A.5 Quadratic Approximation of the Multinomial Regression
Log-Likelihood
In order to apply the Taylor approximation (2.29) to the multinomial regression cost function (2.45) the
first and second derivatives with respect to (β0l + xTi βl) have to be calculated:
∂L
∂(β0l + xTi βl)
({β0h,βh}K1 ) = wiyil −
wieβ0l+x
T
i βl∑K
k=1 e
β0k+xTi βk
(A.5.1)
= wi
(
yil − pl(xi)) (A.5.2)
∂2L
∂(β0l + xTi βl)2
({β0h,βh}K1 ) = −wi pl(xi)
∑K
k=1 e
β0k+xTi βk − eβ0l+xTi βl∑K
k=1 e
β0k+xTi βk
(A.5.3)
= −wi pl(xi)(1 − pl(xi)) . (A.5.4)
The parameters of the approximation w˜il and z˜il centered at (β˜0, β˜) are:
w˜il = wi p˜l(xi)(1 − p˜l(xi)) (A.5.5)
z˜il = β0l + βl +
yi − p˜l(xi)
p˜l(xi)(1 − p˜l(xi)) . (A.5.6)
p˜l(xi) denotes the probability for sample i being class l given by (2.39) evaluated with (β˜0l, β˜l).
The resulting log-likelihood is:
L({β0h,βh}K1 ) = −
1
2
N∑
i=1
w˜il
(
z˜il − β0l − xTi βl
)2
+ Cl . (A.5.7)
As above Cl is irrelevant for the further calculation, since it disappears in the partial derivative.
A.6 Parameter Ambiguity Problem
The parameter ambiguity problem defined by the cost function (2.61) can be solved for v j , 0 by
calculating the derivative with respect to δk [26]:
∂R(δ)
∂δk
=
K∑
l=1
vk
(
− (1 − α)(βkl − δk) + α

−1 if βkl − δk > 0
1 if βkl − δk < 0
derivative not defined
)
!
= 0 (A.6.1)
⇒K(1 − α)δk +
K∑
l=1
(
− (1 − α)βkl + α

−1 if βkl − δk > 0
1 if βkl − δk < 0
derivative not defined
)
= 0 . (A.6.2)
(A.6.3)
Therefore the optimal value for δk is given by [26]:
δk ← 1K
K∑
l=1
βkl − 1K
α
1 − α
K∑
l=1

−1 if βkl − δk > 0
1 if βkl − δk < 0
derivative not defined
. (A.6.4)
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A.7 Quadratic Approximation of the Cox Proportional Hazard
Regression Log-Likelihood
The partial log-likelihood (2.66) can be approximated with the second order Taylor expansion given by
(2.29) centered at β˜ by calculating the derivatives with respect to xTi β:
∂L
∂(xTi β)
(β) = wiδi −
∑
k∈Ci
[
dkwiex
T
i β∑
j∈Rk w je
xTj β
]
, (A.7.1)
∂2L
∂(xTi β)2
(β) = −
∑
k∈Ci
dk
wiex
T
i β
∑
j∈Rk w je
xTj β − w2i e2x
T
i β(∑
j∈Rk w je
xTj β)2 . (A.7.2)
where Ci denotes the set of sets D j where the observation time y j is less than or equal to the observation
time of the set Di (y j ≤ yi for all elements of Ci). The parameters w˜i and z˜i centered at β˜ are:
w˜i =
∑
k∈Ci
dk
wiex
T
i β
∑
j∈Rk w je
xTj β − w2i e2x
T
i β(∑
j∈Rk w je
xTj β)2 , (A.7.3)
z˜i = xTi β˜l +
1
w˜i
[
wiδi −
∑
k∈Ci
dkwiex
T
i β∑
j∈Rk w je
xTj β
]
. (A.7.4)
The resulting log-likelihood is:
L(β) = −1
2
N∑
i=1
wi
(
zi − xTi β
)2
+ C(β˜) . (A.7.5)
Note that a notation conflict occurs due to different conventions: Ci denotes the sets of samples, while
C(β˜) derives from the quadratic approximation and is as above irrelevant for the further calculations.
In this case the off diagonal elements are not zero and could be an issue for the approximation. However,
as shown in [31] and mentioned in [70, 77] the off-diagonal elements can be neglected.
A.8 Construction of the Normal Zero-Sum Coordinate Descent Update
Scheme
The partial derivative of (3.17) with respect to βk can be used to determine the local optimal value for βk:
∂Hλ(β0,β)
∂βk
=
N∑
i=1
wi(−xik + xisukus )
(
yi − β0 −
p∑
j=1
j,s,k
xi jβ j − xisus
(
c −
p∑
j=1
j,s,k
u jβ j
))
− λvs(1 − α)uk
u2s
(
c −
p∑
j=1
j,s,k
u jβ j
)
+ βk
( N∑
i=1
wi(−xik + xisukus )
2 + λvk(1 − α) +
λvs(1 − α)u2k
u2s
)
+ λα

( vk − vsukus ) if βk > 0 ∧ βs > 0
( vk +
vsuk
us
) if βk > 0 ∧ βs < 0
(−vk − vsukus ) if βk < 0 ∧ βs > 0
(−vk + vsukus ) if βk < 0 ∧ βs < 0
derivative not defined
. (A.8.1)
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A Calculations
The last condition of the case differentiation uses that c −∑pj=1, j,s u jβ j = usβs and u j > 0 ∀ j.
By setting the partial derivative to zero and by solving for βk the following update scheme is obtained:
βˆk ← 1aks ·

(
bks − λα(vk − vsukus )) if βˆk > 0 ∧ βˆs > 0(
bks − λα(vk + vsukus )) if βˆk > 0 ∧ βˆs < 0(
bks + λα
(
vk +
vsuk
us
))
if βˆk < 0 ∧ βˆs > 0(
bks + λα
(
vk − vsukus
))
if βˆk < 0 ∧ βˆs < 0
derivative not defined, skip update
, (A.8.2)
with
aks =
N∑
i=1
wi(−xik + xisukus )
2 + λvk(1 − α) + λ(1 − α)
vsu2k
u2s
, (A.8.3)
bks = −
N∑
i=1
wi(−xik + xisukus )
(
yi − β0 −
p∑
j=1
j,s,k
xi jβ j − xisus
(
c −
p∑
j=1
j,s,k
u jβ j
))
+
λvs(1 − α)uk
u2s
(
c −
p∑
j=1
j,s,k
u jβ j
)
.
(A.8.4)
A.9 Construction of the Rotated Zero-Sum Coordinate Descent
Update Scheme
Rotating and translating the cost function (3.17) with (3.21) yields:
Hλ(β0,β′) =12
N∑
i=1
wi
(
yi − β0 −
p∑
j=1
j,n,m,s
xi jβ j − xin (β′n cos θ + β′m sin θ + t1) − xim (−β′n sin θ + β′m cos θ + t2) − xiscus
+
xis
us
( p∑
j=1
j,n,m,s
u jβ j + unβ′n cos θ + unβ′m sin θ + unt1 − umβ′n sin θ + umβ′m cos θ + umt2
))2
+
λ(1 − α)
2
( p∑
j=1
j,n,m,s
v jβ2j + vn
(
β′n cos θ + β′m sin θ + t1
)2
+ vm
(−β′n sin θ + β′m cos θ + t2)2 )
+
λvs(1 − α)
2u2s
(
c −
p∑
j=1
j,n,m,s
u jβ j − unβ′n cos θ − unβ′m sin θ − unt1 + umβ′n sin θ − umβ′m cos θ − umt2
)2
+ λα
( p∑
j=1
j,n,m,s
v j|β j| + vn
∣∣∣β′n cos θ + β′m sin θ + t1∣∣∣ + vm ∣∣∣−β′n sin θ + β′m cos θ + t2∣∣∣ )
+ λα
∣∣∣∣∣∣ vsus
(
c −
p∑
j=1
j,n,m,s
u jβ j − unβ′n cos θ − unβ′m sin θ − unt1 + umβ′n sin θ − umβ′m cos θ − umt2
)∣∣∣∣∣∣ .
(A.9.1)
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A.9 Construction of the Rotated Zero-Sum Coordinate Descent Update Scheme
In the following it is already assumed that β′m is zero, since t1 and t2 will be set to βn and βm. The partial
derivative with respect to β′n is thus given by:
∂Hλ(β0,β′)
∂β′n
=
N∑
i=1
wi
(
xim sin θ − xin cos θ + xisus (un cos θ − um sin θ)
)
·
(
yi − β0 −
p∑
j=1
j,s,n,m
xi jβ j − xint1 − ximt2 − xiscus +
xis
us
( p∑
j=1
j,s,n,m
u jβ j + unt1 + umt2
))
+ β′n
N∑
i=1
wi
(
xim sin θ − xin cos θ + xisus (un cos θ − um sin θ)
)2
+ λ(1 − α)
(
vn
(
β′n cos θ + t1
)
cos θ − vm (−β′n sin θ + t2) sin θ)
+
λvs(1 − α)
u2s
(
c −
p∑
j=1
j,n,m,s
u jβ j − unβ′n cos θ − unt1 + umβ′n sin θ − umt2
)
·
(
− un cos θ + um sin θ
)
+ λα ·

vn cos θ − vm sin θ + (−un cos θ + um sin θ)vs/us if βˆn > 0 ∧ βˆm > 0 ∧ βˆs > 0
vn cos θ − vm sin θ + ( un cos θ − um sin θ)vs/us if βˆn > 0 ∧ βˆm > 0 ∧ βˆs < 0
vn cos θ + vm sin θ + (−un cos θ + um sin θ)vs/us if βˆn > 0 ∧ βˆm < 0 ∧ βˆs > 0
vn cos θ + vm sin θ + ( un cos θ − um sin θ)vs/us if βˆn > 0 ∧ βˆm < 0 ∧ βˆs < 0
−vn cos θ − vm sin θ + (−un cos θ + um sin θ)vs/us if βˆn < 0 ∧ βˆm > 0 ∧ βˆs > 0
−vn cos θ − vm sin θ + ( un cos θ − um sin θ)vs/us if βˆn < 0 ∧ βˆm > 0 ∧ βˆs < 0
−vn cos θ + vm sin θ + (−un cos θ + um sin θ)vs/us if βˆn < 0 ∧ βˆm < 0 ∧ βˆs > 0
−vn cos θ + vm sin θ + ( un cos θ − um sin θ)vs/us if βˆn < 0 ∧ βˆm < 0 ∧ βˆs < 0
derivative not defined
.
(A.9.2)
Solving for β′n by ∂H∂βn′
!
= 0 yields the following update scheme:
βˆ′n ←
1
anms

bnms − λα( vn cos θ − vm sin θ + (−un cos θ + um sin θ)vs/us) if βˆn > 0 ∧ βˆm > 0 ∧ βˆs > 0
bnms − λα( vn cos θ − vm sin θ + ( un cos θ − um sin θ)vs/us) if βˆn > 0 ∧ βˆm > 0 ∧ βˆs < 0
bnms − λα( vn cos θ + vm sin θ + (−un cos θ + um sin θ)vs/us) if βˆn > 0 ∧ βˆm < 0 ∧ βˆs > 0
bnms − λα( vn cos θ + vm sin θ + ( un cos θ − um sin θ)vs/us) if βˆn > 0 ∧ βˆm < 0 ∧ βˆs < 0
bnms − λα( − vn cos θ − vm sin θ + (−un cos θ + um sin θ)vs/us) if βˆn < 0 ∧ βˆm > 0 ∧ βˆs > 0
bnms − λα( − vn cos θ − vm sin θ + ( un cos θ − um sin θ)vs/us) if βˆn < 0 ∧ βˆm > 0 ∧ βˆs < 0
bnms − λα( − vn cos θ + vm sin θ + (−un cos θ + um sin θ)vs/us) if βˆn < 0 ∧ βˆm < 0 ∧ βˆs > 0
bnms − λα( − vn cos θ + vm sin θ + ( un cos θ − um sin θ)vs/us) if βˆn < 0 ∧ βˆm < 0 ∧ βˆs < 0
derivative not defined, skip update
,
(A.9.3)
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with
anms =
N∑
i=1
wi
(
xim sin θ − xin cos θ + xisus (un cos θ − um sin θ)
)2
+ λ(1 − α) ·
(
vn cos2 θ + vm sin2 θ
+
vs
u2s
(
− un cos θ + um sin θ
)2)
, (A.9.4)
bnms = −
N∑
i=1
wi
(
xim sin θ − xin cos θ + xisus (un cos θ − um sin θ)
)
·
(
yi − β0 −
p∑
j=1
j,s,n,m
xi jβ j − xint1 − ximt2
− xisc
us
+
xis
us
( p∑
j=1
j,s,n,m
u jβ j + unt1 + umt2
))
− λ(1 − α)
(
vnt1 cos θ − vmt2 sin θ
+
vs
u2s
(
c −
p∑
j=1
j,n,m,s
u jβ j − unt1 − umt2
)
·
(
− un cos θ + um sin θ
))
. (A.9.5)
By transformation the updated values back in the original space and by using the zero-sum constraint the
optimal values for βˆn, βˆm and βˆs are obtained.
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B.1 Coefficients of the Regression of Section 5.2 on the Urinary AKI
Metabolomics Data
spectral
region
normal
creatine
normal
total area
normal
PQN
normal
TSP
zero-sum
creatine
zero-sum
total area
zero-sum
PQN
zero-sum
TSP
Intercept 0.4019 -21.8138 10.9045 -18.2190 -14.2749 -14.2749 -14.2749 -14.2749
9.405 ppm 0.0000 0.0000 -0.0733 0.0000 0.0000 0.0000 0.0000 0.0000
9.325 ppm 0.0000 -0.2913 0.0000 -0.2437 -0.2611 -0.2611 -0.2611 -0.2611
9.115 ppm -0.0434 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
9.015 ppm 0.0000 -0.1503 0.0000 -0.0806 0.0000 0.0000 0.0000 0.0000
8.985 ppm 0.0000 -0.0097 -0.1523 -0.2945 -0.2144 -0.2144 -0.2144 -0.2144
8.835 ppm 0.0000 0.0000 0.0000 -0.1911 0.0000 0.0000 0.0000 0.0000
8.825 ppm -0.2542 -0.5009 -0.4422 -0.2968 -0.4975 -0.4975 -0.4975 -0.4975
8.695 ppm -0.2241 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
8.575 ppm 0.0686 0.1929 0.1837 0.4525 0.3458 0.3458 0.3458 0.3458
8.375 ppm 0.2866 0.5465 0.5179 0.3926 0.7017 0.7017 0.7017 0.7017
8.365 ppm 0.0000 -0.1798 -0.1694 -0.5016 -0.6069 -0.6069 -0.6069 -0.6069
8.325 ppm -0.6660 -0.9680 -0.9804 -1.2027 -1.1897 -1.1897 -1.1897 -1.1897
8.105 ppm 0.0000 0.0059 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
7.795 ppm -0.0943 -0.4767 -0.4083 -0.5208 -0.5794 -0.5794 -0.5794 -0.5794
7.715 ppm 0.1952 0.3897 0.4611 0.3572 0.4519 0.4519 0.4519 0.4519
7.615 ppm 0.0000 0.1197 0.0058 0.1247 0.0202 0.0202 0.0202 0.0202
7.285 ppm 0.0000 0.1228 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
7.165 ppm 0.0000 -0.4996 -0.2823 -0.5507 -0.3388 -0.3388 -0.3388 -0.3388
7.155 ppm -0.0551 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
6.985 ppm 0.0696 0.0000 0.0545 0.0021 0.0190 0.0190 0.0190 0.0190
6.965 ppm 0.0000 0.0000 0.0349 0.0218 0.0226 0.0226 0.0226 0.0226
6.875 ppm -0.0859 -0.1239 -0.2166 -0.2417 -0.3453 -0.3453 -0.3453 -0.3453
6.855 ppm 0.0000 -0.3313 0.0000 0.0000 -0.2416 -0.2416 -0.2416 -0.2416
6.655 ppm 0.3395 0.3930 0.3570 0.3634 0.3959 0.3959 0.3959 0.3959
6.605 ppm 0.0000 -0.0580 -0.0634 -0.0211 -0.1599 -0.1599 -0.1599 -0.1599
6.515 ppm 0.2387 0.2460 0.4160 0.1952 0.2546 0.2546 0.2546 0.2546
4.155 ppm 0.0000 -0.0595 -0.0091 0.0000 -0.0658 -0.0658 -0.0658 -0.0658
4.135 ppm 0.0762 0.0000 0.0438 0.0000 0.0000 0.0000 0.0000 0.0000
3.855 ppm 0.0000 0.0000 0.0330 0.0290 0.0411 0.0411 0.0411 0.0411
3.795 ppm 0.0000 0.0000 0.0766 0.0115 0.0000 0.0000 0.0000 0.0000
3.715 ppm 0.2778 0.1008 0.3583 0.2750 0.3170 0.3170 0.3170 0.3170
3.355 ppm 0.0000 0.0861 0.0132 0.0000 0.0229 0.0229 0.0229 0.0229
3.285 ppm 0.8498 1.0796 1.2930 1.5067 1.7809 1.7809 1.7809 1.7809
3.235 ppm -0.3537 -0.5807 -0.0211 -0.4026 -0.3586 -0.3586 -0.3586 -0.3586
3.225 ppm 0.0000 0.0000 -0.1603 -0.0260 -0.0474 -0.0474 -0.0474 -0.0474
3.145 ppm 0.2767 0.5487 0.6439 0.5969 0.8695 0.8695 0.8695 0.8695
Table B.1: Shown is the first part of the non-zero coefficients of the spectral regions selected by the
normal and zero-sum logistic regression applied on the total area, PQN, and TSP normalized
urinary AKI data.
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spectral
region
normal
creatine
normal
total area
normal
PQN
normal
TSP
zero-sum
creatine
zero-sum
total area
zero-sum
PQN
zero-sum
TSP
2.975 ppm 0.0000 0.0000 0.0347 0.1646 0.1507 0.1507 0.1507 0.1507
2.935 ppm 0.0000 -0.0011 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2.695 ppm 0.0000 0.0901 0.0499 0.1713 0.1162 0.1162 0.1162 0.1162
2.345 ppm 0.0000 -0.1569 -0.0454 -0.4034 -0.4530 -0.4530 -0.4530 -0.4530
2.325 ppm 0.0000 -0.1569 -0.0422 -0.2893 -0.1217 -0.1217 -0.1217 -0.1217
2.225 ppm 0.0000 -0.2482 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
2.065 ppm 0.0000 -0.3790 0.0000 -0.2992 -0.3421 -0.3421 -0.3421 -0.3421
1.155 ppm 0.0466 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
1.135 ppm 0.1601 0.0000 0.3310 0.2108 0.2456 0.2456 0.2456 0.2456
0.625 ppm 0.0000 0.0000 0.0239 0.0000 0.0439 0.0439 0.0439 0.0439
0.535 ppm 0.0000 0.0823 0.0144 0.0003 0.0235 0.0235 0.0235 0.0235
Table B.2: Shown is the second part of the non-zero coefficients of the spectral regions selected by the
normal and zero-sum logistic regression applied on the total area, PQN, and TSP normalized
urinary AKI data. (part2, part1 is on the previous page)
B.2 Coefficients of the Regression of Section 5.2 on the Plasma AKI
Metabolomics Data
spectral
region
normal
total area
normal
PQN
normal
TSP
zero-sum
total area
zero-sum
PQN
zero-sum
TSP
Intercept 19.7034 -2.2943 16.1284 -5.7743 -5.7743 -5.7743
9.165 ppm 0.0000 -0.1601 0.0000 -0.2262 -0.2262 -0.2262
8.935 ppm 0.0000 -0.0038 0.0000 -0.0430 -0.0430 -0.0430
8.745 ppm 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
8.235 ppm -0.3271 -0.2854 -0.3922 -0.2636 -0.2636 -0.2636
8.185 ppm -0.4638 -0.8395 -0.3456 -0.8639 -0.8639 -0.8639
7.835 ppm 0.5880 0.6777 0.6606 0.6423 0.6423 0.6423
7.805 ppm -0.2099 -0.3192 -0.2318 -0.3318 -0.3318 -0.3318
7.785 ppm -0.0851 -0.1916 -0.1039 -0.2144 -0.2144 -0.2144
7.715 ppm 0.1145 0.0739 0.1319 0.0419 0.0419 0.0419
7.575 ppm 0.3176 0.2922 0.3343 0.2721 0.2721 0.2721
7.505 ppm -0.0669 -0.0418 -0.1026 -0.0236 -0.0236 -0.0236
7.285 ppm 0.8195 0.8162 0.8818 0.7666 0.7666 0.7666
7.145 ppm -0.0741 -0.1154 -0.1086 -0.1152 -0.1152 -0.1152
7.075 ppm -0.2136 -0.2171 -0.0835 -0.1871 -0.1871 -0.1871
6.965 ppm 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
4.565 ppm 0.0280 0.0031 0.0038 0.0000 0.0000 0.0000
4.455 ppm -0.0025 -0.0415 0.0000 -0.0581 -0.0581 -0.0581
4.445 ppm 0.0000 -0.0457 0.0000 -0.0640 -0.0640 -0.0640
4.375 ppm -0.0560 -0.2278 -0.1388 -0.2312 -0.2312 -0.2312
4.355 ppm 0.0000 0.0000 0.0047 0.0000 0.0000 0.0000
4.305 ppm 0.8979 0.8953 0.8404 0.8548 0.8548 0.8548
4.225 ppm 0.1607 0.0791 0.1218 0.0533 0.0533 0.0533
4.045 ppm 0.0612 0.0282 0.0227 0.0255 0.0255 0.0255
3.885 ppm 0.0000 0.0135 0.0000 0.0332 0.0332 0.0332
3.695 ppm 0.0010 0.0442 0.0000 0.0000 0.0000 0.0000
1.925 ppm 0.0000 -0.0814 0.0000 -0.0943 -0.0943 -0.0943
1.195 ppm 0.0816 0.0499 0.0885 0.0267 0.0267 0.0267
Table B.3: Shown are the non-zero coefficients of the spectral regions selected by the normal and zero-
sum logistic regression applied on the total area, PQN, and TSP normalized plasma AKI data.
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B.3 Coefficients of the Regression of Section 5.3 on the Plasma AKI
Metabolomics Data
spectral
region coef.
spectral
region coef.
spectral
region coef.
spectral
region coef.
Intercept -0.87431 7.834 ppm 0.00377 7.413 ppm 0.00115 6.807 ppm -0.00168
8.625 ppm -0.00360 7.833 ppm 0.00377 7.412 ppm 0.00115 6.713 ppm 0.00138
8.624 ppm -0.00360 7.832 ppm 0.00377 7.411 ppm 0.00115 6.712 ppm 0.00138
8.623 ppm -0.00361 7.831 ppm 0.00377 7.410 ppm 0.00115 6.711 ppm 0.00138
8.622 ppm -0.00361 7.830 ppm 0.00377 7.409 ppm 0.00115 6.710 ppm 0.00138
8.621 ppm -0.00361 7.829 ppm 0.00377 7.408 ppm 0.00115 6.709 ppm 0.03126
8.238 ppm -0.00230 7.828 ppm 0.00377 7.407 ppm 0.00115 6.708 ppm 0.03126
8.237 ppm -0.00230 7.827 ppm 0.00377 7.406 ppm 0.00115 6.707 ppm 0.03126
8.236 ppm -0.00230 7.807 ppm -0.00313 7.405 ppm 0.00115 6.706 ppm 0.03126
8.235 ppm -0.00230 7.806 ppm -0.00313 7.404 ppm 0.00115 6.705 ppm 0.03126
8.234 ppm -0.00230 7.805 ppm -0.00313 7.403 ppm 0.00115 6.704 ppm 0.03126
8.233 ppm -0.00230 7.804 ppm -0.00313 7.402 ppm 0.00115 6.703 ppm 0.03126
8.232 ppm -0.00230 7.803 ppm -0.00313 7.401 ppm 0.00115 6.702 ppm 0.03126
8.195 ppm -0.00107 7.802 ppm -0.00313 7.400 ppm 0.00115 6.701 ppm 0.03126
8.194 ppm -0.00107 7.801 ppm -0.00313 7.399 ppm 0.00115 6.700 ppm 0.03126
8.193 ppm -0.00107 7.800 ppm -0.00313 7.398 ppm 0.00115 6.519 ppm 0.00114
8.192 ppm -0.00107 7.799 ppm -0.00313 7.397 ppm 0.00115 6.518 ppm 0.00114
8.191 ppm -0.00107 7.798 ppm -0.00313 7.396 ppm 0.00115 6.517 ppm 0.00114
8.190 ppm -0.00107 7.797 ppm -0.00315 7.289 ppm 0.00107 6.516 ppm 0.00114
8.189 ppm -0.00108 7.796 ppm -0.00323 7.288 ppm 0.00107 6.515 ppm 0.00114
8.188 ppm -0.00108 7.795 ppm -0.00323 7.287 ppm 0.00107 6.514 ppm 0.00114
8.187 ppm -0.00108 7.794 ppm -0.00323 7.286 ppm 0.00107 4.473 ppm -0.00146
8.186 ppm -0.00108 7.793 ppm -0.00346 7.285 ppm 0.00107 4.472 ppm -0.00146
8.185 ppm -0.00108 7.792 ppm -0.00364 7.284 ppm 0.00107 4.471 ppm -0.00146
8.184 ppm -0.00108 7.791 ppm -0.00364 7.283 ppm 0.00107 4.470 ppm -0.00146
8.183 ppm -0.00108 7.790 ppm -0.00364 7.282 ppm 0.00107 4.469 ppm -0.00146
8.182 ppm -0.00108 7.789 ppm -0.00364 7.281 ppm 0.00107 4.468 ppm -0.00149
8.181 ppm -0.00108 7.788 ppm -0.03075 7.280 ppm 0.00107 4.467 ppm -0.00149
8.180 ppm -0.00108 7.787 ppm -0.03075 7.279 ppm 0.00107 4.466 ppm -0.00149
7.847 ppm 0.00101 7.786 ppm -0.03075 7.278 ppm 0.00107 4.465 ppm -0.00149
7.846 ppm 0.00101 7.785 ppm -0.03075 7.277 ppm 0.00107 4.464 ppm -0.00149
7.845 ppm 0.00101 7.784 ppm -0.03075 7.276 ppm 0.00107 4.463 ppm -0.00149
7.844 ppm 0.00101 7.783 ppm -0.03075 7.275 ppm 0.00107 4.462 ppm -0.00149
7.843 ppm 0.00101 7.782 ppm -0.03075 7.274 ppm 0.00107 4.461 ppm -0.00149
7.842 ppm 0.00101 7.781 ppm -0.03075 7.273 ppm 0.00107 4.460 ppm -0.00149
7.841 ppm 0.00101 7.780 ppm -0.03075 7.272 ppm 0.00107 4.459 ppm -0.00225
7.840 ppm 0.00101 7.779 ppm -0.03075 7.271 ppm 0.00107 4.458 ppm -0.00225
7.839 ppm 0.00377 7.778 ppm -0.03035 7.270 ppm 0.00107 4.457 ppm -0.00225
7.838 ppm 0.00377 7.777 ppm -0.03035 7.269 ppm 0.00107 4.456 ppm -0.00225
7.837 ppm 0.00377 7.416 ppm 0.00115 6.810 ppm -0.00211 4.455 ppm -0.00225
7.836 ppm 0.00377 7.415 ppm 0.00115 6.809 ppm -0.00211 4.454 ppm -0.00225
7.835 ppm 0.00377 7.414 ppm 0.00115 6.808 ppm -0.00211 4.453 ppm -0.00320
Table B.4: Shown is the first part of the non-zero coefficients, which have an larger absolute value than
0.001, selected by the zero-sum fused logistic regression applied on the plasma AKI data.
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spectral
region coef.
spectral
region coef.
spectral
region coef.
4.452 ppm -0.00320 4.330 ppm 0.00673 4.288 ppm 0.00119
4.451 ppm -0.00320 4.329 ppm 0.00673 4.287 ppm 0.00119
4.450 ppm -0.00320 4.328 ppm 0.00673 4.286 ppm 0.00119
4.449 ppm -0.00320 4.327 ppm 0.00673 4.233 ppm 0.00261
4.448 ppm -0.00320 4.326 ppm 0.00673 4.232 ppm 0.00261
4.447 ppm -0.00320 4.325 ppm 0.00673 4.231 ppm 0.00261
4.446 ppm -0.00320 4.324 ppm 0.00673 4.230 ppm 0.00272
4.445 ppm -0.00320 4.323 ppm 0.00673 4.229 ppm 0.00272
4.444 ppm -0.00320 4.322 ppm 0.00673 4.228 ppm 0.00272
4.443 ppm -0.00320 4.321 ppm 0.00673 4.227 ppm 0.00188
4.442 ppm -0.00320 4.320 ppm 0.00673 4.226 ppm 0.00188
4.378 ppm -0.02011 4.319 ppm 0.00673 4.225 ppm 0.00182
4.377 ppm -0.02011 4.318 ppm 0.00673 4.224 ppm 0.00182
4.376 ppm -0.02011 4.317 ppm 0.00673 4.223 ppm 0.00182
4.375 ppm -0.02011 4.316 ppm 0.00673 4.222 ppm 0.00182
4.374 ppm -0.02011 4.315 ppm 0.00673 4.221 ppm 0.00182
4.373 ppm -0.02011 4.314 ppm 0.00673 4.220 ppm 0.00182
4.372 ppm -0.02011 4.313 ppm 0.00673 4.219 ppm 0.00182
4.371 ppm -0.02011 4.312 ppm 0.00673 4.218 ppm 0.00182
4.370 ppm -0.02011 4.311 ppm 0.00673 4.217 ppm 0.00182
4.369 ppm -0.02011 4.310 ppm 0.00673 4.216 ppm 0.00182
4.368 ppm -0.01613 4.309 ppm 0.00673 4.215 ppm 0.00182
4.367 ppm -0.01613 4.308 ppm 0.00673 4.214 ppm 0.00182
4.366 ppm -0.01613 4.307 ppm 0.00673 4.213 ppm 0.00182
4.348 ppm 0.00195 4.306 ppm 0.00673 4.212 ppm 0.00182
4.347 ppm 0.00195 4.305 ppm 0.00673 4.211 ppm 0.00182
4.346 ppm 0.00195 4.304 ppm 0.00673 4.210 ppm 0.00174
4.345 ppm 0.00195 4.303 ppm 0.00673 4.209 ppm 0.00174
4.344 ppm 0.00673 4.302 ppm 0.00673 4.208 ppm 0.00174
4.343 ppm 0.00673 4.301 ppm 0.00673 4.207 ppm 0.00174
4.342 ppm 0.00673 4.300 ppm 0.00673 4.206 ppm 0.00174
4.341 ppm 0.00673 4.299 ppm 0.00673 4.205 ppm 0.00174
4.340 ppm 0.00673 4.298 ppm 0.00673 4.204 ppm 0.00174
4.339 ppm 0.00673 4.297 ppm 0.00673 4.203 ppm 0.00174
4.338 ppm 0.00673 4.296 ppm 0.00673 4.202 ppm 0.00174
4.337 ppm 0.00673 4.295 ppm 0.00673 4.201 ppm 0.00174
4.336 ppm 0.00673 4.294 ppm 0.00673 4.200 ppm 0.00174
4.335 ppm 0.00673 4.293 ppm 0.00654 4.199 ppm 0.00174
4.334 ppm 0.00673 4.292 ppm 0.00119 4.198 ppm 0.00174
4.333 ppm 0.00673 4.291 ppm 0.00119 4.197 ppm 0.00174
4.332 ppm 0.00673 4.290 ppm 0.00119
4.331 ppm 0.00673 4.289 ppm 0.00119
Table B.5: Shown is the second part of the non-zero coefficients, which have an larger absolute value than
0.001, selected by the zero-sum fused logistic regression applied on the plasma AKI data.
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5.4 on the DNA Methylation Data
sample metastasis primary tumor breast lung
X3145 MET LUNG 2 0.933 0.061 0.002 0.004
X3769 MET LUNG 2 0.883 0.113 0.003 0.002
X3769 MET LUNG 3 0.764 0.229 0.004 0.003
X3770 MET LUNG 2 0.129 0.824 0.027 0.020
X3770 MET LUNG 3 0.258 0.723 0.010 0.009
X3620 MET LUNG 2 0.369 0.619 0.008 0.004
X3620 MET LUNG 3 0.448 0.525 0.019 0.007
X3315 MET LUNG 2 0.964 0.033 0.002 0.000
X3315 MET LUNG 3 0.596 0.332 0.045 0.028
X3522 MET LUNG 2 0.698 0.242 0.017 0.043
X3644 MET LUNG 2 0.187 0.801 0.009 0.003
X3794 MET LUNG 2 0.899 0.093 0.006 0.002
X5419 PT 0.076 0.918 0.004 0.001
X5419 MET LUNG 1 0.857 0.137 0.004 0.001
X5423 PT 0.034 0.955 0.009 0.002
X5423 MET LUNG 1 0.974 0.024 0.001 0.000
X5423 MET LUNG 2 0.994 0.004 0.001 0.000
X5423 MET LUNG 3 0.986 0.012 0.001 0.001
X3524 PT 0.474 0.455 0.018 0.053
X3524 MET LUNG 1 0.531 0.454 0.008 0.007
X3525 PT 0.886 0.103 0.002 0.009
X3525 MET LUNG 1 0.611 0.358 0.011 0.020
X3525 MET LUNG 2 0.401 0.498 0.013 0.088
X3525 MET LUNG 3 0.861 0.134 0.004 0.002
X3569 PT 0.215 0.773 0.009 0.004
X3569 MET LUNG 1 0.669 0.317 0.008 0.005
X3576 PT 0.082 0.910 0.006 0.002
X3576 MET LUNG 1 0.936 0.060 0.003 0.001
X3639 PT 0.213 0.778 0.007 0.001
X3639 MET LUNG 1 0.782 0.211 0.006 0.002
X3703 PT 0.040 0.263 0.686 0.011
X3703 MET LUNG 1 0.959 0.040 0.001 0.000
X3743 PT 0.055 0.936 0.009 0.001
X3743 MET LUNG 1 0.227 0.210 0.233 0.330
X3890 PT 0.045 0.951 0.004 0.001
X3890 MET LUNG 1 0.968 0.030 0.002 0.000
X3519 PT 0.120 0.824 0.014 0.042
X3555 PT 0.118 0.872 0.008 0.002
X3599 PT 0.087 0.907 0.004 0.001
X3643 PT 0.205 0.783 0.010 0.002
Table B.6: Shown is the first part of the obtained cross-validation probabilities for each sample deter-
mined using multinomial zero-sum regression.
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sample metastasis primary tumor breast lung
X3640 PT 0.075 0.920 0.004 0.001
X3651 PT 0.092 0.901 0.005 0.001
X3692 PT 0.059 0.926 0.014 0.001
X3676 PT 0.333 0.660 0.005 0.001
X3719 PT 0.076 0.916 0.004 0.004
X3612 PT 0.020 0.976 0.004 0.001
X3615 PT 0.284 0.711 0.003 0.001
X3500 PT 0.070 0.428 0.123 0.379
X3732 PT 0.025 0.086 0.876 0.013
X3744 PT 0.084 0.907 0.008 0.002
X3697 PT 0.080 0.900 0.018 0.002
X3637 PT 0.029 0.948 0.022 0.001
X3145 PT 0.841 0.076 0.048 0.035
X3145 MET LUNG 1 0.921 0.075 0.003 0.001
X3769 PT 0.851 0.142 0.004 0.003
X3769 MET LUNG 1 0.865 0.131 0.002 0.002
X3770 PT 0.108 0.863 0.021 0.009
X3770 MET LUNG 1 0.545 0.439 0.011 0.005
X3620 PT 0.118 0.874 0.006 0.002
X3620 MET LUNG 1 0.468 0.522 0.005 0.005
X3315 PT 0.078 0.898 0.021 0.003
X3315 MET LUNG 1 0.807 0.165 0.018 0.011
X3511 PT 0.135 0.859 0.004 0.002
X3511 MET LUNG 1 0.263 0.708 0.027 0.003
X3522 PT 0.376 0.327 0.031 0.266
X3522 MET LUNG 1 0.919 0.068 0.005 0.008
X3635 PT 0.060 0.934 0.005 0.001
X3635 MET LUNG 1 0.628 0.367 0.004 0.001
X3700 PT 0.038 0.844 0.029 0.089
X3700 MET LUNG 1 0.254 0.627 0.105 0.015
X3699 PT 0.005 0.061 0.814 0.120
X3699 MET LUNG 1 0.617 0.093 0.041 0.249
X3644 PT 0.129 0.862 0.007 0.002
X3644 MET LUNG 1 0.698 0.300 0.002 0.000
X3794 PT 0.153 0.831 0.013 0.003
X3794 MET LUNG 1 0.954 0.045 0.001 0.000
X3631 PT 0.019 0.975 0.005 0.001
X3631 MET LUNG 1 0.895 0.100 0.004 0.001
X3627 PT 0.931 0.067 0.002 0.001
X3627 MET LUNG 1 0.905 0.093 0.001 0.001
Table B.7: Shown is the second part of the obtained cross-validation probabilities for each sample deter-
mined using multinomial zero-sum regression.
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B.5 List of Used Hardware & Software
used workstations:
• rhskl3: 2× Intel(R) Xeon(R) CPU E5-2660 v4 @ 2.00GHz (in total 28 cores) debian 9
• rhskl11: 4× Intel(R) Xeon(R) CPU E5-4620 0 @ 2.20GHz (in total 32 cores), debian 8
used software:
• gcc 4.9.2, 6.3.0, 7.2.0
• R 3.4.2, 3.4.3, 3.4.4
• R-packages: doMC (1.3.4), foreach (1.4.3), glmnet (2.0-13), HandTill2001 (0.2-12), lattice (0.20-
35), Matrix (1.2-11), pROC (1.10.0), rgl (0.99.16), stringr (1.2.0), tikzDevice (0.10-1), VennDia-
gram (1.6.18), xtable (1.82)
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