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[10]　平成24年度計算機データベース主要業務
10.1.　概要
　平成24年度は23年度からの省電力対策の継続（UPSを最新版の省電力版にリプレース、加えてラック
レイアウトの変更等々）、ならびに2005年度以降に立ち上げた公開サーバの計画的なリプレースの準備等
で特徴付けられる業務を主に行った。
10.2.　平成24年度計算機データベースおよびデータ管理支援室主要業務
　通常業務（４月から９月まで一人体制、10月より、朝晩２時間のみ２人体制）
・サーバ類のUPSバッテリ・RAID状態チェック（毎日）、ログチェック（毎週）、ダウンロード数カウ
ントおよび報告（毎月）
・ディスク使用欠損状況、画像のチェック。データ欠損がある場合、再処理。
・悪天候後のアンテナの状態確認 （FY）
・Meteosat7（IDOC）のデータの手動ダウンロードおよびオフライン処理
・Meteosat9（MSG2）テープデータの読み込みエラー部分のチェックと、エラーテープの再読出し、
再請求
・衛星データ、処理データのテープ保存
・Ceresメールサーバのメーリングリストの管理、随時更新（平成25年３月新機器に移行）
・WWWサーバ、イントラネットの内容管理
・C1－C3のRAIDのメーカー名、機種名、S/Nナンバー表の更新、管理ラベルはり
　各受信機、処理・公開サーバ毎の定期チェック
NOAA/AVHRR受信機：Noaarec （24年度より導入） Strackerの作動状況（月に１回程度固まるので、再
起動）、および軌道データの状態のチェック
FY2受信機：強風によるアンテナのチェック、７月アンテナ調整あり。強風対策鎖固定、2012/12/25-
27衛星側の問題により受信停止
tape1、tape2（LTOテープ読み書き専用機）：MSG2データのLTO2からLTO4への移し替え、GOES、 
MSG2 grided データのLTO4への移し替え。各サーバのデータの保存。夏の節電時はサーバの電源停止。
MTSAT（処理公開サーバ）：公開データの種類増加、ダウンロード状況のチェック
GMS （geoinfo server に収録）：変更無し
GOES：G15 indexファイルの欠如により、処理停止（４－５月）G13、14衛星の障害により、入れ換え
あり（９－10月）WNIの障害によりG13停止（11－３月）。rawデータの代替えダウンロードはじまる
Meteosat：Meteosat7のプロダクト処理（63度、57度中心）の２種類作成中。MSG2テープからの読み
出し。過去の不良テープのチェック。
geoinfo（地理情報、内部向け公開データ等のサーバ）：a-train等の保存データの種類増加。Soramame
受信停止期間あり（12－２月）その他、黄砂情報、雪氷情報のダウンロードの停止あり（１－３月）、 
TRMMデータのテープ保存
quicklooks （画像公開サーバ）：画像チェックとサムネイル作成（逐次）
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表10.2.　平成24年度障害等報告
年/月/日 障害・対応事項
2012/04/07 fy受信機からサーバへの転送異常停止（ビジョンテックへ連絡）
2012/04/12 fy server UPSバッテリ低下（様子見）
2012/04/13 avhrr-noaarec間の転送不良、cronの設定変更
2012/04/19 mtsat 機器不良（OS version upによる不具合）により、処理停止、および対処
2012/04/29 noaarec stracker停止　再起動
2012/04/30 GOES-W gvar ファイル中にindexファイルが含まれないためgridデータ生成が中断（WNI
に元の仕様に戻すよう要請）
2012/05/02 noaarec stracker停止　再起動
2012/05/19 fy受信機からサーバへの転送異常停止（ビジョンテックへ連絡）
2012/06/02 noaarec stracker停止　再起動
2012/06/08 fy受信機からサーバへの転送異常停止（ビジョンテックへ連絡）
2012/07/01 うるう秒チェック
2012/07/05 noaarec stracker停止　再起動
2012/07/14 fy強風でアンテナ固定鎖外れあり、24日ビジョンテック修理
2012/07/17 goes server RAID HDD故障。HDD入れ替え
2012/07- meteosat server 新機器（server、RAID共）へ移行（09/23完了）
2012/08/01 noaarec stracker停止　再起動
2012/08/09 fy受信機からサーバへの転送異常停止（ビジョンテックへ連絡）
2012/08/29 noaarec stracker停止　再起動
2012/09/07 geoinfo RAID故障（製造元へ修理輸送：10日返送、再設置）
2012/09/23 noaarec stracker停止　再起動
2012/09/24 ネットワーク機器用UPSバッテリ不良によりネットワーク断線有。mtsat障害24-27日VIS
処理無し、再処理
2012/10/01 mtsat RAID電源故障、電源再立ち上げで暫定対応
2012/10/04 fy RAID HDD故障。HDD交換
2012/10/10 mtsat RAID電源故障再発。再立ち上げでも状況変わらず。予備品が入手不可能のため、冗
長電源の片方のみでの運用
2012/10/18 mtsat memory異常、予備品での総取り替えでの対応（容量減）
2012/10/04 落雷による瞬間停電有
2012/10/24 西千葉地区点検停電対応（全機器シャットダウン、復電後復帰）
2012/11/09 ［共用計算機］gp03電源故障、同一スペック予備serverへの交換
2012/11/20 modis RAID通信（FC）エラー → FC HUB通信速度変更で対処
2012/12/05 tape RAID HDD故障、HDD交換
2012/12/26 noaarec stracker停止、再起動
2013/01/21 noaarec stracker停止、再起動
2013/02/19 noaarec stracker停止、再起動
2013/02/25 modis UPSバッテリ低下 → UPSバッテリ交換
2013/02/26 avhrr RAID HDD 故障、 HDD 交換
2013/02/28 ceres server（DNS、 mail server）外部からの攻撃で機能しなくなる。新規サーバ立ち上げ、
サービス仕様変更（３月中盤まで対応）
2013/03/06 AVHRR受信装置保守点検、ソフトアップデート（日本舶用）
2013/03/30 工学部工事に伴う全棟停電対応
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10.3.　平成24年度データダウンロード実績
　平成24年度のデータダウンロード実績は以下の通りである。
　　 表10.3.　平成24年度データダウンロード実績
衛星/センサー名 学内ダウンロード 学外ダウンロード 昨年比 学内/学外
NOAA/AVHRR 80,771 820,443  25% / 3.7倍
Terra Aqua/MODIS 124,427 144,592 2.4倍 / 7.5倍
GMS5、 GOES9 141,166 126,514    --   / 1.5倍
MTSAT 2,121,378 1,555,564 2.6倍 / 91%
FY2 266,904 417,844   45% / 105%
Meteosat、 MSG 1 489,359 --   /   --
GOES-E、-W 596,700 2,719,260  57% / 2.7倍
地理情報等 2,540,882 233,107 2.4倍 / 71%
TRMM、A-Train 0 126,957 --   /   --
総計 5,872,259 6,633,320  61% / 2.3倍
　本年度は集計以来、学外利用数が学内利用数を超えたことが最も大きな特徴である。CEReSの衛星デー
タ公開事業が広く浸透した結果とも見えるが、外向きのサービスに力点を置く結果、学内ニーズ（特に
CEReS内）と乖離しつつある状況にある可能性もある。確認のため、昨年度実績での学内ダウンロード
数の内Meteosatは実質共同利用分のため学外分とカウントすると、23年度学内総数はおよそ400万ファ
イル（3,967,701）であり、その数を学外に再配分すると840万ファイル（8,436,396）となるため、実
質的なバランスでも23年度並み（やや減少）と見るのが正しいといえる。 
