We suggest here a new method of the estimation of missing entries in a gene expression matrix, which is done simultaneously-i.e., the estimation of one missing entry influences the estimation of other entries. Our method is closely related to the methods and techniques used for solving inverse eigenvalue problems.
Introduction
to experiments. Typically N is much larger than M . In this setting, the analysis of missing gene expressions on the array would translate to recovering missing entries in the gene expression matrix.
The most common methods for recovery are [8] : (a) Clustering analysis methods such as K-nearest neighbor clustering , hierarchical clustering, or (b) SVD -Singular Value Decomposition (also known as Principal Component Analysis).
In these methods, the recovery of missing data is done independently, i.e., the estimation of each missing entry does not influence the estimation of the other missing entries. The iterative method using SVD suggested in [8] takes into account implicitly the influence of the estimation of one entry on the other ones. See also [2] .
We suggest a new method in which the estimation of missing entries is done simultaneously, i.e., the estimation of one missing entry influences the estimation of the other missing entries. If the gene expression matrix E has missing data, we want to complete its entries to obtain a matrixÊ, such that the rank ofÊ is equal to (or does not exceed) d, where d is taken to be the number of significant singular values of E. The estimation of the entries of E to a matrix with a prescribed rank is a variation of the problem of communality (see [4, p. 637] .) We give an optimization algorithm for findingÊ using the techniques for inverse eigenvalue problems discussed in [3] .
We implemented our fixed rank approximation algorithm as a Matlab procedure and ran simulations on the microarray data Saccharomyces cerevisiae [7] . We describe the results in Section 7.
The Singular Value Decomposition
In this section, we recall some basic facts about Singular Value Decomposition SV D. Let E be an N × M real-valued nonzero matrix. In this paper we assume that N ≥ M . The SV D of E is a decomposition of E into the product U ΣV T with certain properties. There are a few variations of this definition, and we give the following one which is most suitable for the applications in our context. We assume that U is N × M , Σ is M × M , and V is M × M .
The rank r of E is the number of positive singular values; the dimension of the row space, and the dimension of the column space of E is also r. Remark Singular value decomposition is related to principal component analysis (PCA) in statistics. If we center each column in matrix E, then E T E = V Σ 2 V T is proportional to the covariance matrix of the columns of E, the columns of V are the principal components, and the {σ 2 i } are proportional to the variances of the principal components. Let U r , Σ r , V r be matrices obtained from U, Σ, V , respectively, as follows: U r is an N × r matrix obtained by deleting the last N − r columns of U , V r is the M × r matrix obtained by deleting the last M − r columns of V , and Σ r is obtained by deleting the last M − r columns and rows of Σ . Then
In this setting U r , Σ r , V r are all rank r matrices: the last N − r columns of U and the last M − r rows of V T are arbitrary, up to the condition that the last N − r columns U and last M − r rows of V T are orthonormal bases of the orthogonal complement of the column space and the row space of E respectively. Hence (2.2) is sometimes called a reduced SVD of E.
We now give another form of (2.2) which has a significant interpretation in microarray data. Let u 1 , · · · , u M denote the columns of U and v 1 , . . . , v M denote the columns of V . Then (2.1) and (2.2) can be written as 
Then for each k, k ≤ r, the SVD of E gives the solution to the following approximation problem:
is the unique solution to the above minima problem. For the purposes of this paper, it will be convenient to assume that σ i = 0 for any i > M .
In what follows we will use yet another equivalent definition of the singular values of E. Let M N M denote the space of all real N × M matrices and S J denote the space of all real J × J symmetric matrices. For A ∈ S J , we let
be the eigenvalues and corresponding eigenvectors of A, where the eigenvalues are counted with their multiplicities, and the eigenvectors form an orthonormal basis in R J .
Consider the following (N + M ) × (N + M ) real symmetric matrix:
It is known [5, §7.3.7] 
The Gene Expression Matrix
In this section we will view E ∈ M N M , with N ≥ M as the gene expression matrix:
. .
The row vector g T n corresponds to the (relative) expression levels of the n th gene in M experiments. The column vector c i corresponds to the (relative) expression levels of the N genes in the i th experiment.
Consider the SVD of the gene expression matrix E = U ΣV T . In the terminology of [1] , the columns of U are eigenarrays, the columns of V are eigengenes, and the singular values of E are eigenexpression levels.
In many microarray data sets, researchers have found that only a few eigengenes are needed to capture the overall gene expression pattern. The number of these significant eigengenes is determined heuristically. For example, set
so that p i represents the fraction of the expression level contributed by the i th eigengene. Then we choose the L eigengenes that contribute about 70% − 90% of the total expression level. Another method is to use scree plots for the σ 2 i . (In principal component analysis, the p i are proportional to the variances of the principal components, so we choose the principal components of maximum variability [6] .)
If E has L significant eigenvalues, we view σ i to be effectively equal to zero for i > L. We define the matrix
as the filtered part of E and consider E − E L the noise part of E.
Let The following example points out a potential weakness of SVD theory in trying to detect groups of genes with similar properties.
SVD and gene clusters
Suppose the set of genes
In particular, consider the genes in each group G j ( j = 1, ..., K) to have similar characteristics (in other words, G j is a cluster). Genes that have no similar characteristics are placed in G K+1 . Also,
. . .
Clearly the row space of E is the row space of A.
However, there is no simple formula relating the singular values of E and A. It may happen that the rows of A are linearly dependent which indicates that several groups out of G 1 , ..., G K are somehow related, and the number of the significant singular values of E is less than K.
Missing Data in the Gene Expression Matrix
We now consider the problem of missing data in the gene expression matrix E. (Our analysis can be applied to any matrix E.) Let N ⊂ [N ] denote the set of rows of E that contain at least one missing entry. Thus for each n ∈ N c := [N ]\N , the gene g T n has all of its entries. Let N denote the size of N c so that the size of N is N − N . We want to complete the missing entries of each g T n , n ∈ N , under some assumptions. We first describe the reconstruction of the missing data in E using SVD as given in [1] .
Imputation using SVD
Let E be the N × M matrix containing the rows g T m , m ∈ N c of E which do not have any missing entries, and L be the number of significant singular values of E . Let X ⊂ R M be the invariant subspace of the symmetric matrix (E ) T E corresponding to the eigenvalues σ 1 (E ) 2 , ..., σ L (E ) 2 . Let x 1 , . .., x L be the orthonormal eigenvectors of (E ) T E corresponding to the eigenvalues σ 1 
Fix n ∈ N and let M ⊂ [M ] be the set of experiments (columns) where the gene g T n has missing entries. Let y ∈ π M (X) be the least square approximation to
M (y) with the least norm. Note that to find y ∈ π M (X) one needs to solve the least square problem for a subspace π M (X). In principle, for each n ∈ N one solves a different least square problem. The crucial assumption of this method that
The significant singular values of E and of the reconstructed E are joint functions of all the rows (genes). By trying to reconstruct the missing data in each gene g T n , for n ∈ N , separately, we ignore any correlation between g T n and the genes g T k , k ∈ N ; consequently, this will have an impact on the singular values of E. In the following section we suggest a different approach which treats the estimation problem of all the missing data simultaneously.
Reconsideration of 3.1
Let us reconsider Example 3.1. Assume that rank A = K. Then we can reconstruct exactly each missing entry of g T n , n ∈ N if and only if G i \N = ∅ for i = 1, ..., M . In this example this condition is equivalent to the assumption that E has the same rank as E.
Iterative method using SVD
In the recent papers [8] and [2] , the following iterative method using SVD to impute missing values in a gene expression matrix is suggested. First, replace the missing values with 0 or with values computed from another method. Call the estimated matrix E p , where p = 0. Find the L p significant singular values of E p , and let E L p be the filtered part of E p (3.3). Replace the missing values in E by the corresponding values in E Lp to obtain the matrix E p+1 . Continue this process until E p converges to a fixed matrix (within a given precision). This algorithm takes into account implicitly the influence of the estimation of one entry on the other ones. But it is not clear if the algorithm converges, nor what are the features of any fixed point(s) of this algorithm.
The Optimization Problem
We now show that the estimation problem discussed in the previous section can be cast as the following optimization problem:
Problem 5.1 Let S ⊂ [N ]×[M ] and denote by E(S) a given set of real numbers e ij for (i, j) ∈ S. Let M(E(S)) ⊂ M N M be the affine subset of all matrices
A = (a ij ) ∈ M N M such that a ij = e ij for
all (i, j) ∈ S. Let be a positive integer not exceeding M . Find E ∈ M(E(S)) with the minimal σ .
Let E = (g ij ) denote the gene expression matrix with missing values. We choose the S in Problem 5.1 to be the set of coordinates coordinates (i, j) for which the entry g ij is not missing. Recall that N ⊂ [N ] denotes the set of rows of E that contain at least one missing entry. Hence the set S contains all the rows i ∈ N c . Clearly, the complement of S is the set of coordinates
. Let N 1 denote the total number of missing entries in E; thus N 1 ≥ N .
Let E be the matrix as in 4.1 with L significant singular values. Note that (2.9) yields σ i (E) ≥ σ i (E ) for i = 1, ..., M . Thus if we want to complete E such that the resulting matrix still has exactly L significant singular values, we should consider Problem 5.1 with = L + 1.
A more general possibility is to assume that the number of significant singular values of a possible estimation of E is L = L + k where k is a small integer, e.g. k = 1 or 2. That is, in the group of genes g T n , n ∈ N, there are k significant genes which are not found in the group of genes in N c . Then one considers Problem 5.1 with = L + k + 1.
We now consider a modification of Problem 5.1 which has a nice numerical algorithm.
Problem 5.2 Let S ⊂ [N ] × [M ] and denote by E(S) a given set of real numbers e ij for (i, j) ∈ S. Let M(E(S)) ⊂ M N M the affine subset of all matrices
Clearly, we can find E ∈ M(E(S)) with a "small" σ 2 (E) if and only if we can find E ∈ M(E(S)) with a "small" M i= σ 2 i (E).
Fixed Rank Approximation Algorithm
We now describe one of the standard algorithms to solve Problem 5.2. We now explain the algorithm and show that in each step, we decrease the value of the function we minimize:
Let A ∈ S M and assume (2.6) with J = M . Then the minimal principle (the Ky-Fan characterization for −A) is:
See for example [3] .
T denote the N 1 × 1 vector whose entries are indexed by S c , the coordinates of the missing values in E. Then there exists a unique N 1 × N 1 real valued symmetric nonnegative definite matrix N 1 × N 1 matrix B p which satisfies the equality
Let F (i, j) be the N × M matrix with 1 in the (i, j) entry and 0 elsewhere. Then the (s, t) entry of B p is given by
The proof of 6.5 is given in the Appendix. The crucial observation is that B p can be decomposed into the direct sum of N 1 symmetric nonnegative definite matrices indexed by N .
Hence the function minimized in (6.1) is given by
Simulation
We implemented the Fixed Rank Approximation Algorithm (FRAA) in Matlab and tested it on the microarray data Saccharomyces cerevisiae [7] as provided at http://genome-www.stanford.edu (the elutriation data set). The dimensions of the complete gene expression matrix is 5981 × 14. We randomly deleted a set of entries and ran FRAA on this "corrupted" matrix to obtain estimates for the deleted entries. The FRAA requires four inputs: the matrix with missing entries, an initial guess, a parameter L-the number of significant singular values, and the number of iterations. We set the initial guess to the missing data matrix with 0's replacing the missing values, the number of significant values to L = 2, and ran the algorithm through 5 iterations.
We compared our estimates to estimates obtained by three other methods: replacing missing values with 0's (zeros method), row means (row means method), or the values obtained by the KNNimpute program [8] . We used a normalized root mean square as the metric for comparison: if C represents the complete matrix and E p represents an estimate to the corrupted matrix E, then the root mean square (RMS) of the difference
, where N is the length (the larger of the two dimensions) of D. We normalized the root mean square by dividing RMS by the average value of the entries in C.
In simulations where 1%−20% of the entries were randomly deleted from the complete matrix C, the FRAA performed slightly better than the row means method, and significantly better than the zeros method. However, the KNNimpute algorithm (with parameters k=15, d=0) produced the most accurate estimates, with normalized RMS errors that were smaller than the normalized RMS errors from the other three methods. In [8] , the authors caution against using KNNimpute for matrices with fewer than 6 columns. We randomly selected four columns from the elutriation data set to form a truncated data set, then randomly deleted from 1% − 20% of the entries from this newly formed matrix. Figure 7 .2 gives a comparison of the normalized RMS errors against percent missing for three of the estimation methods. In this case, FRAA performed slightly better than the KNNimpute algorithm. Figure 7 .2(b) shows the distribution of raw errors (true valueestimated value) for one simulation where 10% (2400) of the entries were deleted and then estimated. The standard deviation of the errors was .206 for FRAA, .237 for KNNimpute, and .255 for the row means method. However, in other simulations choosing four other different columns from C, the results were mixed: sometimes FRAA gave the smallest normalized RMS, other times KNNimpute gave the smallest normalized RMS. In all cases, these two methods were more accurate than the row means method for imputation. 
Discussion
The Fixed Rank Approximation Algorithm uses singular value decomposition to obtain estimates of missing values in a gene expression matrix. It uses all the known information in the matrix to simultaneously estimate all missing entries. Preliminary tests indicate that FRAA is more accurate than replacing missing values with 0's or with row means. The KNNimpute algorithm was more accurate when estimating missing entries deleted from the full elutriation matrix, but FRAA might be a feasible alternative in cases when the number of columns is small. FRAA is another option for estimating missing values in gene expression data. Future work should look at estimating missing data from other types of microarray data sets. The biology of the data should guide the researcher in determining the best method to use for imputing missing values in these data sets.
(b p ((s, j(s, q) ), (t, j(t, r)))). Let F (i, j) be the N × M matrix which has 1 on the (i, j) place and all other entries are equal to zero. Then b p ((s, j(s, q)), (t, j(t, r) (F (s, j(s, q) 
., k(t).
It is straightforward to show that F (s, j(s, q)) T F (t, j(t, r)) = 0 if s = t. Furthermore, for s = t the matrix F (s, j(s, q)) T F (t, j(t, r)) + F (t, j(t, r)) T F (s, j(s, q)) has 1 in the places (j(s, q), j(t, r)) and (j(t, r), j(s, q)) for r = q, and has 2 in the place (j(s, q), j(s, q)) if r = q and zero in all other positions. Hence b p ((s, j(s, q)), (t, j(t, q))) = 0 unless s = t. If s = t then a straightforward calculation yields (A.5). Other claims of the theorem follow straightforward from the equality (A.5).
B Algorithm for 6.7
From Theorem A.1, the system of equations j(i, 1) , ..., j (i, k(i) 
