Abstract. In this paper, we attempt to extend the definition and existing local error bound criteria to vector-valued functions, or more generally, to functions taking values in a normed linear space. Some new derivative-like objects (slopes and subdifferentials) are introduced and a general classification scheme of error bound criteria is presented.
Introduction 6
In variational analysis, the term "error bounds" usually refers to the following property. Given an (extended) real-valued function f on a set X, consider its lower level set S(f ) := {x ∈ X| f (x) ≤ 0} − (1.1) the set of all solutions of the inequality f (x) ≤ 0. If a point x is not a solution, that is, f (x) > 0, then it can be important to have an estimate of its distance from the set (1.1) (assuming that X is a metric space) in terms of the value f (x). If a linear estimate is possible, that is, there exists a constant γ > 0 such that
for all x ∈ X, then f possesses the (linear) error bound property or the error bound Ifx ∈ S(f ) (usually it is assumed that f (x) = 0) and (1.2) is required to hold (with 10 some γ > 0) for all x nearx, then we have the definition of the local (nearx) error bound 11 property.
12
Error bounds play a key role in variational analysis. They are of great importance for 13 optimality conditions, subdifferential calculus, stability and sensitivity issues, convergence 14 of numerical methods, etc. For the summary of the theory of error bounds and its various 15 applications to sensitivity analysis, convergence analysis of algorithms, penalty function 16 methods in mathematical programming the reader is referred to the survey papers by 17 Azé [2] , Lewis & Pang [21] , Pang [29] , as well as the book by Auslender & Teboule [1] .
18
Numerous characterizations of the error bound property have been established in terms 19 of various derivative-like objects either in the primal space (directional derivatives, slopes, 20 etc.) or in the dual space (subdifferentials, normal cones) [3, 4, [7] [8] [9] [10] [11] [12] [13] [14] [15] 17, 19, 20, [24] [25] [26] [27] [28] [29] [30] [34] [35] [36] .
21
In the present paper, we attempt to extend (1.2) as well as local error bound criteria 22 to vector-valued functions f , defined on a metric space X and taking values in a normed 23 linear space Y . The presentation, terminology and notation follow that of [11] . Some new 24 derivative-like objects (slopes and subdifferentials), which can be of independent interest, 25 are introduced and a general classification scheme of error bound criteria is presented. It 26 is illustrated in Fig. 3 -8 .
27
The research of the second author was partially supported by the Australian Research Council, grant DP110102011.
The plan of the paper is as follows. In Section 2, we introduce an abstract ordering 28 operation and define an extension of (1.1) and a nonnegative real-valued function f + y 29 whose role is to replace f + in (1.2) in the case f takes values in a normed linear space.
In this section, an ordering operation in a normed linear space is discussed and the 48 error bound property is defined. 
53
Of course, this operation does not possess in general typical order properties. It can get more natural, for example, if a closed cone C ⊂ Y is given and V y is defined as one of the following (for (2. 3) C must be assumed pointed):
Now let X be a metric space and f : X → Y . Denote S y (f ) := {u ∈ X| f (u) ∈ V y } − the y-sublevel set of f (with respect to the order defined by the collection of sets {V y }). 54 We will also use the following nonnegative real-valued function
56
We say that x is a local V y -minimal point of f if
The definition depends on the choice of y. Condition (2.5) is obviously satisfied for any If V y is given by (2.1), i.e.,
. By this property, if C is a pointed cone and x is a strict local V y -minimal point of f , i.e., f + y (x) < f + y (u) for all u near x, u = x, then x is locally minimal with respect to the ordering relation generated by C, i.e., there
If Y = R, we will always assume the natural ordering: V y := {v ∈ R| v ≤ y}. This corresponds to setting C = R + in any of the definitions in (2.1)-(2.3). We will also consider the usual distance in R:
If y < f (x), then (2.5) means that x is a point of local minimum of f in the usual sense 62 and does not depend on y (as long as y < f (x)). If y ≥ f (x), then x is automatically a
and, for any norm · in R n , we have
The local minimality condition (2.5) is satisfied if
The opposite statement is not true in general.
Hence f Consider, for instance, the max-type norm on R
The local minimality in the sense of (2.6) means that there is no u ∈ U x such that
. In other words, for every u ∈ U x , either we have f (u) = f (x) or there exists an index i,
Hence for any y ∈ R n and all u ∈ U x , we have either 
In our general setting f : X → Y , we define the slope of f at x ∈ X relative to y ∈ Y as
, if x is not a local V y -minimal point of f , 0, otherwise.
If V y is given by (2.1) with C being a convex cone, then c + C ⊂ C for any c ∈ C, and consequently
If C is a pointed cone, then the upper limit in the above formula admits the following equivalent representation:
If, additionally, int C = ∅, then we have B Y ⊂ e + C for some e ∈ −int C and the latter formula gives lim sup
In view of this, we have |∇f |
otherwise.
There are obvious similarities between definitions (3.1) and (3.2). Note also an impor- 
95
Proposition 3.
Proof. Under the assumptions, f
In the case y < f (x), one obviously
, and consequently, |∇f
If f is not lower semicontinuous at x, then there exists a sequence 
104
It is easy to check that in the case Y = R and y < f (x), (3.3) also reduces to (3.1).
105
It always holds |∇f | y (x) ≥ 0 while the equality |∇f | y (x) = 0 means that x is a station- we have f (x; p) ∈ −int C. In this context the following proposition holds.
112
Proposition 3.2. Let C be a closed pointed cone, int C = ∅ and f :
where e ∈ C and f (x; p) is the directional derivative of f at x in the direction p.
Proof. Suppose on the contrary that
y (x)e + rB Y ⊂ −C for some p ∈ X, p = 1, and r > 0. Hence, there exists an ε > 0 such that
where κ > 0 and κe ∈ B Y . Consequently 
|∇f |ȳ(x).
The word "strict" reflects the fact that slopes at nearby points contribute to the definition 118 (3.4) making it an analogue of the strict derivative. The word "outer" is used to emphasize 119 that only points outside the set Sȳ(f ) are taken into account.
120
If Y = R, then, due to Proposition 3.1, definition (3.4) takes the form
and coincides with the strict outer slope defined in [11] . On the other hand, one can apply (3.5) to the scalar function (2.4) (with y =ȳ). This leads to an equivalent representation of (3.4):
The last constant provides the exact lower estimate of the "uniform" descent rate of f
nearx.
122
The strict outer slope (3.4) is the limit of usual slopes |∇f |ȳ(x) which themselves are 123 limits and do not take into account how close tox the point x is. This can be important 124 when characterizing error bounds. In view of this observation, the next definition can be 125 of interest.
126
The uniform strict slope of f atx:
It is easy to check that (3.6) coincides with the middle uniform strict slope [11] of f + y atx. The following representation is straightforward:
.
It implies, in particular, the lower estimate:
where
, then (3.7) holds as equality (if dim X < ∞, it is sufficient to assume that f is simply 131 continuous -Proposition 5.1 (i)). In general, inequality (3.7) can be strict.
132
Example 2. Let f : R 2 → R be defined as follows:
We are assuming that R 2 is equipped with the Euclidean norm.
133
We are going to show that
Indeed, let x = (x 1 , x 2 ) with x 1 > 0 and
The last expression attains its minimum value 2 when
136
Note also the inequality
which follows from definitions (3.2), (3.4), and (3.8). Proof. Let 0 < γ < Er f (x). We are going to show that |∇f | (x) ≥ γ. By (2.11), there is 143 a δ > 0 such that
It follows from definition (3.6) that |∇f | (x) ≥ γ.
This implies the inequality |∇f | (x) ≤ γ, and consequently |∇f | (x) ≤ Er f (x). 
Obviously, Er f (0) = 1 while |∇f | (0) = 3. (3.4), (3.6), and (3.8) produce criteria for the error bound property of f atx.
160
(Uniform) criteria UC1 and UC2 are sufficient while criterion C1 is necessary and 161 sufficient. Due to (3.7) and (3.9), it holds C1 ⇒ UC2 ⇒ UC1.
162
Another sufficient criterion
can be formulated using the next nonnegative constant:
. 
177
Example 4 ( [11, 17] ). Let f : R → R be defined as follows (Fig. 2) :
Obviously |∇f |(x) = 0 for any x ∈ (0, 1), and consequently |∇f | 
182

C1 |∇f |
Note that (4.1) is actually the lower Dini derivative of f + y .
Proposition 4.1. 
The conclusion follows from definition (3.2).
194
(ii) Let dim X < ∞ and x, y ∈ X. Taking into account (i), we need to prove the opposite inequality. If |∇f | y (x) = 0, the required inequality holds trivially. Suppose |∇f | y (x) > 0. By definition (3.2), there exists a sequence x k → x such that
195
The next statement provides estimates for the strict outer slope (3.4).
196
Corollary 4.2.
(ii) If dim X < ∞, then (i) holds as equality and the infimum in the right-hand side
198
is attained.
199
The first assertion of Corollary 4.2 implies a similar estimate using the strict outer Dini
The slopes considered above characterize descent rates of f . If negative, the lower Dini and corresponds to constant (3.12).
208
Proposition 4.4.
(ii) If dim X < ∞, then (i) holds as equality and the infimum in the right-hand side
210
211
The uniform strict slopes (3.6) and (3.8) require different type of directional derivatives.
212
Given h ∈ X, two uniform strict Dini derivatives of f atx in direction h are defined as
Proof. (i) The inequalities are obvious.
216
(ii) Let h = 1 and ε ∈ (0, 1). By (3.6),
Passing to the limit as ε ↓ 0 in the right-hand side of the above inequality, we obtain 217 |∇f | (x) ≥ (−f (x; h)) + . This inequality must hold for all h ∈ X with h = 1. The 218 conclusion follows.
219
(iii) The proof repeats that of (ii) with appropriate changes caused by the differences 220 between definitions (3.6) and (3.8). The relationships among various primal space criteria are illustrated in Fig. 4 . It is 228 assumed that the space X is Banach and the function f + y is lower semicontinuous. If ∂ is the Fréchet subdifferential operator, we will use notations ∂ 
247
Proposition 4.6.
The inequality in Proposition 4.6 (i) can be strict rather often (for example, if ∂ 
251
Let us now impose another condition on the subdifferential operator ∂.
252
(A4) If x is a point of local minimum of f + g, where f : X → R ∞ is lower semicon-253 tinuous and g : X → R is convex and Lipschitz continuous, then for any ε > 0 there exist
Obviously, inequality |g(x 2 ) − g(x)| < ε in the above condition can be omitted.
257
The typical examples of subdifferentials satisfying conditions (A1)-(A4) are Rockafellar- 
(i) If the subdifferential operator ∂ satisfies conditions (A1)-(A4), then |∇f |
> (x) ≥ 262 |∂f | > (x). 263 (ii) If X is Asplund, then |∇f | > (x) = |∂ F f | > (x).
271
(ii) Since in Asplund spaces Fréchet subdifferentials satisfy conditions (A1)-(A4), the 272 conclusion follows from (i) and Proposition 4.6 (ii).
273
As a direct consequence of Proposition 4.7 we have the following statement. 
276
Thanks to Proposition 4.6, the following sufficient (under appropriate assumptions) 277 subdifferential criteria can be used for characterizing the error bound property.
Consider now the Fréchet subdifferential of f atx relative toȳ = f (x):
is a regular set of subgradients of f at x if for any ε > 0 there exists a δ > 0 such that
The set ∂ 
283
• any subset of a regular set of subgradients;
284
• the set of all x * ∈ X * such that
is a regular set of subgradients of f atx}.
In other words,
Since sup x * ∈rB * x * , x −x = r x −x , it follows immediately that |∂f | 0 (x) coincides with 288 the primal space slope defined by (3.12).
289
Proposition 4.9. |∂f |
The next proposition is another consequence of definition (4.9).
291
Proposition 4.10. |∂f |
292
In infinite dimensions the inequality in Proposition 4.10 can be strict [11, Example 11].
293
Inequality |∂f |
294
Thanks to Proposition 4.9 and condition C2, we can formulate another sufficient sub-295 differential criteria for the error bound property:
This criterion is equivalent to C2 and independent of DC1. Note that inclusion 0 ∈
is in general not sufficient.
299
The following nonlocal modification of the Fréchet subdifferential (4.8), depending on 300 two parameters α ≥ 0 and ε ≥ 0, can be of interest:
We are going to call (4.10) the uniform (α, ε)-subdifferential of f at x relative to y.
302
Obviously it is a convex set in X * .
303
Using uniform (α, ε)-subdifferentials (4.10) one can define the uniform strict subdifferential slope of f atx -a subdifferential counterpart of the uniform strict slope (3.6):
304
(ii) Suppose that the following uniformity condition holds true for f : (4.12) f
lower semicontinuous nearx, and uniformity condition (UC) is satisfied then
, and ε > 0, then, by (4.10),
The conclusion follows from definitions (3.6) and (4.11).
309
( 
and consequently |∂f | (x) < γ.
310
(iii) follows from (i) and (ii), conditions (3.7) and (3.9), Propositions 3.4, 4.6 (ii), 4.7 (ii),
311
and 4.9, and Theorem 3.3.
312
Thanks to Proposition 4.11 (i), the uniform strict subdifferential slope can be used to 313 formulate a necessary condition for the error bound property. Fréchet strict outer subdifferential slope becomes also necessary.
318
The relationships among the subdifferential and primal space error bound criteria on
319
Banach and Asplund spaces are illustrated in Fig. 5 and Fig. 6 respectively. f + y is assumed 320 lower semicontinuous. In this section, three special cases are considered: error bounds when either X or Y is 323 finite dimensional and in the convex case.
o o _ _ _ _ _ Figure 6 . Subdifferential and primal space criteria in Asplund spaces 5.1. X is finite dimensional. Let dim X < ∞ and f + y be lower semicontinuous. Many relations and estimates from previous sections can be simplified and sharpened. In particular, the following limiting subdifferentials can be used:
In the above definitions, Lim sup denotes the outer limit ( 
335
Thanks to Proposition 5.1 (ii)-(iv) one can formulate the finite dimensional versions of 336 criteria DC1, DC2, and UDC1.
340
Criteria SD2 and SD1 are in general independent. They can be combined to form a weaker sufficient criterion 
342
The relationships among the error bound criteria for a lower semicontinuous function 343 on a finite dimensional space are illustrated in Fig. 7 .
f is semismooth atx 
351
Proposition 5.2.
354
(iii) 0 ∈ int ∂ȳf (x) if and only if 0 ∈ bd ∂ȳf (x). 
360
The relationships among the error bound criteria for a convex lower semicontinuous 361 function on a Banach space are illustrated in Fig. 8 . .
As it was discussed in Section 3, error bounds can be characterized in terms of slopes. 
d(x,x) .
It is also possible to characterize error bounds using directional derivatives. Given 381 x, y, h ∈ X, suppose the functions f i are lower semicontinuous at x for i ∈ I y (x) and rise to the sufficient error bound criteria C1, UC1, C2, CD1 and UCD1 respectively.
387
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