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Abstract
Robust representation learning of temporal dynamic interactions is an important problem
in robotic learning in general and automated unsupervised learning in particular. Tempo-
ral dynamic interactions can be described by (multiple) geometric trajectories in a suitable
space over which unsupervised learning techniques may be applied to extract useful features
from raw and high-dimensional data measurements. Taking a geometric approach to robust
representation learning for temporal dynamic interactions, it is necessary to develop suitable
metrics and a systematic methodology for comparison and for assessing the stability of an
unsupervised learning method with respect to its tuning parameters. Such metrics must ac-
count for the (geometric) constraints in the physical world as well as the uncertainty associated
with the learned patterns. In this paper we introduce a model-free metric based on the Pro-
crustes distance for robust representation learning of interactions, and an optimal transport
based distance metric for comparing between distributions of interaction primitives. These
distance metrics can serve as an objective for assessing the stability of an interaction learning
algorithm. They are also used for comparing the outcomes produced by different algorithms.
Moreover, they may also be adopted as an objective function to obtain clusters and represen-
tative interaction primitives. These concepts and techniques will be introduced, along with
mathematical properties, while their usefulness will be demonstrated in unsupervised learning
of vehicle-to-vechicle interactions extracted from the Safety Pilot database, the world’s largest
database for connected vehicles.
1 Introduction
Advances in large scale data processing and computation enables the application of sophisticated
learning algorithms to robotic design in complex and dynamic environments. In many applications
a fundamental challenge lies not only in learning about the interaction between the ego agent and
the environment, but also interactions between multiple agents. Due to the high dimensionality
and typically noisy nature of the data required for such learning tasks, a standard approach is to
utilize strong modeling assumptions on the interactions. For example, the interaction between a
robotic agent and the environment can be represented by instantaneous physical variables such
as positions, velocities, a time series of which are then endowed with a stationary distribution for
mathematical convenience and interpretability (e.g., via a Markov process framework). While such
approach is useful in highly controlled environments, the strong modeling assumption are usually
violated in domains where the interactions among agents and with the environment are highly
dynamic [8]. Such domains require the development of more robust and data-driven representation
learning approaches.
As a concrete example which serves as a primary motivation for this work, take the interaction
between two intelligent vehicles that approach each other in a typical intersection. What the two
vehicles proceed to do next depend on what they can learn of their encounter in real-time. The
two cars may come toward the intersection in varying speeds at perhaps slightly different time
points. They may or may not signal their intention. For example, one plans to go straight while
the other plans to take a turn cutting through the other’s path. Not only do the two agents have
to learn their temporally varying interaction, they have to do so quickly and accurately while
continually negotiating the traffic. In this type of applications where the interaction is highly
dynamic, a promising approach to robust interaction learning is by decomposing the interaction
in terms of simpler elements [10, 38]. For traffic applications, such interaction elements are called
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traffic primitives. These primitives can be learned, labeled, and effectively utilized for subsequent
tasks such as vehicle trajectory prediction [45], traffic data generation [7, 43], or anomaly detection
[42].
Stripping away the language of vehicle-to-vehicle (V2V) interactions, the temporal dynamic
interaction between two agents comprises of a pair of well-aligned trajectories defined on a suit-
able space that satisfy constraints presented by the environment and agents’ behaviors. Thus, the
goal of robust representation learning of a pairwise interaction between the two dynamic agents
boils down to the learning of pairs of functions or curves which describe the aligned car physical
movements and/or driving behaviors. Such a mathematical viewpoint can be generalized to inter-
actions among three or more vehicles. In this paper we will focus on the learning of interactions
in two-agent dynamic scenarios. Although our work is motivated by the learning of multi-agent
traffic interaction’s primitives, we believe that the techniques developed here can be utilized to
other settings of multi-agent temporal dynamic interaction learning.
Within the context of real-world traffic learning, both rule-based methods [11], supervised
learning [25], and unsupervised learning [38] have been applied to identify the interaction primitives.
Due to the heterogeneity and complexity of traffic scenarios, unsupervised learning is a powerful
tool to identify latent structures in unlabeled traffic scenario time series data; the goal is to
organize the data into homogeneous groups/ clusters [2, 16, 34, 37, 22]. Within automatically
learned clusters, interpretable and typical driving behaviors can be obtained and analyzed, e.g.,
left/right turns along with multiple attributes including speed, acceleration, yaw rate and side-slip
angle using Dynamic Time Wrapping (DTW) as a similarity measure [41]. Statistical model-based
approaches that can learn complex driving behaviors while allowing for encoding domain-knowledge
are also available. For instance, primitive segments extracted from time series traffic data can be
obtained without specifying the number of categories via Bayesian nonparametric methods based
on Dirichlet processes. They include hierarchical Dirichlet Process Hidden Markov Model (HDP-
HMM) [33, 37]. Dirichlet process mixtures of Gaussian processes were also successfully employed
to identify complex multi-vehicle velocity fields [14, 19].
Given the plethora of methods and the need for learning complex interaction patterns in dy-
namic domains, it is natural to ask which method one should use. For unsupervised learning, this
question is particularly challenging because one typically works with unlabelled data and without
immediately available objective functions for the quality of learned clusters of interactions, espe-
cially ones which are mathematically represented as a collection of two or more curves taking values
in a suitable space, as discussed above. In addition, while the problem of devising techniques which
are free of any tuning parameters is an important one, parameter-free algorithms tend to be not
robust. A typical unsupervised learning method still requires some prior knowledge or pre-defined
parameters (tuning knobs). As a result, clustering results may still be sensitive to these choices.
Thus, even when a method is settled on, it is still an important issue how to handle the various
tuning knobs and to assess their sensitivity, or stability with respect to changes in the tuning
parameters.
Identifying suitable clustering criteria and analyzing learning stability/sensitivity have received
much attention in data mining and statistical learning literatures. For clustering criteria, there are
broadly two categories: internal and external criteria [40]. Internal criteria relies on a similarity
or dissimilarity measure that may be applied to the data samples. Such measures evaluate how
alike the members of the same cluster are, how different the members of different clusters are,
or some combination of thereof [27, 39]. On the other hand, there is a priori structure how the
data should be partitioned, external criteria allow one to compare the clustering results against this
structure [27]. Examples include Rand index, mutual information and model-based likelihood-type
objectives [39].
Meanwhile, there is a rich literature on sensitivity analysis that focuses on the impacts of
changes in model/method specification on the learning outcomes, see, e.g. textbooks [4, 29, 28].
If we focus on Bayesian methods or model-based methods, the key issue is on the effect of the
prior/ model specification. While there are a number of variations, most sensitivity analysis tech-
niques involve model fitting with varying prior/ model specifications, and assessing the impacts on
posterior distributions or estimates of parameters of interest. A model is said to be robust if the
estimates are relatively insensitive to such varying specifications [15, 30]. Alternatively, instead
of varying the model parameters one may consider perturbing data: a geometric framework was
developed to conduct sensitivity analysis with respect to the perturbation of the data, the prior
and the sampling distribution for a class of statistical models. Within this framework, various geo-
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metric quantities were studied to characterize the intrinsic structure and effect of the perturbation
[44].
To assess the quality of unsupervised learning methods for temporal dynamic interactions,
at a high level one may consider the aforementioned methods and frameworks. Moreover, it is
necessary to develop a set of suitable metrics for interaction comparison and for assessing the
stability of an unsupervised learning method with respect to its tuning parameters. Motivated
by the representation of dynamic vehicle-to-vehicle interactions that arise in the traffic learning
domain, one has to effectively deal with pairs of aligned functions, i.e., trajectories taking values
in a suitable space, which is typically non-Euclidean and has high or infinite dimensions. Such
metrics must account for the geometric constraints in the physical world as well as the uncertainty
associated with the learned patterns.
To this end, we introduce a model-free metric on pairs of functions based on a Procrustes-
type distance, and an optimal transport based Wasserstein distance metric for comparing between
distributions of such pairs of functions. The former metric is critical because it preserves translation
and rotation invariance, key properties required for capturing the essence of the temporal dynamic
between two autonomous or semi-autonomous agents (e.g., vehicles or robots). The latter metric
is also appropriate because the result of a clustering algorithm can be mathematically represented
as the solution of an optimal transport problem [13, 17]. In addition to some connection to
optimal transport based clustering, it is worth noting how our technical contributions are also
inspired by several other prior lines of work. In particular, Procrustes-type metrics have been
employed in generalized Procrustes analysis which solves the problem of reorienting points to a
fixed configuration [12]. Similar metrics have also been successfully used in literature to study such
problems of shape preservation [31] as well for alignment of manifolds [36, 23]. In our work, we
use it to solve the clustering problem by comparing pairs of curves, each of which may be viewed
as manifolds on R2.
Finally, we note that the introduced distance metrics can serve as an objective for assessing
the stability of an interaction primitive learning algorithm. They are also used for comparing
the outcomes produced by different algorithms. Furthermore, they may also be adopted as an
objective function to obtain clusters of interactions, and the representative interactions. These
concepts and techniques will be introduced in this paper, along with mathematical properties,
while their usefulness will be demonstrated in the analysis of vehicle-to-vehicle interactions that
arise in the Safety Pilot database [3], the world’s largest database for connected vehicles.
The paper is organized as follows. In Section 2, we describe a distance metric for pairs of
trajectories and explicate its useful mathematical properties. Building on this, Section 3 studies
distributions of trajectory pairs, which lead to methods for obtaining and assessing clusters of
interactions. Finally, Section 4 illustrates our methods on the clustering analysis of vehicle-to-
vehicle interactions data.
2 A distance metric on temporal interactions
Because a temporal interaction between two agents is composed of trajectories, we need to first
formally define a trajectory. Let f : R → R2 denote a trajectory of an object (e.g., vehicles,
robots). In particular, f(t) represents the location of the object at time-point t. It suffices for our
purpose to restrict to t ≥ 0.
We can consider all possible trajectories in a similar manner. Define the set of all possible
trajectories as F = {f : [0,∞) → R2 : f is continuous}. The set of all possible trajectories
up to time-point t starting from time-point s is denoted by F[s,t) = {f : [s, t) → R2|f ∈ F}.
Similarly for (t1, . . . , tk) ∈ Rk+ we will use Ft1,...,tk := {(f(t1), . . . , f(tk)) : f ∈ F}. Also, we define
F := ∪s,t∈R+F[s,t).
Next, operations can be defined on these trajectories. For any c ∈ R2, and f ∈ F we define
f+c ∈ F as (f+c)(x) = f(x)+c for all x ∈ [0,∞). Similarly, for any orthogonal matrix O ∈ R2×2,
define the function O  f ∈ F as (O  f)(x) = O · f(x) for all x ∈ [0,∞), where O · f(x) is the
usual matrix product between matrix O and vector f(x) which have matching dimensions.
With these definitions in place, we now define an interaction and operations on these interac-
tions. An interaction is an ordered pair (f1, f2) such that f1, f2 ∈ F. We also define operations
on interactions as well. Let SO(n) be the group of n × n orthogonal matrices with determinant
+1. For a pair f1, f2 ∈ F, we define O(f1,f2) = {(O  f1, O  f2) : O ∈ SO(2)}. Similarly, define
C(f1,f2) = {(f1 + c, f2 + c) : c ∈ R2}.
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2.1 Rotation and translation-invariant metrics on curves
To evaluate the stability and overall quality of clustering, we want a distance metric, d : F2×F2 →
R+, where (F2 = F× F), that has the following properties:
(a) Distance between two interactions is invariant with respect to the re-ordering of corresponding
trajectories, i.e., for f11, f12, f21, f22 ∈ F, the following holds:
d((f11, f12), (f21, f22)) = d((f12, f11), (f21, f22)).
(b) Distance between a pair of interactions is invariant of starting points of the trajectories
composing the interactions, given the knowledge of the relative distance of the starting points
of trajectories comprising each interaction. Specifically, if (f ′1, f ′2) ∈ C(f1,f2) ∪ O(f1,f2), then,
d((f ′1, f
′
2), (f1, f2)) = 0.
Condition (a) enables the removal of order in a pair of curves in an interaction, while condition
(b) in essence characterizes rotational and translational invariance of interactions. We will
henceforth use (O, C)(f1,f2) to denote the set {(Of1+c,Of2+c) : O ∈ SO(2), c ∈ R2}. As shown
in Lemma 1, condition (b) implies that d((f11, f12), (f21, f22)) = d((Of11+c,Of12+c), (f21, f22))
for all c ∈ R2, O ∈ SO(2). This appears to be a reasonable requirement since the exact location and
orientation of interactions should not affect the classification of different interactions into clusters
characterized by "primitives". Note that throughout this paper we only consider non-reflective
rotational transforms, i.e., transforms involving orthogonal matrices, O, such that det(O) = +1.
Let ρ be a distance metric for F2. We will then construct a metric d satisfying (a) and (b) from
ρ. Definition 2.1 shows how we can define d in terms of ρ.
Definition 2.1. Define Procrustes distance
d((f11, f12), (f21, f22)) (1)
:= inf
(f ′1,f
′
2)∈(O,C)(f21,f22)
{
min
{
ρ((f11, f12), (f
′
1, f
′
2)), ρ((f12, f11), (f
′
1, f
′
2))
}}
.
From the definition of metric d above, it is clear that (f21, f22) ∈ (O, C)(f11,f12)∪(O, C)(f12,f11) ⇐⇒
d((f11, f12), (f21, f22)) = 0. With that knowledge, we can define an equivalence relation, ∼, as
(f11, f12) ∼ (f21, f22) ⇐⇒ d((f11, f12), (f21, f22)) = 0. (2)
Although d is not a proper metric on F2, as Proposition 2.1 shows, d does define a metric on
the quotient space relative to the equivalence relation.
Proposition 2.1. Let ρ be a distance metric on F2 such that for all f11, f12, f21, f22 ∈ F,
(i) ρ satisfies, for some function h,
ρ((f11, f12), (f21, f22)) = h((f11, f12)− (f21, f22)).
(ii) ρ is an inner-product norm.
Then d given by Eq. (1) is a distance metric on the quotient space F2/ ∼.
Proposition 2.1 also provides a method to build a metric satisfying conditions (a) and (b) above.
One way to do so is from a probability measure perspective. In fact, let µ be a probability measure
on [0,∞). We consider the set of trajectories with integrable Euclidean norm on [0,∞), i.e., we
restrict attention to the following set of trajectories:
F2(µ) =
{
f : [0,∞)→ R2
∣∣∣∣f is continuous, ∫ ∞
0
‖f(x)‖22µ(dx) <∞,
}
where ‖ · ‖2 is the Euclidean norm in R2. For our purposes, we use ρ as the usual Euclidean metric
on F22(µ) := F2(µ)× F2(µ). Namely, for (f11, f12), (f21, f22) ∈ F22(µ), we use
ρ((f11, f12), (f21, f22))
2 := ‖f11 − f21‖22 + ‖f12 − f22‖22, (3)
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where ‖f1i − f2i‖22 =
∫∞
0
‖f1i(x) − f2i(x)‖22µ(dx), i = 1, 2. Here and henceforth we assume that
the trajectories f11, f12, f21, f22 all span across the same length of time. Note that this choice of
metric satisfies the criteria in Proposition 2.1. Also, equivalently, to define similar rotation and
translation invariant metrics on F[s,t), for any s < t 6= ∞, we can simply choose any probability
measure µ with support on [s, t).
Proposition 2.2 below provides a simple method to explicitly compute the metric d between
interactions, when ρ is given by (3). We will need the following notation:
(A1) For (f11, f12), (f21, f22) ∈ F22(µ), let UDV T be the singular value decomposition for the
matrix given by
2∑
i=1
∫ ∞
0
(
f2i(x)− f¯2·(x)
) (
f1i(x)− f¯1·(x)
)T
µ(dx),
where f¯2·(x) =
∫∞
0
(f21(x) + f22(x))/2 µ(dx) and
f¯1·(x) =
∫∞
0
(f11(x) + f12(x))/2 µ(dx).
Each of the summands in (A1) form a 2 × 2 dimensional matrix. Here, f¯1(x) denotes the
elementwise integration of the 2 × 1 vector (f11(x) + f12(x))/2. Moreover, the outer-integral in
each of the summands in (A1) is an elementwise integral of the 2× 2 matrix integrand formed by
matrix multiplication of the 2× 1 vector (f21(x)− f¯2·(x)) and the 1× 2 vector (f11(x)− f¯1·(x))T .
Proposition 2.2. Assume f11, f12, f21, f22 ∈ F2(µ). Let UDV T be the singular value decomposi-
tion as in (A1). Then,
inf
(f ′1,f
′
2)∈(O,C)(f21,f22)
(ρ((f11, f12), (f
′
1, f
′
2)))
2 = −2 trace
(
D
[
1 0
0 det(V TU)
])
+
2∑
i=1
∫ ∞
0
∥∥∥∥f2i(x)− f¯2·(x)∥∥∥∥2
2
+
∥∥∥∥f1i(x)− f¯1·(x)∥∥∥∥2
2
µ(dx).
The optimal O, C that define the infimum are given by :
O˜ = V T
[
1 0
0 det(V TU)
]
U,
C˜ = f¯1·(x)− O˜ ·
(
f¯2·(x)
)
.
(4)
The proof of the proposition is discussed in Section A.2. The problem discussed in Propos-
tion 2.2 is a version of the well-known least root mean square deviation problem. It was first
solved by the Kabsch algorithm [20, 21]. A more computationally efficient method to compute the
optimal O, C was later obtained using the theory of quarternions [18, 5].
3 Quantifying distributions of primitives
The metric defined above can be used to obtain clusters of interactions, in addition to evaluating
the overall quality and stability of a particular clustering method. Our starting point is to note that
the problem of clustering or summarizing interactions can be formalized as finding a discrete dis-
tribution on the space of interactions. More specifically, one needs to obtain a discrete probability
distribution on interactions, where each supporting atom represents a typical interaction (namely,
an interaction primitive) and the mass associated with each atom represents the proportion of a
cluster. From this perspective, an objective that naturally arises is to minimize a distance from
the empirical distribution of interactions to a discrete probability measures with a fixed number,
say k, of supporting atoms, which represent the primitives. An useful tool for defining distance
metrics on the space of distributions arises from the theory of optimal transport [35].
Optimal transport distances enable comparisons of distributions in arbitrary structured and
metric spaces by accounting for the underlying metric structure. They have been increasingly
adopted to address clustering in a number of contexts [26, 13, 17]. For instance, it is well-known that
the problem of determining an optimal finite discrete probability measure minimizing the second-
order Wasserstein distanceW2 to the empirical distribution of the data is directly connected to the
k-means clustering problem (discussed in Section III in details). Inspired by this connection, we
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will seek to summarize the distribution of interactions appropriately. To this end, we will define
Wasserstein distances for distributions of interactions as follows, by accounting for the metric
structure developed in the previous section.
Let d be a distance metric on F22(µ)/ ∼, where ∼ is the equivalence relation defined in Eq. (2).
Fix [(f11, f12)] ∈ F22(µ)/ ∼. Here, [(f11, f12)] denotes the equivalence class corresponding to
interaction (f11, f12) relative to the equivalence relation ∼ and F22(µ)/ ∼ denotes the collection of
all such classes of interactions. Let P (F22(µ)/ ∼) denote all probability measures on F22(µ)/ ∼. For
a fixed order r ≥ 1, define the following subset of P (F22(µ)/ ∼) subject to a moment-type condition
using the metric d:
Pr(F22(µ)/ ∼) :=
{
G ∈ P (F22(µ)/ ∼)|∫
dr([(f21, f22)], [(f11, f12)])dG([(f21, f22)]) <∞
}
.
This class of probability measures can be shown to be independent of the choice of [(f11, f12)] and
therefore the collection of order-r integrable probability measures on the quotient space F22(µ)/ ∼
is independent of the choice of the base class [(f11, f12)]. We arrive at the following distance metric
to compare between probability measures on the quotient space F22(µ)/ ∼. This is an instantiation
of Wasserstein distances that arise in the theory of optimal transport in metric spaces [35].
Definition 3.1 (Wasserstein distances). Let F,G ∈ Pr(F22(µ)/ ∼). The Wasserstein distance
of order r between F and G is defined as:
Wr(F,G) :=
(
inf
pi∈Π(F,G)
∫
dr([(f11, f12)], [(f21, f22)])dpi([(f11, f12)], [(f21, f22)])
)1/r
,
where Π(F,G) is the collection of all joint distributions on F22(µ)/ ∼ ×F22(µ)/ ∼ with marginals F
and G.
3.1 Wasserstein barycenter and k-means clustering
In this section, we present the Wasserstein barycenter problem and highlight its connection to the
k-means formulation.
Wasserstein barycenter problem Fixing the order r = 2, let P1, P2, . . . , PN
∈ P2(F22(µ)/ ∼) be probability measures on F22(µ)/ ∼. Their second-order Wasserstein barycenter
is a probability measure P¯N,λ such that
P¯N,λ = argmin
P∈P2(F22(µ)/∼)
N∑
i=1
λiW
2
2 (P, Pi).
The Wasserstein barycenter problem was first studied by [1]. When Pi are themselves finite discrete
probability measures on arbitrary metric spaces, efficient algorithms are available for obtaining
locally optimal solutions to the above [6].
k-means clustering problem The k-means clustering problem, when adapted to obtaining
clusters in a non-Euclidean space of interactions, can be viewed as solving for the set S of k elements
[(g11, g12)], . . . , [(gk1, gk2)] ∈ F22(µ)/ ∼ such that, given samples (f11, f12), . . . , (fn1, fn2) ∈ F2(µ)
S = argmin
T :|T |≤k
n∑
i=1
inf
[(f ′1,f
′
2)]∈T
d2([(fi1, fi2)], [(f
′
1, f
′
2)]). (5)
It can be shown that this is equivalent to finding a discrete measure P which solves the following
for the choice r = 2:
inf
P∈Ok(F22(µ)/∼)
Wr(P, Pn), (6)
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where Pn is the empirical measure on F22(µ)/ ∼, i.e., Pn places mass 1/n on equivalence class
sample [(fi1, fi2)] for all i = 1, . . . , n, and Ok(F22(µ)/ ∼) is the set of all measures in F22(µ)/ ∼ with
at most k support points. (It is interesting to note that Eq. (6) is a special case of the Wasserstein
barycenter problem for N = 1 and r = 2.)
At the high level our approach is simple: we seek to summarize the empirical data distribution
of interactions using a k-means-like approach, but there are several challenges due to the complex
metric structure exhibited by the non-Euclidean space of interactions. Finding the exact solution
even in the simplest cases is an NP-hard problem. The most common method to approximate
the solution is the use of iterative steps similar to Lloyd’s algorithm [24] for solving the Euclidean
k-means problem. However, the computation of cluster centroids at each iteration of Lloyd’s
algorithm when applied to the non-Euclidean metric d is non-trivial. Moreover, the computation of
pairwise distances between equivalence classes of interactions is non-trivial. In the next subsection
we present some approximate solutions to Eq. (5).
3.2 Approximations for non-Euclidean k-means clustering
The primary objective for this section is to obtain a robust representation for the distribution over
interaction primitives. Although the empirical distribution of interactions provides an estimate
of the distribution over primitives, it suffers from lack of robustness guarantees. A robust k-
approximation for the empirical distribution is formalized by Eq. (6). For order r = 2 this is
equivalent to solving the k-means problem given by Eq. (5) for the interaction scenarios. The
computational problem for computing exact centroids of k-means clusters is cumbersome and
generally not solvable for arbitrary distance metrics d. To overcome such challenges we propose
three separate methods to obtain approximate solutions to Eq. (5). The first approach is a standard
application of multi-dimensional scaling technique. The second and third approaches are based on
other geometric ideas to be described in the sequel.
3.2.1 Multidimensional Scaling
Multi-dimensional scaling (MDS) provides a way to obtain a lower dimensional representation of
high-dimensional and/or non-Euclidean space elements while approximately preserving some dis-
tance measure among data points. Given a distance (a.k.a. dissimilarity) matrix D = (dij)1≤i,j≤n,
which collects all pairwise distance among the n data points using a notion of distance such as
metric d described earlier, MDS finds points x1, . . . , xn ∈ Rm, for some small dimension m, such
that
{x1, . . . , xn} = argmin
y1,...,yn∈Rm
n∑
i,j=1
(‖yi − yj‖ − dij)2 (7)
In order to apply the k-means clustering technique to our MDS representation, the following
implicit assumption is required:
(C1) Each of the cluster centroids for the k-means problem corresponds to an interaction in the
data sample.
Given (C1), Eq. (5) can be reformulated as follows.
Approximate k-means Given interaction samples (f11, f12), . . . , (fn1, fn2) ∈ F2(µ), find a set
S ⊂ {1, . . . , n} such that,
S = argmin
T :|T |≤k
n∑
i=1
min
j∈T
d2([(fi1, fi2)], [(fj1, fj2)]). (8)
The approximate k-means problem in Eq. (8) differs from the k-means problem (5) in that instead
of finding primitives that are the global minimizer (and hence correspond to the cluster means), we
look for the primitive that is closest to all other interactions in its cluster. The advantage of this
approach is that we do not need explicitly the inverse map that goes from the MDS representation
back to the interaction space. We summarize this approach as Algorithm 1 in the following.
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Algorithm 1 Clustering interactions
Input: interaction sample {(fi1, fi2)}ni=1
Output: k interaction primitives
1: Obtain x1, . . . , xn as solution of MDS Eq. (7) with dij = d([(fi1, fi2)], [(fj1, fj2)]).
2: Perform k-means on x1, . . . , xn to obtain the centroids.
3: Approximate the centroids with points xi ∈ Rm which are closest in ‖ · ‖ distance to the centroids, Γ1,Γ2, . . . ,Γk.
4: Return as primitives the k interaction sample corresponding to these approximate centroids, {(gj1, gj2)}kj=1.
3.2.2 Geometric Approximations
A major computational challenge to solving Eq. (8) lies in the SVD decomposition of the Procrustes
distances (Eq. (1)) relative to each pair of interactions. There require O(n2) such decomposition.
To avoid this, we instead consider a geometric approximation of the Procrustes distance, inspired
by work from the field of morphometrics [32].
Consider two interactions (fi1, fi2) and (fj1, fj2). Then, by an application of triangle inequality,
inf
(f ′1,f
′
2)∈(O,C)(fj1,fj2)
ρ((fi1, fi2), (f
′
1, f
′
2)) (9)
= inf
O1∈SO(2),c1∈R2
ρ((fi1, fi2), O1  (fj1, fj2) + c1)
≤ inf
O1∈SO(2),c1∈R2
ρ((f11, f12), O1  (fj1, fj2) + c1)
+ inf
O2∈SO(2),c2∈R2
ρ((f11, f12), O2  (fi1, fi2) + c2).
Eq. (9) shows that knowledge of optimal rotational matrices and translation vectors for computing
the distances d([(fi1, fi2)], [(f11, f12)]) and
d([(fj1, fj2)], [(f11, f12)]) can provide an upper bound for computing the distance between the ith
and jth pair of interactions. Therefore, we can provide a reasonable upper bound for all the n2
pairwise distances by simply performing only O(n) SVD decompositions. This approach, which
we call the first geometric approximation, is summarized in Algorithm 2.
Algorithm 2 First Geometric Approximation
Input: {(fi1, fi2)}ni=1
Output: k centroids
1: for i = 1, 2, . . . , n do
2: Center and reorient (fi1, fi2) to (f11, f12) using Algorithm 4.
3: end for
4: Perform k-means on the centered and oriented {(fi1, fi2)}ni=1 to obtain the centroids, {(Γj1,Γj2)}kj=1.
5: Return the centroids, {(Γj1,Γj2)}kj=1.
Algorithm 3 Second Geometric Approximation
Input: {(fi1, fi2)}ni=1
Output: k centroids
1: Randomly assign interaction samples {(fi1, fi2)}ni=1 to k clusters. Let zi indicate the cluster assignment.
2: while k-means convergence criterion has not been met do
3: for k′ = 1, 2, . . . , k do
4: Center and orient all interaction samples (fi1, fi2) to (fi
k′1, fik′2) using Algorithm 4 if (fik′1, fik′2) is the first
interaction sample such that zi = k′ for i = 1, 2, . . . n. Denote these oriented and centered samples as (f ′i1, f
′
i2)(t).
5: Compute the centroid for cluster j, (Γj1,Γj2), such that for t = 1, 2, . . . , tm,
(Γj1,Γj2)(t) =
1
# (zi = k)
∑
i:zi=k
(f
′
i1, f
′
i2)(t)
6: end for
7: for i = 1, 2, . . . , N do
8: for j = 1, 2, . . . , k do
9: Center and orient (fi1, fi2) to (Γj1,Γj2).
10: Compute the L2 distance between the centered and oriented (fi1, fi2) and (Γj1,Γj2).
11: end for
12: Set zi = j if the smallest computed distance is from the centroid of cluster j.
13: end for
14: end while
15: Return the centroids, {(Γj1,Γj2)}kj=1.
However, this gain in computation efficiency is also accompanied by a loss of statistical ef-
ficiency. To mitigate this tension between computational and statistical efficiency we propose a
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(a) Multidim.
Scaling (cf. Sec-
tion 3.2.1)
(b) First geometric
approx. (cf. Sec-
tion 3.2.2)
(c) Second geomet-
ric approx. (cf. Sec-
tion 3.2.2)
(d) Polynomial co-
efficients (cf. Sec-
tion 4.2)
(e) DTW cost ma-
trix (cf. [38])
Figure 1: Silhouette plots for 5 clusters obtained under various approaches:
Total within
Square Distance
Cluster 1
Average within
Square Distance
Cluster 5
Average within
Square Distance
Cluster 1
Average between
Square Distance
Cluster 5
Average between
Square Distance
MDS 10.68 1.74e-03 (1.53e-05) 1.23e-02 (4.60e-04) 1.55e-02 (4.57e-04) 1.17e-01 (5.13e-03)
First Geometric Approx. 13.32 9.50e-04 (2.96e-05) 6.33e-03 (3.92e-04) 5.01e-02 (4.97e-03)) 1.12e-02 (2.92e-04)
Second Geometric Approx. 274.27 3.97e-03 (1.42e-04) 8.01e-02 (1.38e-03) 1.86e-02 (8.43e-04) 1.84e-02 (1.51e-03)
Spline Coefficients 222.56 5.02e-02 (3.91e-03) 9.40e-02 (1.05e-02) 5.95e-02 (4.27e-03) 2.05e-01 (2.33e-02)
DTW Matrices 201.12 3.12e-02 (4.51e-03) 9.00e-03 (3.41e-04) 5.01e-02 (6.30e-03) 9.38e-03 (3.79e-04)
Table 1: A table of the quantities from Eq. (8), Eq. (11), and Eq. (13)) for each method’s cluster
with the most interaction (Cluster 1) and cluster with the fewest (Cluster 5). Variance of these
distances are included in parentheses. Note that the Procrustes distances were normalized so that
the maximum distance between any interaction is 1.
second geometric approximation which performs the approximation of Algorithm 2 in batch form,
where the batches comprise of the respective clusters. This procedure is described in Algorithm 3.
4 Experimental Results
In this section we provide a demonstration of our methods for unsupervised learning of vehicle
interactions. In particular, we will evaluate the quality and stability of clustered primitives ex-
tracted from vehicle-to-vehicle interactions based on real-world experiments conducted in Ann
Arbor, Michigan. In the literature for this application domain, a real-time interaction between
two vehicles is also alternatively referred to as an encounter. In practice, the interactions between
vehicles are represented by multi-dimensional time series of varying duration, which need to be
further segmented into shorter time duration via suitable data processing techniques.
4.1 Vehicle-to-vehicle (V2V) interaction data processing
We work with a real-world V2V interaction data set which is extracted from the naturalistic driving
database generated by experiments conducted as part of the University of Michigan Safety Pilot
Model Development (SPMD) program. In these experiments, dedicated short range communica-
tions (DSRC) technology was utilized for the communication between two vehicles. Approximately
3,500 equipped vehicles have collected data for more than 3 years. Latitude and longitude data of
each vehicle was recorded by the by-wire speed sensor. The on-board sensor records data in 10Hz.
To investigate basic V2V interaction behaviors, a subset of 1400 driving scenarios was further
filtered out from the SPMD’s database. Each scenario consists of a time series of GPS locations
and speeds of a pair of vehicles, which are mutually less than 100 metres apart. For our purposes,
it is natural to posit that each scenario is inclusive of multiple shorter encounters through different
time duration. Pre-processing of the data was therefore aimed at segmenting each scenario into
more basic driving segments. These segments constitute basic building blocks from which we
can meaningfully learn interaction primitives using a variety of clustering algorithms. The issue
of segmentation is akin to identifying change points on functional curves embedded in a higher
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(a) Cluster 1 (b) Cluster 2 (c) Cluster 3
(d) Cluster 4 (e) Cluster 5 (f) All clusters
Figure 2: Plot of the three most typical interactions organized from the cluster with the most
interaction to the cluster with the fewest for clustering using Multidimensional scaling (cf. Section
3.2). The interactions are centered and oriented using Algortihm 4 to (t, 2t − 1,−t, 1 − 2t) for
t = 0, 0.01, . . . , 1. The solid shapes and shapes with a black interior indicate the starting location
of each interaction. The dot with the black interior indicates the second trajectory. Midpoints are
indicated by dots filled in with a grey interior. Different shapes indicate different V2V interactions.
Note that the individual cluster interactions plots are placed on their own scales.
dimensional space. We consider two different segmentation schemes for V2V interaction data
processing.
The first segmentation scheme is detailed in Appendix B. It will be called a two-step spline
approach, which goes as follows. Given an encounter, we fit it with cubic splines in two main
steps. Here, the change points act as the knots. The first step involves identifying a large number
of probable change points via a binary search approach to add change points if adding change points
reduced the squared error between the fitted values and the observed data. The next step involves
a single forward pass to remove excess change points from consideration in order to minimize the
squared error with a penalty for the number of change points. We then segment each interaction
at the knots. This segmentation technique created a set of 5622 basic V2V interactions to work
with.
The second segmentation scheme is considerably more complex, as it is derived from a non-
parametric Bayesian model for time series data, the sticky Hierarchical Dirichlet Process Hidden
Markov Model (HDP-HMM) [9]. This model extends the basic HMM by allowing the number of
hidden Markov states to be unbounded, while encouraging the Markov process to be "sticky", that
is, the state tends to be constant for a period of time (e.g., a car tends to go straight after a long
period of time). For model selection, as we will elaborate later, one of the hyperparameters of
sticky HDP-HMM is varied. Consequently, the number of basic V2V interactions varied from 8779
to 8829 with an average of 8799 interactions.
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(a) In-cluster distances
from mean interactions
(b) In-cluster distances
from typical interac-
tions
(c) All distances from
mean interactions
(d) All distances from
typical interactions
(e) In-cluster distances
from the mean interac-
tions
(f) In-cluster distances
from the typical inter-
actions
(g) All distances from
mean interactions
(h) All distances from
the typical interactions
(i) In-cluster from
mean interactions
(j) In-cluster distances
from typical interac-
tions
(k) All distances from
mean interactions
(l) All distances from
typical interactions
Figure 3: Line plots showing the distribution (frequency) of interaction distance to either the
cluster mean or the typical interaction. Clusters are obtained by the first geometric method in
row 1, the second geometric method in row 2, and the cubic spline coefficients based method in
row 3 (cf. Section 4.2). The clusters are numbered according to the number of interactions so that
Cluster 1 has the most and Cluster 5 has the fewest. Note that the range for the y-axis are much
larger on the left plots compared to the right plots.
4.2 Cluster analysis of V2V interactions
We evaluate the clustering of primitives qualitatively and quantitatively. For the former, silhouette
plots are useful – the silhouette, s(i), for interaction i is defined as following:
s(i) =
b(i)− a(i)
max(a(i), b(i))
.
Here, a(i) is the average Procrustes distance between interaction i and all other interactions in the
same cluster as interaction i, while b(i) is the average Procrustes distance from interaction i to
those in another cluster. The cluster used for b(i) is the one that minimizes this average distance.
By definition, the silhouette ranges from -1 to 1. It will be close to 1 if b(i) is significantly larger
than a(i) and -1 if a(i) is significantly larger than b(i). Thus, the quality of the clustering for
interaction i decreases as s(i) decreases. Plotting the silhouettes for all interactions provides a
qualitative way to determine how the clustering is performing because if most silhouettes are close
to 1, the clustering is performing well.
forming because if most silhouettes are close to 1, the clustering is performing well.
For a more quantitative way to examine the clustering, we look at the quantity in Eq. (5) and
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Eq. (8). Naturally, the method that reduces that quantity the most should be selected. We can
also break down that quantity further by the contribution of each cluster. Specifically, suppose zi
indicates the cluster membership. If (Γj1,Γj2) is the cluster’s mean, then we report the following:
1
# (zi = k)
∑
i:zi=k
d2([(fi1, fi2)], [(Γj1,Γj2)]). (10)
Alternatively, if interaction j minimizes d2([(fi1, fi2)], [(gj1, gj2)]) for all zi, zj = k, the approximate
version is the following:
1
# (zi = k)
∑
i:zi=k
d2([(fi1, fi2)], [(gj1, gj2)]). (11)
To compare clusters with different number of interactions, we choose to divide it by the size of the
cluster. Finally, like the silhouette, it might also be helpful to compare this against the average
square Procrustes distance of one cluster’s mean V2V interaction and the interactions of all other
clusters. In other words, we report the following if the cluster’s mean interactions are recoverable:
1
# (zi 6= k)
∑
i:zi 6=k
d2([(fi1, fi2)], [(Γj1,Γj2)]). (12)
Again, we can report the approximate version instead:
1
# (zi 6= k)
∑
i:zi 6=k
d2([(fi1, fi2)], [(gj1, gj2)]). (13)
Note that the silhouette is more stringent because for the silhouette, we average only the distance
from interactions of the nearest cluster for an observation.
We then made these silhouette plots and calculated the quantity for five different methods.
First, we wanted to evaluate how well the three clustering approaches, namely the Multidimen-
sional Scaling approximation and the first and second geometric approximations of the Procrustes
distance, introduced in Section 3, performed. Next, because we segmented encounters using splines,
we wanted to examine the quality of k-means clustering based on the coefficients of the cubic
splines fitted to these interactions. In other words, suppose for interaction i, we fit the cubic
spline c1i10 + c1i11t + c1i12t2 + c1i13t3 to (gi1)1. We do the same for (gi2)2, (gi2)1, and (gi2)2. Then,
we perform k-means on the vectors, {{c1i1`}3`=0, {c2i1`}3`=0, {c1i2`}3`=0, {c2i2`}3`=0}ni=1. We call this ap-
proach spline coefficient clustering. Finally, dynamic time warping (DTW) is a standard approach
to match curves – in Wang et. al [38], k-means clustering is performed on the DTW matrices that
match one trajectory to another for each V2V interaction. This is another approach we wish to
evaluate.
We focus on reporting for the case k = 5 for the moment, while the analysis can be replicated
on other choices of k. The results for encounters segmented by the two step approach can be seen in
Figure 1 and Table 1. Accordingly, the MDS approach outlined in Algorithm 1 appears to perform
the best whereas the spline coefficients and DTW matrices perform the worst. The total within
square distance from Eq. (8) for the MDS approach in Table 1 is smallest and the silhouette plots in
Figure 1 look reasonable. Indeed, even though the first geometric approximation’s average within
square distance for the clusters with most and fewest interactions is smaller and the average between
square distance is comparable or larger, the silhouette plot shows us that the MDS approach does
significantly better with the cluster with the second and third largest cluster. The silhouette values
are much higher for that cluster than the first geometric approximation.
For interpretability, one may be interested in visualizing typical interactions from each clusters.
Take the MDS method. There are various interesting observations in Fig. 2. For instance, the
two clusters with most interactions are interactions in which the vehicles do not move far from
each other. On the other hand, the other clusters have interactions in which the opposite is
true. Further, while only the cluster with the fewest interactions have vehicles going in the same
direction, there are variation in how the vehicles are moving in opposite directions. Figure 6 in the
Appendix shows the three most typical encounters for all clustering methods.
One can look more deeply into the distribution of interactions in each cluster, which is revealed
by Figure 3. The left two plots show the proportion of interactions in each cluster a certain
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(a) All k and β between
2 and 20
(b) All β between 10
and 20 and k between
10 and 20
(c) All β between 2 and
20 and k between 10
and 20
(d) All β between 2 and
20 and k between 10
and 20
Figure 4: The left two plots show heatmaps of the statistic introduced in Eq. (15) for encounters
segmented by the two-step spline approach (cf. Appendix B) and then clustered via MDS (cf.
Section 3.2). The right two show changes in this statistic.
(a) MDS clustering (cf. Section
3.2) applied to two-step spline
segmented encounters (cf. Ap-
pendix B).
(b) DTW matrix clustering ap-
plied to encounters segmented
by BNP (cf. [38]).
(c) Two step spline segmented
encounters clustered using
primitives extracted from BNP
segmented encounters clustered
using DTW matrices (cf. 4.3).
Figure 5: Heatmaps of the statistic given by Eq. (15) for non-reflective Procrustes distance for
k ≥ 10 across different methods.
distance away from the mean or typical interaction for each cluster. On the other hand, the right
two plots show the proportion of interactions from the entire data set a certain distance away
for each cluster’s mean or typical interaction. The first geometric approximation plot is ideal.
While the other methods have a cluster that peaks higher near zero, the left two plots show higher
peaks near zero across all clusters, indicating that most interactions in the cluster are close to the
typical or mean interaction. On the other hand, the right two plots show a peak near zero and
then plateau for a bit before decreasing to zero. This supports what we see in the silhouette plot.
The plateau demonstrates that the clusters are well separated because interactions outside the
cluster are further away. Because of the left two plots, the peak near zero likely comes from the
interactions assigned to that cluster. It is likely that the plots for the MDS will look similar to the
first geometric approximation plots. For the second geometric approximation, the interaction plots
for the mean interaction are ideal. However, outside of the largest cluster, the typical interaction to
cluster interaction plots peak at values not near zero or plateau for ranges of distances. Meanwhile,
the plots for polynomial coefficient exhibit peculiar peaks or plateaus in the left plots. These peaks
are slightly dampened when using the typical interaction in place of the mean interaction.
4.3 Stability Evaluation
We had to develop a statistic for stability based on our distance metric. Consider the k-means
problem in a Euclidean space. Let x1, . . . , xn ∈ Rd be points in an Euclidean space belonging to
clusters {1, . . . ,K}. The cost function relative to the k-means problem is given by
min
{Γ1,...,Γk,z1,...,zn}
1
n
k∑
j=1
∑
i:zi=j
‖xi − Γj‖2.
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The above cost function can also be written as:
min
{z1,...,zn}
1
2n
K∑
k=1
∑
i,j:zi,zj=k
‖xi − xj‖2. (14)
Eq. (14) provides a way to partition the dataset {x1, . . . , xn} so as to optimize the within cluster
distance. We then use a measure equivalent to (14) to evaluate the stability of algorithms. Namely,
if we use the same notation as before, then the stability of the algorithm is measured by computing
1
2n
K∑
k=1
∑
i,j:zi,zj=k
d2((fi1, fi2), (fj1, fj2))), (15)
for varying values of tuning parameters, where d((fi1, fi2), (fj1, fj2))) is the metric introduced in
Eq. (2).
We then calculated this statistic for the MDS approach outlined in Section 3.2. Applying k-
means to the MDS projection of the (non-reflective) Procrustes distance requires the specification
of the following parameters: dimension of the projection, β, and the number of clusters, k. The
results for β ∈ [2, 20] and k ∈ [2, 20] can be seen in Figure 4. From the heatmap, the MDS approach
is particularly stable for k ≥ 15 and β > 5. This is further supported by examining the change in
the statistic introduced in Eq. (15). This makes sense because increasing the dimension for the
MDS representation provides a better representation of the pairwise distance. On the other hand,
increasing k also leads to greater stability. However, the scales in the figure suggests that most of
the instability occurs when k ≤ 10.
As before, we proceed to compare among methods and data sets. First, following Wang and
Zhou [38], we examined the stability of the DTW approach for the encounters segmented by
sticky HMM-HDP. While there are more parameters to consider, we empirically investigated the
results with α and c fixed to 2 and 100 respectively and allowed γ and k to vary between [2, 19]
and [2, 20]. Because changing γ gives us new primitives, we had to interpolate and recalculate
the Procrustes distance for each set of primitives. Second, we wanted to inspect the stability of
"transferring" primitives. In other words, let {(g′j1, g′j2)}kj=1 be the primitives derived from applying
BNP to segment encounters and using the DTW matrices to cluster them and {(fi1, fi2)}ni=1 be
the interactions extracted from the encounters using our two-step approach outlined in Appendix
B. We assign interaction i to cluster j if
j = argminj′=1:kd((fi1, fi2), (g
′
j1, g
′
j2)).
Here, d((fi1, fi2), (g′j1, g′j2)) is the distance introduced in Eq. (1). The results can be seen in Figure
5. For DTW, the results are similar to the results before with respect to k and may even be better.
On the other hand, as seen in the scales in Figure 5, we see that there is greater instability in both
the range and the pattern when we "transfer" primitives. Further, unlike before, this instability
persists even as k increases. This could be due to the more extreme values in the BNP primitive
data set. As a result, there might be primitives that do not exist in the data set segmented by
the two step spline approach. This could mean that as we increase k, we might not be adding
centroids used to cluster the data. In addition, the ones that do exist might be influenced by these
more extreme values. This might be why the values are unstable for lower values of k.
5 Conclusion
We developed a distance metric for the space of trajectory pairs that is invariant under translation
and rotation. By using it to measure the distance between distributions, we could also use this met-
ric for clustering and for evaluating a variety of unsupervised techniques for interaction learning.
The distance metric and geometric approximation methods that we introduced help to address the
challenges for robust learning of non-Euclidean quantities that represent temporally dynamic in-
teractions. These techniques were demonstrated by the unsupervised learning of vehicle-to-vehicle
interactions. An interesting direction for our work is to extend the metric based representation and
geometric algorithms to the multiple-vehicle interaction setting, and general multi-agent settings.
The challenge is the find a right metric or a family of metrics which are both meaningful and
computationally tractable for a number of learning tasks of interests.
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Appendix
A Proofs
A.1 Proof of Proposition 2.1
We need to establish
(a) For any f11, f12, f21, f22 ∈ F,d((f11, f12), (f21, f22)) = 0 if and only if (f11, f12) ∼ (f21, f22).
(b) For any f11, f12, f21, f22 ∈ F, d((f11, f12), (f21, f22)) = d((f21, f22), (f11, f12)).
(c) For any f11, f12, f21, f22, f31, f32 ∈ F, d((f11, f12), (f21, f22))
≤ d((f31, f32), (f21, f22)) + d((f11, f12), (f31, f32)).
Condition (a) follows by definition. To establish (b), note ρ((f11, f12), (f ′1, f ′2)) = ρ((f ′1, f ′2), (f11, f12)),
so
ρ((f11, f12), O1  (f21, f22) + c1)
= ρ(O1  (f21, f22) + c1, (f11, f12)) (16)
= ρ((f21, f22), O
∗
1  (f11, f12)−O∗1  c1),
where the second equality is due to property (i) and (ii) in the proposition, with O∗1 being the
conjugate transpose of O1, which is also orthogonal when O1 is. Now taking infimum over C1 and
O1 the conclusion of part (b) is achieved.
For condition (c), notice that it is easy to see, following the argument similar to Eq. (16), that
inf
O1,O2∈SO(2);C1,C2∈R2
ρ(O2  (f11, f12) + C2, O1  (f21, f22) + C1) (17)
= inf
O1∈SO(2),C1∈R2
ρ((f11, f12), O1  (f21, f22) + C1).
Now for any f31, f32 ∈ F,
ρ(O2  (f11, f12) + C2, O1  (f21, f22) + C1) (18)
≤ ρ(O2  (f11, f12) + C2, (f31, f32)) + ρ((f31, f32), O1  (f21, f22) + C1),
by triangle inequality applied to ρ. Taking infimum wrt O1, O2 ∈ SO(2);C1, C2 ∈ R2, the rest
follows immediately.
A.2 Proof of Proposition 2.2
Note that
d((f11, f12), O  (f21, f22) + c))2 := (19)∫ ∞
0
(
‖f11(x)−O · f21(x)− c‖22 + ‖f12(x)−O · f22(x)− c‖22
)
µ(dx).
Minimizing Eq. (19) with respect to c, for fixed O, we get
c =
∫ ∞
0
f11(x) + f12(x)
2
µ(dx)−O ·
(∫ ∞
0
f21(x) + f22(x)
2
µ(dx)
)
.
Substituting this value of c, we obtain Eq. (20).
inf
c∈R2
(ρ((f11, f12), O  (f21, f22) + c))2
= −2
∫ ∞
0
(
f11(x)−
∫ ∞
0
f11(x) + f12(x)
2
µ(dx)
)T
·O ·
(
f21(x)−
∫ ∞
0
f21(x) + f22(x)
2
µ(dx)
)
µ(dx)
− 2
∫ ∞
0
(
f12(x)−
∫ ∞
0
f11(x) + f12(x)
2
µ(dx)
)T
O ·
(
f22(x)−
∫ ∞
0
f21(x) + f22(x)
2
µ(dx)
)
µ(dx)
+
2∑
i=1
∫ ∞
0
∥∥∥∥f2i(x)− ∫ ∞
0
f21(x) + f22(x)
2
µ(dx)
∥∥∥∥2
2
µ(dx) +
2∑
i=1
∫ ∞
0
∥∥∥∥f1i(x)− ∫ ∞
0
f11(x) + f12(x)
2
µ(dx)
∥∥∥∥2
2
µ(dx).
(20)
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Minimizing Eq. (20) with respect to O is same as maximizing Eq. (21) with respect to O ∈
SO(2).
2trace
(∫ ∞
0
(
f11(x)−
∫ ∞
0
f11(x) + f12(x)
2
µ(dx)
)T
·O ·
(
f21(x)−
∫ ∞
0
f21(x) + f22(x)
2
µ(dx)
)
µ(dx)
)
+ 2trace
(∫ ∞
0
(
f12(x)−
∫ ∞
0
f11(x) + f12(x)
2
µ(dx)
)T
·O·
(
f22(x)−
∫ ∞
0
f21(x) + f22(x)
2
µ(dx)
)
µ(dx)
)
= 2trace(UDV T ·O) = 2trace(D(UT ·OT · V )T ).
(21)
Now, this is maximized for O ∈ SO(2), when O = V T
[
1 0
0 det(V TU)
]
U . Plugging in this mini-
mizing value for O, we get the solution for
inf(f ′1,f ′2)∈(O,C)(f21,f22)(ρ((f11, f12), (f
′
1, f
′
2)))
2 as required.
Lemma 1. Assume that (f ′, g′) ∈ C(f,g) ∪ O(f,g) =⇒ d((f ′, g′), (f, g)) = 0. Then, for all
c ∈ R2, O ∈ SO(2),
d((f11, f12), (f21, f22))
= d((O  f11 + c,O  f12 + c), (f21, f22)). (22)
Proof. By triangle inequality, d((f11, f12), (f21, f22)) ≤ d((O  f11 + c,O  f12 + c), (f21, f22)) +
d((O  f11 + c,O  f12 + c), (f11, f12)), so by assumption d((f11, f12), (f21, f22)) ≤ d((O  f11 +
c,O  f12 + c), (f21, f22)). The lemma follows by considering the reverse inequality.
B Obtaining primitives via splines
Our two-step procedure to extract primitives is as follows.
1. Add change points for each trajectory via the following steps. (a) Test whether using the
midpoint as a change point reduces the squared error of the fitted polynomial (b) If it does,
return the midpoint. (c) Otherwise, test whether using the midpoint of the valid interval
of the half with the larger square error as a change point reduces the squared error. Rule
out the other half as a site for change points. (d) Repeat (b)-(c) until either a change point
is found or no further candidates exist. (e) If a change point was added previously, repeat
(a)-(d) for the two segments and any subsequent segments. Stop when no more change points
are added.
2. Combine the change points from all trajectories in the following manner. Remove change
points via a forward search in the following way. Suppose that we have a set, C, of L ordered
change points, c1, c2, ..., cL, across all trajectories. Let c0 denote the start point and cL+1
denote the end point. Define  to be our tolerence. Proceed in these steps: (a) Set ` = 0,
`′ = 1, and `′′ = 2; (b) Fit a polynomial to each trajectory from c` to c`′′ ; (c) If the sum of
the squared error of the fitted polynomials is below  or there are only 4 observations between
c` and c`′′ , remove c`′ from the set of C. Otherwise, increment `. Increase `′ and `′′ by one
and go back to (b) if `′′ ≤ L + 1; (d) Set L to be the size of C. Re-index the change points
in C from one to L and return C.
To select  from a set of potential tolerances, we set it to be the value that after running (2),
minimizes
n∑
i=1
L+1∑
`=1
(
f(ti)− fˆ`(ti)
)2
1(ti≤c`) + L+ 2.
C Algorithm for centering and reorienting primitives
Algorithm 4 provides a way to reorient one set of interactions to another and is embedded in
Algorithms 2 and 3.
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(a) Multidim. scal-
ing approach (cf.
Section 3.2.1)
(b) First geometric
approx. (cf. Sec-
tion 3.2.2)
(c) Second geomet-
ric approx. (cf. Sec-
tion 3.2.2)
(d) Polynomial co-
efficients (cf. Sec-
tion 4.2)
(e) DTW cost ma-
trix (cf. [38])
Figure 6: Plot of the three most typical interactions organized from the cluster with the most
interaction to the cluster with the fewest for various methods. See Figure 2 for the legend and for
how the interactions are oriented.
Algorithm 4 Centering and reorienting interactions
Input: Two interaction samples, (fi1, fi2) and (fj1, fj2)
Output: A centered (fi1, fi2) and a centered (fj1, fj2) reoriented to the centered (fi1, fi2)
1: Set f˜i(t) ∈ R2tm × R2 to be the concatenation of fi1 and fi2 such that f˜i(t) = fi1(t) for t = 1, 2, . . . tm and
f˜i(t) = fi2(t) for t = tm + 1, tm + 2, . . . 2tm and f˜j(t) ∈ R2tm ×R2 be the same concatenation of fi1 and fi2.
2: For fi(t) ∈ R2tm ×R2 and fi(t) ∈ R2tm ×R2, set
fi(t) = f˜i(t)−
1
2tm
2tm∑
t′=1
f˜i(t
′
)
fj(t) = f˜j(t)−
1
2tm
2tm∑
t′=1
f˜j(t
′
).
3: Perform singular value decomposition to get the matrices U , D, V such that UDV T = fj(t)T fi(t).
4: From before, let
O˜ = V T
[
1 0
0 det(V TU)
]
U.
Then, set f ′i1(t), f
′
i2(t) ∈ RT ×R2 to be the matrices such that for t = 1, 2, . . . , T ,
f
′
i1(t) = fi(t)
f
′
i2(t) = fi(t+ tm).
On the other hand, set f ′j1(t), f
′
j2(t) ∈ RT ×R2 to be the matrices such that for t = 1, 2, . . . , T ,
f
′
j1(t) = (O˜fj)(t)
f
′
j2(t) = (O˜fj)(t+ tm).
5: Return (f ′i1, f
′
i2) and (f
′
j1, f
′
j2).
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