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ON KNO¨RRER PERIODICITY FOR QUADRIC HYPERSURFACES IN SKEW
PROJECTIVE SPACES
KENTA UEYAMA
Abstract. We study the structure of the stable category CMZ(S/(f)) of graded maximal Cohen-
Macaulay module over S/(f) where S is a graded (±1)-skew polynomial algebra in n variables of
degree 1, and f = x21 + · · · + x
2
n. If S is commutative, then the structure of CM
Z(S/(f)) is well-
known by Kno¨rrer’s periodicity theorem. In this paper, we prove that if n ≤ 5, then the structure of
CM
Z(S/(f)) is determined by the number of irreducible components of the point scheme of S which
are isomorphic to P1.
1. Introduction
Throughout this paper, we fix an algebraically closed field k of characteristic 0.
Kno¨rrer’s periodicity theorem ([5, Theorem 3.1]) plays an essential role in Cohen-Macaulay rep-
resentation theory of Gorenstein rings. As a special case of Kno¨rrer’s periodicity theorem, the
following result is well-known (see also [3]).
Theorem 1.1. Let S = k[x1, . . . , xn] be a graded polynomial algebra generated in degree 1, and
f = x21 + x
2
2 + · · · + x2n. Let CMZ(S/(f)) denote the stable category of graded maximal Cohen-
Macaulay module over S/(f).
(1) If n is odd, then CMZ(S/(f)) ∼= CMZ(k[x]/(x2)) ∼= Db(mod k).
(2) If n is even, then CMZ(S/(f)) ∼= CMZ(k[x, y]/(x2 + y2)) ∼= Db(mod k2).
The purpose of this paper is to study a “(±1)-skew” version of Theorem 1.1.
Definition 1.2. Let n ∈ N+.
(1) We say that S is a graded skew polynomial algebra if
S = k〈x1, . . . , xn〉/(xixj − αijxjxi)1≤i,j≤n
where αii = 1 for every 1 ≤ i ≤ n, αijαji = 1 for every 1 ≤ i, j ≤ n, and deg xi = 1 for every
1 ≤ i ≤ n.
(2) We say that S is a graded (±1)-skew polynomial algebra if
S = k〈x1, . . . , xn〉/(xixj − εijxjxi)1≤i,j≤n
is a graded skew polynomial algebra such that εij equals either 1 or −1 for every 1 ≤ i, j ≤
n, i 6= j.
Clearly, a graded polynomial algebra k[x1, . . . , xn] generated in degree 1 is an example of a graded
(±1)-skew polynomial algebra. Consider the element
f = x21 + x
2
2 + · · ·+ x2n
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of a graded skew polynomial algebra S = k〈x1, . . . , xn〉/(xixj − αijxjxi). Then we notice that f is
normal if and only if f is central if and only if S is a (±1)-skew polynomial algebra.
Let S = k〈x1, . . . , xn〉/(xixj − εijxjxi) be a graded (±1)-skew polynomial algebra so that f =
x21 + x
2
2 + · · · + x2n ∈ S is a homogeneous regular central element. Let A be the graded quotient
algebra S/(f). Since S is a noetherian AS-regular algebra of dimension n and A is a noetherian
AS-Gorenstein algebra of dimension n − 1, A is regarded as a homogeneous coordinate ring of a
quadric hypersurface in a (±1)-skew projective space. The main focus of this paper is to determine
the structure of CMZ(A) from a geometric data associated to S called the point scheme of S. Based
on our experiments, we propose the following conjecture.
Conjecture 1.3. Let S = k〈x1, . . . , xn〉/(xixj−εijxjxi) be a graded (±1)-skew polynomial algebra,
f = x21 + x
2
2 + · · · + x2n ∈ S, and A = S/(f). Let ℓ be the number of irreducible components of the
point scheme of S which are isomorphic to P1.
(1) If n is odd, then(
2m− 1
2
)
< ℓ ≤
(
2m+ 1
2
)
⇐⇒ CMZ(A) ∼= Db(mod k22m)
for m ∈ N where we consider (−12 ) = −∞, (12) = 0.
(2) If n is even, then(
2m
2
)
< ℓ ≤
(
2m+ 2
2
)
⇐⇒ CMZ(A) ∼= Db(mod k22m+1)
for m ∈ N where we consider (02) = −∞.
We prove the following result.
Theorem 1.4 (Theorem 3.10). Let S = k〈x1, . . . , xn〉/(xixj − εijxjxi) be a graded (±1)-skew
polynomial algebra, f = x21 + x
2
2 + · · · + x2n ∈ S, and A = S/(f). Assume that n ≤ 5. Let ℓ be the
number of irreducible components of the point scheme of S which are isomorphic to P1.
(1) If n is odd, then ℓ ≤ 10 and
ℓ = 0⇐⇒ CMZ(A) ∼= Db(mod k),
0 < ℓ ≤ 3⇐⇒ CMZ(A) ∼= Db(mod k4),
3 < ℓ ≤ 10⇐⇒ CMZ(A) ∼= Db(mod k16).
(2) If n is even, then ℓ ≤ 6 and
0 ≤ ℓ ≤ 1⇐⇒ CMZ(A) ∼= Db(mod k2),
1 < ℓ ≤ 6⇐⇒ CMZ(A) ∼= Db(mod k8).
This theorem asserts that Conjecture 1.3 is true if n ≤ 5.
2. Preliminaries
2.1. Notations. For an algebra A, we denote by ModA the category of right A-modules, and by
modA the full subcategory consisting of finitely generated modules. The bounded derived category
of modA is denoted by Db(modA).
For a connected graded algebra A, that is, A =
⊕
i∈NAi with A0 = k, we denote by GrModA the
category of graded right A-modules with A-module homomorphisms of degree zero, and by grmodA
the full subcategory consisting of finitely generated graded modules.
Let A be a noetherian AS-Gorenstein algebra of dimension n (see [4, Section 1] for the definition).
We define the local cohomology modules of M ∈ grmodA by Him(M) := limn→∞ExtiA(A/A≥n,M).
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It is well-known that Him(A) = 0 for all i 6= n. We say that M ∈ grmodA is graded maximal Cohen-
Macaulay if Him(M) = 0 for all i 6= n. We denote by CMZ(A) the full subcategory of grmodA
consisting of graded maximal Cohen-Macaulay modules.
The stable category of graded maximal Cohen-Macaulay modules, denoted by CMZ(A), has the
same objects as CMZ(A) and the morphism set is given by
HomCMZ(A)(M,N) = HomgrmodA(M,N)/P (M,N)
for any M,N ∈ CMZ(A), where P (M,N) consists of degree zero A-module homomorphisms that
factor through a projective module in grmodA. Since A is AS-Gorenstein, CMZ(A) is a triangulated
category with respect to the translation functor M [−1] = ΩM (the syzygy of M) by [8, Theorem
3.1].
2.2. The algebra C(A). The method we use is due to Smith and Van den Bergh [8]; it was
originally developed by Buchweitz, Eisenbud, and Herzog [3].
Let S be an n-dimensional noetherian AS-regular algebra with the Hilbert seriesHS(t) = (1−t)−n.
Then S is Koszul by [7, Theorem 5.11]. Let f ∈ S be a homogeneous regular central element of
degree 2, and let A = S/(f). Then A is Koszul by [8, Lemma 5.1 (1)], and there exists a central
regular element w ∈ A!2 such that A!/(w) ∼= S! by [8, Lemma 5.1 (2)]. We can define the algebra
C(A) := A![w−1]0.
By [8, Lemma 5.1 (3)], we have dimk C(A) = dimk(S
!)(2) = 2n−1.
Theorem 2.1 ([8, Proposition 5.2]). Let notation be as above. Then CMZ(A) ∼= Db(modC(A)).
2.3. The point schemes of skew polynomial algebras. Let S be a quantum polynomial algebra
of dimension n (see [6, Definition 2.1] for the definition).
Definition 2.2. A graded module M ∈ GrModS is called a point module if M is cyclic, generated
in degree 0, and HM (t) = (1− t)−1.
If M ∈ GrModS is a point module, then M be written as a quotient S/(g1S+ g2S+ · · ·+ gn−1S)
with linearly independent g1, . . . , gn−1 ∈ S1 by [6, Corollary 5.7, Theorem 3.8], so we can associate
it with a unique point pM := V(g1, . . . , gn−1) in P(S∗1) = Pn−1. Then the subset
E := {pM ∈ Pn−1 |M ∈ GrModS is a point module}
has a k-scheme structure by [1], and it is called the point scheme of S. Point schemes have a pivotal
role in noncommutative algebraic geometry.
Thanks to the following result, we can compute the point scheme of a graded skew polynomial
algebra.
Theorem 2.3 ([9, Proposition 4.2], [2, Theorem 1 (1)]). Let S = k〈x1, . . . , xn〉/(xixj −αijxjxi) be
a graded skew polynomial algebra. Then the point scheme of S is given by
E =
⋂
1≤i<j<k≤n
αijαjkαki 6=1
V(xixjxk) ⊂ Pn−1.
For 1 ≤ i0, . . . , is ≤ n, we define the subspace
P(i1, . . . , is) :=
⋂
1≤j≤n
j 6=i1,...,j 6=is
V(xj) ⊂ Pn−1.
It is easy to see that the point scheme of a graded skew polynomial algebra in 3 variables is
isomorphic to P2 or P(2, 3)∪P(1, 3)∪P(1, 2). The following is the classification of the point schemes
of graded skew polynomial algebras in 4 variables.
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Proposition 2.4 ([9, Corollary 5.1], [2, Section 4.2]). Let S = k〈x1, x2, x3, x4〉/(xixj − αijxjxi) be
a graded skew polynomial algebra in 4 variables. Then the point scheme of S is isomorphic one of
the following:
• P3;
• P(1, 2, 4) ∪ P(1, 2, 3) ∪ P(3, 4);
• P(2, 3, 4) ∪ P(1, 4) ∪ P(1, 3) ∪ P(1, 2);
• P(3, 4) ∪ P(2, 4) ∪ P(2, 3) ∪ P(1, 4) ∪ P(1, 3) ∪ P(1, 2).
3. Results
Throughout this section,
• S = k〈x1, . . . , xn〉/(xixj − εijxjxi) is a graded (±1)-skew polynomial algebra,
• E is the point scheme of S,
• f = x21 + x22 + · · ·+ x2n ∈ S2 (a regular central element of S), and
• A = S/(f).
Note that εij = εji holds for every 1 ≤ i, j ≤ n.
Lemma 3.1. (1) A! is isomorphic to k〈x1, . . . , xn〉/(εijxixj + xjxi, x2n − x2i )1≤i,j≤n,i 6=j.
(2) w = x2n ∈ A!2 is a central regular element such that A!/(w) ∼= S!.
(3) C(A) := A![w−1]0 is isomorphic to
k〈t1, . . . , tn−1〉/(titj + εniεijεjntjti, t2i − 1)1≤i,j≤n−1,i 6=j.
Proof. (1) and (2) follow from direct calculation.
(3) Since S has a k-basis {xi11 xi22 · · · xinn | i1, i2, . . . , in ≥ 0}, and
(xnxiw
−1)(xnxjw
−1) = xnxixnxjw
−2 = −εnix2nxixjw−2 = −εnixixjw−1
in C(A) for 1 ≤ i ≤ n− 1, i 6= j, it follows that {xnx1w−1, . . . , xnxn−1w−1} is a set of generators of
C(A). Put ti := xnxiw
−1 for 1 ≤ i ≤ n− 1. Since
titj = (xnxiw
−1)(xnxjw
−1) = −εnixixjw−1 = εniεjixjxiw−1
= −εniεijεjn(−εnjxjxiw−1) = −εniεijεjn(xnxjw−1)(xnxiw−1) = −εniεijεjntjti,
for 1 ≤ i, j ≤ n− 1, i 6= j, and
t2i = (xnxiw
−1)(xnxiw
−1) = −εnix2iw−1 = −εnix2nw−1 = −εni
for 1 ≤ i ≤ n− 1, we have a surjection k〈t1, . . . , tn−1〉/(titj + εniεijεjntjti, t2i + εni)→ C(A). This
is an isomorphism because the algebras have the same dimension. Since εni 6= 0 for 1 ≤ i ≤ n− 1,
the homomorphism defined by ti →
√−εniti induces the isomorphism
k〈t1, . . . , tn−1〉/(titj + εniεijεjntjti, t2i + εni) ∼−→ k〈t1, . . . , tn−1〉/(titj + εniεijεjntjti, t2i − 1).

Proposition 3.2. (1) If E = Pn−1, then C(A) is isomorphic to
C+ := k〈t1, . . . , tn−1〉/(titj + tjti, t2i − 1)1≤i,j≤n−1,i 6=j.
(2) E =
⋃
1≤i<j≤n P(i, j) if and only if C(A) is isomorphic to
C− := k〈t1, . . . , tn−1〉/(titj − tjti, t2i − 1)1≤i,j≤n−1,i 6=j.
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Proof. First note that
εijεjkεki = (εniεijεjn)(εnjεjkεkn)(εnkεkiεin) (3.1)
for 1 ≤ i < j < k ≤ n.
(1) By Theorem 2.3, (3.1), and Lemma 3.1 (3), it follows that
E = Pn−1 ⇐⇒ εijεjkεki = 1 for every 1 ≤ i < j < k ≤ n
⇐⇒ εniεijεjn = 1 for every 1 ≤ i < j ≤ n
=⇒ C(A) ∼= C+.
(2) By Theorem 2.3, (3.1), and Lemma 3.1 (3), it follows that
E =
⋃
1≤i<j≤n
P(i, j)⇐⇒ εijεjkεki 6= 1 for every 1 ≤ i < j < k ≤ n
⇐⇒ εijεjkεki = −1 for every 1 ≤ i < j < k ≤ n
⇐⇒ εniεijεjn = −1 for every 1 ≤ i < j ≤ n
⇐⇒ C(A) ∼= C−.
Here the last ⇐= is by commutativity of C(A). 
Theorem 3.3. (1) If E = Pn−1 and n is odd, then CMZ(S/(f)) ∼= Db(mod k).
(2) If E = Pn−1 and n is even, then CMZ(S/(f)) ∼= Db(mod k2).
(3) E =
⋃
1≤i<j≤n P(i, j) if and only if CM
Z(S/(f)) ∼= Db(mod k2n−1).
Proof. Since C+ is a Clifford algebra over k, it is known that
C+ ∼=
{
M2(n−1)/2(k) if n is odd,
M2(n−2)/2(k)
2 if n is even,
(3.2)
so
modC+ ∼=
{
modM2(n−1)/2(k)
∼= mod k if n is odd,
modM2(n−2)/2(k)
2 ∼= mod k2 if n is even.
Thus (1) and (2) follow from Theorem 2.1 and Proposition 3.2 (1).
We next show (3). If E =
⋃
1≤i<j≤n P(i, j), then C(A)
∼= C− by Proposition 3.2 (2). Since
C− is isomorphic to the group algebra of (Z2)
n−1 over k, we have C− ∼= k2n−1 , so it follows
that CMZ(S/(f)) ∼= Db(mod k2n−1) by Theorem 2.1. Conversely, if CMZ(S/(f)) ∼= Db(mod k2n−1),
then Db(modC(A)) ∼= Db(mod k2n−1) by Theorem 2.1. Since dimk C(A) = 2n−1, it follows that
C(A) ∼= k2n−1 ∼= C−. Hence E =
⋃
1≤i<j≤n P(i, j) by Proposition 3.2 (2). 
Note that Theorem 3.3 (1), (2) recover Theorem 1.1, and Theorem 3.3 (3) shows that a new
phenomenon appears in the noncommutative case. We can now give an explicit classification of
CMZ(A) in the case n ≤ 3 (the case n = 1 is clear; see Theorem 1.1 (1)).
Corollary 3.4. (1) If n = 2, then E = P1 and CMZ(A) ∼= Db(mod k2).
(2) If n = 3, then
E = P2 ⇐⇒ CMZ(A) ∼= Db(mod k),
E = P(2, 3) ∪ P(1, 3) ∪ P(1, 2) ⇐⇒ CMZ(A) ∼= Db(mod k4).
Proof. These follow from Theorem 2.3 and Theorem 3.3. 
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As we will see later, the converse of Theorem 3.3 (1), (2) does not hold in general. So, in order
to give a classification for the cases n = 4 and n = 5, we need a precise computation.
For a permutation σ ∈ Sn, we have an isomorphism
S = k〈x1, . . . , xn〉/(xixj − εijxjxi) ∼−→
ϕ
k〈x1, . . . , xn〉/(xσ(i)xσ(j) − εijxσ(j)xσ(i)) =: Sσ
between graded (±1)-skew polynomial algebras, which we call a permutation isomorphism. Since
ϕ preserves f , it induces an isomorphism
A = S/(f)
∼−→ Sσ/(f),
which we also call a permutation isomorphism.
Lemma 3.5. If n = 4, then, via a permutation isomorphism, S is isomorphic to a graded (±1)-skew
polynomial algebra whose point scheme is one of the following:
(4a) P3;
(4b) P(1, 2, 4) ∪ P(1, 2, 3) ∪ P(3, 4);
(4c) P(3, 4) ∪ P(2, 4) ∪ P(2, 3) ∪ P(1, 4) ∪ P(1, 3) ∪ P(1, 2).
Proof. First, via a permutation isomorphism, S is isomorphic to one of the following:
(4i) a graded (±1)-skew polynomial algebra with ε41ε12ε24 = ε41ε13ε34 = ε42ε23ε34 = 1;
(4ii) a graded (±1)-skew polynomial algebra with ε41ε12ε24 = ε41ε13ε34 = 1, ε42ε23ε34 = −1;
(4iii) a graded (±1)-skew polynomial algebra with ε41ε12ε24 = 1, ε41ε13ε34 = ε42ε23ε34 = −1;
(4iv) a graded (±1)-skew polynomial algebra with ε41ε12ε24 = ε41ε13ε34 = ε42ε23ε34 = −1.
Note that the above follows from (3.1) and the classification of simple graphs of order 3:
3 1
2
3 1
2
3 1
2
3 1
✁✁
✁✁
2
(we define ε4iεijεj4 = −1 if {i, j} is an edge in the graph, and ε4iεijεj4 = 1 otherwise).
The point scheme of an algebra in the case (4i) is P3, so this is (4a).
The point scheme of an algebra in the case (4iii) is
V(x1x3x4) ∩ V(x2x3x4) = V(x3) ∪ V(x4) ∪ V(x1, x2),
so this is (4b). The point scheme of an algebra in the case (4ii) is V(x1x2x3) ∩ V(x2x3x4) =
V(x2) ∪ V(x3) ∪ V(x1, x4), so an algebra in the case (4ii) is isomorphic to an algebra in the case
(4iii) via the permutation isomorphism induced by σ = ( 1 2 3 41 4 3 2 ).
The point scheme of an algebra in the case (4iv) is
⋂
1≤i<j<k≤4 V(xixjxk) =
⋃
1≤i<j≤4 V(xi, xj),
so this is (4c). 
Remark 3.6. It follows from Lemma 3.5 that not every point scheme in Proposition 2.4 appears as
the point scheme of a graded (±1)-skew polynomial algebra.
Lemma 3.7. If n = 5, then, via a permutation isomorphism, S is isomorphic to a graded (±1)-skew
polynomial algebra whose point scheme is one of the following:
(5a) P4;
(5b) P(1, 2, 3, 5) ∪ P(1, 2, 3, 4) ∪ P(4, 5);
(5c) P(1, 2, 3, 4) ∪ P(3, 4, 5) ∪ P(1, 2, 5);
(5d) P(3, 4, 5) ∪ P(1, 4, 5) ∪ P(1, 2, 5) ∪ P(1, 2, 3) ∪ P(2, 3, 4);
(5e) P(1, 3, 5) ∪ P(1, 3, 4) ∪ P(1, 2, 5) ∪ P(1, 2, 4) ∪ P(4, 5) ∪ P(2, 3);
(5f) P(1, 2, 5) ∪ P(1, 2, 4) ∪ P(1, 2, 3) ∪ P(4, 5) ∪ P(3, 5) ∪ P(3, 4);
(5g) P(4, 5) ∪ P(3, 5) ∪ P(3, 4) ∪ P(2, 5) ∪ P(2, 4) ∪ P(2, 3) ∪ P(1, 5) ∪ P(1, 4) ∪ P(1, 3) ∪ P(1, 2).
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Proof. First, via a permutation isomorphism, S is isomorphic to one of the following:
(5i) a graded (±1)-skew polynomial algebra with
ε51ε12ε25 = 1, ε51ε13ε35 = 1, ε51ε14ε45 = 1, ε52ε23ε35 = 1, ε52ε24ε45 = 1, ε53ε34ε45 = 1;
(5ii) a graded (±1)-skew polynomial algebra with
ε51ε12ε25 = 1, ε51ε13ε35 = 1, ε51ε14ε45 = 1, ε52ε23ε35 = 1, ε52ε24ε45 = 1, ε53ε34ε45 = −1;
(5iii) a graded (±1)-skew polynomial algebra with
ε51ε12ε25 = 1, ε51ε13ε35 = 1, ε51ε14ε45 = 1, ε52ε23ε35 = 1, ε52ε24ε45 = −1, ε53ε34ε45 = −1;
(5iv) a graded (±1)-skew polynomial algebra with
ε51ε12ε25 = −1, ε51ε13ε35 = 1, ε51ε14ε45 = 1, ε52ε23ε35 = 1, ε52ε24ε45 = 1, ε53ε34ε45 = −1;
(5v) a graded (±1)-skew polynomial algebra with
ε51ε12ε25 = 1, ε51ε13ε35 = 1, ε51ε14ε45 = −1, ε52ε23ε35 = 1, ε52ε24ε45 = −1, ε53ε34ε45 = −1;
(5vi) a graded (±1)-skew polynomial algebra with
ε51ε12ε25 = 1, ε51ε13ε35 = −1, ε51ε14ε45 = 1, ε52ε23ε35 = −1, ε52ε24ε45 = −1, ε53ε34ε45 = 1;
(5vii) a graded (±1)-skew polynomial algebra with
ε51ε12ε25 = 1, ε51ε13ε35 = −1, ε51ε14ε45 = −1, ε52ε23ε35 = 1, ε52ε24ε45 = 1, ε53ε34ε45 = −1;
(5viii) a graded (±1)-skew polynomial algebra with
ε51ε12ε25 = 1, ε51ε13ε35 = −1, ε51ε14ε45 = −1, ε52ε23ε35 = −1, ε52ε24ε45 = −1, ε53ε34ε45 = 1;
(5ix) a graded (±1)-skew polynomial algebra with
ε51ε12ε25 = 1, ε51ε13ε35 = 1, ε51ε14ε45 = −1, ε52ε23ε35 = −1, ε52ε24ε45 = −1, ε53ε34ε45 = −1;
(5x) a graded (±1)-skew polynomial algebra with
ε51ε12ε25 = 1, ε51ε13ε35 = −1, ε51ε14ε45 = −1, ε52ε23ε35 = −1, ε52ε24ε45 = −1, ε53ε34ε45 = −1;
(5xi) a graded (±1)-skew polynomial algebra with
ε51ε12ε25 = −1, ε51ε13ε35 = −1, ε51ε14ε45 = −1, ε52ε23ε35 = −1, ε52ε24ε45 = −1, ε53ε34ε45 = −1;
Note that the above follows from (3.1) and the classification of simple graphs of order 4:
4 1
3 2
4 1
3 2
4
❂❂
❂❂
1
3 2
4 1
3 2
4
❂❂
❂❂
1
3 2
4
❂❂
❂❂
1
✁✁
✁✁
3 2
4 1
✁✁
✁✁
3 2
4
❂❂
❂❂
1
✁✁
✁✁
3 2
4
❂❂
❂❂
1
3 2
4
❂❂
❂❂
1
✁✁
✁✁
3 2
4
❂❂
❂❂
1
✁✁
✁✁
3 2
(we define ε5iεijεj5 = −1 if {i, j} is an edge in the graph, and ε5iεijεj5 = 1 otherwise).
The point scheme of an algebra in the case (5i) is P4, so this is (5a).
The point scheme of an algebra in the case (5v) is
V(x1x4x5) ∩ V(x2x4x5) ∩ V(x3x4x5) = V(x4) ∪ V(x5) ∪ V(x1, x2, x3),
so this is (5b). The point scheme of an algebra in the case (5ii) is V(x1x3x4) ∩ V(x2x3x4) ∩
V(x3x4x5) = V(x3)∪V(x4)∪V(x1, x2, x5), so an algebra in the case (5ii) is isomorphic to an algebra
in the case (5v) via the permutation isomorphism induced by σ = ( 1 2 3 4 51 2 5 4 3 ).
The point scheme of an algebra in the case (5viii) is
V(x1x3x5) ∩ V(x1x4x5) ∩ V(x2x3x5) ∩ V(x2x4x5) = V(x5) ∪ V(x1, x2) ∪ V(x3, x4),
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so this is (5c). The point scheme of an algebra in the case (5iii) is V(x1x2x4) ∩ V(x1x3x4) ∩
V(x2x4x5)∩V(x3x4x5) = V(x4)∪V(x1, x5)∪V(x2, x3), so an algebra in the case (5iii) is isomorphic
to an algebra in the case (5viii) via the permutation isomorphism induced by σ = ( 1 2 3 4 51 4 3 5 2 ).
The point scheme of an algebra in the case (5vi) is
V(x1x2x4) ∩ V(x1x3x4) ∩ V(x1x3x5) ∩ V(x2x3x5) ∩ V(x2x4x5)
= V(x1, x2) ∪ V(x2, x3) ∪ V(x3, x4) ∪ V(x4, x5) ∪ V(x5, x1),
so this is (5d).
The point scheme of an algebra in the case (5ix) is
V(x1x2x3) ∩ V(x1x4x5) ∩ V(x2x3x4) ∩ V(x2x3x5) ∩ V(x2x4x5) ∩ V(x3x4x5)
= V(x2, x4) ∪ V(x2, x5) ∪ V(x3, x4) ∪ V(x3, x5) ∪ V(x1, x2, x3) ∪ V(x1, x4, x5),
so this is (5e). The point scheme of an algebra in the case (5iv) is V(x1x2x3) ∩ V(x1x2x4) ∩
V(x1x2x5) ∩ V(x1x3x4) ∩ V(x2x3x4) ∩ V(x3x4x5) = V(x1, x3) ∪ V(x1, x4) ∪ V(x2, x3) ∪ V(x2, x4) ∪
V(x1, x2, x5) ∪ V(x3, x4, x5), so an algebra in the case (5iv) is isomorphic to an algebra in the case
(5ix) via the permutation isomorphism induced by σ = ( 1 2 3 4 53 2 5 4 1 ).
The point scheme of an algebra in the case (5x) is
V(x1x3x4) ∩ V(x1x3x5) ∩ V(x1x4x5) ∩ V(x2x3x4) ∩ V(x2x3x5) ∩ V(x2x4x5) ∩ V(x3x4x5)
= V(x3, x4) ∪ V(x3, x5) ∪ V(x4, x5) ∪ V(x1, x2, x3) ∪ V(x1, x2, x4) ∪ V(x1, x2, x5),
so this is (5f). The point scheme of an algebra in the case (5vii) is V(x1x2x3) ∩ V(x1x2x4) ∩
V(x1x3x4) ∩ V(x1x3x5) ∩ V(x1x4x5) ∩ V(x2x3x4) ∩ V(x3x4x5) = V(x1, x3) ∪ V(x1, x4) ∪ V(x3, x4) ∪
V(x1, x2, x5)∪V(x2, x3, x5)∪V(x2, x4, x5), so an algebra in the case (5vii) is isomorphic to an algebra
in the case (5x) via the permutation isomorphism induced by σ = ( 1 2 3 4 55 2 3 4 1 ).
The point scheme of an algebra in the case (5xi) is
⋂
1≤i<j<k≤5 V(xixjxk) =
⋃
1≤i<j<k≤5 V(xi, xj , xk),
so this is (5g). 
To describe the algebras C(A) appearing in Lemma 3.1, we show that the following algebras are
isomorphic to algebras of the form Mi(k)
j .
Lemma 3.8. (1) Ci := k〈t1, t2, t3〉/(t1t2 + t2t1, t1t3 + t3t1, t2t3 − t3t2, t21 − 1, t22 − 1, t23 − 1) is
isomorphic to M2(k)
2.
(2) Cii := k〈t1, t2, t3〉/(t1t2 + t2t1, t1t3 − t3t1, t2t3 − t3t2, t21 − 1, t22 − 1, t23 − 1) is isomorphic to
M2(k)
2.
(3) Ciii := k〈t1, t2, t3, t4〉/(t1t2+ t2t1, t1t3+ t3t1, t1t4− t4t1, t2t3+ t3t2, t2t4− t4t2, t3t4− t4t3, t21−
1, t22 − 1, t23 − 1, t24 − 1) is isomorphic to M2(k)4.
(4) Civ := k〈t1, t2, t3, t4〉/(t1t2+ t2t1, t1t3− t3t1, t1t4− t4t1, t2t3− t3t2, t2t4− t4t2, t3t4+ t4t3, t21−
1, t22 − 1, t23 − 1, t24 − 1) is isomorphic to M4(k).
(5) Cv := k〈t1, t2, t3, t4〉/(t1t2+ t2t1, t1t3− t3t1, t1t4+ t4t1, t2t3− t3t2, t2t4− t4t2, t3t4+ t4t3, t21−
1, t22 − 1, t23 − 1, t24 − 1) is isomorphic to M4(k).
(6) Cvi := k〈t1, t2, t3, t4〉/(t1t2+ t2t1, t1t3+ t3t1, t1t4− t4t1, t2t3− t3t2, t2t4− t4t2, t3t4− t4t3, t21−
1, t22 − 1, t23 − 1, t24 − 1) is isomorphic to M2(k)4.
(7) Cvii := k〈t1, t2, t3, t4〉/(t1t2+ t2t1, t1t3− t3t1, t1t4− t4t1, t2t3− t3t2, t2t4− t4t2, t3t4− t4t3, t21−
1, t22 − 1, t23 − 1, t24 − 1) is isomorphic to M2(k)4.
Proof. (1) Let
e1 =
1
4
(1 + t2 + t3 + t2t3), e2 =
1
4
(1− t2 + t3 − t2t3),
e3 =
1
4
(1 + t2 − t3 − t2t3), e4 = 1
4
(1− t2 − t3 + t2t3).
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Then they form a complete set of orthogonal idempotents of Ci. Since
e1t1 =
1
4
(1 + t2 + t3 + t2t3)t1 =
1
4
t2(1− t1 − t3 + t2t3) = t1e4,
e2t1 =
1
4
(1− t2 + t3 − t2t3)t1 = 1
4
t2(1 + t1 − t3 − t2t3) = t1e3,
e3t1 =
1
4
(1 + t2 − t3 − t2t3)t1 = 1
4
t2(1− t1 + t3 − t2t3) = t1e2,
e4t1 =
1
4
(1− t2 − t3 + t2t3)t1 = 1
4
t2(1 + t1 + t3 + t2t3) = t1e1,
it follows that the map M2(k)
2 → Ci;((
a11 a12
a21 a22
)
,
(
b11 b12
b21 b22
))
7→ a11e1 +a12e1t1e4 +b11e2 +b12e2t1e3
+a21e4t1e1 +a22e4 +b21e3t1e2 +b22e3
is an isomorphism of algebras.
(2) Since t3 commutes with t1, t2 in Cii, we have
Cii ∼= k〈t1, t2〉/(t1t2 + t2t1, t21 − 1, t22 − 1)⊗k k[t3]/(t23 − 1) ∼= M2(k)⊗k k2 ∼= M2(k)2
by (3.2).
(3) Since t4 commutes with t1, t2, t3 in Ciii, we have
Ciii ∼= k〈t1, t2, t3〉/(t1t2 + t2t1, t1t3 + t3t1, t2t3 + t3t2, t21 − 1, t22 − 1, t23 − 1)⊗k k[t4]/(t24 − 1)
∼= M2(k)2 ⊗k k2 ∼= M2(k)4
by (3.2).
(4) Since t3, t4 commute with t1, t2 in Civ, we have
Civ ∼= k〈t1, t2〉/(t1t2 + t2t1, t21 − 1, t22 − 1)⊗k k〈t3, t4〉/(t3t4 + t4t3, t23 − 1, t24 − 1)
∼= M2(k)⊗k M2(k) ∼= M4(k)
by (3.2).
(5) Let
e1 =
1
4
(1 + t1 + t3 + t1t3), e2 =
1
4
(1− t1 + t3 − t1t3),
e3 =
1
4
(1 + t1 − t3 − t1t3), e4 = 1
4
(1− t1 − t3 + t1t3).
Then they form a complete set of orthogonal idempotents of Cv. Similar to the proof of (1), we
have
e1t4 = t4e4, e1t2 = t2e2, e1t4t2 = t4t2e3,
e2t4 = t4e3, e2t2 = t2e1, e2t4t2 = t4t2e4,
e3t4 = t4e2, e3t2 = t2e4, e3t4t2 = t4t2e1,
e4t4 = t4e1, e4t2 = t2e3, e4t4t2 = t4t2e2,
so it follows that the map M4(k)→ Cv;

a11 a12 a13 a14
a21 a22 a23 a24
a31 a32 a33 a34
a41 a42 a43 a44

 7→
a11e1 +a12e1t4e4 +a13e1t2e2 +a14e1t4t2e3
+a21e4t4e1 +a22e4 +a23e4t4t2e2 +a24e4t2e3
+a31e2t2e1 +a32e2t4t2e4 +a33e2 +a34e2t4e3
+a41e3t4t2e1 +a42e3t2e4 +a43e3t4e2 +a44e3
is an isomorphism of algebras.
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(6) Since t4 commutes with t1, t2, t3 in Cvi, we have
Cvi ∼= k〈t1, t2, t3〉/(t1t2 + t2t1, t1t3 + t3t1, t2t3 − t3t2, t21 − 1, t22 − 1, t23 − 1)⊗k k[t4]/(t24 − 1)
∼= M2(k)2 ⊗k k2 ∼=M2(k)4
by (1).
(7) Since t4 commutes with t1, t2, t3 in Cvii, we have
Cvii ∼= k〈t1, t2, t3〉/(t1t2 + t2t1, t1t3 − t3t1, t2t3 − t3t2, t21 − 1, t22 − 1, t23 − 1)⊗k k[t4]/(t24 − 1)
∼= M2(k)2 ⊗k k2 ∼= M2(k)4
by (2). 
Theorem 3.9. (1) If n = 4, then
E ∼= P3 or P(1, 2, 4) ∪ P(1, 2, 3) ∪ P(3, 4) ⇐⇒ CMZ(A) ∼= Db(mod k2),
E = P(3, 4) ∪ P(2, 4) ∪ P(2, 3) ∪ P(1, 4) ∪ P(1, 3) ∪ P(1, 2) ⇐⇒ CMZ(A) ∼= Db(mod k8).
(2) If n = 5, then
E ∼= (5a), (5c), or (5d) ⇐⇒ CMZ(A) ∼= Db(mod k),
E ∼= (5b), (5e), or (5f) ⇐⇒ CMZ(A) ∼= Db(mod k4),
E = (5g) ⇐⇒ CMZ(A) ∼= Db(mod k16),
where
(5a) P4
(5b) P(1, 2, 3, 5) ∪ P(1, 2, 3, 4) ∪ P(4, 5)
(5c) P(1, 2, 3, 4) ∪ P(3, 4, 5) ∪ P(1, 2, 5)
(5d) P(3, 4, 5) ∪ P(1, 4, 5) ∪ P(1, 2, 5) ∪ P(1, 2, 3) ∪ P(2, 3, 4)
(5e) P(1, 3, 5) ∪ P(1, 3, 4) ∪ P(1, 2, 5) ∪ P(1, 2, 4) ∪ P(4, 5) ∪ P(2, 3)
(5f) P(1, 2, 5) ∪ P(1, 2, 4) ∪ P(1, 2, 3) ∪ P(4, 5) ∪ P(3, 5) ∪ P(3, 4)
(5g) P(4, 5)∪P(3, 5)∪P(3, 4)∪P(2, 5)∪P(2, 4)∪P(2, 3)∪P(1, 5)∪P(1, 4)∪P(1, 3)∪P(1, 2).
Proof. (1) By Lemma 3.5, there exists a graded (±1)-skew polynomial algebra S′ such that A ∼=
S′/(f) and the point scheme E′ of S′ is P3,P(1, 2, 4)∪P(1, 2, 3)∪P(3, 4), or ⋃1≤i<j≤4 P(i, j). (Note
that E ∼= E′.) By Theorem 3.3 (2), (3), we only consider the case E′ = P(1, 2, 4)∪P(1, 2, 3)∪P(3, 4).
In this case,
ε41ε12ε24 = 1, ε41ε13ε34 = −1, ε42ε23ε34 = −1
(see (4iii) in the proof of Lemma 3.5), so C(S′/(f)) is isomorphic to
k〈t1, t2, t3〉/(t1t2 + t2t1, t1t3 − t3t1, t2t3 − t3t2, t2i − 1) ∼= M2(k)2
by Lemma 3.8 (2). Thus we have CMZ(A) ∼= CMZ(S′/(f)) ∼= Db(mod k2) by Theorem 2.1.
(2) By Lemma 3.7, there exists a graded (±1)-skew polynomial algebra S′ such that A ∼= S′/(f)
and the point scheme E′ of S′ is (5a), . . . , (5f), or (5g). By Theorem 3.3 (1), (3), we only consider
the cases (5b) to (5f).
If E is (5b), then
ε51ε12ε25 = 1, ε51ε13ε35 = 1, ε51ε14ε45 = −1, ε52ε23ε35 = 1, ε52ε24ε45 = −1, ε53ε34ε45 = −1,
(see (5v) in the proof of Lemma 3.7), so C(S′/(f)) is isomorphic to
k〈t1, t2, t3, t4〉/(t1t2 + t2t1, t1t3 + t3t1, t1t4 − t4t1, t2t3 + t3t2, t2t4 − t4t2, t3t4 − t4t3, t2i − 1) ∼=M2(k)4
by Lemma 3.8 (3). Thus we have CMZ(A) ∼= CMZ(S′/(f)) ∼= Db(mod k4) by Theorem 2.1.
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If E is (5c), then
ε51ε12ε25 = 1, ε51ε13ε35 = −1, ε51ε14ε45 = −1, ε52ε23ε35 = −1, ε52ε24ε45 = −1, ε53ε34ε45 = 1,
(see (5viii) in the proof of Lemma 3.7), so C(S′/(f)) is isomorphic to
k〈t1, t2, t3, t4〉/(t1t2 + t2t1, t1t3 − t3t1, t1t4 − t4t1, t2t3 − t3t2, t2t4 − t4t2, t3t4 + t4t3, t2i − 1) ∼= M4(k)
by Lemma 3.8 (4). Thus we have CMZ(A) ∼= CMZ(S′/(f)) ∼= Db(mod k) by Theorem 2.1.
If E is (5d), then
ε51ε12ε25 = 1, ε51ε13ε35 = −1, ε51ε14ε45 = 1, ε52ε23ε35 = −1, ε52ε24ε45 = −1, ε53ε34ε45 = 1,
(see (5vi) in the proof of Lemma 3.7), so C(S′/(f)) is isomorphic to
k〈t1, t2, t3, t4〉/(t1t2 + t2t1, t1t3 − t3t1, t1t4 + t4t1, t2t3 − t3t2, t2t4 − t4t2, t3t4 + t4t3, t2i − 1) ∼= M4(k)
by Lemma 3.8 (5). Thus we have CMZ(A) ∼= CMZ(S′/(f)) ∼= Db(mod k) by Theorem 2.1.
If E is (5e), then
ε51ε12ε25 = 1, ε51ε13ε35 = 1, ε51ε14ε45 = −1, ε52ε23ε35 = −1, ε52ε24ε45 = −1, ε53ε34ε45 = −1,
(see (5ix) in the proof of Lemma 3.7), so C(S′/(f)) is isomorphic to
k〈t1, t2, t3, t4〉/(t1t2 + t2t1, t1t3 + t3t1, t1t4 − t4t1, t2t3 − t3t2, t2t4 − t4t2, t3t4 − t4t3, t2i − 1) ∼=M2(k)4
by Lemma 3.8 (6). Thus we have CMZ(A) ∼= CMZ(S′/(f)) ∼= Db(mod k4) by Theorem 2.1.
If E is (5f), then
ε51ε12ε25 = 1, ε51ε13ε35 = −1, ε51ε14ε45 = −1, ε52ε23ε35 = −1, ε52ε24ε45 = −1, ε53ε34ε45 = −1,
(see (5x) in the proof of Lemma 3.7), so C(S′/(f)) is isomorphic to
k〈t1, t2, t3, t4〉/(t1t2 + t2t1, t1t3 − t3t1, t1t4 − t4t1, t2t3 − t3t2, t2t4 − t4t2, t3t4 − t4t3, t2i − 1) ∼=M2(k)4
by Lemma 3.8 (7). Thus we have CMZ(A) ∼= CMZ(S′/(f)) ∼= Db(mod k4) by Theorem 2.1. 
Let ℓ denote the number of irreducible components of E which are isomorphic to P1, that is, the
the number of irreducible components of the form P(i, j). Corollary 3.4 and Theorem 3.9 imply the
following result which states that Conjecture 1.3 is true for n ≤ 5.
Theorem 3.10. Assume that n ≤ 5.
(1) If n is odd, then ℓ ≤ 10 and
ℓ = 0⇐⇒ CMZ(A) ∼= Db(mod k),
0 < ℓ ≤ 3⇐⇒ CMZ(A) ∼= Db(mod k4),
3 < ℓ ≤ 10⇐⇒ CMZ(A) ∼= Db(mod k16).
(2) If n is even, then ℓ ≤ 6 and
0 ≤ ℓ ≤ 1⇐⇒ CMZ(A) ∼= Db(mod k2),
1 < ℓ ≤ 6⇐⇒ CMZ(A) ∼= Db(mod k8).
At the end of paper, we collect some examples when n = 6 as further evidence for Conjecture 1.3.
Example 3.11. (1) Let S = k〈x1, . . . , x6〉/(xixj − εijxjxi) with
ε12 = 1, ε13 = −1, ε14 = 1, ε15 = −1, ε16 = 1, ε23 = −1, ε24 = −1, ε25 = −1, ε26 = 1,
ε34 = 1, ε35 = −1, ε36 = 1, ε45 = −1, ε46 = 1, ε56 = 1.
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Then the point scheme of S is P(3, 4, 5) ∪ P(2, 3, 4) ∪ P(1, 4, 5) ∪ P(1, 2, 5) ∪ P(1, 2, 3) ∪
P(3, 4, 6) ∪ P(1, 4, 6) ∪ P(1, 2, 6) ∪ P(5, 6), so ℓ = 1. On the other hand, one can check that
C(A) ∼= M4(k)2, so we have CMZ(A) ∼= Db(mod k2).
(2) Let S = k〈x1, . . . , x6〉/(xixj − εijxjxi) with
ε12 = 1, ε13 = −1, ε14 = −1, ε15 = −1, ε16 = 1, ε23 = 1, ε24 = −1, ε25 = −1, ε26 = 1,
ε34 = −1, ε35 = −1, ε36 = 1, ε45 = 1, ε46 = 1, ε56 = 1.
Then the point scheme of S is P(2, 3, 4, 5) ∪ P(1, 2, 4, 5) ∪ P(2, 3, 6) ∪ P(1, 2, 6) ∪ P(4, 5, 6) ∪
P(1, 3), so ℓ = 1. On the other hand, one can check that C(A) ∼= M4(k)2, so we have
CMZ(A) ∼= Db(mod k2).
(3) Let S = k〈x1, . . . , x6〉/(xixj − εijxjxi) with
ε12 = 1, ε13 = −1, ε14 = −1, ε15 = −1, ε16 = 1, ε23 = 1, ε24 = −1, ε25 = −1, ε26 = 1,
ε34 = −1, ε35 = −1, ε36 = 1, ε45 = −1, ε46 = 1, ε56 = 1.
Then the point scheme of S is P(2, 3, 5) ∪ P(2, 3, 4) ∪ P(1, 2, 5) ∪ P(1, 2, 4) ∪ P(1, 2, 6) ∪
P(2, 3, 6) ∪ P(4, 5) ∪ P(1, 3) ∪ P(4, 6) ∪ P(5, 6), so ℓ = 4. On the other hand, one can check
that C(A) ∼= M2(k)8, so we have CMZ(A) ∼= Db(mod k8).
(4) Let S = k〈x1, . . . , x6〉/(xixj − εijxjxi) with
ε12 = 1, ε13 = −1, ε14 = −1, ε15 = −1, ε16 = 1, ε23 = −1, ε24 = −1, ε25 = −1, ε26 = 1,
ε34 = −1, ε35 = −1, ε36 = 1, ε45 = −1, ε46 = 1, ε56 = 1.
Then the point scheme of S is P(1, 2, 5)∪P(1, 2, 4)∪P(1, 2, 3)∪P(1, 2, 6)∪P(4, 5)∪P(3, 5)∪
P(3, 4) ∪ P(4, 6)∪ P(3, 6) ∪P(5, 6), so ℓ = 6. On the other hand, one can check that C(A) ∼=
M2(k)
8, so we have CMZ(A) ∼= Db(mod k8).
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