The problem of water pollution is increasing every day, due to the industries ' 
Introduction
Wastewater in the world is affecting people's lives negatively. To solve this issue, there is a need of introducing scientific methods that will be used to discover clean water, which the people use for drinking, cooking, washing and other daily activities related to water. More than one billion individuals require access to good drinking water on the planet, where giving an approach to consequently measure water quality will help handle this problem [1] . In addition, the examination on the change example of pollutants in water body has never halted, as different systems are used to build water quality displaying of diverse structures to give specialized backing to water quality evaluation, prediction and administration [2] .
Basically, there are several paradigms that can be implemented to classify the quality of water. In this research, the classification models such as Bayes, Rule, Trees, Lazy and Meta were used to identify the best model among them to classify the water quality. The datasets of the Kinta River, which is located in Perak, Malaysia was used in the research obtained from department of environment (D.O.E) through East Coast Environmental Research Institute (ESERI) in University of Sultan Zainal Abidin, Malaysia.
Artificial Neural Network (ANN) has the facility of learning and stifling arbitrary nonlinear relationship, and it can overcome genuine troubles of traditional water quality assessment method when ANN is utilized to assess water quality [3] . For instance, developing of predictive models by applying machine learning and ensembles models techniques is a quicker task encouraged these days, by the advancement of more-easy-tounderstand data mining tools [4] .
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The aim of this research is to propose the suitable classification model for classifying water quality based on the machine learning algorithms for the river. The specific objectives of this paper are to analyze and compare the performance of the proposed model and algorithm, and to identify the most significant features that contribute in classifying Kinta River water quality. The paper is arranged as follows: Section 2explainsthe overview of the study area, while Section 3discusses the related work. Next in line is Section 4, which describes the methodology, followed by Section 5 and Section 6elaboratingthe experimental data and result. The conclusion and future work are discussed in Section 7andacknowledgement and references to follow in Sections 8 and 9 respectively.
Overview of the Study Area
River Kinta is situated at Kinta district lie between N 04 0 07' 102' and N 04 0 40' 115', longitude S101 0 01' 284' and S 101 0 09' 400'. It has an area of about 2500 Km 2 and a length of about 100Km. It is principally utilized for farming, industries and residential areas. For instance, the river is divided into three subdivisions, which are upstream, undulating and downstream. Stations 2PK22 and 2PK24 are placed at the upstream, while stations 2PK25 and 2PK34 are at the center of the river and stations 2PK19 and 2PK33 are at the downstream of the river. For the upstream, the practice of the river is more on forestry and recreations and the class of water is blameless. The center of the River is the Ipoh City with heavily population and the activities over there are for commercial and industrial purposes. Lastly, the downstream region has grassland and swamp [5] .
Related Work
There are many articles on classification of water quality evaluation in machine learning algorithms written by scholars. Most of the articles have different scientific methods and different areas of study with others in the classification of water quality.
Wechmongkhonkon, et al., (2012), utilizes multilayer perceptron neural network through Levenberg-Marquardt algorithms to group the water nature of Dusit District canals of Bangkok, Thailand. The result demonstrates that the neural network achieves well with a high accuracy order rate of 96.52% [6] . Moreover, Sheppard, et al., (2001) exhibits how the use of remote sensing, geographic information systems and global positioning system technology can be utilized to enhance water quality in the northern Alabama, in which the result improved their capability to oversee, evaluate and foresee non-point contamination sources [7] .
In 2009, Xiang & Jiang applied least squares support vector machine (LS-SVM) with particle swarm optimization methods to predict the water quality and defeat the weaknesses of customary back propagation algorithms as being moderate to meet and simple to achieve the extreme minimum value. They discovered that through simulation testing, the model shows high proficiency in estimating the water quality of the LiuxiRiver [8] . Other than that, Chi, et al., (2006) developed particle swarm optimization (PSO) to prepare artificial neural network and then applied it to the outline grouping and forecast of water quality. Their findings indicated that the contamination is more serious, and they should come up with a way to protect the environment of Yangtze River [9] . In general, all the above articles discussed how to classify and predict the water quality by utilizing distinctive methods in order to get diverse results.
Methodology
The knowledge discovery in Database (KDD showing Figure 1 ) and the Weka tool (shown in Figure 2 ) were used to evaluate and classify the best among the models and algorithms. The classifiers were Bayes model using Naive Bayes algorithm, Rules model 
Research Framework
The framework of the paper begins with an input of which the data will be put into. The Weka tool classified the data, after the models has been classified by the classifier, 
Result and Discussions
The results summary is tabulated from Table 1 to Table 4 . Table 1 shows the summary of the experiment taken using 53 attributes. From the experiments, the Naïve Bayes algorithm had the highest accuracy of 85.19%, with 115 corrected classified instances out of 135. Table 2 shows the experiments using 6 selected water quality features, which are Dissolved Oxygen (DO), Biochemical Oxygen Dissolve (BOD), Chemical Oxygen Dissolve (COD), Suspended solid (SS), pH value, and Ammoniacal Nitrogen ( NH 3 -N) . After the experiment, the KStar had the most outstanding accuracy of 86.67% and obtained 119 corrected classified instances.
Next, Table 3 demonstrates the experiments taken by utilizing ConsistencySubsetEval Select attributes with 3 attributes, which are Nitrate (NO 3 ), Calciumand water quality index class. After thetrial, the Bagging algorithm obtained the highest exactness of 67.41%, which had91 corrected classified instances. Last but not least, Table 4 demonstrates the analysis taken using CfsSubsetEvalselect attributes with 7 attributes (Time, DOSat, DS, TS, Cd, COD Index and WQI Class). The experiment shows that the KStarhadthe most outstanding accuracy of 86.67% and obtained 117 corrected classified instances out of 135 instances.
As shown in Table 2 and Table 4 , in general, the KStar algorithm obtained the highest accuracy. The most significant features among the attributes are the six (6) selected water quality features in Table 2 including the water quality index class. We can conclude that the KStar algorithm is the best, as it obtained corrected classified instances of 119 out of 135 instances with86.67% accuracy. This model is proposed to be implemented for classifying the water quality of River Kinta, Perak Malaysia. 
Conclusion and Future Work
This paper has used the Kinta River data to find the best classification model in determining the quality class of the water. After the experiments, it shows that the Lazy model using KStar algorithm had the most outstanding accuracy of 86.67% which is the best algorithm that can be used to classify the water quality class of River Kinta, Perak Malaysia. Future research will focus on the selection of models from the collection of models to find the most robust classification model for water quality.
