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1. SYMMETRY-BREAKING INSTABILITIES 
In this paper the phenomenon of pattern formation is regarded as a “symmetry 
breaking instability”. For a given range of a parameter X we suppose that a 
physical system possesses a stable solution invariant under a symmetry group 9, 
but that as h crosses a critical parameter h, new solutions appear which are 
invariant only under a subgroup H. The appearance of convection cells in the 
BCnard problem constitutes a classical example of such a bifurcation pheno- 
menon. Prior to the onset of instability the fluid is motionless and the solution is 
invariant under the entire group of rigid motions in the plane; but after the 
onset of instability hexagonal or roll-like cellular motions appear which suggest 
the existence of stable doubly periodic motions in the plane. An excellent 
account of the BCnard problem is given in the review articles by L. A. Segel 
[32], and Palm, Ellingsen, and Gjevck [20]. See also [2], 151, and [9]. Plates 
showing the hexagonal convection cells discovered by BCnard may be found in 
the article by Koschmieder [ 121. 
Other familiar examples of symmetry breaking instabilities are the bifur- 
cation of time periodic solutions from an equilibrium solution (the Hopf bifur- 
cation theorem); the buckling of spheres; the onset of convection in spherical 
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fluid masses; and pattern formation in chemical reaction - diffusion processes. 
A survey of symmetry breaking transitions in particle physics was given by 
L. Michel in his 1975 address. 
The phenomenon of crystallization, or phase transitions, in statistical 
mechanics is another important example of a symmetry breaking transition. 
In 1941 Kirkwood and Monroe [ll] analyzed a nonlinear integral equation for 
the single particle density function p. Homogeneous solutions (p = constant) 
correspond to a fluid phase; but at certain critical values of the temperature 
the equation possesses bifurcation points where multiply periodic solutions 
appear. These solutions are interpreted as a crystalline phase of the material. 
These ideas have been pursued more recently by RavechC and Stuart [23]. See 
also [21]. 
Another esample from statistical mechanics is Landau’s theory of second 
order phase transitions. (See [l], [12], [15]). 
One of the important features which these physical problems have in common 
is the covariance of the equations with respect to a transformation group, for 
example the group of rigid motions in Iw2 or [w3. An immediate consequence of 
this invariance is the multiplicity of the bifurcation points. The difficulties then 
encountered are largely algebraic whenever the problem may be reduced via 
the classical Lyapounov-Schmidt method to solving a system of n algebraic 
equations in n unknowns. In this paper we address ourselves to the questions 
of pattern formation in physical systems and on the role which group represen- 
tation theory plays in the analysis of such phenomena. 
F. Busse [2] discussed extensively the bifurcation of cellular solutions of the 
Boussinesq equations. The use of group representation theory permits one to 
simplify and clarify Busse’s analysis, as well as to extend it to a general class of 
problems. We derive the explicit form of the bifurcation equations and carry 
out an analysis of the bifurcation and stability of cellular solutions for the case 
of hexagonal, square, and rectangular cellular patterns. Our approach is not 
restricted to the Benard problem but depends only on the covariance of the 
equations. In this way Busse’s results may be seen in a much more general 
context. For example, motivated by Malkus’ hypothesis of maximum heat 
transport, Busse showed that the low order terms in the bifurcation equations 
possess a gradient structure. Th is result, however, is not peculiar to the 
Boussinesq equations, but is an artifact of the group invariance of the problem, 
as we shall prove in $ 10. Furthermore, Table 6.1, which shows the possible 
bifurcating patterns together with their stability properties, follows entirely 
from symmetry considerations and is independent of the particular structure 
of the equations. The parameters a and b, however, do depend on the physical 
parameters of the particular problem. 
The introduction of group theory into bifurcation theory suggests a natural 
way to classify bifurcation problems. Rather than treat each physical situation 
separately we consider bifurcation problems according to classes, each class 
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identified by the symmetry group natural to the problem. In this paper we con- 
sider a general equation in a Banach space of the form 
G(h, u) = 0 (1.1) 
which is covariant (in a sense to be prescribed later on) with respect to the 
group of rigid motions in the plane. We suppose that the trivial solution u = 0 
loses stability as h crosses some critical value A, , and then investigate the bifur- 
cation of doubly periodic solutions in the plane. (Henceforth we shall take A, 
to be zero). Under fairly standard assumptions the branching problem is re- 
duced, via the Lyapounov-Schmidt method, to a finite dimensional problem of 
the form 
F(h, w) = 0 (1.2) 
where et EN, the kernel of the linearized operator G,(O, 0). In (1.2) F is a 
mapping from C x A’- into .A’“. Upon introducing a basis for N we can write 
(1.2) as a system of n equations in n unknowns, where n = dim N. Equations 
(1.2), known as the bifurcation equations, are covariant under a subgroup of the 
group of rigid motions. 
The class of doubly periodic functions can be characterized as the subclass 
of functions which are invariant under a lattice subgroup of the translation 
group. This characterization, which provides us with a precise formulation of 
the bifurcation of cellular patterns in a physical problem, was given by Kirch- 
gassner and Kielhofer in their survey article [9]. The reader may well ask whether 
there is any justification for the restriction to cellular motions. While we know of 
no rigorous justification, the repeated appearance of regular cellular phenomena 
in nature strongly suggests their relevance. 
By a scaling argument due to L. Graves (see Kirchgassner [7], Sather [25], 
[26], and Sattinger [28]) equations (1.2) may sometimes be formally reduced to 
a set of equations of the form 
Aw + B&) = 0 (1.3) 
where B, is a homogeneous operator of degree k and A is a linear operator. 
(It turns out that A is a scalar multiple of the identity if the kernel .N of the 
linearized operator is irreducible under the group representation). If equations 
(1.3), which we shall call the reduced bifurcation equations, have a solution 7~~ , 
and if the Jacobian of these equations is non singular at v,, , then a simple appli- 
cation of the implicit function theorem allows one to extend z’,, to a solution of 
the full bifurcation equations (1.2), h ence of the original equation (1.1). 
In the present case the situation is complicated by the fact that (I .2) and hence 
also (1.3) are invariant under a two-parameter Lie group. This invariance is a 
consequence of the original translational invariance of the equations (I .I). 
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Solutions of (1.2) and (1.3) therefore appear in two parameter sheets, and the 
Jacobian of (1.3) always has a null space of dimension (at least) two. (In the 
case of hexagonal patterns it is sometimes three dimensional). Nevertheless, 
the analysis may be modified in the present case to extend solutions of the 
reduced bifurcation equations to the full equations by an implicit function 
argument. This is done in 5 6. 
The reduced bifurcation equations (1.3) are of a simple enough structure 
when K = 2 or 3 that they may be completely analyzed by quadratures. The 
results of this analysis for the square, rectangular, and hexagonal solutions are 
summarized in Table 6.1. 
The Jacobian of the reduced equations is evaluated and it is proved that the 
eigenvalues of the Jacobian of the reduced equations determine, to lowest non- 
vanishing order, the stability of the bifurcating solutions. This is done in $7. 
Theorem 7.2 is a general result which is independently of interest in itself and 
has as an immediate corollary a number of previous results on the stability of 
bifurcating solutions due to Sattinger [27], C randall and Rabinowitz [3], and 
McLeod and Sattinger [ 131. (S ee also L. Nirenberg [17], pp. 102-110). 
In 4 4 we analyze the kernel Jlr of the linearized operator G,(O, 0) in the case 
of the hexagonal lattice. By the use of projection methods of group representa- 
tion theory we are able to decompose X into irreducible invariant subspaces of 
D, (the symmetry group of the hexagon), thereby obtaining, in a systematic 
fashion, a complete set of the so-called “planform functions” of hydrodynamics. 
(See [31]) These functions have previously been sought by ad hoc methods which 
did not yield a complete set. A knowledge of their structure will prove useful in 
our discussion of the stability of hexagonal patterns in $9. 
The multiplicity of the branch point is an intrinsic aspect of the problem of 
pattern formation, a fact which is underscored by our analysis of the stability 
of the various cellular patterns. Some authors (e.g. Judovic [6] and Rabinowitz 
[22], but not Busse [2]) have constructed solutions of the BCnard problem by 
restricting the problem to subspaces of doubly periodic solutions in which the 
branch point is simple. This technique artificially excludes some solutions; 
but, more importantly for the present case, the simplicity of the eigenvalue 
leads to incorrect conclusions about the stability of the bifurcating solutions. 
At a simple eigenvalue supercritical solutions are stable and subcritical solutions 
are unstable, but this conclusion breaks down at multiple eigenvalues, 
as we shall see in this paper. For a further discussion, see the final section of this 
paper. 
The original ideas in this paper were carried out while the author was a visitor 
at the Institut des Hautes Etudes Scientifiques. The author gratefully acknow- 
ledges the support of the Institut in this work. He would also like to thank Profes- 
sors D. Joseph and H. Weinberger for helpful and stimulating conversations 
during the course of this research. 
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2. THE ONSET OF INSTATILITY 
We consider the formal system of equations (1.1) where G is defined on 
continuous functions u mapping K!“(k = 2, 3) into a complex Banach space B, . 
We denote this class by Pr(UP, B,) an d assume that the image under G lies in a 
class 9&Q?, B,), where B, is another complex Banach space, with B, a dense 
subspace in B, . Let us further suppose that the classes 9$V, Bj) are themselves 
Banach spaces of continuous functions under some appropriate norm. The 
operation G is real in the sense that it commutes with complex conjugation. The 
Banach spaces B, and B, may be finite or infinite dimensional, and the bilinear 
pairing with their dual spaces is denoted by the symbol ( , ). The principle 
assumptions on (1.1) are that G is invariant under the group e?(R) of rigid 
motions; that G is Frechet differentiable as a mapping from 9r to 9a ; and that 
G,(O, 0) is a Fredholm operator of index zero when restricted to subclasses of 
k-periodic functions in PI and Pa (this assumption is clarified below). 
Let us denote points of tV by x and elements (T E 6(k) by cr = {r, a} where r is 
a rotation-reflection and a is a vector in [w’“. Then ux = rx + a. Let S,, be a 
representation of b(k) onto B, (hence on B, also) with the property that S, is the 
identity whenever D is a pure translation. We define the representation T,, of 
b(k) onto 6 by 
(T&(x) = (S,) u(dx). (2.1) 
Then T,,T02 = Tqa, and T, = I, where e is the identity in b(k). 
LEMMA 2.1. Let L be a bounded linear operator from Fl to Fz which is real and 
covariant under the representation Tu. Then there is an operator &w)(w E W) 
such that E( w) : B, + B, andfor v E B, 
(i) L(vei(m~x)) = (Qw)v) ei(au’x’ 
(ii) S&w) = t(rw) S, (r a rotation) 
(iii) J?(W) v = JC-w) V; 
(The expression (w, x) is the Euclidean inner product on lV.) 
Proof. By the translational invariance of L we have 
Recall that if f(t) is a continuous function of t for which T,f = eimf then 
f(t) = eiwtf(0). (This follows immediately from the relation f (t + a) = eiWaf (t) 
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by putting t = 0). By the same reasoning (i) follows from (2.2) by setting 
If r is a rotation we have 
on the one hand, and 
T,(Lwei(m*=>) = (SJ(w)w) ei(-=) 
on the other. Property (ii) follows immediately. (Note that (w, r-lx) = (rw, x) 
since I is a unitary operator on W). Property (iii) follows easily from the fact 
that G = Lii. 
An important example of such a covariant system of equations is provided 
by the Boussinesq equations in the theory of convection (see [2], [4], [22], and 
the Appendix. These comprise a system of nonlinear partial differential equa- 
tions for five functions u = (ul ,..., z+,) where ui = ui(x, y, z). The components 
(% , u, , UJ form the Cartesian components of the fluid velocity, 2~~ is the 
hydrodynamic pressure, and ug is the temperature. These equations are generally 
taken to hold on an infinite layer of fluid -cc < X, y, < co, 0 < z < 1. In 
that case the Banach spaces B, and B, may be taken to be the class of vector - 
valued functions (fi(z),... f5(z)), 0 < z < 1. A suitable norm for the class F1 
may be obtained by choosing appropriate Holder norms /I Ijj+a on the various 
components. Our assumption that G,(O, 0) . IS a Fredholm operator of index 
zero when restricted to doubly periodic functions (satisfying appropriate 
boundary conditions at z = 0, 1) reduces to the standard theory of elliptic 
operators. (In the case of the Boussinesq equations the operator G,(O, 0) is an 
elliptic operator in the sense of Agmon, Douglis, and Nirenberg, See Fife [4].) 
The representation S, is given by i r 000 00 fl i 
S,f = i 0 0 1 0 0 IL1 & (2.3) 
00010 f4 
00001 f5 
where r denotes the standard 2 x 2 matrix representation of the two dimen- 
sional rotation 7. 
580/28/1-s 
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The onset of instability of the zero solution of (1.1) is formally characterized 
by the dispersion relation, as follows. From Lemma 2.1 we may write (with 
L(4 = Gdk 0) 
L(h) vei<co-x) = (A(h, w)v) ei(cu*x) 
where A possesses the properties (i)-(iii). S ince A is covariant with respect to 
rotations nothing is lost in putting w = ~(1, 0) and writing GB(h, W) = 
A(& w( 1,O)). We then consider the eigenvalue problem 
uv + Q(h, co) v = 0. (2.4) 
Let us suppose that the eigenvalues of (2.4) are discrete, and denote these by 
a,(& w), with Re uk(A, UJ) > Re a,+,(h, w). The maximal branch, 0s = uO(h, , W) 
will be called the dispersion relation, where A, is the critical value of the param- 
eter A. 
The eigenvalue problem (2.4) arises from a formal consideration of infinites- 
imal disturbances of the equation ut + Lu = 0 when one puts u(x, t) = 
vei<m*x>+ot. Separation of variables then leads to equation (2.4). Instability is 
formally characterized by the existence of values of A and w for which Re 
a&, w) > 0. 
If B, is finite dimensional the eigenvalue problem (2.4) can be formulated 
in the form 
det[ul + 9(X, w)] = 0 (2.5) 
The neutral stability curve is obtained by setting Re a,,(~, A) = 0. In the finite 
dimensional case it may be obtained as one of the solutions of the equation 
det 9(X, W) = 0 P-6) 
provided u,, is real. 
FIGURE 2.1 
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A typical neutral stability curve is shown in Fig. 2.1 (see Appendix for the 
neutral stability curve obtained for the BCnard problem). In such a case the 
critical parameter value X, and wave number wc are determined by minimizing 
A over all values of w on the curve Re u,,(w, h) = 0. 
Let us assume that in a given problem the onset of instability is characterized 
by the following features: 
(i) aa(w, X) is real 
(ii) For h < X, , q,(w, h) < 0 for all w 
(iii) For h = AC , u,,(w, h,) < 0 for all w # wc and uO(wc, X,) = 0 
(iv) d/d/\ uo(we , 4Lo > 0 
(v) the eigenvalue branch u,,(w, X) is simple (both algebraically and geo- 
metrically.) 
Under these conditions we are going to discuss the bifurcation of spatially 
doubly periodic solutions of (1.1) in a neighborhood of /\ = & , u = 0. As in the 
case of bifurcation at a simple eigenvalue (see [29], Chapter 4) one can prove that 
where 
and v* is the adjoint eigenvector - that is, 
9*(wc , A,) w* = 0. 
We assume v and w* are normalized so that (w, v*) = 1. 
Because of the covariance of A(h, w) the kernel ofL(h,) consists of a continuous 
family of critical wave vectors 
Thus, in sr the kernel of L(h,) is infinitely degenerate with the power of the 
continuum. 
This infinite multiplicity reduces to a finite one if we restrict ourselves to the 
subclass of multiply periodic functions. (See [9]). Let /I be a lattice of vectors 
in the plane : that is, if wd and We belong to rl then so do nwi + mwi for any 
integers n and m. Let H(d) d enote the lattice subgroup of T(2), the group of 
translations in the plane: 
H(fl) = {Tu : w E A}. 
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We consider all functions I,L which are invariant under H(A): 
(~Jh)(x) = e + w) = J&-4 (2.8) 
for all w E (1. Such subclasses of F1 or Fz constitute Banach spaces of doubly 
periodic functions in the plane. We denote them by 9r(~‘I) and Fz(n). We may 
abbreviate our notation somewhat by calling such functions (I-periodic. 
From the translational invariance of G it follows that any such subspace of 
A-periodic functions (2.8) is invariant under G. On such a subspace the dimen- 
sion of the kernel of L(X,) is finite, being equal to the number of wave functions 
in (2.7) which satisfy (2.8). 
Now if C/ is A-periodic then T,# ( w h ere r is a rotation) is A-periodic if and 
only if r-l leaves (1 invariant. We denote by 53(A) the largest subgroup of O(k) 
which leaves /I invariant. In crystallography L@(A) is called the holohedry of the 
lattice /l. The holohedries are finite subgroups of O(k). When we restrict our- 
selves to the bifurcation of doubly periodic solutions (2.8) the kernel (2.7) is 
spanned by the finite set of wave functions 
N(A) = {(S,v) ei(rw.x>)TEgA 
The set (2.9) is finite, though the number of linearly independent wave functions 
is not necessarily equal to the number of elements in 9(/l). For example, in the 
case of the hexagonal lattice where s(A) = D, (the symmetry group of the 
hexagon), the order of Q is 12 while the number of linearly independent 
vectors in (2.9) may be only 6, each wave vector being covered twice. 
We denote by &(A) the subgroup of b(k) which leaves gi(A) invariant. 
b(d) is generated by the translations and by the rotations in the holohedry 
a(A). G(A) is the symmetry group of equations (1.1) restricted to the subspace 
=%w 
For our present purposes it will be more suitable to classify the various 
lattice types and their holohedries in a manner different from the usual procedure 
in crystallography. We suppose that at criticality (h = h,) the dispersion rela- 
tion CJ = o(w, h,) is negative everywhere except at w = wC , where it vanishes; 
and that for h slightly greater than & , O(W, A) > 0 for w1 < w < w2 , where 
wr < w, < wa . Then all disturbances with wave numbers w < wr or w > w2 
will be damped out, while disturbances with wave numbers wr < w < wa will 
grow. An argument of Kirchgassner [9], [lo] in connection with the Taylor 
problem suggests that only bifurcating disturbances with wave numbers w = wc 
will be stable. These considerations, which are admittedly only heuristic, suggest 
that we might be justified in restricting ourselves to lattices generated by basic 
vectors w1 and w2 with / w1 j = 1 w2 1 = wc. In that case there are three lattice 
types to be considered, as follows. 
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The Hexagonal Lattice As. This is the lattice generated by two vectors w1 and 
oa making an angle of 743 with one another. The number of critical wave vectors 
+4kDG in this case is 6. Putting I/~(X) = (S,V) eiCro*x>, the kernel of L(X,) is 
given by b4LDg . 
This space may be 6 or 12 dimensional, depending on the representation S, . 
In the case of the BCnard problem the kernel is six dimensional (see the Appendix 
and 3.la). 
The Square Lattice (1, . In this case the basic vectors make a right angle with 
each other. The holohedry is D4, the symmetry group of the square, and there 
are four critical wave vectors. 
The Rhombic Lattice (1, . Here the vectors wr and w2 make an acute angle other 
than n/3 with one another. There are again four critical wave vectors. The 
holohedry is D, - the group containing a reflection in a line 1 and a rotation of 
180r. The line I may be taken to be the one which bisects the angle between 
wr and wa . There is a one parameter family of such lattices, the parameter 
being the angle between wr and wa . 
The configurations of critical wave vectors for each of the three lattices above 






3. GROUP ACTION ON THE KERNEL 
Before discussing the structure of the bifurcation equations (1.2) we deter- 
mine the action of &‘(A) on the kernel J’“(A) given in (2.9). We have seen that 
the elements in J-(/l) are of the form I/ = zlei@“+> where z1 E B, and w is some 
vector such that T,I,~ = z,G for a E (1. We remark that the function eiCoPx> is A- 
periodic if and only if w E A’, the dual lattice. 
The dual lattice is that lattice generated by a dual basis wr’ and ws’. If /l is 
generated by wi and ws , let wr’ and wa’ be chosen to satisfy 
(Wj , WK’) = 27T aj, . 
Then /l’ consists of all integer linear combinations of wr’ and wz’. To prove the 
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remark above note first that ei@“Yx) is (I-periodic if and only if ei(wlswl+tco~) is 
periodic in s and t with period 1. Therefore 
(w, WI> = 27rn and (0, w2) = 27rm 
where m and 12 are integers. Now expand w = awl’ + boa’. It is clear that a 
and b are uniquely determined since wi’ and wa’ are linearly independent, and 
moreover, that a = n and b = m. Therefore w E /I’. 
Now choose a wave vector 4 E J(r(rl) and denote it by # = oei(“lSX). (We 
now drop the distinction between (1 and /I’ since it will not be needed). Other 
elements of .&(/I) are obtained by operating on 4 by the rotations and reflections 
in 9(A) = 9(n’). If we denote these group operations by g, ,..., g,, , with g, 
the identity, we obtain the wave vectors 
&(x) = (S,p) eitcujqx’ 
where 
wj = gjw, . 
As gj ranges over C@(n) the vectors wi range over the vertices of a polyhedron 
(or polygon if the underlying space is R2), which we shall call the fundamental 
polyhedron. 
We shall make the assumption that 
and 
sgjv = S,$ whenever gjwl = g,w, (3. la) 
s,v = 6 whenever gw, = -wi . (3.lb) 
These assumptions are valid in the case of the BCnard problem. (see Appendix). 
Then there are precisely as many linearly independent wave functions in J”(n) 
as vertices in the fundamental polyhedron. Furthermore, these wave functions 
transform under the operations TCi just as the vertices of the fundamental 
polyhedron transform under 9(/l). To put it another way, the action of C@(n) 
on the basis vectors of J”(n) is isomorphic to the action of the symmetry group 
of the fundamental polyhedron. 
We summarize the preceding discussion as 
THEOREM 3.1. Let T, be the representation (2.1) restricted to the kernel M(A). 
Then the action of T, on the basis vectors {& **a #,} is given us follows: 
(i) If u = a is a tran.dution, 
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(ii) If (T = r is a rotation or rejection in 9(A) then T, acts as a permutation 
on the (&}. Specifically, let r(j) be the permutation of the vertices w, of the funda- 
mental polyhedron induced by T. Then 
(iii) T,I,!Q = I,& whenever YO+ = --u+ . 
It seems to be a generally accepted principle among physicists that the finite 
dimensional invariant subspaces of an invariant operator L which occur in 
nature are in most cases irreducible. (relative to the full symmetry group of L). 
Reducibility is considered to be an “uncommon situation” and is referred to as 
“accidental degeneracy”. (See [33], p. 120). In the present case we can prove 
THEOREM 3.2. The subspace M(A) constructed above is irreducible under b(A). 
Proof. In $5 we shall show that if A is any linear operator on N(A) which is 
covariant under T, (that is, T,,A = AT, for any u E ‘9(A)), then A is a scalar 
multiple of the identity. It follows from Schur’s lemma (see [33], p. 75) that 
M(A) is irreducible under &(A). 
The finite symmetry group S(A) is a subgroup of &‘(A) and &‘(A) is reducible 
under 9(A). The decomposition of X(.4) into invariant irreducible subspaces 
of 9(A) will be discussed in g4. 
We close this section with a brief discussion of A’“(A) and Theorem 3.1 in 
the case of the hexagonal lattice. Consider the hexagon in Fig. 2.2 with 
vertrces w1 ,..., ws . Its symmetry group D, is generated by the permutations 
ol=(123456) and /3 = (26)(35). 
The corresponding operations in 9(A) are, respectively, a rotation through 
60” and a reflection through the axis joining wr and o4 . The resulting trans- 
formations are 
T(4 $1 = A.1 W) A = 4s ,... 
TCB)$, = $1, T(P) $2 = $6 ,... 
If w is a vector in M(A) we write 
w = &,r, 
If w is to be real we must require that 
whenever *i = hc 3 
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hence whenever wj = -wk. The group action on the components (xi ,..., z,J 
is easily seen to be 
Furthermore, for real vectors we require 
- 
z4 = 21, z5 = z2 ) z, = z3 . (3.2) 
Later it will be seen that the number of bifurcation equations is cut in half if 
we introduce a set of “action-angle” variables. We set 
.zj+a = xje 4Rj , j= 1,2,3, (3.3) 
where xj > 0 and 0 < 0, < 277. Then condition (3.2) is satisfied automatically. 
The group action in these coordinates is given by 
w-1)(X, , x2 , x 3 ; 4 > 02, 03) = (x2 , x3, x1 ; 82, e, , 4,) 
WXx,, x2, x3 ; 4, 0,) 6,) = (x1 , x3 , x2 ; e1 , -e3 , -e,) (3.4) 
Tdxl , x2 j x3 ; 4 j e2 , 0,) = (x1 , x2, x3 ; e1 + (a1 , a), e, + cw2, a), 
e3 + +J~, a>). 
Similar coordinate systems can be introduced in the rhombic and square 
lattices as well. 
4. PLANFORM FUNCTIONS OF HYDRODYNAMICS 
As a simple application of the above group-theoretic machinery we shall 
decompose the kernel N(/I,) into irreducible invariant subspaces of the sub- 
group a(&). In this way we obtain a constructive method for determining the 
complete set of planform functions of hydrodynamics. (See Schwiderski [31]). 
Similar constructions can be carried out for the other lattices as well. The results 
in the hexagonal case will be of interest in our discussion of the stability of 
hexagonal patterns in 59. 
We begin by listing the basic facts about the symmetry group D6 , its character 
table, and its irreducible representations. Consider the hexagon in Fig. 2.2 The 
elements of its symmetry group are 
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e = identity P = WWW) 
ol=(123456) q = UWNW 
CL* = (135)(246) Y = (16)(25)(34) 
a3 = (14)(25)(36) u = (46)(13) 
a4 = (153)(264) B = WP-6) 
a5 = (654321) T = (24)(15). 
There are six conjugacy classes for D, and, accordingly, six irreducible 
representations. The dimensions of these irreducible representations must 
satisfy ([16], p. 73) 
n12 + n22 + n32 + n42 + n52 + fz62 = 12. 
The only solution of this equation is n, = ... = n4 = 1, n5 = 7ts = 2. The 







1 1 I 1 1 1 
1 1 -1 1 1 -1 
1 1 1 -1 -1 --I 
1 1 -1 -1 -1 1 
2 -1 0 2 -1 0 
2 -1 0 -2 1 0 
This table was constructed by noting that D, is the direct product of D, and C, , 
and by using the method described on page 82 of [l I]. 
The two dimensional representation P) is equivalent to the 2 x 2 matrix 
representation one obtains by considering D, as a transformation group in the 
plane. The standard matrix representation for IF is generated by the following 
matrices : 
1 43 
T(6)(a) = -& ; I--l T’qp) = [ -; tf] (4.1) 2 z 
The other two dimensional representation T c5) is obtained as a tensor product 
of T(4) and Tt6). Note from the character table that xc5) = x(4)$6). Therefore 
72 D. H. SATTINGER 
the matrix representation for 5”(j) can be obtained as Tt5) = x’*)T@); its gene- 
rators are given by 
(4.2) 
THEOREM 4.1. Let T, be the representation (2.1) restricted to the kernel A’-(“) 
in the case of the hexagonal lattice. Then T, may be decomposed into irreducible 
representations of D, as 
T, z T'l' @ T'4' @ T'S' @ T'6' (4.3) 
Proof. As we saw in Theorem (3.1) the representation T, acts as a permuta- 
tion group on the wave vectors so each T, can be represented as a permutation 
matrix. For example 
T(cY) = 





-1 0 0 0 0 0, 
, T(o) = 





-0 0 0 1 0 0, 
From inspection of the cycle representations for 01, G,..., u,... we can imme- 
diately compute the character of our representation T : x(g) = Tr T(g). We get 
Since each matrix T is a permutation matrix its trace is numerically equal to the 
number of elements left fixed by T, that is, to the number of vertices of the 
fundamental hexagon left invariant by the corresponding permutation. The 
only permutations which leave any vertices fixed are o, j3, and 7, each of which 
fix precisely two vertices. 
We now write T as a direct sum of irreducible representations 
where 
6 
aL1 = (x, xtu)) = k C rnixixjGj. 
1=1 
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(see [16], p. 75). Here m, is the number of elements in the ith conjugacy class, and 
X (~1) is the character of the pth irreducible representation. The multiplicities a, 
are easily computed, and one obtains a, = a, = a5 = a, = 1, and u2 = ua = 0, 
so equation (4.3) follows. 
We now decompose the kernel JV into irreducible invariant subspaces. This 
computation leads to a complete set of the so-called “planform functions” of 
hydrodynamics. The irreducible invariant subspaces of JV can be obtained by 
operating on any element of .A’-, say #i , by the projections 
where T is the given representation, N is the order of the (finite) group, and n, is 
the dimension and x(u) the character of the pth representation (see [16], p. 95). 
In the case of the two dimensional representations a further decomposition 
must be made in order to obtain both basis vectors. Consider the subgroup 
H = {e, p>, where p is a reflection in the y-axis. Corresponding to the subgroup 




For TV = 5, 6 we compute PHPu#, and QHPu& to get the two independent 
basis vectors up to a sign factor. (Note : From now on the difference in notation 
between group elements and their representation may be neglected. This 
should cause the reader no confusion.) 
We now begin the computations: 
Pl#l = 4% + 41 + a"& + ... +p+, + u& + ... 12 
Using the cycle notation for the group elements we have 
4 = $2 > E”h = *3 ,... PA = *z ,... 41 = $3 , 
so 
In some cases it is possible to introduce a Hilbert Space structure in which the 
wave functions #i form an orthonormal set. In that case the above element is 
not normalized. The normalized function is 
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The function q~r is completely invariant under U, . The subspace [pr] is the one 
dimensional subspace of JV which transforms according to the identity repre- 
sentation. 
The projections P2t,bl and P3& both vanish, as one may check by direct 
computation. This is to be expected since, by Theorem 4.1, the representation 
T does not contain the irreducible representations T@), T@). 
Next one computes P& and normalizes the resulting wave function, obtaining 
The factor i is introduced in order to obtain a real wave function. The function 
v2 transforms according to the representation Tt4). That is, T(g) q+ = f4)(g) q~, 
for all g E D6 . 
Next we compute 
and 
p&h = i-(2(& 3 44) - (?h t $5) - ($4 + Y&N 
PffPsA = ++((A + $4) i- (A + ?b5) - %h + VW 
The normalized vector is 
% = $y (#I + +2 - 2*3 + *4 + $4 - W6). 
The vector v4 is given by -QHP5&, th e minus sign being chosen so that 
{vs , v4} transform according to the standard matrix representation given for 
Tc5) in (4.2). That is, we choose 9)s and v4 so that 
PF4 = -9)4. 
The vector y4 is given by 
v4 = -HA - 9% + 1cr4 - 4.5). 
The basis vectors for the two dimensional subspace of ~9” which transforms 
according to T@) are given by 
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The vectors 9)s and q+ transform according to the standard matrix representation 
for T@) given in (4.1). 
We denote the irreducible subspaces as follows 
V(l) = [VI] V5) = b3 ) %I 
V/'(4) = [l&-J W) = [9)5 9 %I. 
The matrix for the change of basis from the wave functions {& ,..., Z/I& to 
h ,a.*, p6} is defined by the relation 
vi = Pj&bj e 
The matrix P is given by 
The complete set of normalized plan functions is (see Schwiderski [31]) 
(4.4) 
2 q+ = 3 ( cos x + 2 d5 cos ; cos 1 2 y(l) 
2 y2 = 2/8 ( sin x - 2 d/5 sin g cos 1 2 $2) 
2 
y3 = -g -cosx + cos; 
( 
v4 = -2 sin x . 
z 
sin z/3y ~ 
2 
2 
p)5 = 3 sinx + sinico 
( 
43 9)6 = 2coszsin1-y 
(4.5) 
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5. COMPUTATION OF THE INVARIANT BIFURCATION EQUATIONS 
In this section we develop an algorithm for computing the general structure 
of the bifurcation equations for the rectangular, square, and hexagonal lattices 
in the plane. The details are carried out explicitly for the hexagonal case while 
the square and rectangular cases are left to the reader. 
In [28], Theorem 4.1, we proved that the bifurcation equations are covariant 
under the group representation restricted to the kernel. Let the mapping be 
denoted by F = (Fl , F, ,... F,), and let the coordinates on the null space JV 
be .a = (xi ,... as). F is covariant with respect to the following operations 
From OLF = Fa we obtain 
F&l ,... 4 = FAG, ~3 ,... ~6 , 4. (5.2) 
Thus, knowing the component Fl the other components of F may be obtained by 
cyclic permutation of the variables. From PF = F/l we get 
FSq ,... %) = Fl(Zl ,%j, x5 3 z4 7 23, 22). (5.3) 
Similarly JF = FJ implies 
F&l 3 ~2 9 ~3 ,x4, ~5, zg) = Fl(zl , z2, z3, z4, zs, Q. (5.4) 
(That F commutes with complex conjugation is a consequence of our assumption 
that equations (1.1) are real). Finally, from the translational invariance of F we 
get 
for all a. Using (5.3), (5.4) and (5.5) we may compute the general scalar 
invariant Fl . 
We decompose Fl into linear, quadratic, cubic terms, etc. First, let us suppose 
Fl is homogeneous of degree I, and write Fl as a sum 
akZk 
k=l 
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where the ak are constants. From (5.5) 
Since this relation must hold identically in a, zr ,... z6 it follows that a, = 0 
unless K = 1. Therefore the only translationally invariant linear term is of the 
form 
where a is a scalar. Furthermore a is real by (5.4). From (5.2) F, = ax, , F3 = 
az3 ,... etc. So the only linear mapping which is invariant under our group is a 
scalar multiple of the identity. This shows, as we said earlier (Theorem 3.2), 
that A” is irreducible. 
Now let us proceed to terms of degree two. We may write 
for a general quadratic term. However, as the reader may easily check for 
himself, the sum is covariant if and only if each of the terms are separately 
covariant. Thus it suffices to consider a term zizk . In order for (5.5) to hold 
we must have 
for all a, zj , zk . This can be so if and only if 
“1 = “j + “k 7 (5.6) 
which is satisfied only by taking wj , ok to be w2 and we. Thus the only covariant 
quadratic term is of the form 
with b real. Then F, = bz,z, , F3 = bz,z, , etc. 
The general procedure is now clear, though it becomes somewhat more 
complicated as the degree of homogeneity increases. The cubic term ,~+r~~ is 
covariant if and only if 
“1 = Wj + Ok + Of, * 
This condition is met only if one vector on the right is wr and the sum of the 
other two is zero. There are three possibilities, and the corresponding covariant 
terms are 
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From (5.3) we see that Fr must be symmetric in the variables xa , zs and za , zs . 
Therefore we must symmetrize in these variables. The general covariant scalar 
Fl thereby obtained is 
where, again, a and b are real parameters. 
By similar arguments mappings of all orders may be obtained. For future 
reference we note the generator for fourth degree mappings : 
4z23 + w4 Z2% + &+%) Z2% (5.7) 
Moreover, the same procedures apply to the lattices /I, and A, . In the table 
below we list the generators Fl for the covariant mappings homogeneous of 
degree k, k = 1, 2, 3 for the three lattices under consideration. 
TABLE 5.1 
k -42 4 4 
Remark. The procedure for obtaining the components F2, F3, and F4 
in the case (1, differs slightly from that for /l, and (1,. The symmetries of D, are 
e, 01 = (13)(24), p = (12)(34), and y = (23)(14). The components F, , F3, F4 
are respectively obtained by applying the symmetries ,6F = F/l, CSF = Fa, 
and yF = Fy. In the cases /l, and d, the other components are obtained 
by cyclic permutation of the arguments. 
6. ANALYSIS OF THE BIFURCATION EQUATIONS 
We turn now to an explicit analysis of the branching equations. We recall 
([28], § 3) that by examining the Newton diagram for a mapping it is possible 
to determine an appropriate scaling parameter for the solutions. Suppose we 
wish to construct solutions of a system of branching equations (1.2) where 
F(A, Z) has the form 
F(h, z) = AZ +Q&) + ... 
where Qk(t.s) = t”Q&r). Putting X = eke-l and z = l 5 (Here z = (zr ,... x,) and 
8 = (fl ,... ~5,)) we get 
F(+, 4) = 45 + Q&$)1 + O(@+l). 
BIFURCATION THEORY AND PATTERN FORMATION 79 
Dividing by ck we obtain a system of equations of the form 
[f + f&(t)] + cR(% I) = 0 (6.1) 
Letting E + 0 we obtain the reduced bifurcation equations 
(6.2) 
If &, is a solution of (6.2) and if the Jacobian of these equations with respect to 
5 is non-singular at 6, , then by the implicit function theorem & may be extended 
to a solution t(e) = &, + •5~ + ... of the full equations (6.1). 
As we have seen the bifurcation equations F(X, x) are covariant with respect 
to a two parameter transformation group. This same covariance is inherited by 
the reduced bifurcation equations (6.2), whose solutions therefore appear in 
two-parameter sheets; and so the Jacobian always has a null space of dimension 
at least two. (It is actually three dimensional in one case, as we shall see). 
All these difficulties can be circumvented by introducing the action-angle 
variables (3.3). We have 
LEMMA 6.1. In action-angle variables a mapping F: N(A) ---f N(A), covariant 
with respect to &‘(A), has the forms below 
1. (1 = rl, , the hexagonal attice 
Fl =c=eislW(xl,x,, x3 ; Y 1 
F, = c = ea’@zW(xz , x3 , x1 ; -y) 
F3 = F, = eie3W(x, , x1 , x2 ; y) 
where y = Ba - I31 - e3 . Furthermore 
and 
W(x, 9 x2 , x3 ; r) = W(x, 7 x3 , x-2 ; Y) 
W(x, > x2 , x3 ; Y) = WC% , x2 , x3 ; -Y) 
2. A=A,orA,, the square or rhombic lattice 
Fl = & = eielW(x, , x2) 
F, = K = eiezW(x2 , x1). 
Proof. We shall carry out the details for the hexagonal case and leave the 
other cases to the reader. Let wr ,... ws denote the vertices of the hexagon in 
580/28/r-6 
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Fig. 2.2. Let wr’ and ws’ form a basis dual to 6.1~ , ws . That is, choose wr’, 
0s’ so that 
For a vector a E W we write a = swr’ + to,‘. Then 
(01 ? a) = s, (w3, a) = t, (w2, a) = (wl + w3, a) = s + t. 
From (3.4) we have 
T*W, , x2 , x3 ; 0, , e* ) 83) = ei(m’~P’Fl(xl , x2 ) x3 ; e, ) 6, , e,) 
= N% , x2 , x3 ; 4 + s, 8, + s + t,e3 + 1). 
Putting s = -e, , t = -6, we get 
&(x1 , x2 , x3 ; 8, , e2 , 0,) = e”“‘Fl(xl , x2 , x3 ; 0, y, 0) 
where y = O2 - 0, - 0, . NOW set 
w% , x2 > x3 ; Y) = Fl(Xl , x2 , x3 ; 0, y, 0). 
From the symmetry p = (35)(26) we get (see (3.4)) 
W(Xl 3 x2 7 x3 ; Y) = WC% > x3 , x2 ; 74. 
Furthermore, (5.4) implies 
&(x1 , x2 , x3 ; 4 , 0, , 0,) = F,(x, , x2 , x3 ; -el , -e, , -e3); 
consequently W(x, , x2 , x3 , y) = W(x, , x2 , x3 ; -y). 
TO get F,(x, , x2 , x3 ; 4 , 0, , e3) we apply the symmetry (II = (1 2 3 4 5 6) 
(see (3.4)), obtaining 
F (x 2 13x2 ,x3; 19 2, e 0 0,) = w2 , x3 , xl ; 0, , 0, , -4) 
= eioeW(x2 , x3 , x1 ; 0, e3 - 0, + 4 ,o) 
- P”W(x, , x3 ) x1 ; --y). - 
And so it goes. 
As a consequence of Lemma 6.1 the bifurcation equations may be reduced to 
the form below. 
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LEMMA 6.2. The bifurcation equations have the form 
1. A = hexagonal lattice 
W(x, , x2, x3 ; y) = 0 
wx,,x, ,x1 ; -79 = 0 
W(x3, Xl, x2 ; Y) = 0 
2. A = square or rectangular lattice 
W(Xl , x2) = 0 
W(x, , x1) = 0. 
(6.3) 
(6.4) 
(We have suppressed the dependence of Won the parameter A.) 
The number of equations is cut in half in each case since the second half is 
always obtained by complex conjugation. Recall that we are interested only in 
real positive solutions xi of equations (6.3) (or (6.4)). Since W is in general 
complex when y # 0 we get real positive solutions only when y = 0 in (6.3). 
THEOREM 6.3. The reduced bifurcation equations for the bifurcation of A- 
periodic disturbances of a Euclidean-covariant system (1.1) have the forms below 
1. A = rectangular or square lattice (k = 3) 
x1(/\ + axI + bxz2) = 0 
x2(X + axz2 + bx12) = 0 
2. A = hexagonal lattice (k = 2) 
Ax, - eivx2x3 = 0 
Ax, - eiYx3xl = 0 
Ax3 - eiyxlx2 = 0 
(6.5) 
(6.6) 
3. A = hexagonal lattice (k = 3) 
x,(h + a(xz2 + xS2) + bx12) = 0 
x,(X + a(x3” + x1”) + bx,*) = 0 
x3(X + a(x12 + x2”) + bx32) = 0 
(6.7) 
In particular, the y-dependence factors out of equations (6.7) and these equations 
are invariant under the three parameter group Bi -+ qi + 01~ , i = 1, 2, 3. 
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The reduced bifurcation equations (6.7) thus have a greater symmetry than 
the full bifurcation equations. The above forms of the reduced bifurcation 
equations follow directly from Table 5.1 upon converting to action-angle 
variables. The coefficient of the linear term may always (assuming it does not 
vanish) be reduced to X by a suitable resealing of the variables. Similarly, the 
coefficients of the quadratic term in (6.6) may be taken to be &I provided a 
correct choice of scaling of the variables h and z is made. The fact that equations 
(6.7) are invariant under a three parameter group has important consequences 
for the stability of the bifurcating hexagonal solutions as we shall see in the next 
section. This extra symmetry is destroyed by the higher order terms (for example, 
by terms of degree four), as the reader may verify for himself. 
The parameters a, b in (6.5) are not numerically equal for the different 
lattices, and they differ also from the parameters a, b in (6.7). Further informa- 
tion concerning the relative sizes of the parameters for the different lattices may 
also be obtained by group theoretic methods. See the forthcoming article 
“Selection Mechanisms for Pattern Formation” to appear in the Archives for 
Rational Mechanics and Analysis. 
A complete analysis of the reduced equations (6.5)-(6.7) is a matter of straight- 
forward algebra. Consider, for example, equations (6.7). There are three cases : 
xa = 0 and xrxa # 0; x3 = x, = 0, x1 f 0; x1.x+3 # 0. Let us take the last 
case. Then equations (6.7) reduce to 
h + a(x2” + x32) + bx12 = O,.... 
These equations are linear in xr2, x22, xa2 and so their solution poses no diffi- 
culties whatsoever. 
In the case (6.6) we see that x1 , x2 , x3 all vanish if any one of them does. 
Furthermore, equations (6.6) imply that X3x,x2x3 = (x1+x3)2 e3ia, hence that 
x1x2x3 = (he-ia)3. Choose OL = 0 or n so that Xe@ > 0. Then the unique solu- 
tionisx,=x,=x,=he+= Ih\. 
The analysis of (6.5) follows the lines of the analysis of (6.7). The solutions 
of equations (6.5)-(6.7) are summarized in Table 6.1 below. 
THEOREM 6.4. When all eigenvalues of the Jacobian of the reduced equations 
are non-zero, the solutions listed in Table 6.1 may be extended to solutions of the 
full equations 1.1. The solutions are real and positive if y = 0. 
Theorem 6.4 is an immediate consequence of the classical implicit function 
theorem. In the next section we show that the eigenvalues of the Jacobian of the 
reduced equations determine the stability of the bifurcating solutions in a neigh- 
borhood of the branch point. 
The fact that equations (6.7) are independent of y means that they are in- 
variant under the three parameter group Bi + 19~ + yi , i = 1, 2, 3. Thus the 
reduced equations possess a higher symmetry than the original problem. This 







X$ = 0, x1 = - 
a 
Eigenvalues of the Jacobian Remarks 





-A x1 = x1 = - 
b+b) 
-22x, -2h a + b < for super- 
critical bifurcation; 
stable if a + b < 0, 
b-a>0 
(6.6) x1 = X) = xg = 1 2x, 24 -A unstable on both sides 
of criticality 
--x x2 = XJ = 0, x1 = b -221, +x---b), ;(a-b) b < 0 for supercritical 
bifurcation; stable 
ifb<O,b-a>0 
xg = 0, x, = x2 = a+b < 0; unstable 
(6.7) 
-2x -22h(b-a) -22h(b--a) 
’ b+2a ’ 2a+b 
2a + b < 0 for super- 
critical bifurcation; 
stable ( ?) if ?a+b < 0, 
b-at0 
additional symmetry is already destroyed at fourth order, as the reader may check 
for himself using (5.7). Since the Jacobian of the reduced equations is inde- 
pendent of y the solutions of the reduced problem extend to a three parameter 
family of the full nonlinear problem : two parameters are due to the transla- 
tional invariance, and the third is y. These solutions will not be real, however, 
unless y = 0. Since we require that the solutions (x1 , x2 , x3) be real and non- 
negative, all except those for which y = 0 are to be excluded on physical 
grounds. One serious consequence of the additional invariance of the reduced 
equations, as we shall see in the next section, is that the stability of the hexagonal 
solutions cannot be determined at lowest order. 
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7. STABILITY OF THE BIFURCATING SOLUTIONS 
In this section we relate the stability of the bifurcating solutions to the eigen- 
values of the Jacobian of the reduced bifurcation equations. In one respect the 
results of this section can be viewed as an extension to multiple eigenvalues of 
previous results of Sattinger [27], McLeod and Sattinger [13], and Crandall and 
Rabinowitz [3]. (See also L. Nirenberg [17], pp. 102-l IO). The problem is to 
relate the stability of the bifurcating solutions to an analysis of the reduced 
bifurcation equations. The present discussion is limited to an analysis of the 
stability relative to disturbances within the same class of A-periodic solutions. 
If {A(E), u(e)> is a one-parameter family of solutions of (l.l), the stability of the 
solution is formally determined by the eigenvalues of the linear operator L(E) = 
G,(X(c), u(c)). When E = 0, L, = G,(O, 0) (recall that we have taken A, = 0 
for convenience) has an n-dimensional null space. If A, = 0 is the critical param- 
eter value at which u = 0 loses stability then by hypothesis all other eigenvalues 
of L, lie in the left half plane. Therefore the stability of the bifurcating solutions 
is determined by the behavior of the n-fold eigenvalue at the origin under the 
perturbation. 
Before beginning let us note that if G is invariant under a K-parameter Lie 
group then G,(h, U) has in general a K-dimensional null space. In fact, letting 
W, ,... gk) be the K-parameter group representation we have 
W, Tk, >... g&4 = 0. 
Differentiating with respect to gj and setting g, = ... = g, = 0 we have 
where Lj is the Lie derivative of T with respect to gj at the origin. 
Thus the vectors Lju are null functions of the Frechet derivative G,(h, u). 
The Lj are the infinitesimal generators of the group. In the case of the transla- 
tion group the infinitesimal generators are a/ax and alay, so if U(X, y, A) is the 
solution, the null functions are u, and uV . The rotation group is excluded here 
since it does not leave the lattice invariant. We therefore have, in the present 
situation, a two dimensional null space, so at best we can expect only an orbital 
type of stability. 
We first prove a preliminary result in the perturbation theory of an isolated 
n-fold eigenvalue. 
LEMMA 7.1. Let L(E) = L, + eL1 + .*. be an analytic family of bounded 
operators from B, to B, (complex Banach spaces with B, C B,) and suppose that 
L, has an isolated eigenvalue at the origin of multiplicity n and Riesz index one. 
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Let the null space JV be spanned by {vl ,... vn}. Then there is an analytic projection- 
valued operator E(a) and an analytic matrix B,(e) such that 
Let P, = E(0) be the projection onto JV which commutes with L, , and suppose 
POLO = ... = P&e1 = 0. Then 
B,j(C) = E”(L,q& ) qJi*) + O(Ekfl) (74 
where the vectors F~* E B,* form a dust basis to the vectors (ql ,... 9%). ((vi , 
vj*) = Sij andL,*vj* = 0). 
Proof. We define the projections E(E) for small E by 
E(c) = & jc (2. -L(e))-’ dz 
where C encloses the origin and contains no other points in the spectrum of L, . 
For small E the eigenvalues vary continuously, so the above expression is well 
defined. (See Dunford and Schwartz, vol. I lemma 6, p. 586; E(E) is a projection 
by Theorem 10, p. 568). Since {E(e) cpr ,... E(E) ~,3 is an invariant finite dimen- 
sional subspace of L(e), the existence of B&S) and equation (7.1) follow imme- 
diately. Moreover, Bgj(c) may be determined by solving 
(7.3) 
These equations are invertible for small E since 
det IKE(~) qj y ‘~k*)ll = 1 + O(E). 
The spectrum of L(E) restricted to the invariant subspace E(C)&- consists pre- 
cisely of the eigenvalues of B,(e). 
Now let us show that POLO = ... = P&k--1 = 0 implies POE, = ... = 
P,E,-, = 0. We have (R,(E) = (a - L(E))-l) 
E(4 = & j, JU4 dz 
E[“(,) = & jc I?&) Lrl’(,) dz 
Erk-'I(,) = & j ~,2(~)L'~--l'(~) f *a* + (h - l)! l?,k(~)(L’~‘)(~-~) dz. 
C 
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Therefore 
PoJP(0) = & J R?(O) POLL + ... + (I - I)! RZZ(0) P&C,)1 CL2 
C 
=O for I= I,2 ,..., k-l. 
Substituting these results in (7.3) we get (Note that P,,*~I~* = F~*) 
+ ... + Ek(B&j + *-*][2+,  O(Ek)]. 
This equation implies (B,)ij = 0, so (B& = ‘.. = (B,& = 0 and 
cLk’?% > %n*> = (Bkh ; 
and this is the content of equation (7.2). 
We have already remarked that if t,, is a solution of (6.2) and if the eigenvalues 
of the Jacobian of (6.2) at & are non-zero, then &, can be extended to a solution 
of the full bifurcation equations. What we shall prove here is that the stability 
of the bifurcating solutions is determined, to lowest nonvanishing order, by the 
eigenvalues of the Frechet derivative of equations (6.2). 
THEOREM 7.2. Consider a general bifurcation problem G(h, u) = 0 where 
G,(O, 0) is a Fredholm operator with an 1 dimensional kernel and Riesz index 1. 
Let the corresponding bifurcation equations, obtained by the Lyapounov-Schmidt 
procedure (see below), be given by F(A, v) = 0, where v E R1. Suppose that these 
equations have a one-parameter family of solutions 
and that 
h = ~%~(a~ = const.) 
v = l w, w = wg + rw1 + E2W2 + ... 
F( Pa0 ) Fw) = 8Q(uo ) wo) + o(e”+l) 
where k > max{m, n}. The reduced equations are therefore 
Q(uo , w,) = 0 
where u,, is to be chosen conveniently. 
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Then the linear operator B(E) = L(E) E(E) given by Lemma 7.1 has the form 
B(e) = ek--nQw(oo , w,,) + o(ek--n+l) (7.4) 
where QW denotes the Frechet derivative of the mapping Q. The stability of the 
bifurcating solutions is therefore determined at lowest order by the eigenvalues of 
the Jacobian of the reduced equations. 
Proof. We begin with a quick review of alternative methods for bifurcation 
problems. Let G(h, u) : @ x d--f g. 
We shall assume that & _C F’, with the injection & + 3 continuous in the 
9-topology. This set-up is particularly convenient when dealing with nonlinear 
systems of partial differential equations . Let L, = G,(O, 0) be a Fredholm 
operator with a finite dimensional kernel X0 C b. The projection onto N0 
is given by 
p. = & s, (z -L&l dz 
where C encloses the origin and no other points in the spectrum of L, . Clearly 
P,, : 9 -+ d, and so we may regard P,, as a bounded mapping from 6’ to & or 
from 9 to 9. In the same way, Q,, = I - P, is then a bounded mapping from F 
to 9 or from d to &‘. Equation (1.1) can be decomposed into a coupled system 
Q,G@, 4 = 0 
P,G(A, u) = 0 
and we may write u = P,,u + Q,,u = v + !K We choose !P to satisfy the 
functional equation 
&&(A v + W, 4) = 0. (7.5) 
‘ 
This equation is easily solved by virtue of the implicit function theorem in a 
Banach space. In fact, the Frechet derivative at h = 0, v = 0 is simply Q,,& 
which, by our assumption that L, is a Fredholm operator, is an isomorphism 
between Q,,& and Q,,S. Therefore there exists a unique function Y(A, v), 
analytic in h and v, with values in QO&. Furthermore, Y(A, v) is uniquely defined 
for small /XI + Iv/. 
The bifurcation equations are 
F(h, v) = P,,G(X, v + !?‘(A, v)) = 0 (7.6) 
These reduce to a system of 1 equations in 1 unknowns if we introduce a basis 
bl ,*--, pl} for JV = P,,b. (We assume here that the Riesz index v of M is one 
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- i.e. that Jtr = {v : Lop, = 0} = Js = {v : Lo2~ = O}. The result is still true 
if Y > 1 - that is, we still get I equations in 1 unknowns; however a little more 
care is required in their derivation). 
The projection P, has the form 
P,u = f q(u) yj . 
j=l 
From the linearity of PO we may infer that the cd(u) are linear functionals on 9. 
They therefore have the form c~(u) = (u, vj*) where TV* E 9* C b*. From the 
relationship P,,Lo = L,,P,, it is easily proved that L,*yj* = 0; and from the 
relationship PO2 = PO one sees that (pi , q+*) = 6ij . Putting v = .~ivr + .. + 
zrq~~ we find that (2.2) is equivalent to the system of equations 
flj(k Zl ,-*., xl> = (G(k v + Y(k v)), vi*) = 0 j = l,..., 1. 
Now consider the solution curve (h(e), U(E)). According to Lemma 7.1 it 
suffices to investigate the operator P,G,(A(E), U(E)) PO. In fact, from (7.2) it 
follows that to lowest order 
Bii(e) = (P,G,(X(c), U(C)) P,ypi , vj*) (lowest order) 
The gradient of the bifurcation equations is 
= PoW, u + ‘W, v))[Po + Y,,] 
= PoG,(k W’o + u;l 
where u = v + Y(X, v). Note that YU is a mapping from the kernel JV to the 
subspace Qad. The offendink term here is P,G,(X, U) Y, , but we claim this term 
vanishes to higher order than the one we are interested in, namely P,,G,(A, u) PO . 
In fact, it is enough to show that YV(O, 0) = 0, since v and h both vanish as 
E -+ 0. Differentiating (7.5) with respect to v we get 
Q;),G(k Wo + Y,l = 0, 
and putting h = v = 0 we get 
Since LOP0 = 0 we have Q,,&,Y,(O, 0) = 0; and, since the range of Y, is the 
Banach space QaS , we have Y,(O, 0) = 0. 
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We have shown that along the solution curve {X(E), u(e)} 
F,(h, w) = P,,G,(X, ZJ) P,, + higher order terms. 
Let us now determine the lowest order terms of F,(h, v). Upon introducing 
the scaling h = Pu, v = e”w we get 
H(<, CT, w) = F(&, l W). 
By hypothesis H has the form 
Therefore 
H(E, o, w) = ckQ(u, w) + O(ck+l). 
and 
H, = enF,(rma, lw) = <“Q&J, w) + O(@+l), 
F,(Pu, enw) = E~-~&~(u, w) + O(C~-~+~). 
Equating lowest order terms of F, and P,G,(A, u) P,, we get 
P,G,(X, u) I’, = d-Qw(u, w) + O(+n+l), 
which completes the proof of Theorem 7.2. 
As an application of Theorem 7.2 let us consider the stability of bifurcating 
solutions at a simple branch point. Suppose that G(h, 0) = 0 but that G(0, u) 
does not vanish in a punctured neighborhood of the origin : 0 < 11 u 11 < 6. 
Let G,(h, 0) v(h) = y(h) p(X) and suppose further that y(O) = 0, y’(O) > 0. 
Then it can be shown that the bifurcation equation takes the formf(h, v) = 0, 
where 
f(h, ?I) = y’(0) x - bv” + .** 
et being a scalar and b being constant. (See [28]) The reduced equations, obtained 
by scaling h = ~-lu, v = EW, are 
Q(u, w) = y’(O) uw - bwn = 0. 
Taking u = b, the solutions of the reduced equations are 
In either case, 
I 
*(r’(o))l’n-l if n is odd 
w = (y’(O))l/“-1 if n is even 
Q,(u, 4 = by’(O)(l - n). 
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According to Theorem 7.2, the leading term in the critical eigenvalue is 
CT,) = E “-V/(0)(1 - ?z) + .” 
while 
Therefore 
5(E) ~ = y’(O)(l - ?r) + O(E) 
X(4 
and, for small E, 5 and h opposite signs. Therefore, h > 0 implies 5 < 0, etc. 
Since y’(O) > 0 the zero solution is unstable for h > 0. We call this the super- 
critical case. If {h(c), U(E)} is a solution branch we say that the bifurcation is 
supercritical when X(E) > 0 and subcritical when h(e) < 0. The stability of the 
bifurcating solution is determined by the sign of 5, being stable if .$ is negative 
and unstable if 5 is positive. Thus, we have shown that supercritical solutions 
are stable and subcritical solutions are unstable. (See [27], [3], [17]). The reader 
may go on to the more general case when several of the derivatives y’(O), . . . r[“J(O) 
vanish. (A more thorough account of these matters appears in the survey artice. 
“Recent Progress in Bifurcation Theory,” to appear in the memorial 
volume for E. Rothe). 
8. STABILITY OF THE SQUARE AND RECTANGULAR SOLUTIONS 
8. Stability of the Square and Rectangular Solutions. 
Let us consider the stability of the solutions bifurcating in the square and 
rectangular lattices. We denote the reduced bifurcation equations by 
Q(k 4 = a (8.1) 
THEOREM 8.1. Let W(x, , 2 - x ) x1 + x1(ax12 + bxz2) be the function des- 
cribed in Theorem 6.3; andput W,(x, , x2) = W(x, , x,), W,(x, , x2) = W(x, , x1). 
In the case of the square or rectangular lattices the eigenvalues of the Jacobian of 
(8.1) are 
0,O and those of a(wl > W2) 
+1 9 x2) . 
Proof. We have 
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Since the bifurcation equations are invariant under the two parameter group 
(4 , 02) -+ (4 + ad, + B) t i su fi ces to evaluate the Jacobian at 0r = 8, = 0. 
(The eigenvalues are constant along trajectories of the group action). We have 

















At a solution of the bifurcation equations, WI = W, = 0, so the above reduces t  
a(Q1, Q2 > Q3 9 Qd = 
ah , x2 I 4 ,e,) 
where J denotes the Jacobian a(W, , W,)/a(x, , x2). 
On the other hand, 
The reader may verify that 
1 0 0 1 
0 1 0 1 
2 0 + 0 
0 $0; 
2 2 
a(Ql> Qz 9 Q3 9 Qd = ; J _ 
Two null vectors of any such matrix are 
(8.2) 
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Moreover, if (f) is an eigenvector of J then 
is an eigenvector of (8.2) with the same eigenvalue. 
COROLLARY 8.2. In the rectangular or square lattice rolls (x1 = 0 or x9 = 0) 
are stable iff b < a < 0 and square or rectangular solutions (x1 = xz) are stable 
ifa+b<Oandb-a>>. 
Corollary 8.2 follows immediately from Theorem 8.1, the first row of Table 
6.1, and Theorem 7.2. From corollary 8.2 we see that within a fixed lattice, the 
values of the parameters a and b uniquely select a pattern : either rolls or squares 
(or rectangles). 
9. STABILITY OF SOLUTIONS IN L&, 
9. Stability of Solutions in A, . 
The stability analysis of the /la solutions is a bit more delicate. Let the reduced 
bifurcation equations be denoted by Q(& a) = (Qi ,..., Qa), where z = (ai ,... z,). 
The quadratic case (6.6) is easily dealt with directly. The equations are generated 
by cyclic permutation of Qi(z) = ai - zazs (X is scaled out). As we have seenthe 
unique (real) solution is xi = x2 = x3 = 1, or xi = ... = z, = 1 (taking 0, = 
ti2 = 0, = 0). The Jacobian is 
I -1 0 1 -1 O-l 0 1 I 0 O-l l-l 0 O-1 1 0 1 -1 0 1 I (9.1) 
Do not try to find the eigenvalues of (9.1) by finding the roots of the charac- 
teristic polynomial! There is an easier way. First note that the invariant subspaces 
of (9.1) must be precisely the invariant irreducible subspaces of the symmetry 
group D, which were calculated in $4. This may be proved as follows. If F(z) 
is covariant with respect to a group representation T, then it is easily seen that 
T,F’(z) = F’(T,z) T, . If now F(x,) = 0 and ,a, is invariant under 9, i.e. if 
T,z, = z, for all g E 9 then T,F’(z,) = F’(z,) T, for all g. Consequently the 
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invariant irreducible subspaces of 9 are precisely the invariant subspaces of 
F’(%)* 
In the case at hand our hexagonal solutions Z, = *.. = zs are invariant under 
the full symmetry group D, of the lattice /l, . The invariant subspaces of DS 
are V(l), V4), V(e), and I’(@, and are given respectively by the first, the second, 
the third and fourth, and the fifth and sixth columns of the matrix P of (4.4). 
Actually, it turns out that eigenvectors of (9.1) are precisely the column vectors 
of P. The eigenvalues are 
-1, 3, 2, 2, 0, 0. (94 
THEOREM 9.1. The hexagonal solutions which appear in the quadratic case 
(6.6) are unstable on both sides of criticality. 
This follows from the fact that there are both positive and negative eigenvalues 
of the Jacobian of the reduced equations. 
Finally, for the case (6.7) we have 
THEOREM 9.2. When the reduced bifurcation equations are of the fern (6.7) 
the eigenvalues of the Jacobian of the bifurcation equations are 
0, 0,O and those of awly w2, w3) 
ah , x2 , x3) 3 
where 
WC 1x1 , x2 , x3) = x1 + 4x2” + x32) x1 + bx13 
and W, and W, are obtainedfrom W, by cyclic permutation of x1 , x2 , x3 . 
As we have already pointed out, two of the zero eigenvalues occur as a result 
of the translational invariance of the original problem (1.1) and they remain 
identically zero along the branching curve (X, u). The third eigenvalue above is 
due to the additional symmetry of the reduced bifurcation equations. Since this 
symmetry is destroyed by higher terms in the bifurcation equations the last 
eigenvalue does not remain zero but perturbs to the right or left along the branch 
curve. Consequently, the stability of the hexagonal patterns cannot be determined 
at lowest order in the case (6.7). 
From Table 6.1 we see that a necessary condition for purely hexagonal 
solutions (xi = x2 = x3 # 0) to be stable is that 2a + b < 0 and b - a < 0. 
The second class of solutions in As (viz. x3 = 0, xi = x2) can never be stable, 
since the first and third eigenvalues have opposite signs. The first class, the so- 
called “rolls” can only be stable in (1, if a < b < 0. 
In closing let us extract one final piece of information about the stability of the 
purely hexagonal solutions. 
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THEOREM 9.3. Let u E A, be the solution of G(h, u) which is invariant under the 
full symmetry group D, . Then the (two dimensional) kernel of G,(A, u) transforms 
like irreducible representation T w (Cf. (4.1)) under the action of D, . The third 
eigenvalue of G,(h, u) which tends to zero at the branch point corresponds to a one 
dimensional invariant subspace which transforms according to Tt4) under the action 
of&. 
Proof. The kernel of G,(X, ) . p u 1s s anned by au/ax and &jay since a/ax and 
ajay are the generators of the translation group. Now if r is a rotation in the 
plane and x = (x, y), then 
V[u(r-lx)] = r(Vu)(r-lx). 
The representation T@)(Y) (Cf (4.1)) is the two dimensional representation of 
De as the ordinary rotation-reflections in the plane. Now suppose u is invariant 
under De : that is 
U(Y+X) = u(x) x E R2, reD, . 
Then 
Vu(x) = V[u(r-lx)] = y(Vu)(r-lx), 
or (Vu)(r-lx) = r-‘(Vu)(x). Th’ IS s h ows that Vu transforms like T@). 
The reader may show that the Jacobian of the reduced bifurcation equations 
evaluated at the purely hexagonal solution is 
1 J J 
b a a 
F’ = - b + 2a II-I where J= a b a. J J [ 1 a a b 
If {VI ,*a* vs} denote the basis vectors given by (4.4) (i.e. the column vectors of 
the matrix P in (4.3)) then 
F’v, = ~1 F’F, = 0 F’F, = 2 (g) ~33 
F’~J, = 2 (g) q4 F’q, = F/r,+ = 0. 
The critical mode is thus v2 . The subspaces Y(l), L’(*), vc5), P) remain in- 
variant along the branch curve, so the critical eigenvalue A, may be treated as a 
simple eigenvalue associated with the one-dimensional invariant subspace which 
transforms according to the representation Tc4). 
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10. GRADIENT STRUCTURE OF THE BIFURCATION EQUATIONS 
As we remarked in the introduction, Busse [I] has shown that the reduced 
bifurcation equations possess a gradient structure -that is, that they are gradients 
of a nonlinear function g on the kernel. Busse was thus able to relate the extrema 
of F to stable bifurcating solutions. This same line has been pursued by Sather 
[25] in connection with stable bifurcating solutions of buckling problems in 
elasticity. Busse’s discovery is interesting because the Boussinesq equations do 
not possess a variational structure. We show here that the variational structure 
of the reduced bifurcation equations is a consequence of the group invariance of 
the original problem and so does not depend on the structure of the equations. 
THEOREM 10.1. Let F&, ,...) be th e invariant bifurcation equations up to 
order k = 1, 2, OY 3 for the lattices A, , A, OY A, . Then on the real submunifold 
x2 = ,%I ) x4 = 22 (OY x 4 = Zl , x5 = g2 , x6 = F& in the case As), the Fi are 
gradients of a function 9. In the case AZ or A, 
FE!?? 
1 a2, 9 Fz=;, F3-$ 2 1 
F4=$ 
2 
and similar equations hold in the case A, . 
Proof. It suffices to show that the Jacobian 
is Hermitian symmetric when za = %, , zq = z2 . This is clear for the case k = 1 
since then Fi = Xzi , and aF,laz, = h Ziij . 
In the case k = 3 the Jacobian is 
and it is easily seen by inspection that this matrix is Hermitian symmetric when 
x3 = %I ) x4 = z2 . (Recall that a and b are real as a consequence of the reality 
of the original problem). The same proof applies in the case A, when k = 2 or 3. 
The details are left to the reader. 
We remark, in closing, that the result is not true for all orders of the bifur- 
cation equations. The term of degree 4 in the case of the hexagonal lattice, for 
+X0/28/1-7 
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example, does not possess a gradient structure. In fact, (Cf. (5.7)) the term of 
4th degree contains the term 
Fl = x22zszs + z,z,z,~, 
hence F2 would be 
F2 = z3”zazl + z,z,z12. 
We have accordingly 
i?F 
J = 2z2~2.T3 + z&)2 
ax2 
whereas 
aF, _ = z& + 2z,z& . 
az, 
Clearly these terms are not complex conjugates of each other. 
11. CONCLUDING REMARKS 
Group representation theory has proved itself an indispensable tool in modern 
physics. In quantum mechanics the theories of electron spin, selection rules, and 
elementary particles are intimately bound up with group representation theory. 
Mathematically one can think of bifurcation problems as non-linear analogues of 
the perturbation problems which arise in quantum mechanics. Furthermore, 
the applicability of group representation theory is not diminished by the non- 
linearities (Cf. [28]). 
In the present paper we have considered a specific class of problems of physi- 
cal significance to which group-theoretic methods can be applied. Using only 
the very natural and general hypothesis that the original equations are covariant 
we have derived a considerable amount of specific information about the struc- 
ture of the bifurcation equations, and about the possible solutions which may 
form and their stability. 
Our analysis of the stability of the various cellular patterns which may bifur- 
cate at the onset of instability underscores the importance of differentiating 
between the lattice structure of a solution (i.e. its invariance under a lattice 
subgroup of translations) and its symmetry within that lattice structure (i.e. its 
invariance with respect to symmetries of the lattice). 
For example, in the case (6.6) the null space is 6 dimensional. The problem can 
be reduced to a one dimensional null space if one considers the subclass of A, - 
periodic solutions which are also invariant under D, . With respect to this sub- 
class of disturbances of full hexagonal symmetry, the completely hexagonal 
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solution (zi = ... = 2s) is stable above criticality and unstable below criti- 
cality. But when tested against all possible disturbances in A, this hexagonal 
solution is unstable on both sides of criticality. 
Thus reduction of the problem by symmetry arguments to bifurcation at a 
simple eigenvalue leads to incorrect conclusions. Not only are some solutions a 
priori excluded by this procedure, but the stability of the symmetric solutions 
is not correctly determined. The multiplicity of the branch point is an intrinsic 
aspect of the problem of pattern formation. 
Yet, the problem of pattern formation is far from resolved. Still to be answered 
are the following questions: 
1) Is one pattern uniquely selected on the basis of stability considerations? 
2) Can a rigorous justification be given for the preference for solutions of a 
cellular structure ? 
3) Can the linearized stability analysis of A-periodic solutions be extended to 
a larger class of disturbances ? 
Other aspects of the role of group representation theory in the analysis of 
nonlinear problems have been discussed by Othmer and Striven [18], [19] and 
D. Ruelle [24]. Ruelle has treated the Hopf bifurcation theorem from the point 
of view of symmetry considerations. Finally, L. Michel [15] of I.H.E.S. has 
done considerable work on the role of group theory in symmetry-breaking 
perturbations. 
APPENDIX 
The Boussinesq equations governing convection in an inviscid fluid are [l], 
PI, [51 
24 
axj .-- 0 
where 9, = V/K is the Prandtl number and the Rayleigh number 9 is given by 
W = qh3/vK (T,, - Tl). Here g is the acceleration due to gravity; h is the depth 
of the layer; (Y is coefficient of thermal expansion; T, and Tl are the tempera- 
tures on the lower and upper boundaries; v and K are the coefficients of viscosity 
and thermal conductivity; and is 6 the perturbed temperature profile. 
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if 8 is replaced by &%9 the equations assume the following symmetric struc- 
ture (where h = z/R) 
A 0 0 0 -$ 
1 
0 A 0 0 -g 
2 
0 0 A 
OOXA 0 
1 au2 







a a a -_ 
a~, ax, Bx, 
0 0 
The boundary conditions at xa = 0, 1 are 





0 at a free boundary. 
We now derive the dispersion operator LB(h, w) discussed in $2. Setting 
+(x, y, z) = U,(z) eiwz 
e(x, y, Z) = e(z) eiwZ 
p(x, y, z) = P(z) ei@ 
we get the following system of second order system of ordinary differential 
operators by separation of variables : 
(D2 - w") 0 0 -iw 
0 (D2 0 co") 0 0 
Q(h, co) = 0 0 (D2 0 w") 
0 0 h (D2 "~2) ;D 
iw 0 D 0 0 
where D = d/dx2. The operator 9 operates on vector valued functions 
defined on 0 < xa < 1. The Hilbert space N in this case consists of such vector 
valued functions with components in L,(O, 1) with the obvious inner product. 
In the case of free-free boundary conditions the eigenvalue problem (2.6) 
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may be solved exactly and the neutral stability curve and dispersion relation 
explicitly computed. We put 
U,(x,) = u, cos 7Tx3 
u-,(x,) = u, cos TX3 
U,(x,) = U, sin n~s 
0(x,) = U, sin 7rxa 
P(x3) = u, cos ?rx3 
Then the eigenvalue problem (2.4) reduces to the algebraic problem 
-(w” + 372) 
-(do+ 73) 
0 0 -iw Ul 
0 
+J)+ 73) 
0 0 u2 
0 0 
0 0 x -(dA+ 73) ; :: 
iw 0 rr 0 0 %i 
The eigenvalues of this problem are given by the roots of 
= 
--u-(w"+7?) 0 0 0 -iw 
0 -u-(w”+d) 0 0 0 
det 0 0 -o-(w2+T2) x 7r 
0 0 x -a-(w2+n2) 0 
iw 0 71 0 -U 
This equation, the dispersion relation, reduces to 








where Q = -(u + w2 + ti). The neutral stability curve is obtained by setting 
o=o: 
-(7f” + cq + cow = 0, 
x2 = b2 + u213 
co2 . 
The critical wave number and Rayleigh number for the onset of convection 
are then determined by minimizing A as a function of w. We get 
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The critical wave vector is given by 
This wave vector transforms as (t) under the representation (2.3) and so the 
null space (2.9) is six dimensional. It also satisfies the transformation property 
S,.v = 6, where r is a rotation through 180”. Thus, the assumptions (3.la) and 
(3.1 b) are both satisfied. 
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