Abstract. Katzarkov has proposed a generalization of Kontsevich's mirror symmetry conjecture, covering some varieties of general type. Seidel [Se1] has proved a version of this conjecture in the simplest case of the genus two curve. In this paper we prove the conjecture (in the same version) for curves of genus g ≥ 3, relating the Fukaya category of a genus g curve to the category of Landau-Ginzburg branes on a certain singular surface.
Introduction
The Homological Mirror Symmetry conjecture relates symplectic and algebraic geometry through their associated categorical structures. Kontsevichs original version [Ko1] concerned Calabi-Yau varieties. Now, there are complete proofs of some cases [PZ, Se3] and partial results for many more [KS, F] . Soon after, Kontsevich proposed an analogue of the conjecture for Fano varieties. This was gradually extended further, and it seems that varieties with effective anticanonical divisor provide a natural context [Au] . The mirror in this case is not another variety but rather a Landau-Ginzburg theory, which means a variety together with a holomorphic function. Because of this asymmetry, the two directions of the mirror correspondence lead to substantially different mathematics. The one relevant here is where the Landau-Ginzburg theory is considered algebro-geometrically, through matrix factorizations or more generally Orlov's Landau-Ginzburg branes [Or2] .
Recently, Katzarkov [Ka, KKP] has proposed an extension of Homological Mirror Symmetry, encompassing some varieties of general type. The mirror is a Landau-Ginzburg theory. Abouzaid, Auroux, Gross, Katzarkov, and Orlov have explored both directions of the correspondence, and accumulated large amounts of evidence (K-theory computations [Ab, Or1] and more unpublished material). One direction of Katzarkov's conjecture was proved by Seidel in the case of the genus 2 curve [Se1] . The aim of this paper is to prove it in the case of curves of genus ≥ 3.
Let M be a curve of genus g ≥ 3, equipped with a symplectic structure. Its mirror is a three-dimensional Landau-Ginzburg theory X → C , whose zero fibre H ⊂ X is the union of (g + 1) surfaces. Details of the construction of this mirror will be given in Section 8. Let The main ideas in the proof are the same as in [Se1] . We now sketch the steps of the proof, simultaneously fixing the notation.
Take V = C 3 . We write ξ k for the standard basis vectors of V , thought of as constant vector fields, and z k for the dual basis of functions. The superpotential is the polynomial (1.1) W = −z 1 z 2 z 3 + z 
Kontsevich formality
Let g be a DG Lie algebra over C. An element α ∈ g 1 is called Maurer-Cartan (MC) element if it satisfies Maurer-Cartan (MC) equation
There is a natural Lie algebra morphism from g 0 to the Lie algebra of affine vector fields on g 1 ; it maps γ ∈ g 0 to (α → −∂γ + [γ, α]). It is easy to check that all vector fields in the image are tangent to the subscheme of solutions of (2.1). Thus, if these vector fields can be exponentiated, we obtain a group action on the set of Maurer-Cartan elements.
We will need to deal with L ∞ -morphisms between DG Lie algebras. Such a morphisn Φ : g → h is given by a sequence of maps Φ k : g ⊗k → h. These maps are required to be anti-symmetric (in super sense) and to satisfy equations of compatibility with DG Lie algebra structures on g and h, see [LM] . In particular, Φ 1 is a morphism of complexes, and induces a morphism of Lie algebras in cohomology.
Such Φ is called a quasi-isomorphism if Φ 1 is a quasi-isomorphism. We will need the following statement, which is implied by Homological perturbation Lemma:
Lemma 2.1. Let g be a graded Lie algebra considered as a DG Lie algebra with zero differential. Let h be a DG Lie algebra, and Ψ : g → h an L ∞ -quasi-isomorphism. Take some morphism of complexes Φ 1 : h → g together with a homogeneous map H : h → h of degree −1, such that
Then Φ 1 can be extended to an L ∞ -morphism Φ : h → g, so that the higher order terms Φ k are given by a universal formulae, depending only on Ψ, Φ 1 and H.
Moreover, one can choose Φ in such a way that the composition Φ • Ψ equals to the identity L ∞ -morphism.
Proof. For the proof of the first statement, see [Se1] , Lemma 2.1. Further, for the constructed Φ, we have that the composition Φ • Ψ is an L ∞ -automorphism of h. Define Φ ′ = (Φ • Ψ) −1 Φ. Then Φ ′ satisfies the required property, and the higher order terms Φ ′k are again given by a universal formulae, depending only on Ψ, Φ 1 and H.
In order to be able to exponentiate the gauge vector fields on g 1 , we will deal with pro-nilpotent DG Lie algebras.
Definition 2.2. A DG Lie algebra g is called pro-nilpotent if it is equipped with a complete
decreasing filtration g = L 1 g ⊃ L 2 g ⊃ . . . , such that
If g is pro-nilpotent, then Lie algebra g 0 is also such, and hence can be exponentiated to a pro-nilpotent group by Baker-Campbell -Hausdorff formula. This group then acts on MC elements α ∈ g 1 . We call two such elements equivalent if they lie in the same orbit of this action.
Remark 2.5. In Lemma 2.1 we can require g, h to be pro-nilpotent, Ψ to be filtered L ∞ -quasi-isomorphims, and Φ 1 , H to be compatible with filtrations. Then the constructed
If Φ : g → h is a filtered L ∞ -morphism of filtered DG Lie algebras, then we have an induced map on Maurer-Cartan elements
This map preserves equivalence relation. The following statement is an adapted version of the corresponding result in [Ko2] .
Lemma 2.6. Let Φ : g → h be a filtered L ∞ -quasi-isomorphism of filtered DG Lie algebras.
Then the induced map on equivalence classes of MC elements is a bijection.
Lemma can be proved by standard obstruction theory, as in [GM] (or [ELO2] for
Now we summarize the result of Kontsevich formality theorem [Ko2] , with some modifications. Let V be a finite-dimensional C-vector space. By definition, the space of formal polyvector fields on V is
If we assign to the summand C[[V ∨ ]] ⊗ Λ j (V ) the grading j − 1, then the whole space becomes a graded Lie algebra with respect to the Schouten bracket Now let A be a graded algebra over C. Its Hochshild cochain complex CC · (A, A) is the space of multilinear maps:
The Hochshild differential and Gerstenhaber bracket are given by the formulas.
and (2.10)
Its cohomology is the Hochshild cohomology HH · (A, A) with grading shifted down by 1 from the standard convention. Take α ∈ CC 1 (A, A), i.e. a sequence of maps α j :
The Maurer-Cartan equation for α says that the sequence of maps µ j satisfies the equation of a curved A ∞ -structure. Suppose that A i is finite-dimensional for all i, and take some γ ∈ CC 0 (A, A), with
In general, φ r is obtained by summing over all ways of concatenating the components of γ to get an r-linear map. The associated term is taken with the coefficient s r! , where s is the number of ways of ordering the components, compatibly with their appearance in concatenation. If two MC elements α andα are related by the exponential action of γ, then the associated curved A ∞ -structures are related by φ, which is an A ∞ -isomorphism. Now let again V be a finite-dimensional vector space, and take A = Λ(V ). It is a classical result (see [HKR] 
. This isomorphism is induced by Hochshild-Kostant-Rosenberg map (2.14)
If one thinks of formal polyvector fields
Theorem 2.8. 
This Ψ is GL(V )-equivariant, and using Lemma 2.1 and reductiveness of GL(V ), one obtains the required Φ, which can be taken to be left inverse to Ψ.
Finite determinacy
Put V = C 3 . Take the subgroup G ⊂ SL(V ) which consists of diagonal matrices with (2g + 1)-the roots of unity on the diagonal. Clearly, G ∼ = (Z/(2g + 1)) 2 . Define the pronilpotent graded Lie algebra g as follows:
(3.1)
The Lie bracket comes from Schouten bracket on polyvector fields, and L r g d is the part of the product which consists of terms with i ≥ d + 1 + r.
We can omit k but remember that (3.2) 2i + j − 3d − 3 ≥ 0, and 2i + j − 3d − 3 ≡ 0 mod 4g − 4.
consists of power series with no terms of order strictly less than r. Any Maurer-Cartan solution α ∈ g 1 can be written as (α 0 , α 2 ), where
We also have G-invariance condition, as well as condition on the components of α i , γ j coming from (3.2).
Maurer-Cartan equation for α = (α 0 , α 2 ) splits into the components
The first part says that α 2 gives a Poisson bracket {·, ·}. The exponentiated adjoint action of γ = (γ 1 , 0) ∈ g 0 on the solutions of MC equation is the usual action by formal diffeomorphisms. For γ = (0, γ 3 ), this action is given by the
Then (W, 0) ∈ g 1 is a solution of MC equation (as any other α ∈ g 1 of type (α 0 , 0) does).
is equivalent to (W, 0).
Proof. First we note that in the case ( g ≡ 1 mod 3 ) one may assume that λ = 0. Indeed, in this case we have
Thus, we may and will assume that
Let I ⊂ C[V ∨ ] be an ideal generated by
It is easy to see that
Indeed, for example
, and (3.9) z 2g+2 1
Put W 4g−1 = α 0 . It follows from (3.2) that α 0 contains only monomials of degree
. Therefore, there exist homogeneous polynomials f 4g−3,1 , f 4g−3,2 , f 4g−3,3 of degree (4g − 3), such that
Moreover, we can take
We obtain a new formal function
Now suppose that we are given with some formal function
Again, the exponentiated formal vector field can be taken to belong to g 0 . We obtain a new
Iterating, we obtain infinite sequence of formal diffeomorphisms, and their product obviously converges. As a result, our MC solution α is equivalent to (W, α ′2 ) for some
that the sequence (
, and hence the Koszul complex
the Koszul complex, we have that there exists
Again, γ 3 can be choosen to belong to g 0 . By the explicit formula (3.4), the exponential of (0, γ 3 ) maps (W, α ′2 ) to (W, 0), and we are done.
Classification theorem
Put A = Λ(V ) with natural grading ( deg(V ) = 1 ). Consider the following DG Lie algebra h :
The differential is Hochshild differential and the bracket is Gerstenhaber bracket. Again, h is pro-nilpotent with respect to the filtration L • h, where L r h d is the part of the product which consists of terms with i ≥ d + 1 + r.
Theorem 2.8 implies the following lemma (see [Se1] for detailed explanation). 
3 . We will also need the following elementary observations:
if g ≡ 1 mod 3.
Theorem 4.2. Up to equivalence, there is a unique Maurer-Cartan element
Proof. First we will replace α with another α ′ satisfying the assumptions of the theorem, and such that α ′i 1 = 0 for 3 ≤ i < 2g. We will need the following
2) If. moreover, i ≤ 2g − 2, then we have that α ′ satisfies the assumptions of the theorem.
Proof. 1) This is evident.
2) According to 1) and (4.3), we only need to check that
But for degree reasons we have that γ i 1 vanishes when restricted to V ⊗i , and α
hence the assertion.
Take the smallest i 0 such that α )α satisfies the assumptions of the theorem. Moreover, α ′i 1 = 0 for 3 ≤ i ≤ i 0 . Iterating, we obtain some equivalent MC solution α ′ ∈ h 1 satisfying the assumptions of the theorem and such that α ′i 1 = 0 for 3 ≤ i < 2g. Assume from this moment that α itself satisfies this property.
Since α is MC solution, we have 
From (4.10) and from (4.4) we conclude that (4.11)
It follows from (4.11) that the RHS of the above identity does not contain terms z
then we have that Φ 2 (α 3 0 , ∂γ
. Therefore, we may assume that (4.14)
Further, L ∞ -morphism Φ can be taken to be strictly left inverse to Ψ, that is ΦΨ = Id (Remark 2.9). Under this assumptions, the coefficients of Φ 2 (α 3 0 , α 2g 1 ) in the monomials z
From the precise formulas for Φ 1 (α 3 0 ) ( = −z 1 z 2 z 3 ) and Φ 1 (α 2g 1 ) (formula (4.11)), as well as for the component Ψ 2 ( [Ko2] , subsection 6.4, with suitable changes) one obtains that (4.15) equals to zero, as follows. In the notation of [Ko2] , subsection 6.4, for each relevant
combination of U Γ , we obtain that (4.15) equals to zero.
, and
From (4.12) and Lemma 4.4 it follows thatα satisfies the assumptions of Lemma 3.1. Therefore,α is equivalent to (W, 0). Since Φ induces a bijection on the equivalence classes of Maurer-Cartan solutions, it follows that α with required properties is unique.
We are interested in the following reformulation of the above Theorem. Suppose that we are given with a (Z/2)-graded A ∞ -structure (µ 1 , µ 2 , . . . ) on A = Λ(V ). Moreover, assume that all µ i are G-equivariant, µ 1 = 0, µ 2 is the usual wedge product, and for i ≥ 3 we have (finite) decomposition µ i = µ i 0 + µ i 1 + . . . , where µ i k is homogeneous of degree 6−3i+(4g −4)k with respect to Z-gradings. Moreover, assume that for z ∈ V ⊂ A we have
and (4.17)
Then such a structure is determined uniquely up to G-equivariant A ∞ -quasi-isomorphisms.
We denote such an A ∞ -structure by A ′ .
Matrix factorizations
Take V = C n and take some polynomial
has (not necessarily isolated) singularity at the origin. Following Orlov, associate to it the triangulated category of singularities: )) is split-generated by the image of the structure sheaf O 0 .
It turns out that the triangulated category
by 2 in D sg (W −1 (0)) is canonically isomorphic to the identity (this follows from Theorem 5.2 below). Matrix factorizations give a (Z/2)-graded enhancement of this category.
A matrix factorization for W as above is a (Z/2)-graded projective (and hence free)
-module together with an odd map δ E : E → E, such that δ 2 E = W · id (in particular, E 0 and E 1 have the same rank). We call this map "differential", although its square does not equal to zero. Matrix factorizations form a strongly pre-triangulated D (Z/2)-G category M F (W ).
Theorem 5.2. ([Or2], Theorem 3.9)There is a natural exact equivalence of triangulated
This equivalence associates to a matrix factorization (E, δ E ) a projection of Coker(δ 1 :
. Decompose the polynomial W into the sum of its graded components:
Take the one-form
Denote by η = z k ξ k the Euler vector field on V.
Now take the matrix factorization (E, δ E ) with E = Ω(V ), and
We have the following 
Koszul duality
In this section we describe more explicitly the DG algebra B W introduced in 5.4. We also prove that in the special case of our LG model, it is (equivariantly) quasi-isomorphic to the A ∞ -algebra A ′ from the end of section 4 (Proposition 6.1)
Consider the DG algebra
It is well known that DG algebra B is formal. Moreover, we can write down explicitly the quasi-isomorphism of DG algebras i : Λ(V ) → B,
Also, consider the natural projection p : B → Λ(V ). Clearly, pi = id Λ(V ) . Further, ip differs from id B by homotopy given by the fromula
. Moreover, the maps h, p, i satisfy the following identities: 
From Homological Perturbation Lemma we obtain a (Z/2)-graded A ∞ -structure A on the graded vector space A together with A ∞ -quasi-isomorphism A → B. Explicit computation of µ k : A ⊗k → A goes as follows. Consider a ribbon tree with (k + 1) semi-infinite edges, k incoming and one outgoing, which has only bivalent and trivalent vertices. Associate with each vertex and each edge an operation as follows:
for a finite edge
for an incoming edge a → i(a), A → B;
for an outgoing edge b → p(b), B → A.
Then each such tree gives a map A ⊗k → A in an obvious way. The explicit expression is just the sum of contributions of all possible trees. The sum is actually finite because
The components f k : A ⊗k → B of the A ∞ -quasi-isomorphism are defined in the same way with the only difference: to the outgoing edge one attaches the operation b → h(b).
Again, the sum over trees is actually finite.
Return to the special case V = C 3 , W = −z 1 z 2 z 3 + z 2g+1 1
. Then we can take (6.10)
Proposition 6.1. In the above notation, the resulting A ∞ -algebra A is G-equivariantly equivalent to Λ(V ) with the A ∞ -structure A ′ from the end of section 4.
Proof. It is useful to take the following Z-grading on B = Ω(V ) ⊗ Λ(V ).
Then ∂ has degree 3, h has degree −3. If we want∂ to have degree 3, we should introduce a formal parameter with degree (4 − 4g). Further, we should write
1 and analogously for other g i . The operations µ d are then decomposed as follows:
. Also, it is easy to see that all µ d are G-equivariant. It is straightforward to check that µ 1 A = 0, and µ 2 A the usual wedge product (this follows from vanishing of the degree 2 component of W ). Further, the only tree (see Figure 1) contributes to Φ 1 (µ 3 0 ), and it equals to −z 1 z 2 z 3 . Analogously, the only tree (see Figure 2) contributes to Φ 1 (µ Further, Orlov's theorem can be extended to the equivariant setting. Let K ⊂ G be the cyclic subgroup of order 2g + 1, generated by the diagonal matrix with diagonal entries (ζ, ζ, ζ 2g−1 ), where ζ is the primitive (2g + 1)-th root of unity. Then
In K-equivariant matrix factorizations it corresponds to (Ω(V ) ⊗ C[K], ι η + γ ∧ ·). Its endomorphism DG algebra is naturally isomorphic to the smash product
Reconstruction theorem
In this section we show that one can recover the polynomial W (up to formal change of variables) from the A ∞ -structure on Λ(V ) transferred from D (Z/2)-G algebra B W , as in the previous section, for general W. Our proof is based on Kontsevich formality theorem, and on Keller's paper [Ke1] .
More precisely, our setting is the following. Let k be any field of characteristic zero and
We have the canonical isomorphism of super-algebras 
Proof. We introduce four pro-nilpotent DG algebras. First define the DGLA g by the formula (7.3)
and L r g d is the part of the product with i ≥ d + 1 + r, r ≥ 1 (the differential is zero, and the bracket is Schouten one). Further, put
and L r h 1 d is the part with i ≥ d+1+r (the differential is Hochshild one and the bracket is Gerstenhaber one). Now, take the "lower" grading on k
is the direct product of its graded components, but not direct sum. For the rest of this section we will denote the standard grading by upper indices, and the "lower" grading by the lower indices. Define the DGLA h 2 by the formula
with L r h 2 d being the part of the product with j ′ + 2k ≥ r.
Now take the Koszul
with the "upper"
and "lower" gradings X
, and with differential ι η of degree (1, 0).
Define the DGLA Q by the formula (7.6)
where the differential and the bracket are induced by those in the Hochshild complex of the DG category C, where
Composition law in C comes from the bimodule structure on X (and from algebra structures on k[[V ∨ ]], Λ(V ) ). Thus, the DGLA structure on Q is defined. Further, define
It follows from [Ke1] , Lemma in Subsection 4.5, that natural projections p i : Q → h i , i = 1, 2, are quasi-isomorphisms of DGLA's. Moreover, both p 1 , p 2 are filtered quasiisomorphisms, as it is straightforward to check.
According to [Ko3] , one can attach to all Kontsevich admissible graphs (relevant for the formality theorem) rational weights, in such a way that they give formality L ∞ -quasiisomorphism (i.e. satisfy the relevant system of quadratic equations). In this way we obtain
Since p 1 , p 2 , U are filtered L ∞ -quasi-isomorphisms, we have by Lemma 2.6 that the composition p 1 • p −1 2 • U : mg → h 1 , considered as morphism in the homotopy category of pro-nilpotent DG Lie algebras, induces a bijection between the sets of equivalence classes of MC solutions in g and h 1 .
To prove the theorem, we need to prove that, under the assumptions of the theorem, MC equations W, W ′ ∈ g 1 are equivalent. Indeed, this means that W ′ is the pullback of W under the formal diffeomorphism of V with zero differential at the origin. Therefore, it suffices to prove the following Lemma 7.2. Under the above bijection between equivalence classes of MC solutions, the class of W ∈ g 1 corresponds to the class α ∈ h 1 1 of the (Z/2)-graded) A ∞ -structure on
Proof. First note that U k (W, . . . , W ) = 0 for k > 1, and U 1 (W ) has the only constant component which is equal to W.
as in the previous section. Let A be the resulting A ∞ -algebra. Denote by f = (f 1 , f 2 . . . ) the A ∞ -quasi-isomorphism A → B W . Also denote by f 0 ∈ B 1 W the multiplication by the 1-form γ. We can consider f i as maps f i : A ⊗i ⊗ X → X. Now defineα ∈ Q 1 with components µ i , i ≥ 3, f j , j ≥ 0, and W ∈ h 2 1 . Thenα is MC solution,
Thus, classes of MC solutions W ∈ g 1 and α ∈ h 1 correspond to each other. Lemma is proved.
Theorem is proved.
It follows from the proof of the above Theorem that there exists filtered L ∞ -morphism Φ : h 1 → g such that the polynomial W can be reconstructed from B W as follows. Take α ∈ h 1 1 to be MC solution corresponding to the A ∞ -structure on Λ(V ) transferred from
α).
Decompose β into the sum 
The Mckay correspondence
Take V = C 3 and K ⊂ G as in Section 6. The quotient V /K has a canonical crepant resolution (8.1)
More elementary, X can be given by a fan describing it, due to the paper [CR] . Take
(1, 1, 2g − 1). Now, if we take a fan Σ consisting of a positive octant and its faces, then we have X Σ ∼ = V /K . To describe X, we should subdivide the fan Σ. Namely, take the fan Σ ′ consisting of the cones generated by
and all their faces (see Figure 3 for the case g = 3 ). Then X ∼ = X Σ ′ . The exceptional surface Y k ⊂ X corresponding to the vector
The surfaces Y i and Y j have empty intersection if |i − j| ≥ 2. Further, the surfaces Y i and Y i+1 intersect transversally along the curve C i ⊂ X, where 1 ≤ i ≤ g − 1. The curve
The function W ∈ C[V ∨ ] is A-invariant, hence gives a function on V /K, and on X.
The LG model (X, W ) is a mirror to the genus g curve. The only singular fiber of W on X is X 0 =: H. The surface H has (g + 1) irreducible components H 1 , . . . , H g+1 , where
The divisor H has simple normal crossings. We have already described the intersections
the union of two fibers {y 0 y 1 = 0}
Here (y 0 : y 1 ) are homogeneous coordinates on CP 1 .
The triple intersection H i ∩ H i+1 ∩ H g+1 consists of two points for each 1 ≤ i ≤ g − 1.
The corresponding dual CW complex of this configuration is homeomorphic to S 2 .
Proof. This is a special case of [BP] , Theorem 1.1.
Denote by D sg (H) the split-closure of the triangulated category of singularities D sg (H).
Corollary 8.2. There is an equivalence
Proof. Indeed, this follows from Theorem 8.1 and the equivalence (6.12).
Fukaya categories
Let M be a compact oriented surface of genus ≥ 2. Choose a symplectic for ω on M. 
Cx.
The generator x is even if the local intersection number is −1, and is odd otherwise.
Take some objects 
Near infinite points ζ k , we have convergence to x k (in some to be specified sense). Also, u satisfies the inhomogeneous Cauchey-Riemann equation
where i is the complex structure on S, J is a family of almost complex structures on M parameterized by S, and ν is the inhomogeneous term.
2) J and ν are the auxiliary data, which should be chosen carefully.
For details of the definition, see [Se2] .
Every perturbed pseudo-holomorphic polygon u has an associated virtual or expected dimension vdim(u), defined using index theory. For generic choice of auxiliary data, the moduli space will be regular, hence smooth and of dimension vdim(u) near any u. Moreover, there will be only finitely many u ∈ M(x 0 , . . . , x d ) with vdim(u) = 0. There is a particular signed count of such points (where the signs depend on the Spin structures, among other things), denoted by m(x 0 , . . . , x d ) ∈ Z. One defines the A ∞ -structure on
We will use the following Seidel's version of the definition of morphisms and higher products µ k in the Fukaya category F(M ), which works under some assumptions, and is sufficient for our purposes.
Fix some complex structure on M and a finite collection L of objects in the Fukaya category, which are in general position. From this moment, we will consider only curves
and L 1 equals to −1, and odd otherwise.
Ce ⊕ Cq, where e and q are even and odd respectively.
be a collection of objects, and let x 0 , x 1 , . . . , x d be generators of Floer complexes
u ′ is holomorphic. If the generator x k corresponds to transversal intersection point, then
we require lim
If x k is of the type e or q, then u ′ is required to extend over ζ k . Further, in the cases ( k = 0 and x 0 = e ), ( k > 0 and x k = q ) we impose the 
we require the generators associated with both flags containing this edge to coincide. If L i = L j , then the flag closer to the root should carry q is generator, and the other one
should carry e as generator.
2) For every vertex v of valency (r + 1) in T we want to have (r + 1)-pointed disc S v together with a stable holomorphic map
Further, the flags containing our vertex give generators of Floer complexes, and we impose the conditions on the behavior of u ′ v near ζ k as above. We still denote such an object by u ′ . It has a virtual dimension which can be computed as the sum of virtual dimensions of holomorphic polygons attached to the vertices, and then adding 1 for each finite edge separating regions labelled by
contains no points of virtual dimension ≤ 0. Then, by making appropriate choices in the definition of the Fukaya category, one can achieve that m(x 0 , . . . , 
Now we consider some examples.
Constant triangles. Let L 0 = L 1 . Then the constant triangle at any point x ∈ L 0 ∩ L 1 contributes to the products
No non-constant triangles can contribute to these products, and taking signs into account one obtains
Further, (9.7) µ 2 (e, e, ) = e, µ 2 (e, q) = −q, µ 2 (q, e) = q, µ 2 (q, q) = 0. 
Split-generators in Fukaya categories
Suppose that A is some (Z/2)-graded A ∞ -category with weak units, and E ∈ Perf(A)
is an object which split-generates Perf(A). Then it is well-known that the natural A ∞ -functor Hom(−, E) : Perf(A) → Perf(End(E)) is a quasi-equivaelence, see [Ke2] .
Let L 0 , L 1 be two objects of the Fukaya category F(M ), and the Spin structure on L 1 is non-trivial. The Dehn twist τ L 1 is a balanced symplectic automorphism of M, hence τ L 1 (L 0 ) is again balanced. According to [Se1] and [Se2] , we then have the following exact
We will need the following two Lemmas from [Se1] . 
Gradings
Since M is not Calabi-Yau, the (Z/2)-grading on M cannot be improved to Z-gradings.
However, one can improve the situation as follows. Fix a complex structure on M and take a meromorphic section η r of the line bundle T * M ⊗r . Let D be its divisor. For any
we have natural map L → S 1 , defined by the formula
where X is a tangent vector to L at x, which points in the positive direction. An 
Then each x ∈ L 0 ∩ L 1 , is equipped with an integer i r (x). Namely, let α ∈ (0, π) be
If r is odd, then i r (x) mod 2 coincides with the value of (Z/2)-grading on x. Further,
Let u ∈ M(x 0 , . . . , x d ) be one of the perturbed pseudo-holomorphic polygons which contribute to the A ∞ -structure of F(M, D). Then it follows from the index formula that
Now suppose that for all points z ∈ Supp(D) the order ord(η r , z) is the same positive integer m > 0 (in our application to genus g curves, m will be equal to (2g − 2) ). With respect to our Z-gradings i r (x), the higher operations µ i will decompose into the sum
where µ i k , k ≥ 0, are homogeneous maps of degree r(2 − d) + 2mk.
Orbifolds
LetM be a Riemann surface with its finite set of orbifold pointsD. Near each z ∈D we have a chart in which the neighborhood of z is represented as a quotient of disc by a cyclic group Z/iso(z), where iso(z) ≥ 2. We require that the orbifold Euler characteristic
is negative. Then there exists a 1-formtheta on S(TM ) such that dθ equals to the pullback ofω -the orbifold symplectic form onM .
Letl : L →M be an immersion, where L is a circle, and writeL for its image. As before,L is called balanced if the integral of the pullback ofθ with respect to the natural map L → S(TM ). Further, the self-intersections ofL are required to be generic, and we also require absence of teardrops: 
We also put a Spin structure on L. One can work Floer theory for such L, together with Fukaya higher products, see [Se1] , section 8.
Assume now that our orbifoldM is a quotient of some actual Riemann surface M by the finite group Γ, andL comes from some embedded L ⊂ M. This implies the absence of teardrops. For each generator x of CF · (L, L), we have the associated element γ ∈ Γ.
Write the corresponding decomposition of the Floer complex as
Suppose that Γ is abelian. Then we have the action of the group of characters G =
Now, take the collection of curves γ(L), γ ∈ Γ. These are all non-trivial lifts ofL onto
M. Then it is elementary that we have
G-equivariant A ∞ -isomorphism (12.4) γ 0 ,γ 1 ∈Γ CF · (γ 0 (L), γ 1 (L)) ∼ = C[G]#CF · (L,L).
Fukaya category of a genus g ≥ 3 curve
It is convenient to represent the genus g curve M as a 2-fold covering of CP 1 , branched in (2g + 2) points: (2g + 1)-th roots of unity and 0. ). The special case g = 3 is shown in Figure 4 .
Figure 4.
Figure 5. 
Proof. Take the curves K 1 , . . . , K 2g , which are preimages of intervals
(the special case g = 3 is illustrated in Figure 5 , then by [Ma] we have (τ K 2g . . . τ K 1 ) 4g+2 ∼ id . From Lemma 10.2, it follows that the curves K 1 , . . . , K 2g , equipped with non-trivial spin structures, split-generate
. Thus, it follows from Lemma 10.1 that
Analogously, all the other K i are split-generated by L 1 , . . . , L 2g+1 .
We now compute partially the A ∞ -algebra
CF · (L i , L j ). Our computation is in fact analogous to the computations in [Se1] , Section 9.
Take a natural Σ = Z/(2g + 1)-action on M which lifts the rotational action on CP 1 .
The quotient M/Σ is a sphereM with 3 orbifold points. Denote the set of orbifold points byD.
Explicitly, the hyperelliptic curve M is given (in affine chart) by the equation (13.1) y 2 = z(z 2g+1 − 1).
The generator of Σ acts by the formula (13.2) (y, z) → (ζ g+1 y, ζz).
We have that C(M ) Σ ∼ = C( y z g+1 ), hence t = y z g+1 is a coordinate on an affine chart C ⊂ CP 1 ∼ = M . The setD consists of the points t = 1, t = −1, and t = ∞.
Each of the curves L i projects to the same curveL ⊂M . It lies in C ⊂M and has the same isotopy type for all g ≥ 3. The case g = 3 is shown in Figure 6 . We have natural Σ-equivariant A ∞ -isomorphism, as in (12.4):
The super vector space CF · (L,L) has 8 generators: two standard e (even) and q (odd), together with three pairs (x i (even), x i (odd)), 1 ≤ i ≤ 3, coming from each selfintersection point ofL (see Figure 6 ). Take Γ = π orb 1 (M ), and put Γ = [ Γ, Γ]. Then Γ is naturally the quotient of (Z/(2g + 1)) 3 by the diagonal subgroup Z/(2g + 1). The class of our immersed curveL in Γ is trivial, hence the generators of CF · (L, L) are labelled by the weights which are elements of Γ.
Further, take a meromorphic section η 3 of (T * M ) ⊗3 , having double pole at each point ofD. Explicitly, Since the A ∞ -structure is homogeneous with respect to Γ by (12.3) we have that µ 1 = 0.
Further, the inverse image of η 3 on M has three poles of order (2g − 2). Therefore, according to (11.4), we have a decomposition µ i = µ i 0 + µ i 1 + . . . , where µ i k has degree 6 − 3i + (4g − 4)k.
For degree reasons, µ 2 k vanishes for k > 0. Further, according to (9.6), (9.7), we have (13.6) µ 2 (x i , e) = x i = −µ 2 (e, x i ), µ 2 (x i , e) =x i = µ 2 (e,x i ), µ 2 (q, e) = q = −µ 2 (e, q), µ 2 (q, q) = 0, µ 2 (x i ,x i ) = q = −µ 2 (x i , x i ).
Further, there are only six (taking into account the ordering of the vertices) non-constant triangles which avoidD. To determine the sign of their contributions, choose generic points • = * onL, as in Figure 6 . Then we have (13.7) µ 2 (x 1 , x 2 ) =x 3 = −µ 2 (x 2 , x 1 ); µ 2 (x 2 , x 3 ) =x 1 = −µ 2 (x 3 , x 2 ); µ 2 (x 3 , x 1 ) =x 2 = −µ 2 (x 1 , x 3 ).
Further, one of the triangles (passing through * ) can be thought as a four-pointed disc with one of the vertex being * . It gives contribution to (13.8) µ 3 0 (x 3 , x 2 , x 1 ) = −e.
Further, µ 3 0 (x i 1 , x i 2 , x i 1 ) = 0 for (i 1 , i 2 , i 3 ) = (3, 2, 1), since such an expression is a multiple of e (for degree reasons), and all the relevant spacesM(e, x i 1 , x i 2 , x i 3 ) are empty.
There are six holomorphic (2g + 1)-gons in our picture. Namely, each point x i ∈L breaks the curveL into two loops γ ′ , γ ′′ . Choose the orientations on them in such a way that they go anti-clockwise around the corresponding orbifold point t γ ′ = t γ ′′ . . Then for each such loop γ j we have a bi-holomorphic map v j : S →M , where S is a 1-pointed disk. The image of v j is the area bounded by γ j and containing the orbifold point t γ j .
Also require v j to map the center of S to t γ j and the marked point to the corresponding x i . Further, define u j to be the composition of v j with the map z → z 2g+1 . Then u j maps the (2g + 1)-th roots of unity to x i .
Further, each u j hits exactly one of the points ofD and has (2g + 1)-fold ramification there, and no ramification elsewhere, which means that it lifts to a genuine immersed (2g + 1)-gon in M . We take the three (2g + 1)-gons that go through * , and determine their contributions to µ 
