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Introduction
Almost any aerodynamic problem can be mitigated in the laboratory through the proper application of flow control techniques (Ref. 1) . In each flow control application, the common denominator is that it requires some type of actuation mechanism. The specific implementation can be passive or active, openloop or closed-loop; however, with every benefit there is a corresponding penalty when evaluated at the system level. In any practical application, the determining factor in whether to implement flow control at all is in the net effect to the system. Due to this inescapable fact, the actuation mechanism and its ancillary support structure are the determining elements in understanding the penalty aspect of flow control. Nowhere is this more apparent than in internal flow control applications in turbomachinery (Refs. 2 and 3).
The ideal actuator for maximizing flow control benefit must develop sufficient control authority (e.g., velocity, momentum, frequency, etc.) at a location which requires the minimum control authority (i.e., where it is most effective). The efficiency of the actuator is a function of the magnitude of the energy transferred to the problematic flow and its spatial extent and direction. The objective is typically not to alter the freestream flow directly because of the excessive energy requirement, but to leverage, or redistribute, the freestream energy to achieve the desired effect. In actuality, the size of the actuation device always matters, and its ability to focus energy in a much localized space is perhaps the most important characteristic.
The simplest flow control (or flow management) devices are passive vortex generators, such as ramps or miniature vanes with no moving parts. The simplicity of these devices makes them desirable for some applications because they are effective and robust and extend aerodynamic performance in off-design situations. While they require no external power to operate, they reduce aerodynamic performance when not needed.
Active flow control devices (whether open or closed-loop) try to minimize the performance penalty by only being activated, and therefore, affecting the flow during off-design operations. While active devices have the potential for maximizing operational benefits, the total impact is often negated by the added complexity, weight, power, cost, and unreliability to the system. Flow control actuators that approximate the ideal are active devices that minimize these system costs.
In turbomachinery, potential applications exist in every component of the engine, some of which can be listed as follows: (1) Inlet-separation control, boundary layer control, distortion control; (2) Fan-noise (wake) reduction; (3) Compressor-stator separation control, stability control, stage matching; (4) Combustor-mixing; (5) Turbine-cooling control, cooling efficiency, stator separation control, transition duct separation control; and (6) Nozzle-jet noise reduction.
Fluidic diverters, as described in this paper and in Reference 4, are actively controlled actuators which inject fluid into the freestream in an unsteady, periodic manner. While the devices require a source of pressurized fluid, they have no moving parts, add little to no weight, and require no external power for operation. Furthermore, the devices can be scaled over a great extent in terms of size, periodic frequency, and flow rate.
The Fluidic Diverter
A schematic of a generic fluidic diverter is shown in Figure 1 . The jet created at the end of the converging section is bi-stable in nature and steers to one side of the wall attachment region provided in the chamber due to the Coanda effect (Refs. 5 and 6), the tendency of a fluid jet to stay attached to an adjacent curved surface. A part of the momentum or the pressure pulse is transmitted back through the feedback channel, which switches the jet attachment from one side to the other side of the chamber. Thus, the jet of fluid is diverted alternately into the two outlets provided at the exit.
The frequency characteristics of the fluidic diverter greatly depend on the design of the internal geometry of the wall attachment region and the feedback channels. Fluidic oscillators typically have linear flow versus frequency characteristics until sonic conditions are achieved at the converging section, and then show saturation beyond this flow rate. Pulse frequencies from 1 to 10 kHz have been obtained with meso-scale (nozzle sizes in the range of 200 μm to 1 mm) fluidic actuators with very low mass flow rates of the order of (0.05 to 0.5 gm/s).
An example of the concept of flow control using such an array of fluidic diverters in a stator vane is shown in Figure 2 . Pulsing jets with sufficient authority (velocity amplitude ratio u/U ~ 1) slightly ahead of the separation line leverages the high momentum freestream flow to cause reattachment of the separated flow on the suction-side surface. The reattachment will minimize the wake downstream of the stator vane under off-design conditions and reduce losses. This enables higher vane loading which can result in lower solidity, that is, fewer vanes per stage, or even a reduced number of stages to achieve the same pressure rise in the compressor. 
Motivation and Objectives
The motivation for this study comes from the desire to develop robust actuators that can function over a range from low subsonic to sonic inlet conditions. The specific objective of this paper is to understand the internal flow structure and the physics of the oscillation mechanisms in such a fluidic diverter by a time-dependent numerical analysis. This understanding will aid in the development of fluidic diverters with minimum pressure losses and advanced designs of flow control actuators. The velocity, temperature and pressure fields are calculated for subsonic conditions and the self-induced oscillatory behavior of the flow is successfully predicted. The results of our numerical studies compared remarkably well to our experimental measurements of oscillation frequencies.
Experimental Measurements
Accompanying experiments are performed to support the numerical modeling effort and to better understand the switching dynamics of the fluidic diverter. A more detailed description of the experimental setup and measurement techniques are given in Reference 7. A simpler schematic is shown in Figure 3 below. Hot wires are positioned at the approximate center of the device's two outlets to monitor the state of the air flow through the diverter and to determine the frequency of oscillations of the flow between the two outlets. The reported frequencies are stated with respect to each outlet, that is, each outlet produces a pulsation of identical frequency but opposite phase.
The flow at each outlet is similar in some respects to a synthetic jet because there is a period of outflow followed by a small amount of inflow. Obviously the ratio of outflow to inflow is highly skewed since the device requires a pressure source.
The air supply pressure and the corresponding flow rate (Fig. 4 ) and outlet oscillation frequencies ( Fig. 5 ) are recorded via a high-speed data acquisition system. The measured air supply pressure is obtained very near to the plenum, within 3 in., and is assumed to have negligible pressure drop before entering the device inlet.
The agreement between the numerically predicted and measured oscillations is excellent and described below.
Discussion of Numerical Results
The numerical investigation uses the standard commercial CFD software FLUENT 6. The computational domain is two-dimensional (2-D). It uses the beginning of the converging nozzle originating from the supply plenum at constant pressure and 298 K as the inlet boundary condition and opens to the ambient environment at 1 atm and 298 K at the two outlets. The numerical mesh is built with standard rules and the sensitivity of the calculations with respect to the grid size is checked to ascertain sufficient resolution. As a result, the calculations use a mixture of structured and unstructured 134,106 quadrilateral mesh elements (266,349 interior faces, 3,406 wall faces, 204 2-D pressure outlet faces, and 116 2-D pressure inlet faces). Grid adaption is not deemed necessary for the subsonic cases of current focus, and the calculations are done for compressible turbulent flow. The total pressure at the inlet (in the supply plenum) is specified. The walls are assumed to be at constant ambient temperature of 298 K.
The analysis is done nominally for five different supply plenum pressures that correspond approximately to a Mach-number range from 0.1 to 0.9. For smaller Mach numbers, the corresponding Reynolds number is also smaller, and hence, requires the effects transition from laminar to fully turbulent flow to be considered. Assuming isentropic conditions, the correspondence between the supply plenum pressure and the Mach number is given in Table I . 
Steady-State Calculations
The approach is to tune the numerical parameters of the model with steady-state calculations, determine the most appropriate turbulence model for our conditions, and make sure that the results are completely consistent before undertaking any time-dependent calculations. Naturally, these steady-state cases do not capture the oscillatory behavior of the diverter, but they give invaluable hints as to the proper application of various turbulence models and the accuracy of results.
We have applied three different turbulence models: (1) k-ε turbulence model with standard wall functions, (2) k-ε turbulence model with enhanced wall functions, and (3) k-ω turbulence model with shear stress transport (SST). For all three turbulence models, the numerical mesh is structured such that it is neither too fine for the wall function approach nor too coarse for the enhanced wall treatment approach. Since the low Mach number cases are also relatively low Reynolds number cases for our conditions, we enable the transitional flow option in FLUENT. Therefore, the k-ω model employs the same guidelines as the enhanced wall treatment.
A portion of the fluidic diverter modeled in this study is camouflaged in the figures presented below due the commercially sensitive nature of the information, but the physics of the phenomena can easily be followed without any sacrifice.
k-ε Turbulence Model With Standard Wall Functions
First, we have employed the k-ε turbulence model with standard wall functions which work reasonably well for the treatment of near-wall regions when the constant-shear and local equilibrium hypotheses are valid; that is, no severe pressure gradients. The grid is structured such that it is neither too small near the wall nor too coarse in the fully turbulent region. The results for velocity magnitude, temperature and pressure fields of a typical Ma = 0.3 case are shown in Figure 6 .
The solution converges smoothly and the flow looks quite symmetric. Given the bi-stable nature of the flow for this diverter, the fact that the flow remains so symmetric indicates that the level of numerical accuracy is sufficiently high and does not generate a large enough perturbation to break the flow symmetry. The Coanda effects are observed in the central chamber where the flow attaches itself to the side walls. Since the Mach number is not large, the effect of high-speed cooling is minimal. The pressure drops in the initial converging nozzle section from its initial plenum level and remains relatively uniform in the mid-section and exit region. 
k-ε Turbulence Model With Enhanced Wall Functions
Next, we have tried the k-ε turbulence model with enhanced wall functions. This method treats the entire near-wall region (i.e., laminar sublayer, buffer region, and fully-turbulent outer region) with a single formulation by blending linear (laminar) and logarithmic (turbulent) laws-of-the-wall. The results for the velocity magnitude fields are shown side by side in Figure 7 for the original standard wall functions and enhanced wall functions cases. Although there are differences in the predictions, the general trends and the symmetry of the flow fields are preserved in both cases.
k-ω Turbulence Model With Shear Stress Transport
It is known for compressible turbulent flows that the k-ω turbulence model with shear stress transport (SST) offers a more accurate treatment of the near-wall region and is reliable for a wider class of flows, including cases with adverse pressure gradients (as is the situation with the Coanda effect). Therefore, we have next focused on this model. This approach also gives flow fields with symmetry, but seems to have more jet-flow behavior, as shown in Figure 8 . The accuracy of the predictions is checked by a systematic study of various numerical parameters and schemes. Figure 8 shows the results obtained by varying the grid density, which is accomplished by varying the number of cells (n = 10, 20, or 30) put across the smallest segment in the domain as the numerical grid is generated. In general, grid densities affect convergence and flow symmetry, and deterioration in numerical accuracy leads to convergence problems depending on the flow rate (Mach number). For the Ma = 0.3 case depicted in Figure 8 , all three grid densities tried seem to be reasonably close to one another. However, for the whole Mach number range between 0.1 to 0.9, we reach the conclusion that this diverter can be most accurately modeled by using the k-ω turbulence model with SST and incorporating effects of transitional flow, grid density of n = 20, and 2nd-order upwind solution scheme. Before we embark on time-dependent calculations, we have also tested the feasibility of using active means of actuating the oscillation mechanism. Of interest is using an electrically induced plasma disturbance (Refs. 8 and 9) in place of the passive feedback channels used in the typical device. The concept is to employ a controlled disturbance, capable of frequencies commensurate with the fluidic device capabilities, to produce a high authority output over a broad range of frequencies of our own choosing instead of being dependent on the fixed geometry. The objective here is to quantify the minimum level of perturbation necessary to break the steady-state flow symmetry or switch the flow direction when the steady-state flow is already biased in one direction. The plasma actuation is simulated by applying a numerically-patched "plasma" to a local area of given height and width in the nozzle exit region as shown in Figure 9 . In this local area, the temperature of the "live" cells (which otherwise participate in the flow calculations) is set to a prescribed value after a pre-existing steady flow field is established. First, the patch is applied on the left-hand side over an initially symmetric flow field. Calculations are run to establish a new steady flow field. Then, the left-side patch is eliminated and a new patch is applied on the opposite right-hand side over the newly generated flow field in order to simulate the successive switching of the flow direction at the outlet.
Indeed, for the range of flow rates we have tried in this paper, a "plasma" temperature as low as 1300 K is sufficient (a) to break the original steady-state flow symmetry when applied from one side in the nozzle exit region, and (b) to switch the flow direction to the opposite outlet when the flow was originally biased to one outlet. The results are shown in Figure 10 for the Ma = 0.3 case. 
Time-Dependent Calculations
With the numerical parameters determined in steady-state calculations and with the confidence developed for the accuracy of the computations, we have shifted our focus to time-dependent calculations. We have been able to generate self-induced oscillations for all subsonic cases we have tried. A constant time step of 10 -5 sec is found to be sufficiently accurate for all Mach numbers. Initially, the pressurebased segregated (uncoupled) algorithm was utilized for relatively small Mach numbers, but subsequently, a pressure-based coupled solver is adopted as the more robust approach (Ref. 10) .
Four sets of time-series calculations are presented below, two sets for the typical case of Ma = 0.3 shown in Figures 11 and 12 , and the other two sets for the highest Mach number case of 0.9 shown in Figures 14 and 15 .
For Ma = 0.3, the first time-series graphs shown in Figure 11 demonstrate the symmetric initiation of the flow until the onset of the first oscillation. The initial flow continues with a symmetric structure for the first 1.3 ms, but loses its stability in about 2.2 ms to direct itself to the outlet on the right. It then switches to the left outlet by 2.7 ms.
The second time-series graphs for Ma = 0.3, shown in Figure 12 between 9.0 and 10.5 ms, demonstrate the typical oscillations, that develop after a brief initial delay (approx. 2.2 ms), along with their associated profiles of the vertical component of the exit velocity perpendicular to the exit plane for each outlet. The rows of figures show that the oscillation pattern is regular with a uniform periodicity. In fact, for all Mach numbers studied in this paper, calculations carried out for longer times confirm that the oscillation frequencies remain steady. The predicted oscillation frequency for this case is 760 Hz and is in excellent agreement with the experimental measurements, as reported below.
The color plots of the velocity magnitude in Figure 12 at 9.0 and 9.3 ms indicate that the oscillating flow is moving toward the left edge of the left outlet during this period. The velocity profile at 9.0 ms shows that there is suction into the right outlet with flow recirculation rolls developing inside. By 9.3 ms, the flow in the left outlet moves more to the left while the right exit region stagnates. At 9.6 ms, almost a mirror image of the flow structure seen at 9.0 ms is developed. Similarly, the flow structure at 9.9 ms is almost a mirror image of that at 9.3 ms. The color plots at 10.2 and 10.5 ms show that the cycle is completed, with respective flow structures looking very similar to those at 9.0 and 9.3 ms. Note that the maximum velocity of 112 m/s (Ma ≈ 0.3) is reached when the flow is in the central wall-attachment section of the diverter, between the top nozzle (the neck opening to the outlet channels) and the bottom nozzle.
For the Ma = 0.3 case, the maximum value of the vertical component of the exit velocity for the snapshots series shown is around 70 m/s (see Fig. 12 at 9 .0 ms), corresponding to a local Mach number of about 0.2. Flow direction and profile at the exit planes as well as inside the outlet channels are more clearly demonstrated by velocity vector plots. Figure 13 shows the velocity vectors in the outlet channels of the Ma = 0.3 case and depicts the suction from outside, recirculation directions, and stagnation zones of the flow at 9.0, 9.3, and 9.6 ms, spanning a duration of approximately one-half cycle of oscillation. The velocity vector magnitudes are scaled and colored at prescribed grid locations in order to enhance visual clarity. The exit velocity profiles shown in Figure 12 are for the vertical component of the vector profiles shown in Figure 13 .
For Ma = 0.9, similar sets of graphs as for Ma = 0.3 are generated. Graphs shown in Figure 14 demonstrate again the symmetric initiation of the flow until 0.5 ms, after which it gradually loses its symmetry, and eventually leads to the outlet on the right by about 0.8 ms, and switches to the left outlet by 1.0 ms. Note that the first onset of instability leading to oscillations occurs faster for this higher flow rate (0.8 ms for Ma = 0.9 versus 2.2 ms for Ma = 0.3).
The second time-series graphs for Ma = 0.9, shown in Figure 15 between 9.5 and 10.0 ms, also demonstrate the typical oscillations that develop as in Figure 12 , except the oscillation frequency is now about 2250 Hz. In fact, the oscillation frequency increases linearly with Mach number (i.e., source pressure or flow rate), which is in excellent agreement with the frequencies measured experimentally, as shown in Figure 17 .
The color plots of the velocity magnitude in Figure 15 between 9.5 and 9.7 ms indicate that the oscillating flow is moving from the right outlet to the left outlet during this period. The velocity profile at 9.9 ms shows that there is significant amount of suction into the left outlet reaching downward velocities greater than 100 m/s at the exit plane. Relatively stagnant conditions are observed at 9.6 ms on the left and at 9.8 ms on the right outlet closer to exits with a flow recirculation roll generated inside both. The flow structures are regularly repeated for each cycle and reflected symmetrically between the left and right outlets.
For this Ma = 0.9 case, the maximum value of the vertical component of the exit velocity during the series of snapshots shown is approximately 250 m/s (see Fig. 15 at 9.9 ms), corresponding to a local Mach number of little over 0.7. Note also that the velocity of the flow emerging from the top nozzle towards the outlet channels can be larger than the one which develops in the central wall-attachment section. This is because the flow is not steady and is not unidirectional going through successive nozzles. The unsteady nature of the flow changes the "effective" area of (especially) the second (top) nozzle and the angle at which the flow enters, passes, and emerges from the second nozzle in an oscillatory manner. During these periodic variations, at certain snapshots, the flow can accelerate through smaller effective cross-sectional areas and the velocities do become locally larger than those emerging from the first (bottom) nozzle into the central wall-attachment section. The vertical pulsations (axial pumping action) renders the emerging flow even from the first nozzle unsteady, periodically changing its velocity magnitude (and direction) with time. showing flow direction (suction) at exit planes, recirculation rolls, and stagnation zones in outlet channels. Figure 16 shows the velocity vectors in the outlet channels of the Ma = 0.9 case. The snapshots taken at 9.8, 9.9, and 10.0 ms depict the direction of the flow as well as the recirculation rolls over a period of approximately one-half cycle of oscillation. It can be seen that the significant level of suction generated at 9.9 ms on the left side produces velocities on the order of 200 m/s inside the outlet, while the on the left the exit velocities exceed 260 m/s. The exit velocity profiles shown in Figure 15 are for the vertical component of the vector profiles shown in Figure 16 .
Note that the angle of departure of the flow (relative to the exit plane) leaving the outlets keeps varying during the oscillations, as shown in both Figures 13 and 16 for Ma = 0.3 and 0.9, respectively. These sideway sweeping motions (as well as the vertical pulsations as mentioned above) can be helpful in increasing the effectiveness of the fluidic diverter by providing more efficient penetration into and/or mixing with the freestream flowing over the outlets.
As an aside, the authors conjecture that this sweeping motion can be used in film cooling applications to increase film cooling efficiency. Of course, the film cooling application is attempting to minimize any disturbance to the flow field, which is completely opposite of most flow control applications.
Because the calculations here are 2-D, we limit our discussions mainly to the effects of the exit velocities from the fluidic diverter outlets. Two-dimensional calculations do not allow us to evaluate the effects of momentum exchange between the diverter flow and the mainstream since these effects would also require knowing such factors as the area, shape, and the geometric angle of the outlet exit relative to the outside surface.
The frequencies of oscillations generated by the fluidic diverter are measured experimentally by using room temperature air as described briefly in Section 4.0. The stated frequency is with respect to each outlet. Figure 17 shows that the measured and numerically calculated frequencies as a function of the Mach number. The Mach number is calculated by assuming isentropic flow and by using either the measured air supply pressure or the plenum pressure applied as a numerical inlet boundary condition. The agreement between the experimentally measured and numerically calculated oscillation frequencies is excellent for the full of range of Mach numbers from 0.1 to 0.9. showing flow direction (suction) at exit planes, recirculation rolls, and stagnation zones in outlet channels. It is also remarkable that, during oscillatory flow, the feedback channels on both sides of the central cavity are filled with either many recirculating "donut" rolls or the return flow towards the bottom nozzle exit, switching from one to the other depending on the stage of the oscillatory cycle (see Figs. 12 and 15) . Figure 18 provides a clearer demonstration of this flow phenomenon by a series of velocity vector snapshots taken at 9.8, 9.9, and 10.0 ms spanning the same half-cycle duration as in Figure 16 . The return flow in one of the feedback channels imparts momentum from one side onto the jet being issued from the bottom nozzle which causes the jet to bend towards the other side. The jet then enters the central wallattachment section, is further influenced by the Coanda effect, and generates the diverted motion in the central cavity. This motion in the cavity leads to a return flow in the other feedback channel which eventually establishes the oscillatory behavior in the outlets.
It is curious to study the effects of acoustic speed and momentum exchange within the fluidic diverter as they relate to generating and sustaining the oscillations. It has been indicated that both fluid inertia and acoustic waves affect the speed of the feedback signal (Ref. 11) . Since the dimensions of the specific fluidic diverter studied in this paper, such as the length of the feedback channels, are fixed, the actual physical mechanism governing the creation and frequency of oscillations is explored by varying the acoustic speed in the fluid medium. Based on the kinetic theory prediction that the acoustic speed varies directly with the square root of temperature and inversely with the square root of the molecular weight of the gaseous medium, these two parameters have been varied in the numerical calculations. Replacing air by helium at 298 K and increasing the temperature of air from 298 to 1200 K have enabled us to increase the acoustic speed by more than a factor of two relative to our original baseline case. The results are shown in Figure 19 where the equivalent Mach number for air at 298 K is calculated by multiplying the actual Mach number of each case (obtained from plenum-to-exit pressure ratio) by the factors of squareroot molecular-weight ratio or square-root temperature ratio. Note that the ratio of the specific heats at constant pressure and at constant volume for diatomic air (γ = 1.40) and for monatomic helium (γ = 1.67) is different, but for practical purposes, we neglected the effect of this ratio (basically a factor of (1.67/1.40) 1/2 = 1.09) on the calculations. The actual individual Mach numbers for the helium case are 0.1 and 0.3 (green triangles), and for the 1200 K case are 0.1, 0.3, and 0.5 (pink circles), respectively. The preserved linearity of the calculated oscillation frequency when plotted against the equivalent Mach number is indicative of the fact that the physical mechanism scales with the acoustic speed in the gaseous medium. Note that the equivalent Mach number for air at 1200 K, for which the actual Mach number used in the numerical computation is 0.5, becomes slightly more than unity, but still seems to follow the linear trend.
The time for the first onset of instability leading to oscillations, called here the start delay time, is shorter for faster flows as mentioned above (see Figs. 11 and 14) . The oscillation start delay time is plotted against the equivalent Mach number in Figure 20 . The results for air at 298 K, shown by the black symbols and the connecting lines, represent our baseline case for which the equivalent Mach number is the same as the Mach number. It can be seen that the oscillation start delay time declines steadily as the flow rate increases and levels off as the Mach number approaches unity, suggesting that this phenomenon is also related to acoustic speed and reaches a minimum as the flow starts to choke. Indeed, when the acoustic speed in the gaseous medium is varied by replacing air with helium gas or by raising the air temperature to 1200 K, the oscillation start delay time follows the same trend with respect to the equivalent Mach number, i.e., the continuity of the original curve is not affected when the Mach number is scaled properly. Note again that, for the 1200 K case where the equivalent Mach number slightly exceeds unity, the oscillation start delay time levels off at a minimum, confirming a choking behavior. The behavior at higher (supersonic) Mach numbers will be studied elsewhere.
Conclusions
A time-dependent computational analysis of a specific fluidic diverter is conducted with an objective to develop an understanding of its self-induced internal flow oscillations. The goal is to utilize this information to improve its performance efficiency towards minimizing pressure losses for flow control applications. The velocity, temperature, and pressure fields are calculated up to sonic conditions. It is determined that the frequency of oscillations increases linearly with the flow rate (Mach number) through the fluidic diverter. The predicted oscillation frequencies have excellent agreement with our experimental measurements of the device. The delay time for the instability of the initially symmetric flow to develop and for the steady, periodic oscillations between the two outlets to start is shown to decrease with flow rate and levels off at a minimum as the Mach number approaches unity.
Dimensions of the specific fluidic diverter studied in this paper, such as the length of the feedback channels, are fixed, thereby limiting the parameter space of exploring the physical mechanisms of selfinduced oscillations such as momentum and acoustic feedback. Yet, the observed evidence obtained by varying the flowing gas (air versus helium) and the operating temperature (298 versus 1200 K) for the range of Mach numbers used in this study indicates that the acoustic speed in the gaseous medium is a key factor in governing the mechanism of initiating the oscillations as well as determining its frequency.
The concept of using plasma actuation is employed in steady-state calculations to check the feasibility of producing oscillation frequencies of our own choosing instead of being dependent on the fixedgeometry fluidic device. It is determined that a very small plasma perturbation level, simulated by a numerical patch of T = 1300 K in a localized area, is sufficient to break the steady-state flow symmetry or switch the flow direction when the steady-state flow is already biased in one direction.
We plan to investigate the operation of the device at higher Mach numbers, as well as use the current numerical model for design optimization of the fluidic diverter and similar unsteady fluidic actuators.
