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1. Introduction
The success of supervised machine learning depends
heavily on the quality of training data. In some areas
acquiring target ratings for training instances can pose
a significant challenge due to the effort and high costs
involved (Whitehill et al., 2009). One way of approaching the problem is to use crowdsourcing, which facilitates fast and inexpensive collection of high quality
ratings (Ambati et al., 2010). However, the presence
of unreliable raters can prolong the process, make it
more expensive and lead to inaccurate ratings (Sheng
& Provost, 2008). The dominant approach to addressing this issue is first to collect all ratings and then to
estimate the ground truth ratings taking rater reliability into account (Raykar et al., 2010; Whitehill et al.,
2009). A different approach, which estimates the ratings and reliability dynamically while raters rate, is
considered by Donmez et al. (2009) who propose an algorithm called IEThresh. We consider this approach,
the dynamic estimation of rater reliability, in this paper, as it can considerably mitigate the effect of rating
noise and also keep costs to a minimum compared to
the collection of all ratings.
To perform dynamic estimation of rater reliability we
cast the rater selection problem as a multi-armed bandit (MAB) problem (Maron & Moore, 1994), which
represents a task as a k-armed slot machine. Each
arm on the slot machine can be pulled after which a
numerical reward is received—the higher the reward,
the better the arm. The task is to select the best arms
so as to accumulate the biggest reward. The rewards
received by pulling each arm at each step of the algorithm are used to calculate the “quality” of each arm
which inputs to the selection process. For our task,
each available rater corresponds to an arm. At each
iteration of the process we can choose which rater(s)
from the full rater population from whom to solicit
ratings—asking a rater to provide a rating for an instance is equivalent to pulling an arm. We can set

the reward received after selecting a rater (or pulling
an arm) to be based on the accuracy of the rating received. Rater accuracy typically is unknown in crowdsourcing scenarios but can be estimated, for example
using rater consensus.
In this paper we show that MAB techniques are suitable for performing the task of the dynamic estimation
of rater reliability. We focus on crowdsourcing scenarios where the ratings are numerical values typically in
a scale, in contrast to other research in the area which
concentrates on binary ratings (Brew et al., 2010; Donmez et al., 2009).

2. Methodology
We generated two datasets for our experiments. The
first was extracted from the MovieLens 10M1 corpus
and consists of a subset of 278 movies rated by 20
raters in the range (1,5). The second, extracted from
the Jester2 corpus, contains a subset of ratings from
20 raters who have rated all 100 jokes in the corpus in
the range of (-10, 10).
Caelen & Bontempi (2010) categorize MAB algorithms
into four groups: (i) Gittins index policy MABs, (ii)
probability matching MABs, (iii) semi-uniform MABs
and (iv) upper-confidence bound MABs. For our evaluation we select representative algorithms from groups
(iii) and (iv) as the most popular and successful MAB
algorithms. These are the -first approach (Vermorel &
Mohri, 2005) and KL-UCB (Garivier & Cappé, 2011)
respectively. We include two baselines: an approach
that randomly selects raters, referred to as Random,
and an approach, referred to as Overall-Best, that always uses the subset of raters deemed by Raykar’s
algorithm (Raykar et al., 2010) to be the most reliable. We compare these approaches with IEThresh,
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the current approach to dynamic estimation of rater
reliability. It should be noted that IEThresh is not regarded as an MAB technique by its authors, however,
it could be considered a upper-confidence bound MAB
technique.
We conducted a simulated crowdsourced rating experiment as follows:
1. Selection of assets: Assets were presented for
rating one by one; the order of presentation was selected randomly, with results averaged over 100 runs.
2. Selection of raters: Each MAB technique was
used to select N raters to rate the selected asset. In
most MAB techniques this involved selecting the N
raters with the highest reliability score at that point
in the process. The -first approach, however, uses
random selection at certain points in its process to encourage exploration. In some cases, small amendments
had to be made to the MAB algorithms to allow the selection of N > 1 raters at a time. IEThresh is designed
not to select the top N raters but to use all raters who
achieve a threshold reliability, which means that the
performance of IEThresh is the same regardless of N .

this, the results using seven raters (N = 7) are presented in Fig. 1 which shows the overall performance
as each asset is rated by the selected raters.
We also found that, in general, IEThresh fails to reach
the performance of the other MAB techniques and always uses more raters, approximately ten at each step
for MovieLens 10M and 13 for Jester as compared with
the seven used for the other techniques shown in Fig.
1. The performance of the Overall-Best approach over
the MAB approaches however, shows that there is still
some room for improvement. It is also worth noting
that for the task in hand the performance of the relatively simple MAB technique, the -first strategy, is
higher than that of the much more sophisticated KLUCB algorithm.
Overall, our results present strong evidence for the
suitability of MAB approaches to the task of dynamic
estimation of rater reliabilities and suggest that additional research in this direction is worthwhile.

3. Calculating the reward: The consensus rating for the asset is estimated as the average of the all
ratings received for the asset. Each rater’s reward is
calculated as a normalised difference between the consensus rating and the rating provided by that rater.
Thus, the closer a rating is to the consensus, the more
reliable the rater is deemed to be.
4. Updating the rater reliabilities: The appropriate MAB strategy is used to update the reliability
of the rater based on rewards received by him for all
assets he has rated up to that point in the process.
The process iterates until all assets are rated.
The performance of each strategy is measured as the
average absolute difference between the consensus rating and the ground truth rating across all assets rated.
With no actual ground truth existing, we used the approach presented by Raykar et al. (2010) to generate
ground truth ratings for each asset using all ratings
present in the dataset. For those rating algorithms
that contain a random rater selection component, Random and -first, we run each rating experiment 10
times using a different random selection of raters and
report the average performance.

Figure 1. Using the top seven raters on each dataset

3. Results and discussion
We performed the evaluation for varying values of N .
We found that the MAB approaches perform better
in all cases than random rater selection. To illustrate
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