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Abstract. To decide if the parameterized feedback vertex set
problem in directed graph is fixed-parameter tractable is a long standing
open problem. In this paper, we prove that the parameterized feed-
back vertex set in directed graph is fixed-parameter tractable and
give the first FPT algorithm of running time O((1.48k)knO(1)) for it. As
the feedback arc set problem in directed graph can be transformed to
a feedback vertex set problem in directed graph, hence we also show
that the parameterized feedback arc set problem can be solved in
time of O((1.48k)knO(1)).
Keywords. directed feedback vertex set problem, parameterized algo-
rithm, fixed-parameter tractability, network flow
1 Introduction
The feedback vertex set problem is defined as: given a graph G = (V,E),
find a subset F in the graph such that G − F is acyclic. We usually call F a
feedback vertex set of G, or an FVS of G. The graph G can be undirected or
directed. If we want to find an FVS with minimum size or with a size bounded
by k which we call it parameterized feedback vertex set problem, the
problem is NP-complete in both directed and undirected graph [15]. The pa-
rameterized feedback vertex set problem in undirected graph has been
proved to be fixed-parameter tractable (FPT) [3,8] long time ago, i.e. the run-
ning time of the algorithm is bounded by f(k)nO(1), where f(k) is a function
that depends only on k. But for the parameterized feedback vertex set
problem in directed graph, the problem remains open.
The feedback vertex set problem, especially in directed graph, has im-
portant applications in Database System [14] and Operating System [27] to solve
deadlock problems, such as the deadlock recovery in operation systems [27], in
which a deadlock is presented by a cycle in a system resource-allocation graph G.
Therefore, in order to recover from deadlocks, we need to abort a set of processes
in the system, i.e., to remove a set of vertices in the directed graph G, so that
all cycles in G are broken. Equivalently, we need to find an FVS in G.
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When the graph G is undirected, there are considerable results about the
feedback vertex set problem, such as there are exact algorithms of find-
ing a minimum FVS in a graph on n vertices in time O(1.9053n) [26] and in
time O(1.7548n) [13]. There is also a polynomial time 2-approximation algo-
rithm for the minimum feedback vertex set problem [1]. Bodlaender [3],
Downey and Fellows [8] gave the first parameterized algorithms of running
time O(17k4!nO(1)) for the parameterized feedback vertex set problem
in undirected graph. Since then a chain of dramatic improvements was ob-
tained by different researchers, such as an algorithm with a time complexity
of O((2k + 1)kn2) by Downey and Fellows [9], of O(max{12k, (4 log k)k}n2.376)
by Raman et al.[21], of O((2 log k + 2 log log k + 18)kn2) by Kanj et al.[19], of
O((12 log k/ log log k + 6)kn2.376) by Raman et al.[22], of O((37.7)kn2) by Guo
et al.[16] and of O((10.6)kn3) by Dehne et al.[6]. The current best result has a
time complexity of O(5knO(1)) by Chen et al. [5].
In directed graph, the feedback vertex set problem becomes harder.
There are only limit progresses for it, since Karp [20] proved that to find an
FVS of size bounded by k in directed graph is NP-complete in 1972. No ex-
act algorithms with running time of O(cnnO(1)), where c < 2, and no poly-
nomial time approximation algorithms with constant ratio have been found
(there is an excellent polynomial time approximation algorithm with a ratio
of O(log τ∗ log log τ∗) [11], where τ∗ is the size of the minimum feedback ver-
tex set). For the parameterized feedback vertex set problem in directed
graph, all current achievements only fall in some special directed graphs, such as
in the tournament graph, while the problem in general directed graph becomes
a long-standing open problem [6,7,9,10,16,17,18,19,22,23,24]. The tournament
graph is a directed graph that there is exact one arc between every pair of ver-
tices in the graph. As there is always a cycle of size 3 in the tournament graph
if there are any cycles in the graph, it is trivial to obtain an FPT algorithm of
running time O(3knO(1)). Some other improvements for the feedback vertex
set problem in tournament graph have a time complexity of O(2.5knO(1)) [28],
of O(2.42knO(1)) [24], of O(2.18knO(1)) [12] and the current best algorithm has
a running time of O(2knO(1)) [7]. By the way, Raman and Saurabh gave an FPT
algorithm of running time O((c
√
k/e)knO(1)) [23] for the parameter feed-
back arc set (FAS) problem in tournament graph, which removes a subset of
at most k edges to make the graph acyclic.
In this paper, we solve this well-known open problem in FPT world: is the
parameterized feedback vertex set problem in general directed graph
fixed-parameter tractable? Our answer is “Yes”, the parameterized feed-
back vertex set problem in directed graph is fixed-parameter tractable. And
we give an FPT algorithm of running time O((1.48k)knO(1)) for it. Our idea is:
first, using O(k!) time to transform the parameterized feedback vertex
set problem in directed graph into constrained multicut problem through
dag-bipartition fvs, ordered dag-bipartition fvs problems (see Section
3 of the paper). Then design an FPT algorithm for the constrained multi-
cut problem. Hence, obtain the first FPT algorithm for the parameterized
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feedback vertex set problem in directed graph. As solving the parameter
feedback arc set problem in directed graph D = (V,A) is equivalent to solv-
ing a parameter feedback vertex set problem in D’s line graph [11], we
also solve the parameter feedback arc set in O((1.48k)knO(1)) time.
The organization of our paper is as following: In section 2, we introduce an
extended form of the Menger’s Theorem in directed graph, which we will use
it in Section 4. In section 3, we define the dag-bipartition fvs, ordered
dag-bipartition fvs and constrained multicut problems. In section 4, we
give the FPT algorithm for the constrained multicut problem. In section 5,
we give the FPT algorithms for the dag-bipartition fvs, the parameterized
feedback vertex set and the parameterized feedback arc set problems.
2 The minimum V-cut from subset T1 to subset T2 in a
digraph
In this section, we introduce an extended form of Menger’s theorem. Let us start
with some terminology.
Let D = (V,A) be a directed graph and let u and v be two vertices in D. A
path from u to v is a simple path in D that begins from u (has only outgoing
arc of the path) and ends at v (has only incoming arc of the path). Let T and u
be a subset and a vertex of D respectively, a path from u to T is a path from u
to a vertex in T (a path from T to u is a path from a vertex in T to u). For two
subsets T1 and T2 in D, a path from T1 to T2 is a path from a vertex in T1 to a
vertex in T2. Two paths are internally disjoint if there exists no vertex that is
an internal vertex for both paths.
Given a directed graph D = (V,A), a subset S is a V-cut from vertex u to
vertex v (a V-cut from subset T1 to subset T2) if no path exits from u to v (from
T1 to T2) in the subgraph D − S.
In a directed graph D = (V,A), we use (u, v) to denote an arc from u to v.
When we say u is adjacent to v (or v is a neighbor of u), we mean (u, v) is an
arc in A. Let V ′ be a subset of V , we denote by D(V ′) the subgraph of D that
is induced by the vertex set V ′
Finally, for a subset T in D = (V,A), by merging T (into a single vertex ), we
mean the operation that first deletes all vertices in T then creates a new vertex
w and makes (w, u)/(u,w) be an outgoing/incoming arc of w if there is a vertex
v in T such that (v, u)/(u, v) is an arc in D.
The following directed vertex form of Menger’s Theorem and its proof can
be found in [4].
Proposition 1. [4] (The Directed Vertex Form of Menger’s Theorem) Let s
and t be two distinct vertices of a directed graph D such that s is not adjacent
to v, then the maximum number of internally disjoint directed paths from s to t
in D equals the size of a minimum V-cut from s to t in D.
In Lemma 1, we generalize Proposition 1 from the case of two vertices to the
case of two vertex subsets.
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Lemma 1. Let T1 and T2 be two disjoint vertex subsets in a directed graph D
such that no vertex in T1 is adjacent to a vertex in T2. Then the maximum
number h of internally disjoint paths from T1 to T2 in D is equal to the size of
a minimum V-cut from T1 to T2 in D. Moreover, for any set pi of h internally
disjoint paths from T1 to T2 in D, every minimum V-cut from T1 to T2 in D
contains exact on vertex in each of paths in pi.
Proof. Let D′ be the graph obtained from the graph D by merging the two
vertex subsets T1 and T2 into two vertices t1 and t2, respectively. Note that t1
is not adjacent to t2 in D
′.
By the definition of the merge operation, it is easy to verify that a vertex
subset S is a V-cut from the vertex subset T1 to the vertex subset T2 in the
graph D if and only if S is a V-cut from the vertex t1 to the vertex t2 in the
graph D′. In particular, the size of a minimum V-cut from T1 to T2 in D is equal
to the size of a minimum V-cut from t1 to t2 in D
′. Moreover, it is also easy
to verify that for any integer h′, from a set of h′ internally disjoint paths from
T1 to T2 in D, we can construct a set of h
′ internally disjoint paths from t1 to
t2 in D
′, and vice versa. Therefore, the maximum number of internally disjoint
paths from T1 to T2 in D is equal to the maximum number of internal disjoint
paths from t1 to t2 in D
′. Now the first part of the lemma follows by applying
Proposition 1 to the graph D′.
To prove the second part of the lemma, let S be a minimum V-cut, of size
h, from T1 to T2 in D, and let pi be a set of h internally disjoint paths from T1
to T2. The vertex set S must contain at least one vertex from each of the paths
in pi: otherwise there would be a path from T1 to T2 in D − S, contradicting
the assumption that S is a V-cut from T1 to T2. Moreover, the set S cannot
contain more than one vertex in any path in pi: otherwise S would not be able
to contain at least one vertex for each of the paths in pi (note that the paths in
pi are internally disjoint). ⊓⊔
Lemma 1 provides an efficient algorithm that constructs the maximum num-
ber of internally disjoint paths and a minimum-size V-cut from a vertex subset
to another vertex subset.
Lemma 2. Let T1 and T2 be two disjoint vertex subsets in a directed graph
D = (V,A) such that no vertex in T1 is adjacent to a vertex in T2. Then in time
O((|V |+ |A|)k), we can decide if the size h of a minimum V-cut from T1 to T2
is bounded by k, and in case h ≤ k, construct h internally disjoint paths from
T1 to T2.
Proof. Let D′ be the graph obtained from the graph D by merging the two
vertex subsets T1 and T2 into two vertices t1 and t2, respectively. As discussed
in the proof of Lemma 1, it suffices to show how to decide if the size h of a
minimum V-cut from t1 to t2 in D
′ is bounded by k, and in case h ≤ k, how to
construct h internally disjoint paths from t1 to t2.
This can be done based on the standard approach to the maximum t1-t2
flow problem [4]. For this, we modify the new directed graph D′ by replacing
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each vertex u (except the vertices t1 and t2) by two vertices u1 and u2 with
an arc from u1 to u2, connecting all u’s incoming arcs to the vertex u1 and
connecting all u’s outgoing arcs to the vertex u2. Finally we set all edges to have
capacity 1. Let the resulting flow graph be D′′.
Applying Ford-Fulkerson’s standard approach using augmenting paths, in
time O((|V |+ |A|)k), we can either construct a t1-t2 flow of value larger than k
in D′′, or end up with a maximum t1-t2 flow of value h bounded by k. In the
former case, we conclude that the size of a minimum V-cut from t1 to t2 in D
′ is
larger than k, which implies that the size of a minimum V-cut from T1 to T2 in
D is larger than k. In the latter case, h internally disjoint paths from t1 and t2 in
D′ can be easily constructed from the maximum t1-t2 flow of value h in D
′′, from
which h internally disjoint paths from T1 to T2 in D can be constructed. ⊓⊔
3 dag-bipartition fvs, ordered dag-bipartition fvs and
constrained multicut problems
Before we introduce our algorithm for the FVS problem in directed graph, we
introduce several problems that are closely related to the FVS problem in di-
rected graphs. We also start with some terminology. Given a directed graph
D = (V,A) and two subsets V1, V2 of V , if V1 ∪ V2 = V , V1 ∩ V2 = ∅ and both
induced subgraphs D(V1) and D(V2) are directed acyclic graphs, then we say
that the pair (V1, V2) is a DAG bipartition of the directed graph D = (V,A). In
the DAG bipartition (V1, V2) of the directed graph D = (V,A), if forder : V2 →
{1, 2, . . . , |V2|} is a topological order of V2 such that no arcs from u to v for any
forder(u) ≥ forder(v), then we say (V1, V2, forder) is an ordered DAG bipartition
of the directed graph D = (V,A). Now we define these problems:
dag-bipartition fvs: given a directed graph D = (V,A), a DAG bipar-
tition (V1, V2) of D, and an integer k, either find an FVS of size bounded
by k in V1 for the directed graph D, or report that no such an FVS
exists.
ordered dag-bipartition fvs: given a directed graph D = (V,A), an
ordered DAG bipartition (V1, V2, forder) of D, and an integer k, either
find a subset F (also called FVS) of size bounded by k in V1 such that
there exist no paths from u to v for any u, v in V2 and forder(u) ≥
forder(v) in the induced subgraph D(V − F ), or report that no such an
F exists.
constrained multicut: given a directed acyclic graph D = (V,A), 2l
pairwise disjoint subsets (called terminal sets) S1, S2, . . . , Sl, T1, T2, . . . , Tl
of V and an integer k, we suppose that D satisfy: 1) any vertex in Si for
1 ≤ i < l has no incoming arcs; 2) any vertex in Ti for 1 ≤ i ≤ l has no
outgoing arcs. Either find a subset S of V (called separator) that has no
elements come from any terminal sets and includes at least one vertex
of any path from Sj to Ti for j ≥ i, or report no such an S exists.
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We denote the instance of the dag-bipartition fvs problem as (D,V1, V2, k),
the instance of the ordered dag-bipartition fvs problem as (D,V1, V2, forder,
k) and the instance of the constrained multicut problem as (D, (S1, . . . , Sl),
(T1, . . . , Tl), k).
For the dag-bipartition fvs problem and the ordered dag-bipartition
fvs problem, they have the following relation.
Theorem 1. Given an instance (D,V1, V2, k) of the dag-bipartition fvs prob-
lem, then (D,V1, V2, k) has an FVS of size bounded by k if and only if there exists
an instance (D,V1, V2, forder, k) of the ordered dag-bipartition fvs problem
that also has an FVS of size bounded by k.
Proof. If an instance (D,V1, V2, forder, k) of the ordered dag-bipartition fvs
problem has an FVS F of size bounded by k, then there exist no paths from
u to v in the induced subgraph D(V1 ∪ V2 − F ) for any u, v in V2 that satisfy
forder(u) ≥ forder(v). So if the induced subgraph D(V1∪V2−F ) has a cycle, this
cycle can not include any vertex from V2. But as the induced subgraph D(V1)
is a directed acyclic graph, no cycle can include all vertices just from V1. Thus
the induced subgraph D(V1 ∪ V2 − F ) has no cycle, i.e. F ⊆ V1 is an FVS for
the directed graph D. Therefore F is an FVS for the instance (D,V1, V2, k) of
the dag-bipartition fvs problem.
For the other direction, if the instance (D,V1, V2, k) of the dag-bipartition
fvs problem has an FVS F of size bound by k, then F ⊆ V1 is also an FVS
for the directed graph D. So D(V1 ∪ V2 − F ) is a directed acyclic graph. Let
(v1, v2, . . . v|V1∪V2−F |) be a topological order of the set V1 ∪ V2 − F such that no
paths from vj to vi for j ≥ i. If we use this order to define the order function
forder for the subset V2, then it is obvious that there exist no paths from u to v
in the induced graph D(V1 ∪ V2 − F ) for any u, v in V2 that satisfy forder(u) ≥
forder(v) and there exist no arcs from u to v for any u, v in V2 that satisfy
forder(u) ≥ forder(v), i.e. F is an FVS of size bounded by k for the instance
(D,V1, V2, forder, k) of the ordered dag-bipartition fvs problem. ⊓⊔
Given an instance I = (D,V1, V2, forder, k) of the ordered dag-bipartition
fvs problem, where V2 = {v1, v2, . . . , vl} and forder(vi) = i, we replace each
vi ∈ V2 by two vertices si and ti, connect all vi’s incoming arcs to the vertices
ti and connect all vi’s outgoing arcs to the vertex si. Then we obtain a new
directed graph D′ = (V ′, A′). In the new directed graph D′ = (V ′, A′), we let
Si = {si} and Ti = {ti} for all 1 ≤ i ≤ l, then we have the following lemma.
Lemma 3. The directed graph D′ = (V ′, A′) is acyclic and (D′, (S1, . . . , Sl), (T1,
. . . , Tl), k) is an instance of the constrained multicut problem.
Proof. As both induced subgraphs D(V1) and D(V2) are acyclic, any cycle C
in graph D must contain at least one vertex in V2. Suppose vi ∈ V2 is in cycle
C, then when we create graph D′, replace vi by si and ti and connect all vi’s
incoming arcs to the vertices ti and connect all vi’s outgoing arcs to the vertex
si. As there is no arc from ti to si, so the cycle C in D is break by si and ti in
D′. Hence, the directed graph D′ is acyclic.
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In the directed acyclic graph D′, from the operations we make si and ti.
Every si has no incoming arcs and every ti has no outgoing arcs, therefore all
Si and Ti satisfy the conditions for an instance of the constrained multicut
problem, i.e. (D′, (S1, . . . , Sl), (T1, . . . , Tl), k) is an instance of the constrained
multicut problem. ⊓⊔
We say that the instance I ′ = (D′, (S1, . . . , Sl), (T1, . . . , Tl), k) is generated
from the instance I = (D,V1, V2, forder, k) and for the instance I
′, we have the
following result:
Theorem 2. Given an instance I = (D,V1, V2, forder, k) of the ordered dag-
bipartition fvs problem, then the instance I has an FVS F of size bounded by
k if and only if the instance I ′, that is generated from I, of the constrained
multicut problem has a separator S = F of size bounded by k.
Proof. From the operations we use the instance I to generate the instance I ′, it
is obvious that the instance I has a path from vj to vi for j ≥ i if and only if the
instance I ′ has a path from Sj to Ti for j ≥ i. Therefore subset F ⊆ V1 breaks
all path from vj to vi for j ≥ i in the instance I if and only if F ⊆ V1 breaks all
paths from Si to Ti in the instance I
′ for j ≥ i. Thus the theorem is correct. ⊓⊔
4 Algorithm for the constrained multicut problem
Given an instance (D, (S1, . . . , Sl), (T1, . . . , Tl), k) of the constrained multi-
cut problem, let Tother =
⋃l
i=1 Ti. Without loss of generality, we suppose the
size of minimum V-cut from Sl to Tother is not zero; or if the size of mini-
mum V-cut from Sl to Tother is zero, it is obvious that to solve the instance
(D, (S1, . . . , Sl), (T1, . . . , Tl), k), we only need to solve the instance (D, (S1, . . . ,
Sl−1), (T1, . . . , Tl−1), k). Let u be an outneighbor of Sl (i.e. u is a neighbor of
a vertex in Sl and u is not in Sl) that has no neighbor in Tother and is not in
Tother. As all terminal sets S1, . . . , Sl have no incoming arcs, hence u is not in
any terminal sets of S1, . . . , Sl, T1, . . . , Tl. Let S
′
l = Sl ∪ {u}, first, we give the
following lemma:
Lemma 4. Both (D, (S1, . . . , S
′
l), (T1, . . . , Tl), k) and (D − u, (S1, . . . , Sl), (T1,
. . . , Tl), k) are instances of the constrained multicut problem.
Proof. As (D, (S1, . . . , Sl), (T1, . . . , Tl), k) is an instance of the constrained
multicut problem, no Si has any incoming arc for 1 ≤ i < l and no Ti has any
outgoing arc for 1 ≤ i ≤ l. First, it is easy to verify that adding u to Sl or deleting
u from the graph D will no change the property that no Si has any incoming arc
for 1 ≤ i < l and no Ti has any outgoing arc for 1 ≤ i ≤ l. Second, it is obvious
that u is not in any terminal set. Hence, terminal sets S1, . . . , S
′
l, T1, . . . , Tl are
still pairwise disjoint. Therefore the lemma is correct. ⊓⊔
Lemma 4 can make sure that the operations of adding u to Sl or delete u
from the graph D in our algorithm CMC(...) will not change the instance of the
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constrained multicut problem to the instance of other problems. For the in-
stance (D, (S1, . . . , S
′
l), (T1, . . . , Tl), k), we have the following crucial observation
for our algorithm. Figure 1 can help you to understand our proof. In the figure,
the part under the diagonal dashed line is the part of graph D that its every
vertex x can be reached by a path that is from a vertex in Sl to x in D.
Theorem 3. If the size of the minimum V-cut from Sl to Tother is the same with
the size of the minimum V-cut from S′l = Sl ∪ {u} to Tother, where u is a out-
neighbor of Sl, then the instance (D, (S1, . . . , Sl), (T1, . . . , Tl), k) has a separator
of size bounded by k if and only if the instance (D, (S1, . . . , S
′
l), (T1, . . . , Tl), k)
has a separator of size bounded by k.
Proof. If the instance (D, (S′1, . . . , Sl), (T1, . . . , Tl), k) has a separator S of size
bounded by k, then it is obvious that S is also a separator of the instance
(D, (S1, . . . , Sl), (T1, . . . , Tl), k).
Now we consider the other direction.
Suppose that Sm is a minimum V-cut from S
′
l to Tother, then Sm is also a
V-cut from Sl to Tother. In fact, by the assumption of the theorem, Sm is also a
minimum V-cut from Sl to Tother. Let C(Sl) be the set of vertices x such that
either x ∈ Sl or there is a path form Sl to x in the induced subgraph D(V −Sm).
In particular, u ∈ C(Sl). Moreover, let C(Tother) = V − C(Sl)− Sm.
By Lemma 1, there exist |Sm| internally disjoint paths from Sl to Tother, each
contains exactly one vertex in the set Sm. Therefore, each of these |Sm| paths
is cut into two subpaths by a vertex in Sm, such that one subpath is in the
induced subgraph D(C(Sl)) and the another subpath is in the induced subgraph
D(C(Tother)). From this, we derive that there are |Sm| internally disjoint paths
from Sl to Sm in the induced subgraph D(C(Sl)∪ Sm), each contains a distinct
vertex in the set Sm.
Let Sk be a separator of the instance (D, (S1, . . . , Sl), (T1, . . . , Tl), k) of size
bounded by k. Define S′k = Sk ∩C(Sl), B = Sk ∩ Sm, and S
′′
k = Sk ∩C(Tother).
Finally, let S′m be the set of vertices x in Sm such that there is a path from x
to Tother in the induced subgraph D(C(Tother) ∪ Sm − Sk) (see Figure 1 for an
intuitive illustration of these sets).
We first prove that |S′k| ≥ |S
′
m|.
From the fact that there are |Sm| internally disjoint paths from Sl to Sm
in the induced subgraph D(C(Sl) ∪ Sm) in which each path contains a distinct
vertex in the set Sm, we derive that there are |S′m| internally disjoint paths from
Sl to S
′
m in the induced subgraphD(C(Sl)∪S
′
m). If |S
′
k| < |S
′
m|, then there must
be a path P1 from Sl to a vertex v
′ in S′m in the subgraph D(C(Sl)∪S
′
m−S
′
k) =
D(C(Sl) ∪ S′m − Sk). Moreover, by the definition of the set S
′
m, there is also a
path P2 from v
′ to Tother in the induced subgraph D(C(Tother)∪Sm−Sk). The
concatenation of the paths P1 and P2 would give a path from Sl to Tother in
the induced subgraph D(V − Sk), which contradicts the assumption that Sk is
a separator of the instance (D, (S1, . . . , Sl), (T1, . . . , Tl), k). Therefore, we must
have |S′k| ≥ |S
′
m|.
We then prove that the set Snew = S
′
m ∪B ∪S
′′
k does not include any vertex
in the terminal sets of S1, . . . , S
′
l , T1, . . . , Tl.
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Fig. 1. Decomposition of Separators
As S′′k is a subset of the separator Sk of the instance (D, (S1, . . . , Sl), (T1, . . . ,
Tl), k), by the definition of the separator, S
′′
k does not include any vertex from
terminal sets S1, . . . , Sl, T1, . . . , Tl. And u is in C(Sl), so u /∈ S′′k . Sm is a
minimum V-cut from S′l , that includes u, to Tother; hence S
′
l ∩ Sm = ∅ and
Tother ∩ Sm = ∅. This means Sm’s subsets S′m and B will not include any ver-
tex in Sl and T1, . . . , Tl. Also as any vertex x in Sm can be reached by a path
from a vertex in S′l to x and all terminal sets S1, . . . , Sl−1 do not have incoming
arcs, so S′m and B will not include any vertex from terminal sets S1, . . . , Sl−1.
Therefore, Snew = S
′
m ∪B ∪S
′′
k does not include any vertex in the terminal sets
of S1, . . . , S
′
l , T1, . . . , Tl.
We now prove that the set Snew breaks all paths from S
′
l to Ti for l ≥ i ≥ 1
and all paths from Sj to Ti for l > j ≥ i ≥ 1 in the instance (D, (S1, . . . , S
′
l), (T1,
. . . , Tl), k). Suppose Snew does not break all paths that need to be break, then
there are two vertices v1 and v2 that v1 is in S
′
l (i.e. j = l) or Sj , v2 is in Ti, j ≥ i
and there exists a path P from v1 to v2 in the induced subgraph D(V − Snew).
We discuss this in two possible cases.
Case 1: There is a vertex w in the path P such that w ∈ C(Sl). Because (1)
v2 is in the set Tother, (2) there is a path from Sl to w in the induced subgraph
D(C(Sl)), and (3) Sm is a V-cut from Sl to Tother, we conclude that there must
be a vertex s ∈ Sm that is also on the path P . We suppose that the subpath
P ′ of P that is from s to v2 has no vertices from C(Sl) – for this we only have
to pick the last vertex s in Sm when we traverse on the path P from v1 to v2.
Then the path P ′ is in the induced subgraph D(C(Tother) ∪ Sm − Snew), which
is a subgraph of the induced subgraph D(C(Tother) ∪ Sm − Sk). Now by the
definition of the set S′m, the vertex s is in the set S
′
m, thus in the set Snew.
But this is impossible because we assumed that the path P is in the induced
subgraph G(V − Snew).
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Case 2: All vertices of the path P come from the induced subgraph D(V −
Snew − C(Sl)). Then the vertex v1 can not be from the set Sl. Moreover, since
D(V − Snew − C(Sl)) is a subgraph of the induced subgraph D(V − Sk), this
implies that the path P is from Sj for j < l to Ti for j ≥ i and contains no
vertex in Sk. But this again contradicts the assumption that Sk is a separator
of the instance (D, (S1, . . . , Sl), (T1, . . . , Tl), k).
Combining the discussions in Case 1, Case 2 and that Snew having no vertex
in any terminal sets of S1, . . . , S
′
l , T1, . . . , Tl, we conclude that the set Snew is a
separator of the instance (D, (S1, . . . , S
′
l), (T1, . . . , Tl), k).
Since |S′k| ≥ |S
′
m|, Sk = S
′
k ∪ B ∪ S
′′
k , and Snew = S
′
m ∪ B ∪ S
′′
k , and S
′
k
does not intersect B ∪ S′′k , we conclude that |Sk| ≥ |Snew|. In particular, if the
instance (D, (S1, . . . , Sl), (T1, . . . , Tl), k) has the separator Sk of size bounded by
k, then the instance (D, (S1, . . . , S
′
l), (T1, . . . , Tl), k) has the separator Snew of
size also bounded by k.
This completes the proof of the theorem. ⊓⊔
The proof of Theorem 3 becomes complicated partially because the vertex u
may be included in a separator for the instance (D, (S1, . . . , Sl), (T1, . . . , Tl), k). If
we restrict that the vertex u is not in the separators for the instance (D, (S1, . . . ,
Sl), (T1, . . . , Tl), k), then a result similar to Theorem 3 can be obtained much
more easily, even without the need of the condition that the minimum V-cuts
from Sl to Tother =
⋃l
j=1 Tj and the minimum V-cuts fromS
′
l to Tother have the
same size. This is given in the following lemma. This result will also be needed
in our algorithm.
Lemma 5. Let S be a vertex subset in graph D such that S does not include the
vertex u. Then S is a separator for the instance (D, (S1, . . . , Sl), (T1, . . . , Tl), k)
if and only if S is a separator for the instance (D, (S1, . . . , S
′
l), (T1, . . . , Tl), k).
Proof. If S is a separator for the instance (D, (S1, . . . , Sl), (T1, . . . , T
′
l ), k), then it
is obvious that S is also a separator for the instance (D, (S1, . . . , Sl), (T1, . . . , Tl), k).
For the other direction, suppose that the set S is a separator for the instance
(D, (S1, . . . , Sl), (T1, . . . , Tl), k). We show that S is also a separator for the in-
stance (D, (S1, . . . , S
′
l), (T1, . . . , Tl), k). Suppose that S is not a separator for
the instance (D, (S1, . . . , S
′
l), (T1, . . . , Tl), k). Then there is a path P in G − S
from S′l to Ti for l ≥ i ≥ 1 or form Sj to Ti for l > j ≥ i ≥ 1. The path P
must contain the vertex u (recall that S does not contain u) – otherwise the
path P in G − S would be from a Sj to Ti for l ≥ j ≥ i ≥ 1, contradicting the
assumption that S is a separator for (D, (S1, . . . , Sl), (T1, . . . , Tl), k). However,
this would imply that the path from Sl to u (recall that u is an non-terminal
neighbor of Sl) then following the path P to the terminal set Ti would give
a path in G − S from Sl to Ti, again contradicting the assumption that S is a
separator for (D, (S1, . . . , Sl), (T1, . . . , Tl), k). Therefore, S is also a separator for
the instance (D, (S1, . . . , S
′
l), (T1, . . . , Tl), k). ⊓⊔
Now we present our FPT algorithm to solve the constrained multicut
problem.
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Algorithm CMC(D, (S1, . . . , Sl), (T1, . . . , Tl), k)
input: an instance (D, (S1, . . . , Sl), (T1, . . . , Tl), k) of the
constrained multicut problem
output: a separator of size bounded by k for (D, (S1, . . . , Sl), (T1, . . . , Tl), k),
or report “No” (i.e., no such a separator)
1. if Sl has a neighbor in
S
l
i=1 Ti
then return “No”;
2. if Sl’s outneighbor w has a neighbor in
S
l
i=1 Ti
then return w +CMC(D −w, (S1, . . . , Sl), (T1, . . . , Tl), k − 1);
3. find the size m1 of a minimum V-cut from Sl to
S
l
i=1 Ti;
4. if m1 > k then return “No”;
5. else if (m1 = 0 and l = 1) then return ∅;
5.1 if (m1 = 0 and l > 1) then
return CMC(D, (S1, . . . , Sl−1), (T1, . . . , Tl−1), k);
6. else pick an Sl’s outneighbor u ; let S
′
l = Sl ∪ {u};
6.1 if the size of a minimum V-cut from S′l to
S
l
i=1 Ti is equal to m1
then return CMC(D, (S1, . . . , S
′
l), (T1, . . . , Tl), k);
6.2 else S = u+CMC(D − u, (S1, . . . , Sl), (T1, . . . , Tl), k − 1);
if S is not “No” then return S;
6.3 else return CMC(D, (S1, . . . , S
′
l), (T1, . . . , Tl), k).
Fig. 2. Algorithm for the constrained multicut problem
Theorem 4. The algorithm CMC(D, (S1, . . . , Sl), (T1, . . . , Tl), k) solves the con-
strained multicut problem in time O(n3k4k).
Proof. We first prove the correctness of the algorithm. Let (D, (S1, . . . , Sl), (T1,
. . . , Tl), k)) be an input to the algorithm, which is an instance of the con-
strained multicut problem, where D = (V,E) is a directed acyclic graph,
(S1, . . . , Sl), (T1, . . . , Tl) are two groups of ordered terminal sets, and k is the
upper bound of the size of the separator we are looking for.
If Sl has a neighbor in
⋃l
i=1 Ti, then we have no way to separate Sl and
some Ti since all vertices in a separator are supposed to be non-terminals. Step
1 handles this case correctly.
If w that is a outneighbor of Sl has a neighbor in some Ti, then w must be in
the separator because otherwise we can not separate Sl from Ti (remember: w
is not in any terminal sets of S1, . . . , Sl, T1, . . . , Tl). Thus, we can simply include
the vertex w in the separator, and recursively find a separator of size bounded
by k − 1 for the same groups of terminal sets (S1, . . . , Sl), (T1, . . . , Tl) in the
remaining graph D−w (by Lemma 4 (D−w, (S1, . . . , Sl), (T1, . . . , Tl), k− 1)) is
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also an instance of the constrained multicut problem). This case is correctly
handled by step 2.1
Step 3 computes the sizem1 of a minimum V-cut from the sets Sl to
⋃l
j=1 Tj .
By Lemma 2, m1 can be computed in time O((|V |+ |A|)k). Thus, step 3 takes
time O((|V |+ |A|)k).
If m1 > k, then the size of a minimum V-cut from Sl to
⋃l
j=1 Tj is larger
than k, which implies that even separating the set Sl from the other sets
⋃l
j=1 Tj
requires more than k vertices. Thus, no separator of size bounded by k can exist
to separate Sj from Ti for l ≥ j ≥ i ≥ 1. This is handled by step 4.
In step 5 we handle the case m1 = 0 and l = 1, this means we do not need to
remove any vertex to separate S1 and T1, i.e. the problem is solved. Hence we
just return ∅ as a separator of size 0. And in step 5.1 m1 = 0 and l > 1 means
that there is no path from Sl to any Ti for l ≥ i ≥ 1. And as all Si for l > i ≥ 1
have no incoming arcs and all Ti for l ≥ i ≥ 1 have no outgoing arcs, we only
need to separate any path from Sj to Ti for l − 1 ≥ j ≥ i ≥ 1, i.e. we need
to solve the instance (D, (S1, . . . , Sl−1), (T1, . . . , Tl−1), k)) (note that because of
step 4, here we must have k ≥ 0. And step 5.1 repeats at most l times.).
When the algorithm reaches step 6, the following conditions hold true: (1)
k > 0 and Sl does not have any neighbor in Ti for l ≥ i (because of step 1);
(2) Sl does not have any no terminal neighbor w that has a neighbor in Ti for
l ≥ i (because of step 2); (3) 0 < m1 ≤ k (because of steps 4-5). In particular,
by condition (3), Sl must have a non-terminal neighbor u that has no neighbor
in Ti for l ≥ i.
Let m′ be the size of a minimum V-cut from the sets Sl = Sl ∪ {u}′ and⋃l
j=1 Tj . If m
′ = m1, then by Theorem 3, the instance (D, (S1, . . . , Sl), (T1, . . . ,
Tl), k) has a separator of size bounded by k if and only if the instance (D, (S1, . . . ,
S′l), (T1, . . . , Tl), k) has a separator of size bounded by k. In particular, as shown
in the proof of Theorem 3, a separator of size bounded by k for the instance
(D, (S1, . . . , S
′
l), (T1, . . . , Tl), k) is actually also a separator for the instance (D, (S1,
. . . , Sl), (T1, . . . , Tl), k). Therefore, in this case, we can recursively work on the
instance (D, (S1, . . . , S
′
l), (T1, . . . , Tl), k), as given in step 6.1 (note that step
6.1 repeats at most n times). On the other hand, if m′ 6= m (m′ > m),
then we simply branch on the vertex u in two cases: (1) one case includes
u in the separator (we can do it safely, for u is not in any terminal sets of
S1, . . . , Sl, T1, . . . , Tl) and recursively works on the remaining graph for a sep-
arator of size bounded by k − 1, as given by step 6.2; and (2) the other case
excludes u from the separator thus looks for a separator that does not include u
and is of size bounded by k for the instance (D, (S1, . . . , Sl), (T1, . . . , Tl), k). By
Lemma 5, the second case is equivalent to finding a separator of size bounded
by k for the instance (D, (S1, . . . , S
′
l), (T1, . . . , Tl), k). This case is thus handled
by step 6.3 (note: by Lemma 4, both (D − u, (S1, . . . , Sl), (T1, . . . , Tl), k − 1)
1 To simplify the expression, we suppose that “No” plus any vertex set gives a “No”.
Therefore, step 2 will return a “No” if CMC(D−w, (S1, . . . , Sl), (T1, . . . , Tl), k−1))
returns a “No”.
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and (D, (S1, . . . , S
′
l), (T1, . . . , Tl), k) are instances of the constrained multi-
cut problem).
This completes the proof of the correctness of the algorithm. Now we analyze
the complexity of the algorithm.
The recursive execution of the algorithm can be described as a search tree
T . We first count the number of leaves in the search tree T . Note that only
steps 6.2-6.3 of the algorithm correspond to branches in the search tree T . Let
T (k,m) be the total number of leaves in the search tree T for the algorithm
CMC(D, (S1, . . . , Sl), (T1, . . . , Tl), k), where m is the size of a minimum V-cut
from the sets Sl to
⋃l
j=1 Tj . Then steps 6.2-6.3 induce the following recurrence
relation:
T (k,m) ≤ T (k − 1,m′′) + T (k,m′) (1)
where m′′ is the size of a minimum V-cut from Sl to
⋃l
j=1 Tj in the graph D−u
as given in step 6.2, and m′ is the size of a minimum V-cut from S′l to
⋃l
j=1 Tj
as given in step 6.3. Note that m− 1 ≤ m′′ ≤ m because removing the vertex u
from D cannot increase the size of a minimum V-cut from Sl to
⋃l
j=1 Tj, and can
decrease the size of a minimum V-cut from Sl to
⋃l
j=1 Tj by at most 1. Moreover,
because the minimum V-cut from S′l to
⋃l
j=1 Tj is not less than the minimum
V-cut Sl to
⋃l
j=1 Tj, and because of step 6.1, the size m
′ of a minimum V-cut
from S′l to
⋃l
j=1 Tj in step 6.3 is at least m+ 1, i.e. m
′ ≥ m + 1. Summarizing
these, we have
m− 1 ≤ m′′ ≤ m and m′ ≥ m+ 1 (2)
Introduce a new function T ′ such that T (k,m) = T ′(2k − m), and let t =
2k − m. Then by Inequalities (1) and (2), the branch in step 6.2-6.3 in the
algorithm becomes
T ′(t) ≤ T ′(t1) + T
′(t2)
where when t = 2k−m then t1 = 2(k−1)−m′′ ≤ t−1, and t2 = 2k−m′ ≤ t−1
(note that in step 2, 5 and 6.1, variable t will not increase). Our initial instance
starts with t = 2k −m ≤ 2k. In the case t = 2k −m = 0, because we also have
the conditions k ≥ m ≥ 0, we can derive m = 0 and k = 0, in this case the
algorithm can solve the instance without further branching. Therefore, we have
D′(0) = 1. Combining all these, we derive
T (k,m) = T ′(2k −m) ≤ 22(k+1) = 4k+1,
and the search tree T has at most 4k+1 leaves.
Finally, it is easy to verify that along each root-leaf path in the search tree
T , the running time of the algorithm is bounded by O(n3k), where n is the
number of vertices in the graph. In conclusion, the running time of the algorithm
CMC(D, (S1, . . . , Sl), (T1, . . . , Tl), k) is bounded by O(n
3k4k).
This completes the proof of the theorem. ⊓⊔
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5 Directed FVS problem is FPT
After a long and hard section for the constrained multicut problem, we come
to an easy and important part of our paper. In this section, we will give the first
FPT algorithm for the directed FVS problem. But before we do it, let us give
an FPT algorithm for the dag-bipartition fvs problem.
Theorem 5. Given an instance (D,V1, V2, k) of the dag-bipartition fvs prob-
lem, let |V2| = l. Then in time of O(l!n3k4k), we can either find an FVS F of
size bounded by k for the instance, or report no such an F exists.
Proof. By Theorem 1, the instance (D,V1, V2, k) of the dag-bipartition fvs
problem has an FVS F of size bounded by k if and only if there exists at least one
instance (D,V1, V2, forder, k) of the ordered dag-bipartition fvs problem
that has an FVS of size bounded by k. As |V2| = l, we have at most l! possible
orders for the elements in V2. Hence, we need only test at most l! instances of
the ordered dag-bipartition fvs problem to know if there is one instance of
the ordered dag-bipartition fvs problem that has an FVS of size bounded
by k.
By Theorem 2, an instance I of the ordered dag-bipartition fvs problem
has an FVS F of size bounded by k if and only if the instance I ′, that is generated
from the instance I, of the constrained multicut problem has a separator
S = F of size bounded by k. Generating I ′ from I takes only O(|A|) time, where
A is the arc set of the directed graph D and by Theorem 4, finding a separator in
I ′ takes O(n3k4k) time. Therefore the total time to solve the dag-bipartition
fvs problem is O(l!(|A|+ n3k4k)) = O(l!n3k4k). ⊓⊔
Now, we introduce our FPT algorithm for the directed FVS problem.
Theorem 6. Given a directed graph D = (V,A) and an integer k, then in time
of O(n4(1.48k)k), we can either find an FVS F of size bounded by k in the graph
D, or report no such an F exists.
Proof. To solve the FVS problem in a directed graph D, we apply the iterative
compression technique. First, we use a greedy algorithm to find an FVS F ′. If
|F ′| ≤ k, then the problem is solved. Else in case of |F ′| > k, we remove |F ′|− k
vertices from F ′ to obtain a new graph D′; then the new graph D′ has an FVS
of size k. Second, step by step, we add the vertices, that have been removed from
the graph, back. In each step, we add one vertex back to D′ to obtain a new
graph D′′, then the new graph D′′ = (V ′′, A′′) has an FVS of size k + 1. If we
can find an FVS of size bounded by k in D′′, we continue to add another vertex
back and find an FVS of size bounded by k in the new graph, and so on. If we
can not find an FVS of size bounded by k in the graph D′′ in some step, we can
conclude that the graph D does not have an FVS F of size bounded by k. If we
add all vertices back and still find an FVS F of size bounded by k, then this F
is just the FVS we need.
In a directed graph D′′ that has an FVS F ′′ of size k + 1, if D′′ has an
FVS F of size bounded by k, then there is a subset F1 such that F ∩ F ′′ = F1
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and 0 ≤ |F1| = i ≤ k. It is obvious that both induced grpahs D′′(V ′′ − F ′′)
and D′′(F ′′ − F1) are acyclic. We remove F1 form D′′ (we need to try at most(
k+1
i
)
possible cases, then we can make sure that in one case, F1 is removed
from D′′). In the new graph D′′ − F1 = D′′′ = (V ′′′, A′′′), if we find an FVS
F2 ⊂ (V ′′′−(F ′′−F1)) = (V ′′−F ′′) of size bounded by j = k− i, then F1∪F2 is
an FVS of size bounded by k in the directed graphD′′. In the new directed graph
D′′′, asD′′′(V ′′′−(F ′′−F1)) = D′′(V ′′−F ′′) andD′′′(F ′′−F1) = D′′(F ′′−F1) are
acyclic, hence (D′′′, V ′′′−F ′′, F ′′−F1, j) is an instance of the dag-bipartition
fvs problem, where |F ′′ − F1| = k + 1− i = j + 1. By Theorem 5, this instance
can be solved in O((j + 1)!n3j4j) time.
From above proof, the total time complexity to solve the FVS problem in
directed graph is:
O(n
k∑
j=0
(
k + 1
i
)
(j + 1)!n3j4j) = O(n
k∑
j=0
(
k + 1
j + 1
)
(j + 1)!n3j4j)
= O(n4
k∑
j=0
(k + 1)!
(k − j − 1)!
j4j)
≤ O(n4(k + 1)!k
k∑
j=0
4j)
≤ O(n4(k + 1)!k4k+1)
≤ O(n4k2.5(1.48k)k)
This completes the proof of the theorem. ⊓⊔
Remark As there exists a polynomial time approximation algorithm of ratio
O(log τ∗ log log τ∗) for the minimum feedback vertex set problem in directed
graph [11], where τ∗ is the size of the minimum feedback vertex set, we can
apply this approximation algorithm at first. If the size of FVS F ′ we found by
the approximation algorithm is larger than O(k log k log log k), then we conclude
that the instance of the FVS problem has no FVS of size bounded by k. In case
of |F ′| ≤ O(k log k log log k), we only remove O(k log k log log k) vertices from F ′
to make the new graph D′ have an FVS of size bounded by k. Hence, we need
to add at most O(k log k log log k) vertices (not O(n) vertices as before) back to
graph D′. Therefore the algorithm to solve FVS problem in directed graph can
be improved to O(n3k3.5 log k log log k(1.48k)k).
As the feedback arc set problem in directed graph D has an FAS of size
bounded by k if and only if the feedback vertex set problem in D’s line
graph has an FVS of size bounded by k [11], therefore we can conclude that the
parameterized feedback arc set (FAS) problem can also be solved in time
of O(n3k3.5 log k log log k(1.48k)k).
Theorem 7. Given a directed graph D = (V,A) and an integer k, then in time
of O(n3k3.5 log k log log k(1.48k)k), we can either find an FAS F of size bounded
by k in the graph D, or report no such an F exists.
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6 Conclusion
In this paper, we solve a long standing open problem in FPT world: if the pa-
rameterized FVS problem in directed graph is fixed-parameter tractable (FPT)?
Our answer is “Yes”, i.e. the parameterized FVS problem in directed graph
is fixed-parameter tractable. And we give an FPT algorithm of running time
O(n4k2.5(1.48k)k) for the parameterized FVS problem in the directed graph.
This is a good news for the FVS problem in directed graph which means that
this problem can be solved efficiently when the size of FVS is not very large. We
can even design better algorithm for FVS problem in directed graph to solved
many practical problems in applications.
The parameterized FVS problem in directed graph is a very important prob-
lem and our result is still in a very prime stage. The following are some FVS
problems in directed graph that are very interesting and worth of a further study.
(1) Given an instance I of the FVS problem in directed graph, can we reduce
the instance I into another instance I ′ of the FVS problem in directed graph
in polynomial time, such that I is a “Yes” instance if and only if I ′ is a “Yes”
instance, and input size of I ′ is bounded by a function of k? (Kernelization) (2)
Is the FVS problem in directed graph has an FPT algorithm of running time
O(cknO(1)), where c is a constant? (3) In directed graph that each vertex has a
weight of positive real number, let the weight of an FVS F be the weight sum
of vertices in F . If the graph has an FVS of size bounded by k, then is there an
FPT algorithm that find an FVS of size bounded by k with minimum weight?
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