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Abstract
We consider some special type extensions of an arbitrary Lie algebra,
which we call universal extensions. We show that these extensions are in
one-to-one correspondence with finite dimensional associative commuta-
tive algebras. We also construct a special kind of these extensions, that
correspond to a finite commutative monoids.
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1 Introduction
Let G be an arbitrary Lie algebra over the field K. Usually, having in mind the
applications, K is considered to be one of the classical fields R or C but there
is no immediate necessity to limit ourself. Let G be a Lie algebra over K and
let us consider the linear space Gn with elements
x = (x1, x2, . . . , xn), xi ∈ G (1)
In [1], there was propounded the idea to study the possibilities of defining Lie
brackets over Gn, using the brackets in G, in such a way that the construction
will be the same for all G. For this reason we call these brackets universal
ones and the corresponding Lie algebra structures universal extensions. More
specifically, let us introduce brackets obeying the following properties:
• The brackets have the form:
([x,y]W )s =
n∑
i,j=1
W ijs [xi, yj ]; W
ij
s ∈ K (2)
• For W = (W ijs ) fixed, (2) is a Lie bracket for arbitrary Lie algebra G.
For obvious reasons this algebra will be denoted by GnW . Let us also remark
that W = (W ijs ) has a properties of a (2, 1) tensor over K
n.
The existence and classification of the above structures in the case K = C
was considered in [1], some additional examples of such structures are given in
[10]. However the viewpoint in [10] is completely different, we tried there to
establish a connection with the so-called bundles of Lie algebras, see [3, 4]. As
to the interest in the universal extensions, it is motivated by the study of a
number of Hamiltonian structures for dynamic systems related with Mechanics,
Hydrodynamics, Magnetohydrodynamics as well as in other areas, see [1] for an
extensive bibliography, and the possibility to interpret the corresponding Pois-
son tensors for them as Kirillov tensors on G∗W . Recently, see [2], an interesting
mechanical system having the Kirillov structure resulting from one of the most
simple extensions has been considered. (For the definitions and the applications
of the Kirillov tensors see [5, 6, 7]). The structure of the universal extensions
is also useful in the questions about the stability, as there is a possibility to
calculate the Casimir invariants, see again [1, 2].
The bilinear form [x,y]W is a Lie bracket of the type we are looking for if
the tensor W = (W ijs ) satisfies the conditions:
W ijs =W
ji
s
n∑
k=1
(W ski W
qp
k −W
qk
i W
sp
k ) = 0
(3)
In the caseK = C the tensorsW ijs and the corresponding Lie algebra extensions
have been analyzed in [1]. It was be shown that they are divided into two classes,
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called semisimple extensions and solvable extensions. Knowing the extensions
of the second class we generate the first one and vice-versa, so it is natural to
study only the solvable extensions. Let us briefly outline the main points of the
mentioned analysis and introduce the requisite definitions.
Instead of studying the tensorsW ijk it is more convenient to study an equiv-
alent object - the set of matrices: W (i), i = 1, 2, . . . , n, with components
(W (i))jk = W
ij
k . There is indeed a strong reason for this, because the second
equation in (3) actually means that the matrices W (i) commute. As a conse-
quence in the case K = C by a similarity transformation X 7→ A−1XA defined
by a nonsingular matrix A = (Ai
′
i ) all the W
(s) can be put simultaneously into
a block-diagonal form, each block being low-triangular with the corresponding
generalized eigenvalue on the diagonal. The linear transformation A applied to
the tensor W ijk of course gives
W i
′j′
k′ =
n∑
i,j,k=1
Ai
′
i A
j′
j A
k
k′W
ij
k (4)
where as usual
∑
k′
Ak
′
k A
s
k′ = δ
s
k. As a result the set {W
(i)}ni=1 transforms as
follows:
W (i
′) =
n∑
i=1
(A−1W (i)A)Ai
′
i (5)
and the block structure already obtained is preserved. The block structure
corresponds to a splitting of the algebra GnW into a direct sum. Therefore we
can limit ourselves with the irreducible case and can assume that allW (s) are low
triangular. Now, the symmetry of W jki entails that the generalized eigenvalues
of W (s) for s > 1 are zero and so for s > 1 the matrices W (s) are low-triangular
with zeroes on the diagonal, and hence are nilpotent. All diagonal elements of
W (1) can be assumed to be equal to one and the same number a 6= 0 or all to
be equal to 0. The first case is called semisimple case and the second - solvable.
In what follows we shall ordinary consider solvable extensions and so for all i
(W (i))jk = 0 for j ≥ k. In particular, W
(n) is always the zero matrix. In the
semisimple case, as shown in [1], one can make a linear transform after which
W (1) = 1, conserving the block-triangular form of the matrices W (i) and the
fact that the diagonal elements of W (j) for j > 1 are zero.
The lower triangular form of the matrices W (i) following from the above
discussion in the case K = C will be called canonical form. In terms of the
matricesW (i) the process of passing from semisimple to solvable extension looks
in the following way. In the set {W (i)}ni=1 of n× n matrices we just drop W
(1)
and form a set {R(s)}n−1s=1 where R
(s) is constructed from W (s+1) cutting off the
first row and column. For this reason, in the semisimple case is useful to label
the matrices by the indices 0, 1, 2, . . . n and in the solvable case by 1, 2, . . . , n.
Then R(s) will be obtained from W (s).
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On the other hand, if we have the n×n matrices W (s), s = 0, 1, . . . n− 1 we
can introduce the (n+ 1)× (n+ 1) matrices having the block form:
Q(0) = 1n+1
Q(s) =
(
0 W (s−1)
es 0
)
, 1 ≤ s ≤ n
(6)
where {ei}
n
1 is the canonical basis in K
n. In other words, to W (s), s ≥ 1 we
append zero first row and first column equal to es. Adding to the set the unit
matrix, we get a tensor Qkij , 0 ≤ i, j, k ≤ n (by definition (R
(i))jk ≡ Q
ij
k ) and
this tensor corresponds to a semisimple extension. Thus the semisimple and
solvable extensions are in one-to-one correspondence and it is sufficient to study
only one of these classes.
Below we shall assume that the matricesW (i) are already put into the canon-
ical form and we have the solvable case. The vector space Gn can be split into
Gn = F (1)n ⊕F
(2)
n ⊕ . . .⊕F
(n)
n (7)
where F
(i)
n consists of those x for which xj = 0 for all j 6= i. For 1 ≤ k ≤ n let
us set
F [n, k] = F (k)n ⊕F
(k+1)
n ⊕ . . .⊕F
(n)
n (8)
and for k > n let F [n, k] = 0. Obviously,
0 ⊂ F (n)n = F [n, n] ⊂ F [n, n− 1] ⊂ . . . ⊂ F [n, 1] = G
n
W (9)
and
[F [n, k],F [n, s]] ⊂ F [n, (max(k, s)) + 1] (10)
In particular F
(n)
n is Abelian ideal. Denote by Skn the maximal Abelian ideal of
the type F [n, n− k + 1]. As F [n, n] is an Abelian ideal Snk is not 0. Then we
have the exact sequence
0 7→ Skn 7→ G
n
W 7→ G
n
W /S
n
k 7→ 0 (11)
which defines an extension through an Abelian kernel, see [8, 9], in the sense
that it is usually understood. In this manner the things are reduced to the study
of Gn−k and the tensor W¯ on it, a process which we call a reduction. It amounts
simply to take the tensor W ijk and let the indices to run over 1, 2, . . . n− k. As
the above reduction can be performed by k reductions of the type GnW 7→ G
n−1
W¯
we shall always assume that k = 1.
Now consider the case Gn+1W . In order to simplify the notations we also write
Ga instead of F [n+1, n+1] and G
n
W¯
instead of Gn+1W /F [n+1, n+1]. Evidently Ga
as vector space is equivalent to G but with a structure of an Abelian algebra. It
is not difficult to see that the representation induced over Ga for the extensions
of the type:
0 7→ Ga 7→ G
n+1
W 7→ G
(n)
W¯
7→ 0 (12)
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is the trivial one. Now reminding that to every extension with Abelian kernel
there correspond 2-cohomologies, [8] it is interesting to ask what is the space
H2(Gn
W¯
,Ga). (Here the notations are standard ones, the cohomologies corre-
spond to the algebra Gn
W¯
acting trivially on Ga). It is almost readily seen,[1]
that as a vector space H2(Gn
W¯
,Ga) is spanned by the last rows of the matrices
W (i) and the coboundaries are the linear combinations of the first n rows of
these matrices. For this reason it is convenient to introduce the matrices W(k):
(W(k))
ij =W ijk (13)
Then the corresponding element from the cohomology space H2(Gn
W¯
,Ga) can
be identified with W(n+1) and the coboundaries are linear combinations of the
matrices {W(i)}
n
i=1. Note that the (n+1)× (n+1) matrix W(n+1) is symmetric
and the elements in its last row and column are equal to zero. In the same
manner the elements in the rows with numbers j ≥ i of W(i) are zero. For the
above reasons, dropping out the zero rows and columns we can identify W(i)
with (i − 1) × (i − 1) symmetric matrix. Therefore it follows that GnW is also
uniquely defined by the set of symmetric matrices:
(W(1),W(2), . . . ,W(n)), (14)
the matrix W(i) (i > 1) being of the type (i− 1)× (i− 1) and always W(1) = 0.
In these notations is written the table of all solvable extensions up to n ≤ 4 in
[1].
Example 1.1 For arbitrary λ = (λ1, λ2) ∈ K
2 the formulae:
[x,y]
(λ)
0 = [x0, y0]
[x,y]
(λ)
1 = [x0, y1] + [x1, y0]
[x,y]
(λ)
2 = [x0, y2] + [x2, y0] + λ1([x1, y1])
[x,y]
(λ)
3 = [x0, y3] + [x3, y0] + λ1([x1, y2] + [x2, y1])
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
[x,y]
(λ)
n−1 = [x0, yn−1] + [xn−1, y0] + λ1([x1, yn−2] + . . . [xn−2, y1])
[x,y]
(λ)
n = [x0, yn] + [xn, y0] + λ2([x1, yn−1] + . . . [xn−1, y1])
(15)
define Lie algebra structure (x,y) 7→ [x,y](λ) on Gn+1
The interpretation of this fact is the following. Considering the semisim-
ple part of this extension, we see that it corresponds to the so called Leibnitz
extension bracket, defined by the tensor:
Wˆ ijk = λ1δ
i+j
k , 1 ≤ i, j, k ≤ n− 1 (16)
extended using the cocycle R(n): (R(n))ji = λ2δ
i+j
n where δ
s
m is the Kronecker
delta.
4
The Lie algebra structure, responsible for the Poisson structure of the so
called Compressible Reduced Magnetohydrodynamics model, [1]is a particular
case of this construction. Indeed, in this case the nonzero components of the
W jki i, j, k = 0, 1, 2, 3 are:
W 0ii =W
0i
i = 1, i = 0, 1, 2, 3
W 123 =W
21
3 = −βe
(17)
where βe (the electron β) is a parameter. The bracket corresponding W
jk
i is
given by
[x,y]0 = [x0, y0]
[x,y]1 = [x0, y1] + [x1, y0]
[x,y]2 = [x0, y2] + [x2, y0]
[x,y]3 = [x0, y3] + [x3, y0]− βe[x1, y2]− βe[x2, y1]
(18)
and it is exactly the structure we considered is the case n = 3; λ1 = 0, λ2 = −βe.
2 The universal extensions via commutative
algebras structures
All the results introduced in the above are obtained via the theory of Lie algebras
and the Lie algebra extensions. However, another approach to the universal Lie
algebra extensions is also possible. As a matter of fact, a more scrutinized look
permits to perceive that an additional algebraic structure is suggested by the
properties of the tensors W ijk . Let A
n be a vector space with a basis {ei}ni=1
over the field K. Let us put:
ei ∗ ej =
n∑
s=1
W ijs e
s (19)
whereW ijk is a tensor with the properties (3). Let us extend this product by bi-
linearity over An. Then it is not difficult to see that An becomes an associative
commutative algebra which we shall denote by AnW . Conversely, if B
n is an
associative commutative finite-dimensional algebra, then by (19) we can define
the set W ijk which will possess the properties (3). Thus we obtain:
Theorem 2.1 The n-dimensional universal extensions GnW over K defined by
the tensors W ijk are in one-to-one correspondence with the n-dimensional asso-
ciative commutative algebras AnW over the same field. Moreover, the correspon-
dence
ei 7→W (i) ∈ Mat (n,K), (W (i))jk =W
ij
k , (20)
defines a matrix representation of the algebra AnW and hence to any linear trans-
formation of the elements ei
ei
′
=
n∑
i=1
Ai
′
i e
i (21)
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correspond the transformations (4) and (5) of the tensorW ijk and of the matrices
W (i).
Only the second part of this theorem is not obvious, but the proof is obtained
by a simple computation. We want only to note that Mat (n,K) is considered
here as an associative algebra and that by representation we understand a linear
map Φ : An 7→ Mat (m,K), such that:
Φ(x ∗ y) = Φ(x)Φ(y), x, y ∈ An. (22)
From the above result it is patent that the matrix W (i) is in fact the matrix
of the action of the element ei on AnW . This permits to understand easily the
block structure and the canonical structure of the matrices W (i):
Proposition 2.1 The splitting of AnW into a sum of ideals:
AnW = J
s1
W1
⊕ J s2W2 ⊕ . . .⊕ J
sq
Wq
(23)
with dimensions si = dimJ
si
Wi
corresponds to the splitting of the algebra GW
into a direct sum:
GnW = G
s1
W1
⊕ Gs2W2 ⊕ . . .⊕ G
sq
Wq
(24)
The irreducible GnW corresponds to A
n
W that cannot be split into a sum of proper
ideals, that is to simple AnW .
Proposition 2.2 The canonical structure of W (i) is equivalent to the require-
ment that for the solvable case in the basis {ei}ni=1
ei ∗ ej =
∑
s>max(i,j)
W ijs e
s 1 ≤ i, j ≤ n (25)
and in the semisimple case we have one more independent element e0 such that
e0 ∗ ej = ej , 0 ≤ j ≤ n (26)
Thus the solvable case corresponds to the situation when the operators Ta,
a ∈ AnW
Ta(b) ≡ a ∗ b (27)
are nilpotent and the semisimple case corresponds to algebras with unity.
We shall continue to consider only the solvable case AnW . In order to pass
from the semisimple case to the solvable one simply must put away the unity
element and in order to pass from the solvable to the semisimple one must add
an unity element.
Let A
(s)
n be the one-dimensional vector space spanned by es and for 1 ≤ k ≤
n let
A[n, k] = A(k)n ⊕A
(k+1)
n ⊕ . . .⊕A
(n)
n (28)
For k > n we put again A[n, k] = 0. Then
0 ⊂ A(n)n = A[n, n] ⊂ A[n, n− 1] ⊂ . . . ⊂ A[n, 1] = A
n
W (29)
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Clearly,
A[n, k] ∗ A[n, s] ⊂ A[n, (max(k, s)) + 1] (30)
for arbitrary 1 ≤ k, s ≤ n.
Let us turn now our attention to the extensions from AnW to an algebra
An+1 and assume that the matrices W (i) can be put into canonical form. Then
the construction of the extension we are looking for consists in adding to the
basis {ei}ni=1 the vector e
n+1 in such a way that J = Ken+1 is an ideal and the
sequence
0 7→ J 7→ An+1 7→ AnW 7→ 0 (31)
is exact. Assuming that the basis {ei}
n+1
i=1 in A
n+1 is also canonical and denoting
the multiplication in it by a point, we have:
ei.ej =
n∑
k=1
W ijk e
k +Rijen+1, 1 ≤ i, j ≤ n
ei.en+1 = 0, 1 ≤ i ≤ n+ 1
(32)
Rij = Rji and it clearly plays the role of W ijn+1 in the algebra A
n+1. Next, it is
easily seen that in order to ensure the associative rule, Rij must satisfy:
n∑
s=1
(RisW jks −R
jsW iks ) = 0 (33)
Thus Rij satisfying (33) determines the extension. We remind that Rij are just
the cohomologies defined by the universal Lie algebra extensions, and
R¯ij =
n∑
s=1
λsW ijs , λ
s ∈ K (34)
are the corresponding coboundaries.
From the other side, we can say that every element ξ in An+1 can be written
uniquely into the form
ξ = x+ xen+1 =
n∑
k=1
xie
i + xen+1 (35)
and if η = y + yen+1 then
ξ.η = x ∗ y +R(x,y)en+1 (36)
where
R(x,y) =
n∑
k,s=1
Rijxiyj (37)
is a symmetric bilinear function on AnW with values in K. The condition (33)
means that
R(x ∗ y, z) = R(x,y ∗ z) (38)
7
If we introduce in (An)∗ the dual basis {es}
n
s=1 (〈e
j , ei〉 = δ
j
i ) then the cobound-
aries can be regarded as bilinear functions of the type:
r(x,y) =
n∑
s=1
λs〈x ∗ y, es〉 (39)
We are able now to introduce cohomologies related to An in which the above
objects, namely R and r, have the same meaning as they have with respect to
the Lie algebra structures. To this end let us introduce the following complex:
• The cochains. For s = 0 we set C0(AnW ) = K and for s ≥ 1, let C
s(AnW )
be the set of all the polylinear functions ωs
ωs : A
n 7→ K. (40)
• The coboundary operator dp. For λ ∈ C
0(AnW ) = K we put d0(λ)(a) =
0, and for ωp ∈ C
p(AnW ), p ≥ 1 we define dpωp ∈ C
p+1(AnW ) by the
formula:
dpωp(a1, a2, . . . , ap+1) =
p∑
k=1
(−1)kωn(a1, a2, . . . , ak ∗ ak+1, ak+2, . . . , ap+1)
(41)
ai ∈ A
n, 1 ≤ i ≤ p+ 1.
One can check that dp ◦ dp+1 = 0 and therefore the above construction defines
a complex. The resulting cohomology groups we shall denote by Hp(AnW ).
Similar notations we use also for the cocycles and coboundaries, that is they
will be denoted by Zp(AnW ) and B
p(AnW ).
Now it is clear that R(x,y) defines a cohomology class in H2(AnW ) and
r(x,y) is again a coboundary. Indeed, if α : An 7→ K is a linear map, then
[d1α](x,y) = −〈x ∗ y, α〉
whence
R = d1β, β = −
n∑
s=1
λses (42)
Thus even as regards to the cohomologies the correspondence between the Lie
algebras GnW and the commutative algebras A
n is complete, that is the spaces
H2(AnW ) and H
2(GW ,Ga) coincide.
The structure of a vector space on An seems indispensable, but in fact there
is a special case when we can manage with weaker structure. In order to show
this, letM = {e1, e2, . . . , en} be only a commutative monoid with multiplication
operation ∗. Let us denote I¯n = {1, 2, ..., n}. Then
ei ∗ ej = ef(i,j), (43)
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where f is a function from I¯n × I¯n to I¯n, such that f(i, f(j, k)) = f(f(i, j), k)
and f(i, j) = f(j, i). We shall call such a function an E-function.
It is readily seen that it is enough to put W ijk = δ
f(i,j)
k in order to obtain a
universal extension tensor. In this way we actually construct a finite dimensional
commutative subalgebra of Mat (n,K) for arbitrary K because the elements of
W (i) are either 0 or 1. Then we can impose the vector space structure, assum-
ing that {ei}ni=1 are independent ”generators” and come to the corresponding
algebra An which is of course the free algebra corresponding to M.
Let us see how the outlined construction works in the case of two very simple
monoid structures, the ones defined by the addition and the multiplication in
the ring Zp - the ring of integers mod (p). Taking the addition structure we
easily get:
W ijk = δ
i+j
k , i, j = 0, 1, 2 . . . , p− 1, (44)
where the sum is understood modulo p. This turns out to be a splitting exten-
sion, see [10], that is GpW = G
p. It can be shown however, that with a suitable
deformation, see [10], it can be transformed into the so called Leibnitz extension.
(For its definition see [1] or the next section).
Let us take now the multiplicative structure. The case p = 2 being trivial,
let us take p = 3. Then the matrices W (i) are:
W (0) =

 1 1 10 0 0
0 0 0

 W (1) =

 1 0 00 1 0
0 0 1

 W (2) =

 1 0 00 0 1
0 1 0


(45)
If we regard W (i) as corresponding to the independent generators ei, then it is
easily seen that the linear transform:
n0 = e0
n1 = −e0 + 12 (e
1 + e2)
n2 = 12 (e
1 − e2)
(46)
changes W (i), i = 0, 1, 2, into the set
N (0) =

 1 0 00 0 0
0 0 0

 N (1) =

 0 0 00 1 0
0 0 0

 N (2) =

 0 0 00 0 0
0 0 1

 (47)
and hence the corresponding extension splits: G3W = G ⊕ G ⊕ G.
Let us consider p = 4. Instead of writing down the matrices, let us start
directly by the the generators ei, i = 0, 1, 2, 3, ei ∗ ej = eij(mod(4)). If we
introduce n0 = e0, ni = ei − e0, then ni ∗ n0 = δi0ni and ni ∗ nj = nij(mod(4))
for i, j = 1, 2, 3. The matrices in this basis have block-diagonal form, that is
the extension splits : G4W = G ⊕ G
3
N where N
ij
k , 1 ≤ i, j, k ≤ 3 is a new tensor
describing the structure in G3N . It is defined by the matrices N
(i):
N (1) =

 1 0 00 1 0
0 0 1

 N (2) =

 0 0 01 0 1
0 0 0

 N (3) =

 0 0 10 1 0
1 0 0

 (48)
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The change:
f1 = e1, f2 = e1 − e3, f3 = e2 (49)
transforms the matrices N (i) into the set of the matrices F (i):
F (1) =

 1 0 00 1 0
0 0 1

 F (2) =

 0 0 01 1 0
0 0 0

 F (3) =

 0 0 00 0 0
1 0 0

 (50)
Then putting away the semisimple part we get:
M (1) =
(
1 0
0 0
)
M (2) =
(
0 0
0 0
)
(51)
which corresponds to a extension with n = 2 that splits. More interesting
examples of the described type will be exhibited in the next section.
3 The commutative structures corresponding to
the irreducible solvable extensions
In the Introduction mentioned that in [1] are classified the irreducible solvable
extensions up to n = 4 over C and is presented a table with the matrices W(i)
from which one can construct the extension. If we peruse all the cases in the
table we can remark the following interesting fact: for every fixed case with
tensor W ijk , 1 ≤ i, j, k ≤ n, there exists a function:
f : In × In 7→ In
In = {0, 1, 2, . . . , n}
(52)
such, that
W ijk = δ
f(i,j)
k , 1 ≤ i, j, k ≤ n (53)
and possessing the properties:
I. f is symmetric
f(i, j) = f(j, i) (54)
II. f satisfies:
f(i, f(j, k)) = f(f(i, j), k), i, j, k ∈ In (55)
III. For all i:
f(i, 0) = 0 (56)
IV. If f(i, j) 6= 0 then f(i, j) > max(i, j). In particular, this means that
f(i, n) = 0 for every n.
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Let us remark, that if as before I¯n = {1, 2, . . . , n}, then the function f is equal
to zero on Dn ≡ (In × In) \ (I¯n × I¯n), that is on the ”boundary” of the square
(In × In).
We see that at least for n ≤ 4 to the irreducible nonequivalent solvable
extensions correspond specific monoids that can be described in the following
way: Suppose that the set M contains n+ 1 different elements
M = {Z0, Z1, Z2, . . . , Zn}
and let us introduce in M the operation :
Zi ∗ Zj = Zf(i,j) (57)
where f(i, j) satisfies the properties I-IV. Then the set M0 with the binary
operation (57) defines a commutative monoid such that:
Z0 ∗ Zi = Z0 for all i
if Zi ∗ Zj = Zk 6= Z0 then k > max(i, j).
(58)
The relation of this structure with the structure described in Theorem (2.1)
is the following. Suppose that we already introduced the algebra An+1 corre-
sponding to M0 by the n + 1 basis vectors {ei}n0 , such that e
i ∗ ej = ef(i,j).
Then J = Ke0 is an ideal and A¯n ≡ An+1/J is also an algebra. As ei, i 6= 0
can be taken as representatives in the equivalence classes the multiplication in
A¯n it is given by:
ei ∗ ej =
{
ef(i,j) f(i, j) 6= 0
0 f(i, j) = 0
(59)
Therefore the algebra that corresponds to the solvable extension under consid-
eration is A¯n.
Clearly, (53) with f satisfying the requirements I-IV always defines a solvable
extension, but whether a general solvable W ijk with a linear transformation can
be put into this form is an open question.
The functions f(i, j) with the properties I-IV seem to play an important
role in the theory. We shall call them SE-functions. As already mentioned, the
function f(i, j) satisfies only I-II we call E-function.
Let us consider some special cases of SE functions. To this end let In and
I¯n be as above, that is In = {0, 1, 2, . . . , n} and I¯n = {1, 2, . . . , n}.
• The Leibnitz extension, see [1] of dimension n is characterized by
fL(i, j) =
{
i+ j if i+ j < n
0 if i+ j ≥ n
(60)
when 1 ≤ i, j ≤ n and fL(0, i) = 0.
• Extension from Gka -Abelian to G
n
f , n > k :
f(i, j) =
{
n if (i, j) ∈ A
0 if (i, j) ∈ (In × In) \A
(61)
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Here A is arbitrary symmetric subset of I¯n× I¯n. (We call a set A ⊂ In×In
symmetric if from (s, l) ∈ A follows that (s, l) ∈ A.)
• Trivial extension from Gk, characterized by function fˆ , to Gn, (k < n):
f(i, j) =
{
fˆ(i, j) if (i, j) ∈ Ik × Ik
0 if (i, j) ∈ (In × In) \ (Ik × Ik)
(62)
More generally, let f be an SE-function defined in In × In and let
Af = f
−1(n) = {(i, j) : f(i, j) = n} ⊂ In−1 × In−1. (63)
For (i, j) ∈ In−1 × In−1 we set:
fˆ(i, j) =
{
f(i, j) if (i, j) ∈ (In−1 × In−1) \Af
0 if (i, j) ∈ Af
(64)
The function fˆ is again SE-function and we shall say that f is obtained by
extension from fˆ or that fˆ is a restriction of f . The ”restriction” from f to fˆ
is simply described through the monoid operation. Indeed, it is clear that Af
is the set of pares (i, j) such, that Zi ∗ Zj = Zn. If we define a new product ∗r
by the rules:
Zi ∗r Z
j = Zi ∗ Zj if 0 ≤ i, j ≤ n− 1, and (i, j) /∈ Af
Zi ∗r Z
j = Z0 if (i, j) ∈ Af
(65)
then it is a simple matter to see that we obtain a new monoid generated by the
elements Z0, Z1, . . . , Zn−1.
4 Conclusion
We have considered the universal extensions and have shown that they are in fact
equivalent to finite dimensional commutative algebras as all the constructions
involving the universal extensions can be reformulated as constructions for the
corresponding commutative structures. We believe that the above fact can help
to understand better both the Lie algebra and commutative algebra structures
and to stimulate further developments with a direct impact to the study of the
Poisson-Lie structures of different physical theories.
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