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Abstract
This work introduces a promising approach in vibration analysis for diagnostics of bearings, and
gearboxes based on cyclostationarity. which allows to detect, observe and separate cyclostation-
ary components of the vibration signal without shaft speed measurement. In the state of the art
the machine has to be in constant shaft speed regimen and it is required a priori knowledge of
the cyclic frequencies of interest. To cope this issues, a three step methodology is proposed in the
present work: firstly, a blind shaft speed extraction methodology is developed under the hypothesis
that the closest extracted instantaneous frequency to the shaft speed produces the most stationary
angle-order map. Secondly, is developed a novel decomposition methodology into narrow-band
signals, based on ensemble empirical mode decomposition and a novel order tracking formulation
that does not require shaft speed measurement, the proposed methodology decompose a vibration
signal into a set of spectral order components, which are narrow-band signals i.e. almost mono-
component. Finally, in order to identify the relevant information i.e. second order cyclostationary
components, from the obtained set in the previous step, it is proposed a spectral correlation mea-
sure, whichmeasures the energy over the cumulative cross power spectral density function between
each spectral order components and the original vibration signal. Each step is tested in a variable
speed database, and a wind turbine database under real operation conditions, and its performance is
evaluated comparing with state of the art techniques and/or theoretical signals. Keywords: vibration
analysis, cyclostationary, variable speed, spectral measure, empirical mode decomposition, order tracking)
Resumen
Se presenta un enfoque prometedor en análisis de vibracion para diagnóstico de rodamientos, y
cajas de reducción basado en ciclo-estacionariedad. Este permite detectar, observar y separar com-
ponentes ciclo-estacionarios en una señal de vibración sin necesidad de la velocidad del eje. A
diferencia de las técnicas del estado del arte donde la máquina debe tener velocidad constante y se
requiere conocimiento previo de las frecuencias cíclicas de interés. Para dar solucion a estos prob-
lemas, se propone una metodología de tres pasos: i) se desarrolla una metodología de extracción
a ciegas de la velocidad del eje, bajo la hipótesis de que la frecuencia instantánea extraída más
cercana a la velocidad del eje produce el mapa Angulo-orden más estacionario. ii), se desarrolla
una novedosa metodología de descomposición en señales de ancho de banda reducido, basada en
descomposición en modos empíricos y una formulación de seguimiento de orden que no requiere
la medición de la velocidad del eje. La metodología propuesta descompone una señal de vibración
en un conjunto de componentes espectrales de orden, los cuales son señales de ancho de banda
reducido, quasi-mono-componentes. iii), con la finalidad de identificar información relevante, a
partir del conjunto obtenido en el paso anterior, se propone una medida de correlación espectral,
la cual mide la energía en un intervalo definido en la función de densidad espectral de potencia
cruzada acumulada entre cada componente espectral de orden y la señal de vibración original.
Cada paso se prueba en una base de datos a velocidad variable, y una turbina eólica bajo condi-
ciones de operación, y su desempeño se evalúa comparando con otras técnicas en el estado del arte
y/o señales teóricas. Palabras Clave: análisis de vibración, ciclo-estacionariedad, velocidad variable, medida
espectral, descomposición en modos empíricos, seguimiento de orden)
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Variables and Functions
i, j, k, l,m,n Indexes
y(t) Vibration signal
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Ry (t, τ) Autocorrelation function
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y
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Ω(t) Angular displacement
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am(t) Instantaneous amplitude for m-th order component
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1. Preliminaries
1.1. Introduction
Condition monitoring (CM) of mechanical systems is one of the most important techniques for
machine diagnostics, where the main goal is to determine the useful life of the machine or its
components, in order to have enough time to schedule maintenance before a catastrophic fail occurs
[1]. Vibration analysis is the most widely used technique, but it is a challenge under variable
speed/load operating conditions [2]. A promising approach for recognition of signal components
is the cyclostationarity [3]. It allows to detect, observe and separate cyclostationary components
of the signal and it becomes especially useful for diagnostics of bearings, and gearboxes[4].
However, in order to use the usual cyclostationary tools, the speed of the machines has to be con-
stant [5], to do so, angular re-sampling is a well-accepted method for preprocessing and analyzing
slightly speed-varying signals [6]. But, the shaft speed measurement could be expensive or even
impossible in machine systems where a tachometer cannot be placed [7]. In consequence, there are
several time-frequency approaches to extract an instantaneous frequency (IF) related to the shaft
speed, being the most relevant: wavelet transforms, empirical mode decomposition (EEMD) and
short-time-Fourier-transform (STFT) [8]. Recently, the STFT and angle domain transform have
been combined in [4], which proposes a two-step methodology to extract an IF related to the shaft
speed, which firstly, isolates a spectral component (restrain de frequency domain), and through
an adaptive filter algorithm over the STFT extract the IF, and a secondly the vibration signal is
transformed into the angular domain with the extracted IF as shaft speed to isolate an shaft speed
related component, that is returned into time domain and its IF, is a smooth shaft speed. It should
be noticed, that accuracy of this methodology lies on the a priori information of the selected band
and the scalar factor of the extracted IF with respect to the shaft speed, and any other IF extrac-
tion methodology besides STFT can be used, i.e. the accuracy of the IF estimation can be easily
improved in the angular domain. Nevertheless, there is no blind methodology to extract the shaft
speed as statement in [4].
Assuming that the vibration signal has constant shaft speed regimen or it is in angular domain,
the problem of extracting cyclostationary sources has been recently addressed as a blind signal
extraction issue in [3], which consist in extract a signal of interest using a priori knowledge about
its cyclic frequency. However, aiming to remove that a priori knowledge, and thanks to the rela-
tionship between the traditional envelope analysis and the cyclic spectrum [9]. The cyclostationary
source extraction problem can be seen as a selection of spectral components problem after a de-
composition, where this problem has been addressed in the state of the art with non-parametric and
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parametric approaches: i) The main non-parametric methodologies for non-stationary signals are:
EMD, local mean decomposition, energy separation. However all the aforementioned methodolo-
gies has resolution problems for closed components in noisy and highly non-stationary signals [2],
ii) The most parametric method used in vibration analysis is order tracking (OT), however, it is
necessary the shaft speed measurement [10]. With these limitations in mind it is necessary to
develop a non-parametric methodology that decomposes spectral components with an improved
resolution.
Identification of relevant components after a decomposition (mainly cyclostationary), allows asso-
ciation of damage with a particular element with a predefined (based on design factors and oper-
ating conditions), so-called characteristic frequencies [11]. However, it is a challenging task for
industrial signals due to the complexity of design, significant noise from: shaft, mesh, resonance,
ghost, etc. components [12]. Therefore, it is necessary to identify “relevant” spectral components
from a set which may contain periodic, cyclostationary and noise related components.
Taking into account the three aforementioned problems, firstly, in Chapter 2 it will be proposed
a blind shaft speed extraction methodology, that selects the extracted IF most related to shaft
speed under the hypothesis that it will produce the most stationary angle-order map, secondly,
in Chapter 3 it will be introduced a narrow-band decomposition methodology based on EMD and
a novel formulation of OT which does not require the measurement of the shaft speed, and finally
in Chapter 4 it will be proposed a relevance measure which relates the narrow-band decomposed
spectral components with the original signal. In the remainder of this chapter it will be given a
brief description of the databases used in the present thesis.
1.2. Objectives
Based on the aforementioned methods and their corresponding open issues, it is developed the
current research work around one general objective which is further expanded into three specific
objectives, as follows:
1.2.1. General Objective
Develop a framework to extract second-order cyclostationary sources from a vibration signal un-
der variable speed, using narrow band decompositions then a relevant analysis to identify cyclic
frequencies.
1.2.2. Specific Objectives
• Develop a methodology that estimates blindly the vibration signal shaft speed, to transform
the signal into the angular domain where it is not shaft speed dependent.
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• Develop a methodology to decompose a no shaft speed dependent signal into mono compo-
nents using narrow-band decomposition.
• Propose a measure to identify relevant sources from a narrow-band decomposition, this to
relate its cyclic frequencies with a machine phenomena.
1.3. Databases Description
Two databases will be used in this work, first a variable speed test rig, and second, a wind turbine
record acquired in real operation conditions.
1.3.1. Variable speed test rig
(a) Test rig scheme [13]
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Figure 1-1.: Test rig scheme (top), and examples of vibration signal with different machine condi-
tions in time domain and its time-frequency representation (bottom).
The database test rig is shown in Fig. 1.1(a), where we acquire 20 records per class, the classes
are undamaged condition, and two damages: shaft unbalance and coupling misalignment. These
faults are common in industry and their presence in machines are the main source of other damages
as rub, defect roller element bearing, etc. The test rig is composed by a DC electromotor of 2HP
and two drilling wheels for emulate the shaft unbalance, both connected by rigid coupling for
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misalignment. The sensor is a standard accelerometer and it is located in horizontal position on the
supports. This to be consistent with works which used the same database as [13], and the posterior
wind turbine case where the sensor is placed in horizontal position. The measuring dynamic range
is fixed from 0 to 1800 rpm during 10 seconds (starting from a steady state to maximum speed),
and 20kHz of sampling frequency. However, for sake of simplicity the following preprocess was
made: i) the records were synchronized, ii) only it is considered the 5 seconds where the speed is
varying, iii) records were filtered with a 9-th order low-pass chebyshev filter at a cut frequency of
300Hz, then down-sampled to 625Hz. Carried out preprocessing allows enough orders (shaft speed
harmonics) to characterize the studied failures, as shown in Fig. 1-1.
1.3.2. Wind turbine database
(a) Wind turbine sensors location [14]
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(b) Vibration signal, first 120 seconds δ−sensor
Figure 1-2.: Wind turbine basic scheme with sensors location (top), an example of vibration signal
acquired with δ−sensor (bottom).
The database described in detail in [14] was acquired on the tower of a NegMicon NM52/900 wind
turbine located at a wind farm in Rhodes, Greece. As seen in Fig. 1.2(a) the wind turbine consists
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of a 50m tall tower and blades that are 25m long. The whole system weighs about 87ton. A set of
piezoelectric accelerometers is placed within the height of the tower (0,3,22 and 48m) measuring
vibration in the horizontal and vertical radial directions in the axial plane. The vibration signal is
acquired using a four-channel portable DAQ DA-20 with 16-bit resolution and sampling frequency
of 2.56kHz, during 600s. The wind direction and speed are monitored by means of the SCADA
system of the wind park. The analysed wind turbine is compounded by two rotating stages: (i) the
rotor and blades (low-speed shaft); and (ii) the gearbox and generator (high-speed shaft), where
each one presents an average speed of 0.37Hz and 25Hz. As no failures are considered in this
database, the approach will be identify the cyclic frequencies induced by the blades, for such task
only the first 50 seconds will be considered as shown in Fig. 1.2(b), given that the lowest expected
frequency is 0.37Hz. As preprocess were applied the following steps: i) filtering using Chebyshev
lowpass filter, order 5, cutoff frequency 200Hz. ii) re-sampling the signal to a sampling frequency
500Hz.
2. Blind instantaneous rotational speed
extraction with computed order tracking
2.1. Introduction
In order to use the usual cyclostationary tools, the speed of the machines has to be constant, to
do so, angular re-sampling is a well-accepted method for preprocessing and analyzing slightly
speed-varying signals [6]. However, it requires the rotational speed measurement, which could be
expensive or even impossible in cases where a tachometer cannot be utilized. As an alternative,
rotational speed can be extracted from the vibration signal using time-frequency representations,
either under low speed fluctuations [15] or large speed fluctuations [16, 17], nonetheless a priori
knowledge about the machine is required. Therefore, a blind identification of instantaneous shaft
frequency, from the vibration signal, reduces the necessity of a priori knowledge. In that sense,
there are mainly two limitations: i) a lack of information about the multiplicity factor of the orders,
due to generally the state-of-the-art approaches use the shaft frequency, i.e. the fundamental order,
and the extracted component is associated with the highest energy component; and ii) how to
ensure that the extracted instantaneous frequency (IF) is indeed related to the shaft frequency.
The proposed methodology solves the aforementioned problems using the velocity synchronous
discrete Fourier transform (VSDFT), which, contrary to the traditional COT works under large
speed fluctuation, to remove the need of a priori knowledge about the orders multiplicity factor a
mathematical trick over VSDFT is used. In order to ensure that the extracted IF is highly related
to shaft frequency, it is assumed that the extracted IF most correlated to reference shaft frequency
produces the most stationary angle-order map. Therefore, two stationarity measures are proposed:
instantaneous order standard deviation (IOSD) and correlation of angle instants based on principal
component analysis (PCA index). The methodology is carried out using a synthetic signal and
a vibration signal from a test rig under non-stationary operating conditions, where the proposed
approach selects successfully the IF more related to shaft frequency.
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2.2. Theoretical Background
2.2.1. Instantaneous Frequency Extraction
Let S(t, f ) the spectrogram of a signal y(t) where (t, f ) denotes time and frequency domains, re-
spectively. The instantaneous frequency fmax(t), expressed in Hz, can be extracted by an algorithm
of maxima tracking [17] defined as follows:
fmax(t) = argmax
f
(S(t, f )) : ∀ f ∈ ∆ fn (2-1)
∆ fn =
[
fmax(t − δt ) − δ, fmax(t − δt ) + δ
]
where δt is a small value such (t − δt ) is the immediate time value before t, δ is a constant that
controls the width of search interval, ∆ fn. In order to avoid drawbacks with vibration signals that
have closed orders two steps are needed: i) the algorithm should be initialized in the global maxi-
mum of the time-frequency map, and ii) a forward-backward search is made from that maximum.
For sake of simplicity in rest of the paper the variable ωˆ(t) = fmax(t) is introduced denoting the
instantaneous frequency expressed in radians.
2.2.2. Order and Angular Domain Transform
Velocity Synchronous Discrete Fourier transform (VSDFT) is a parametric method that allows
mapping a signal , into its order domain {Ω} using the instantaneous shaft speedω(t) as a reference
parameter, and it is defined as follows:
I (Ω) =
∫ ∞
−∞
y(t)ω(t)e− jΩθ(t)dt (2-2)
where Θ(t) =
∫
ω(t)dt is the angular displacement, and the signal in angular domain x(α) is
obtained by the computation of inverse discrete Fourier transform (IDFT) of the I (Ω). Detailed
explanation about the VSDFT and its analysis in discrete time can be found in [18].
Since the VSDFT performance depends on effective extraction of ω(t), the instantaneous fre-
quency ˆω(t) = βω(t) is used as reference speed, obtaining a scaled version such that:
argmax
t
( ˆω(t)) = 1 (2-3)
where, as result the order and angular axis are scaled by an real number β and its multiplicative in-
verse β−1 respectively. This scaled version of ω(t) allows mapping to a “pseudo-angular domain”,
providing the advantage that any order could be used instead of basic shaft frequency, In conse-
quence, it is removed the need of a priori knowledge about the multiplicity factor of the extracted
IF ω(t), with respect to the shaft speed.
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2.2.3. Angle-Order Map Stationarity
An angle-order map A(α,Ω) is computed by means the spectrogram of x(α) with respect to Ω,
and it is assumed that this map is highly stationary, for which the probability distribution does
not present considerable changes through angle. Thereby, it is possible introduce two different
measures of stationarity: instantaneous order standard deviation (IOSD) and eigenvalues analysis
so called principal component analysis (PCA). It is worth noting that the map is highly stationary
only if the waveform of extracted instantaneous frequency is closed to actual shaft frequency.
Correlation Between angle instants - PCA index
PCA is a powerful method to analyse a data set, because, allow us to identify the most relevant
variables i.e. the ones which greater variation between observations. As an angle-order map
should present low variations between angle instants, PCA will be used in this case as a measure
for stationarity of the map.
In practice the angle-order map A(α,Ω), could be associated to a matrix in RB×M where B and
M are the order bins and the amount of angular instants, respectively. In that sense, a principal
component analysis (PCA) problem is understood in terms of the correlation between angular
instants, being X ∈ RM×M the correlation matrix associated to A(α,Ω) and λi the i-th eigenvalue of
X . Thereby, λi represents the variability of i-th angular instant, and in consequence, a stationarity
index can be defined as:
ψ(A(α,Ω)) =
M−1∑
i=0
λi (2-4)
where a map is highly stationary if it presents low values of λi.
Instantaneous order standard deviation - IOSD
The singular value decomposition (SVD) is a common indicator of the variance of a data set when
it is applied over the covariance matrix (PCA). However, is a high dimension problem (M × M),
in order to achieve a more efficient indicator of the angle order map stationarity it is proposed a
second computation of the instantaneous frequency using the described method in Section 2.2.1,
over the angle-order map A(α,Ω), as the map it is assumed highly stationary (only if the extracted
IF is a multiple of the shaft speed), then, an extracted IF over the map A(α,Ω) should have a low
standard deviation, so the proposed measure is:
Iσ (A(α,Ω)) = σ( fmax(t)) (2-5)
where σ(·) is the standard deviation operator, and fmax(t) frequency extracted (as described in
Section 2.2.1). This approach as PCA index requires the computation of the angle order map,
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however, the SVD over the correlation matrix is replaced by the IF extraction and its standard
deviation.
IOSD reliability depends on the hypothesis that only exist shaft speed dependent components in
the vibration signal. However, in complex machines structural natural frequencies can be induced,
so an IF extracted over A(α,Ω) may have the lowest standard deviation and not be a good approx-
imation to the shaft speed. In order to avoid such scenarios, using as only a priori knowledge the
maximum shaft speed, it is advisable restrain A(α,Ω) order domain {Ω} to extract at most {1x,2x}
and then apply Eq. (2-5).
2.3. Experimental-setup
To prove the stationarity measures for the angle order map, a blind instantaneous shaft frequency
estimation algorithm is introduced (Algorithm 1). Usually, the vibration signal presents a high
broad band, thus it is necessary to define a narrow band of frequencies [a,b] that comprise a
reasonable amount of orders. Afterwards, an iterative search by partitions over frequency bands is
included, where a set of extracted and scaled IFs per partition is built, and the relationship between
estimated IFs and shaft frequency is measured over its corresponding angle-order map. Lastly, the
IF most related to shaft frequency (i.e. the most accurate) is selected if with this IF is obtained
an angle-order map with maximum stationarity. The algorithm will be tested first in a synthetic
signal, due to the two databases described in § 1.3 does not have a measure of the shaft speed
(run-up test and wind turbine).
In practice the convergence of the Algorithm 1, it is guaranteed by the fact that J and fb|[a,b] are
finite natural numbers (cardinals of finite sets). However, to compare which proposed measure
converges faster, it is introduced the following stop criterion |ρms − ρms+1 | < ε, as this criterion
depends of ε, if this value is not small enough, it is not ensured that the solution is the best possible
extracted from S(t, f ), but it is considerably reduced the size of the partition to achieve a solution.
2.3.1. Numerical Experiment
As there is no reference shaft speed in the variable speed test rig database (view Section 1.3), it is
necessary to build a synthetic signal, in order to present the Algorithm 1 performance in terms of an
error between the theoretical shaft speed and its estimation. Therefore, a synthetic vibration signal
y(t) is built as a superposition of orders {1,2,3,4,7} , with a theoretical shaft speed ω(t) = t6e−4t
and a sampling frequency of 2.5kHz. The signal is contaminated with additive white Gaussian
noise with signal to noise ratio of 3db. Synthetic signal and its corresponding shaft frequency are
shown in Fig. 2-1.
To be as close as possible with the real experiment, this numerical case includes the same pre-
process, where the signal is low-pass filtered at 300Hz with a 9-th order chebyshev filter and
down-sampled to 625Hz. The work interval [a,b] for the algorithm is [35,300]Hz, because the
maximum of the reference shaft frequency is 30Hz, therefore this interval ensures enough orders
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Data: the vibration signal y(t), and work interval [a,b]
Result: IF ωˆ(t) which produces the most stationary angle-order map
Initialization;
Compute the spectrogram of y(t) noted as S(t, f );
Define an initial uniform partition for i = 0, Pi = { j∆p + a | j = 0, . . . , J − 1} such that
J = 3, where ∆p = (b − a)/(J − 1), and fb|[a,b]∈N is the frequency bins in [a,b];
while J ≤ fb|[a,b], do
for j=1:J do
Constrain the frequency domain of S(t, f ) to [0, k∆p + a] resulting S¯i,j (t, f );
Extract an IF per S¯i,j (t, f ) and scale it to the unity resulting ωˆi,j (t);
Compute Ii,j (Ω) which is the VSDFT using each ωˆi,j (t) as reference shaft speed;
Compute IDFT per Ii,j (Ω) obtaining xi,j (α) the vibration signal in
“pseudo-angular domain”;
Obtain the pseudo-angle-order map Ai,j (α,Ω) per xi,j (α);
Compute the proposed stationarity measures, Iσ (A(α,Ω) | fmax(t)) or ψ(A(α,Ω));
end
Select the extracted IF ωˆ(t) associated with the angle-order map with minimum
variability, minimum value is noted ρi, as the most closed to the shaft frequency;
Construct a finer partition (i.e Pi ⊆ Pi+1),Pi+1 = { j∆p + a | j = 0, . . . , J − 1} ,making
J = 2J− − 1,where J− is the previous value of J;
i = i + 1;
end
Algorithm 1: Probabilistic identification of instantaneous shaft frequency
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Figure 2-1.: Synthetic vibration signal (top), an its theoretical shaft speed (bottom).
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for the extraction task. The width of the search interval δ is fixed to 1Hz and the STFT parameters
are a hanning window of 256 points and 512 frequency bins. The STFT window is fixed consider-
ing the minimum expected frequency in the signal, and the algorithm stops when the partition size
is greater than the amount of frequency bins inside the considered interval.
The two presented approaches in Section 2.2.3 are compared with the theoretical shaft speed in
order to determine which selects the best extracted IF using the following expression:
E = 100
‖ωˆi,j (t) −ω(t)‖2
‖ω(t) |2
(2-6)
where ‖ · ‖2 stands for the norm 2, the estimated shaft speed for the i-th partition, located in its
i-th element is ωˆi,j (t) (view Algorithm 1), and ω(t) is the theoretical shaft speed.
IOSD approach
The Fig. 2-2 (left) shows the IOSD value ρi (defined in Algorithm 1) for each partition, and Fig. 2-2
(right) the IOSD value for all the cut frequencies in the finest partition, for both figures to compare
with the theoretical shaft speed, the bottom row shows the error-E described in Eq. (2-6). IOSD
shows that the best IF can be extracted with any cut frequency from [35,85.7]Hz, also shows a val-
ley around 100Hz, in comparison with the relative error. There is no need of evaluate convergence
due to since the first partition the best solution is achieved.
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Figure 2-2.: IOSD minimum (ρi) end relative error-E per partition (left), IOSD and relative error-
E for all cut frequencies in [35,300]Hz for partition 8 i.e. finest partition (right).
PCA approach
As for the IOSD approach the Fig. 2-3 (left) shows the min PCA index ρi for each partition and
the partition corresponding relative error-E , Fig. 2-3 (right) shows the PCA index for all the cut
frequencies in the 8-th partition and its corresponding relative error. Fig. 2-3 is evidence that
the behaviour of the PCA index is similar to relative error i.e. its difference is a matter of scale
through most of the cut frequencies mainly above 85.7Hz. The optimal is the same as the relative
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error-E suggested, like the IOSD case the optimal is achieved since the first partition, so again the
convergence of Algorithm 1 it is not an issue, due to it converges in the first partition.
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Figure 2-3.: PCA index and relative error-E per partition (left), PCA index and relative error-E for
all the cut frequencies defined by the 8th partition (right).
Both approaches extract the same IF ωˆ(t), therefore, the angle-order map is also the same. Con-
sequently Fig. 2-4 applies for IOSD and PCA index. The left side of Fig. 2-4 shows the vibration
signal y(t), its STFT S(t, f ) and in white line the extracted IF βωˆ(t) (view Section 2.2.2). Fig. 2-4
right shows the VSDFT I (Ω) and the angle-order map A(α,Ω), using ωˆ(t) as pattern to transform
y(t) into the angle domain signal x(α). Through the evident stationarity of the angle order map,
it is shown that in effect ωˆ(t) can be used to transform the vibration signal into the angle domain,
being easy to identify all the orders {1,2,3,4,7} from the VSDFT.
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Figure 2-4.: Extracted shaft frequency (withe line) and vibration signal STFT (left), the VSDFT
and the angle-order map with extracted IF as reference (right).
The numerical experiment shows that PCA index is proportional to the relative error, i.e. show
that it is an accurate indirect measure of the relative error between the theoretical shaft speed and
the extracted IF ωˆ(t). On the other hand, IOSD has a marked valley in the cut frequencies around
100Hz, such valley is not as evident in the relative error-E . Nevertheless, it is a prove of the IOSD
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sensitivity, a good characteristic for an indirect measure of the relative error. Hence, IOSD is a
remarkable alternative to PCA index, because it is more sensible an easier to compute.
2.3.2. Test rig experiment
The database used is the one with variable speed detailed described in Section 1.3. This experiment
has the same parameters as in the numerical one, the work interval is [35,300]Hz, for the STFT
the frequency bins are 512 and it is used a hanning window of 256 points. The window and work
interval are fixed with the only a priori knowledge of the maximum shaft speed.
Due to there is not shaft speed measurement, Fig. 2-5 shows the minimum value ρi for all the
partitions and IOSD and PCA index for all cut frequencies in the 8-th partition, for a random
observation in the undamage class. All partitions achieve the optimal value in the first partition.
However, it should be noticed that the accuracy is directly proportional to the number of partitions
used, with this in mind the stop criterion should be used only in cases where a low computational
cost is more important than accuracy.
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Figure 2-5.: Stationarity measures IOSD (left) and PCAindex (right) per iteration and for the finest
partition respectively.
Respect to the optimal value achieved with PCA index and IOSD, it is shown in Fig. 2-5 that
a different value is resulting for the both approaches. In order to determine if this difference is
repeated in other clases, and if it is relevant to transform the vibration signal into the angular
domain. It will be showed in posterior figures the extracted IFs using IOSD and PCA index for all
the observations per class and the angle-order maps of observations of interest.
From the Fig. 2-6 ahead all the maps will have the energy in logarithmic scale for a better visu-
alization of all the components. Also the map in Fig. 2-6 have a different color map to proper
visualization of the extracted IF. This figure shows the extracted IF ωˆ(t) for all the 20 observations
for the undamage, unbalance, and misalignment classes, using the STFT of a representative ob-
servation per class as background to visually determine the accuracy of the extracted IF using as
stationarity measure IOSD. In Fig. 2-6 is shown in general that the basic order is not always the
14 2 Blind instantaneous rotational speed extraction with computed order tracking
optimal to extract, as a fact for the undamage class Fig. 2.6(a) it is also extracted the third order IF,
and in the misalignment class Fig. 2.6(c) the three orders are extracted in different observations.
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Figure 2-6.: Extracted IF using IOSD and Algorithm 1 for all the observations per clases, and as
background the STFT of first observation per class.
To compare with IOSD the Fig. 2-7 shows the extracted IF for all the observations in the three
classes using PCA index. In comparison with Fig. 2-6 it can appreciate that the only major dif-
ference, surprisingly it is found in the undamage classes. Where for PCA index the third order IF
is extracted as the optimal for all the observations. However, for some observations IOSD selects
the basic order, this is consistent with the initial results showed in Fig. 2-5, but to determine if
this different is essential to transform the vibration signal into the angular domain, it will be anal-
ysed the angle-order map for an observation in which IOSD selects the basic order, and a random
observation for PCA index.
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Figure 2-7.: Extracted IF using PCA index and Algorithm 1 for all the observations per clases, and
as background the STFT of first observation per class.
Fig. 2-8 shows the angle order map and the VSDFT for IOSD and PCA index, using only the ob-
servations of the undamage class in which the difference between IOSD and PCA index is greater.
Fig. 2.8(a) shows the IOSD case where visually examining the map it can be proved that vibration
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signal is no longer shaft speed dependent i.e. it is in the angular domain. So, comparing it with
PCA index in Fig. 2.8(b) there is no greater difference between the two maps even with the energy
in logarithmic scale, the aforementioned fact allows conclude that IOSD is as valid as PCA index,
but less complex to compute and understand.
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Figure 2-8.: Angle order map A(α,Ω) and VSDFT (marginal) for the undamage class using the
extracted IF for IOSD (left) and PCA index (right).
2.4. Summary
A novel blind instantaneous rotational shaft speed methodology was developed, proposing indirect
measures for the performance of the extracted shaft speed, lying in the hypothesis that the closest
estimation to shaft speed produces the most stationary angle order map. To validate the method-
ology the proposed measures instantaneous order standard deviation named IOSD and principal
component analysis based PCA index, were compared to the relative error using the theoretical
shaft speed in a numerical case, and through visual examination of the angle order maps in a vari-
able speed test rig. It is concluded that both indirect measures are robust enough to transform a
vibration signal into the angular domain using a challenging real world database with a non shaft
speed related component, closed orders, measurement noise and high energy localized both in time
and frequency.
3. Novel narrow-band decomposition
methodology based on empirical mode
and order tracking
3.1. Introduction
Vibration signals are non-linear and non-stationary, where a particular case of non-stationary is the
studied one i.e. cyclostationary. Therefore, techniques that allow treating with non-stationarities as
empirical mode decomposition (EMD) and order tracking (OT) are required. Although, EMD has
been widely used in fault diagnosis and identification of rotating machinery [19], still it presents
some problems as the mode mixing [20]. To mitigate this drawback, an extended version of EMD
that is termed ensemble empirical mode decomposition (EEMD) is used [21, 22, 23].
In OT, it is possible identifying non-stationary spectral order components, where the spectral com-
ponent associated with rotational speed is called basic order [24]. The spectral information about
the machine dynamic behavior turns possible excluding the influences of the varying rotational
speed and analyzing the time-varying operating conditions [25].
When EEMD is used, the frequency sub-bands are overlapped, making harder the extraction of
spectral components. Instead, OT estimates spectral order components with more physical mean-
ing, but the frequency resolution is low. Therefore, in this chapter is proposed a localized identifica-
tion of natural frequencies, exploiting the fact that EEMDdecomposes a time series into sub-bands,
and then, OT is applied over each sub-band aiming to identify the vibration signal dynamics more
accurately. But, considering that OT requires as parameter a base frequency usually shaft speed
[24], a novel OT technique that estimates the shaft speed of the vibration signal is employed [13].
The used databases are the variable speed database in angular domain and a vibration signal from
wind turbine, located at a Rhodes wind farm, Greece. In order to show the improvement of the
methodology over EEMD and OT, the vibration signal is analyzed only by means EEMD and OT,
separately for both databases.
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3.2. Theoretical background
3.2.1. Ensemble Empirical Mode Decomposition
This adaptive method decomposes time series into a set of so termed intrinsic mode functions
(IMF), which follows: i) the amount of local extremes and the zero crossing differs at most by one,
ii) at any point the mean value between the superior envelope defined by the local maxima and the
inferior envelope defined by the local minima is zero. Thus, a time series y(t) can be represented
by EMD as follows:
y(t) =
∑
k∈K
cˆk (t) + r (t), ∀t∈T
where {cˆk (t)} is the set of IMF, r (t) is the remainder term, and K is the number of the IMF extracted
from original data. The first IMF is related to the highest frequency while the last one to the lowest.
However, EMD faces the mode mixing problem because of reached low orthogonality between
neighboring IMFs. This issue is overcame by the use of the ensemble empirical mode decom-
position (EEMD) that takes advantage of the additive white gaussian noise (AWGN) cancelation
property within dyadic filter bank EMD structures [21]. The EEMD is sequentially carried out as
follows:
1. An input time series y(t) is contaminated with AWGN as much as J times, i.e., x j (t)=y(t)+
η j (t), ∀t∈T, j=1, . . . , J, being η j (t), each j-th trajectory of the randomly generated AWGN,
2. Afterwards, obtained x j (t) is decomposed, using the conventional EMD, into the corre-
sponding IMF set, {cˆk,j (t) : k=1, . . . ,K }.
3. At last, an averaged version of ck (t) is obtained as:
ck (t) = E
{
cˆk,j : ∀ j ∈ J
}
, ∀t ∈ T
Generally, J should be large enough to cancel the AWGN since there is a directly propor-
tional relation between the standard deviation of the AWGN and the amount J.
3.2.2. Spectral order components tracking
The vibration signal generated by rotating machinery can generally be represented as a superposi-
tion of sinusoids. Therefore, the signal y(t) containing M orders generated by a rotating shaft can
be written as:
y(t) =
M∑
m=1
am(t) cos[mω(t) + ϕm(t)] (3-1)
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where am(t) and ϕm(t) denote the time-varying amplitude and phase, respectively, relating the
k-th order; and ω(t) = 2pi f0(t) is the oscillation frequency with f0(t) the rotation frequency
of the shaft. Having in mind that the aforementioned variables present smooth transitions along
the time, the Eq. (3-1) can be rewritten as an augmented state space model [13], where am (t) =√
amI (t)
2 + amQ (t)
2 and amI (t) , amQ(t) are the in-phase and quadrature component, which can be
understood as a state vector into the state space model. For practical computation, the continuous
time index t is changed to discrete time index n. The described below model allows estimating
both the spectral order components and the instantaneous frequency from basic order component:

x1(n + 1)
x2(n + 1)
...
xM (n + 1)
xM+1(n + 1)

=

Ψ(n; xM+1) 0 · · · 0 0
0 Ψ(n; 2xM+1) · · · 0 0
...
...
. . .
...
...
0 0 · · · Ψ(n;MxM+1) 0
0 0 · · · 0 1


x1(n)
x2(n)
...
xM (n)
xM+1(n)

· · · +

w1(n)
w2(n)
...
wM (n)
wM+1(n)

(3-2)
y(n) =
[
h h · · · h 0
]

x1(n)
x2(n)
...
xK (n)
xK+1(n)

+

v1(n)
v2(n)
...
vK (n)
vK+1(n)

(3-3)
where xm(n) ∈ R
2×1 is the m-th state vector corresponding to m-th order component, wm (n) ∼
N (0,Q(n)) ∈ R2×1 and vm (n) ∼ N (0, η(n)) ∈ R
1×1 represent the process and measurement noise,
respectively, where Q(n) ∈ R2×2 is the process covariance matrix and η(n) ∈ R1×1 is the mea-
surement variance. Here, h =
[
1 0
]
comprises the state measurement vector and Ψ(n;mxM+1) ∈
R
2×2 is the state transition matrix for the m-th order component, defined as:
Ψ(n;mxM+1) =
[
cos(mxM+1(n)) sin(mxM+1(n))
− sin(mxM+1(n)) cos(mxM+1(n))
]
(3-4)
where m = 1 . . .M and the last space state xM+1(n) = ω(n) means the instantaneous frequency of
the basic order component. Finally, the state space model parameter estimation is rendered using
the Extended Kalman filter. A detailed explanation can be found in [13].
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3.3. Experimental set-up
This experiment was carried out in the two available databases: variable speed, and wind turbine.
For the variable speed database is used only a random observation per class, in order to visually
compare with the wind turbine database as this has only one record. Each signal will be decom-
posed into spectral order components using sequentially EEMD and the new OT formulation for
spectral order tracking (view Section 3.2.2). The proposed sequentially decomposition is additive
and resulting components can be considered mono-components due to the imposed mathematical
model in OT.
3.3.1. Variable speed database
This database was also used in the previous chapter and is detailed in Section 1.3. Cyclostationary
analysis requires constant shaft speed [26], therefore, the signal used is y(α) that is the vibration
signal transformed into angular domain using the process described in the previous chapter. In
Fig. 3-1 is shown the three studied machine states (undamaged, unbalanced, and misalignment)
and its PSD, in this figure it is evidenced that the failures have a different energy distribution in the
shaft speed harmonics, so in order to isolate spectral components of interest initially the signal will
be decomposed by EEMD, using as parameters 0.2 standard deviation for AWGN as recommended
in [21] and to ensure the AWGN cancelation each IMF is ensemble J = 500 times.
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Figure 3-1.: Signal in angular domain (top) and its power spectral density (bottom) for the three
considered clases.
The signal y(α) is decomposed into 12 IMF i.e. {ck (t) : k = 1, . . . ,12}, however as the minimum
expected frequency is the shaft speed 30Hz only the first 4 IMF are used. In Fig. 3-2 is shown the
first 4 IMFs of each class (top), and its PSD (bottom), which shows that in effect each IMF has
many spectral components, because the conditions of an intrinsic mode function (Section 3.2.1)
do not ensure a mono-component signal, as an example the signal of the undamaged class has six
clear spectral components in the fist IMF, therefore a further decomposition is needed.
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To compare EEMD with the OT algorithm described in Section 3.2.2, the Fig. 3-3 shows the
estimated components for the vibration signal y(α). OT represents the signal as a sum of mono-
components, but it is assumed that the IF of all components is multiple of a basic IF, this can be
true for the variable speed database.
However, in complex mechanical systems as a wind turbine the used OT model over the entire sig-
nal can affect the extraction of second-order cyclostationary components, due to those components
are usually found in resonance frequencies of the machine, which are not shaft speed dependent
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Figure 3-2.: Ensemble empirical mode decomposition (top) and the PSD of each IMF (bottom) for
all the three considered classes.
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Figure 3-3.: Order tracking components estimated for entire vibration signal in angular domain
(top) and its computed IF (bottom) for the three studied classes.
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[5]. Hence, the proposed two step narrow-band decomposition methodology combines the advan-
tages of EEMD and the OT models without its weakness.
The estimated spectral order components for the first 4 IMFs are shown in Fig. 3-4 for the three
classes, where it is experimentally proved the quasi-orthogonality of EEMD, due to the 90Hz
component is present in the first three IMFs for undamaged and misalignment, this due to 90Hz is
highest energy component in the signal.
Also, it should be noticed in Fig. 3-4 that the energy of the extracted components is not compa-
rable between IMFs i.e. in all classes apparently the high energy component is the one located in
30Hz, nevertheless, in the database description Section 1.3 is shown that for the undamaged and
misalignment class the higher energy component is the third harmonic 90HZ. This visualization is
intended to identify the frequency of the components and its amount per IMF, the relevance anal-
ysis of the next chapter will take into account the components energy for the proposed spectral
correlation measure.
To visually exam the OT modelling per band (IMF) the Fig. 3-5 shows for the studied classes
the estimated IF of first four IMFs, as expected undamaged has well defined the IF per band
{14,30,60,90}Hz, however, the failures have a less uniform energy distribution in shaft speed har-
monics, combined with the EEMD quasi-orthogonality cause the overlap of the extracted IFs.
Yet, the decomposition resolution is improved using EEMD and OT sequentially extracting mono-
component signals.
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Figure 3-4.: Estimated spectral order components per IMF for all the classes (undamaged, unbal-
anced, and misalignment).
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Figure 3-5.: Estimated IF by the OT model per IMF for the classes undamaged, unbalanced, and
misalignment.
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3.3.2. Wind turbine database
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Figure 3-6.: Wind turbine signal in time, and its power spectral density.
The database is detailed in Section 1.3, additionally, as recommended in [14] the information used
is the δ-sensor in horizontal position. The wind speed is non-stationary, however in this case
the wind influence in shaft output 25Hz and higher frequencies is minimum, this is shown in the
vibration signal PSD Fig. 3-6, therefore, transform the signal into angular domain is not required
for this database. Yet, the are several spectral components in a wide spectrum 0,250Hz, and usually
the cyclostationary components are located around a machine resonance frequency. In order to be
as general as possible, the wind turbine will be decomposed by the proposed approach for a further
relevance analysis, also for sake of comparison vibration signal will be decomposed with EEMD
and OT sparely.
0 5 10 15 20 25 30 35 40 45 50
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
Time [s]
IM
F
0 50 100 150 200 250
0
0.02
0.04
0.06
0.08
0.1
Order [β(nX)]
N
or
m
al
iz
ed
 P
SD
Figure 3-7.: Wind turbine vibration signal intrinsic mode functions obtained by EEMD (left) and
its power spectral density (right).
The signal is decomposed by EEMD into 15 IMF {ck (t) : k = 1, . . . ,15} as shown in Fig. 3-7.
Through a visual examination of the IMFs, the most interesting and possible carrier of cyclic
components is the third mode. However, as seen in Fig. 3-2 with the previous database, each IMF
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has several components, therefore it is necessary a further decomposition to isolate each spectral
component contained per IMF.
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Figure 3-8.: Wind turbine vibration signal orders obtained using the OT model (left) and the esti-
mated IF for the signal (right).
To compare with EEMD the vibration signal is also decomposed by OT, but, each spectral order
component is governed by only one IF as shown in Fig. 3-8, and the imposed model can hide rele-
vant information in complex systems as this case, therefore, taking advantage of the self adaptive
property of EEMD each IMF (sub-band) will be decomposed with OT.
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Figure 3-9.: Spectral order components extracted by the proposed methodology for the wind tur-
bine vibration signal (top) and its IF per IMF (bottom) .
The vibration signal decomposed with the proposed approach (sequentially apply EEMD and OT)
has a large amount of spectral order components (44), as shown in Fig. 3-9, this is an evidence of
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the improved resolution of the proposed approach, and also there is no general assumption of an
IF for all the signal, instead is estimated per spectral band of interest, where each spectral band
is adaptively defined by EEMD. However, as the main objective is extract second-order cyclo-
stationary sources, it is necessary select relevant spectral order components for a further cyclic
analysis.
3.4. Summary
In this chapter it was developed a decompositionmethodology based on Ensemble Empirical Mode
Decomposition and a novel formulation of Order Tracking, which allow us to decompose a vibra-
tion signal into spectral order components, without the drawbacks of EEMD like the amount of
components per IMF and its quasi-orthogonality, nor impose an IF for the entire signal as in OT.
The methodology was tested in two databases, one in angular domain, and an operating wind tur-
bine, from whose it is shown the improved resolution of the proposed methodology over EEMD
and OT, with spectral mono-components signals set, suitable for a further task of second order
cyclostationary component selection.
4. Spectral correlation measure for
selecting narrow-band signals
4.1. Introduction
Time series analysis had turned important due to faster growth of technological systems that ac-
quired huge volumes of data in distinct scientific fields such as medicine, economy, industry,
among others. Where it is mandatory extracting relevant information for classification, prediction
and clustering tasks. In consequence, several representation methods have been developed in the
literature in order to extract features from raw data to decrease drawbacks like computational cost,
redundant and irrelevant information, and so on, making useful to develop representation tech-
niques that preserves process fundamental characteristics through decomposition methods [27].
Nonetheless, to choose those features that best represent a particular set of time series is needed
utilizing similarity measures that provide a proper relation. Thereby, in [28] summarize a set of
similarity measures for time series based on whole series matching such as dynamic time warping,
Euclidean distance and its editions, however, these measures have not been used to evaluate their
efficiency in a multiple-data framework [29]. Another similarity measures widely known in the
state-of-the-art are measures based on the correlation coefficient and the information theory, which
are robust to noise and mainly employed in linear and nonlinear time series, respectively [30, 31].
Respecting to representation techniques, there are multiple techniques to time series decomposi-
tion, especially, to analyze non-stationary dynamics. Nonetheless, techniques that deal with those
non-stationarities like empirical mode decomposition (EMD) are frequently used since it shows
overlaps between neighboring components in time and frequency, which other standard iterative
techniques do not provide [19, 32].
Hence, in order to improve interpretation between information provided by the decomposed com-
ponents and the time series at hand, we propose a methodology for spectral component selection,
that decomposes the time series using the proposed approach in Chapter 3, from which each spec-
tral order component is correlated to the input signal to identify those specific spectral dynamics
mostly influenced by a phenomena of the application. To this end, four different similarity mea-
sures are considered: i) the correlation and ii) the mutual information coefficients between each
mode and the time series; iii) the energy and iv) cumulative distribution density energy, both from
cross-power-spectral density (CPSD) computed for each spectral order component and the time
series.
The methodology is validated in a condition monitoring application using mechanical vibration
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signals that are acquired in a test rig emulating three states under non-stationarity conditions:
normal, and two damages (unbalanced and misalignment). Also, it is validated in a wind turbine
cyclic frequency identification task, which consist in identifying the cyclic behavior induced by
the rotation of the three blades in the wind turbine.
4.2. Theoretical background
4.2.1. Correlation-based Similarity Measures
As seen in Section 3.2.1 y(t)∈R, can be decomposed into a finite set of IMF {ck (t) : k = 1. . . . ,K },
then, a relation between x(t) and the k-th IMF, ck (t)∈R, can been established in terms of simi-
larity between them, quantifiying its mutual dependency/independency. The straightforward way
to measure the linear relationship of dependency/independency is the Pearson’s correlation coeffi-
cient, defined as follows:
ρ1
yck
=
E
{
(y(t) − µx)(ck (t) − µck )
}
σxσck
(4-1)
Although the Pearson correlation coefficient, ρ1
yck
∈R[−1,1], is a relatively efficient similarity mea-
sure, it can not take into account the narrow-band nature of each IMF component, leading to a very
distorted estimate. Therefore, there is a need to quantify mutual dependency/independency but in
the frequency domain. To this end, we use the cross-correlation function between {x(t),ck (t)},
defined as
Ryck (τ) = E {y(t + τ)ck (t)}
where R(0)=ρ1
yck
and assuming both correlated signals statistically normalized.
Through the Wiener-Khinchine theorem, we obtain the cross-correlation spectral density (CPSD),
Syck ( f )∈R
+ as frequency domain transformation of Ryck (τ), that is, Syck ( f )=F {Ryck (τ)}, being
F {·} the Fourier transform. However, integration of the Wiener-Khinchine transform must be
carried out within the spectral range of interest, i.e., f ∈[ f1, f2].
Next, we assume the ergodicity of both correlated signals, so that we get a real-valued scalar metric
of similarity, ρ2
yck
∈ R+, between the measured signal and each one of the IMF components, as
follows:
ρ2
yck
= E
{
Syck ( f ) : ∀ f ∈ [ f1, f2]
}
,
=
1
f2 − f1
∫ f2
f1
F {Ryck (τ)}( f )df (4-2)
However, the presence of powerful components, which are locally concentrated in the spectral
density, can bias the expectation operator estimator. To overcome this issue, we propose the use of
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the expectation operator, but over the cumulative spectral density function in the following form:
ρ3
yck
=
1
f2 − f1
∫ f2
f1
∫ f
f1
F {Ryck (τ)}( fˆ )d fˆ d f , ρ3k ∈ R
+ (4-3)
4.2.2. Selection of Intrinsic Mode Function
Although obtained set {ck (t) : k∈ K } should encode distinct narrow-band dynamics (from high to
low frequencies) [19], in practice, we assume that influence of specific behaviors (like damages,
diseases, etc.) differently affects each IMF, and consequently, we must select the IMF that better
represents the desired behavior over all observed data. However, due to the self adaptive property,
EEMDmay reflect similar frequency information, extracted from processed observations, in differ-
ent ck (t). Therefore, to correctly select the representative ck (t),we search for the highest pairwise
similarity between the input vibration signal and each ck (t).
Thus, provided the time series y(t), and the obtained set {ck (t) : k∈ K },we select the better index
mode, k∗, as the one having the strongest similarity measure, ρn
yck
: n = 1,2,3, over all IMF set
that is:
k∗ = argmax
k∈K
{ρn
yck
} (4-4)
For the sake of comparison, we make use the mutual information defined in Eq. (4-5) as well as
every one of considered metrics, i.e., ρn
yck
introduced in§ 4.2.1.
Iyck := H (y(t)) +H (ck (t)) − H (y(t),ck (t)) (4-5)
where H (·)∈R is the entropy operator and H (·, ·)∈R is the joint entropy operator, defined as:
H (x) := −
∫
p(x) ln p(x)dx H (x, y) := −
∫
p(x, y) ln p(x, y)dxdy (4-6)
where p(x) is the probability density function of a random variable x, and p(x, y) is the joint
probability density function for two random variables x and y.
4.3. Experimental Setup
To prove the robustness of the proposed measure, it is employed the database with variable speed
in time domain without the process described in Chapter 2, and using only EEMD an adaptive
decomposition which encodes the machine states [2], but, do not decompose shaft speed harmonics
due to its limited resolution. Then the experiment is carried out in the same database, but with the
proposed approach: i) the signal is transformed to the angular domain using the proposed blind
methodology in Chapter 2, ii) the signal in angular domain is decomposed using the proposed
narrow-band methodology based on EEMD and a novel OT model as described in Chapter 3. The
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wind turbine case does not require the step i), therefore only the decomposition is applied. Then,
with a set of mono-components signals for both databases, the relevance analysis will be made
with the proposed measure, correlation coefficient, and mutual information.
4.4. Variable speed database
This database is used in all the chapters and detailed in Section 1.3. Vibration signals in time
are shown in Fig. 4-1 for the considered classes, the shaft speed influence is deeply studied in
Chapter 2, which increase linearly from steady state 0RPM to maximum operation 1800RPM. All
classes are similar until 2sec, from that point ahead are identifiable, therefore it is needed a time-
frequency approach as EEMD, which will be used to decompose the signal into a finite set of IMFs,
then the proposed measure will be applied to select the more relevant IMF as the one related to a
machine state.
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Figure 4-1.: Vibration signals in time for the three studied classes: undamaged, unbalanced, and
Misalignment.
Vibration signal in time y(t) is decomposed into a set of IMFs {ck (t) : k = 1, . . . ,10}, where
the parameters used to decompose the signal are the same as in the previous chapter: a standard
deviation of 0.2 for the AWGN, and 500 ensembles to ensure the noise cancellation. Only, the first
four IMF are considered due to they have most of its spectral components over 15Hz a lower value
than the maximum shaft speed 30Hz as shown in Fig. 4-2. After a close visual examination the
modes which represent better the machine state are the second, third, and second for undamaged,
unbalanced, and misalignment respectively. Therefore, it is expected that the proposed measure
correctly identify those IMFs as the most relevant.
To select the most representative IMF which describes better the machine fault, we make use of
the approaches explained above in Section 4.2.1, which are compared with the mutual information
(MI) measure between the original signal and the modes are used. The analysed frequency band-
width for the aforementioned approaches is confined within the interval f ∈[ f1, f2]=[0,160] Hz
since shaft speed harmonics associated to the studied failures are usually the 1-th, 2-nd and 3-rd
orders, i.e. until 30 Hz, 60Hz, and 90 Hz respectively.
The measures for the three classes are shown in Fig. 4-3, those measures should select the same
representative IMF per class as the visual examination. However, the correlation coefficient and
mutual information, select the first IMF as most representative for all the classes, due to the first
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Figure 4-2.: First four IMFs decomposed by EEMD for the studied classes.
one usually have more spectral components given the filter bank structure of EEMD [23]. In
contrast the proposed measures based on the spectral energy of the cross power spectral density
function matches to the visually selected, except for the unbalanced class, because a bias in the
expected value operator. On the other hand, the introduced cumulative spectral energy does not
bias the operator and is a perfect match with the visual examination.
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Figure 4-3.: Measures between the original sinal and first ten IMFs for the three studied classes.
4.5. Angular domain variable speed database
Vibration signals in the variable speed database are decomposed by the methodology developed in
the previous chapter, i.e. transformed into the angular domain, decomposed using EEMD, and from
each IMF a set of spectral order components is extracted using a novel OT model. As each state
machine has a different amount of spectral order components, the maximum is found (21), and the
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classes with less spectral components are filled with zero functions, being the signal decomposed
into spectral order components through additive decompositions, the zero functions do not affect
the decomposition additive property or the measures.
In previous works with this database, it is proved that the machine states are encoded in the first
three shaft speed harmonics [33, 13], with y(α) are {30,60,90}Hz, i.e. the harmonics of inter-
est are: third harmonic 90Hz, first harmonic 30Hz, and third harmonic 90Hz for the undamaged,
unbalanced, and misalignment classes respectively.
As the spectral order components are arranged from high to low frequencies, according to Fig. 3-4,
and the previous analysis with the signal in variable speed, the spectral orders related to the third
harmonic for undamaged class are {7,13,16}, the related to the first harmonic for unbalanced
are {17,19}, and finally for misalignment the components related with the third harmonic are
{8,13,15}. To clarify the use of the word “related” in this context, it refers to close spectral order
components to the expected frequency of the harmonic i.e for the third harmonic are those close to
90Hz.
Therefore, it is expected that the spectral order components aforementioned will be relevant ac-
cording to proposed measures. The correlation coefficient, mutual information, spectral energy,
and cumulative spectral energy between the spectral order components (previous chapter Fig. 3-4)
and the vibration signal y(α) in angle domain are shown in Fig. 4-4. Where neither correlation
coefficient or mutual information, shows the expected values i.e. those measures select high fre-
quency components as the most relevantes far away from the expected ones.
2 4 6 8 10 12 14 16 18 20
−0.4
−0.2
0
0.2
Spectral order components
Co
rre
la
tio
n 
co
ef
fic
ie
nt
 
 
Undamage
Unbalanced
Misalignment
(a) Correlation coefficient
2 4 6 8 10 12 14 16 18 20
0
0.1
0.2
Spectral order components
M
ut
ua
l i
nf
or
m
at
io
n
 
 
Undamage
Unbalanced
Misalignment
(b) Mutual information
2 4 6 8 10 12 14 16 18 20
0
0.05
0.1
0.15
Spectral order components
Se
pc
tra
l e
ne
rg
y 
(S
E)
 
 
Undamage
Unbalanced
Misalignment
(c) Spectral energy
2 4 6 8 10 12 14 16 18 20
0
5
10
Spectral order components
Cu
m
ul
at
ive
 S
E
 
 
Undamage
Unbalanced
Misalignment
(d) Cumulative spectral energy
Figure 4-4.: Measures between the decomposed spectral order components and the original vibra-
tion signal for all the classes.
On the contrary the proposed measures spectral energy and cumulative spectral energy, remove
the influence of the higher frequencies, allowing to select the spectral order components related
to the third, first, and third shaft speed harmonics for undamaged, unbalanced, and misalignment
respectively matching with the a priori analysis of the machine state.
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Fig. 4-5 shows the selected spectral order component per class in time, its power spectral den-
sity, and its cyclic frequencies computed by means of the Fourier transform of squared envelope
in selected component. The classes can be easily identified using the instantaneous amplitude of
the spectral order component, however, the cyclic frequencies do not have a major variance be-
tween classes due to the nature of the studied faults is not cyclic. Yet, the cyclic analysis will be
significative in the wind turbine cyclic frequencies identification task.
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Figure 4-5.: Selected spectral order component by the proposed measure (Cumulative spectral en-
ergy) for the three classes.
The domain [ f1, f2]Hz is an important parameter in proposed measure and its reliability depends on
a good choice of that domain. In order to be as general as possible, the selected domain [0,160]Hz
contains the first five harmonics, a greater amount than they needed to select the relevant spectral
order components per class. Also, this domain will not be constrained, i.e. will be [0, f s/2] for
the wind turbine database to show that even without a reduced domain, the proposed measure
performance is better than the correlation coefficient and mutual information.
4.6. Wind turbine database
The database is detailed in Section 1.3, which is also used in the previous chapter. In this ex-
periment the measures are computed between all decomposed spectral order components (view
Fig. 3-9) and the original wind turbine vibration signal, as the previous studied case in Section 4.5
the considered measures to compare are: correlation coefficient, mutual information, spectral en-
ergy, and cumulative spectral energy as shown in Fig. 4-6. In this experiment all the measures
select the same component, however, with mutual information and the proposed measures the
more relevant spectral order component (18), is easier identifiable. In contrast with mutual infor-
mation the proposed measures capture the low frequency behavior related with the rotation of the
blades 0.37Hz, which modules the 18 spectral order component, i.e. the selected component has
the presence of the first three harmonics of the blades rotational frequency {0.37,0.74,1.11}.
The aforementioned fact is shown in Fig. 4-7, which has the selected spectral order component
(18) in time domain, its power spectral density, and its cyclic power spectral density. The selected
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Figure 4-6.: Measures between the decomposed spectral order components using EEMD+OT
Chapter 3 and the original wind turbine vibration signal.
spectral order component has 37Hz of frequency, it is a spectral component located above the shaft
output 25Hz. As mentioned in Appendix A, the cyclic spectrum integrated through frequency, it is
equal to the standard envelope spectrum, therefore, the frequencies shown in Fig. 4.7(c) are cyclic
frequencies, which are the first three harmonics of the blade rotation frequency.
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Figure 4-7.: Selected spectral order component by the proposed measure (Cumulative spectral en-
ergy) for the wind turbine vibration signal.
The analyzed vibration signals are in constant shaft speed regimen or in angular domain, there-
fore, without losing generality, it can be assumed that the extracted spectral order components are
periodic or cylcostationary, and periodicity is a trivial case of ciclistationarity. Consequently the
extracted spectral order components are second-order cyclostationary sources. Where the term
source is used due to the imposed model by OT extracts spectral order components (sources) with
the following property per spectral band: each instantaneous frequency of a source, is a multiple
of a base frequency.
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4.7. Summary
In this chapter is introduced a measure which relates two time series, based on the cumulative
spectral energy of the cross correlation function between the time series. This measure is used to
select relevant spectral order components to relate them with a machine state for the variable speed
experiment or to find cyclic frequencies induced by the blades in the wind turbine experiment.
The proposed measure is compared with the correlation coefficient and mutual information, which
selects the same component that the proposed measure for the wind turbine, and in the variable
speed in time domain (without apply Chapter 2) and variable speed in angular domain experiments
the proposed measure has an improved visualization respect the other state of the art measures.
5. Conclusions and Future Work
5.1. General Conclusions and Main Contributions
In Chapter 2 was introduced a blind shaft speed extraction methodology, which relies on the hy-
pothesis that the extracted IF most shaft speed related, has the most stationary angle-order map.
Therefore, to give an indicator of the map stationarity two approaches were formulated: the first
used the singular value decomposition of the correlation matrix associated to the angle-order map,
named PCA index, in which the sum of eigenvalues give us an estimation of the relation between
the angle instants, the second approach inspired by the state of the art [17], extracts an IF from
the angle-order map and relaying on the properties of the angle domain, this IF is expected to be
constant, as long as the estimated shaft speed is indeed highly correlated with the theoretical one,
therefore the standard deviation is used as indicator named instantaneous order standard deviation
(IOSD). To prove the robustness and accuracy of the aforementioned approaches, both are proved
in a numerical case, where the accuracy is measured by means of the relative error between ex-
tracted shaft speed, and the theoretical shaft speed. To prove the robustness the shaft speed is
extracted from a challenging real database with noisy signals and close orders. The results in the
numerical case prove that indeed the best possible IF is selected with the extraction method for the
proposed approach, and the real database case show a slight difference between the two approaches
being PCA index more robust, but is clearly more complex computationally speaking, due to the
compute of correlation matrix singular value decomposition.
To a posterior identification of second order cyclostationary sources, it is necessary decompose
the vibration signal with an adaptive methodology that have high resolution, i.e. the components
resulting from the decomposition should be narrow-band signal almost mono-component. To do
so, a novel methodology based on EEMD and OT is introduced in Chapter 3, which take advan-
tage of the self-adaptive property of EEMD to decompose a signal, and its resolution is improved
applying a second decomposition based on a novel OT model which does not require shaft speed
measurement. This methodology is tested on a variable speed database in angular domain, and
a wind turbine in real operation conditions. To prove the improvement of the proposed method-
ology, EEMD and OT are applied separately, EEMD has lower resolution due to each IMF has
usually more than one component, and OT is not adaptive given that impose a model for the entire
signal. As result for both databases, we have a set of narrow-band signals, but it is still necessary
to identify relevant spectral order components.
Finally, in Chapter 4 is proposed a spectral correlation measure to identify relevant narrow-band
components decomposed from a vibration signal, the proposed measure computes the expected
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value over the cumulative cross power spectral density between two signals (time series). To
compare this measure with others in the state of the art, it is used the Pearson’s correlation coef-
ficient, and mutual information, in two tasks: firstly, in the variable speed database is employed
in a condition monitoring application identifying three machine states undamaged, unbalanced
and misalignment, secondly, in a wind turbine under real operation conditions to identify cyclic
frequencies induced by the blade rotation. The proposed measure overpass the state of the art mea-
surements, selecting relevant machine state spectral components of the variable speed database,
and for the wind turbine database all the measures select the same spectral component which has
the information of the first three harmonics of the blades rotation frequency. The result shows us
that proposed measure overpass the state of the art measures in condition monitoring and cyclic
frequency identification.
5.2. Future Work
As future work it would be interest testing the whole second-order cyclostationay source extrac-
tion methodology over a wind turbine with high wind speed fluctuations. Related with the blind
shaft extraction algorithm, could be interesting the use of other parametric and non-parametric
time-frequencies representation to extract IFs. The novel narrow-band decomposition methodol-
ogy could be used with other adaptive decomposition with the same low resolution problem than
EEMD. The spectral correlation measure can be improved with a set of criteria to determine the
frequency band to measure, it should be noticed that the proposed measure performs slightly better
than the state of the art if the frequency band of interest is the whole spectrum.
A. Appendix: Second-order cyclostationary
process
In condition monitoring recently failure detection in rolling element bearings have become a topic
of research, because those elements are widely used in machines and their failure is one of the most
frequent reasons for machine breakdown [12]. The main property induced for a bearing failure is
cyclostationary more precisely second-order cyclostationarity[34]. Therefore, a process y(t) is
said to has second-order cyclostationarity in the wide sense if complies with:
E {y(t + T0)} = E {y(t)} (A-1)
Ry (t + T0, τ) = Ry (t, τ) (A-2)
whereE {·} is the expected value operator, Ry(t, τ) := E {y(t + τ)y(t)} the autocorelation function,
T0 is an arbitrary period, and the Eqs. (A-1) and (A-2) are valid for all t and τ.
To find the cyclic frequencies it is necessary define the cyclic autocorrelation function and the
cyclic spectrum:
R
α
y
(τ) := lim
T→∞
1
T
T/2∫
−T/2
Ry (t, τ)e
− j2piαtdt (A-3)
P
α
y
( f ) :=
∫
R
R
α
y
e− j2pi f τdτ (A-4)
The Eq. (A-4) should be understand as a double fourier transform of the autocorrelation function,
first to a cyclic α-frequencies domain, and then to the usual f -frequency domain, therefore the
result is a spectrum of α vs f .
Cyclostationarity models are recent in vibration analysis. However, in [9] it is proved a direct rela-
tion between the traditional envelope analysis and the cyclic spectrum. The relation is summarized
as:∫
R
P
α
y
( f )df =
∫
R
|y(t) |2e− j2piαtdt (A-5)
where y(t) is assumed analytical and |y(t) |2 stands for its squared magnitude. In plain words the
Eq. (A-5) summarizes that the integral with respect to the frequency f in the cyclic spectrum is
equal to the fourier transform of the squared envelope of y(t).
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With this in mind, the estimation of the correct frequency band for the traditional envelope analysis,
can be seen as an attempt to isolate a carrier modulated for a cyclic frequency. Consequently, a
narrow-band decomposition can be used to extract cyclostationary components, and the problem
to solve will be select a proper band with information related to a failure in the bearing case cyclic
behaviour.
B. Appendix: Academic Discussion
This thesis has lead to a work in a specialized journal, two works presented in international con-
ferences, and one in a national symposium.
• O. Cardona-Morales, E. F. Sierra-Alonso, and G. Castellanos-Dominguez, “Identification
of wind turbine natural frequencies using narrow-band decomposition methods,” Insight -
Non-Destructive Test. Cond. Monit., vol. 55, no. 8, pp. 1–5, 2013.
• E. F. Sierra-alonso, O. Cardona-morales, C. D. Acosta-medina, and G. Castellanos-Dominguez,
“Spectral Correlation Measure for Selecting Intrinsic Mode Functions,” CIARP 2014, vol.
8827, no. 0737, pp. 231-238, 2014.
• O. Cardona-Morales, E. F. Sierra-Alonso, and G. Castellanos-Dominguez, “Identification
of wind turbine natural frequencies using narrow-band decomposition methods,” best pa-
per in the proceedings of The Tenth International Conference on Condition Monitoring and
Machinery Failure Prevention Technologies CM 2013 and MFPT 2013.
• E. F. Sierra-alonso, O. Cardona-morales, and G. Castellanos-Dominguez, “Estudio compar-
ativo entre algoritmos adaptativos para seguimiento de orden en señales de Vibración,” XVI
STSIVA: Simposio de Tratamiento de señales Imágenes y Visión Artificial 2011.
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