We show that, in certain situations, we have lineability in the set of bounded linear and non-absolutely summing operators. Examples on lineability of the set Π p (E, F ) \ I p (E, F ) are also presented and some open questions are proposed.
Preliminaries and background
Let E be a Banach space. A subset M of E is said to be lineable [1, 5, 9] if there exists an infinite-dimensional vector space, V ⊂ M ∪ {0}. Following [7, p. 55] we say that, given two Banach spaces E and F , an operator T ∈ L(E, F ) is absolutely summing if for each unconditionally convergent series
T (x i ) is absolutely convergent in F . As usual, we denote by Π(E, F ) to the space of absolutely summing operators from E to F (also called 1-summing) . In a more general definition, take any 1 p ∞ and u ∈ L(E, F ). We say that u is p-summing if there is a probability measure μ and bounded linear operators a : L p (μ) → ∞ is the canonical isometric embedding. We denote π p (u) = inf a · b , and this infimum is extended over all measures μ and operators a, b as above. Π p (E, F ) denotes the Banach space of all p-summing operators from E to F , which is a linear subspace of L(E, F ). Also, π p defines a norm in Π p (E, F ) with u π p (u) for every u ∈ Π p (E, F ). In a similar manner, we shall say that a linear mapping u : E → F between Banach spaces is a p-integral operator (1 p ∞) if there is a probability measure μ and bounded linear operators a : L p (μ) → F * * and b : E → L ∞ (μ) giving rise to the commutative diagram
is the formal identity, and k F : F → F * * is the canonical isometric embedding. The Banach space of all p-integral operators from E to F is denoted I p (E, F ). Analogously, for each u ∈ I p (E, F ) we associate its p-integral norm,
and this infimum is extended over all measures μ and operators a, b as above. The interested reader can refer to [4] for a complete study of these classes of operators. Definition 0.1. A Banach space E is said to have the "two series property" provided there exist unconditionally convergent series
Definition 0.2. A Banach space E is said to be "sufficiently Euclidean" if there exist a positive constant C and sequences of operators {J n } n∈N , {P n } n∈N such that
with P n • J n = I n (the identity operator on n 2 ) and P n = 1, 1 J n C, for every n ∈ N.
Stegall and Retherford [11] proved that every sufficiently Euclidean Banach space E has the two series property, and every
This note is divided in 2 main sections. In Section 1 we show that the set L(E, F * ) \ Π 1 (E, F * ) is lineable, where E is any Banach space with the two series property. Section 2 shows that the set Π p (E, F ) \ I p (E, F ) is also lineable for every p 1 (p = 2). We also propose some problems and give some directions to study the lineability of certain sets of operators. Some results due to Dvoretzky and Pełczyński, some summability techniques, and some set theoretical considerations are used.
The set L(E, F
We start this section by introducing a basic lemma about divergent series. Proof. Since ∞ n=1 a n = +∞, and a n 0, ∀n ∈ N, by Cauchy's criterion there exists ε > 0 such that ∀ν ∈ N ∃p ∈ N: a ν + · · · + a ν+p ε.
We now have:
Working on B 1 and for the same reason as above we have two countably infinite disjoint subsets B 2 , A 2 of B 1 such that n∈B 2 a n , n∈A 2 a n = +∞. Following this inductive procedure we obtain the desired sequence, {A i } i∈N . 2
Lemma 1.2. Let E be a Banach space enjoying the two series property. Let
Proof. To simplify, let us denote by a i,j := |f j (x i )| f j 1/2 for each i, j ∈ N. Now, notice that one can assume that a i = (a i,j ) j ∈N ∈ 2 for each i ∈ N (otherwise the conclusion follows, directly, from the previous lemma). Thus, for some positive elements r i = (r i,j ) j ∈N of the unit sphere of 2 , we have
Next, let
We need to consider two possible cases:
(1) I is infinite. In this case the assertion follows trivially. (2) I is finite. In this case we can suppose that I = ∅ since, considering permutations of index σ (i) and ρ(j ), we can work with
in E (still unconditionally convergent) in order to have I empty. Then, in this case, we can apply the previous lemma to the sequence s j = ∞ i=1 a i,j r i,j (note that a i,j r i,j 0 for every i, j ∈ N). Thus, there exists {A k } k∈N ⊆ N such that:
Finally,
and we are done. 2 Theorem 1.3. Let E be a Banach space with the two series property. Then
is lineable.
Proof. By hypothesis, we know that there exist unconditionally convergent series
Consider the sequence {A n } n∈N as in the previous lemma.
For each n ∈ N, let us define
This means that T n is well-defined and T n ∈ L(E, 2 ) for every n ∈ N. Also, for every n ∈ N
from the choice of the sequence {A n } n∈N . Since
x i is unconditionally convergent in E, and by definition of absolutely summing operator, we have that T n / ∈ Π 1 (E, 2 ) for each n ∈ N. Now, from (ii) of the previous lemma, and from the definition, we also have that the sequence {T n } n∈N is linearly independent in L(E, 2 ). Now, we have to show that every bounded linear operator belonging to the linear span of (T n ) n is not absolutely summing. For simplicity, we consider the linear combination of two elements (the general case follows similarly). Thus, let λ 1 , λ 2 ∈ K and n 1 , n 2 ∈ N, by definition
We can also assume, without loss of generality, that λ 1 = 0. Then
is an unconditional convergent series in E we obtain that
and we are done. 2
Let us recall a couple of well-known results, that we will need later [2, 8] .
Theorem 1.4 (Dvoretzky). For each ε > 0 and each n ∈ N, there exists n(ε) ∈ N such that if E is a Banach space of dimension greater that n(ε), then there exists a subspace F of E with d(F, n
2 ) 1 + ε.
Proposition 1.5. Let X, Y be any two Banach spaces, and T : X → Y a bounded linear operator. Then there exists a constant C so that T ∈ Π 1 (X, Y ) and π 1 (T ) 1 if and only if for each finite subspace
Moreover, we know that, for any two Banach spaces E, F , we have
Thus, using the proposition above and Dvoretzky's result, if T ∈ L(E, 2 ) but T is not absolutely summing, then T is not absolutely summing when seen as an operator in L( 2 , E * ). Again, by the above proposition there exists n ∈ N such that T | n 2 / ∈ Π 1 ( n 2 , E * ). Now, by Dvoretzky's result, there exists F 0 subspace of F and S 0 :
and by the ideal property, we would have
. Finally, and using an argument about the projections, we can find T ∈ L(F, E * ) and non-absolutely summing. Following in this way, given two Banach spaces E, F , with E enjoying the two series property, we can construct a sequence T n ∈ L(E, F * ) non-absolutely summing from the sequence T n ∈ L(E, 2 ) made in Theorem 1.3. Finally, notice that T n preserves the linear independence (because in our case (T n ) n ⊆ L( 2 , E * ) have disjoint support, and to construct the sequence ( T n ) n we used bijections and projections).
As a consequence we have Corollary 1.6. Let E, F be two Banach spaces, with E having the two series property. Then
The set Π p (E, F ) \ I p (E, F ): An example
We will need the following lemma in this section. Its proof is well known.
Lemma 2.1. There exists a family F of subsets of N with:
(1) |F| = c, where c = |R|, (2) for every Λ ∈ F , |Λ| = ω 0 , and
By means of the previous lemma we will construct a basis of an infinite-dimensional vector space every non-zero element of which belongs to Π p (E, F ) \ I p (E, F ), p 1, p = 2. We start by letting F = {Λ α : α ∈ I } be a family as in the previous lemma. Let us also fix N ∈ N and consider, for every α ∈ I , U α ⊂ Λ α such that |U α | = N . It is well known that in C(U α ) the elements e n (k) = e 2πkn N are a basis of C(U α ) for 1 n N . Then, each f ∈ C(U α ) can be written, uniquely, as
Next, consider the measure μ, on U α , given by μ({k}) = 1 N for every k ∈ U α . Now, for each A α ⊂ U α let us define the following subspaces:
and
Also, denote by u A α the natural inclusion C A α → L p,A α . Clearly, π p (u A α ) 1. Now, we want to estimate the value of ι p (u A α ). We will follow a similar construction as in [4, pp. 103-104] , sketching only the parts we need to change. In order to do that, consider the p-integral factorization (see [4] ) given by
where ν is a probability measure on U α . Since |Λ α | = ω 0 , there is a bijection I α : Λ α ↔ N. Without loss of generality we can assume that
where I α (n) + I α (k) is taken modulo N . Let us now define the following measure ν k , given by
It is easy to see that μ =
Now, using the same argument as the ones from [4] , one can obtain that is a dual space (see, e.g. [10] ) and using Cantor's diagonalization process, we can find (n k ) k ⊂ N such that
Defining now the spaces X = ( N C
is well-defined. Thus, we obtain thatũ α is p-summing but not p-integral. Also, and since the intersection of the supports of any finite number of these operatorsũ α is finite, we obtain that the family {ũ α : α ∈ I } is linearly independent. Now, it is not difficult to check that the family {ũ α :
Indeed, let λ 1 , λ 2 ∈ K and α 1 , α 2 ∈ I (as we did earlier, we will consider the linear combination of just two elements, but, as the reader can check, the general case follows similarly). By the above construction,
• P N where P N and J N are the natural projection and embedding, respectively, and
is "almost" the natural map; the reader can see that we also obtain that
where the constant depends on |λ 1 | and |λ 2 |. Thus, λ 1ũ α 1 + λ 2ũ α 2 is not p-integral. We can summarize the previous construction as follows: We finish by proposing some problems related to the lineability of certain subsets of operators in Banach spaces. 
