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Introduction
La théorie des invariants classique s'intéresse au calcul des générateurs des algèbres
d'invariants. Dans cette thèse, nous travaillons sur une version contemporaine de cette
théorie : nous calculons des classes de cohomologie. Nos calculs s'eﬀectuent dans un cadre
 générique  : nous calculons la cohomologie des groupes linéaires GLn à coeﬃcients
dans des représentations fonctorielles, pour des valeurs élevées de n.
De la théorie des invariants à la cohomologie des bifoncteurs
Théorie des invariants sur le corps des nombres complexes
Un groupe algébrique de matrices sur C est un groupe de matrices G ⊂ Mn(C)
dont les éléments sont les solutions d'un système d'équations polynomiales (avec pour
inconnues les coeﬃcients mij des matrices). Les groupes de matrices usuels sont des
exemples de groupes algébriques. Par exemple, SLn,C est déﬁni par l'équation polyno-
miale det[mi,j ] = 1. A première vue, le groupe linéaire ne semble pas rentrer dans cette
déﬁnition car detM 6= 0 est une inéquation polynomiale. Cependant, GLn−1,C s'identiﬁe
au groupe des matrices carrées de taille n de la forme [ M 0
0 1/detM
]. Il est donc déﬁni
par le système d'équations polynomiales :
min = 0 pour 1 ≤ i ≤ n− 1 ,
mnj = 0 pour 1 ≤ j ≤ n− 1 ,∑
σ∈Sn
²(σ)
n∏
i=1
miσ(i) = 1 .
Une action linéaire d'un groupe G sur un C-espace vectoriel V de dimension n est un
morphisme de groupes ρ : G→ GL(V ). Une action rationnelle du groupe algébrique de
matrices G est une action linéaire de G telle que les coordonnées matricielles de ρ(g) sont
des polynômes en les coordonnées matricielles de g. Par exemple, si G est un sous-groupe
algébrique de GL(V ), l'action usuelle : (g, v) 7→ g(v) est une action rationnelle.
Soit V une représentation de G. On peut lui associer le sous-espace vectoriel V G des
points ﬁxes :
V G = {v ∈ V , ∀g ∈ G g.v = v} .
La théorie des invariants étudie les propriétés de ces points ﬁxes.
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Les groupes algébriques usuels tels que GLn,C, SLn,C, SOn,C ou Spn,C, et plus gé-
néralement tous les groupes algébriques dont le radical est un tore sont linéairement
réductifs, i.e. toute représentation de ces groupes est isomorphe à une somme directe de
représentations irréductibles [33, p. 191]. Par conséquent, sur C le foncteur des points
ﬁxes −G est exact : toute suite exacte courte 0→ U → V →W → 0 de représentations
de G induit une suite exacte courte de points ﬁxes :
0→ UG → V G →WG → 0 .
Cohomologie rationnelle des groupes algébriques
Les déﬁnitions des groupes algébriques de matrices peuvent se formuler en rem-
plaçant le corps des nombres complexes par un anneau commutatif quelconque1. Dans
ce contexte, la théorie des invariants est nettement plus diﬃcile. En eﬀet, les groupes
de matrices usuels ne sont plus linéairement réductifs, même lorsque l'anneau de base
est un corps algébriquement clos. Par exemple, prenons pour anneau A = K un corps
algébriquement clos de caractéristique 2, et gl2 l'espace vectoriel gl2 = End(K2) sur
lequel GL2,K agit (rationnellement) par conjugaison. On a une suite exacte courte de
représentations :
0→ Λ2(gl2)→ gl
⊗2
2 → S
2(gl2)→ 0 ,
mais l'application induite au niveau des points ﬁxes :
(gl⊗22 )
GL2,K → S2(gl2)
GL2,K
n'est pas une surjection. Son conoyau est un espace vectoriel de dimension un, noté
H1rat(GL2,K,Λ
2(gl2)).
Cet exemple illustre le cas général. Le foncteur −G des points ﬁxes est seulement
exact à gauche. Ses foncteurs dérivés déﬁnissent la cohomologie rationnelle H∗rat(G,−)
de G. La cohomologie rationnelle de G est donc caractérisée par les deux propriétés
suivantes.
(1) Pour toute représentation V de G, on a H0rat(G,V ) = V G.
(2) Toute suite exacte 0→ V ′ → V → V ′′ → 0 de représentations de G induit une
suite exacte longue :
0→ H0rat(G,V
′)→ H0rat(G,V )→ H
0
rat(G,V
′′)→ H1rat(G,V
′)→ . . .
Par construction, la cohomologie rationnelle est donc à la fois une généralisation et un
outil pour la théorie des invariants.
Bifoncteurs polynomiaux et cohomologie rationnelle de GLn
Dans ce travail, nous abordons les calculs de cohomologie rationnelle des groupes
linéaires par le biais des catégories de foncteurs. L'utilisation de foncteurs pour construire
1Si l'anneau de base n'est pas un corps algébriquement clos, on considère les schémas en groupes
aﬃnes plutôt que les groupes de matrices proprement dits, cf. annexe D.
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des représentations est classique dans le cas des groupes (non algébriques). Si V est une
représentation du groupe G et F un foncteur de la catégorie des A-modules vers la
catégorie des A-modules, alors le A-module F (V ) est muni de l'action de G déﬁnie par :
G× F (V ) → F (V )
(g, v) 7→ F (g)(v) .
La notion de foncteur polynomial est une modiﬁcation de la notion usuelle de foncteur,
de façon à garantir que si V est une représentation rationnelle du groupe linéaire GLn
alors la représentation déﬁnie par la formule ci-dessus est encore une représentation
rationnelle.
Les catégories de foncteurs polynomiaux possèdent une structure assez riche pour
développer l'algèbre homologique usuelle. On déﬁnit la cohomologie H∗P,A(B) d'un bi-
foncteur B déﬁni sur un anneau A (contravariants en la première variable et covariants
en la seconde) en termes d'extensions dans la catégorie des bifoncteurs. La cohomologie
des bifoncteurs calcule la cohomologie du groupe linéaire.
Théorème (4.2.11). Soit A un anneau commutatif, B un bifoncteur homogène de
bidegré (d, d) sur A et n ≥ d. Il existe un isomorphisme naturel en B :
H∗P,A(B)
≃
−→ H∗rat(GLn/A,B(A
n, An)) .
Ce théorème est dû à Franjou et Friedlander dans le cas d'un corps [13, Th 1.5], et est
démontré au chapitre 4 dans le cas d'un anneau A quelconque. Il permet de transposer
le problème du calcul de la cohomologie rationnelle du groupe linéaire dans la catégorie
des bifoncteurs polynomiaux. Cette démarche est avantageuse car un certain nombre de
phénomènes propres aux représentations fonctorielles rendent les calculs plus aisés dans
la catégorie des bifoncteurs polynomiaux.
Un problème ouvert en cohomologie rationnelle
Nous détaillons maintenant le problème  d'engendrement cohomologique ﬁni . Ce
problème est une généralisation dans le cadre de la cohomologie rationnelle du quator-
zième problème de Hilbert qui concerne la théorie des invariants. C'est la motivation
principale des calculs menés dans ce travail.
Le quatorzième problème de Hilbert
Soit C[x1, . . . , xn] la C-algèbre des polynômes à n indéterminées et ρ : SLk,C →
GLn,C une action rationnelle de SLk,C sur Cn. La composée d'un polynôme et de
l'application linéaire ρ(g) est encore un polynôme. Le groupe linéaire SLk,C agit
donc sur C[x1, . . . , xn]. Cette action respecte le produit de polynômes. L'ensemble
C[x1, . . . , xn]SLk,C des invariants de cette représentation de SLk,C constitue donc une
sous-algèbre de C[x1, . . . , xn].
Des calculs explicites avaient conduit les mathématiciens du XIXème siècle à conjec-
turer que ces algèbres d'invariants étaient de type ﬁni. Des progrès spectaculaires sur
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cette question furent eﬀectués à la ﬁn du siècle grâce à Hilbert. En 1890, il démontra
[22] que les algèbres d'invariants C[x1, . . . , xn]SLk,C sont toutes de type ﬁni, introduisant
pour cela des idées et des méthodes nouvelles (par exemple le  Nullstellensatz ) qui
sont la base de l'algèbre moderne. Connaissant le résultat pour les groupes SLk,C, on
peut s'intéresser à d'autres groupes, et poser la question plus générale suivante.
Question 1. Soit K un corps algébriquement clos et soitG un groupe algébrique agissant
rationnellement par automorphismes d'algèbres sur une K-algèbre commutative de type
ﬁni A. L'algèbre des invariants AG est-elle de type ﬁni ?
Cette question est un cas particulier du quatorzième des vingt-deux problèmes que
Hilbert proposa à la communauté mathématique lors du congrès international de 1900.
La réponse à cette question est négative en général [34]. Cependant, Nagata démontra
[35] en 1964 que la réponse est positive si le groupe G est géométriquement réductif.
Haboush démontra ensuite que les groupes dont le radical est un tore sont géométrique-
ment réductifs [21]. Les groupes usuels de matrices GLn,K, SLn,K, SOn,K et Spn,K sont
donc des exemples de groupes géométriquement réductifs.
Engendrement cohomologique ﬁni : la conjecture de van der Kallen
Soit K un corps algébriquement clos et soit G un groupe algébrique sur K. Si G
agit rationnellement sur une K-algèbre A par automorphismes d'algèbres, alors la co-
homologie rationnelle H∗rat(G,A) est une K-algèbre qui contient l'algèbre des invariants
AG. Suivant [44], on dit que G possède la propriété d'engendrement cohomologique ﬁni
(ECF) si non seulement l'algèbre des invariants AG mais plus généralement la cohomo-
logie rationnelle H∗rat(G,A) tout entière est de type ﬁni dès que A est de type ﬁni.
Question 2. Quels sont les groupes algébriques qui possèdent la propriété (ECF) ?
Si un groupe algébrique G vériﬁe la propriété (ECF), alors pour toute algèbre A
de type ﬁni, la sous-algèbre AG est de type ﬁni. Le groupe G est donc nécessairement
géométriquement réductif [37]. Van der Kallen a conjecturé que cette condition est suf-
ﬁsante.
Conjecture 1. [43] Si G est un groupe géométriquement réductif, alors G possède la
propriété (ECF).
En caractéristique nulle les groupes géométriquement réductifs sont linéairement ré-
ductifs et leur algèbre de cohomologieH∗rat(G,A) est donc égale à l'algèbre des invariants
AG. Le problème se réduit donc au problème déjà résolu de théorie des invariants. En
caractéristique non nulle, van der Kallen a réduit [43, 39] la preuve de sa conjecture à
une question qui porte sur la cohomologie rationnelle des groupes linéaires.
Soit gln l'algèbre de Lie de GLn,K, c'est-à-dire l'algèbre des matrices carrées de taille
n, munie de l'action (rationnelle) de GLn,K par conjugaison. Par changement de base
le long du morphisme de Frobenius K → K, x 7→ xp, on produit [24] une nouvelle
représentation de GLn,K, notée gl(1)n . Enﬁn, l'algèbre des puissances divisées Γ∗(gl(1)n ) de
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cette représentation est encore une représentation (rationnelle) de GLn,K. La conjecture
de van der Kallen se réduit au problème suivant, qui porte sur l'existence de  classes
universelles  dans la cohomologie de GLn,K à coeﬃcients dans cette représentation.
Problème 1. [43] Peut-on trouver des classes c[m] ∈ H2mrat (GLn,K,Γm(gl(1)n )) satisfaisant
les conditions suivantes :
(1) c[1] est la classe du vecteur de Witt.
(2) Si ∆i,j : Γi+j → Γi ⊗ Γj est la comultiplication, alors :
(∆i,j)∗(c[i+ j]) = c[i] ∪ c[j] pour i, j ≥ 1.
Van der Kallen a résolu ce problème par l'aﬃrmative pour n = 2 [43] et pour n = 3 en
caractéristique p = 2 [44].
Reformulation du problème en cohomologie des bifoncteurs
Les foncteurs utilisés habituellement pour construire des représentations, tels que
le twist de Frobenius V 7→ V (1), les puissances divisées V 7→ Γm(V ) ou le bifoncteur
gl(V,W ) = HomA(V,W ) sont des foncteurs polynomiaux. Lorsque A = K est un corps,
l'évaluation du bifoncteur Γm(1)gl = Γm ◦I(1) ◦gl sur la représentation rationnelle Kn de
GLn,K donne la représentation Γm(gl(1)n ). On peut donc formuler la conjecture suivante,
qui résout le problème de van der Kallen pour tous les entiers n :
Conjecture 2. Il existe des classes c[m] ∈ H2mP,K(Γm(1)gl) satisfaisant les conditions
suivantes :
(1) c[1] est un générateur H2P,K(I(1)gl).
(2) Notons ∆i,j : Γi+j → Γi ⊗ Γj la comultiplication. Alors :
(∆i,j)∗(c[i+ j]) = c[i] ∪ c[j] pour i, j ≥ 1.
Résultats principaux
Soit A un anneau de caractéristique p première. Dans cette thèse, nous sommes
parvenus à calculer la cohomologie du bifoncteur Γp(r)gl en caractéristique p.
Théorème (6.2.29). La série de Poincaré de H∗P,A(Γp(r)gl) s'obtient en ajoutant la
série
(t+ t2 + · · ·+ t2p−2)
1− t2p
r+1
1− t2p
à la série de Poincaré de H∗P,A(Sp(r)gl).
En degré 2p, les cohomologies des bifoncteurs Γp(1)gl et Sp(1)gl ont donc même rang.
Il est possible de calculer la cohomologie du bifoncteur Sp(1)gl et de déduire de cette
information que la comultiplication ∆ : Γp → ⊗p induit un isomorphisme
H2pP,A(Γ
p(r)gl)
≃
−→ H2pP,A(gl
(r)⊗p)Sp .
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Cet isomorphisme permet de construire la classe universelle c[p] en caractéristique p.
Les bifoncteurs Sn(r)gl des puissances symétriques twistées de gl ont d'étroites re-
lations avec les puissances divisées twistées de gl. Si µ = (µ1, . . . , µn) est un n-uplet
d'entiers positifs, on note Sµ(r)gl le bifoncteur polynomial Sµ1(r)gl⊗· · ·⊗Sµk(r)gl. Nous
parvenons à calculer la série de Poincaré de tous les bifoncteurs de ce type :
Théorème (6.1.1). Soient µ = (µ1, . . . , µn) un n-uplet de poids d et r un entier positif.
Le A-module H∗P,A(Sµ(r)gl) est libre de type ﬁni et sa série de Poincaré est égale à la
série de Poincaré des coinvariants du Sd-module gradué H∗P,A(gl(r)⊗d) sous l'action du
sous-groupe Sµ = Sµ1 × · · · ×Sµn ⊂ Sd.
Les puissances symétriques sont des foncteurs duaux des puissances divisées. D'après
la proposition 5.2.1, la caractéristique d'Euler de la cohomologie du bifoncteur Γm(1)gl
est donc égale à celle de la cohomologie de Sm(1)gl.
Ces calculs reposent sur une méthode plus générale pour étudier la cohomologie des
bifoncteurs B(r) obtenus par précomposition d'un bifoncteur B par le twist de Frobenius.
Les bifoncteurs précédents sont de cette forme car le bifoncteur gl commute avec le
twist : I(1)gl ≃ gl(1). Nous construisons une suite spectrale qui permet de comparer
la cohomologie d'un bifoncteur B(r) avec celle du bifoncteur B(−⊕p
r
1 ,−2) obtenu par
précomposition de B par le foncteur V 7→ V ⊕pr sur sa première variable.
Théorème (5.1.8). Soient r un entier positif et A un anneau de caractéristique p
première. Il existe un foncteur E(−, r) qui à un bifoncteur B associe une suite spectrale
E(B, r) telle que :
(i) Si on gradue E∗,∗2 (B, r) par le degré total : degE
i,j
2 (B, r) = i+ j, alors on a un
isomorphisme Z/2-gradué :
E∗,∗2 (B, r) ≃ H
∗
P,A(B(−
⊕pr
1 ,−2)) .
(ii) E(B, r) converge vers H∗P,A(B(r)).
On dit (déﬁnition 5.1.10) que le twist de Frobenius est transparent pour le bifonc-
teur B si pour tout r, la suite spectrale E(B, r) dégénère à la seconde page. Dans ce
cas, la cohomologie du bifoncteur twisté B(r) se lit sur celle du bifoncteur B(−⊕p
r
1 ,−2)
qui est beaucoup plus simple à étudier. Comme application de ce principe, nous don-
nons au théorème 5.1.26 une description (partielle) de la cohomologie d'un bifoncteur
twisté lorsque le twist est transparent. Nous étudions au paragraphe 5.1.3 des conditions
nécessaires ou suﬃsantes pour la transparence du twist.
Le calcul de la série de Poincaré de Γp(r)gl montre que le twist de Frobenius est
transparent pour Γpgl, tout comme il l'était déjà pour les puissances symétriques de gl.
Nous conjecturons que c'est le cas général.
Conjecture (5.1.20). Le twist de Frobenius est transparent pour tous les bifoncteurs.
La transparence du twist pour les bifoncteurs de la forme Γmgl permettrait de pro-
duire les classes de la conjecture 2, et donc de démontrer la conjecture de van der Kallen.
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Contenu détaillé de la thèse
Nous présentons maintenant plus en détails le contenu de la thèse. Chaque chapitre
possède par ailleurs une introduction.
Avertissement
Les foncteurs que nous étudions dans cette thèse sont appelés  foncteurs strictement
polynomiaux  dans la littérature [18, 15, 9, 17, 14]. En eﬀet, l'appellation  foncteurs
polynomiaux  est déjà utilisée pour désigner les foncteurs de la catégorie F des fonc-
teurs des k-espaces vectoriels de dimension ﬁnie dans la catégorie des k-espaces vectoriels
qui vériﬁent une certaine équation aux diﬀérences ﬁnies [11]. Pour alléger le texte et les
énoncés, et comme il n'y a pas de confusion possible, nous ne mentionnerons jamais
le  strictement  . Nous parlerons donc (abusivement) de foncteurs polynomiaux pour
désigner les foncteurs introduits par Friedlander et Suslin [18].
Chapitre 1 : Rappels sur les catégories de foncteurs polynomiaux
Ce chapitre est un présentation détaillée des catégories de foncteurs polynomiaux.
Nous étudions ces catégories dans la plus grande généralité : foncteurs à n variables,
déﬁnis sur un anneau commutatif quelconque. La catégorie des foncteurs polynomiaux
à n variables, homogènes de degré (d1, . . . , dn) est notée Pd1,...,dn,A(n). La plupart des
résultats de ce chapitre ne sont pas originaux. Ce sont des généralisations évidentes des
résultats connus dans le cadre des foncteurs polynomiaux à n variables sur un corps, ou
dans le cadre des foncteurs polynomiaux à une variable sur un anneau.
Signalons tout de même quelques contributions (minimes) de ce chapitre. La pre-
mière est l'existence de résolutions injectives et projectives naturelles dans les catégories
de foncteurs (propositions 1.4.9 et 1.4.14). Ces résolutions sont connues depuis l'avène-
ment des foncteurs polynomiaux [18], mais leur naturalité ne semble jamais avoir été
utilisée. Cette naturalité sera utilisée dans le chapitre 3 (construction du foncteur de
symétrisation) et dans le chapitre 5 (construction de suites spectrales naturelles). La
seconde est une présentation succincte dans la section 1.4.3 des catégories de foncteurs
polynomiaux à valeurs quelconques et de leur relation avec les catégories de foncteurs
polynomiaux usuelles. Enﬁn, la remarque 1.5.5 rectiﬁe une petite erreur contenue dans
[40].
Chapitre 2 : Extensions entre foncteurs à une variable
Dans ce court chapitre, nous calculons des groupes d'extensions entre foncteurs à
une variable (corollaire 2.3.3, théorème 2.3.4) en caractéristique positive. Les résultats
obtenus sont connus depuis plusieurs années [15, 9], mais les méthodes que nous utili-
sons sont en revanche nouvelles, simples et eﬃcaces. Nous généraliserons ces méthodes
(notamment le théorème 2.2.5) dans le cadre des bifoncteurs au chapitre 5. Ce chapitre
a donc deux objectifs. Premièrement, redémontrer des calculs classiques dont nous au-
rons besoin par la suite. Deuxièmement, mettre en action dans le cadre plus simple des
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foncteurs à une variable les techniques que nous utiliserons plus tard pour calculer la
cohomologie des bifoncteurs.
Chapitre 3 : Symétrisations de foncteurs polynomiaux
Ce chapitre traite des symétrisations injectives de foncteurs à n variables sur un
anneau quelconque. La notion de symétrisation d'un foncteur polynomial a été introduite
dans [9] dans le cadre des foncteurs à une variable sur un corps. Elle joue dans cet article
un rôle essentiel.
Déﬁnition. Soient (d1, . . . , dn) des entiers et f un foncteur A-linéaire de la catégorie
des Sd1 × · · · × Sdn-modules vers la catégorie des A-modules. On dit que f est une
symétrisation d'un foncteur polynomial à n-variables F ∈ Pd1,...,dn,A(n) si
f(V ⊗d11 ⊗ · · · ⊗ V
⊗dn
n ) = F (V1, . . . , Vn) .
Nous utiliserons la notion de symétrisation aux chapitres 4 et 5. L'évaluation des
symétrisations sur certains Sd×Sd-modules particuliers servira à décrire la cohomologie
des bifoncteurs (proposition 4.3.2 et théorème 5.1.26). Pour que cette utilisation des
symétrisations soit intéressante, il faut résoudre les deux problèmes suivants :
1. Associer à chaque foncteur polynomial F une symétrisation de F , et ceci naturel-
lement en F .
2. Déterminer le plus explicitement possible les symétrisations obtenues.
Le premier problème n'a pas été abordé dans [9], mais une solution a été proposée dans
[17], dans le cadre particulier des foncteurs à une variable sur un corps. Nous construisons
au théorème 3.2.1 un choix naturel sym de symétrisation des foncteurs polynomiaux.
Sur un corps et pour les foncteurs à une variable, notre foncteur sym coïncide (cf.
remarque 3.2.3) avec avec le foncteur de symétrisation j∗ construit dans [17]. Dans la
section 3.4, nous expliquons en quoi notre principe de construction est diﬀérent de celui
utilisé dans [17], et pourquoi le principe de construction utilisé dans [17] ne se généralise
pas de manière satisfaisante sur une anneau quelconque.
Dans ce chapitre, nous étudions également le deuxième problème. Nous détermi-
nons explicitement les symétrisations d'un certain nombre de foncteurs polynomiaux
(propositions 3.3.4, 3.3.8, 3.3.11 et 3.4.17).
Chapitre 4 : Cohomologie des bifoncteurs
Dans ce chapitre nous introduisons la catégorie PA(1, 1) des bifoncteurs polynomiaux
(contravariants en une variable et covariants en la seconde) sur un anneau commutatif
A. La cohomologie d'un bifoncteur B homogène de bidegré (d, d) est déﬁnie comme le
groupe d'extensions :
H∗P,A(B) := Ext
∗
PA(1,1)
(Γdgl, B) ,
où Γdgl est la précomposition du foncteur Γd des puissances divisées par le bifoncteur
gl(−1,−2) = HomA(−1,−2). Lorsque B est un bifoncteur séparable, ie. de la forme
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HomA(F (−1), G(−2)) on a un isomorphisme :
H∗P,A(HomA(F,G)) ≃ Ext
∗
PA
(F,G) ,
La cohomologie des bifoncteurs généralise donc les calculs d'extensions de foncteurs
polynomiaux à une variable. Le résultat principal du chapitre est :
Théorème (4.2.11). Soit A un anneau commutatif, B un bifoncteur homogène de
bidegré (d, d) sur A et n ≥ d. Il existe un isomorphisme naturel en B :
H∗P,A(B)
≃
−→ H∗rat(GLn/A,B(A
n, An)) .
Ce résultat n'était connu auparavant que dans le cas où A est un corps [13, Th 1.5].
Notre démonstration repose sur des calculs explicites de théorie classique des invariants
et fournit lorsque A est un corps, une nouvelle démonstration de [13, Th 1.5] et [18, Cor
3.13].
Chapitre 5 : Calculs de cohomologie en caractéristique p première
Dans ce chapitre nous développons des techniques de calcul de la cohomologie des
bifoncteurs en caractéristique p première.
La première technique est la plus importante. Elle permet de mieux comprendre
l'inﬂuence des twists de Frobenius sur la cohomologie. Le point de départ est le théorème
suivant, qui généralise le théorème 2.2.5 du deuxième chapitre :
Théorème (5.1.8). Soient r un entier positif et A un anneau de caractéristique p
première. Il existe un foncteur E(−, r) qui à un bifoncteur B associe une suite spectrale
E(B, r) telle que :
(i) Si on gradue E∗,∗2 (B, r) par le degré total : degE
i,j
2 (B, r) = i+ j, alors on a un
isomorphisme Z/2-gradué :
E∗,∗2 (B, r) ≃ H
∗
P,A(B(−
⊕pr
1 ,−2)) .
(ii) E(B, r) converge vers H∗P,A(B(r)).
Lorsque la suite spectrale dégénère à la deuxième page, la cohomologie de B(r) se lit,
à une regraduation près, sur celle du bifoncteur non twisté B(−⊕p
r
1 ,−2). Le twist n'a
donc qu'un eﬀet minime et prévisible sur la cohomologie de B. Ceci justiﬁe la déﬁnition
suivante :
Déﬁnition (5.1.10). Soit B un bifoncteur homogène de bidegré (d, d) déﬁni sur un
anneau A de caractéristique p première. On dit que le twist de Frobenius est transparent
pour B si toutes les suites spectrales E(B, r), r ≥ 0, dégénèrent à la deuxième page.
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L'intérêt de ce phénomène de transparence est que la cohomologie du bifoncteur
B(−⊕p
r
1 ,−2) est plus simple à calculer que celle de B(r). Si B ∈ PA(1, 1) est un bifoncteur
contravariant en la première variable et covariant en la seconde, on note DB ∈ PA(2) le
bifoncteur covariant en ses deux variables déﬁni par DB(−1,−2) = B(−∨1 ,−2). Comme
application de la notion de transparence du twist, on démontre :
Théorème (5.1.26). Soient A un anneau commutatif de caractéristique p première et
r un entier positif. Il existe un morphisme naturel en B :
φB,r : H
∗
P,A(B
(r))→ sym(DB)(H∗P,A(gl
(r)⊗d)) .
Si le twist de Frobenius est transparent pour B, ce morphisme est surjectif. Si
H∗P,A(B(−
⊕pr
1 ,−2)) = 0 pour ∗ > 0 alors φB,r est un isomorphisme.
Dans le cas particulier où A est un corps et B est un bifoncteur séparable, ce théorème
est une généralisation du théorème principal de [9].
Motivés par ces applications, nous étudions dans la section 5.1.3 des conditions de
transparence du twist de Frobenius et donnons des exemples. En fait, nous ne disposons
pas d'exemple de bifoncteur pour lequel le twist n'est pas transparent. Dans la section
5.1.4 nous formulons et étayons la conjecture suivante :
Conjecture (5.1.20). Le twist de Frobenius est transparent pour tous les bifoncteurs.
Les deux autres techniques développées dans ce chapitre concernent d'une part la
caractéristique d'Euler et d'autre part les séries de Poincaré de la cohomologie des
bifoncteurs. Elles sont donc valables lorsque l'anneau de base A est un corps.
La caractéristique d'Euler est une donnée intéressante pour la cohomologie des bi-
foncteurs déﬁnis sur un corps. En eﬀet, de nombreux bifoncteurs usuels n'ont pas ou peu
de cohomologie en degré impair, et la caractéristique d'Euler constitue donc une mino-
ration intéressante de la taille de leur cohomologie. Dans la section 5.2 nous développons
des techniques pour calculer aisément cette caractéristique d'Euler. Pour cela, nous nous
appuyons sur les outils développés préalablement : changement de base, symétrisations
et théorème 5.1.8. L'énoncé suivant regroupe nos conclusions :
Théorème (techniques de calcul de caractéristique d'Euler). Soit K un corps de
caractéristique p non nulle.
 Twists de Frobenius.
χH∗P,K(B
(r)) = χH∗P,K(B(−
⊕pr
1 ,−2)) .
 Dualité de Kuhn. Notons F ♯ le dual de Kuhn d'un foncteur F , on a :
χH∗P,K(Fgl) = χH
∗
P,K(F
♯gl) .
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 Changement de caractéristique. Si B est un bifoncteur déﬁni sur Z et BK le bifonc-
teur obtenu par changement de base sur le corps K alors χH∗P,K(BK) ne dépend
pas de K (et donc pas de la caractéristique)
Le changement de caractéristique est intéressant pour obtenir des calculs explicites.
En eﬀet, que lorsque la caractéristique est nulle, la cohomologie est nulle en degré stricte-
ment positif (cf. corollaire 4.2.13). La caractéristique d'Euler est donc égale à la dimen-
sion de la cohomologie en degré 0. Or on connaît la cohomologie de degré zéro en termes
de symétrisations (proposition 4.3.2) et en caractéristique nulle les symétrisations sont
très explicites (cf. chapitre 3).
Enﬁn, nous souhaitons pouvoir eﬀectuer des calculs explicites de séries de Poincaré
pour la cohomologie des bifoncteurs sur un corps de caractéristique positive (par exemple
Fp). Supposons que B est un bifoncteur déﬁni sur Z, et notons BK le bifoncteur sur K
obtenu par changement de base. En vue du théorème 5.1.26, nous cherchons donc à ob-
tenir la dimension de l'espace vectoriel obtenu en évaluant la symétrisation sym(DBFp)
sur le Sd ×Sd-module H∗P,Fp(gl
(r)⊗d).
Malheureusement, la symétrisation sym(DBFp) n'est pas toujours connue explicite-
ment. La symétrisation sym(DBC) sur le corps de base C est par contre plus facile à
calculer. Pour calculer la dimension du Fp-espace vectoriel sym(DBFp)(H∗P,Fp(gl
(r)⊗d))
on adopte donc la stratégie suivante :
1. On découpe le Sd×Sd-module H∗P,Fp(gl
(r)⊗d) en une somme directe de Sd×Sd-
modules de permutation FpE.
2. Le théorème suivant permet ensuite de ramener le calcul de la dimension de
sym(DBFp)(FpE) au calcul plus facile de la dimension de sym(DBC)(CE).
Théorème (5.3.2). Soit B ∈ Pdd,Z un bifoncteur homogène de bidegré (d, d) et p un
nombre premier. Supposons que le Z-module H1P,Z(B(−⊕d1 ,−2)) n'a pas de p-torsion.
Alors pour tout Sd × Sd-module élémentaire ZE, la dimension du Fp-espace vectoriel
sym(DBFp)(ZE⊗Fp) est égale à la dimension du C-espace vectoriel sym(DBC)(ZE⊗C).
Cette stratégie permettra par exemple de calculer les séries de Poincaré de la coho-
mologie des tenseurs symétriques twistés de gl au chapitre 6.
Chapitre 6 : Cohomologie des tenseurs symétriques twistés
Ce chapitre présente des calculs explicites de séries de Poincaré de bifoncteurs obte-
nus grâce aux techniques développés dans le chapitre 5. Notre principal résultat concerne
la famille de tenseurs symétriques twistés de gl c'est-à-dire des bifoncteurs obtenus en
précomposant un produit tensoriel Sµ(r) de puissances symétriques twistées par le bi-
foncteur gl(−1,−2) = HomA(−1,−2).
Théorème (6.1.1). Soient µ = (µ1, . . . , µn) un n-uplet de poids d, A un anneau de
caractéristique p première et r un entier positif. Le A-module H∗P,A(Sµ(r)gl) est libre de
type ﬁni et sa série de Poincaré est égale à la série de Poincaré des coinvariants du Sd-
module gradué H∗P,A(gl(r)⊗d) sous l'action du sous-groupe Sµ = Sµ1 × · · · ×Sµn ⊂ Sd.
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Une démonstration élémentaire (mais technique) de ce théorème a été publiée dans
[41]. Le résultat n'était préalablement connu que pour p < d et p = d = 2 [13, Th 5.1].
Nous utilisons ensuite ce résultat pour obtenir de nouvelles séries de Poincaré. Notons
Lp le quotient de Sp par le sous-foncteur I(1).
Théorème (6.2.17). Soient A un anneau de caractéristique p première et r un entier
positif. La série de Poincaré de la cohomologie de Lp(r)gl s'obtient en ajoutant la série :
1− t2p
r+1
1− t2p
(t+ t3 + · · ·+ t2p−5 + t2p−3 − 1)
à la série de Poincaré de H∗P,A(Sp(r)gl).
Lorsque p = 2 le foncteur L2 est égal au foncteur Λ2 des puissances extérieures.
Notre théorème redonne donc un résultat connu [13, Th 5.1]. Lorsque p 6= 2, ce résultat
est nouveau, tout comme le suivant :
Théorème (6.2.29). La série de Poincaré de H∗P,A(Γp(r)gl) s'obtient en ajoutant la
série
(t+ t2 + · · ·+ t2p−2)
1− t2p
r+1
1− t2p
à la série de Poincaré de H∗P,A(Sp(r)gl).
Enﬁn, nos résultats sur la cohomologie des tenseurs symétriques twistés de gl nous
permettent d'étudier le comportement après passage à la cohomologie des complexes
construits Troesch [42], qui généralisent en toute caractéristique p première les complexes
classiques connus [16, 18] pour p = 2 :
Snp → Snp−1 ⊗ S1 → Snp−2 ⊗ S2 → · · · → S1 ⊗ Snp−1 ։ Snp .
Nous en déduisons (corollaire 6.2.11) des renseignements sur les applications induites en
cohomologie par les morphismes entre tenseurs symétriques. En particulier la multipli-
cation gl(r)⊗d ։ Sd(r)gl n'induit pas un morphisme surjectif en cohomologie.
Chapitre 7 : Combinatoire du pléthysme Sµ(V ⊗W )
Ce chapitre utilise et développe la combinatoire introduite par Akin, Buchsbaum
et Weyman dans [4]. Dans cet article les auteurs construisent [4, III] une ﬁltration
explicite du bifoncteur Sn(−1 ⊗−2) dont le gradué est une somme directe de produits
tensoriels de foncteurs de Schur Sλ(−1)⊗Sλ(−2). D'autre part on dispose [4, Th II.2.16]
de présentations des foncteurs de Schur Sλ.
En prenant les produits tensoriels et les sommes adéquates, on a donc une ﬁltration
de Sµ(−1⊗−2) et une présentation du gradué associé à cette ﬁltration. En reprenant les
calculs de [4], nous montrons comment en déduire (théorème 7.1.11) une présentation
explicite de Sµ(−1 ⊗−2). Nous appelons cette présentation  présentation standard  :
Rµ(−1,−2)
Xµ
−−→ Gµ(−1,−2)
Φµ
−−→ Sµ(−1 ⊗−2)→ 0 .
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En dualisant la première variable, on obtient une présentation du bifoncteur Sµgl. Nous
montrons au théorème 7.2.4 que cette présentation induit après passage au twist une
de la cohomologie de Sµ(r)gl. L'intérêt de cette présentation est que les bifoncteurs
obtenus en dualisant la première variable de Rµ et de Gµ sont faciles à comprendre
en cohomologie (ce sont des foncteurs séparables). Ce théorème nous donne donc une
description explicite (mais complexe) de la cohomologie, plus naturelle que la série de
Poincaré obtenue au chapitre 6.
Enﬁn, nous utilisons la combinatoire développée dans [4] pour donner (corollaire
7.2.12) une base explicite sur Z de H0P(Sngl).
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Conventions
Dans tout le document, les anneaux et les algèbres sont toujours supposées unitaires,
et les corps sont toujours supposés commutatifs. Nous utiliserons les conventions de
notation suivantes :
La lettre minuscule p désigne un nombre premier
La lettre A désigne un anneau commutatif unitaire
La lettre A désigne un anneau commutatif unitaire de caractéristique p première
La lettre K désigne un corps
Le symbole Fq désigne un corps à q éléments
La lettre N désigne l'ensemble des entiers naturels
La lettre Z désigne l'ensemble des entiers relatifs
La lettre Q désigne le corps de nombres rationnels
La lettre C le corps des nombres complexes
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Chapitre 1
Rappels sur les catégories de
foncteurs polynomiaux
Dans ce chapitre, nous présentons les catégories de foncteurs polynomiaux. Nous
commençons par quelques rappels et notations d'algèbre linéaire, et nous introduisons
la catégorie VA des A-modules projectifs de type ﬁni sur un anneau commutatif A.
Nous donnons ensuite deux points de vue sur les catégories de foncteurs polynomiaux.
Le premier point de vue, développé au paragraphe 1.2, suit la description faite dans
[18, 15, 40]. La notion de foncteur polynomial y est présentée comme une modiﬁcation
de la notion usuelle de foncteur de VA Ã VA. Dans le paragraphe 1.3, nous développons
un deuxième point de vue inspiré de [14, 17]. Un foncteur polynomial y est décrit comme
un foncteur au sens usuel du terme, mais on remplace la catégorie VA à la source par une
catégorie ΓdVA qui code le caractère polynomial du foncteur. C'est ce deuxième point
de vue que nous utiliserons dans la suite du chapitre.
Sur un anneau de base A quelconque, les catégories de foncteurs polynomiaux ne
sont pas des catégories abéliennes. Cependant, ce sont des catégories exactes au sens
de Quillen, cf. annexe A. Au prix de quelques précautions mineures (il faut travailler
avec des suites exactes courtes et des résolutions admissibles), on peut donc y faire de
l'algèbre homologique comme dans les catégories abéliennes. Dans les paragraphes 1.4
et 1.5, nous présentons des techniques bien connues [18, 15, 14, 40] pour faire des calculs
d'extensions dans les catégories de foncteurs polynomiaux.
Enﬁn, dans le paragraphe 1.6, nous présentons en détail le twist de Frobenius I(1) sur
un anneau A de caractéristique première. Ce foncteur polynomial joue un rôle important
pour la théorie des représentations des groupes algébriques [18, 15, 10, 43]. Son étude
sera l'un des points centraux des chapitres 2 et 5.
Terminons par une remarque. Bien que les catégories de foncteurs polynomiaux sont
fortement reliées aux représentations du groupe algébrique GLn, la notion de groupe
algébrique n'intervient pas dans ce chapitre, hormis dans la proposition 1.2.16 qui stipule
que les foncteurs polynomiaux fournissent des représentations rationnelles des groupes
linéaires. La liaison avec la cohomologie rationnelle du groupe linéaire sera eﬀectuée plus
tard, au chapitre 4.
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1.1 Rappels d'algèbre linéaire
Soit A un anneau commutatif. On rappelle qu'un A-module projectif de type ﬁni est
un facteur direct d'un A-module libre de type ﬁni.
1.1.1 Dualité A-linéaire
Si V est un A-module, on note V ∨ son dual A-linéaire :
V ∨ := HomA(V,A) .
Le dual d'un module projectif de type ﬁni est encore un module projectif de type ﬁni.
Si V , W sont des A-modules projectifs de type ﬁni et d un entier positif, on connaît des
isomorphismes A-linéaires, naturels en V ,W :
V ≃ (V ∨)∨ ,
V ∨ ⊗A W ≃ HomA(V,W ) ,
HomA(V,W )
∨ ≃ HomA(V
∨,W∨) ,
V ∨ ⊗A W
∨ ≃ (V ⊗A W )
∨ ,
HomA(V,W )
⊗d ≃ HomA(V
⊗d,W⊗d) .
1.1.2 Algèbres symétriques, extérieures, à puissances divisées
Dans ce paragraphe, nous rappelons brièvement la construction et les propriétés
des algèbres symétriques, extérieures et à puissances divisées. Ce matériel classique est
contenu par exemple dans [28] ou [12, annexe 2]. Soit V un A-module projectif de
type ﬁni. L'algèbre tensorielle sur V est le A-module gradué
⊕
d≥0 V
⊗d muni de la
multiplication
(v1 ⊗ · · · ⊗ vk)⊗ (v
′
1 ⊗ · · · ⊗ v
′
ℓ) 7→ (v1 ⊗ · · · ⊗ vk ⊗ v
′
1 ⊗ · · · ⊗ v
′
ℓ)
et avec unité 1 ∈ A = V ⊗0.
L'algèbre symétrique S∗(V ) est l'algèbre graduée obtenue comme quotient de l'al-
gèbre tensorielle par l'idéal engendré par les éléments de la forme v ⊗ v′ − v′ ⊗ v, avec
v, v′ ∈ V . Notons (v1, . . . , vd) ∈ Sd(V ) l'image de l'élément v1⊗· · ·⊗vd par la projection
V ⊗d ։ Sd(V ). Si V et W sont des A-modules projectifs de type ﬁni, on appelle formule
exponentielle l'isomorphisme A-linéaire gradué, naturel en V,W :
S∗(V )⊗A S
∗(W )
≃
−→ S∗(V ⊕W )
(v1 . . . vk)⊗ (w1 . . . wℓ) 7→ (v1 . . . vkw1 . . . wℓ)
L'application V → V ⊕ V , v 7→ (v, v) induit un morphisme S∗(V ) → S∗(V ⊕ V ). La
composée
S∗(V )→ S∗(V ⊕ V ) ≃ S∗(V )⊗A S
∗(V )
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déﬁnit une comultiplication sur S∗(V ). Munie de cette comultiplication et augmentée
par S0(V ) = A, S∗(V ) est une algèbre de Hopf graduée. La structure multiplicative
de l'algèbre symétrique se traduit agréablement en termes de coinvariants (cf. annexe
B.1.2). Si k, ℓ sont deux entiers positifs, le groupe symétrique Sk+ℓ agit sur V ⊗k+ℓ par
permutation des facteurs. Le produit tensoriel Sk(V )⊗ Sℓ(V ) est égal aux coinvariants
de V ⊗k+ℓ sous l'action du sous-groupe Sk × Sℓ et Sk+ℓ(V ) est égal aux coinvariants
sous l'action de Sk+ℓ. L'inclusion Sk ×Sℓ ⊂ Sk+ℓ induit une surjection(
V ⊗k+ℓ
)
Sk×Sℓ
։
(
V ⊗k+ℓ
)
Sk+ℓ
qui est précisément égale à la multiplication.
L'algèbre extérieure Λ∗(V ) sur le A-module projectif de type ﬁni V est l'algèbre
graduée déﬁnie comme quotient de l'algèbre tensorielle sur V par l'idéal engendré par les
éléments v⊗v avec v ∈ V . On a également une formule exponentielle, ie. un isomorphisme
A-linéaire gradué, naturel en les modules projectifs de type ﬁni V,W :
Λ∗(V )⊗A Λ
∗(W ) ≃ Λ∗(V ⊕W ) .
On déﬁnit sur Λ∗(V ) une structure d'algèbre de Hopf graduée analogue à celle de l'al-
gèbre symétrique. Pour tout A-module projectif de type ﬁni, on a un isomorphisme
d'algèbres de Hopf graduées, naturel en V :
Λ∗(V )∨ ≃ Λ∗(V ∨) .
Enﬁn, l'algèbre à puissances divisée Γ∗(V ) sur le A-module projectif de type ﬁni V
est l'algèbre de Hopf graduée déﬁnie par la formule :
Γ∗(V ) := S∗(V ∨)∨ .
Cette algèbre graduée satisfait également à une formule exponentielle :
Γ∗(V ⊕W ) ≃ Γ∗(V )⊗A Γ
∗(W ) .
La comultiplication de l'algèbre à puissances divisées s'interprète agréablement en termes
d'invariants. Si k, ℓ sont deux entiers positifs, le groupe symétrique Sk+ℓ agit sur V ⊗k+ℓ
par permutation des facteurs. Le produit tensoriel Γk(V )⊗Γℓ(V ) est égal aux invariants
de V ⊗k+ℓ sous l'action du sous-groupe Sk ×Sℓ et Γk+ℓ(V ) est égal aux invariants sous
l'action de Sk+ℓ. L'inclusion Sk × Sℓ ⊂ Sk+ℓ induit une injection
(
V ⊗k+ℓ
)Sk+ℓ →֒(
V ⊗k+ℓ
)Sk×Sℓ . Ces applications déﬁnissent une injection(
V ⊗k+ℓ
)Sk+ℓ
→֒
⊕
i+j=k+l
(
V ⊗k+ℓ
)Si×Sj
qui est précisément égale à la comultiplication de l'algèbre à puissances divisées.
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1.1.3 La catégorie VA
SoitMod(A) la catégorie abélienne desA-modules et des applications A-linéaires. On
note VA la sous-catégorie pleine de Mod(A) ayant pour objets les A-modules projectifs
de type ﬁni. La catégorie VA est une catégorie A-linéaire, c'est-à-dire une catégorie dont
les Hom sont des A-module et où la composition est bilinéaire. Elle possède des sommes
ﬁnies et des produits ﬁnis qui en font une catégorie additive.
Si A est un corps, la catégorie VA est abélienne, mais ce n'est pas le cas si l'anneau
A est un anneau commutatif quelconque : la catégorie VA n'est pas stable par noyaux
et conoyaux. Par exemple sur A = Z, le morphisme Z ×2−−→ Z n'admet pas de conoyau
dans VA. Si A est un anneau principal ou plus généralement un anneau de Dedekind
[5, déﬁnition p. 445], tous les morphismes admettent des noyaux. Malgré ce défaut
d'existence de noyaux et de conoyaux en général, la catégorie VA possède une structure
suﬃsamment riche pour pouvoir faire de l'algèbre homologique : c'est une catégorie
exacte au sens de Quillen, cf. annexe A.
Soit d un entier positif. Les parties homogènes de degré d des algèbres tensorielles,
symétriques, extérieures et divisées déﬁnissent des endofoncteurs de VA, notés respective-
ment ⊗d, Sd,Λd,Γd. Les multiplications ou comultiplications de ces algèbres déﬁnissent
des transformations naturelles de foncteurs. Par exemple, la multiplication de l'algèbre
symétrique induit pour tout couple k, ℓ d'entiers naturels une transformation naturelle
Sk ⊗ Sℓ → Sk+ℓ.
1.2 Foncteurs polynomiaux selon Friedlander et Suslin
1.2.1 Polynômes
Soient A un anneau commutatif et V,W ∈ VA des A-modules projectifs de type ﬁni.
On pose
HomPol(V,W ) := S
∗(V ∨)⊗W .
Les éléments de HomPol(V,W ) sont appelés polynômes de V dans W . Un polynôme
est dit homogène de degré d ≥ 0 si c'est un élément de Sd(V ∨) ⊗W . Les applications
linéaires s'identiﬁent aux polynômes homogènes de degré 1 et toute application bilinéaire
U × V →W déﬁnit un polynôme homogène de degré 2 de U × V dans W .
Un polynôme de V versW détermine une application polynomiale entre les ensembles
V et W . L'application polynomiale correspondant au polynôme f = φ1 . . . φd ⊗ w ∈
Sd(V ∨)⊗W est encore notée f et est donnée par la formule
f(v) = φ1(v) . . . φd(v)w .
Pour I = (i1, . . . , id) on note φI l'élément φi1 . . . φid ∈ Sd(V ∨). On déﬁnit la compo-
sition des polynômes
HomPol(U, V )×HomPol(V,W ) → HomPol(U,W )
(Q,P ) 7→ P ◦Q
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par la formule usuelle :(∑
J
ψJ ⊗ wJ
)
◦
(∑
I
φI ⊗ vI
)
:=
∑
J
(∑
I
ψj1(vI)φI
)
. . .
(∑
I
ψjd(vI)φI
)
⊗ wJ .
Cette loi est associative, et la composée d'un polynôme (homogène) de degré d et d'un
polynôme (homogène) de degré e est un polynôme (homogène) de degré de.
1.2.2 Foncteurs polynomiaux
Soient C1, . . . , Cn des catégories. La catégorie produit C1 × · · · × Cn est la catégorie
dont les objets sont des n-uplets (C1, . . . Cn) où Ci est un objet de Ci pour tout i, avec
HomC1×···×Cn
(
(C1, . . . , Cn); (C
′
1, . . . , C
′
n)
)
:=
n∏
i=1
HomCi(Ci, C
′
i)
et par déﬁnition, la loi de composition dans C1 × · · · × Cn est le produit des lois de
composition dans les Ci.
Déﬁnition 1.2.1. [40, def 2.1, def 3.5] Un n-foncteur polynomial T sur un anneau
commutatif A :
T : V×nA Ã VA
est la donnée pour tout V ∈ V×nA d'un élément T (V ) ∈ VA et pour toute paire V ,W ∈
V×nA d'un polynôme
TV ,W : HomV×nA
(V ,W )→ HomVA(T (V ), T (W )) ,
vériﬁant les deux conditions :
(1) TV ,V (IdV ) = IdT (V ) .
(2) Pour tous U, V ,W ∈ V×nA , le diagramme suivant de polynômes commute :
Hom(U, V )×Hom(V ,W )
◦ //
TU,V ×TV ,W
²²
Hom(V ,W )
TU,W
²²
Hom(T (U), T (V ))×Hom(T (V ), T (W ))
◦ // Hom(T (U), T (W )) .
Remarque 1.2.2. Comme un polynôme déﬁnit une application (polynomiale), un fonc-
teur polynomial déﬁnit un foncteur au sens usuel du terme. Cependant, deux foncteurs
polynomiaux diﬀérents peuvent déﬁnir, par oubli de structure, le même foncteur au sens
usuel. C'est le cas par exemple du twist de Frobenius −(1) (cf. déﬁnition 1.6.2) et du
foncteur identité sur le corps premier A = Fp.
Exemple 1.2.3. Les foncteurs puissances divisées Γd, puissances extérieures Λd, puis-
sances symétriques Sd et puissances tensorielles ⊗d ont une structure de foncteur po-
lynomial. Par exemple, ⊗dV,W est le polynôme homogène de degré d de HomA(V,W )
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dans HomA(V ⊗d,W⊗d) obtenu en prenant l'image de IdHom(V ⊗d,W⊗d) par l'application
induite par la multiplication :
Hom(V,W )∨⊗d ⊗Hom(V ⊗d,W⊗d)→ Sd(Hom(V,W )∨)⊗Hom(V ⊗d,W⊗d) .
Exemple 1.2.4. Soit S un n-foncteur polynomial et pour tout 1 ≤ i ≤ n, Ti un ti-foncteur
polynomial. Alors le foncteur composé : S(T1, . . . , Tn) a une structure de
∑
ti-foncteur
polynomial donnée par la formule de composition des polynômes.
Exemple 1.2.5. Si T, T ′ sont des n-foncteurs polynomiaux, alors leur produit tensoriel
(T ⊗ T ′)(V ) = T (V ) ⊗ T ′(V ) est muni d'une structure de n-foncteur polynomial de la
façon suivante. Le polynôme (T ⊗ T ′)V ,W est l'image de TV ,W ⊗ T ′V ,W par l'application
induite par la multiplication :
(S∗(Hom(V ,W )∨))⊗2 ⊗Hom(T (V ), T (W ))⊗Hom(T ′(V ), T ′(W ))
→ S∗(Hom(V ,W )∨)⊗Hom((T ⊗ T ′)(V ), (T ⊗ T ′)(W )) .
De même, si T (resp. T ′) est un n(resp. m)-foncteur polynomial, le produit tensoriel
extérieur (T ⊠T ′)(V , V ′) = T (V )⊗T ′(V ′) est muni d'une structure de (n+m)-foncteur
polynomial.
Déﬁnition 1.2.6. Une transformation naturelle f : S → T entre deux n-foncteurs
polynomiaux est la donnée, pour tout V ∈ V×nA d'une application linéaire fV : S(V )→
T (V ) telle que le diagramme suivant de polynômes commute :
Hom(V ,W )
SV ,W //
TV ,W
²²
Hom(S(V ), S(W ))
fW ◦−
²²
Hom(T (V ), T (W ))
−◦fV // Hom(S(V ), T (W )) .
Exemple 1.2.7. Soit X∗ = S∗,Λ∗ ou Γ∗. Les transformations naturelles données par la
multiplication Xk⊗Xℓ → Xk+ℓ, la comultiplication Xk+ℓ → Xk⊗Xℓ ou la permutation
Xk ⊗Xℓ ≃ Xℓ ⊗Xk sont des transformations naturelles de foncteurs polynomiaux.
On peut vériﬁer :
Proposition 1.2.8. Soit f : S → T une transformation naturelle entre deux n-foncteurs
polynomiaux. Supposons que pour tout V ∈ V×nA , Ker fV (resp. Coker fV , resp. Im fV )
est un module projectif de type ﬁni, alors f admet un noyau (resp. un conoyau, resp.
une image).
Corollaire 1.2.9. Soit f : S → T une transformation naturelle entre deux n-foncteurs
telle que pour tout V ∈ V×nA , fV est surjective. Alors f admet un noyau.
Exemple 1.2.10. Soit λ/λ′ un diagramme gauche. Le foncteur de Schur Sλ/λ′ sur A (cf.
déﬁnition B.3.12 et corollaire B.3.16) est un foncteur polynomial.
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1.2.3 Foncteurs de degré ﬁni
Soient V = (V1, . . . , Vn) et W = (W1, . . . ,Wn) deux objets de V×nA . On a un isomor-
phisme :
Sd
(
HomV×nA
(V ,W )∨
)
≃
⊕
d1+···+dn=d
n⊗
i=1
Sdi
(
HomVA(Vi,Wi)
∨
)
.
Un polynôme f de HomV×nA (V ,W ) dans W est homogène de degré total d si f est un
élément de Sd
(
HomV×nA
(V ,W )∨
)
⊗W et il est homogène de degré (d1, . . . , dn) si f est
un élément de
⊗n
i=1 S
di (HomVA(Vi,Wi)
∨)⊗W .
Déﬁnition 1.2.11. Soit T un n-foncteur polynomial. On dit que T est de degré ﬁni
si les degrés des polynômes TV ,W sont majorés. On dit que T est homogène de degré
(d1, . . . , dn) (resp. homogène de degré total d) si tous les polynômes TV ,W sont homo-
gènes de degré (d1, . . . , dn) (resp. homogènes de degré total d).
Exemple 1.2.12. Les foncteurs Λd, Sd, Γd, ⊗d sont des foncteurs homogènes de degré d.
Si λ/λ′ est un diagramme gauche de poids d, le foncteur de Schur Sλ/λ′ (cf. déﬁnition
B.3.12) est également un foncteur homogène de degré d.
Exemple 1.2.13. Le foncteur ⊕d≥0Λd est un foncteur polynomial qui n'est pas de degré
ﬁni.
Déﬁnition 1.2.14. Soit A un anneau commutatif. On note PA(n) la catégorie des fonc-
teurs polynomiaux de degré ﬁni et des transformations naturelles entre de tels foncteurs.
On note Pd,A(n) (resp. Pd1,...,dn,A(n)) la sous-catégorie pleine des foncteurs polynomiaux
homogènes de degré total d (resp. de degré (d1, . . . , dn)).
Abus de notation 1.2.15. Les notations introduites dans la déﬁnition précédente sont
relativement lourdes. Pour alléger les formules, on s'autorisera les abus suivants.
 Lorsqu'il n'y a pas de confusion possible sur l'anneau A, on omettra de l'indiquer.
Par exemple, on pourra écrire Pd(n) au lieu de Pd,A(n).
 Lorsqu'il n'y a pas de confusion possible sur le nombre de variables, on pourra ne
pas l'indiquer. Par exemple, on pourra écrire Pd1,...,dn,A au lieu de Pd1,...,dn,A(n).
 Enﬁn, lorsque n = 1, on omet d'indiquer le nombre de variables. Ainsi, PA signiﬁe
PA(1) et Pd,A signiﬁe Pd,A(1).
A l'instar des catégories de foncteurs usuelles [36, p. 80], les catégories de foncteurs
polynomiaux PA(n) (resp. Pd,A(n), Pd1,...,dn,A(n)) héritent de la structure de la catégorie
VA située au but. Ainsi, ce sont des catégories A-linéaires additives. Les noyaux et les
conoyaux sont calculés au but quand ils existent. Si A est un anneau de Dedekind, tout
morphisme admet un noyau. Si A est un corps, les catégories de foncteurs polynomiaux
sont abéliennes.
Soit T un n-foncteur polynomial et V = (V1, . . . , Vn) ∈ V×nA . Par fonctorialité de T ,
le polynôme
TV ,V :
n∏
i=1
EndA(Vi)→ End(T (V ))
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induit une action (polynomiale) du monoïde
∏n
i=1EndA(Vi) sur T (V ). En restreignant
au groupe linéaire, on obtient une structure de GL(V1)×· · ·×GL(Vn)-module rationnel
sur T (V ). On a donc :
Proposition 1.2.16. [40, p. 702] Soit A un anneau commutatif, et V = (V1, . . . , Vn)
un n-uplet de modules projectifs de type ﬁni, et T un n-foncteur polynomial de degré ﬁni
sur A. Alors T (V ) est muni d'une structure de GL(V1)×· · ·×GL(Vn)-module rationnel.
Proposition 1.2.17. [18, prop 2.6],[40, p. 703, p.710] Les catégories additives A-
linéaires PA(n) et Pd,A(n) se décomposent en somme directe de leurs sous-catégories
pleines :
PA(n) =
⊕
d≥0
Pd,A(n) , Pd,A(n) =
⊕
d1+···+dn=d
Pd1,...,dn,A(n) .
Démonstration. Soit T un n-foncteur polynomial de degré ﬁni et V = (V1, . . . , Vn) ∈
V×nA . D'après la proposition 1.2.16, on a une structure de GL(V1)×· · ·×GL(Vn)-module
rationnel (et même polynomial) sur T (V ).
Notons Td(V ) le sous-module de T (V ) de éléments de poids total d, c'est-à-dire le
sous-module constitués des points ﬁxes rationnels [24, I 2.10] de T (V ) sous l'action du
sous-groupe des homothéties
Gm = {λ(IdV1 × · · · × IdVn)} ⊂ GL(V1)× · · · ×GL(Vn) .
On note également Td1,...,dn(V ) le sous-espace de poids (d1, . . . , dn) de T (V ), c'est-à-dire
l'espace vectoriel des points ﬁxes sous l'action du sous-groupe
G×nm = {λ1IdV1 × · · · × λnIdVn} ⊂ GL(V1)× · · · ×GL(Vn) .
Comme les groupes Gm et G×nm sont diagonalisables, on a des décompositions en somme
directe [24, I 2.11(3)] :
T (V ) =
⊕
d≥0
Td(V ) , Td(V ) =
⊕
d1+···+dn=d
Td1,...,dn(V ) .
On vériﬁe alors que Td (resp. Td1,...,dn) est un n-foncteur polynomial homogène de
degré total d (resp. homogène de degré (d1, . . . , dn), avec pour polynômes Td,V ,W et
Td1,...,dn,V ,W les composantes homogènes de TV ,W de degré correspondant.
1.2.4 Dualité de Kuhn
Soit C un catégorie. La catégorie opposée Cop est la catégorie qui a les mêmes objets
que C et dont les morphismes sont donnés par la formule HomCop(C,D) := HomC (D,C).
Soit A un anneau commutatif. Si V ∈ VA est un A-module projectif de type ﬁni
alors son dual A-linéaire V ∨ est encore un A-module projectif de type ﬁni. La for-
mule T ♯(V ) = T (V ∨1 , . . . , V ∨n )∨ a donc un sens et déﬁnit un foncteur à valeur dans
la catégorie VA des A-modules projectifs de type ﬁni. On lui donne une structure
de foncteur polynomial en déﬁnissant pour toute paire V ,W le polynôme T ♯V ,W ∈
HomPol(Hom(V ,W ),HomA(T
♯(V ), T ♯(W ))) par la formule : T ♯V ,W = TW∨,V ∨ .
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Déﬁnition-Proposition 1.2.18. Si T est un n-foncteur polynomial, son dual de Kuhn
T ♯ déﬁni par T ♯(V ) = T (V ∨1 , . . . , V ∨n )∨ est encore un n-foncteur polynomial. On obtient
ainsi une équivalence de catégories :
(−)♯ : PA(n)
op
Ã PA(n)
qui préserve les degrés.
1.3 Présentation alternative des foncteurs polynomiaux
Soient V,W des A-modules projectifs de type ﬁni. L'isomorphisme naturel en V,W
Sd(V ∨)⊗A W ≃ HomA(Γ
d(V ),W )
permet d'interpréter un polynôme de V dans W comme une application A-linéaire de
Γ∗(V ) dansW . En utilisant cette remarque, nous allons donner une déﬁnition alternative
des catégories de foncteurs polynomiaux homogènes, calquée sur celle donnée dans [14,
p. 21]. Pour cela, nous introduisons tout d'abord des catégories auxiliaires.
1.3.1 Déﬁnition des catégories ΓdV×nA et Γd1,...,dnV×nA
Soit d un entier positif et V,W deux A-modules projectifs de type ﬁni. Le produit des
groupes symétriques Sd×Sd agit sur le produit tensoriel V ⊗d⊗W⊗d par permutation
des facteurs. Le produit tensoriel Γd(V )⊗Γd(W ) s'identiﬁe aux invariants de V ⊗d⊗W⊗d
sous cette action. Le produit tensoriel (V ⊗W )⊗d est muni d'un action de Sd×Sd donnée
par la formule :
(σ, τ).(v1 ⊗ w1)⊗ · · · ⊗ (vd ⊗ wd) = (vσ−1(1) ⊗ wτ−1(1))⊗ · · · ⊗ (vσ−1(n) ⊗ wτ−1(n)) ,
de telle sorte que l'isomorphisme A-linéaire
V ⊗d ⊗W⊗d → (V ⊗W )⊗d
v1 ⊗ · · · ⊗ vd ⊗ w1 ⊗ · · · ⊗ wd 7→ (v1 ⊗ w1)⊗ · · · ⊗ (vd ⊗ wd)
soit un un isomorphisme Sd ×Sd-équivariant. La d-ème puissance divisée Γd(V ⊗W )
s'identiﬁe aux invariants de (V ⊗W )⊗d sous l'action du sous-groupe diagonal ∆Sd ⊂
Sd ×Sd. On note id l'injection, naturelle en V,W
id : Γ
d(V )⊗ Γd(W ) →֒ Γd(V ⊗W )
obtenue comme la composée :(
V ⊗d ⊗W⊗d
)Sd×Sd
≃
(
(V ⊗W )⊗d
)Sd×Sd
→֒
(
(V ⊗W )⊗d
)∆Sd
.
On note γd l'application naturelle en V
γd : V → Γd(V )
x 7→ x⊗d .
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Rappelons que VA désigne la catégorie des A-modules projectifs de type ﬁni et des
applications A-linéaires, et V×nA la catégorie produit dont les objets sont des n-uplets
V = (V1, . . . , Vn) de A-modules projectifs de type ﬁni et dont les morphismes sont donnés
par la formule HomV×nA (V ,W ) =
∏n
i=1HomA(Vi,Wi). Posons ΓdV×nA (resp. Γd1,...,dnV×nA )
la catégorie qui a les mêmes objets que V×nA , c'est-à-dire les n-uplets (V1, . . . , Vn) de A-
modules projectifs de type ﬁni, et dont les Hom sont les A-modules respectivement
donnés par les formules :
HomΓdV×nA
(V ,W ) = ΓdHomV×nA
(V ,W )
= Γd
(
n∏
i=1
HomA(Vi,Wi)
)
≃
⊕
d1+···+dn=d
n⊗
i=1
ΓdiHomVA(Vi,Wi) ,
HomΓd1,...,dnV×nA
(V ,W ) =
n⊗
i=1
ΓdiHomVA(Vi,Wi) .
Les morphismes identité d'un objet V de ΓdV×nA et d'un objet W de Γd1,...,dnV×nA sont
donnés respectivement par les formules :
IdV = γ
d(IdV1×···×Vn) ∈ HomΓdV×nA
(V , V ) ,
IdW = ⊗
n
i=1γ
di(IdWi) ∈ HomΓd1,...,dnV×nA
(W,W ) .
La loi de composition dans ΓdV×nA est induite par la composition dans V×nA et par
l'inclusion naturelle id :
ΓdHom(U, V )⊗ ΓdHom(V ,W )
id //
◦
++WWWW
WWWW
WWWW
WWWW
WWWW
W
Γd(Hom(U, V )⊗Hom(V ,W ))
²²
ΓdHom(U,W )
De même, la loi de composition dans Γd1,...,dnV×nA est induite par la loi de composition
dans VA et par l'inclusion naturelle id1 ⊗ · · · ⊗ idn . Ces lois de compositions font de
ΓdV×nA et Γd1,...,dnV×nA des catégories A-linéaires.
1.3.2 Propriétés de la composition
Soient A un anneau commutatif et d un entier positif. La proposition suivante ex-
prime une propriété de factorisation dans la catégorie ΓdVA. Soit V est un A-module
libre de type ﬁni de rang supérieur ou égal à d, et soit f : U →W un morphisme entre
deux objets de ΓdVA. Alors il existe une famille ﬁnie de morphismes gi : U → V et
une famille ﬁnie de morphismes hi : V → W tels que f =
∑
hi ◦ gi. Cette propriété de
factorisation généralise la formule bien connue dans le cas d = 1 :
HomA(U,A)⊗HomA(A,W ) ≃ U
∨ ⊗W ≃ HomA(U,W ) .
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Proposition 1.3.1. Soient A un anneau commutatif, U , W des A-modules projectifs
de type ﬁni et V un A module libre. Si le rang de V est supérieur ou égal à d alors la
composition dans ΓdVA induit un morphisme surjectif :
Γd(HomA(U, V ))⊗ Γ
d(HomA(V,W ))։ Γ
d(HomA(U,W )) .
Démonstration. Si U (resp. W ) est facteur direct dans le A-module libre LU (resp. LV )
on a un diagramme commutatif :
Γd(HomA(LU , V ))⊗ Γ
d(HomA(V,LW )) //
²²²²
Γd(HomA(LU , LW ))
²²²²
Γd(HomA(U, V ))⊗ Γ
d(HomA(V,W )) // Γ
d(HomA(U,W )) ,
dans lequel les épimorphismes verticaux s'obtiennent à partir de l'injection U →֒ LU et
de la surjection LW ։ W . Ainsi, le résultat pour les A-modules projectifs de type ﬁni
découle du résultat pour les A-modules libres. A partir de maintenant, nous supposons
donc que U et W sont libres.
On utilise l'identiﬁcation HomA(U, V ) = U∨ ⊗ V . La composition des applications
A-linéaires s'identiﬁe avec l'application :
(U∨ ⊗ V )⊗ (V ∨ ⊗W ) → U∨ ⊗W
u′ ⊗ v ⊗ v′ ⊗ w 7→ v′(v)u′ ⊗ w .
Soit (v1, . . . , vrg V ) une base de V et notons (v♯1, . . . , v
♯
rg V ) sa base duale.
D'après la proposition B.2.5, Γd(HomA(U,W )) = (HomA(U,W )⊗d)Sd est constitué
de combinaisons linéaires d'éléments du type :
(a1 . . . a1︸ ︷︷ ︸
i1 termes
a2 . . . a2︸ ︷︷ ︸
i2 termes
. . . an . . . an︸ ︷︷ ︸
in termes
) :=
∑
x∈Sd.a
⊗i1
1 ⊗···⊗a
⊗in
n
x
=
∑
σ∈Sd/Si1×···×Sin
aσ(1) ⊗ · · · ⊗ aσ(n)
où les ai sont des tenseurs : ai = ui ⊗ wi et i1 + · · ·+ in = d.
Pour démontrer la proposition, il nous suﬃt donc de trouver des antécédents dans
Γd(HomA(U, V ))⊗ Γ
d(HomA(V,W )) aux éléments de ce type. Comme le rang de V est
supérieur ou égal à d, on peut déﬁnir pour tout 1 ≤ k ≤ d des éléments bk et ck par la
formule :
bk := uk ⊗ vk ∈ HomA(U, V ) , ck := v
♯
k ⊗ wk ∈ HomA(V,W ) .
Le morphisme induit par la composition dans ΓdVA envoie l'élément :
(b1 . . . b1︸ ︷︷ ︸
i1 termes
. . . bn . . . bn︸ ︷︷ ︸
in termes
)⊗ (c1 . . . c1︸ ︷︷ ︸
i1 termes
. . . cn . . . cn︸ ︷︷ ︸
in termes
) (∗)
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sur la somme :∑
σ ∈ Sd/Si1 × · · · × Sin
τ ∈ Sd/Si1 × · · · × Sin
(
n∏
k=1
vτ(k)(vσ(k))
)
uσ(1) ⊗ · · · ⊗ uσ(n) ⊗ wτ(1) ⊗ · · · ⊗ wτ(n) .
Tous les termes de cette somme sont nuls sauf lorsque σ = τ . Le terme correspondant
vaut alors uσ(1) ⊗ · · · ⊗ uσ(n) ⊗wσ(1) ⊗ · · · ⊗wσ(n). Ainsi l'élément (∗) est envoyé sur le
générateur (a1 . . . an). Le morphisme induit par la composition est donc surjectif.
Par produit tensoriel, on obtient une propriété de factorisation similaire dans les
catégories Γd1,...,dnV×nA .
Corollaire 1.3.2. Soit A un anneau commutatif et d1, . . . , dn des entiers. Notons A le n-
uplet A = (Ad1 , . . . , Adn). Pour toute paire d'objets U , W de Γd1,...,dnV×nA , la composition
induit une application linéaire surjective :
HomΓd1,...,dnV×nA
(U,A)⊗HomΓd1,...,dnV×nA
(A,W )։ HomΓd1,...,dnV×nA
(U,W ) .
1.3.3 Catégories de n-foncteurs polynomiaux
Soit T un n-foncteur polynomial homogène de degré total d, au sens de la déﬁnition
1.2.1. Pour toute paire V ,W d'objets de V×nA , le polynôme
TV ,W ∈ S
d
(
HomV×nA
(V ,W )∨
)
⊗HomVA(T (V ), T (W ))
peut être vu comme une application linéaire
TV ,W ∈ HomA
(
ΓdHomV×nA
(V ,W ),HomVA(T (V ), T (W )
)
.
Les deux conditions de la déﬁnition 1.2.1 sont équivalentes au fait que la prescription :
T ′(V ) := T (V )
T ′V ,W (f) := TV ,W (f)
déﬁnit un foncteur A-linéaire T ′ : ΓdV×nA Ã VA. Le foncteur V×nA Ã VA obtenu en ou-
bliant la structure de foncteur polynomial de T (cf. remarque 1.2.2) n'est autre que la pré-
composition du foncteur A-linéaire T ′ par le foncteur (non linéaire) γd : V×nA Ã ΓdV×nA
qui envoie V sur V ⊗d. Enﬁn, les transformations naturelles (au sens de la déﬁnition
1.2.6) entre deux foncteurs polynomiaux S et T correspondent aux transformations
naturelles A-linéaires entre les foncteurs A-linéaires S′ et T ′. Les notions de foncteur
polynomial de degré ﬁni et de catégories de foncteurs polynomiaux de degrés ﬁnis sont
donc équivalentes aux notions suivantes.
Déﬁnition 1.3.3. Un foncteur polynomial homogène de degré total d (resp. de degré
(d1, . . . , dn)) est un foncteur A-linéaire de la catégorie ΓdV×nA (resp. Γd1,...,dnV×nA ) dans
la catégorie VA.
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Déﬁnition 1.3.4. On note Pd,A(n) (resp. Pd1,...,dn,A(n)) la catégorie des foncteurs
polynomiaux homogènes de degré total d (resp. homogènes de degré (d1, . . . , dn)),
et des transformations A-linéaires. On note PA(n) la somme directe des catégories
(Pd,A(n))d≥0.
1.4 Algèbre homologique dans PA(n)
Sur un anneau A quelconque, les catégories de foncteurs polynomiaux ne sont pas
abéliennes en général : il leur manque des noyaux et des conoyaux. Cependant, ce sont
des catégories exactes au sens de Quillen (cf. annexe A). Les suites exactes courtes
admissibles sont les suites courtes 0→ T ′ → T → T ′′ → 0 dont l'évaluation sur tout V ∈
V×nA donne une suite exacte. D'après la proposition 1.4.9, tout foncteur de Pd1,...,dn,A(n)
possède une résolution projective admissible (c'est-à-dire une résolution projective qui
s'obtient comme une composée de Yoneda de suites exactes courtes admissibles). Les
groupes d'extensions entre deux foncteurs polynomiaux sont donc bien déﬁnis.
La catégorie Pd1,...,dn,A(n) des foncteurs polynomiaux à valeurs quelconques déﬁnie
au paragraphe 1.4.3 possède les noyaux et les conoyaux qui font défaut à Pd1,...,dn,A(n) :
c'est une catégorie abélienne. Elle possède les mêmes projectifs que sa sous-catégorie
pleine Pd1,...,dn,A(n) et l'inclusion Pd1,...,dn,A(n) ⊂ Pd1,...,dn,A(n) induit (proposition
1.4.10) un isomorphisme :
Ext∗Pd1,...,dn,A(n)
(T, T ′) = Ext∗
Pd1,...,dn,A(n)
(T, T ′) .
On peut donc penser aux groupes d'extensions dans la catégorie exacte Pd1,...,dn,A(n)
comme étant calculés dans la catégorie abélienne Pd1,...,dn,A(n).
1.4.1 Projectifs
Notation 1.4.1. Soit (d1, . . . , dn) un n-uplet d'entiers et V = (V1, . . . , Vn) ∈ Γd1,...,dnV×nA
un n-uplet de A-modules projectifs de type ﬁni. On note :
P d1,...,dnV := HomΓd1,...,dnV×nA
(V ,−) ,
= Γd1HomA(V1,−)⊠ · · ·⊠ Γ
dnHomA(Vn,−) .
Lemme 1.4.2. Pour tout objet V de Γd1,...,dnV×nA , le n-foncteur P
d1,...,dn
V est un projectif
de la catégorie Pd1,...,dn,A(n).
Démonstration. L'isomorphisme de Yoneda, naturel en T :
HomPd1,...,dn,A(P
d1,...,dn
V , T ) ≃ T (V )
montre que le foncteur HomPd1,...,dn,A(P
d1,...,dn
V ,−) est exact.
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1.4.2 Résolutions projectives canoniques
Soit A un anneau commutatif et T ∈ Pd1,...,dn,A(n) un n-foncteur polynomial sur
A, homogène de degré (d1, . . . , dn). Nous construisons dans ce paragraphe des ré-
solutions projectives naturelles à l'aide du lemme de Yoneda. Notons A le n-uplet
A := (Ad1 , . . . , Adn) et θT,V l'application linéaire :
θT,V : T (A)⊗HomΓd1,...,dnV×nA
(A, V ) → T (V )
a⊗ f 7→ TA,V (f)(a) .
Lemme 1.4.3. La famille (θT,V )V ∈Γd1,...,dnV×nA déﬁnit un morphisme :
θT ∈ HomPd1,...,dn,A(n)(T (A)⊗ P
d1,...,dn
A , T ) .
Lemme 1.4.4. Le morphisme θT est un épimorphisme admissible.
Démonstration. Tous les épimorphismes sont des épimorphismes admissibles d'après le
corollaire 1.2.9. Montrons que θT est un épimorphisme, c'est-à-dire que pour tout objet
V = (V1, . . . , Vn) de Γd1,...,dnV×nA l'application linéaire θT,V est surjective.
Il suﬃt de le démontrer dans le cas particulier où les A-modules Vi sont tous libres.
En eﬀet si les Vi sont des A-modules projectifs, alors chaque Vi est facteur direct dans un
A-module libre Li. La projection L ։ V induit une projection T (L) ։ T (V ). D'après
le diagramme commutatif :
T (A)⊗HomΓd1,...,dnV×nA
(A,L)
²²
θT,L // T (L)
²²
T (A)⊗HomΓd1,...,dnV×nA
(A, V )
θT,V // T (V ) ,
la surjectivité de θT,V est donc une conséquence directe de celle de θT,L.
Si V est un n-uplet de A-modules libres, le A-module HomΓd1,...,dnV×nA (A, V ) est lui-
même libre. On en choisit une base (fi)1≤i≤q. Démontrer la surjectivité de θT,V revient
à démontrer la surjectivité de l'application linéaire :⊕
i=1..q
T (A)
⊕T (fi)
−−−−→ T (V ) .
Pour obtenir cette surjectivité, nous construisons maintenant une section de l'application
linéaire ⊕T (fi). D'après le corollaire 1.3.2, il existe une famille (si)1≤i≤q d'éléments de
HomΓd1,...,dnV×nA
(V ,A) tels que la composition dans Γd1,...,dnV×nA envoie
∑
si ⊗ fi sur
IdV . Le morphisme
T (V )
ΠT (si)
−−−−→
⊕
i=1..q
T (A)
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est une section de ⊕T (fi). En eﬀet,
(⊕T (fi)) ◦ (ΠT (si)) =
q∑
i=1
T (fi) ◦ T (si)
= T
(
q∑
i=1
fi ◦ si
)
= T (IdV ) = IdT (V ) .
Déﬁnition 1.4.5. On déﬁnit le foncteur
P : Pd1,...,dn,A(n)Ã Pd1,...,dn,A(n)
par les formules :
T Ã P (T ) := T (A)⊗ P d1,...,dnA
Hom(T, T ′) ∋ f Ã P (f) := fA ⊗ IdP d1,...,dnA
∈ Hom(P (T ), P (T ′)) .
Lemme 1.4.6. Le foncteur P est exact.
Démonstration. Soit 0 → T ′ → T → T ′′ → 0 une suite exacte admissible de foncteurs
polynomiaux. L'évaluation de cette suite sur A est exacte, de même que son produit
tensoriel par le A-module projectif P d1,...,dnA (V ). Ainsi, pour tout V de Γd1,...,dnV×nA la
suite 0→ P (T ′)(V )→ P (T )(V )→ P (T ′′)(V )→ 0 est exacte.
Lemme 1.4.7. La famille (θT )T∈Pd1,...,dn,A(n) déﬁnit une transformation naturelle θ du
foncteur P vers le foncteur identité de Pd1,...,dn,A(n).
Démonstration. Pour démontrer le lemme, il faut vériﬁer que si f : T → T ′ est une
transformation naturelle, alors le diagramme suivant commute :
T (A)⊗ P d1,...,dnA
θT //
fA⊗Id
²²
T
f
²²
T ′(A)⊗ P d1,...,dnA
θT ′ // T ′ .
Ceci revient à vériﬁer pour tout objet V de Γd1,...,dnV×nA la commutativité du diagramme :
T (A)⊗HomΓd1,...,dnV×nA
(A, V )
θT,V //
fA⊗Id
²²
T (V )
fV
²²
T ′(A)⊗HomΓd1,...,dnV×nA
(A, V )
θT ′,V // T ′(V ) .
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Mais ce dernier n'est rien d'autre qu'un déguisement du diagramme commutatif vériﬁé
par la transformation naturelle f :
T (A)
T (g) //
fA
²²
T (V )
fV
²²
T ′(A)
T ′(g) // T ′(V ) .
Lemme 1.4.8. Il existe un foncteur exact Kθ : Pd1,...,dn,A(n) Ã Pd1,...,dn,A(n) et une
transformation naturelle i : Kθ → P , tel que pour tout foncteur polynomial T on a une
suite exacte courte :
0→ Kθ(T )
iT−→ P (T )
θT−→ T → 0 .
Démonstration. Les morphismes θT ∈ HomPd1,...,dn,A(n)(P (T ), T ) sont des épimor-
phismes admissibles. On dispose donc pour tout f ∈ Hom(T, T ′) d'un diagramme com-
mutatif dont les lignes sont exactes :
Ker (θT )
Â Ä iT // P (T )
P (f)
²²
θT // // T
f
²²
Ker (θT ′)
Â Ä
iT ′ // P (T ′)
θT ′ // // T ′
On déﬁnit Kθ par Kθ(T ) := Ker (θT ) et Kθ(f) est la restriction de P (f) à Kθ(T )
à la source et à Kθ(T ′) au but. Par commutativité du diagramme la famille des
(iT )T∈Pd1,...,dn,A(n) déﬁnit une transformation naturelle Kθ → P . Il reste à vériﬁer que
Kθ est un foncteur exact, ce qui découle directement de l'exactitude des foncteurs P et
Id.
Proposition 1.4.9. Il existe un foncteur exact
PRes• : Pd1,...,dn,A(n)Ã CC•(Pd1,...,dn,A(n))
de la catégorie des n-foncteurs polynomiaux homogènes de degré (d1, . . . , dn) vers la
catégorie des complexes de chaînes n-foncteurs, qui à un n-foncteur T associe une réso-
lution projective admissible de T par des projectifs de la forme U ⊗ P d1,...,d
n
(Ad1 ,...,Adn )
où les
U sont des A-modules projectifs de type ﬁni.
Démonstration. On dispose déjà avec le foncteur P (déﬁnition 1.4.5) du début de la
résolution, il nous suﬃt d'itérer la construction grâce au lemme 1.4.8. Pour tout n ≥ 0,
on note Knθ la composée itérée n fois de Kθ (En particulier K0θ = Id et K1θ = Kθ). On
déﬁnit PResi := P ◦Kiθ et on déﬁnit la transformation naturelle ∂n : PResn → PResn−1
comme la composée des transformations naturelles :
∂n := P ◦K
n
θ
θKn
θ−−→ Knθ
=
−→ Kθ ◦K
n−1
θ
i
Kn−1
θ−−−−→ P ◦Kn−1θ .
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Pour vériﬁer l'exactitude du foncteur PRes•, il faut vériﬁer que chacun des foncteurs
PResi est exact, ce qui découle de l'exactitude des foncteurs P et Kθ (lemmes 1.4.6 et
1.4.8).
1.4.3 Foncteurs polynomiaux à valeurs quelconques
Notons Pd1,...,dn,A(n) la catégorie dont les objets sont les foncteurs A-linéaires
T : Γd1,...,dnV×nA ÃMod(A)
de la catégorie Γd1,...,dnV×nA déﬁnie au paragraphe 1.3.1 vers la catégorie des A-modules,
et dont les morphismes sont les transformations naturelles A-linéaires entre de tels fonc-
teurs. Cette catégorie de foncteurs possède des sommes directes, des produits, des noyaux
et des conoyaux calculés au but. Elle hérite donc de la structure de catégorie abélienne
de Mod(A).
Les déﬁnitions et les démonstrations des paragraphes 1.4.1 et 1.4.2 utilisent les pro-
priétés de la catégorie Γd1,...,dnV×nA et la A-linéarité, mais pas le fait que les foncteurs
sont à valeurs dans les A-modules projectifs de type ﬁni. Elles restent donc valables pour
la catégorie Pd1,...,dn,A(n) des foncteurs polynomiaux à valeurs quelconques. On a donc :
Proposition 1.4.10. La catégorie abélienne Pd1,...,dn,A(n) des foncteurs polynomiaux à
valeurs quelconques possède assez de projectifs. Elle contient Pd1,...,dn,A(n) comme sous-
catégorie pleine, et l'inclusion
Pd1,...,dn,A(n) ⊂ Pd1,...,dn,A(n)
conserve les projectifs. L'inclusion induit donc pour toute paire T, T ′ de foncteurs poly-
nomiaux de Pd1,...,dn,A(n) un isomorphisme :
Ext∗Pd1,...,dn,A(n)
(T, T ′) = Ext∗
Pd1,...,dn,A(n)
(T, T ′) .
Remarque 1.4.11. En général, le bidual A-linéaire M∨∨ d'un A-module M n'est pas
isomorphe à M . A cause de ce défaut, la dualité de Kuhn n'a pas de bonnes propriétés
dans Pd1,...,dn,A(n). En particulier, les tenseurs symétriques ne sont pas des injectifs dans
Pd1,...,dn,A(n). Plus généralement les résultats des paragraphes suivants ne s'étendent pas
à la catégorie des foncteurs polynomiaux à valeurs quelconques.
1.4.4 Résolutions injectives canoniques
Notation 1.4.12. Soit (d1, . . . , dn) un n-uplet d'entiers et V = (V1, . . . , Vn) ∈ Γd1,...,dnV×nA
un n-uplet de A-modules projectifs de type ﬁni. On note Id1,...,dnV le dual de Kuhn du
projectif P d1,...,dnV :
Id1,...,dnV := P
d1,...,dn ♯
V ,
= Sd1HomA(V1,−)⊠ · · ·⊠ S
dnHomA(Vn,−) .
37
En utilisant la dualité de Kuhn, on peut obtenir pour chaque énoncé des paragraphes
1.4.1 et 1.4.2 un énoncé dual qui concerne les injectifs de la catégorie Pd1,...,dn,A(n). En
particulier on obtient :
Lemme 1.4.13. Pour tout objet V de Γd1,...,dnV×nA , le n-foncteur I
d1,...,dn
V est un injectif
de la catégorie Pd1,...,dn,A(n).
Proposition 1.4.14. Il existe un foncteur exact
IRes• : Pd1,...,dn,A(n)Ã CC
•(Pd1,...,dn,A(n))
de la catégorie des n-foncteurs polynomiaux homogènes de degré (d1, . . . , dn) vers la
catégorie des complexes de cochaînes de n-foncteurs, qui à un n-foncteur T associe une
résolution injective admissible de T , par des injectifs de la forme U ⊗ Id1,...,dn
(Ad1 ,...,Adn )
où les
U sont des A-modules projectifs de type ﬁni.
1.4.5 Produits tensoriels
On rappelle (cf. exemple 1.2.5) que si T et T ′ sont des foncteurs polynomiaux à
plusieurs variables, on note T ⊠T ′ leur produit tensoriel extérieur, et T ⊗T ′ leur produit
tensoriel.
Proposition 1.4.15. Les produits tensoriels déﬁnissent des bifoncteurs exacts en chaque
variable :
⊗ : Pc1,...,cn,A(n)× Pd1,...,dn,A(n)Ã Pc1+d1,...,cn+dn,A(n) ,
⊠ : Pc1,...,cn,A(n)× Pd1,...,dm,A(m)Ã Pc1,...,cn,d1,...,dm(n+m) .
De plus, le produit tensoriel (externe) de deux projectifs (resp. injectifs) est un projectif
(resp. injectif).
Démonstration. L'exactitude des suites courtes admissible 0 → T ′ → T → T ′′ → 0 se
teste au but (dans la catégorie VA) et le produit tensoriel est exact dans la catégorie
VA. Les deux bifoncteurs sont donc biexacts.
Pour montrer que le produit tensoriel de deux projectifs est projectif, il suﬃt de le
montrer pour les foncteurs P d1,...,dnV . L'assertion est évidente pour le produit tensoriel
externe : P c1,...,cnV ⊠ P
d1,...,dm
W = P
c1,...,cn,d1,...,dm
V ,W . Pour le produit tensoriel interne, la
formule exponentielle donne :
P c1+d1,...,cn+dnV⊕W =
⊕
i1+j1=(c1+d1),...,in+jn=(cn+dn)
P i1,...,inV ⊗ P
j1,...,jn
W
Ainsi, P c1,...,cnV ⊗ P
d1,...,dn
W est facteur direct du projectif P
c1+d1,...,cn+dn
V⊕W , donc projectif.
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Proposition 1.4.16. Pour 1 ≤ i ≤ n soient Si, Ti ∈ PA(ni). Si pour tout i,
Ext∗PA(ni)(Si, Ti) est un A-module plat, alors on a un isomorphisme :
n⊗
i=1
Ext∗PA(ni)(Si, Ti)
≃
−→ Ext∗PA(
P
ni)
(S1 ⊠ · · ·⊠ Sn, T1 ⊠ · · ·⊠ Tn) .
Démonstration. Soit Ri• une résolution projective de Si. Le complexe total associé au
n-complexe
R1• ⊠ · · ·⊠R
n
•
est une résolution projective de S1⊠· · ·⊠Sn. En utilisant le lemme de Yoneda on obtient
un isomorphisme de n-complexes
Hom(R1• ⊠ · · ·⊠R
n
• , T1 ⊠ · · ·⊠ Tn) ≃
n⊗
i=1
Hom(Ri•, Ti) .
L'homologie du complexe total associé au n-complexe de gauche est égale à
Ext∗PA(
P
ni)
(S1 ⊠ · · ·⊠ Sn, T1 ⊠ · · ·⊠ Tn) et celle associée au n-complexe de droite peut
être comparée à
⊗n
i=1 Ext
∗
PA(ni)
(Si, Ti) par le théorème de Künneth pour les A-modules
[30, th 10.2 p. 166].
1.4.6 Foncteurs produit et diagonale
Rappelons que pour tout n ≥ 1, ΓdV×nA désigne la catégorie dont les objets sont des
n-uplets V = (V1, . . . , Vn) de A-modules projectifs de type ﬁni, et les morphismes sont
donnés par la formule :
HomΓdV×nA
(V ,W ) = Γd
(
n∏
k=1
HomA(Vk,Wk)
)
= Γd
(
n⊕
k=1
HomA(Vk,Wk)
)
.
La diagonale dn : HomA(V,W ) → HomA(V,W )×n , f 7→ dn(f) = (f, . . . , f) in-
duit un morphisme Γddn : ΓdHomA(V,W ) → Γd(HomA(V,W )×n). De même, l'in-
clusion pin :
⊕n
i=1HomA(Vi,Wi) ⊂ HomA(
⊕n
i=1 Vi,
⊕n
i=1Wi) induit un morphisme
Γdpin : Γ
d(
⊕n
i=1HomA(Vi,Wi))→ Γ
dHomA(
⊕n
i=1 Vi,
⊕n
i=1Wi).
Déﬁnition 1.4.17. On déﬁnit le foncteur A-linéaire Dn : ΓdVA Ã ΓdV×nA par les
formules :
V 7→ (V, . . . , V )
f ∈ HomΓdVA(V,W ) 7→ Γ
ddn(f) ∈ HomΓdV×nA
(Dn(V ), Dn(V )) .
et le foncteur A-linéaire Πn : ΓdV×nA Ã ΓdVA par les formules :
(V1, . . . , Vn) 7→
⊕n
i=1 Vi
f ∈ HomΓdV×nA
(V ,W ) 7→ Γdpin(f) ∈ HomΓdVA(Πn(V ),Πn(W )) .
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Proposition 1.4.18. Les paires (Dn,Πn) et (Πn, Dn) sont des paires d'adjoints, ie. on
a des isomorphismes :
HomΓdVA(Πn(V ),W ) ≃ HomΓdV×nA
(V ,Dn(W )) ,
HomΓdVA(W,Πn(V )) ≃ HomΓdV×nA
(Dn(W ), V ) .
Démonstration. Le premier isomorphisme s'obtient de la manière suivante :
HomΓdVA(Πn(V ),W ) = Γ
dHomA(
n⊕
i=1
Vi,W ) ≃ Γ
d
(
n∏
i=1
HomA(Vi,W )
)
= HomΓdV×nA
(V , (W, . . . ,W )) = HomΓdV×nA
(V ,Dn(W )) .
La démonstration du deuxième isomorphisme est similaire.
Les foncteurs Dn et Πn forment des paires d'adjoints donc [14, lemme 1.3 p. 10]
la précomposition par ces foncteurs induit des paires de foncteurs adjoints − ◦ Dn :
Pd,A(n)Ã Pd,A(1) et − ◦Πn : Pd,A(1)Ã Pd,A(n).
Lemme 1.4.19. Soit P un projectif de Pd,A(n) et P ′ un projectif de Pd,A(1). Alors
P ◦Dn est un projectif de Pd,A(1) et P ′ ◦Πn est un projectif de Pd,A(n).
Démonstration. Les deux assertions se démontrent de manière similaire, nous démon-
trons la première. Comme tout projectif est facteur direct d'un projectif de la forme
P d1,...,dnV (cf. notation 1.4.1) et que le foncteur − ◦Dn est additif, il suﬃt de démontrer
l'assertion pour un projectif de cette forme. Soit V = (V1, . . . , Vn) un n-uplet de modules
projectifs de type ﬁni. On a
P d1,...,dnV ◦Dn =
n⊗
i=1
P diVi .
Comme le produit tensoriel de projectifs est projectif d'après la proposition 1.4.15, ceci
démontre l'assertion.
Lorsqu'une paire d'adjoints possède en plus une propriété de préservation des projec-
tifs, comme c'est la cas avec les foncteurs −◦Dn et −◦Πn, l'isomorphisme d'adjonction
au niveau des Hom se prolonge au niveau des Ext∗. Nous énonçons ce fait dans la
proposition suivante.
Proposition 1.4.20. [15, p. 672] Soit F ∈ Pd,A et G ∈ Pd,A(n). On a des isomor-
phismes, naturels en F , G :
Ext∗Pd,A(n)(F ◦Πn, G) ≃ Ext
∗
Pd,A
(F,G ◦Dn)
Ext∗Pd,A(n)(G,F ◦Πn) ≃ Ext
∗
Pd,A
(G ◦Dn, F ) .
Démonstration. La démonstration de [14, lemme 1.4 p. 10], passe sans encombre du cas
des catégories abéliennes au cas des catégories exactes.
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Corollaire 1.4.21. Soient A un anneau commutatif et F , G, H des foncteurs polyno-
miaux homogènes de degrés respectifs f , g, h sur A. Alors
Ext∗PA(F,G⊗H) = Ext
∗
PA(2)
(F (g,h), G⊠H)
où F (g,h) désigne la composante homogène de degré (g, h) de F ◦Π2.
1.4.7 Foncteurs exponentiels
Déﬁnition 1.4.22. [15, p. 670] On appelle foncteur exponentiel une famille (Eℓ)ℓ∈N de
foncteurs polynomiaux de PA, munie d'isomorphismes naturels :
E0(V ) ≃ A , En(V ⊕W ) ≃
n⊕
m=0
Em(V )⊗ En−m(W ) .
Exemple 1.4.23. Les familles (Sℓ)ℓ∈N, (Λℓ)ℓ∈N, (Γℓ)ℓ∈N des puissances symétriques, exté-
rieures et divisées forment des foncteurs exponentiels.
Exemple 1.4.24. Sur un anneau de caractéristique p première, le quotient de l'algèbre
symétrique S∗ par l'idéal des puissances p-èmes est noté L∗. Lorsque p = 2 on a L∗ ≃ Λ∗.
La famille (Lℓ)ℓ∈N forme un foncteur exponentiel.
Déﬁnition 1.4.25. Soit µ = (µ1, . . . , µn) un n-uplet d'entiers et (Eℓ)ℓ∈N un foncteur
exponentiel. On note Eµ le foncteur :
Eµ = Eµ1 ⊗ · · · ⊗Eµn .
Si E∗ = S∗ (resp. Λ∗, resp. Γ∗), on appelle tenseurs symétriques (resp. alternés, resp.
divisés) les foncteurs de la forme Eµ.
En utilisant l'adjonction entre les foncteurs somme et diagonale (proposition 1.4.20)
et le théorème de Künneth (proposition 1.4.16), on obtient :
Proposition 1.4.26. [15, cor. 1.8] Soit A un anneau commutatif, γ = (γ1, . . . , γk) et
ν = (ν1, . . . , νl) des uplets de poids d et E∗, F ∗ des familles de foncteurs exponentiels
tels que pour tout n Ext∗PA(E
n, Fn) est un A-module plat. On a un isomorphisme :
Ext∗PA(E
γ , F ν) ≃
⊕
(µi,j)1≤i≤l, 1≤j≤l
∀i µi,1 + · · ·+ µi,l = γi
∀j µ1,j + · · ·+ µk,j = νj
⊗
s = 1, ..., k
t = 1, ..., l
Ext∗PA(E
µs,t , Fµs,t) .
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Démonstration. L'isomorphisme est donné par la chaîne d'isomorphismes :⊕
(µi,j)1≤i≤l, 1≤j≤l
⊗
s=1..k
⊗
t=1..l
Ext∗(Eµs,t , Fµs,t)
(1)
≃
⊕
(µi,j)1≤i≤l, 1≤j≤l
⊗
s=1..k
Ext∗(⊠tE
µs,t ,⊠tF
µs,t) (cf. prop. 1.4.16)
(2)
≃
⊕
(µi,j)1≤i≤l, 1≤j≤l
⊗
s=1..k
Ext∗(Eγs ◦Πl,⊠tF
µs,t)
(3)
≃
⊕
(µi,j)1≤i≤l, 1≤j≤l
⊗
s=1..k
Ext∗(Eγs ,⊗tFµs,t) (cf. prop. 1.4.20)
(4)
≃
⊕
(µi,j)1≤i≤l, 1≤j≤l
Ext∗(⊠sE
γs ,⊠s⊗tFµs,t) (cf. prop. 1.4.16)
(5)
≃
⊕
(µi,j)1≤i≤l, 1≤j≤l
Ext∗(⊠sE
γs ,⊗t⊠sFµs,t)
(6)
≃ Ext∗(⊠sE
γs ,
⊕
(µi,j)1≤i≤l, 1≤j≤l
⊗t⊠sFµs,t)
(7)
≃ Ext∗(⊠sE
γs ,⊗tF νt ◦Πk)
(8)
≃ Ext∗(⊗sEγs ,⊗tF νt) (cf. prop. 1.4.20)
Proposition 1.4.27. [9, p. 779] Soient γ, ν des n-uplets d'entiers. Tout morphisme de
Sλ → Sµ se décompose comme une somme de morphismes obtenus en composant des
comultiplications, des permutations et des multiplications entre tenseurs symétriques.
Démonstration. D'après la proposition précédente, on a :
Hom(Sγ , Sν) ≃
⊕
(µi,j)1≤i≤l, 1≤j≤l
∀i µi,1 + · · ·+ µi,l = γi
∀j µ1,j + · · ·+ µk,j = νj
⊗
s = 1..k
t = 1..l
Hom(Sµs,t , Sµs,t) (∗)
Comme Hom(Sµs,t , Sµs,t) est un A-module libre de rang 1 engendré par le mor-
phisme identité, il nous suﬃt de vériﬁer que l'isomorphisme (∗) envoie ⊗s,tId ∈⊗
s,tHom(S
µs,t , Sµs,t) sur la composée :
k⊗
s=1
Sγs
⊗∆s−−−→
k⊗
s=1
l⊗
t=1
Sµs,t
≃
−→
l⊗
t=1
k⊗
s=1
Sµs,t
⊗mt−−−→
l⊗
t=1
Sνt .
Ceci se fait en suivant explicitement les isomorphismes de la démonstration de la pro-
position 1.4.26.
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1.5 Changement de base
Dans cette partie, on ﬁxe d1, . . . , dn des entiers positifs, A un anneau commutatif et
A′ une A-algèbre commutative. Pour plus de concision, on note Γ (resp. Γ′) la catégorie
Γd1,...,dnVA (resp. Γd1,...,dnVA′) déﬁnie au paragraphe 1.3. Ainsi, Γ désigne la catégorie
A-linéaire dont les objets sont les n-uplets V = (V1, . . . , Vn) de A-modules projectifs de
type ﬁni, et dont les ensembles de morphismes sont donnés par la formule :
HomΓd1,...,dnV×nA
(V ,W ) = Γd1HomA(V1,W1)⊗ · · · ⊗ Γ
dnHomA(Vn,Wn) .
Déﬁnition du foncteur de changement de base
Si V = (V1, . . . , Vn) est un n-uplet de A-modules projectifs, on note V ⊗ A′ le n-
uplet contenant le A′-module projectif Vi ⊗A A′ en i-ème position. Les morphismes des
catégories Γ et Γ′ sont reliés par la formule :
HomΓ(V ,W )⊗A A
′ ≃ HomΓ′(V ⊗A
′,W ⊗A′)
Pour tout V ′ ∈ Γ′, on introduit la catégorie (−⊗A′ ↓ V ′) dont les objets sont les paires
(V , f) où V est un objet de Γ et f : V ⊗ A′ → V ′ un morphisme de Γ′, et dont les
morphismes (V , f) → (V ′, f ′) sont les morphismes φ : V → V ′ tels que le diagramme
commute :
V ⊗A′
φ⊗A′
//
##F
FF
FF
FF
FF
W ⊗A′
{{ww
ww
ww
ww
w
V ′ .
On note Q : (−⊗A′ ↓ V ′)Ã Γ le foncteur de projection qui à une paire (V , f) associe V ,
et T ⊗A′ : ΓÃMod(A′) le foncteur qui à V associe T (V )⊗A′. Soit T ∈ Pd1,...,dn,A(n)
un n-foncteur polynomial sur A. On déﬁnit le n-foncteur TA′ par la formule :
TA′(V
′) := lim
−→
[
(−⊗A′ ↓ V ′)
Q
−→ Γ
T⊗A′
−−−→Mod(A′)
]
.
En d'autres termes, TA′ est l'extension de Kan à gauche [31, chap X.3] de T ⊗A′ le long
du foncteur ΓÃ Γ′ qui à V associe V ⊗A.
Lemme 1.5.1. Si V est un n-uplet de A-modules projectifs de type ﬁni, on a TA′(V ⊗
A′) = T (V ) ⊗ A′. De plus, le foncteur TA′ est à valeurs dans les A′-modules projectifs
de type ﬁni.
Démonstration. La première assertion résulte du fait que (V , IdV⊗A′) est un objet ﬁnal
dans la catégorie (− ⊗ A′ ↓ V ′). Pour la deuxième assertion, si V ′ ∈ Γ′ alors V ′ est
un facteur direct dans un n-uplet (A′a1 , . . . , A′an). Par fonctorialité, TA′(V ′) est facteur
direct du A′-module projectif T (Aa1 , . . . , Aan) ⊗ A′. Ainsi, TA′(V ′) est un A′-module
projectif.
L'association T 7→ TA′ déﬁnit un foncteur de changement de base de Pd1,...,dn,A(n)
vers Pd1,...,dn,A′(n), additif et A-linéaire.
43
Propriétés du changement de base
Lemme 1.5.2. Le foncteur de changement de base est exact.
Démonstration. Prenons 0→ R→ S → T → 0 une suite exacte courte admissible dans
Pd1,...,dn,A(n), et considérons la suite obtenue par changement de base
0→ RA′ → SA′ → TA′ → 0 (∗)
Si V ∈ Γ, l'évaluation de cette suite sur V ⊗A′ ∈ Γ′ est isomorphe à
0→ R(V )⊗A A
′ → S(V )⊗A A
′ → T (V )⊗A A
′ → 0 (∗∗)
La suite exacte 0→ R(V )→ S(V )→ T (V )→ 0 est scindée car T (V ) est projectif. La
suite (∗∗) est donc exacte. Si V ′ est un objet de Γ′, alors V ′ est facteur direct dans un
V ⊗ A′, où V ∈ Γ. L'évaluation de la suite (∗) sur V ′ est donc facteur direct dans une
suite exacte, donc exacte.
Lemme 1.5.3. Soient V un n-uplet de A-modules projectifs de type ﬁni et P d1,...,dnV le
projectif associé (cf. notation 1.4.1). On a :(
P d1,...,dnV
)
A′
= P d1,...,dnV⊗A′ .
Démonstration. Par construction du changement de base et en utilisant la propriété uni-
verselle de la limite, on obtient une transformation naturelle PV⊗A′ →
(
PV
)
A′
. D'après
le lemme 1.5.1, l'évaluation de cette transformation naturelle sur les objets de Γ⊗A′ est
un isomorphisme. Si W ′ ∈ Γ′ alors W ′ est facteur direct dans un certain W ⊗ A′ ∈ Γ′.
On a donc un diagramme commutatif :
PV⊗A′(W ⊗A
′) ≃ //
²²²²
(
PV
)
A′
(W ⊗A′)
²²²²
PV⊗A′(W
′) //
(
PV
)
A′
(W ′)
Et par conséquent, l'évaluation de la transformation naturelle PV⊗A′ →
(
PV
)
A′
sur W ′
est surjective. De même, elle est injective.
Théorème 1.5.4. Soit A′ une A-algèbre commutative. Le foncteur de changement de
base Pd1,...,dn,A(n)Ã Pd1,...,dn,A′(n) est exact et préserve les projectifs. De plus, on a un
morphisme canonique A′-linéaire :
φ : Ext∗Pd1,...,dn,A(n)
(S, T )⊗A A
′ → Ext∗Pd1,...,dn,A′ (n)
(SA′ , TA′)
qui est un isomorphisme si A′ est A-plat. Enﬁn, si A est de Dedekind, alors pour tout
i ≥ 0 ce morphisme s'inscrit dans une suite exacte courte de A′-modules (qui scinde non
naturellement) :
0→ ExtiPd1,...,dn,A(n)
(S, T )⊗A A
′ φ−→ExtiPd1,...,dn,A′ (n)
(SA′ , TA′)
→TorA(Exti+1Pd1,...,dn,A(n)
(S, T ), A′)→ 0
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Démonstration. L'exactitude provient du lemme 1.5.2. La conservation des projectifs
provient du lemme 1.5.3.
Si S = P d1,...,dnV , on a un isomorphisme A′-linéaire (naturel en les deux variables)
entre HomPd1,.,dn,A′ (n)(P
d1,.,dn
V A′
, TA′) et HomPd1,...,dn,A′ (n)(P
d1,...,dn
V , T ) ⊗A A
′, donné par
la composée des isomorphismes A′-linéaires :
HomPd1,.,dn,A′ (n)
((P d1,.,dnV )A′ , TA′) ≃ HomPd1,.,dn,A′ (n)
(P d1,.,dnV A′
, TA′)
≃ TA′(V A′) ≃ T (V )⊗A A
′ ≃ HomPd1,...,dn,A′ (n)
(P d1,...,dnV , T )⊗A A
′ ,
où le premier isomorphisme est donné par le lemme 1.5.3, le second par le lemme de
Yoneda Pd1,.,dn,A′(n), le troisième par le lemme 1.5.1 et le dernier par le lemme de
Yoneda dans Pd1,.,dn,A(n).
Si P• est une résolution projective de S, on a donc un isomorphisme de complexes :
HomPd1,.,dn,A′ (n)
(PA′ •, TA′) ≃ HomPd1,.,dn,A(n)(P•, T )⊗A A
′ .
L'homologie du complexe de gauche est égale à Ext∗Pd1,.,dn,A′ (n)(SA′ , TA′). Si A
′ est A-
plat, l'homologie du membre de droite vaut Ext∗Pd1,...,dn,A(n)(S, T ) ⊗A A
′. Si A est un
anneau de Dedekind et A′ est un anneau quelconque, on peut appliquer le théorème des
coeﬃcients universels [7, Chap X, 4, cor. 1 du Th. 3]. On a donc une suite exacte courte
(attention aux exposants qui sont diﬀérents car nous travaillons sur des complexes de
cochaînes) :
0→ H i(HomPd1,.,dn,A(n)(P•, T ))⊗A A
′ → H i(HomPd1,.,dn,A(n)(P•, T )⊗A A
′)
→ TorA(H i+1(HomPd1,.,dn,A(n)(P•, T ), A
′)→ 0 .
D'où le résultat.
Remarque 1.5.5. Notre théorème de changement de base est l'analogue à plusieurs va-
riables des énoncés [40, prop 2.6, cor 2.7]. Toutefois, il faut faire attention au fait que
l'énoncé de changement de base dans [40, prop 2.6] comporte une erreur (sans inci-
dence sur les autres résultats de l'article). En eﬀet, le morphisme Hom(S, T ) ⊗A A′ →
Hom(SA′ , TA′) n'est pas toujours un isomorphisme. Par exemple, on a :
HomPZ(S
2,Λ2) = 0 , HomPF2 (S
2,Λ2) = F2 .
En eﬀet, sur Z aussi bien qu'en caractéristique 2, Hom(S2,⊗2) et Hom(S2, S2) sont de
dimension 1, avec pour bases respectives la comultiplication et l'identité. La suite exacte
longue induite par la suite de Koszul Λ2 → ⊗2 → S2 est donc de la forme :
Hom(S2,Λ2) →֒ Hom(S2,⊗2)
×2
−−→ Hom(S2, S2)։ Ext1(S2,Λ2) .
En caractéristique 2, l'application − × 2 est nulle. On a donc HomPF2 (S
2,Λ2) =
Ext1F2(S
2,Λ2) = F2, alors qu'en caractéristique nulle − × 2 est injective donc
HomPZ(S
2,Λ2) est nul.
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Corollaire 1.5.6. Soit F,G des n-foncteurs polynomiaux sur Z, tels que Ext1PZ(F,G) =
0. Le rang du A-module libre HomPA(FA, GA) est indépendant de l'anneau A considéré.
Démonstration. Soit P un projectif et P ։ F un épimorphisme admissible. Le Z-
module HomPZ(P,G) est libre de type ﬁni d'après le lemme de Yoneda. Le Z-module
HomPZ(F,G) est un sous-module de ce module, donc lui aussi libre de rang r ﬁni. D'après
le théorème 1.5.4, HomPA(FA, GA) est donc un A-module libre de rang r.
1.6 Twist de Frobenius
Dans ce paragraphe, A désigne un anneau commutatif de caractéristique p première.
1.6.1 Twist de Frobenius d'un A-module
Le morphisme de Frobenius φ : A→ A, x 7→ xp est un morphisme d'anneau. Notons
Aφ le A-bimodule qui coïncide avec A en tant que A-module à gauche, et dont la multi-
plication à droite par un scalaire λ étant donnée par a ·λ := aφ(λ). Si V est un A-module
(à gauche), on déﬁnit le A-module (à gauche)  twisté  V (1) comme le produit tensoriel
du A-module à gauche V par le bimodule Aφ [30, p. 143] :
V (1) := Aφ ⊗ V .
Le twist de Frobenius −(1) = Aφ⊗− est un foncteur additif exact à droite de la catégorie
des A-modules dans la catégorie des A-modules. Si A = K est un corps, toutes les suites
exactes de K-modules se scindent . En raison de son caractère additif, le twist de Fro-
benius devient alors un foncteur exact de la catégorie des K-modules dans la catégorie
des K-modules.
Si v ∈ V on note v(1) l'élément 1 ⊗ v ∈ V (1). Ainsi V (1) est le A-module engendré
par l'ensemble {v(1) , v ∈ V }, quotienté par les relations :
(λv)(1) = λpv(1) , v(1) + w(1) = (v + w)(1) .
Nous donnons quelques propriétés élémentaires du twist de Frobenius, cf. [40, p. 706] :
(i) Si V est un A-module libre de base (v1, . . . , vn) alors V (1) est un A-module libre
de base (v(1)1 , . . . , v
(1)
n ).
(ii) L'application (V ⊗A W )(1) → V (1) ⊗A W (1), (v ⊗ w)(1) 7→ v(1) ⊗ w(1) est un
isomorphisme, naturel en V,W .
(iii) Soit V un A-module projectif de type ﬁni. L'application (V ∨)(1) → (V (1))∨ qui
à λ⊗ f associe le morphisme :
V (1) → A
µ⊗ v 7→ λµ(f(v))p
est un isomorphisme, naturel en V .
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(iv) Soient V,W des A-modules projectifs de type ﬁni. L'application
HomA(V,W )(1) → HomA(V (1),W (1)) qui à λ ⊗ f associe λIdAφ ⊗ f est un
isomorphisme, naturel en V , W .
Enﬁn, le twist de Frobenius est intimement lié à l'algèbre symétrique. En eﬀet, soit
V un A-module projectif. L'application
Sn(V (1)) → Snp(V )
(v
(1)
1 . . . v
(1)
n ) 7→ (v
p
1 . . . v
p
n)
déﬁnit un morphisme A-linéaire injectif, naturel en V . Dualement on obtient un épimor-
phisme A-linéaire Γnp(V )→ Γn(V (1)).
Lemme 1.6.1. Pour tout A-module projectif de type ﬁni V , on a des suites exactes,
naturelles en V :
0→ Sn(V (1))→ Snp(V )
∆
−→ Snp−1(V )⊗ V ,
Γnp−1(V )⊗ V
m
−→ Γnp(V )→ Γn(V (1))→ 0 ,
dans lesquelles m (resp. ∆) désigne la multiplication de Γ∗ (resp. la comultiplication de
S∗).
Démonstration. La première suite correspond au début du complexe de De Rham en
caractéristique p [14, Lemme 1.2, p. 8]. Elle est donc exacte. L'exactitude de la deuxième
suite s'obtient à partir de la première par dualité.
1.6.2 Twist de Frobenius et foncteurs polynomiaux
Déﬁnition 1.6.2. Soit A un anneau de caractéristique p première. Le twist de Frobenius
est le foncteur polynomial I(1) de degré p qui associe à un A-module projectif de type
ﬁni V ∈ ΓpVA le A-module projectif de type ﬁni V (1) ∈ VA, et dont l'action sur les
morphismes de HomΓpVA(V,W ) est donnée par la composée :
HomΓpVA(V,W ) = Γ
pHomA(V,W )→ HomA(V,W )
(1) ≃ HomA(V
(1),W (1)) .
Déﬁnition 1.6.3. Soient d1, . . . , dn des entiers positifs et F ∈ Pd1,...,dn,A un n-foncteur
polynomial sur un anneau A de caractéristique p première. On note F (1) le n-foncteur
polynomial homogène de degré (pd1, . . . , pdn) obtenu en précomposant F par le twist
de Frobenius sur chacune de ses variables :
F (1) := F (I(1), . . . , I(1)) .
Plus généralement, si r ≥ 1 est un entier, on note F (r) le foncteur :
F (r) := F (r−1)(I(1), . . . , I(1)) = F (I(r), . . . , I(r)) .
Nous démontrons maintenant des propriétés cohomologiques du twist de Frobenius,
qui nous seront utiles au chapitre 2.
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Proposition 1.6.4. Soient A un anneau de caractéristique p première, r un entier
positif et F,G,H ∈ PA des foncteurs polynomiaux homogènes de degrés respectifs f, g, h.
Si l'un des entiers g ou h n'est pas multiple de pr alors on a :
Ext∗PA(F
(r), G⊗H) = 0 .
Démonstration. D'après le corollaire 1.4.21 on a un isomorphisme Ext∗PA(F
(r), G⊗H) =
Ext∗PA(2)(F
(r)(g,h), G⊠H) , où F (r)(g,h) désigne la composante homogène de degré (g, h)
de F (r) ◦ Π2. Mais comme I(r) est un foncteur de degré pr qui commute aux sommes
directes, cette composante homogène est nulle lorsque g et h ne sont pas tous les deux
multiples de pr.
Corollaire 1.6.5. Soit F un foncteur polynomial, µ un uplet et r et k des entiers
supérieurs ou égaux à 1. L'inclusion Sµ(r) →֒ Sprµ induit un isomorphisme :
HomPA(F
(r), Sµ(r)(I⊕k))
≃
−→ HomPA(F
(r), Sp
rµ(I⊕k)) .
Dualement, la surjection Γprµ ։ Γµ(r) induit un isomorphisme :
HomPA(Γ
µ(r)(I⊕k), F (r))
≃
−→ HomPA(Γ
prµ(I⊕k), F (r)) .
Démonstration. Le deuxième isomorphisme s'obtient à partir du premier par dualité de
Kuhn. Démontrons le premier isomorphisme. Il nous suﬃt de démontrer que pour tout
entier r ≥ 0 et pour tout ℓ-uplet µ = (µ1, . . . , µℓ), l'inclusion Sµ(r) →֒ Spµ(r−1) induit
un isomorphisme :
HomPA(F
(r), Sµ(r)(I⊕k))
≃
−→ HomPA(F
(r), Spµ(r−1)(I⊕k)) .
Pour cela, nous utilisons la suite exacte
0→ Sµ(r) → Spµ(r−1) →
ℓ⊕
i=0
Spµ1(r−1) ⊗ · · · ⊗
(
S(p−1)µi(r−1) ⊗ Ir−1
)
⊗ · · · ⊗ Spµℓ(r−1)
obtenue en prenant un produit tensoriel de suites exactes données par le lemme 1.6.1.
D'après la proposition 1.6.4 précédente l'image du terme de droite par le foncteur
HomPA(F
(r),−) est nulle. Le résultat découle alors de l'exactitude à gauche de ce fonc-
teur.
Corollaire 1.6.6. Soient A un anneau de caractéristique p première, et d, r des entiers
positifs. Le A-module HomPprd,A(Γd(r), Sd(r)) est libre de rang un, et de base le morphisme
composé :
f : Γd(r)
∆(r)
−−−→ ⊗d(r)
m(r)
−−−→ Sd(r) .
Démonstration. D'après le corollaire précédent, on a un isomorphisme
HomPprd,A(Γ
d(r), Sd(r)) ≃ HomPprd,A(Γ
prd, Sd(r)). Le lemme de Yoneda donne un
isomorphisme : HomPprd,A(Γp
rd, Sd(r)) ≃ Sd(r)(A). Le A-module HomPprd,A(Γd(r), Sd(r))
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est donc libre de rang un. Soit b une base de ce module. Il existe λ ∈ A tel que λb = f .
Nous ne nous reste plus qu'à démontrer que λ est inversible. Soit V un A module libre
de rang n et (v(r)1 , . . . , v
(r)
n ) une base de V (r). On dispose alors d'une base de Γd(V (r))
contenant le vecteur v(r)⊗d1 et d'une base de Sd(V (r)) contenant le vecteur (v
(r)
1 . . . v
(r)
1 ).
Soit µ ∈ A la composante selon (v(r)1 . . . v
(r)
1 ) du vecteur b(v
(r)⊗d
1 ). Comme f envoie
v
(r)⊗d
1 sur (v
(r)
1 . . . v
(r)
1 ) on a λµ = 1.
Proposition 1.6.7. Soient d1, . . . , dn des entiers positifs, A un anneau de caractéris-
tique p première et F,G ∈ Pd1,...,dn,A deux n-foncteurs polynomiaux. La précomposition
par le twist de Frobenius induit un isomorphisme, naturel en F,G :
HomPd1,...,dn,A(F,G)
≃
−→ HomPpd1,...,pdn,A(F
(1), G(1)) .
Démonstration. En utilisant l'exactitude à gauche en chacune des deux variables des
bifoncteurs :
F,GÃ HomPd1,...,dn,A(F,G) et F,GÃ HomPpd1,...,pdn,A(F
(1), G(1)) ,
on se ramène au cas où F est un projectif et G est un injectif. Il nous suﬃt donc de mon-
trer que si λ1, . . . , λn et µ1, . . . , µn sont des uplets de poids d1, . . . , dn, la précomposition
par le twist de Frobenius induit un isomorphisme :
HomPd1,...,dn,A(Γ
λ1
⊠ · · ·⊠ Γλ
n
, Sµ
1
⊠ · · ·⊠ Sµ
n
)
≃
−→ HomPpd1,...,pdn,A(Γ
λ1(1)
⊠ · · ·⊠ Γλ
n(1), Sµ
1(1)
⊠ · · ·⊠ Sµ
n(1)) .
D'après le théorème de Künneth 1.4.16, il nous suﬃt donc de démontrer que pour tout
entier d et toute paire λ, µ de uplets de poids d la précomposition par le twist de
Frobenius induit un isomorphisme :
HomPd,A(Γ
λ, Sµ)
≃
−→ HomPpd,A(Γ
λ(1), Sµ(1)) .
En appliquant la proposition 1.4.26 aux foncteurs exponentiels Γ∗, S∗,Γ∗(1) et S∗(1), on
obtient un diagramme commutatif dans lequel les morphismes verticaux sont induits par
la précomposition par le twist de Frobenius :
HomPd,A(Γ
λ, Sµ)
≃ //
²²
⊕
νs,t
⊗
s,tHomPνs,t,A(Γ
νs,t , Sνs,t)
²²
HomPpd,A(Γ
λ(1), Sµ(1))
≃ //
⊕
νs,t
⊗
s,tHomPνs,t,A(Γ
νs,t(1), Sνs,t(1)) .
Pour démontrer la proposition, il ne nous reste donc qu'à vériﬁer que pour tout entier
positif d, la précomposition par le twist de Frobenius induit un isomorphisme
HomPd,A(Γ
d, Sd)
≃
−→ HomPpd,A(Γ
d(1), Sd(1)) .
Ce isomorphisme résulte du corollaire 1.6.6.
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Chapitre 2
Extensions entre foncteurs à une
variable
Soit A un anneau de caractéristique p première. Les représentations rationnelles
twistées du groupe linéaire apparaissent naturellement dans un certain nombre de pro-
blèmes cohomologiques [18, 10, 43]. Les groupes d'extensions entre foncteurs polyno-
miaux twistés apportent des informations sur de telles représentations (cf. [18, cor. 3.13]
ou corollaire 4.2.12 du chapitre 4). Les calculs d'extensions entre foncteurs polynomiaux
twistés à une variable ont donc logiquement déjà été l'objet de beaucoup d'attention
[18, 15, 9, 17].
Dans ce chapitre, Nous présentons une nouvelle approche des calculs d'extensions
entre foncteurs polynomiaux twistés. Cette nouvelle approche repose sur les résolutions
injectives explicites des tenseurs symétriques twistés construites par Troesch [42]. Nous
rappelons ces résolutions dans le paragraphe 2.1.
Puis nous constatons (lemme 2.2.4) que les groupes d'extensions Ext∗PA(F
(r), Sµ(r))
sont formels, c'est-à-dire qu'ils se calculent comme l'homologie d'un complexe de co-
chaînes dont la diﬀérentielle est nulle. En conséquence, le twist de Frobenius est  trans-
parent  pour les paires de foncteurs F, Sµ. Par  transparent  , nous signiﬁons
que le twist de Frobenius n'a quasiment aucun eﬀet sur les groupes d'extensions :
le A-module Ext∗PA(F
(r), Sµ(r)) est à une graduation près, isomorphe au A-module
HomPA(F, S
µ(I⊕p
r
)). Cette notion de transparence sera développée dans le cadre plus
général des bifoncteurs au chapitre 5 (cf. déﬁnition 5.1.10).
Enﬁn, dans le paragraphe 2.3, nous utilisons ce phénomène de transparence pour
redémontrer de manière eﬃcace un certain nombre de calculs déjà connus [18, 15, 9,
17]. Certains de ces calculs (notamment le théorème 2.3.4) nous seront utiles dans les
chapitres 4 et 5.
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2.1 Résolutions injectives des twists de puissances symé-
triques
Dans ce paragraphe, nous rappelons les résultats obtenus par Troesch dans [42].
Il y produit des résolutions injectives explicites des puissances symétriques twistées.
Ces résolutions généralisent à un anneau de caractéristique p première les complexes
symétriques connus auparavant [16, 18] en caractéristique p = 2.
Rappels sur les p-complexes
Soit A une catégorie abélienne, Fp-linéaire, munie d'un produit monoïdal ⊗. Par
exemple, A est la catégorie P des foncteurs polynomiaux sur un corps de caractéristique
p, munie du produit tensoriel usuel.
Déﬁnition 2.1.1. Un p-complexe (positif) de A est un objet gradué de A
C• =
⊕
n∈N
Cn
muni d'une p-diﬀérentielle, c'est-à-dire d'un morphisme d de degré 1 tel que dp = 0.
Pour tout entier s compris entre 1 et p − 1 on peut associer au p-complexe C• un
complexe C•[s] avec comme diﬀérentielle une alternance des morphismes ds et dp−s :
C•[s] : C
0 d
s
−→ Cs
dp−s
−−−→ Cp
ds
−→ Cp+s
ds
−→ C2p → . . .
Déﬁnition 2.1.2. On dit qu'un p-complexe C• est une p-résolution de F si pour tout
s ∈ [1, p− 1] le complexe C•[s] est une résolution de F . Un p-complexe est dit p-acyclique
si c'est une p-résolution de 0.
Si on munit le produit tensoriel de deux p-complexes C• et D• de la diﬀérentielle
dC ⊗ 1 + 1⊗ dD (sans signe), on obtient à nouveau un p-complexe.
Proposition 2.1.3. [42, Th 2.3.1] Soit C• une p-résolution de F et D• une p-résolution
de G. Alors le produit tensoriel (C ⊗ D)• est une p-résolution de F ⊗G.
Résolutions des puissances symétriques twistées
Nous énonçons maintenant le résultat dû à Troesch :
Théorème 2.1.4. Soit A un anneau commutatif de caractéristique p. On peut munir le
foncteur polynomial
Sn(I⊕p
r
) ≃
⊕
i0+···+ipr−1=n
Si0 ⊗ · · · ⊗ Sipr−1
d'une p-diﬀérentielle d vériﬁant les propriétés suivantes.
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(1) Le degré cohomologique d'un élément de Si0 ⊗ · · · ⊗ Sipr−1 est
0.i0 + 1.i1 + · · ·+ (p
r − 1)ipr−1
et la p-diﬀérentielle augmente le degré cohomologique de pr−1.
(2) Si n est multiple de pr alors
(
Sn(I⊕p
r
), d
)
est une p-résolution de Sn/pr(r). Sinon(
Sn(I⊕p
r
), d
)
est p-acyclique.
Démonstration. Le résultat est vrai si A = Fp est un corps premier d'après [42, Th 2].
Le foncteur de changement de base PFp Ã PA est exact (théorème 1.5.4), et de plus il
transforme les tenseurs symétriques sur Fp en tenseurs symétriques sur A. Le théorème
précédent est donc valable sur tout anneau A de caractéristique p.
Le p-complexe
(
Sn(I⊕p
r
), d
)
est noté (B•n(r), d) dans [42]. Sa diﬀérentielle est de
degré cohomologique pr−1, et (B•n(r), d) est la somme directe des pr−1 sous-p-complexes
(Bi+p
r−1•
n (r), d) déﬁnis de la façon suivante. Pour i ∈ [0, pr−1 − 1], Bi+p
r−1•
n (r) est le
sous-p-complexe formé des éléments de degrés cohomologiques congrus à i modulo pr−1 :
0→ Bi(r)
d
−→ Bi+p
r−1
(r)
d
−→ Bi+2p
r−1
(r)→ . . . .
La propriété (2) du théorème signiﬁe précisément (cf. [42, Th. 4.3.2]) :
 Si i 6= 0, les p-complexes (Bi+p
r−1•
n (r), d) sont p-acycliques.
 Si i = 0, il y a deux cas. Si pr divise n, le p-complexe (Bp
r−1•
n (r), d) est une
p-résolution de Sn/pr(r). Sinon, (Bp
r−1•
n (r), d) est p-acyclique.
Déﬁnition 2.1.5. Soit µ = (µ1, . . . , µk) un k-uplet d'entiers positifs. Le produit ten-
soriel des p-complexes
(
Sp
rµi(I⊕p
r
), d
)
forme une p-résolution de Sµ(r) que l'on note
B•µ(r).
Déﬁnition 2.1.6. Soit µ = (µ1, . . . , µk) un k-uplet d'entiers positifs. On appelle résolu-
tion de Troesch de Sµ(r), la résolution I•µ(r) associée à la p-résolution B•µ(r) pour l'entier
s = 1 :
I•µ(r) :=
(
B•µ(r)
)
[1]
.
Exemple 2.1.7. Soit K un corps de caractéristique p = 3. La p-résolution B•(1)(1) de I(1)
est de la forme :
S(3,0,0)
d
−→ S(2,1,0)
d
−→
S(2,0,1)
⊕
S(1,2,0)
d
−→
S(1,1,1)
⊕
S(0,3,0)
d
−→
S(1,0,2)
⊕
S(0,2,1)
d
−→ S(0,1,2)
d
−→ S(0,0,3) .
La résolution de Troesch de I(1) est donc :
I•(1)(1) : S
(3,0,0) d−→ S(2,1,0)
d2
−→
S(1,1,1)
⊕
S(0,3,0)
d
−→
S(1,0,2)
⊕
S(0,2,1)
d2
−→ S(0,0,3) .
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2.2 Transparence du twist de Frobenius
Déﬁnition 2.2.1. Soit M = [mi,j ] une matrice à coeﬃcients entiers positifs, avec k
lignes (numérotées de 1 à k) et pr colonnes (numérotées de 0 à pr − 1). On déﬁnit le
foncteur polynomial gradué SM comme le foncteur concentré en degré cohomologique
pr−1∑
j=0
j
(
k∑
i=1
mi,j
)
et égal à
SM := (Sm1,0 ⊗ · · · ⊗ Sm1,pr−1)⊗ · · · ⊗ (Smk,0 ⊗ · · · ⊗ Smk,pr−1) .
Lemme 2.2.2. Soit µ = (µ1, . . . , µk) un k-uplet d'entiers positifs. On a un isomor-
phisme de foncteurs gradués par le degré cohomologique :
B∗µ(r) ≃
⊕
M
SM ,
la somme de droite étant étendue à toutes les matrices [mi,j ] à coeﬃcients positifs à k
lignes et pr colonnes qui vériﬁent pour tout 1 ≤ i ≤ k l'égalité
∑pr−1
j=0 mi,j = µi.
Démonstration. Par déﬁnition du foncteur polynomial gradué B∗µ(r) on a des isomor-
phismes de foncteurs gradués
B∗µ(r) =
k⊗
i=1
B∗µi(r) ≃
k⊗
i=1
 ⊕
mi,0+···+mi,pr−1=µi
Smi,0 ⊗ · · · ⊗ Smi,pr−1

≃
⊕
m1,0 + · · ·+m1,pr−1 = µ1
. . .
mk,0 + · · ·+mk,pr−1 = µk
k⊗
i=1
(Smi,0 ⊗ · · · ⊗ Smi,pr−1) ,
où le degré cohomologique d'un facteur Smi,j est égal à jmi,j . La dernière somme est
précisément égale, en tant que foncteur gradué, à la somme des SM de l'énoncé.
En appliquant le foncteur HomPA(F (r),−) au foncteur B∗µ(r) gradué par le degré
cohomologique on obtient le A-module gradué HomPA(F (r), B∗µ(r)).
Lemme 2.2.3. Soit µ = (µ1, . . . , µk) un k-uplet d'entiers positifs. Le A-module gradué
HomPA(F
(r), B∗µ(r)) est concentré en degrés multiples de pr.
Démonstration. On utilise la description de B∗µ(r) donnée dans le lemme 2.2.2 précédent.
Soit M = [mi,j ] une matrice à coeﬃcients entiers positifs telle que pour tout 1 ≤ i ≤ k
on a
∑pr−1
j=0 mi,j = µi. Si le foncteur SM est de degré cohomologique non multiple de
pr, alors il existe un coeﬃcient mi0,j0 de M qui n'est pas multiple de pr. D'après la
proposition 1.6.4, on a alors HomPA(F (r), SM ) = 0.
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Lemme 2.2.4 (Formalité de Ext∗(F (r), Sµ(r))). Soient F un foncteur polynomial, r
un entier positif, µ un k-uplet d'entiers positifs et I•µ(r) la résolution de Troesch de Sµ(r).
Les objets du complexe
HomPA(F
(r), I•µ(r))
sont nuls en degré cohomologique impair. On a donc l'égalité :
Ext∗PA(F
(r), Sµ(r)) = HomPA(F
(r), I∗µ(r)) .
Démonstration. Par déﬁnition, on a
HomPA(F
(r), I•µ(r)) = HomPA(F
(r), B•µ(r))[1] .
La diﬀérentielle du p-complexe HomPA(F (r), B•µ(r)) est de degré cohomologique pr−1.
Les objets de degrés cohomologiques impairs du complexe HomPA(F (r), I•µ(r)) sont
donc les objets de degrés cohomologiques congrus à pr−1 modulo pr du p-complexe
HomPA(F
(r), B•µ(r)). Il sont donc nuls d'après le lemme 2.2.3.
Nous pouvons maintenant énoncer un résultat de transparence du twist de Frobenius
pour les foncteurs polynomiaux :
Théorème 2.2.5. Soit A un anneau de caractéristique p première. Soient F un foncteur
polynomial sur A, µ = (µ1, . . . , µk) un k-uplet d'entiers positifs et r un entier positif. Il
existe un isomorphisme non gradué, naturel en F :
ξd : HomPA(F, S
µ(I⊕p
r
)) ≃ Ext∗PA(F
(r), Sµ(r)) .
De plus, si on décompose Sµ(I⊕pr) à l'aide de la formule exponentielle :
Sµ(I⊕p
r
) ≃
⊕
µ1,0 + · · ·+ µ1,pr−1 = µ1
. . .
µn,0 + · · ·+ µn,pr−1 = µn
n⊗
i=1
S(µi,0,...,µi,pr−1)
alors ξd envoie le facteur direct Hom(F,
⊗n
i=1 S
(µi,0,...,µi,pr−1)) sur des classes de degré
2
n∑
i=1
pr−1∑
j=0
jµi,j .
De même, on a un isomorphisme non gradué, naturel en F :
ξg : HomPA(Γ
µ(I⊕p
r
), F ) ≃ Ext∗PA(Γ
µ(r), F (r))
qui envoie le facteur direct Hom(
⊗n
i=1 Γ
(µi,0,...,µi,pr−1), F ) sur des classes de degré
2
n∑
i=1
pr−1∑
j=0
jµi,j .
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Démonstration. Nous n'eﬀectuons que la démonstration pour ξd, le cas de ξg s'obtient
par dualité de Kuhn. D'après le lemme de formalité 2.2.4, on une égalité de A-modules
gradués :
Ext∗P(F
(r), Sµ(r)) = HomP(F
(r), I∗µ(r)) = HomP(F
(r), B∗µ(r))[1] (2.1)
De plus, la diﬀérentielle du p-complexe HomPA(F (r), B•µ(r)) est de degré cohomologique
pr−1. On a donc une égalité de A-modules (non gradués)
HomP(F
(r), B∗µ(r))[1] =
⊕
pr|i
HomP(F
(r), Biµ(r))
⊕
⊕
pr|j
HomP(F
(r), Bj+p
r−1
µ (r))
 .
D'après le lemme 2.2.3, le A-module gradué HomP(F (r), B∗µ(r)) est concentré en degrés
multiples de pr. En rajoutant des A-modules nuls, on obtient l'égalité de A-modules non
gradués :
HomP(F
(r), B∗µ(r))[1] =
⊕
i≥0
HomP(F
(r), Biµ(r)) = HomP(F
(r), Sp
rµ(I⊕p
r
)) .
L'inclusion Sµ(r)(I⊕pr) →֒ Sprµ(I⊕pr) induit un isomorphisme après passage au foncteur
HomP(F
(r),−) d'après le corollaire 1.6.5. On a donc un isomorphisme, naturel en F :
HomP(F
(r), Sµ(r)(I⊕p
r
)) ≃ HomP(F
(r), B∗µ(r))[1] (2.2)
Enﬁn, d'après la proposition 1.6.7, la précomposition par le twist de Frobenius induit
un isomorphisme, naturel en F :
HomP(F, S
µ(I⊕p
r
)) ≃ HomP(F
(r), Sµ(r)(I⊕p
r
)) (2.3)
En composant les isomorphismes (2.3), (2.2) et (2.1) on obtient donc un isomorphisme
de A-modules non gradués, naturel en F :
ξd : HomP(F, S
µ(I⊕p
r
)) ≃ Ext∗P(F
(r), Sµ(r)) .
De plus, si on décompose Sµ(r)(I⊕pr) à l'aide de la formule exponentielle, l'inclusion
Sµ(r)(I⊕p
r
) →֒ Sp
rµ(I⊕p
r
) envoie le terme HomP(F (r),
⊗n
i=1 S
(µi,0,...,µi,pr−1) (r))
dans le facteur direct HomP(F (r), Bℓµ(r)) ⊂ HomP(F (r), Sp
rµ(I⊕p
r
)), avec
ℓ = pr
∑n
i=1
∑pr−1
j=0 jµi,j . L'isomorphisme (2.2) envoie donc le terme
HomP(F
(r),
⊗n
i=1 S
(µi,0,...,µi,pr−1) (r)) dans un terme de degré 2
∑n
i=1
∑pr−1
j=0 jµi,j
du A-module gradué HomP(F (r), B∗µ(r))[1]. Comme les isomorphismes (2.1) et (2.3)
respectent le degré, on obtient notre assertion sur ξd.
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2.3 Application au calcul des extensions entre foncteurs
classiques
Dans ce paragraphe, nous utilisons le théorème 2.2.5 de transparence du twist de
Frobenius pour retrouver un certain nombre de calculs déjà connus, contenus dans les
articles [18, 15, 9, 17]. Le premier résultat est une application directe du théorème 2.2.5 :
Proposition 2.3.1. Soit A un anneau de caractéristique p première. Le A-module d'ex-
tensions Ext∗PA(I
(r), I(r)) est un A-module libre gradué, de rang 1 dans tous les degrés 2i
avec 0 ≤ i ≤ pr − 1 et nul dans les autres degrés. Il est isomorphe, en tant que module
non gradué, au A-module HomPA(I, I⊕p
r
).
Remarque 2.3.2. La transparence du twist ne permet pas de retrouver facilement la
structure d'algèbre de Ext∗PA(I
(r), I(r)) donnée par le produit de Yoneda et calculée
dans [18, Th. 4.10].
Nous examinons maintenant les extensions entre paires de foncteurs Γd(r), F (r). No-
tons V∗A la catégorie des A-modules projectifs de type ﬁni gradués positivement et des
applications linéaires respectant la graduation. Si F ∈ Pd,A pour d > 0, on peut prolon-
ger F en un foncteur
F : V∗A Ã V
∗
A .
Pour cela, si V ∗ ∈ V∗A on choisit n tel que V k = 0 pour k > n et on pose :{
F (V ∗) = F (⊕V i) =
⊕
µ0+···+µn=d
Fµ(V 0, . . . , V n)
degFµ(V 0, . . . , V n) =
∑n
i=1 µi · i
où Fµ désigne la partie homogène de degré (µ1, . . . , µn) de F ◦ Πn (cf. 1.4.6). La
déﬁnition ne dépend pas du n choisi. Avec cette déﬁnition, nous pouvons maintenant
énoncer le résultat [9, cor 5.1], [17, prop 4.2.1] :
Proposition 2.3.3. Soit A un anneau de caractéristique p première et soit F ∈ Pd,A.
On a des isomorphismes, naturels en F :
Ext∗PA(Γ
d(r), F (r)) ≃ F (Ext∗PA(I
(r), I(r))) ,
Ext∗PA(F
(r), Sd(r)) ≃ F ♯(Ext∗PA(I
(r), I(r))) .
Démonstration. Nous démontrons le cas de Ext∗(Γd(r), F (r)), le deuxième cas s'obtient
par dualité. D'après le théorème 2.2.5, on a un isomorphisme :⊕
µ0+···+µpr−1=d
Hom(Γ(µ0,...,µpr−1), F ) = Hom(Γd(I⊕p
r
), F )
ξg
−→
≃
Ext∗(Γµ(r), F (r)) .
Si on pose degHom(Γ(µ0,...,µpr−1), F ) = 2
∑
µi · i, alors ξg respecte la graduation.
De plus si µ = (µ0, . . . , µpr−1) est un uplet de poids d on a des isomorphismes :
Fµ(A, . . . , A) ≃ HomPµ0,...,µpr−1(n)(Γ
µ0 ⊠ · · ·⊠ Γµpr−1 , Fµ) (Yoneda)
= HomPd(n)(Γ
µ0 ⊠ · · ·⊠ Γµpr−1 , F )
≃ HomPd(Γ
(µ0,...,µpr−1), F ) (Prop.1.4.20)
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D'après la proposition 2.3.1, E∗r = Ext∗P(I(r), I(r)) est un espace vectoriel gradué nul
sauf dans les degrés 2i pour 0 ≤ i ≤ pr − 1 où l'on a E2ir = A. En identiﬁant E2ir avec le
i-ème facteur A de Fµ(A, . . . ,A), on obtient donc un isomorphisme :
F (E∗r ) =
⊕
µ0+···+µpr−1=d
Fµ(E0r , . . . , E
pr−1
r ) ≃
⊕
µ0+···+µpr−1=d
Hom(Γµ, F ) .
Par déﬁnition de la graduation sur F (E∗r ), cet isomorphisme respecte le degré. En le
postcomposant par ξg, on obtient notre résultat.
Enﬁn, notre théorème 2.2.5 de transparence du twist de Frobenius permet de retrou-
ver rapidement une partie des résultats de [15].
Théorème 2.3.4. Soit A un anneau de caractéristique p première. Soient λ et µ des
uplets de poids d et r > j des entiers. Les morphismes :
Ext∗PA(Γ
pr−jµ(j),⊗d(r))→ Ext∗PA(Γ
pr−jµ(j), Sλ(r)) (2.4)
Ext∗PA(Γ
pr−jµ(j),Γλ(r))→ Ext∗PA(Γ
pr−jµ(j),⊗d(r)) (2.5)
factorisent pour donner des isomorphismes :
Ext∗PA(Γ
pr−jµ(j),⊗d(r))Sλ
≃
−→ Ext∗PA(Γ
pr−jµ(j), Sλ(r)) (2.6)
Ext∗PA(Γ
pr−jµ(j),Γλ(r))
≃
−→ Ext∗PA(Γ
pr−jµ(j),⊗d(r))Sλ (2.7)
Démonstration. Nous étudions le premier morphisme, l'étude du deuxième est analogue.
Comme Γpr−jµ(I⊕pj ) est projectif, la présentation :⊕
σ∈Sλ
⊗d
⊕1−σ
−−−−→ ⊗d ։ Sλ
induit une présentation :⊕
σ∈Sλ
HomPA(Γ
pr−jµ(I⊕p
j
),⊗d(r−j))
⊕1−σ
−−−−→HomPA(Γ
pr−jµ(I⊕p
j
),⊗d(r−j))
։ HomPA(Γ
pr−jµ(I⊕p
j
), Sλ(r−j)) .
En utilisant le théorème 2.2.5, on obtient donc la présentation suivante des groupes
d'extensions Ext∗PA(Γ
pr−jµ(j), Sλ(r)) :⊕
σ∈Sλ
Ext∗PA(Γ
pr−jµ(j),⊗d(r))
⊕1−σ
−−−−→Ext∗PA(Γ
pr−jµ(j),⊗d(r))
։ Ext∗PA(Γ
pr−jµ(j), Sλ(r)) .
Le morphisme (2.4) est donc surjectif et passe au quotient en un isomorphisme (2.6).
De manière analogue, on peut facilement démontrer :
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Théorème 2.3.5. Soit A un anneau de caractéristique p première, p 6= 2. Soient λ et
µ des uplets de poids d et r > j des entiers. Les morphismes :
Ext∗PA(Γ
pr−jµ(j),⊗d(r))→ Ext∗PA(Γ
pr−jµ(j),Λλ(r)) (2.8)
Ext∗PA(Γ
pr−jµ(j),Λλ(r))→ Ext∗PA(Γ
pr−jµ(j),⊗d(r)) (2.9)
factorisent pour donner des isomorphismes :
Ext∗PA((Γ
pr−j )⊗d(j),⊗d(r))altSλ
≃
−→ Ext∗PA(Γ
pr−jµ(j),Λλ(r)) (2.10)
Ext∗PA(Γ
pr−jµ(j),Λλ(r))
≃
−→ Ext∗PA(Γ
pr−jµ(j),⊗d(r))altSλ (2.11)
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Chapitre 3
Symétrisations de foncteurs
polynomiaux
Soit A un anneau commutatif. Les n-foncteurs polynomiaux homogènes de degré
(d1, . . . , dn) sont les foncteurs A-linéaires de la catégorie Γd1,...,dnV×nA dans la catégorie
des A-modules. La catégorie Γd1,...,dnV×nA s'identiﬁe à une sous catégorie pleine de la
catégorie des Sd1 × · · · × Sdn-modules d'après le lemme 3.1.6. Une question naturelle
qui se pose alors est de savoir comment prolonger un n-foncteur F en un foncteur A-
linéaire f de la catégorie des Sd1 × · · · ×Sdn-modules dans la catégorie des A-modules.
On appelle symétrisation de F un tel prolongement f .
La notion de symétrisation d'un foncteur polynomial a été introduite par Chaªupnik
dans [9], dans le cadre des foncteurs à une variable et lorsque l'anneau A = K est un
corps. Elle joue dans cet article un rôle essentiel, tant dans les démonstrations que dans
les énoncés. Par exemple, Chaªupnik décrit [9, Th. 4.3, Th. 4.4 et Th. 6.1] les groupes
d'extensions entre certaines paires de foncteurs twistés F (r), G(r) comme l'image d'un
certain Sd-bimodule gradué Br par des symétrisations f ♯ et g de F ♯ et G :
Ext∗Pdpr,K(F
(r), G(r)) ≃ g(f ♯(Br)) .
Dans les chapitres 4 et 5, nous développerons des méthodes qui généralisent les calculs
de Chaªupnik. Les symétrisations des foncteurs polynomiaux nous serviront à formuler
certains résultats, par exemple la proposition 4.3.2 et le théorème 5.1.26. Pour que les
résultats de ces calculs soient les plus explicites possibles, il est donc important de
décrire le plus précisément possible les symétrisations obtenues. Nous nous attaquons à
ce problème dans ce chapitre.
Nous expliquons tout d'abord ce que nous recherchons dans le paragraphe 3.1. Nous
souhaitons construire un foncteur sym, qui associe à chaque n-foncteur F une symétri-
sation f , exact à gauche et qui envoie les injectifs de la forme Sλ1 ⊠ · · · ⊠ Sλn sur le
foncteur des coinvariants sous l'action du sous-groupe de Young Sλ1 × · · · ×Sλn .
Une méthode possible pour obtenir un foncteur de symétrisation est la suivante.
Notons FSd1×···×Sdn ,A la catégorie des foncteurs A-linéaires des Sd1×· · ·×Sdn-modules
vers les A-modules. En restreignant un élément de FSd1×···×Sdn ,A à la sous-catégorie
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Γd1,...,dnV×nA , on obtient un foncteur polynomial à valeurs quelconques. On dispose donc
d'un foncteur d'évaluation ev : FSd1×···×Sdn ,A Ã Pd1,...,dn,A(n) . D'après [31, chap.
X], ce foncteur ev admet un adjoint à droite s : Pd1,...,dn,A(n) Ã FS,A. On peut donc
penser à associer à un foncteur polynomial F la symétrisation s(F ). C'est d'ailleurs la
méthode utilisée dans [17] pour obtenir des symétrisations injectives lorsque A = K est
un corps. Mais ce procédé n'est pas satisfaisant sur un anneau quelconque. En eﬀet, la
symétrisation s(Sλ1 ⊠ · · ·⊠Sλn) n'a pas une expression explicite simple en général : elle
n'est pas égale aux coinvariants sous l'action de Sλ1 × · · · ×Sλn (cf. paragraphe 3.4.1).
Dans le paragraphe 3.2, nous développons donc un autre procédé de symétrisation, basé
sur l'existence de résolutions injectives canoniques dans Pd1,...,dn,A(n) (cf. proposition
1.4.14).
Nous calculons explicitement de nombreuses symétrisations dans le troisième para-
graphe. Enﬁn, nous étudions dans le paragraphe 3.4 les relations entre notre procédé et
le procédé basé sur l'utilisation d'un adjoint de ev.
3.1 Le problème de symétrisation
3.1.1 S-foncteurs
Dans ce paragraphe, on se ﬁxe A un anneau commutatif et d1, . . . , dn des entiers. On
désigne par S le groupe Sd1×· · ·×Sdn . On noteMod(A) la catégorie des A-modules et
des applications linéaires, et Mod(AS) la catégorie des A-modules munis d'une action
A-linéaire de S et des applications A-linéaires équivariantes.
Déﬁnition 3.1.1. Un S-foncteur est un foncteur f :Mod(AS)ÃMod(A) tel que :
(1) f est un foncteur A-linéaire.
(2) f commute aux sommes ﬁnies.
Soient λ1, . . . , λn des uplets de poids d1, . . . , dn et M un S-module. Les exemples
suivants sont des S-foncteurs.
Exemple 3.1.2. [Foncteur des coinvariants]
On note coinv(λ1,...,λn) le S-foncteur déﬁni par la formule :
coinv(λ1,...,λn)M :=MSλ1×···×Sλn .
Exemple 3.1.3. [Foncteur des invariants]
On note inv(λ1,...,λn) le S-foncteur déﬁni par la formule :
inv(λ
1,...,λn)M :=MSλ1×···×Sλn
= Ker
M Q(σ−Id)−−−−−→ ⊕
σ∈Sλ1×···×Sλn
M
 .
Exemple 3.1.4. [Foncteur des invariants sous l'action alternée]
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On déﬁnit le S-foncteur alt(λ1,...,λn) par la formule :
alt(λ
1,...,λn)M := Ker
M → ⊕
<τ>⊂Sλ1×···×Sλn
M<τ>
 ,
où la somme directe est prise sur tous les sous-groupes < τ > engendrés par une trans-
position τ . Lorsque la caractéristique p est diﬀérente de 2, alt(λ1,...,λn)M est égal aux
invariants de M sous l'action alternée de Sλ1 × · · · ×Sλn :
alt(λ
1,...,λn)M = Ker
M Q ²(σ)σ−Id−−−−−−−→ ⊕
σ∈Sλ1×···×Sλn
M
 .
Déﬁnition 3.1.5. On note FS,A la catégorie dont les objets sont les S-foncteurs et
dont les ﬂèches sont les transformations naturelles A-linéaires entre S-foncteurs.
La catégorie FS,A possède sommes, produits, noyaux et conoyaux calculés au but,
et hérite donc de la structure de catégorie abélienne de Mod(A), cf. [36, Th 4.1].
3.1.2 Le problème de symétrisation
Soient V,W des A-modules. Le groupe Sd agit sur HomA(V,W )⊗d par permutation
des facteurs :
σ.(f1 ⊗ · · · ⊗ fd) = fσ−1(1) ⊗ · · · ⊗ fσ−1(d) .
Si V et W sont des A-modules projectifs de type ﬁni, on a un isomorphisme
HomA(V,W )
⊗d ≃ HomA(V
⊗d,W⊗d) (cf. chapitre 1, paragraphe 1.2). Notons .W et .V
les actions de Sd sur W⊗d et V ⊗d par permutation des facteurs. Si v1 ⊗ · · · ⊗ vd ∈ V ⊗d
on a :
(σ.(f1 ⊗ · · · ⊗ fd)) (v1 ⊗ . . .⊗ vd) = fσ−1(1) ⊗ · · · ⊗ fσ−1(d)(v1 ⊗ · · · ⊗ vd)
= fσ−1(1)(v1)⊗ · · · ⊗ fσ−1(d)(vd)
= σ.W
(
f1(vσ(1))⊗ · · · ⊗ fd(vσ(d))
)
= σ.W
(
(f1 ⊗ · · · ⊗ fd)(σ
−1.V (v1 ⊗ · · · ⊗ vd))
)
.
D'après la formule B.2 de l'annexe, l'identiﬁcation entre HomA(V,W )⊗d et
HomA(V
⊗d,W⊗d) induit donc un isomorphisme entre ΓdHomA(V,W ) et le A-module
HomASd(V
⊗d,W⊗d) des applications équivariantes de V ⊗d vers W⊗d. En considérant
les produits tensoriels, on obtient le :
Lemme 3.1.6. Le foncteur A-linéaire Γd1,...,dnV×nA ÃMod(AS) déﬁni par :
(V1, . . . , Vn) 7→ V
⊗d1
1 ⊗ · · · ⊗ V
⊗dn
n⊗
i Γ
diHomA(Vi,Wi) ∋ f 7→ f ∈
⊗
iHomASdi (V
⊗di
i ,W
⊗di
i )
est pleinement ﬁdèle. Il identiﬁe Γd1,...,dnVA à une sous-catégorie pleine de Mod(AS).
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On peut donc restreindre un S-foncteur f à la catégorie Γd1,...,dnV×nA . On obtient
alors un foncteur polynomial à valeurs quelconques (cf. paragraphe 1.4.3 du chapitre 1).
Déﬁnition 3.1.7. [9, def 3.2] On dit qu'un S-foncteur f est une symétrisation d'un
foncteur F ∈ Pd1,...,dn,A(n) si
f(V ⊗d11 ⊗ · · · ⊗ V
⊗dn
n ) = F (V1, . . . , Vn) .
On dit que f est une symétrisation injective s'il existe en outre une transformation
naturelle f →
⊕
k coinv(λ1,k,...,λn,k) dont l'évaluation sur V ⊗d11 ⊗ · · · ⊗ V ⊗dnn est un
monomorphisme.
Exemple 3.1.8. Si µ1, . . . , µn sont des uplets, le foncteur coinv(µ1,...,µn) est une symétri-
sation injective de Sµ1 ⊠ · · ·⊠Sµn . De même, le foncteur inv(µ1,...,µn) (resp. alt(µ1,...,µn))
est une symétrisation injective de Γµ1 ⊠ · · ·⊠ Γµn (resp. de Λµ1 ⊠ · · ·⊠ Λµn).
Exemple 3.1.9. Soit A un anneau commutatif de caractéristique q impaire et d ≥ q
un entier. Le foncteur f : ModSd(A) Ã Mod(A) qui envoie le Sd-module M sur le
quotient de (Malt)Sd par l'image de la norme (Malt)Sd → (Malt)Sd est un exemple de
symétrisation injective non nulle du foncteur nul, cf. corollaire B.2.9.
Dans toute la suite de ce chapitre nous nous intéressons au problème de trouver
des symétrisations pour les foncteurs polynomiaux. Plus précisément, nous étudions les
questions suivantes :
Questions 3.1.10.
(i) Comment associer à tout n-foncteur polynomial F un S-foncteur f ?
(ii) Peut-on s'arranger pour que ce procédé soit naturel en F , respecte les noyaux et
envoie le foncteur polynomial Sλ1 ⊠ · · ·⊠ Sλn sur le S-foncteur coinvλ1,...,λn ?
(iii) Calculer le plus explicitement possible les symétrisations injectives obtenues par
ce procédé.
Remarque 3.1.11. Les conditions du (ii) sont nécessaires pour démontrer la proposition
4.3.2 du chapitre 4, et du théorème 5.1.26 du chapitre 5. Elles permettent également
d'eﬀectuer des calculs explicites de symétrisations (injectives).
3.2 Foncteur de symétrisation
Soit A un anneau commutatif, d1, . . . , dn des entiers. On note S le groupe Sd1 ×
· · · × Sdn . Dans ce paragraphe nous démontrons le théorème suivant, qui répond aux
questions 3.1.10 (i) et (ii).
Théorème 3.2.1. Il existe un foncteur A-linéaire, additif et exact à gauche
sym : Pd1,...,dn,A Ã FS,A
tel que si F ∈ Pd1,...,dn,A on a un isomorphisme F (V1, . . . , Vn) ≃ sym(F )(
⊗n
i=1 V
⊗di)
naturel en F , et tel que si les λi sont des partitions de poids di alors
sym(⊠ni=1S
λi) = coinvλ1,...,λn .
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Un tel foncteur est unique à un isomorphisme naturel près.
Remarque 3.2.2. La catégorie Pd1,...,dn,A n'est en général qu'une catégorie exacte (cf.
section 1.4). L'exactitude à gauche du foncteur sym signiﬁe (cf. annexe A) que l'image
d'une suite exacte courte admissible par sym est une suite exacte aux deux premiers
termes.
Remarque 3.2.3. Soit K un corps. Dans [17, Prop 3.2.2], Franjou et Pirashvili construisent
un foncteur j∗ qui à un foncteur F ∈ Pd,K associe une symétrisation injective de F . Ce
foncteur j∗ est K-linéaire, additif, exact à gauche et de plus si λ est un n-uplet de poids
d, on a un isomorphisme naturel [17, lemme 3.2.5] : j∗(Sλ) ≃ coinvλ. D'après l'unicité
du théorème 3.2.1 on a donc un isomorphisme naturel en F : j∗(F ) ≃ sym(F ).
La démonstration du théorème 3.2.1 se déroule en trois étapes. On déﬁnit d'abord
un foncteur de symétrisation s sur une sous-catégorie de cogénérateurs injectifs de
Pd1,...,dn,A. Puis on étend le foncteur s à un foncteur sym déﬁni sur la catégorie Pd1,...,dn,A
tout entière. Nous suivons donc la démarche adoptée dans [9, Prop 3.1], mais nous utili-
sons un ingrédient supplémentaire : l'existence de résolutions injectives naturelles (pro-
position 1.4.14), pour obtenir la fonctorialité qui fait défaut dans [9, Prop 3.1]. Enﬁn,
nous démontrons l'unicité du foncteur sym dans une troisième étape.
Étape 1 : Foncteur s de symétrisation des injectifs
Lemme 3.2.4. [9, lemme 3.2] Soient λi, µi des uplets de poids di pour 1 ≤ i ≤ n.
L'évaluation sur le S-module V ⊗d11 ⊗ · · · ⊗ V ⊗dnn induit un isomorphisme :
HomFS,A(coinv(λ1,...,λn), coinv(µ1,...,µn))
ev
−→
≃
HomPd1,...,dn,A(n)(S
λ1
⊠ · · ·⊠ Sλ
n
, Sµ
1
⊠ · · ·⊠ Sµ
n
) .
Démonstration. Nous démontrons tout d'abord que l'évaluation est injective. Soit θ une
transformation naturelle telle que ev(θ) = 0. Si pour tout i Vi est un A-module libre de
rang supérieur à di, alors V ⊗d11 ⊗ · · · ⊗ V ⊗dnn contient le S-module libre de dimension
un AS comme facteur direct. La transformation naturelle θ est donc nulle sur tous
les S-modules libres. Si V ∈ Mod(AS) est un S-module quelconque, et si LV est le
AS-module libre de base V , on dispose d'une surjection S-équivariante :
LV := ASV ։ V
aσ ev 7→ aσ.v
On a un carré commutatif :
coinv(λ1,...,λn)LV
θLV //
²²²²
coinv(µ1,...,µn)LV
²²²²
coinv(λ1,...,λn)V
θV // coinv(µ1,...,µn)V
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Comme LV est libre, θLV est nulle et les morphismes verticaux étant des surjections, θV
est nulle.
Il ne nous reste plus maintenant qu'à montrer que ev est surjective. D'après la
proposition 1.4.16, tout morphisme entre les foncteurs séparables Sλ1 ⊠ · · · ⊠ Sλn et
Sµ
1
⊠ · · ·⊠Sµ
n s'écrit comme une somme de morphismes du type f1⊠ · · ·⊠ fn. Comme
l'évaluation respecte la composition, et que tout morphisme entre puissances symétriques
s'obtient en composant des multiplications des permutations et des comultiplications
(proposition 1.4.27) il nous suﬃt donc de montrer que l'évaluation atteint les morphismes
du type :
Id
Sλ1
⊠ · · ·⊠ Id
Sλi−1
⊠ f ⊠ Id
Sλi+1
⊠ · · ·⊠ IdSλn
dans les trois cas suivants :
(1) f : Sλ ⊗ Sa ⊗ Sb ⊗ Sλ′ → Sλ ⊗ Sa+b ⊗ Sλ′ est une multiplication.
(2) f : Sλ ⊗ Sa ⊗ Sb ⊗ Sλ′ → Sλ ⊗ Sb ⊗ Sa ⊗ Sλ′ est une permutation.
(3) f : Sλ ⊗ Sa+b ⊗ Sλ′ → Sλ ⊗ Sa ⊗ Sb ⊗ Sλ′ est une comultiplication.
Dans le premier (resp. deuxième) cas, ev envoie la surjection naturelle (resp. l'isomor-
phisme naturel) entre les foncteurs coinv en jeu sur le morphisme voulu. Dans le dernier
cas, notons Sha,b l'ensemble des (a, b)-shues du sous-groupe 1×Sa+b×1 de Sλi . Pour
tout module M , le morphisme : ∑
σ∈1×···×1×Sha,b×1×···×1
σ :M →M
induit un morphisme :
coinv(λ1,...,λi−1,(λ,a+b,λ′),λi+1...,λn)(M)→ coinv(λ1,...,λi−1,(λ,a,b,λ′),λi+1...,λn)(M)
qui est un antécédent du morphisme voulu.
Notation 3.2.5. Notons Injd1,...,dn,A(n) la sous-catégorie pleine de Pd1,...,dn,A(n) qui a
pour objets les sommes (ﬁnies) de foncteurs :
Sµ1 ⊠ · · ·⊠ Sµn ⊗ V ,
où V est A-module projectif de type ﬁni et µ1, . . . , µn des uplets de poids respectifs
d1, . . . , dn.
Déﬁnition 3.2.6. Le foncteur s est le foncteur additif A-linéaire
s : Injd1,...,dn,A(n)Ã FS,A
qui à Sµ1 ⊠ · · ·⊠Sµn ⊗ V associe le S-foncteur coinv(µ1,...,µn)(−)⊗ V et à une transfor-
mation naturelle ψ entre tenseurs symétriques associe l'unique (cf. lemme 3.2.4) trans-
formation naturelle dont l'évaluation sur V ⊗d11 ⊗ · · · ⊗ V ⊗dnn est égale à ψ.
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Étape 2 : Prolongement de s en un foncteur de symétrisation
Lemme 3.2.7. Il existe un foncteur exact
IRes• : Pd1,...,dn,A(n)Ã CC
•(Injd1,...,dn,A(n))
de la catégorie des n-foncteurs polynomiaux homogènes de degré (d1, . . . , dn) vers la
catégorie des complexes de cochaînes de Injd1,...,dn,A(n), qui à un n-foncteur T associe
une résolution injective admissible de T .
Démonstration. La proposition 1.4.14 nous donne un foncteur qui à F associe une ré-
solution injective de F par des injectifs de la forme Id1,...,dn
(Ad1 ,...,Adn)
⊗ V , où Id1,...,dn
(Ad1 ,...,Adn)
est l'injectif ⊠ni=1SdiHom(Adi ,−) (cf. notation 1.4.12) et V est un A-module projec-
tif de type ﬁni. Les injectifs Id1,...,dn
(Ad1 ,...,Adn )
⊗ V ne sont pas des objets de la catégorie
Injd1,...,dn,A(n). Cependant, la formule exponentielle donne un isomorphisme :
Id1,...,dn
(Ad1 ,...,Adn )
= Sd1HomA(A
d1 ,−)⊠ · · ·⊠ SdnHomA(A
dn ,−)
≃
⊕
∀j µj dj-uplet de poids dj
Sµ1 ⊠ · · ·⊠ Sµn
qui nous permet de considérer IRes• comme un foncteur à valeurs dans
CC•(Injd1,...,dn,A(n))
Lemme 3.2.8. Soit F un objet de Injd1,...,dn,A(n). La résolution IRes•(F ) se scinde
dans Injd1,...,dn,A(n).
Déﬁnition 3.2.9. Le foncteur sym : Pd1,...,dn,A Ã FS,A est le foncteur A-linéaire et
additif qui envoie un élément F ∈ Pd1,...,dn,A(n) sur le noyau du morphisme :
s(IRes0(F ))→ s(IRes1(F )) .
Le lemme suivant montre que le foncteur sym est un prolongement du foncteur s à
toute la catégorie Pd1,...,dn,A(n).
Lemme 3.2.10. Soit F ∈ Injd1,...,dn,A(n). Il existe un isomorphisme, naturel en F :
s(F )
≃
−→ sym(F ) .
Démonstration. Nous allons montrer que le morphisme naturel s(iF ) : s(F ) →
s(IRes0(F )) induit un isomorphisme entre s(F ) et sym(F ). Pour cela, il nous suﬃt
de vériﬁer l'exactitude aux deux premiers termes de la suite :
0→ s(F )
s(iF )
−−−→ s(IRes0(F ))→ s(IRes1(F )) (∗)
D'après le lemme 3.2.8, la résolution IRes•(F ) scinde dans Inj(Pd1,...,dn,A(n)). Comme
s est additif, la suite (∗) est scindée et à fortiori exacte aux deux premiers termes.
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Lemme 3.2.11. Le foncteur sym est exact à gauche.
Démonstration. Soit F →֒ G ։ H une suite exacte courte dans Pd1,...,dn,A(n). En la
résolvant par le foncteur IRes• et en appliquant le foncteur s on obtient un diagramme
commutatif :
0 0 0
0 // sym(H) //
OO
sIRes0(H)
OO
// sIRes1(H)
OO
// . . .
0 // sym(G) //
OO
sIRes0(G) //
OO
sIRes1(G) //
OO
. . .
0 // sym(F ) //
OO
sIRes0(F ) //
OO
sIRes1(F ) //
OO
. . .
0
OO
0
OO
0
OO
Par déﬁnition de sym, les lignes sont exactes aux deux premiers termes. nous allons
montrer que les deux colonnes de droite sont exactes. Une chasse élémentaire montre
que si c'est la cas, alors la suite sym(F ) → sym(G) → sym(H) est exacte aux deux
premier termes.
On note J l'injectif J := Sd1Hom(Ad1 ,−) ⊠ · · · ⊠ SdnHom(Adn ,−) et A le n-uplet
(Ad1 , . . . , Adn). D'après la construction du foncteurs IRes•, les deux colonnes de droites
sont de la forme :
0→ s(J ⊗R(A))
s(J⊗φ(A))
−−−−−−→ s(J ⊗ S(A))
s(J⊗ψ(A))
−−−−−−−→ s(J ⊗ T (A))→ 0
où 0→ R φ−→ S ψ−→ T → 0 est une suite exacte. Les colonnes sont donc de la forme :
s(J)⊗
[
0→ R(A)
φ(A)
−−−→ S(A)
ψ(A)
−−−→ T (A)→ 0
]
(∗)
Mais T (A) est un A-module projectif, donc la suite exacte courte
0→ R(A)
φ(A)
−−−→ S(A)
ψ(A)
−−−→ T (A)→ 0
scinde. Par linéarité du produit tensoriel, la suite (∗) scinde. Elle est donc exacte.
Étape 3 : unicité du foncteur sym
Si deux foncteurs remplissent les conditions du théorème 3.2.1, ils sont égaux sur la
sous-catégorie Injd1,...,dn,A(n) de Pd1,...,dn,A dont les objets sont les sommes directes de
foncteurs de la forme (⊠ni=1Sλ
i
)⊗V avec V un A-module projectif de type ﬁni. Les objets
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de Pd1,...,dn,A s'obtiennent tous comme des noyaux de morphismes de Injd1,...,dn,A(n)
d'après le lemme 3.2.7. Or, les deux foncteurs commutent aux noyaux. La propriété
universelle des noyaux [31, p. 187] induit donc un isomorphisme naturel entre ces deux
foncteurs.
3.3 Calculs explicites
3.3.1 Symétrisation des invariants
Déﬁnition 3.3.1. Soit A un anneau commutatif et S le groupe Sd1 × · · · ×Sdn . On
dit que f ∈ FS,A admet une coprésentation de Young si elle admet une coprésentation
par des sommes directes ﬁnies de foncteurs coinv :
f →֒
⊕
k
coinv(λ1,k,...,λn,k) →
⊕
l
coinv(µ1,l,...,µn,l) .
Notation 3.3.2. On note Cop(FS,A) la sous catégorie pleine de FS,A ayant pour objets
les symétrisations de n-foncteurs polynomiaux, qui admettent une coprésentation de
Young.
L'évaluation sur le S-module V ⊗d11 ⊗ · · · ⊗ V ⊗dnn induit un foncteur :
ev : Cop(FS,A)Ã Pd1,...,dn,A(n) .
Lemme 3.3.3. Pour tout f ∈ Cop(FS,A), il existe un isomorphisme :
f
φf
−→
≃
sym(ev(f)) .
Démonstration. Supposons que f admet une coprésentation de Young f →֒ y0f → y1f .
On a un diagramme commutatif dont les colonnes sont les isomorphismes obtenus à
partir du lemme 3.2.10 :
f Â
Ä // y0f //
≃
²²
y1f
≃
²²
sym(ev(f)) Â
Ä // sym(ev(y0f )) // sym(ev(y
1
f ))
Par exactitude de ev et exactitude à gauche de sym, les lignes de ce diagramme sont
exactes aux deux premiers termes. Le morphisme y0f
≃
−→ sym(ev(y0f )) factorise donc en
un isomorphisme φf : f ≃ sym(ev(f)).
Proposition 3.3.4. Soient λ1, . . . , λn des uplets. On a des isomorphismes :
inv(λ
1,...,λn) ≃ sym(Γλ
1
⊠ · · ·⊠ Γλ
n
) ,
alt(λ
1,...,λn) ≃ sym(Λλ
1
⊠ · · ·⊠ Λλ
n
) .
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Démonstration. Le foncteur d'oubli qui à un S-module M associe le A-module sous-
jacent est égal au foncteur des coinvariants sous l'action du sous-groupe de Young
{Id} ⊂ S. Par déﬁnition, les foncteurs inv(λ1,...,λn) et alt(λ1,...,λn) admettent donc des
coprésentations de Young (cf. exemples 3.1.3 et 3.1.4) :
inv(λ
1,...,λn)M →֒M
Q
(σ−Id)
−−−−−→
⊕
σ∈Sλ1×···×Sλn
M ,
alt(λ
1,...,λn)M →֒M →
⊕
<τ>⊂Sλ1×···×Sλn
M<τ> .
Le lemme 3.3.3 permet donc de conclure.
3.3.2 Symétrisation des produits tensoriels
Lemme 3.3.5. Soient F,G des foncteurs polynomiaux à plusieurs variables. Alors
sym(F ⊠G) est (naturellement en F , G) isomorphe au noyau du morphisme :
sym(IRes0(F )⊠ IRes0(G))→
sym(IRes1(F )⊠ IRes0(G))
⊕sym(IRes0(F )⊠ IRes1(G))
.
Démonstration. En eﬀet, les complexes I• = IRes•(F )⊠IRes•(G) et J • = IRes•(F⊠G)
sont des résolutions injectives de F ⊠ G qui ont le même terme d'indice 0. Le résultat
découle de l'existence d'une équivalence d'homotopie entre ces deux complexes, égale à
l'identité sur le terme d'indice 0.
Déﬁnition 3.3.6. ([17, 2.7],[9, p. 781]) Soient d1, . . . , dn des entiers, notons S1 et S2
les groupes Sd1 × · · · ×Sdi et Sdi+1 × · · · ×Sdn . Pour tout f ∈ FS1,A et g ∈ FS2,A on
déﬁnit f ¯ g ∈ FS1×S2,A par la formule de composition :
f ¯ g(M) = f ◦ g ◦ ResS
1×S2
1×S2
M .
Ce procédé déﬁnit un bifoncteur − ¯ − : FS1,A × FS2,A Ã FS1×S2,A, exact en la
première variable.
Remarque 3.3.7. La formule de composition a bien un sens. En eﬀet, si M est un H×G-
module, alors en restreignant l'action de H × G au sous groupe 1 × G, on obtient
un G-module ResH×G1×G M et les éléments de H s'identiﬁent à des automorphismes G-
équivariants de ce module. Par conséquent, si g est un G-foncteur alors g(ResH×G1×G M)
admet une structure naturelle de H-module.
Proposition 3.3.8. Soient F,G des foncteurs polynomiaux à plusieurs variables. Il
existe une transformation naturelle :
ψF,G : sym(F )¯ sym(G)→ sym(F ⊠G) .
De plus, dans les deux cas suivants ψF,G est un isomorphisme :
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(1) Le foncteur G est un tenseur symétrique : G = ⊕Sµ1 ⊠ · · ·⊠ Sµm.
(2) Le foncteur F admet une coprésentation F →֒ I0F → I1F , où les foncteurs IkF sont
des sommes directes de foncteurs du type ⊗d1 ⊠ · · ·⊠⊗dm .
Démonstration. Soient λ1, . . . , λn et µ1, . . . , µm des uplets. On a un isomorphisme
(d'après la proposition B.1.2) entre le foncteur coinv(λ1,...,λn)¯ coinv(µ1,...,µm) et le fonc-
teur coinv(λ1,...,λn,µ1,...,µm). On obtient donc un carré commutatif, naturel en F , G :
sym(IRes0(F ))¯ sym(IRes0(G))
≃ //
(1)
²²
sym(IRes0(F )⊠ IRes0(G))
(2)
²²
sym(IRes1(F ))¯ sym(IRes0(G))
⊕sym(IRes0(F ))¯ sym(IRes1(G))
≃ // sym(IRes
1(F )⊠ IRes0(G))
⊕sym(IRes0(F )⊠ IRes1(G))
D'après le lemme 3.3.5, le noyau du morphisme (2) est égal à sym(F ⊠ G). Pour dé-
montrer l'existence de ψF,G, il suﬃt donc de vériﬁer la nullité de la précomposition du
morphisme (1) par le morphisme :
sym(F )¯ sym(G)→ sym(IRes0(F ))¯ sym(IRes0(G))
Mais ceci résulte de la fonctorialité de −¯−.
Supposons maintenant que G = Sµ1 ⊠ · · · ⊠ Sµm . Pour montrer que ψF,G est un
isomorphisme, il nous suﬃt de démontrer que sym(F ) ¯ sym(G) est égal au noyau de
(1). Mais G est un facteur direct dans IRes(G)0 et les foncteurs − ¯ − et sym sont
additifs. Le noyau de (1) est donc égal au noyau de
sym(IRes0(F ))¯ sym(G)→ sym(IRes1(F ))¯ sym(G) .
Comme −¯− est exact vis-à-vis de sa variable de gauche on obtient le résultat.
De même, si F = ⊗d1 ⊠ · · ·⊠⊗dm , alors F est un facteur direct dans sym(IRes0(F ))
et par additivité de −¯ sym(G), le noyau de (1) est égal au noyau de
sym(F )¯ sym(IRes0(G))→ sym(F )¯ sym(IRes1(G)) (3)
Comme sym(F ) est égal au foncteur oubli ModSd1×···×Sdm (A)ÃMod(A), le foncteur
sym(F ) ¯ − est exact. Le noyau du morphisme (3) est donc égal à sym(F ) ¯ sym(G)
et la transformation naturelle ψF,G est donc un isomorphisme.
Enﬁn, si F admet une coprésentation par des somme directes de produits tensoriels
⊗d1 ⊠ · · ·⊠⊗dm , on utilise les isomorphismes
sym(IkF )¯ sym(G)
ψ
−→
≃
sym(IkF ⊠G)
et l'exactitude de − ¯ − vis à vis de la variable de gauche pour conclure que ψF,G est
un isomorphisme.
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La deuxième condition d'isomorphisme, ie : F admet une coprésentation par des
sommes de produits tensoriels, permet également de faire fonctionner la proposition
3.3.11. Pour cette raison, nous énumérons dans la proposition suivante un certain nombre
de cas où cette condition est vériﬁée.
Proposition 3.3.9. Soit F un m-foncteur polynomial sur un anneau A. Si l'on se trouve
dans l'une des situations ci-dessous, alors F admet une coprésentation de la forme :
F →֒
⊕
i=1,...,k
⊗d1 ⊠ · · ·⊠⊗dm →
⊕
j=1,...,l
⊗d1 ⊠ · · ·⊠⊗dm .
(1) Le foncteur F est de degré (d1, . . . , dm) et A est un anneau contenant Q ou de
caractéristique p > max di.
(2) Le foncteur F est facteur direct dans ⊗d1 ⊠ · · ·⊠⊗dm.
(3) Il existe des uplets µ1, . . . , µm tels que F = Γµ1 ⊠ · · ·⊠ Γµm.
(4) A est de caractéristique p 6= 2 et il existe des uplets µ1, . . . , µm tels que F =
Λµ1 ⊠ · · ·⊠ Λµm .
Démonstration. Dans le premier cas, le foncteur F admet une résolution injective
F →֒ Id1,...,dm
(Ad1 ,...,Adn)
⊗ V 0 → Id1,...,dm
(Ad1 ,...,Adn)
⊗ V 1 → . . . ,
où Id1,...,dm
(Ad1 ,...,Adn )
désigne (cf. notation 1.4.12) l'injectif :
Id1,...,dm
(Ad1 ,...,Adn)
= Sd1(Ad1∨ ⊗−)⊠ · · ·⊠ Sdm(Adm∨ ⊗−) ,
et où les Vi sont des A-modules projectifs de type ﬁni. L'hypothèse sur la caractéristique
assure que pour tout i, Sdi est facteur direct dans ⊗di . Pour s = 0, 1, il existe donc un
foncteur Ss et un entier ks tel que
Id1,...,dm
(Ad1 ,...,Adn)
⊗ V s ⊕ Ss ≃
⊕
i=1..ks
⊗d1 ⊠ · · ·⊠⊗dm .
La coprésentation voulue s'obtient alors en prenant la somme directe de la résolution de
F avec la coprésentation :
0→ S0 →֒ S0 ⊕ I
d1,...,dm
(Ad1 ,...,Adn )
⊗ V 0 ⊕ S1 .
Dans le deuxième cas, le résultat est immédiat car F s'exprime comme le noyau d'un
projecteur p : ⊗d1 ⊠ · · ·⊠⊗dm → ⊗d1 ⊠ · · ·⊠⊗dm .
Le troisième cas est similaire au dernier cas. Dans le dernier cas, la caractéristique p
est diﬀérente de 2 et le foncteur Λµ1 ⊠ · · ·⊠Λµm des invariants de ⊗d1 ⊠ · · ·⊠⊗dm sous
l'action alternée du groupe Sµ1 × · · · ×Sµm est donc égal au noyau du morphisme :
⊗d1 ⊠ · · ·⊠⊗dm
Q
σ∈S
µ1
×···×Sµm
(²(σ)σ−Id)
−−−−−−−−−−−−−−−−−−→
⊕
σ∈Sµ1×···×Sµm
⊗d1 ⊠ · · ·⊠⊗dm .
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Remarque 3.3.10. Les deux propositions ci-dessus montrent que l'on peut souvent iden-
tiﬁer sym(F ⊠G) au foncteur sym(F )¯ sym(G), qui est plus facile à calculer. Ce n'est
cependant pas toujours le cas.
En eﬀet, prenons A un anneau de caractéristique 2 (par exemple A = F2 est le corps
premier de caractéristique 2). On munit AS2 d'un structure de S2 ×S2-module par la
formule (τ, σ).eς = eτςσ−1 . On a un diagramme commutatif :
sym(⊗2)¯ sym(Γ2)(AS2)
(a)
≃ //
(1)
²²
sym(⊗2 ⊠ Γ2)(AS2)
(b)
≃ //
(2)
²²
Hom(S2,⊗2)
(3)
²²
sym(S2)¯ sym(Γ2)(AS2)
(a)
// sym(S2 ⊠ Γ2)(AS2)
≃
(b)
// Hom(S2, S2)
dans lequel les ﬂèches (a) sont fournies par la proposition 3.3.8 ci-dessus, les isomor-
phismes naturels (b) sont fournis par le corollaire 4.3.2 du chapitre suivant. Comme le
foncteur − ¯ sym(Γ2) est exact, la ﬂèche (1) est surjective. Mais d'autre part, l'étude
de la suite de Koszul Λ2 → ⊗2 → S2 (cf. remarque 1.5.5 du premier chapitre) montre
que la ﬂèche (3) est nulle. Comme Hom(S2, S2) 6= 0, la ﬂèche (3) n'est pas surjective.
Ceci interdit à la transformation naturelle :
sym(S2)¯ sym(Γ2)→ sym(S2 ⊠ Γ2)
d'être un isomorphisme.
3.3.3 Symétrisation des foncteurs composés
Soit n ≥ 1 un entier. On note ∆n le foncteur
∆n :ModS×nd
(A)ÃModSd(A)
qui à un S×nd -module M associe le Sd-module M obtenu par restriction de l'action au
sous-groupe diagonal ∆Sd := {(σ, . . . , σ) , σ ∈ Sd} ⊂ S×nd .
Si F est un foncteur polynomial à une variable, homogène de degré d, l'évaluation
de sym(F ) ◦∆n sur le S×nd -module V
⊗d
1 ⊗ · · · ⊗ V
⊗d
n est égale à F (V1⊗ · · · ⊗ Vn). Il est
donc naturel de se demander quelle est la relation entre sym(F )◦∆n et la symétrisation
du n-foncteur polynomial F (Id⊠n) qui au n-uplet (V1, . . . , Vn) associe F (V1⊗ · · · ⊗ Vn).
Il n'existe pas de transformation naturelle non nulle  évidente  entre les fonc-
teurs sym(−) ◦ ∆n et sym(−(Id⊠n)) qui nous permettrait de comparer facilement ces
deux procédés de symétrisation. Cependant, on peut tout de même comparer ces deux
procédés lorsque F admet une coprésentation injective.
Proposition 3.3.11. Soit F un foncteur polynomial admettant une coprésentation par
des sommes de produits tensoriels :
F →֒
⊕
i=1..k
⊗d →
⊕
i=1..l
⊗d .
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Il existe un isomorphisme :
sym(F ) ◦∆n
≃
−→ sym(F (Id⊠n)) .
Démonstration. D'après le lemme 3.3.3, il nous suﬃt de montrer que le S×nd -foncteur
sym(F ) ◦∆n admet une coprésentation de Young. Or sym(F ) ◦∆n est égal au noyau
du morphisme ⊕
i=1..k
sym(⊗d) ◦∆n →
⊕
i=1..l
sym(⊗d) ◦∆n (∗)
Comme pour tout n-uplet (d1, . . . , dn) le foncteur sym(⊗d1 ⊠ · · · ⊠ ⊗dn) est égal au
foncteur oubli ModSd1×···×Sdn (A)ÃMod(A), on a :
sym(⊗d) ◦∆n = sym(⊗
d
⊠ · · ·⊠⊗d)︸ ︷︷ ︸
n termes
.
La coprésentation (∗) est donc une coprésentation de Young.
Remarque 3.3.12. L'hypothèse de la proposition ci-dessus est vériﬁée dans un nombre
important de cas (cf. proposition 3.3.9). Dans certaines situations de faveur (par exemple
lorsque A est un corps, cf. proposition 3.4.14), l'isomorphisme de la proposition est même
naturel en F .
Cependant, on verra dans les chapitres suivants qu'en général on n'a pas d'isomor-
phisme naturel entre sym(F ) ◦ ∆n et sym(F (V1 ⊠ · · · ⊠ Vn)). En eﬀet, les tenseurs
symétriques de gl vériﬁent la troisième  Ext-condition  (cf. corollaire 6.1.2). De plus
la multiplication I ⊗ Sp−1 ։ Sp induit un morphisme sym(I ⊗ Sp−1) ։ sym(Sp) sur-
jectif. Si on avait sym(Sµ(Id⊠2)) = sym(Sµ) ◦∆2, alors d'après le théorème 5.1.26, la
multiplication Sp−1 ⊗ I ։ Sp induirait une surjection HP∗(Sp−1 ⊗ Igl) ։ HP∗(Spgl).
Or ceci est en contradiction avec le corollaire 6.2.11.
3.4 Le foncteur sym comme adjoint
Soient A un anneau commutatif, d1, . . . , dn des entiers et S le groupe Sd1×· · ·×Sdn .
3.4.1 Comparaison avec les extensions de Kan
Revenons sur la construction évoquée dans l'introduction du chapitre. Notons j
le foncteur d'inclusion de Γd1,...,dnV×nA dans Mod(AS) fourni par le lemme 3.1.6. la
précomposition par j induit un foncteur ev : FS,A Ã Pd1,...,dn,A(n) qui à un S-foncteur
f associe sa restriction sur Γd1,...,dnV×nA (cette restriction est un foncteur polynomial à
valeurs quelconques).
Le foncteur ev admet un adjoint à droite d'après [31, X.3 p. 233], noté Ranj , et qui à
tout foncteur polynomial T associe l'extension de Kan à droite selon j. Plus précisément,
soit M un S-module. La catégorie (M ↓ j) est la catégorie dont les objets sont les paires
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(f,N) où N est un S-module de la forme
⊗
i V
⊗di
i avec Vi A-modules projectifs et f
est une application A linéaire équivariante, et dont les morphismes sont les diagrammes
commutatifs dans Mod(AS) :
M
f ′
""D
DD
DD
DD
D
f
~~}}
}}
}}
}}
N
φ // N ′ .
Notons Q : (M ↓ j)Ã Γd1,...,dnV×nA le foncteur de projection, qui à l'objet (f,N) associe
N . L'image d'un foncteur polynomial T par Ranj est le S-foncteur Ranj(T ) déﬁni sur
les objets de Mod(AS) par la formule [31, X.3 Th. 1] :
Ranj(T )(M) := lim
←−
[
(M ↓ j)
Q
−→ Γd1,...,dnV×nA
T
−→Mod(A)
]
.
Par construction, le foncteur Ranj est additif, A-linéaire et exact à gauche. C'est donc
un bon candidat pour un foncteur de symétrisation répondant aux questions 3.1.10(ii).
Cependant on a :
Lemme 3.4.1. Soit λ1, . . . , λn des partitions de poids d1, . . . , dn et M un S-module sur
Z. Le Z-module Ranj(⊠ni=1Sλ
i
)(M) n'a pas de torsion.
Démonstration. Par déﬁnition, Ranj(⊠ni=1Sλ
i
)(M) est un sous Z-module du produit∏
N∈(M↓j)NSλ1×···×Sλn . Les NSλ1×···×Sλn n'ayant pas de torsion (car les N sont des
modules de permutation), le produit n'en a pas non plus, et on obtient notre résultat.
Ainsi, sur Z (et plus généralement sur un anneau principal qui n'est pas un corps), on
n'a pas d'isomorphisme entre les S-foncteurs coinvλ1,...,λn et Ranj(⊠ni=1Sλ
i
). En eﬀet,
contrairement à ce qui se passe avec Ranj(⊠ni=1Sλ
i
), l'image d'un S-module M par
coinvλ1,...,λn n'est pas forcément un module libre (par exemple si M = Z/nZ avec action
triviale ou M = Z avec action donnée par la signature). Notre foncteur sym est donc
diﬀérent du foncteur Ranj .
3.4.2 Le foncteur sym comme adjoint
Dans ce paragraphe, nous étudions comment modiﬁer la déﬁnition du foncteur sym
pour le faire apparaître comme un adjoint à droite du foncteur ev. Plus précisément,
nous étudions sous quelles conditions on peut remplacer la catégorie d'arrivée FS,A du
foncteur sym par une nouvelle catégorie F˜S,A.
Choix possibles pour la catégorie F˜S,A
Dans tout ce paragraphe, on ﬁxe CS(A) et C(A) deux catégories vériﬁant les axiomes
suivants :
(A1) C(A) est une sous-catégorie pleine de la catégorie Mod(A) des A-modules, stable
par somme ﬁnie, par produit tensoriel ﬁni, et admettant des noyaux.
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(A2) CS(A) est une sous-catégorie pleine de la catégorie Mod(AS) des S-modules sur
A, contenant la catégorie Γd1,...,dnV×nA .
(A3) Les catégories CS(A) et C(A) sont reliées par la propriété suivante : pour tout
V ∈ CS(A) et tout sous-groupe H de S le A-module des coinvariants VH est un
objet de C(A).
Lemme 3.4.2. Soit A un anneau commutatif. Les paires suivantes vériﬁent les axiomes
(A1-A3) :
(1) CS(A) =ModS(A) et C(A) =Mod(A).
(2) Si A noethérien, CS(A) est la catégorie des S-modules qui sont des A-modules de
type ﬁni sur A et C(A) est la catégorie des A-modules de type ﬁni.
(3) Si A est de Dedekind, CS(A) est la catégorie des facteurs directs des modules de
permutation de dimension ﬁnie et C(A) la catégorie des A-modules projectifs de
type ﬁni.
(4) Si A est principal, CS(A) est la catégorie des modules de permutation de dimension
ﬁnie (cf. annexe B.2) et C(A) la catégorie des A-modules libres de type ﬁni.
Déﬁnition 3.4.3. Soient CS(A), C(A) deux catégories vériﬁant les axiomes (A1-A3).
On appelle S-foncteur sur A un foncteur A-linéaire
F : CS(A)Ã C(A) .
On note F˜S,A la catégorie des S-foncteurs sur A et des transformations naturelles entre
S-foncteurs.
La catégorie F˜S,A est une sous-catégorie pleine de la catégorie abélienne des foncteurs
de CS(A) dans Mod(A). Elle possède des sommes ﬁnies, des produits tensoriels et des
noyaux calculés au but.
Exemple 3.4.4. Soient λi des partitions de poids di. D'après l'axiome (A3), les foncteurs
de coinvariants coinvλ1,...,λn sont des objets de F˜S,A. Comme F˜S,A est stable par noyaux,
les foncteurs invλ1,...,λn et altλ1,...,λn sont aussi des objets de cette catégorie.
Notons j l'inclusion de CS(A) dans Mod(AS). La précomposition du foncteur sym
par j induit un foncteur (encore noté sym) de CS(A) dans Mod(A).
Proposition 3.4.5. Soient CS(A), C(A) deux catégories vériﬁant les axiomes (A1-A3).
Le foncteur sym est à valeurs dans F˜S,A.
Propriété d'adjonction
Déﬁnition 3.4.6. Soient CS(A), C(A) deux catégories vériﬁant les axiomes (A1-A3). On
dit que f ∈ F˜S,A admet une coprésentation de Young si elle admet une coprésentation
par des sommes directes ﬁnies de foncteurs coinv :
f →֒
⊕
k
coinv(λ1,k,...,λn,k) →
⊕
l
coinv(µ1,l,...,µn,l) .
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Notation 3.4.7. On note Cop(F˜S,A) la sous catégorie pleine de F˜S,A ayant pour objets
les symétrisations de n-foncteurs polynomiaux, qui admettent une coprésentation de
Young.
Remarque 3.4.8. Il existe des S-foncteurs f qui admettent des coprésentations par des
coinvariants :
f →֒ −G → −H
pour G et H des sous-groupes S, mais qui n'admettent pas de coprésentation de Young
(c'est-à-dire de coprésentation dans laquelle G et H sont des sous-groupes de Young de
S).
En eﬀet prenons A = k un corps, et F˜Sd,k la catégorie des foncteurs des Sd-espaces
vectoriels sur k vers les k-espaces vectoriels de dimension ﬁnie. Soit f un foncteur co-
hérent [17, def 2.2.1] qui est une symétrisation non nulle du foncteur nul. Son dual
f ♯(−) := f(−∨)∨ admet une coprésentation par des coinvariants car (−G)♯ = −G. Ce-
pendant, f ♯ est également un foncteur cohérent et une symétrisation injective du foncteur
nul. On a donc pour toute partition λ de poids d [17, prop 3.2.2 et lemme 3.2.5] :
Hom(f ♯, coinvλ) ≃ HomP(0, S
λ) = 0 .
Ainsi, il n'y a pas de transformation naturelle non nulle entre f et un foncteur de
coinvariants sous un sous-module de Young Sλ de Sd. Le corollaire B.2.9 de l'annexe
fournit un tel exemple de symétrisation cohérente non nulle du foncteur nul.
L'évaluation sur le S-module V ⊗d11 ⊗ · · · ⊗ V ⊗dnn induit un foncteur :
ev : Cop(F˜S,A)Ã Pd1,...,dn,A(n) .
Par construction, le foncteur sym est à valeurs dans Cop(F˜S,A). Nous allons maintenant
voir dans quelles conditions ces foncteurs sont adjoints. Pour cela, nous introduisons deux
axiomes supplémentaires.
(A4) Pour tout M ∈ CS(A) il existe un objet LM de CS(A) tel que LM soit une somme
directe d'éléments de Γd1,...,dnV×nA et un morphisme surjectif LM ։M .
(A5) Les catégories CS(A), C(A) sont stables par dualité et le bidual d'un objet M est
isomorphe à M .
Lemme 3.4.9. Les paires CS(A), C(A) suivantes satisfont les axiomes (A1-A5).
(1) A est un corps, CS(A) est la catégorie des A-espaces vectoriels de dimension ﬁnie
munis d'une action linéaire de S, et C(A) est la catégorie des A-espaces vectoriels
de dimension ﬁnie.
(2) A est un anneau principal, CS(A) est la catégorie des A-modules de permutation
de dimension ﬁnie, et C(A) est la catégorie des A-modules libres de type ﬁni.
(3) A est un anneau de Dedekind, CS(A) est la catégorie des facteurs directs de A-
modules de permutation de dimension ﬁnie, et C(A) est la catégorie des A-modules
projectifs de type ﬁni.
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Proposition 3.4.10. Supposons que les catégories CS(A), C(A) vériﬁent les axiomes
(A1-A5). L'évaluation induit un isomorphisme (naturel en f , g) :
Hom
Cop( eFS,A)(f, g) ≃ HomPd1,...,dn,A(n)(ev(f), ev(g)) .
Démonstration. Supposons que les axiomes (A1-A4) sont vériﬁés. Dans ce cas la dé-
monstration du lemme 3.2.4 s'adapte dans notre nouveau cadre et pour tout uplets
λi, µi de poids di le foncteur d'évaluation induit un isomorphisme :
Hom eFS,A(coinv(λ1,...,λn), coinv(µ1,...,µn))
ev
−→
≃
HomPd1,...,dn,A(n)(S
λ1
⊠ · · ·⊠ Sλ
n
, Sµ
1
⊠ · · ·⊠ Sµ
n
) .
Si l'axiome (A5) est également vériﬁé, alors la catégorie F˜S,A est stable par dualité
de Kuhn, et le dual de Kuhn de inv(µ1,...,µn) est le foncteur coinv(µ1,...,µn). D'après la
proposition B.1.1 et le lemme de Yoneda on a donc un isomorphisme naturel :
Hom(f, coinv(µ1,...,µn)) ≃ Hom(inv
(µ1,...,µn), f ♯) ≃ f ♯(S/Sµ1 × · · · ×Sµn) (∗)
Démontrons la proposition dans le cas g = coinv(µ1,...,µn). Soit f →֒ y0f → y1f une
coprésentation de Young de f . On un diagramme commutatif :
HomFS,A(y
1
f , g)
ev
≃
//
²²
HomPd1,...,dn,A(n)(ev(y
1
f ), ev(g))
²²
HomFS,A(y
0
f , g)
ev
≃
//
²²²²
HomPd1,...,dn,A(n)(ev(y
0
f ), ev(g))
²²²²
HomFS,A(f, g)
ev // HomPd1,...,dn,A(n)(ev(f), ev(g))
D'après la relation (∗) la colonne de gauche est exacte aux deux dernier termes. Comme
ev(g) est injectif la colonne de droite est exacte aux deux derniers termes. L'évaluation
de la dernière ligne est donc un isomorphisme.
Si maintenant g est quelconque, soit g →֒ y0g → y1g une coprésentation de Young de
g. On a un diagramme commutatif :
HomFS,A(f, g)
ev //
Ä _
²²
HomPd1,...,dn,A(n)(ev(f), ev(g))Ä _
²²
HomFS,A(f, y
0
g)
ev
≃
//
²²
HomPd1,...,dn,A(n)(ev(f), ev(y
0
g))
²²
HomFS,A(f, y
1
g)
ev
≃
// HomPd1,...,dn,A(n)(ev(f), ev(y
1
g))
Les colonnes sont exactes aux deux premiers termes par exactitude à gauche de
Hom(f,−) et Hom(ev(f),−). L'évaluation de la première ligne est donc un isomor-
phisme.
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Corollaire 3.4.11. Si les catégories CS(A), C(A) vériﬁent les axiomes (A1-A5), alors
les foncteurs (ev, sym) forment une paire d'adjoints : on a un isomorphisme (naturel en
f , g) :
Hom
Cop( eFS,A)(f, sym(G)) ≃ HomPd1,...,dn,A(n)(ev(f), G) .
Corollaire 3.4.12. Si les catégories CS(A), C(A) vériﬁent les axiomes (A1-A5), alors
le foncteur sym : Pd1,...,dn,A(n)Ã F˜S,A est pleinement ﬁdèle.
3.4.3 Applications
Fixons CS(A) et C(A) deux catégories vériﬁant les axiomes (A1-A5). Des exemples
de choix possibles sont donnés par le lemme 3.4.9. Dans cette situation, le foncteur sym :
Pd1,...,dn,A(n)Ã F˜S,A est un adjoint du foncteur d'évaluation. Dans ce paragraphe, nous
appliquons cette propriété pour obtenir de nouveaux résultats.
Symétrisation des foncteurs composés
Lemme 3.4.13. Si les catégories CS(A), C(A) vériﬁent les axiomes (A1-A5), alors pour
tout f ∈ Cop(F˜S,A), il existe un isomorphisme naturel en f :
f
φf
−→
≃
sym(ev(f))
Démonstration. Supposons que f admet une coprésentation de Young f →֒ y0f → y1f .
On a un diagramme commutatif dont les colonnes sont les isomorphismes obtenus à
partir du lemme 3.2.10 :
f Â
Ä // y0f //
≃
²²
y1f
≃
²²
sym(ev(f)) Â
Ä // sym(ev(y0f )) // sym(ev(y
1
f ))
Par exactitude de ev et exactitude à gauche de sym, les lignes de ce diagramme sont
exactes aux deux premiers termes. Le morphisme y0f
≃
−→ sym(ev(y0f )) factorise donc en
un isomorphisme φf : f ≃ sym(ev(f)).
Fixons deux foncteurs f, g et choisissons deux coprésentations de Young de f et
g. D'après le raisonnement précédent, on obtient deux isomorphismes φf et φg, qui
dépendent à priori du choix des coprésentations. Soit θ : f → g. Alors le carré commute :
sym(ev(f))
sym(ev(θ)) // sym(ev(f))
f
θ //
φf
OO
g .
φg
OO
En eﬀet, les évaluations des deux morphismes sym(ev(θ)) et φg ◦ θ ◦ φ−1f sur le S-
module V ⊗d11 ⊗ · · · ⊗V ⊗dnn sont égales, donc ces deux morphismes sont égaux d'après la
proposition 3.4.10.
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Si on prend f = g et θ = Id, on obtient que l'isomorphisme φf ne dépend pas du
choix de la résolution. Avec f, g, θ quelconques, on obtient la fonctorialité de φf .
En remplaçant l'utilisation du lemme 3.3.3 par celle du lemme précédent dans la
démonstration de la proposition 3.3.11, on obtient un nouveau résultat, plus précis (on
a gagné la naturalité en F ).
Proposition 3.4.14. Supposons que les catégories CS(A), C(A) vériﬁent les axiomes
(A1-A5). Soit F un foncteur polynomial sur un anneau commutatif A admettant une
coprésentation par des sommes de produits tensoriels :
F →֒
⊕
i=1..k
⊗d →
⊕
i=1..l
⊗d .
Il existe un isomorphisme (dans F˜S,A), naturel en F :
sym(F ) ◦∆n
≃
−→ sym(F (Id⊠n)) .
Symétrisation des foncteurs de Schur
Nous nous intéressons maintenant aux exemples de symétrisations injectives des
foncteurs de Schur utilisés dans [9, p.778]. Le foncteur de Schur Sλ/λ′ sur A est égal à
l'image du morphisme (cf. déﬁnition B.3.12) :
dλ/λ′ : Λ
λ/λ′ →֒ ⊗d
σ gλ/λ′
−−−→ ⊗d ։ S
gλ/λ′ .
Déﬁnition 3.4.15. Soit λ/λ′ un diagramme gauche de poids d et λ˜/λ′ son diagramme
conjugué. On note sλ/λ′ la symétrisation injective de Sλ/λ′ obtenue comme image du
morphisme :
∂λ/λ′ : alt
λ/λ′ →֒ Id
σ gλ/λ′
−−−→ Id։ coinv gλ/λ′ .
Remarque 3.4.16. Si l'anneau A contient Q ou est de caractéristique p > d, on dispose de
la déﬁnition équivalente suivante de sλ/λ′ donnée par la proposition B.3.27. On fait un
tableau en numérotant les coeﬃcients non nuls du diagramme gauche µ/µ′ dans l'ordre
lexicographique, on note aλ/λ′ ∈ ASd la somme des éléments de Sd qui préservent les
lignes et bλ/λ′ ∈ ASd la somme alternée des éléments qui préservent les colonnes. On a
alors
sλ/λ′(M) = bλ/λ′ ◦ aλ/λ′(M) .
Proposition 3.4.17. Supposons que les catégories CS(A), C(A) vériﬁent les axiomes
(A1-A5). Soit λ/λ′ un diagramme gauche de poids d. Il existe un monomorphisme (dans
F˜S,A) :
sλ/λ′ →֒ sym(Sλ/λ′)
dont l'évaluation sur M = V ⊗d est un isomorphisme. Si l'anneau A contient Q ou est
de caractéristique p > d, cette transformation naturelle est un isomorphisme.
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Démonstration. Tout d'abord, la composée
∂˜λ/λ′ : sym(Λ
λ/λ′) ≃ altλ/λ
′ ∂λ/λ′
−−−→ coinv gλ/λ′ ≃ sym(S
gλ/λ′)
est égale au morphisme sym(dλ/λ′). En eﬀet, leurs évaluations sur V ⊗d sont égales et le
foncteur sym est pleinement ﬁdèle.
Le conoyau de dλ/λ′ prend ses valeurs dans les modules libres de type ﬁni d'après
le théorème B.3.14. C'est donc un foncteur polynomial d'après la proposition 1.2.8.
Notons p : S gλ/λ′ ։ Coker dλ/λ′ la projection. Par exactitude à gauche de sym, on a
sym(Sλ/λ′) = Ker sym(p).
De plus, sym(p) ◦ sym(dλ/λ′) = sym(p ◦ dλ/λ′) = 0. L'isomorphisme coinv gλ/λ′ ≃
sym(S
gλ/λ′) induit donc une transformation naturelle injective :
sλ/λ′ = Im ∂λ/λ′ →֒ Ker sym(p) = sym(Sλ/λ′) (∗)
Si A contient Q ou est de caractéristique p > d, alors d'après la proposition B.3.25,
le morphisme structurel Λλ/λ′ ։ Sλ/λ′ admet une section. Sa symétrisation induit donc
une surjection sym(Λλ/λ′) ։ sym(Sλ/λ′), et on a donc Im sym(dλ/λ′) = sym(Sλ/λ′) =
Ker sym(p). La transformation naturelle (∗) est donc un isomorphisme.
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Chapitre 4
Cohomologie des bifoncteurs
polynomiaux
Dans ce chapitre, nous généralisons tout d'abord à un anneau A commutatif quel-
conque la déﬁnition de la catégorie PA(1, 1) des bifoncteurs polynomiaux (contravariants
en la première variable, covariants en la seconde) introduite par Franjou et Friedlander
dans [13]. Par dualité sur la variable contravariante (cf. lemme 4.1.7), cette catégorie
est équivalente à la catégorie PA(2) introduite dans le chapitre 1. Nous en déduisons la
structure de la catégorie PA(1, 1).
Suivant [13], nous déﬁnissons ensuite dans le paragraphe 4.2 la cohomologie H∗P,A(B)
d'un bifoncteur B ∈ PA(1, 1) homogène de bidegré (d, d) comme un A-module d'exten-
sions dans la catégorie des bifoncteurs polynomiaux :
H∗P,A(B) = Ext
∗
PA(1,1)
(Γdgl, B) .
Puis nous démontrons que si n est un entier supérieur ou égal à d, la cohomologie
H∗P,A(B) calcule la cohomologie rationnelle de GLn/A à coeﬃcients dans la représen-
tation B(An, An) (théorème 4.2.11). Ce théorème est le résultat principal du chapitre
et fournit une forte motivation pour l'étude de la cohomologie des bifoncteurs polyno-
miaux. Il n'était auparavant connu que dans le cas où A = K est un corps [13, Th. 1.5].
Nous parvenons à démontrer ce résultat sur un anneau commutatif quelconque en adop-
tant une nouvelle approche, qui repose sur un calcul explicite de théorie classique des
invariants (théorème D.2.6). Puis nous utilisons le théorème 4.2.11 pour obtenir des in-
formations (corollaires 4.2.13 et 4.2.14) sur la cohomologie des bifoncteurs que l'algèbre
homologique dans la catégorie PA(1, 1) ne semble pas apporter facilement.
Enﬁn dans le paragraphe 4.3, nous établissons quelques calculs sur la cohomologie
des bifoncteurs.
4.1 Catégorie des bifoncteurs polynomiaux
Soit A un anneau commutatif. On rappelle (cf. chapitre 1) que VA désigne la catégorie
des A-modules projectifs de type ﬁni sur A et que si V est un A-module, V ∨ désigne le
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dual A-linéaire de V .
4.1.1 Bifoncteurs polynomiaux selon Franjou et Friedlander
Déﬁnition 4.1.1. Un bifoncteur polynomial B (contravariant en la première variable,
covariant en la seconde variable) sur A :
B : VA
op × VA Ã VA
est la donnée pour tout (V1, V2) ∈ VAop ×VA d'un élément B(V1, V2) ∈ VA et pour tous
V1, V2,W1,W2 d'un polynôme BV1,V2,W1,W2 :
HomA(W1, V1)×HomA(V2,W2)→ HomA(B(V1, V2), B(W1,W2)) ,
vériﬁant les deux conditions :
(1) BV1,V2,V1,V2(IdV1 , IdV2) = IdB(V1,V2) .
(2) Pour tous modules projectifs de type ﬁni U1, U2, V1, V2,W1,W2, la précomposée
du polynôme BU1,U2,W1,W2 par le polynôme induit par la composition :
Hom(V1, U1)×Hom(U2, V2)×Hom(W1, V1)×Hom(V2,W2)
→ Hom(W1, U1)×Hom(U2,W2)
est égale à la postcomposée de BV1,V2,W1,W2 × BU1,U2,V1,V2 par l'application bili-
néaire
Hom(B(U1, U2), B(V1, V2))×Hom(B(V1, V2), B(W1,W2))
→ Hom(B(U1, U2), B(W1,W2)) .
Déﬁnition 4.1.2. Une transformation naturelle f : B → B′ entre deux bifoncteurs po-
lynomiaux est la donnée, pour tout V1, V2 d'une application linéaire fV1,V2 : B(V1, V2)→
B′(V1, V2) telle que le diagramme suivant de polynômes commute :
Hom(V1, U1)×Hom(U2, V2)
BU1,U2,V1,V2 //
B′U1,U2,V1,V2
²²
Hom(B(U1, U2), B(V1, V2))
fV1,V2◦−
²²
Hom(B′(U1, U2), B
′(V1, V2))
−◦fU1,U2 // Hom(B(U1, U2), B
′(V1, V2)) .
Déﬁnition 4.1.3. Soit B un bifoncteur polynomial. On dit que B est de degré ﬁni
si les degrés des polynômes BV1,V2,W1,W2 sont majorés. On dit que B est homogène de
bidegré (d, e) (resp. homogène de degré total d) si tous les polynômes BV1,V2,W1,W2 sont
homogènes de bidegré (d, e) (resp. homogènes de degré total d).
Déﬁnition 4.1.4. On note gl le bifoncteur polynomial homogène de bidegré (1, 1) qui
à une paire (V,W ) associe gl(V,W ) = V ∨ ⊗W . Si F est un foncteur polynomial, on
note Fgl le bifoncteur polynomial obtenu en précomposant F par le bifoncteur gl.
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Remarque 4.1.5. Soit A un anneau de caractéristique p première. Le bifoncteur gl com-
mute au twist de Frobenius : I(r)gl ≃ gl(r).
Déﬁnition 4.1.6. On note PA(1, 1) (resp. Pde,A) la catégorie A-linéaire des bifoncteurs
(contravariants en la première variable, covariants en la seconde variable), de degré ﬁni
(resp. homogènes de bidegré (d, e) et des applications naturelles entre de tels bifoncteurs.
4.1.2 Propriétés de la catégorie des bifoncteurs polynomiaux
Les déﬁnitions ci-dessus sont identiques (à une dualité près) aux déﬁnitions en rap-
port avec la catégorie PA(2). Par exemple, si B est un bifoncteur polynomial contrava-
riant en la première variable et covariant en la seconde, alors le bifoncteur B(−∨1 ,−2)
est bifoncteur polynomial covariant au sens de la déﬁnition 1.2.1 du chapitre 1.
Lemme 4.1.7. Soit B(−1,−2) un objet de PA(1, 1). Alors B(−∨1 ,−2) est un objet de
PA(2), de même degré. La dualité sur la première variable induit donc une équivalence
de catégorie qui préserve le degré :
D : PA(1, 1)Ã PA(2) .
Remarque 4.1.8. Le foncteur D envoie gl ∈ P11,A sur Dgl = I ⊠ I ∈ P1,1,A.
Tous les résultats du premier chapitre se transposent donc à la catégorie PA(1, 1).
En particulier on obtient les énoncés suivants :
Proposition 4.1.9. Soit B ∈ PA(1, 1). Son dual de Kuhn B♯ déﬁni par B♯(V,W ) =
B(V ∨,W∨)∨ est encore un élément de PA(1, 1). La dualité de Kuhn déﬁnit une équiva-
lence de catégories qui préserve le bidegré :
(−)♯ : PA(1, 1)
op
Ã PA(1, 1) .
Proposition 4.1.10. La catégorie A-linéaire additive PA(1, 1) se décompose en la
somme directe de ses sous-catégories pleines
PA(1, 1) =
⊕
(d,e)
Pde,A .
Proposition 4.1.11. Les catégories PA(1, 1) et Pde,A ont une structure de catégorie
exacte si l'on prend pour suites exactes courtes admissibles les suites 0 → B′ → B →
B′′ → 0 qui sont exactes après évaluation sur les paires (V,W ) ∈ V×2A .
Notation 4.1.12. Soient d, e des entiers positifs et V,W des A-modules projectifs de type
ﬁni. On note :
P d,We,V := Γ
dHom(−1, V )⊗ Γ
eHom(W,−2) ,
Id,We,V := S
dHom(−1, V )⊗ S
eHom(W,−2) .
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Proposition 4.1.13. Soient d, e des entiers positifs, V,W des A-modules projectifs de
type ﬁni, et B ∈ Pde,A un bifoncteur polynomial sur A. On a des isomorphismes naturels
en B, V,W :
HomPde,A
(P d,We,V , B) ≃ B(V,W ) ,
HomPde,A
(B, Id,We,V ) ≃ B
♯(W,V ) .
Les foncteurs P d,We,V et I
d,W
e,V sont respectivement des projectifs et des injectifs de Pde,A. Il
existe un foncteur exact PRes• (resp. IRes•) qui à un bifoncteur B associe une résolution
projective (resp. injective) admissible de B par des projectifs de la forme U ⊗ P d,A
e
e,Ad
où
U est un A-module projectif de type ﬁni (resp. des injectifs de la forme U ⊗ Id,A
e
e,Ad
).
Remarque 4.1.14. Le bifoncteur gl⊗d est un injectif de Pdd,A. En eﬀet, la formule expo-
nentielle montre que c'est un facteur direct du projectif P d,A
d
d,Ad
.
Théorème 4.1.15. Soit A′ une A-algèbre commutative. On dispose d'un foncteur de
changement de base PA(1, 1)Ã PA′(1, 1) exact qui préserve les projectifs. De plus, on a
un morphisme canonique A′-linéaire :
φ : Ext∗PA(1,1)(S, T )⊗A A
′ → Ext∗PA′ (1,1)(SA
′ , TA′)
qui est un isomorphisme si A′ est A-plat. Enﬁn, si A est un anneau de Dedekind, alors
pour tout i ce morphisme s'inscrit dans une suite exacte courte de groupes abéliens :
0→ ExtiPA(1,1)(S, T )⊗A A
′ φ−→ ExtiPA′ (1,1)(SA
′ , TA′)
→ TorA(Exti+1PA(1,1)(S, T ), A
′)→ 0
4.2 Cohomologie des bifoncteurs
4.2.1 Déﬁnition
Déﬁnition 4.2.1. Soit A un anneau commutatif et soit B un bifoncteur homogène de
bidegré (d, d) sur A. On appelle cohomologie du bifoncteur B le groupe d'extensions :
H∗P,A(B) := Ext
∗
PA(1,1)
(Γdgl, B) .
Abus de notation 4.2.2. Lorsqu'il n'y a pas de confusion possible concernant l'anneau
de base A, on pourra omettre le A pour alléger la notation. On écrira donc H∗P au lieu
de H∗P,A.
Proposition 4.2.3. Soit A un anneau principal et soit B ∈ Pdd,A un bifoncteur polyno-
mial. Les A-modules H iP,A(B) sont des A-modules type ﬁni.
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Démonstration. Soit P• une résolution projective de Γdgl. La cohomologie du bifoncteur
B est donnée par l'homologie du complexe de A-modules HomPdd,A(P•, B). Si P
d,W
d,V est
un projectif standard, le A-module HomPdd,A(P
d,W
d,V , B) ≃ B(V,W ) est projectif de type
ﬁni, donc libre de type ﬁni car A est principal. Les cycles et les bords du complexe
HomPdd,A
(P•, B) sont donc des A-modules libres de type ﬁni et leurs quotients sont des
A-modules de type ﬁni.
4.2.2 Cohomologie des bifoncteurs séparables
Déﬁnition 4.2.4. Un bifoncteur séparable est un bifoncteur de la forme :
Hom(F,G)(−1,−2) := F
∨(−1)⊗G(−2) = F
♯(−∨1 )⊗G(−2)
où F,G sont deux foncteurs polynomiaux.
Les injectifs Id,We,V et les projectifs P
d,W
e,V de la catégorie Pde,A sont des bifoncteurs
séparables. En eﬀet on a :
P d,We,V = Hom(I
d
V , P
e
W ) , I
d,W
e,V = Hom(P
d
V , I
e
W ) ,
où IdV et P dV désignent les injectifs et les projectifs dans la catégorie des foncteurs à une
variable (cf. notation 1.4.1). On a un isomorphisme naturel :
HomPdd,A
(Γdgl,Hom(P dV , I
d
W )) ≃ S
dHomA(W,V ) ≃ HomPA(P
d
V , I
d
W )
obtenu en mettant bout à bout l'isomorphisme de la proposition 4.1.13 et l'inverse de
l'isomorphisme donné par le lemme de Yoneda dans Pd,A. SiHom(F,G) est un bifoncteur
séparable, on a donc un isomorphisme de bicomplexes :
HomPdd,A
(Γdgl,Hom(PRes•(F ), IRes
•(G))) ≃ HomPd,A(PRes•(F ), IRes
•(G)) .
Le complexe total associé au bicomplexe Hom(PRes•(F ), IRes•(G)) est une résolution
injective de Hom(F,G). En prenant l'homologie des complexes totaux on obtient donc
[13, prop 2.2] :
Proposition 4.2.5. Soit A un anneau commutatif et F,G des foncteurs polynomiaux
homogènes de degré d sur A. On a un isomorphisme naturel en F,G :
H∗P,A(Hom(F,G)) ≃ Ext
∗
Pd,A
(F,G) .
4.2.3 Lien avec la cohomologie rationnelle
Dans ce paragraphe, nous établissons un lien entre la cohomologie des bifoncteurs et
la cohomologie rationnelle du groupe linéaire. Nous renvoyons à l'annexe D pour plus
de détails sur les groupes algébriques et la cohomologie rationnelle.
Soit B un bifoncteur polynomial sur un anneau A. Pour toute paire de A-modules
projectifs de type ﬁni V,W , le polynôme BV,W : End(V ∨)× End(W )→ End(B(V,W ))
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induit un morphisme de groupes algébriques GL(V ∨) × GL(W ) → GL(B(V,W )).
Lorsque V = W , on le précompose par l'inclusion diagonale g 7→ (g−1, g) pour obtenir
une action rationnelle :
GL(V )×B(V, V )→ B(V, V ), (g, x) 7→ BV,V (g
−1, g)(x) .
Lemme 4.2.6. Soit A un anneau commutatif, et B un bifoncteur sur A. Le morphisme
d'évaluation, naturel en B :
eB,n : HomPdd,A
(Γdgl, B) → B(An, An)
f 7→ fAn(γ
dIdAn)
est à valeurs dans B(An, An)GLn/A.
Lemme 4.2.7. Soit A un anneau commutatif, et B un bifoncteur homogène de bidegré
(d, d) sur A. Si n ≥ d, le morphisme :
eB,n : HomPdd,A
(Γdgl, B) → B(An, An)
f 7→ fAn(γ
dIdAn)
est injectif
Démonstration. Soit n un entier. Notons comp le morphisme de bifoncteurs déﬁni par
la composée
Γd(HomA(−1, A
n))⊗ Γd(HomA(A
n,−2))Ä _
²²
comp
++VVVV
VVVV
VVVV
VVVV
VVV
Γd(HomA(−1, A
n)⊗HomA(A
n,−2)) // Γ
dgl(−1,−2)
l'évaluation de la transformation naturelle comp sur la paire (An, An) envoie
(γdIdAn)
⊗2 ∈ Γd(HomA(A
n, An))⊗2 sur γdIdAn ∈ Γd(HomA(An, An)). On a donc un
diagramme commutatif :
HomPdd,A
(P d,A
n
d,An (−1,−2), B(−1,−2))
≃ // B(An, An)
HomPdd,A
(ΓdHomA(−1,−2), B(−1,−2))
Hom
Pd
d,A
(comp,B(−1,−2))
OO
eB,n
33hhhhhhhhhhhhhhhhhhhhhhh
dans lequel l'isomorphisme horizontal est donné par le lemme de Yoneda. D'après
la proposition 1.3.1, si n ≥ d alors comp est un épimorphisme. Le morphisme
HomPdd,A
(comp,B(−1,−2)) est alors injectif, et eB,n également.
Pour 1 ≤ i ≤ p et 1 ≤ j ≤ q on note (i|j) ∈ S2((V ⊕p ⊕ V ∨⊕q)∨) le polynôme
homogène de degré 2 déﬁni par la formule (cf. annexe D, théorème D.2.6) :
(i|j)(x1, . . . , xp, f1, . . . , fq) := fj(xi) .
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Lemme 4.2.8. Soit A un anneau commutatif, d un entier et V un A-module libre de
rang n. Le A-module
Sd(V ∨⊕d ⊕ V ⊕d)GLn/A ≃
(
Sd(V ∨⊕d)⊗ Sd(V ⊕d)
)GLn/A
est engendré par la famille des produits (i1|j1) . . . (id|jd), où les indices ik et jk sont des
entiers compris entre 1 et d.
Démonstration. C'est une conséquence directe du corollaire D.2.7.
Lemme 4.2.9. Soit A un anneau commutatif. Le morphisme :
HomPdd,A
(Γdgl, Sµ(−∨1 )⊗ S
λ(−2)) → S
µ(An∨)⊗ Sλ(An)
f 7→ fAn(γ
dIdAn)
induit une surjection sur
(
Sµ(An∨)⊗ Sλ(An)
)GLn/A.
Démonstration. D'après l'isomorphisme de foncteurs
Sd(−∨⊕d1 )⊗ S
d(−⊕d2 ) ≃
⊕
λ,µ uplets de poids d
Sµ(−∨1 )⊗ S
λ(−2) ,
il suﬃt de montrer que le morphisme
HomPdd,A
(Γdgl, Sd(−∨⊕d1 )⊗ S
d(−⊕d2 )) →
(
Sd(An∨⊕d)⊗ Sd(An⊕d)
)GLn/A
f 7→ fAn(γ
dIdAn)
est surjectif. Le lemme 4.2.8 nous donne une famille génératrice du A-module libre de
droite. Nous allons montrer que le morphisme ci-dessus atteint tous ces générateurs.
Soit (ai)1≤i≤n une base de An, (a♯i)1≤i≤n sa base duale et (a
♯♯
i )1≤i≤n sa base biduale.
L'isomorphisme canonique An ≃ An∨∨ envoie donc (ai)1≤i≤n sur (a♯♯i )1≤i≤n. Si k est un
entier compris entre 1 et d et v ∈ An, on note vk le vecteur (0, . . . , 0, v, 0, . . . , 0) ∈ An⊕d
où v est en k-ème position.
Soient k et l deux entiers. Calculons une expression maniable du polynôme (k|l) ∈
S1(An∨⊕d) ⊗ S1(An⊕d). Soit (x1, . . . , xk, φ1, . . . , φk) = (x, φ) un vecteur de An⊕d ⊕
An∨⊕d. On a :
(k|l)(x, φ) = φk(xl) =
n∑
i=1
φ(aki )a
♯
i
 n∑
j=1
a♯ lj (x)aj
 = n∑
i=1
φ(aki )a
♯ l
j (x) .
Ainsi, on a l'égalité (k|l) =
∑n
i=1 a
♯ l
j ⊗ a
♯♯ k
i . Si (k1, . . . , kd) et (l1, . . . , ld) sont deux d-
uplets d'entiers, le polynôme (k1|l1)(k2|l2) . . . (kd|ld) ∈ Sd(An∨⊕d)⊗ Sd(An⊕d) est donc
donné par la formule :
(k1|l1)(k2|l2) . . . (kd|ld) =
∑
(i1,...,id)∈Nn
a♯ l1i1 a
♯ l2
i2
. . . a♯ ldid ⊗ a
♯♯ k1
i1
a♯♯ k2i2 . . . a
♯♯ kd
id
.
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Il ne nous reste plus qu'à produire un morphisme f : Γd(−∨1 ⊗ −2) → Sd(−∨⊕d1 ) ⊗
Sd(−⊕d2 ) dont l'évaluation sur
γdIdAn =
(
n∑
i=1
a♯i ⊗ ai
)⊗d
∈ Γd(An∨ ⊗An)
est égale à (k1|l1)(k2|l2) . . . (kd|ld). Mais le morphisme
ik1,...,kd,l1,...,ld : (V
∨ ⊗W )⊗d →
(
V ∨⊕d
)⊗d
⊗
(
W⊕d
)⊗d
⊗di=1(vi ⊗ wi) 7→ (⊗
d
i=1v
ki
i )⊗ (⊗
d
i=1w
li
i )
envoie γdIdAn sur (⊗di=1a
♯ ki
i )⊗(⊗
d
i=1a
li
i ). Si on déﬁnit fk1,...,kd,l1,...,ld comme la composée
Γd(−∨1 ⊗−2) ⊂ (−
∨
1 ⊗−2)
⊗d
ik1,...,kd,l1,...,ld−−−−−−−−−→
(
−∨⊕d1
)⊗d
⊗
(
−⊕d2
)⊗d
m
−→ Sd(−∨⊕d1 )⊗ S
d(−⊕d2 ) ,
alors l'évaluation du morphisme fk1,...,kd,l1,...,ld sur γdIdAn est égale au polynôme
(k1|l1)(k2|l2) . . . (kd|ld).
Proposition 4.2.10. Soit A un anneau commutatif. Le morphisme, naturel en B :
HomPdd,A
(Γdgl, B) → B(An, An)GLn/A
f 7→ fAn(γ
dIdAn)
est un isomorphisme si n ≥ d.
Démonstration. Le morphisme est à valeurs dans B(An, An)GLn/A d'après le lemme
4.2.6. D'après les lemmes 4.2.7 et 4.2.9, La proposition est vraie dans le cas où B est
un bifoncteur injectif de la forme Sµ(−∨1 )⊗ Sλ(−2). D'après la proposition 4.1.13, tout
bifoncteur B homogène de bidegré (d, d) admet une résolution par des sommes directes
de tel bifoncteurs injectifs. Comme les foncteurs
B Ã HomPdd,A
(Γdgl, B) et B Ã B(An, An)GLn/A
sont exacts à gauche et additifs, le résultat est valable pour un bifoncteur B quelconque.
Théorème 4.2.11. Soit A un anneau commutatif, B un bifoncteur homogène de bidegré
(d, d) sur A et n ≥ d. Il existe un isomorphisme naturel :
H∗P,A(B)
≃
−→ H∗rat(GLn/A,B(A
n, An)) .
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Démonstration. Les foncteurs B Ã H∗P,A(B), B Ã H∗rat(GLn/A,B(An, An)) sont des
δ-foncteurs : ils transforment toute suite exacte courte admissible en suite exacte longue,
et tout morphisme de suites exactes courtes en morphisme de suites exactes longues. De
plus, ils sont tous les deux nuls en degré strictement positif sur les injectifs de PA(1, 1).
Pour la cohomologie des bifoncteurs, cela résulte de la déﬁnition 4.2.1 en termes d'ex-
tensions, et pour la cohomologie rationnelle, c'est une conséquence du corollaire D.2.5.
L'isomorphisme naturel H0P,A(B) ≃ H0rat(GLn/A,B(An, An)) donné par la proposition
4.2.10 se prolonge donc de manière unique en un isomorphisme entre les δ-foncteurs
B Ã H∗P,A(B) et B Ã H∗rat(GLn/A,B(An, An)) d'après [8, prop III.5.2]. Cette proposi-
tion est énoncée dans le cadre des catégories abéliennes, mais on obtient sa démonstration
dans le cas d'une catégorie exacte en remplaçant les suites exactes courtes par des suites
exactes courtes admissibles.
Nous dressons maintenant une liste de corollaires du théorème 4.2.11. En appliquant
le théorème à des bifoncteurs séparables, on obtient tout d'abord une généralisation de
[18, cor. 3.13] à un anneau A quelconque.
Corollaire 4.2.12. Soient A un anneau commutatif, F,G ∈ Pd,A deux foncteur poly-
nomiaux homogène de degré d et n ≥ d un entier. On a un isomorphisme, naturel en
F,G :
Ext∗Pd,A(F,G) ≃ Ext
∗
GLn/A
(F (An), G(An)) .
Corollaire 4.2.13. Si B ∈ PC(1, 1) est un bifoncteur déﬁni sur C alors H iP,C(B) = 0
pour i > 0.
Démonstration. Le groupe algébrique GLn/C est linéairement réductif [23, p. 125],[45,
p. 97], [29, 6.2]. Par conséquent, le foncteur des points ﬁxes sous l'action de GLn/C est
exact. La cohomologie rationnelle de GLn/C est donc nulle en degré strictement positif.
D'après le théorème 4.2.11, il en va de même pour la cohomologie des bifoncteurs sur
C.
Corollaire 4.2.14. Soit K un corps. Pour tout bifoncteur B sur K, il existe un entier
nB tel que HnP,K(B) = 0 pour n > nB.
Remarque 4.2.15. Comme la cohomologie d'un bifoncteur B sur un corps K s'annule à
partir d'un certain degré et que les espaces vectoriels H iP,K(B) sont de dimension ﬁnie,
la caractéristique d'Euler-Poincaré χ de cette cohomologie a un sens :
χH∗P,K(B) =
∑
i≥0
(−1)idimH iP,K(B) .
Corollaire 4.2.16. Soient A un anneau commutatif, B un bifoncteur homogène de
bidegré (d, d) et n ≥ d un entier. Notons p : An+1 → An et i : An → An+1 la surjection
et l'injection du facteur direct An dans An+1 et j : GLn/A →֒ GLn+1/A, M 7→ [ M 00 1 ],
l'inclusion correspondante. On a un isomorphisme :
H∗rat(GLn+1/A,B(A
n+1, An+1))
H∗rat(j,B(i,p))−−−−−−−−→
≃
H∗rat(GLn/A,B(A
n, An)) .
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Démonstration. Notons p : An+1 → An et i : An → An+1 la surjection et l'injection du
facteur direct An dans An+1. On a un triangle commutatif
HomPdd,A
(Γdgl, B)
eB,n+1 //
eB,n
**UUU
UUU
UUU
UUU
UUU
U
B(An+1, An+1)
B(i,p)
²²
B(An, An)
Le morphisme A-linéaire B(i, p) est compatible aux actions de GLn+1/A et GLn/A :
pour toute A-algèbre A′ tout g ∈ GLn(A′) et tout x ∈ B(An+1, An+1)⊗A′ on a :(
B(i, p)⊗A′
)
(j(g).x) = g.
(
B(i, p)⊗A′
)
(x) .
Le morphisme B(i, p) induit donc un morphisme B(An+1, An+1)GLn+1/A →
B(An, An)GLn/A. D'après la commutativité du triangle et la proposition 4.2.10 le mor-
phisme B(i, p) induit donc un isomorphisme naturel en B :
H0rat(GLn+1/A,B(A
n+1, An+1))
≃
−→ H0rat(GLn/A,B(A
n, An)) .
Les foncteurs
B Ã H∗rat(GLn+1/A,B(A
n+1, An+1)) et B Ã H∗rat(GLn/A,B(An, An)
sont des δ-foncteurs, nuls en degré strictement positif sur les injectifs de Pdd . D'après
[8, prop III.5.2], cet isomorphisme en degré 0 se prolonge de manière unique en un
isomorphisme de δ-foncteurs.
4.3 Premiers calculs
4.3.1 Cohomologie des produits tensoriels twistés
Le groupe Sd ×Sd agit sur le bifoncteur gl⊗d, les éléments de Sd × {Id} agissant
par permutation des variables covariantes et ceux de {Id} × Sd par permutation des
variables contravariantes. L'eﬀet (σ, τ) ∈ Sd ×Sd est donc donné par la formule :
(σ, τ) : gl⊗d(−1,−2) = (−
∨
1 ⊗−2)
⊗d → gl⊗d(−1,−2)
⊗(xi ⊗ yi) 7→ ⊗(xσ−1(i) ⊗ yτ−1(i)) .
Soient F,G des foncteurs polynomiaux à une variable. En précomposant la première
variable de gl par F et la seconde par G, l'action de Sd×Sd sur gl⊗d induit une action
de Sd × Sd sur le bifoncteur gl(F,G)⊗d. Par fonctorialité de H∗P,A(−), cette action
induit une structure de Sd ×Sd-module gradué sur H∗P,A(gl(F,G)⊗d).
Les bifoncteurs gl(F,G)⊗d et Hom(F⊗d, G⊗d) sont isomorphes. D'après la proposi-
tion 4.2.5, on a donc un isomorphisme, naturel en F,G :
H∗P,A(gl(F,G)
⊗d) ≃ Ext∗PA(F
⊗d, G⊗d) (∗)
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En outre, on peut déﬁnir une action de Sd ×Sd sur Ext∗PA(F
⊗d, G⊗d) en faisant agir
(σ, τ) ∈ Sd×Sd comme le morphisme Ext∗PA(σ
(−1), τ). Dans ce cas, l'isomorphisme (∗)
est Sd ×Sd-équivariant.
Deux cas nous seront particulièrement utiles par la suite. Premièrement lorsque
F = V ⊗ − et G = W ⊗ −, avec V et W deux A-modules projectifs de type ﬁni, et
deuxièmement lorsque F = G = I(r). Le théorème suivant détermine explicitement les
Sd ×Sd-modules H∗P,A(gl(F,G)⊗d) dans ces deux cas. Ce théorème est implicitement
utilisé dans [9] et explicitement utilisé dans [13, 17]. Le deuxième cas du théorème est
démontré dans [13, Th 1.8] sur un corps, mais la démonstration s'adapte sans problème
à un anneau A quelconque de caractéristique première. La démonstration du premier
cas est analogue (en plus simple) à celle du deuxième cas. Remarquons enﬁn que dans
le premier cas, le bifoncteur gl(V ⊗−,W ⊗−)⊗d est injectif et sa cohomologie est donc
concentrée en degré zéro.
Théorème 4.3.1. Soient A un anneau commutatif et V,W deux A-modules projectifs
de type ﬁni. On a un isomorphisme Sd ×Sd-équivariant :
HomA(V,W )
⊗d⊗ASd
≃
−→ HomPA((V ⊗−)
⊗d, (W⊗−)⊗d) ≃ H0P,A(gl(V ⊗−,W⊗−)
⊗d) ,
où le premier isomorphisme est donné par la formule
f1 ⊗ · · · ⊗ fd ⊗ eσ 7→ ((f1 ⊗−)⊗ · · · ⊗ (fd ⊗−)) ◦Hom(σ
−1, (W ⊗−)⊗d) .
De même, si A est un anneau de caractéristique p première, on a un isomorphisme
Sd ×Sd-équivariant :
Ext∗PA(I
(r), I(r))⊗d ⊗ASd
≃
−→ Ext∗PA(I
(r)⊗d, I(r)⊗d) ≃ H∗P,A(gl
(r)⊗d) ,
où le premier isomorphisme est donné par la formule
e1 ⊗ · · · ⊗ ed ⊗ eσ 7→ (e1 ⊗ · · · ⊗ ed) ◦ Ext
∗
PA
(σ−1, I(r)⊗d) .
Dans les deux cas, l'action de Sd × Sd sur le membre de gauche est donnée par la
formule :
(σ, τ).v1 ⊗ · · · ⊗ vn ⊗ eς := vσ−1(1) ⊗ · · · ⊗ vσ−1(d) ⊗ eσςτ−1 .
4.3.2 Calcul de H0P
Rappelons que D désigne le foncteur de dualité PA(1, 1) Ã PA(2) qui à B(−1,−2)
associe B(−∨1 ,−2) (cf. lemme 4.1.7). La proposition suivante décrit la cohomologie de
degré zéro des bifoncteurs B(V ⊗−,W⊗−) comme le A-module résultant de l'évaluation
du Sd ×Sd-foncteur sym(DB) sur le Sd ×Sd-module H0P,A
(
gl(V ⊗−1,W ⊗−2)
⊗d
)
explicitement calculé au théorème 4.3.1.
Proposition 4.3.2. Soit A un anneau commutatif, V , W deux A-modules projectifs de
type ﬁni et B un bifoncteur homogène de bidegré (d, d) sur A. On a un isomorphisme
naturel en B, V,W :
H0P,A(B(V ⊗−1,W ⊗−2))
≃
−→ sym(DB)
(
H0P,A
(
gl(V ⊗−1,W ⊗−2)
⊗d
))
.
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Jusqu'à la ﬁn du paragraphe, nous adoptons la notation suivante. Si B ∈ Pdd est un
bifoncteur homogène de bidegré (d, d), on note BVW le bifoncteur polynomial homogène
de bidegré (d, d) obtenu en précomposant la première variable par le foncteur V ⊗− et
la deuxième variable par le foncteur W ⊗−. Le foncteur B Ã BVW est exact et dépend
naturellement de V et W .
Reformulons l'énoncé de la proposition 4.3.2. Il nous faut démontrer que l'on a un
isomorphisme naturel en B, V,W :
H0P,A(B
V
W )
≃
−→ sym(DB)
(
H0P,A
(
glV ⊗dW
))
.
D'après la proposition 4.1.13, tout bifoncteur B homogène de bidegré (d, d) admet une
résolution par des sommes directes de bifoncteurs injectifs du type Hom(Γλ, Sµ), où λ,
µ sont des uplets de poids d. Comme les foncteurs
B Ã H0P,A(B
V
W ) et B Ã sym(DB)
(
H0P,A
(
glV ⊗dW
))
sont additifs et exacts à gauche, la proposition 4.3.2 se réduit à l'énoncé suivant :
Proposition 4.3.3. Soit A un anneau commutatif, V , W deux A-modules projectifs de
type ﬁni et λ, µ des uplets de poids d. La comultiplication Γλ →֒ ⊗d et la multiplication
⊗d ։ Sλ induisent un épimorphisme Hom(⊗d,⊗d)։ Hom(Γλ, Sµ). Cet épimorphisme
induit un isomorphisme :
sym(DHom(Γλ, Sµ))
(
H0P,A
(
Hom(⊗d,⊗d)VW
))
≃
−→ H0P,A
(
Hom(Γλ, Sµ)VW
)
,
naturel en V , W et vis-à-vis des morphismes Hom(Γλ, Sµ)→ Hom(Γλ′ , Sµ′).
La ﬁn de ce paragraphe est consacrée à la démonstration de la proposition 4.3.3.
Soient A un anneau commutatif, λ, λ′, µ, µ′ des uplets de poids d et φ : Hom(Γλ, Sµ)→
Hom(Γλ
′
, Sµ
′
) un morphisme. Le foncteur Hom(⊗d,⊗d) est projectif, il existe donc φ˜
telle que le diagramme commute :
Hom(⊗d,⊗d)
pi
²²²²
eφ // Hom(⊗d,⊗d)
pi′
²²²²
(D1)
Hom(Γλ, Sµ)
φ // Hom(Γλ
′
, Sµ
′
)
D'après le théorème 3.2.1, le foncteur sym associe au foncteur polynomial
DHom(⊗d,⊗d) = ⊗d ⊠⊗d le Sd ×Sd-foncteur d'oubli qui envoie un Sd ×Sd-module
M sur le A-module M sous-jacent. On a donc une égalité, naturelle en V,W :
sym(DHom(⊗d,⊗d))
(
H0P(Hom(⊗
d,⊗d)VW )
)
= H0P(Hom(⊗
d,⊗d)VW ) .
Le lemme suivant montre que cette égalité est également naturelle vis à vis des mor-
phismes θ : Hom(⊗d,⊗d)→ Hom(⊗d,⊗d).
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Lemme 4.3.4. Soit θ : Hom(⊗d,⊗d) → Hom(⊗d,⊗d) une transformation naturelle.
Alors le morphisme induit par θ au niveau du la cohomologie de degré 0
H0P(θ) : H
0
P(Hom(⊗
d,⊗d)VW )→ H
0
P(Hom(⊗
d,⊗d)VW )
est égal à sym(D(θ)).
Démonstration. Par déﬁnition de l'action de Sd × Sd sur H0P(Hom(⊗d,⊗d)VW ), c'est
vrai si θ est un élément de Sd ×Sd qui agit par permutation des variables de ⊗dgl. Or
on a :
HomPdd
(Hom(⊗d,⊗d),Hom(⊗d,⊗d)) ≃ HomPd(⊗
d,⊗d)⊗2 ≃ A(Sd ×Sd) .
Le premier isomorphisme résulte de la formule de Künneth (cf. proposition 1.4.16) et le
deuxième isomorphisme de la proposition 1.4.26. Ainsi, toute transformation naturelle θ :
Hom(⊗d,⊗d)→ Hom(⊗d,⊗d) est une combinaison linéaire d'éléments de Sd×Sd. Par
linéarité des foncteursH0P(−),D et sym l'énoncé est donc vrai pour toute transformation
naturelle θ.
En appliquant les foncteurs H0P et −VW au diagramme (D1), on obtient donc le
diagramme commutatif suivant, naturel en V,W :
H0P(Hom(⊗
d,⊗d)VW )
H0
P
(pi)
²²
sym(Deφ) // H0P(Hom(⊗
d,⊗d)VW )
H0
P
(pi′)
²²
(D2)
H0P(Hom(Γ
λ, Sµ)VW )
H0
P
(φ)
// H0P(Hom(Γ
λ′ , Sµ
′
)VW )
Lemme 4.3.5. Le morphisme H0P(pi) : H0P(Hom(⊗d,⊗d)VW ) → H0P(Hom(Γλ, Sµ)VW )
est surjectif et factorise en un isomorphisme :
H0P(pi) : H
0
P(Hom(⊗
d,⊗d)VW )Sλ×Sµ
≃
−→ H0P(Hom(Γ
λ, Sµ)VW ) .
Démonstration. Dans cette démonstration, si V est un A-module projectif de type ﬁni
et F un foncteur polynomial à une variable, nous notons FV le foncteur polynomial
F (V⊗−). De cette façon, on a une égalitéHom(F,G)VW = Hom(FV , GW ). Le morphisme
H0P(pi) est un morphisme entre foncteur séparables. D'après la proposition 4.2.5, l'énoncé
du lemme revient à démontrer que la multiplication ⊗d → Sλ et la comultiplication
Γµ → ⊗d induisent un isomorphisme
HomP(⊗
d
V ,⊗
d
W )Sλ×Sµ ≃ HomP(Γ
λ
V , S
µ
W ) .
Comme ΓλV est un projectif de Pd,A, le foncteur HomP(ΓλV ,−) est exact et la pré-
sentation des puissances symétriques Sµ⊕
σ∈Sµ
⊗d
⊕1−σ
−−−−→ ⊗d → Sµ → 0
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induit une présentation du A-module HomP(ΓλV , S
µ
W ) :⊕
σ∈Sµ
HomP(Γ
λ
V ,⊗
d
W )
⊕1−σ
−−−−→ HomP(Γ
λ
V ,⊗
d
W )→ HomP(Γ
λ
V , S
µ
W )→ 0 .
On reconnaît la présentation des coinvariants du Sd-module HomP(ΓλV ,⊗dW ) sous l'ac-
tion du sous-groupe de Young Sµ. La multiplication ⊗d → Sλ induit donc un isomor-
phisme HomP(ΓλV ,⊗dW )Sµ ≃ HomP(ΓλV , S
µ
W ). De même le foncteur ⊗dW est un injectif
de Pd,A. La coprésentation des puissances divisées Γλ induit donc une suite exacte⊕
σ∈Sλ
HomP(⊗
d
V ,⊗
d
W )
⊕1−σ
−−−−→ HomP(⊗
d
V ,⊗
d
W )→ HomP(Γ
λ
V ,⊗
d
W )→ 0 .
Le foncteur des coinvariants est exact à droite, on a donc une suite exacte :⊕
σ∈Sλ
HomP(⊗
d
V ,⊗
d
W )Sµ
⊕1−σ
−−−−→ HomP(⊗
d
V ,⊗
d
W )Sµ → HomP(Γ
λ
V ,⊗
d
W )Sµ → 0 .
On reconnaît la présentation des coinvariants du Sd-module HomP(⊗dV ,⊗dW )Sµ sous
l'action du sous-groupe de Young Sλ. Par conséquent, la comultiplication Γλ → ⊗d
induit un isomorphisme (HomP(⊗dV ,⊗dW )Sµ)Sλ ≃ HomP(ΓλV ,⊗dW )Sµ . En composant
les deux isomorphismes obtenus, on obtient que le morphisme HomP(⊗dV ,⊗dW ) →
HomP(Γ
λ
V , S
µ
W ) est surjectif et se factorise en un isomorphisme HomP(⊗dV ,⊗dW )Sλ×Sµ ≃
HomP(Γ
λ
V , S
µ
W ).
D'après le théorème 3.2.1, le foncteur sym envoie le foncteur polynomial
DHom(Γµ, Sλ) = Sλ ⊠ Sµ sur le Sd ×Sd-foncteur coinvλ,µ qui associe à un Sd ×Sd-
module M le A-module MSλ×Sµ des coinvariants de M sous l'action du groupe de
Young Sλ ×Sµ. De plus la projection M ։ MSλ×Sµ naturelle en M est égale à la
symétrisation du morphisme
Dpi : ⊗d ⊠⊗d = DHom(⊗d,⊗d)→ DHom(Γµ, Sλ) = Sµ ⊠ Sλ .
On peut donc réécrire le diagramme (D2) sous la forme :
H0P(Hom(⊗
d,⊗d)VW )
sym(Dpi)
²²²²
sym(Deφ) // H0P(Hom(⊗
d,⊗d)VW )
sym(Dpi′)
²²²²
(D3)
coinvλ,µH
0
P(Hom(⊗
d,⊗d)VW )
H0
P
(pi)≃
²²
coinvλ′,µ′H
0
P(Hom(⊗
d,⊗d)VW )
H0
P
(pi′)≃
²²
H0P(Hom(Γ
λ, Sµ)VW )
H0P (φ) // H0P(Hom(Γ
λ′ , Sµ
′
)VW )
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Nous pouvons maintenant compléter le diagramme commutatif (D3) en un diagramme
(D4) (que nous n'avons pas encore identiﬁé comme un diagramme commutatif ).
H0P(Hom(⊗
d,⊗d)VW )
sym(Dpi)
²²²²
sym(Deφ) // H0P(Hom(⊗
d,⊗d)VW )
sym(Dpi′)
²²²²
(D4)
coinvλ,µH
0
P(Hom(⊗
d,⊗d)VW )
H0
P
(pi)≃
²²
sym(Dφ) //______ coinvλ′,µ′H
0
P(Hom(⊗
d,⊗d)VW )
H0
P
(pi′)≃
²²
H0P(Hom(Γ
λ, Sµ)VW )
H0
P
(φ)
// H0P(Hom(Γ
λ′ , Sµ
′
)VW )
Lemme 4.3.6. Le diagramme (D4) commute.
Démonstration. Le carré supérieur du diagramme commute car il s'obtient en appliquant
les foncteurs D, sym au diagramme commutatif (D1). Vériﬁons la commutativité du
carré inférieur. Soit y ∈ coinvλ,µH0P(Hom(⊗d,⊗d)VW ). Par surjectivité de sym(Dpi), il
existe un élément x ∈ H0P(Hom(⊗d,⊗d)VW ) tel que y = sym(Dpi)(x). On a :
H0P(pi
′) ◦ sym(Dφ)(y) = H0P(pi
′) ◦ sym(Dφ) ◦ sym(Dpi)(x)
= H0P(pi
′) ◦ sym(Dpi′) ◦ sym(Dφ˜)(x)
= H0P(φ) ◦H
0
P(pi)(x) ◦ sym(Dpi)(x) par commutativité de (D3)
= H0P(φ) ◦H
0
P(pi)(y) .
Le carré inférieur est donc lui aussi commutatif.
Ceci achève la démonstration de la proposition 4.3.3 : l'isomorphisme de la pro-
position est donné par H0P(pi), il est naturel en V,W et sa naturalité vis-à-vis des
morphismes Hom(Γλ, Sµ) → Hom(Γλ′ , Sµ′) est démontrée par la commutativité du
diagramme (D4).
4.3.3 Une propriété de symétrie de la cohomologie
Soit A un anneau commutatif et V un A-module projectif de type ﬁni. Les bifoncteurs
B(V ∨ ⊗−1,−2) et B(−1, V ⊗−2) ne sont pas isomorphes en général. Cependant leurs
cohomologies sont isomorphes.
Proposition 4.3.7. Soient A un anneau commutatif, et V un A-module projectif de
type ﬁni. On a un isomorphisme, naturel en B, V :
H∗P,A(B(V
∨ ⊗−1,−2)) ≃ H
∗
P,A(B(−1, V ⊗−2))
Démonstration. On utilise le foncteur IRes• qui à un bifoncteur B associe une résolution
injective de B (cf. proposition 4.1.13). En utilisant la formule exponentielle, on voit
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facilement que si J est un injectif de Pdd,A alors I(V ∨ ⊗ −1,−2) et I(−1, V ⊗ −2) sont
encore des injectifs de Pdd,A. L'homologie du complexe, naturel en B, V
H0P,A
(
IRes(B)•(V ∨ ⊗−1,−2)
)
(∗)
calcule donc la cohomologie du bifoncteur B(V ∨⊗−1,−2). D'après la proposition 4.3.2,
ce complexe est isomorphe, naturellement en B, V , à l'évaluation du complexe de Sd ×
Sd-foncteurs sym(DIRes(B)•) sur le Sd ×Sd-module H0P,A
(
gl(V ∨ ⊗−1,−2)
⊗d
)
. Or,
d'après le théorème 4.3.1 on a un isomorphisme Sd ×Sd-équivariant, naturel en V :
H0P,A
(
gl(V ∨ ⊗−1,−2)
⊗d
)
≃ HomA(V
∨, A)⊗d ⊗ASd
≃ HomA(A, V )
⊗d ⊗ASd ≃ H
0
P,A
(
gl(−1, V ⊗−2)
⊗d
)
.
Ainsi, le complexe (∗) est isomorphe (naturellement en B, V ) à l'évaluation de
sym(DIRes(B)•) sur le Sd×Sd-module H0P,A
(
gl(−1, V ⊗−2)
⊗d
)
. En utilisant de nou-
veau la proposition 4.3.2, on obtient un isomorphisme, naturel en B, V entre le complexe
(∗) et le complexe H0P,A (IRes(B)•(−1, V ⊗−2)) qui calcule l'homologie du bifoncteur
B(−1, V ⊗−2). Cet isomorphisme de complexes induit un isomorphisme, naturel en B, V ,
entre les A-modules de cohomologie H∗P,A(B(V ∨⊗−1,−2)) etH∗P,A(B(−1, V ⊗−2)).
4.3.4 Cohomologie des bifoncteurs sur Z
Proposition 4.3.8. Soit B un bifoncteur polynomial homogène de bidegré (b, b) sur Z.
Alors
(1) Pour tout i > 0, H iP,Z(B) est un Z-module de torsion de type ﬁni.
(2) On a un isomorphisme naturel en B :
H0P,Z(B)
≃
−→ sym(DB)(ZSb) ,
où l'action de Sb ×Sb sur ZSb est donnée par (σ, η).eα = eσαη−1.
Démonstration. La deuxième assertion est déjà connue (proposition 4.3.2), il nous reste
à montrer la première. La cohomologie du bifoncteur BC obtenu par changement de base
sur les nombres complexes est nulle en degré strictement positif. D'après le théorème de
changement de base 4.1.15, le groupe H iP,Z(B) ⊗Z C est nul donc nul pour tout i > 0.
Puisque les Z-modules H iP,Z(B) sont de type ﬁni (proposition 4.2.3), H iP,Z(B) est un
Z-module de torsion.
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Chapitre 5
Calculs de cohomologie en
caractéristique p première
Dans ce chapitre, nous développons des techniques pour calculer la cohomologie
des bifoncteurs sur un anneau commutatif A de caractéristique p première. Nous nous
intéressons plus particulièrement à la cohomologie des bifoncteurs twistés. Dans chacun
des trois paragraphes de ce chapitre, nous décrivons des techniques avec des objectifs
diﬀérents. Dans le paragraphe 5.1 nous comparons pour un bifoncteur polynomial B la
cohomologie d'un bifoncteur B(r) twisté avec la cohomologie du bifoncteur B(−⊕p
r
1 ,−2).
Nous en déduisons des résultats sur la cohomologie des bifoncteurs twistés. Dans le
paragraphe 5.2, nous développons des techniques de calcul de la caractéristique d'Euler
de la cohomologie des bifoncteurs. Enﬁn, dans le paragraphe 5.3, nous détaillons une
technique de changement de base qui complète les techniques du paragraphe 5.1 et
permettra d'eﬀectuer des calculs explicites de séries de Poincaré au chapitre 6.
Revenons au contenu du paragraphe 5.1. Nous y développons une approche qui s'ins-
pire et généralise les techniques de Chaªupnik [9] dans le cadre des foncteurs strictement
polynomiaux sur un corps. Le point de départ est la cohomologie H∗P,A(gl(r)⊗d) des
produits tensoriels twistés de gl décrite au théorème 4.3.1. En particulier, on remarque
qu'on a un isomorphisme (non gradué) de Sd ×Sd-modules :
H∗P,A(gl
(r)⊗d) ≃ H0P,A(gl(−
⊕pr
1 ,−2)
⊗d) (∗)
Nous généralisons cet isomorphisme au paragraphe 5.1. Plus précisément, nous démon-
trons au théorème 5.1.8 que si B est un bifoncteur et r un entier positif, il existe une
suite spectrale E(B, r) qui converge vers la cohomologie de B(r) et dont la deuxième
page est isomorphe (de manière non graduée) à H∗P,A(B(−
⊕pr
1 ,−2)). Dans le cas des
produits tensoriels twistés de gl, cette suite spectrale dégénère à la seconde page et ceci
redonne l'isomorphisme (∗).
Plus généralement, pour un bifoncteur B tel que la suite spectrale E(B, r) dégénère
à la deuxième page, la précomposition par le twist de Frobenius n'a qu'un eﬀet très
simple sur la cohomologie. La cohomologie de B(r) se lit (à une graduation près) sur
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la cohomologie de B(−⊕p
r
1 ,−2). Nous disons alors (déﬁnition 5.1.10) que le twist de
Frobenius est transparent pour B.
La suite spectrale E(B, r) donne des renseignements importants sur la cohomologie
des bifoncteurs pour lesquels le twist est transparent. Pour cette raison, nous étudions
des conditions suﬃsantes de transparence du twist. Ces conditions (propositions 5.1.12,
5.1.13 et 5.1.15) sont appelées  Ext-conditions  en référence à la terminologie déjà
employée par Chaªupnik [9]. Nous conjecturons (conjecture 5.1.20) que le twist de Fro-
benius est transparent pour tous les bifoncteurs.
Enﬁn, nous utilisons la suite spectrale E(B, r) pour démontrer le théorème 5.1.26.
Ce théorème donne des informations explicites sur la cohomologie de B(r) lorsque le
twist est transparent pour B, et donne dans les cas favorables une description complète
de la cohomologie de B(r) en termes de symétrisations. Ce théorème est une importante
généralisation du théorème principal de [9], cf. remarque 5.1.28.
La caractéristique d'Euler de la cohomologie des bifoncteurs est une information
intéressante. Par exemple, de nombreux bifoncteurs classiques (les injectifs twistés, les
puissances symétriques twistées de gl. . .) ont peu ou pas de cohomologie en degré impair.
La caractéristique d'Euler fournit donc une minoration non triviale de la taille de leur
cohomologie. Dans le paragraphe 5.2, nous développons des techniques pour calculer
facilement la caractéristique d'Euler de la cohomologie des bifoncteurs. Comme exemple
d'application, nous donnons une formule pour calculer la caractéristique d'Euler des
bifoncteurs S(r)µ/µ′gl etW
(r)
µ/µ′gl obtenus en précomposant un foncteur de Schur ou de Weyl
twisté avec le bifoncteur gl. A titre de comparaison, la cohomologie des bifoncteurs de
ce type n'est connue que dans un petit nombre de cas : les tenseurs symétriques twistés
de gl (théorème 6.1.1 du chapitre 6), les puissances divisées Γp(r)gl en caractéristique p
(théorème 6.2.29 du chapitre 6) et lorsque la caractéristique de A est plus grande que le
degré des foncteurs en jeu [13, prop. 4.1].
Présentons maintenant le problème qui motive les développements du paragraphe
5.3. Soit B un bifoncteur déﬁni sur Z et BFp le bifoncteur obtenu à partir de B par
changement de base sur Fp. Nous cherchons à calculer la série de Poincaré de la coho-
mologie de B(r)Fp .
Les techniques développées au paragraphe 5.1 suggèrent l'approche suivante. Dans
les cas favorables, le théorème 5.1.26 décrit la cohomologie de B(r)Fp comme l'évalua-
tion du Sd × Sd-foncteur sym(DBFp) sur le Sd × Sd-module gradué H∗P,Fp(gl
(r)⊗d)
(explicitement décrit au théorème 4.3.1). L'inconvénient de cette approche est que le
Sd ×Sd-foncteur sym(DBFp) n'est pas toujours facile à calculer explicitement.
Dans le paragraphe 5.3, nous développons une technique qui permet de contourner
cette diﬃculté. Le Sd ×Sd-module H∗P,Fp(gl
(r)⊗d) se décompose en une somme directe
de Fp-modules de permutation dits  élémentaires  :
H∗P,Fp(gl
(r)⊗d) ≃
⊕
i
FpEi .
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Pour calculer la série de Poincaré de la cohomologie de B(r)Fp , il faut donc calculer la
dimension des Fp-espaces vectoriels sym(DBFp)(FpEi). Le résultat principal du para-
graphe 5.3 est le théorème 5.3.2 qui aﬃrme que sous certaines conditions, la dimension
de ce Fp-espace vectoriel est égale à la dimension du C-espace vectoriel sym(DBC)(CEi).
L'intérêt de cette technique de changement de base est que la symétrisation du bifonc-
teur DBC est nettement plus facile à calculer que celle du bifoncteur DBFp . Cette idée
montrera son eﬃcacité au chapitre 6, où elle nous permettra de déterminer la série de
Poincaré de la cohomologie des tenseurs symétriques twistés de gl (théorème 6.1.1).
5.1 Transparence du twist de Frobenius
5.1.1 Cohomologie des injectifs twistés
Soient A un anneau commutatif de caractéristique p première et λ, µ des uplets
de poids d. D'après le théorème 3.2.1, le foncteur sym envoie le foncteur polynomial
à deux variables DHom(Γλ, Sµ) sur le Sd × Sd-foncteur coinvλ,µ qui à un Sd × Sd-
module M associe le A-module MSλ×Sµ des coinvariants de M sous l'action du sous-
groupe de Young Sλ × Sµ. La proposition suivante est donc une version renforcée
du théorème 2.3.4, dans laquelle on a ajouté la naturalité vis-à-vis des morphismes
Hom(Γλ, Sµ)→ Hom(Γλ
′
, Sµ
′
).
Proposition 5.1.1. Soient A un anneau de caractéristique p et λ, µ des uplets de poids
d.La comultiplication Γλ →֒ ⊗d et la multiplication ⊗d ։ Sλ induisent un épimorphisme
Hom(⊗d,⊗d)։ Hom(Γλ, Sµ). Cet épimorphisme induit un isomorphisme :
sym(DHom(Γλ, Sµ))
(
H∗P,A(gl
(r)⊗d)
)
≃
−→ H∗P,A(Hom(Γ
λ, Sµ)(r)) .
Cet isomorphisme est naturel vis-à-vis des morphismes
Hom(Γλ, Sµ)→ Hom(Γλ
′
, Sµ
′
) .
Démonstration. La démonstration est analogue à la démonstration de la proposition
4.3.3. La seule diﬀérence est la nécessité d'utiliser le théorème 2.3.4 pour justiﬁer que
l'application
H∗P(pi) : H
∗
P(Hom(⊗
d,⊗d)(r))→ H∗P(Hom(Γ
λ′ , Sµ
′
)(r))
factorise en un isomorphisme
H∗P(pi) : H
∗
P(Hom(⊗
d,⊗d)(r))Sλ×Sµ
≃
−→ H∗P(Hom(Γ
λ′ , Sµ
′
)(r)) .
D'après la proposition 2.3.1 du chapitre 2, il existe un isomorphisme A-linéaire (non
gradué) ς : HomPA(I⊕p
r
, I)→ Ext∗PA(I
(r), I(r)). La composée :
H0P,A(gl(I
⊕pr , I)⊗d) ≃HomPA(I
⊕pr , I)⊗d ⊗ ASd
ς⊗d⊗ASd−−−−−−→ Ext∗PA(I
(r), I(r))⊗d ⊗ ASd ≃ H∗P,A(gl(r)⊗d) ,
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où les deux isomorphismes des extrémités sont donnés par le théorème 4.3.1, est un
isomorphisme Sd×Sd-équivariant. En le combinant avec les propositions 4.3.3 et 5.1.1,
on obtient :
Corollaire 5.1.2. Soient A un anneau de caractéristique p première et λ, µ des uplets
de poids d. Il existe un isomorphisme (non gradué) :
ξ : H0PA(Hom(Γ
λ(I⊕p
r
), Sµ))
≃
−→ H∗PA(Hom(Γ
λ, Sµ)(r)) .
De plus, cet isomorphisme est naturel vis à vis des des morphismes
Hom(Γλ, Sµ)→ Hom(Γλ
′
, Sµ
′
) .
Remarque 5.1.3. Ce résultat est une généralisation du théorème 2.2.5. Dans le théorème
2.2.5, on ne disposait que de la naturalité vis-à-vis de la variable Sµ. La naturalité est ici
étendue aux deux variables. En examinant l'isomorphisme de Sd×Sd-modules gradués
H0P,A(gl(I
⊕pr , I)⊗d) ≃ H∗P,A(gl
(r)⊗d), on peut montrer que ξ agit de la même manière
sur les graduations que le morphisme ξg du théorème 2.2.5. Nous n'aurons pas besoin
de cette information par la suite.
5.1.2 Cohomologie des bifoncteurs twistés
Soit A un anneau commutatif de caractéristique p première et B un bifoncteur ho-
mogène de bidegré (d, d) sur A. On déﬁnit le bicomplexe C•,•(B, r) naturel en B par la
formule :
C•,⋆(B, r) = IRes⋆(IRes•(r)(B)) .
Lemme 5.1.4. Le complexe Tot(C•,•(B, r)) est une résolution injective de B(r).
Démonstration. Notons ∂ la diﬀérentielle verticale de ce bicomplexe et δ la diﬀéren-
tielle horizontale. Pour tout i, la colonne (Ci,•, ∂) de ce bicomplexe est une résolution
de IResi(r)(B). Comme le twist −(r) est exact, si on calcule l'homologie selon les co-
lonnes puis selon les lignes on obtient B(r) en bidegré (0, 0) et 0 ailleurs. Le complexe
Tot(C•,•(B)) est donc une résolution de B(r).
On munit le bicomplexe HomPdd,A(Γ
prdgl, C•,•(B, r)) de la ﬁltration (Fi)i≥0 transverse
aux lignes : Fi0 =
⊕
i≥i0
⊕
j∈N C
i,j . En prenant la suite spectrale associée à ce bicomplexe
et à cette ﬁltration on obtient (théorème C.2.1) :
Lemme 5.1.5. Pour tout entier r positif, il existe un foncteur E(−, r) qui à un bi-
foncteur polynomial B associe une suite spectrale cohomologique de premier quadrant
(Ek(B, r), dk) telle que :
(1) La diﬀérentielle di est de bidegré (i, 1− i).
(2) Les complexes
(
E•,j1 (B, r), d1
)
et HjP,A(IRes•(r)(B)) sont isomorphes.
(3) La suite spectrale Ek(B, r) converge vers le gradué de la cohomologie de bifonc-
teur de B :
Ei,j∞ (B, r) = FiH
i+j
P,A(B
(r))/Fi+1H
i+j
P,A(B
(r)) .
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Fig. 5.1  La ﬁltration (Fi)i≥0
Lemme 5.1.6. Soit B un bifoncteur polynomial et r un entier positif. Pour tout i ≥ 0,
on a un isomorphisme, naturel en B :
H iP
(
B(−⊕p
r
1 ,−2)
)
≃
−→
⊕
j≥0
Ei,j2 (B, r) .
Démonstration. D'après le lemme 5.1.5, on a pour tout j un isomorphisme de complexes :(
E•,j1 (B, r), d1
)
≃ HjP(IRes
•(r)(B)) .
D'autre part, d'après le corollaire 5.1.2, on a un isomorphisme de complexes :
H0P(IRes
•(B)(−⊕p
r
1 ,−2) )
≃
−→
ξ
⊕
j≥0
HjP(IRes
•(r)(B)) .
Le complexe IRes•(B)(−⊕p
r
1 ,−2) est une résolution injective de B(−
⊕pr
1 ,−2). L'isomor-
phisme de l'énoncé s'obtient donc en prenant l'homologie des complexes isomorphes
H0P(IRes
•(B)(−⊕p
r
1 ,−2) ) et
⊕
j≥0E
•,j
1 (B, r).
Lemme 5.1.7. Soit B un bifoncteur polynomial et r un entier positif. On gradue la
deuxième page E∗,∗2 (B, r) par le degré total : deg E
i,j
2 (B, r) = i + j. Alors on a un
isomorphisme Z/2-gradué, naturel en B :
E∗,∗2 (B, r) ≃ H
∗
P,A(B(−
⊕pr
1 ,−2)) .
Démonstration. Le lemme précédent donne un isomorphisme naturel en B :⊕
i≥0
H iP(B(−
⊕pr
1 ,−2)) ≃
⊕
i≥0
⊕
j≥0
Ei,j2 (B, r) (∗)
qui envoie les degrés pair HpairP,A (B(−
⊕pr
1 ,−2)) sur⊕
i pair
⊕
j≥0
Ei,j2 (B, r) .
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Mais la cohomologie des injectifs twistés de PA(1, 1) est nulle en degré impair (d'après
la proposition 5.1.1), donc d'après le lemme 5.1.5, les lignes d'indice j impair de la suite
spectrale sont nulles. Ainsi les degrés pairs du module gradué (par la graduation totale)
E∗,∗2 (B, r) sont donnés par la somme⊕
i+j pair
Ei,j2 (B, r) =
⊕
i pair, j pair
Ei,j2 (B, r) =
⊕
i pair
⊕
j≥0
Ei,j2 (B, r) .
L'isomorphisme (∗) respecte donc la parité des degrés.
Théorème 5.1.8. Soient r un entier positif et A un anneau de caractéristique p pre-
mière. Il existe un foncteur E(−, r) qui à un bifoncteur B associe une suite spectrale
E(B, r) telle que :
(i) Si on gradue E∗,∗2 (B, r) par le degré total : degE
i,j
2 (B, r) = i+ j, alors on a un
isomorphisme Z/2-gradué :
E∗,∗2 (B, r) ≃ H
∗
P,A(B(−
⊕pr
1 ,−2)) .
(ii) E(B, r) converge vers H∗P,A(B(r)).
Remarque 5.1.9. Comme la suite spectrale E(B, r) est naturelle en B, la ﬁltration de la
cohomologie H∗P(B(r)) associée à cette suite spectrale est elle aussi naturelle en B. Ainsi
tout morphisme f : B → B′ induit en cohomologie un morphisme H∗P(f (r)) qui respecte
la ﬁltration, et le morphisme GrH∗P(f (r)) est bien déﬁni (et est égal à E∞(f, r)).
5.1.3 Transparence du twist de Frobenius
On dit qu'une suite spectrale (Ek, dk) dégénère à la deuxième page si les diﬀérentielles
(dk)k≥2 sont nulles.
Déﬁnition 5.1.10. Soit B un bifoncteur homogène de bidegré (d, d) déﬁni sur un an-
neau A de caractéristique p première. On dit que le twist de Frobenius est transparent
pour B si toutes les suites spectrales E(B, r), r ≥ 0, dégénèrent à la deuxième page.
Théorème 5.1.11. Soient A un anneau de caractéristique p première et B un bifoncteur
sur A. Il existe une ﬁltration naturelle sur la foncteur H∗P,A(−(r)) :
H∗P,A(−
(r)) = F0H
∗
P,A(−
(r)) ⊃ F1H
∗
P,A(−
(r)) ⊃ · · · ⊃ FnH
∗
P,A(−
(r)) ⊃ . . .
Si le twist de Frobenius est transparent pour B, alors il existe un isomorphisme Z/2-
gradué, naturel en B :
GrH∗P,A(B
(r))
≃
−→ H∗P,A(B(−
⊕pr
1 ,−2)) .
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Conditions de transparence du twist de Frobenius
Nous détaillons maintenant trois conditions qui assurent chacune la transparence du
twist. Nous appelons ces conditions des  Ext-conditions  car elles portent sur la forme
des groupes d'extensions Ext∗(Γdgl, B(−⊕p
r
1 ,−2)), et en référence à la terminologie déjà
adoptée par M. Chaªupnik [9, Th 4.4] pour les calculs dans PK. Les trois conditions
sont reliées entre elles par le schéma suivant (où A = K est un corps pour la première
implication) :
Ext−condition 1 : ∀r ∈ N , dimH∗P,K(B(r)) = dimH∗P,K(B(−
⊕pr
1 ,−2)) .
⇑
Ext−condition 2 : ∀r ∈ N , H∗P,A(B(−
⊕pr
1 ,−2)) = 0 si ∗ impair.
⇑
Ext−condition 3 : ∀r ∈ N , H∗P,A(B(−
⊕pr
1 ,−2)) = 0 si ∗ > 0.
De plus, les implications de ce schéma ne sont pas des équivalences, comme le montreront
les exemples.
Proposition 5.1.12 (Première  Ext-condition ). Soient K un corps de caracté-
ristique p première et B un bifoncteur polynomial sur K. Le twist est transparent pour B
si et seulement si pour tout r les K-espaces vectoriels H∗P,K(B(r)) et H∗P,K(B(−
⊕pr
1 ,−2))
ont même dimension totale.
Démonstration. D'après le théorème 5.1.8, la dimension de la deuxième page de E(B, r)
est égale à la dimension de H∗P,K(B(−
⊕pr
1 ,−2)). D'autre part, cette dimension est ﬁnie
d'après la proposition 4.2.3 et le corollaire 4.2.14. Comme on a l'inégalité
dimH∗P,K(B
(r)) = dimE∞(B, r) ≤ min
i≥2
dimKer di ≤ dimE2(B, r) ,
la suite spectrale dégénère donc à la deuxième page si et seulement si H∗P,K(B(r)) et
H∗P,K(B(−
⊕pr
1 ,−2)) ont même dimension totale.
Proposition 5.1.13 (Deuxième  Ext-condition ). Soit B un bifoncteur polyno-
mial sur un anneau A de caractéristique p première. Si pour tout r la cohomologie de
B(−⊕p
r
1 ,−2) est nulle en degré impair, alors le twist de Frobenius est transparent pour
B.
Démonstration. D'après le lemme 5.1.6, si la cohomologie de B(−⊕p
r
1 ,−2) est nulle en
degré impair alors les colonnes Ei,⋆2 (B, r) d'indice i impair sont nulles. Mais de plus, les
lignes de la première page E⋆,j1 (B, r) sont égales à HP j(IRes⋆(B)(r)), et la cohomologie
des r-twists des injectifs est nulle en degré impair (cf. proposition 5.1.1). En conséquence,
les lignes E⋆,j2 (B, r) d'indice j impair sont nulles. Si l'espace vectoriel E
i,j
2 (B, r) est non
nul on a donc i et j pairs. Pour tout couple (i, j) et tout entier k ≥ 2, la diﬀérentielle
di,jk : E
i,j
2 (B, r)→ E
i+k,j+1−k
2 (B, r) est donc nulle car sa source ou son but est nul.
Un des avantages la deuxième  Ext-condition  de la proposition 5.1.13 est sa
stabilité par twist de Frobenius. En eﬀet, on a :
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Proposition 5.1.14. Si un bifoncteur B vériﬁe la deuxième  Ext-condition  alors
pour tout i ≥ 0, le bifoncteur B(i) vériﬁe également la deuxième  Ext-condition  .
Démonstration. Si B vériﬁe la deuxième  Ext-condition  alors pour tout r et tout
i positifs H∗P(B(−
⊕pr+i
1 ,−2) est nul en degré impair. Ainsi pour tout r, le fonc-
teur B(−⊕p
r
1 ,−2) vériﬁe la deuxième  Ext-condition  . Par le théorème 5.1.11 on
a donc un isomorphisme Z/2-gradué entre les A-modules gradués H∗P(B(−
⊕pr+i
1 ,−2))
et H∗P(B(i)(−
⊕pr
1 ,−2)). Comme le premier de ces deux modules gradués est nul en de-
gré impair, le deuxième l'est également : les bifoncteurs B(i) vériﬁent donc la deuxième
 Ext-condition  .
Proposition 5.1.15 (Troisième  Ext-condition ). Soit B un bifoncteur polynomial
sur un anneau A de caractéristique p première. Si H∗P,A(B(−
⊕pr
1 ,−2)) = 0 pour tout r
et pour ∗ > 0, alors le twist de Frobenius est transparent pour B, et de plus on a une
égalité :
GrH∗P,A(B
(r)) = F0H
∗
P,A(B
(r)) = H∗P,A(B
(r)) .
Démonstration. D'après le lemme 5.1.6, si la cohomologie de B(−⊕p
r
1 ,−2) est nulle en
degré strictement positif, alors les colonnes de la deuxième page de la suite spectrale
sont toutes nulles sauf la colonne E0,⋆2 (B, r) d'indice 0. La suite spectrale dégénère donc
à la deuxième page, et de plus on a, pour tout i > 0 et tout k, FiHkP(B(r)) = 0.
Remarque 5.1.16. La troisième  Ext-condition  appliquée aux bifoncteurs séparables
redonne exactement la  Ext-condition  de [9, Th 4.4]. A la diﬀérence de la deuxième
condition, elle n'est pas stable par twist de Frobenius. Par exemple, si B est un bifoncteur
injectif de la forme B = Hom(Γλ, Sµ), alors les bifoncteurs B(−1⊕pr ,−2) sont encore
injectifs et leur cohomologie est donc nulle en degré strictement positif. Par contre, la
proposition 5.1.1 montre que pour tout i ≥ 1 le foncteur B(i) possède de la cohomologie
en degré strictement positif.
Ce phénomène est général. En eﬀet, soit B un bifoncteur homogène de bidegré (d, d)
qui vériﬁe la troisième Ext-condition, et tel que la cohomologie de degré 0 de B(−⊕p
i
1 ,−2)
soit non nulle. D'après la proposition 5.1.15, la cohomologie de B(i) est isomorphe à la
cohomologie de degré 0 de B(−⊕p
i
1 ,−2). La cohomologie de B(i) est donc non nulle.
De plus, d'après le théorème 5.1.26 la cohomologie de B(i) est isomorphe à l'évalua-
tion du Sd ×Sd-foncteur sym(DB) sur le Sd ×Sd-module gradué H∗P(gl(i)⊗d). Or le
théorème 4.3.1 montre qu'on a un isomorphisme de Sd×Sd-modules entre H0P(gl(i)⊗d)
et H2d(p
i−1)
P (gl
(i)⊗d). Ainsi la cohomologie de B(i) ne peut pas être concentrée en de-
gré 0. En conclusion B(i) doit posséder un A-module de cohomologie non nul en degré
strictement positif, et B(i) ne vériﬁe donc pas la troisième Ext-condition.
La proposition suivante permet de mieux cerner la diﬀérence entre la deuxième et la
troisième condition.
Proposition 5.1.17. Soit B un bifoncteur déﬁni sur Z, A un anneau de caractéristique
p première et BA le bifoncteur obtenu à partir de B par changement de base. Si la
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cohomologie de BA est nulle en degré impair, alors elle est nulle en degré strictement
positif.
Démonstration. Par changement de base plat, il suﬃt de démontrer la proposition dans
le cas où A = Fp. Pour tout entier strictement positif i, le Z-module de type ﬁni H iP,Z(B)
ne contient pas de p-torsion. En eﬀet, dans le cas contraire le théorème de changement
de base 4.1.15 impliquerait que cette p-torsion se retrouve en degrés cohomologiques i et
i−1, ce qui est impossible car l'un de ces deux degrés est impair. D'après la proposition
4.3.8, les Z-modules H iP,Z(B) sont de torsion pour i > 0. En appliquant de nouveau le
théorème de changement de base, on obtient donc la nullité de la cohomologie de BFp
en degré strictement positif.
Exemples de bifoncteurs pour lesquels le twist est transparent
Nous donnons maintenant une liste d'exemples de bifoncteurs vériﬁant les diﬀérentes
 Ext-conditions  .
Lemme 5.1.18. Soit A un anneau commutatif, γ, ν des uplets de poids d. Pour tout
i > 0 on a H iP,A(Hom(Λγ ,Λν)) = 0.
Démonstration. Remarquons tout d'abord que par théorème de changement de base
4.1.15, il suﬃt de démontrer la proposition pour A = Z. D'après la proposition 4.2.5,
l'énoncé équivaut à démontrer que pour tous uplets γ, ν de poids d on a Ext∗P,Z(Λγ ,Λν) =
0 pour ∗ > 0.
Mais si on sait que pour tout n le groupe abélien gradué Ext∗P,Z(Λn,Λn) est libre
alors pour tous les uplets γ, ν, Ext∗P,Z(Λγ ,Λν) s'exprime comme une somme directe de
produits tensoriels de groupes abéliens gradués du type Ext∗P,Z(Λn,Λn) (cf. proposition
1.4.26). Pour démontrer le lemme, il nous suﬃt donc de montrer que pour tout n le
groupe Ext∗P,Z(Λn,Λn) est nul en degré ∗ > 0 et vaut Z en degré 0.
On procède par récurrence sur n. Pour n = 1 le résultat est trivial, supposons le vrai
pour tout i < n. Examinons la première suite spectrale hypercohomologique associée au
complexe de Koszul :
Λn →֒ Λn−1 ⊗ S1 → · · ·։ Sn .
Pour tout i > 0 on a : Ext∗P,Z(Λi, Si) ≃ Ext∗P,Z(Γi,Λi), par dualité de Kuhn. Comme Γi
est projectif cette extension est nulle en degré ∗ > 0, et égale à Λi(Z) en degré 0 par le
lemme de Yoneda. On peut donc utiliser la proposition 1.4.26 :
Ext∗P,Z(Λ
n,Λn−i ⊗ Si) ≃ Ext∗P,Z(Λ
n−i,Λn−i)⊗ Ext∗P,Z(Λ
i, Si) .
Et on obtient donc :
Ext∗P,Z(Λ
n,Λn−i ⊗ Si) =
{
0 si i > 1 ,
Ext∗P,Z(Λ
n−i,Λn−i) si i = 1 .
La première page de la suite spectrale est donc complètement nulle, sauf la ligne
d'indice 0 où l'on a Ep,01 = Ext
p
P,Z(Λ
n,Λn) et la ligne d'indice 1 où l'on a Ep,11 =
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ExtpP,Z(Λ
n−1,Λn−1). Comme la suite spectrale converge vers 0 (le complexe de Koszul
est acyclique) la diﬀérentielle d1 induit un isomorphisme entre les deux lignes non nulles.
On obtient donc :
Ext∗P,Z(Λ
n,Λn) = Ext∗P,Z(Λ
n−1,Λn−1) = Z si ∗ = 0 , = 0 sinon .
On rappelle (déﬁnition B.3.18) que le foncteur de WeylWλ/λ′ associé à un diagramme
gauche λ/λ′ désigne le dual de Kuhn du foncteur de Schur Sλ/λ′ : Wλ/λ′ = S♯λ/λ′ . En ap-
pliquant la proposition suivante au cas particulier où A = A est un anneau commutatif de
caractéristique p première, on démontre que les foncteurs de la forme Hom(Wλ/λ′ , Sµ/µ′)
vériﬁent la troisième  Ext-condition  .
Proposition 5.1.19. Soit A un anneau commutatif quelconque, λ/λ′ et µ/µ′ des dia-
grammes gauches de poids d et n un entier. Pour tout j > 0, on a
HjP,A(Hom(Wλ/λ′(I
⊕n), Sµ/µ′)) = 0 .
Démonstration. Par changement de base (4.1.15), on peut supposer A = Z. D'après
[3, 6 p. 186], pour tout diagramme gauche µ/µ′ le foncteur de Schur Sµ/µ′ admet une
résolution µ/µ′,• ﬁnie sur Z par des sommes directes de tenseurs alternés :
0→ µ/µ′,n → · · · → µ/µ′,0 ։ Sµ/µ′ .
avec pour tout k, µ/µ′,k de la forme µ/µ′,k = ⊕Λγ .
En prenant le produit tensoriel des résolutions de Sµ/µ′ et Sλ/λ′ , on obtient une
résolution ﬁnie • du bifoncteur
Sλ/λ′(−
⊕n∨
1 )⊗ Sµ/µ′(−2) = Hom(Wλ/λ′(−
⊕n
1 ), Sµ/µ′(−2)) ,
où k(−1,−2) =
⊕
i+j=k λ/λ′,j(−
⊕n∨
1 ) ⊗ µ/µ′,j(−2). A l'aide de la formule exponen-
tielle, on peut mettre les bifoncteurs k sous forme de sommes directes de foncteurs du
type Hom(Λγ ,Λν), où γ et ν sont des uplets de poids d.
Les Hom(Λγ ,Λν) n'ont pas de cohomologie en degré positif d'après le
lemme précédent. D'après le corollaire C.2.4 c'est également le cas du bifoncteur
Hom(Wλ/λ′(I
⊕n), Sµ/µ′).
Le tableau suivant récapitule des exemples de bifoncteurs vériﬁant chacune des Ext-
conditions  :
Ext−condition 1 Γpgl, Lpgl
Ext−condition 2 Hom(Γd, F )(r)
Hom(Wµ/µ′ , Sλ/λ′)
(r) (cf.prop. 5.1.14)
Sn(r)gl
Ext−condition 3 Hom(Γd, F ) (cf. cor. 2.3.3)
Hom(Wµ/µ′ , Sλ/λ′) (cf.prop. 5.1.19)
Sngl (cf. th. 6.1.1)
Précisons que les exemples de bifoncteurs vériﬁant la deuxième Ext-condition ne vériﬁent
pas la troisième Ext-condition si r ≥ 1 en vertu de la remarque 5.1.16.
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5.1.4 Conjecture de transparence du twist
Nous ne disposons pas pour l'instant d'exemple de bifoncteur B pour lequel nous
savons montrer que le twist n'est pas transparent.
Conjecture 5.1.20. Le twist de Frobenius est transparent pour tous les bifoncteurs.
Outre l'absence de contre-exemples, un certain nombre d'indices plaident en faveur
de cette conjecture. Par exemple, la transparence du twist est une généralisation de
l'injectivité du twist [13, prop. 3.2]. De plus, la transparence du twist est presque stable
par noyau :
Lemme 5.1.21. Soit K un corps de caractéristique p première, et f : B ։ B′ un
épimorphisme entre les bifoncteurs B et B′. Si le twist de Frobenius est transparent
pour B et si B′ vériﬁe la troisième  Ext-condition  alors le twist de Frobenius est
transparent pour le bifoncteur Ker f .
Démonstration. La suite exacte longue induite en cohomologie par la suite exacte courte
Ker f →֒ B ։ B′ donne l'égalité :
dimH∗P(Ker f(−
⊕pr
1 ,−2)) = dim H
∗
P(B(−
⊕pr
1 ,−2)) + dim H
∗
P(B
′(−⊕p
r
1 ,−2))
− 2 rgH∗P(f(−
⊕pr
1 ,−2)) .
Comme le twist est transparent pour B et B′, d'après le théorème 5.1.11 la dimension
de H∗P(Ker f(−
⊕pr
1 ,−2)) est donc égale à
dim H∗P(B
(r)) + dim H∗P(B
′(r)) − 2 rgGrH∗P(f
(r)) .
Le bifoncteur B′ vériﬁe la troisième condition. D'après la proposition 5.1.15, le gradué
de l'homologie de B′ est trivial et on a donc rgGrH∗P(f (r)) = rgH∗P(f (r)). Ainsi la
dimension de H∗P(Ker f(−
⊕pr
1 ,−2)) est égale à
dim H∗P(B
(r)) + dim H∗P(B
′(r)) − 2 rgH∗P(f
(r)) .
c'est-à-dire à la dimension de H∗P(Ker f (r)). D'après la proposition 5.1.12, le twist de
Frobenius est transparent pour le bifoncteur Ker f .
Si on pouvait généraliser ce lemme au cas où le twist de Frobenius est transparent
pour B′, alors on obtiendrait la conjecture pour tout bifoncteur admettant une résolution
ﬁnie par des bifoncteurs pour lesquels le twist est transparent. Dans cette direction nous
avons les énoncés suivants :
Proposition 5.1.22. Soit K un corps de caractéristique p première. Les énoncés sui-
vants sont équivalents :
(i) Le twist de Frobenius est transparent pour tous les bifoncteurs de la forme Fgl.
(ii) Pour tout épimorphisme de foncteurs polynomiaux f : Sµ ։ F , si le twist de
Frobenius est transparent pour le bifoncteur Fgl, alors le twist de Frobenius est
transparent pour le bifoncteur (Ker f)gl.
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(iii) Pour tout épimorphisme f : Sµ ։ F de foncteurs polynomiaux, si le twist
est transparent pour le bifoncteur Fgl alors le rang de l'application induite en
cohomologie par fgl : Sµgl→ Fgl est égal au rang de son gradué (pour la ﬁltration
évoquée au théorème 5.1.11) :
rgGrH∗P(fgl
(r)) = rgH∗P(fgl
(r)) .
Proposition 5.1.23. Soit K un corps de caractéristique p première. Les énoncés sui-
vants sont équivalents :
(i) Le twist de Frobenius est transparent pour les bifoncteurs séparables, i.e. de la
forme Hom(F,G).
(ii) Pour tout épimorphisme de foncteurs polynomiaux f : Sµ ։ G, si le twist de
Frobenius est transparent pour le bifoncteur Hom(F,G), alors le twist de Frobe-
nius est transparent pour le noyau du morphisme Hom(F, f) : Hom(F, Sµ) →
Hom(F,G).
(iii) Pour tout épimorphisme f : Sµ ։ F de foncteurs polynomiaux, le rang de
l'application induite en cohomologie par Hom(F, f) est égal au rang de son gradué
(pour la ﬁltration évoquée au théorème 5.1.11) :
rgGrH∗P(Hom(F, f)
(r)) = rgH∗P(Hom(F, f)
(r)) .
5.1.5 Application aux calculs de cohomologie
Rappelons que si B ∈ PA(1, 1), alors DB ∈ PA(2) est le bifoncteur (covariant en ses
deux variables) déﬁni par DB(−1,−2) = B(−∨1 ,−2), où −∨ désigne la dualité A-linéaire
(cf. lemme 4.1.7). Le théorème 5.1.26 donne une description partielle de la cohomologie
des bifoncteurs pour lesquels le twist est transparent. Pour les bifoncteurs qui vériﬁent
la troisième  Ext-condition  , ce théorème donne même une description complète. La
démonstration du théorème 5.1.26 repose sur la description suivante de la deuxième page
de la suite spectrale E(B, r).
Lemme 5.1.24. Soient A un anneau commutatif de caractéristique p première, r un
entier positif et B un bifoncteur homogène de bidegré (d, d) sur A. Le colonne E0,∗2 (B, r)
d'indice 0 de la deuxième page de la suite spectrale E(B, r) est isomorphe, naturellement
en B au A-module gradué :
E0,∗2 (B, r) ≃ sym(DB)
(
H∗P,A(gl
(r)⊗d)
)
.
De plus, si H∗P,A(B(−
⊕pr
1 ,−2)) = 0 pour ∗ > 0, les colonnes E
i,∗
2 (B, r) d'indice i ≥ 1 de
la deuxième page sont nulles.
Remarque 5.1.25. Le lemme précédent interprète la colonne d'indice 0 de la deuxième
page de la suite spectrale E(B, r) comme l'évaluation du Sd ×Sd-foncteur sym sur le
Sd ×Sd-module H∗P,A(gl(r)⊗d). Plus généralement, on pourrait interpréter les colonnes
de la seconde page de notre suite spectrale en termes d'évaluation sur le Sd×Sd-module
H∗P,A(gl
(r)⊗d) des foncteurs dérivés à droite du foncteur sym. Si l'on procède ainsi, on
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peut faire apparaître la suite spectrale construite dans [17, prop. 4.2.2] comme une
version de notre suite spectrale E(B, r), dans le cas particulier où A = K est un corps
et B est un bifoncteur séparable. Nous ne développerons pas plus loin ce point de vue
car nous n'en tirerons pas de renseignement concret sur la cohomologie des bifoncteurs.
Démonstration du lemme 5.1.24. D'après le lemme 5.1.5, on a un isomorphisme de com-
plexes bigradués, naturel en B :(
E•,∗1 (B, r), d
•,∗
1
)
≃
(
H∗P(IRes(B)
•(r)),H∗P(∂
•)
)
(⋆)
La colonne E0,∗2 (B, r) d'indice 0 de la deuxième page de E(B, r) est donc isomorphe
au noyau de
H∗P(∂
0) : H∗(IRes(B)0(r))→ H∗(IRes(B)1(r)) .
D'après la proposition 5.1.1, la colonne E0,∗2 (B, r) est donc isomorphe (naturellement en
B) au noyau du morphisme
sym(DIRes(B)0)
(
H∗P(gl
(r)⊗d)
)
sym(D∂0)
−−−−−−−−−−→ sym(DIRes(B)1)
(
H∗P(gl
(r)⊗d)
)
.
Par exactitude à gauche du foncteur sym, on a donc un isomorphisme, naturel en B :
E0,∗2 (B, r) ≃ sym(DB)
(
H∗P,A(gl
(r)⊗d)
)
.
Supposons maintenant que H∗P(B(−
⊕pr
1 ,−2)) = 0 pour ∗ > 0. Alors le complexe
H0P(IRes(B)
•(−⊕pr1 ,−2)), qui calcule la cohomologie de B(−
⊕pr
1 ,−2), est exact sauf
en degré 0. Or, d'après le corollaire 5.1.2, ce complexe est isomorphe (par un isomor-
phisme qui ne respecte pas la graduation ∗) au complexe H∗P(IRes(B)•(r)). Le complexe
H∗P(IRes(B)
•(r)) est donc exact sauf en degré 0. Sa cohomologie donne la deuxième page
de E(B, r) d'après l'isomorphisme (⋆). Les colonnes de E2(B, r) sont donc toutes nulles,
sauf celle d'indice 0.
Théorème 5.1.26. Soient A un anneau commutatif de caractéristique p première et r
un entier positif. Il existe un morphisme naturel en B :
φB,r : H
∗
P,A(B
(r))→ sym(DB)(H∗P,A(gl
(r)⊗d)) .
Si le twist de Frobenius est transparent pour B, ce morphisme est surjectif. Si
H∗P,A(B(−
⊕pr
1 ,−2)) = 0 pour ∗ > 0 alors φB,r est un isomorphisme.
Démonstration. On déﬁnit le morphisme φB,r à partir du morphisme de coin de la suite
spectrale E(B, r). Plus précisément on déﬁnit φB,r comme la composée :
H∗P,A(B
(r)) =F0H
∗
P,A(B
(r))։ F0H
∗
P,A(B
(r))/F1H
∗
P,A(B
(r))
≃ E0,∗∞ (B, r) ⊂ E
0,∗
2 (B, r) ≃ sym(DB)(H
∗
P,A(gl
(r)⊗d)) ,
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dans laquelle le dernier isomorphisme est donné par le lemme 5.1.24. Si le twist est
transparent pour B alors la suite spectrale dégénère à la deuxième page et l'inclusion
E0,∗∞ (B, r) ⊂ E
0,∗
2 (B, r) est une égalité. Dans ce cas φB,r devient un épimorphisme. Si
de plus on a alors d'après le lemme 5.1.24 la deuxième page est nulle sauf éventuel-
lement la colonne d'indice 0. La suite spectrale dégénère donc à la deuxième page et
de plus on a F1HP∗P,A(B(r)) = 0 d'après le lemme 5.1.5. Ainsi φB,r est une composée
d'isomorphismes, donc un isomorphisme.
En appliquant le théorème 5.1.26 aux bifoncteurs séparables, on obtient le corollaire
suivant.
Corollaire 5.1.27. Soient A un anneau commutatif de caractéristique p première, r un
entier positif et F , G deux foncteurs polynomiaux homogènes de degrés d à une variable
sur A. Il existe un morphisme naturel en F,G
φF,G,r : Ext
∗
P,A(F
(r), G(r))→ sym(F ♯ ⊠G)
(
Ext∗PA(I
(r)⊗d, I(r)⊗d)
)
.
Si le twist de Frobenius est transparent pour Hom(F,G) alors le morphisme φF,G,r est
surjectif. Si Ext∗PA(F (I
⊕pr), G) = 0 pour ∗ > 0 alors φF,G,r est un isomorphisme.
Remarque 5.1.28. Dans le cas où A = K est un corps, le corollaire 5.1.27 est une généra-
lisation du résultat principal de Chaªupnik [9, Th. 4.4].
5.2 Caractéristique d'Euler-Poincaré
Proposition 5.2.1. Soit F un foncteur polynomial sur un corps K, et F ♯ son dual de
Kuhn. La caractéristique d'Euler-Poincaré de H∗P,K(Fgl) est égale à la caractéristique
d'Euler-Poincaré de H∗P,K(F ♯gl).
Démonstration. La catégorie des foncteurs polynomiaux à une variable sur un corps K
est équivalente [18, Th 3.2] à la catégorie Mod(S(n, d,K)) des modules sur l'algèbre de
Schur S(n, d,K) sur K. Le foncteur F admet donc une ﬁltration ﬁnie, F0 ⊂ · · · ⊂ FN = F
dont les quotients successifs sont des sommes directes de foncteurs simples Ai. On a
donc :
χH∗P,K(Fgl) = χH
∗
P,K(GrFgl) = χH
∗
P,K(
k⊕
i=1
Aigl) .
Dualement, on a une suite d'épimorphismes F ♯0 և · · · և F
♯
N = F
♯, dont les noyaux
successifs sont des sommes directes de duaux de Kuhn des mêmes foncteurs simples A♯i .
On a donc :
χH∗P,K(F
♯gl) = χH∗P,K(
k⊕
i=1
A♯igl) .
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D'après [20, Th 3.5a], les simples sont autoduaux. On a donc l'égalité :
χH∗P,K(Fgl) = χH
∗
P,K(
k⊕
i=1
Aigl) = χH
∗
P,K(
k⊕
i=1
A♯igl) = χH
∗
P,K(F
♯gl) .
Remarque 5.2.2. Un raisonnement analogue appliqué aux foncteurs polynomiaux à
une variable montre que les caractéristiques d'Euler-Poincaré des groupes d'extensions
Ext∗PK(F,G) et Ext
∗
PK(F,G
♯) sont égales.
Remarque 5.2.3. La démonstration de la proposition 5.2.1 repose sur le fait que sur un
corps K, les foncteurs polynomiaux simples sont auto-duaux. Nous ne savons pas si les
bifoncteurs polynomiaux simples ont la même propriété d'auto-dualité.
Proposition 5.2.4. Soit B un bifoncteur sur un corps K de caractéristique p première.
On a l'égalité :
χH∗P,K(B
(r)) = χH∗P,K(B(−
⊕pr
1 ,−2)) .
Démonstration. L'isomorphisme E∗,∗2 (B, r) ≃ H∗P(B(−
⊕pr
1 ,−2)) du théorème 5.1.8 est
Z/2-gradué et conserve donc la caractéristique d'Euler. On a donc
χH∗P,K(B(−
⊕pr
1 ,−2)) = χE
∗,∗
2 (B, r) .
Si C• est un complexe gradué de dimension totale ﬁnie sur un corps K, alors la ca-
ractéristique d'Euler de l'espace vectoriel gradué sous-jacent C∗ est égale à la caracté-
ristique d'Euler de H∗(C•). En appliquant cette remarque aux complexes (E•i , di), où
Eki = ⊕p+q=kE
p,q
i (B, r), on obtient l'égalité :
χE∗,∗2 (B, r) = χE
∗,∗
∞ (B, r) = χGrH
∗
P,K(B
(r)) .
Le Gr n'ayant aucun eﬀet sur la caractéristique d'Euler, on obtient notre résultat.
Proposition 5.2.5. Soit B un bifoncteur polynomial sur Z et K un corps. La caracté-
ristique d'Euler-Poincaré de la cohomologie du bifoncteur BK obtenu par changement de
base sur K est égale au rang du Z-module libre H0P,Z(B) :
χH∗P,K(BK) = rgH
0
P,Z(B) .
En particulier, la caractéristique d'Euler de la cohomologie de BK ne dépend pas de la
caractéristique de K.
Démonstration. Si K est un corps de caractéristique nulle, K est Z-plat et par le théorème
de changement de base 4.1.15 on a donc :
H iP,K(BK) ≃ H
i
P,Z(B)⊗Z K (= 0 si i > 0) .
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Ainsi on a l'égalité : χH∗P,K(BK) = dimH0P,K(BK) = rgH0P,Z(B).
Si K est un corps de caractéristique p on a χH∗P,K(BK) = χH∗P,Fp(BFp) par platitude
du changement de base. Mais si T est un Z-module de torsion de type ﬁni on a [30, p.
150] : TorZ(T,Fp) ≃ T ⊗ Fp. D'après la proposition précédente, les H iP,Z(B) sont des
modules de torsion de type ﬁni pour i > 0. En utilisant le théorème de changement de
base on obtient donc :
χH∗P,K(BK) =
∑
i≥0
(−1)idim FpH
i
P,Fp(BFp)
=
∑
i≥0
(−1)idim Fp
(
H iP,Z(B)⊗ Fp ⊕H i+1P,Z(B)⊗ Fp
)
= dim FpH
0
P,Z(B)⊗ Fp = rgH0P,Z(B) .
Corollaire 5.2.6. Soient µ/µ′ un diagramme gauche et K un corps de caractéristique p
première. On a l'égalité :
χ(H∗P,K(S
(r)
µ/µ′gl)) = χ(H
∗
P,K(W
(r)
µ/µ′gl)) = dim C sµ/µ′((C
pr)⊗d ⊗ CSd) ,
où le foncteur sµ/µ′ (déﬁnition 3.4.15) agit sur le Sd-module (Cp
r
)⊗d ⊗ CSd dont la
structure est donnée à gauche par la permutation des facteurs et à droite par conjugaison.
Démonstration. La première égalité résulte de la proposition 5.2.1. D'après la proposi-
tion précédente, on a :
χH∗P,K(S
(r)
µ/µ′gl) = χH
∗
P,K
(
Sµ/µ′gl(−
⊕pr
1 ,−2)
)
.
Puis on remarque que le bifoncteur Sµ/µ′(gl⊕p
r
) est en fait déﬁni sur Z. D'après la pro-
position 5.2.5 la caractéristique d'Euler-Poincaré est indépendante du corps K considéré.
Si on se place sur K = C, il n'y a pas de cohomologie en degré non nul, d'où l'égalité :
χH∗P,K(S
(r)
µ/µ′gl) = dim CH
0
P,C
(
Sµ/µ′gl(−
⊕pr
1 ,−2)
)
.
Mais on sait calculer ce H0P,C en termes de symétrisations injectives d'après le corollaire
4.3.2. Et de plus sur C la symétrisation du bifoncteur Sµ/µ′(Id⊠2) est connue d'après les
propositions 3.4.17 et 3.3.11, d'où le résultat.
5.3 Symétrisations et changement de base
Pour obtenir des calculs explicites (par exemple des séries de Poincaré) de cohomo-
logie des bifoncteurs, le théorème 5.1.26 et le corollaire 4.3.2 montrent l'intérêt de savoir
calculer l'évaluation de la symétrisation sym(DB) d'un bifoncteur B de bidegré (d, d)
sur les Sd×Sd-modules du type H∗P,A(gl(r)⊗d). Ces modules sont des Sd×Sd-modules
de permutation explicitement décrits dans le théorème 4.3.1, et sont des sommes directes
de  Sd ×Sd-modules élémentaires  dans le sens suivant :
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Déﬁnition 5.3.1. Soit A un anneau. On appelle Sd×Sd-module élémentaire un module
de la forme ASd/Sµ ⊗ ASd, où µ est un uplet de poids d et l'action de Sd × Sd est
donnée par la formule :
(λ, ς).e[τ ] ⊗ eσ := e[λτ ] ⊗ eλσς−1 .
Nous cherchons donc à évaluer l'image des Sd × Sd-modules élémentaires par les
symétrisations de bifoncteurs homogènes de bidegré (d, d). Pour cela, nous avons déjà
explicité dans le chapitre 3, paragraphe 3.3, un certain nombre de ces symétrisations.
En particulier, si l'anneau A contient Q ou est de caractéristique p plus grande que les
degrés foncteurs en jeu alors il est facile d'identiﬁer les symétrisations. En eﬀet si p > d
ou si A contient Q :
 pour tous foncteurs F,G à une variable de degré d on a
sym(F ⊠G) ≃ sym(F )¯ sym(G) ,
sym(F (−1 ⊗−2)) ≃ sym(F ) ◦∆2 .
 Pour tout uplet µ de poids d, on a des isomorphismes
sym(Sµ) ≃ coinvµ , sym(Γ
µ) ≃ invµ , sym(Λµ) ≃ altµ .
 Enﬁn, pour tout diagramme gauche µ/µ′ on a un isomorphisme (valable si on
considère les symétrisations et les sµ/µ′ comme des foncteurs déﬁnis sur les Sd-
modules de permutation)
sym(Sµ/µ′) ≃ sµ/µ′ .
Le théorème suivant permet de ramener le calcul de la dimension de sym(DBFp)(FpE)
au calcul de la dimension de sym(DBC)(CE), plus facile à eﬀectuer.
Théorème 5.3.2. Soit B ∈ Pdd,Z un bifoncteur homogène de bidegré (d, d) et p un
nombre premier. Supposons que le Z-module H1P,Z(B(−⊕d1 ,−2)) n'a pas de p-torsion.
Alors pour tout Sd × Sd-module élémentaire ZE, la dimension du Fp-espace vectoriel
sym(DBFp)(ZE⊗Fp) est égale à la dimension du C-espace vectoriel sym(DBC)(ZE⊗C).
Dans la suite de ce paragraphe, nous développons les outils nécessaires à la démons-
tration de ce théorème.
Soit M un Sd × Sd-module sur Z, λ, µ deux uplets de poids d et K un corps. Le
morphisme Z(Sd ×Sd)-linéaire M →M ⊗ K induit un morphisme K-linéaire
coinvλ,µ(M)⊗ K→ coinvλ,µ(M ⊗ K) .
En composant avec les isomorphismes donnés par le lemme 3.2.10, on obtient donc un
morphisme θλ,µ :
θλ,µ :
(
sym(Sλ ⊠ Sµ)(M)
)
⊗ K→ sym
(
(Sλ ⊠ Sµ)K
)
(M ⊗ K)
où (Sλ ⊠ Sµ)K ∈ Pd,d,K(2) désigne le foncteur obtenu par changement de base à partir
du foncteur Sλ⊠Sµ ∈ Pd,d,Z(2) (on a donc (Sλ⊠Sµ)K = Sλ⊠Sµ ∈ Pd,d,K(2)). Si M est
un Sd × Sd-module de permutation sur Z, alors la proposition B.2.3 montre que θλ,µ
est un isomorphisme.
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Lemme 5.3.3. Soit λ, µ, λ′, µ′ des uplets de poids d, K un corps et φ : Sλ ⊠ Sµ →
Sλ
′
⊠Sµ
′ un morphisme dans Pd,d,Z(2). Pour tout Sd×Sd-module de permutation ZE,
on a un diagramme commutatif :
sym(Sλ ⊠ Sµ)(ZE)⊗ K
θλ,µ≃
²²
sym(φ) // sym(Sλ
′
⊠ Sµ
′
)(ZE)⊗ K
θλ′,µ′≃
²²
sym((Sλ ⊠ Sµ)K)(ZE ⊗ K)
sym(φK) // sym((Sλ
′
⊠ Sµ
′
)K)(ZE ⊗ K) .
Démonstration. D'après le corollaire 3.4.12 du chapitre précédent, le foncteur de symé-
trisation est pleinement ﬁdèle. En d'autres termes, on a un isomorphisme :
HomPd,d,K(2)(F,G)
≃
−→ HomFSd×Sd,K(sym(F ), sym(G)) ,
où FSd×Sd,K désigne la catégorie des foncteurs K-linéaires déﬁnis sur les Sd×Sd-modules
de permutation de dimension ﬁnie sur K et à valeurs dans les K-espaces vectoriels de
dimension ﬁnie. Pour vériﬁer l'égalité :
sym(φK) = θλ′,µ′ ◦ sym(φ)⊗ K ◦ θ−1λ,µ ,
il nous suﬃt donc de démontrer que ces deux morphismes coïncident sur les Sd ×Sd-
modules V ⊗d ⊗W⊗d où V = Kv, W = Kw.
Mais en évaluant le diagramme du lemme sur le Sd × Sd-module de permutation
V ⊗d ⊗W⊗d on obtient le diagramme :
(Sλ ⊠ Sµ)(V,W )⊗ K
θλ,µ≃
²²
φ⊗K // (Sλ
′
⊠ Sµ
′
)(V,W )⊗ K
θλ′,µ′≃
²²
(Sλ ⊠ Sµ)K(V ⊗ K,W ⊗ K)
φK // (Sλ
′
⊠ Sµ
′
)K(V ⊗ K,W ⊗ K) .
qui commute par construction du foncteur de changement de base. On obtient donc
notre énoncé.
On rappelle que si B ∈ PA(1, 1) est un bifoncteur contravariant en sa première
variable, covariant en la seconde, alors DB ∈ PA(2) est le bifoncteur (covariant en ses
deux variables) déﬁni par DB(−1,−2) = B(−∨1 ,−2), où −∨ désigne la dualité A-linéaire
(cf. proposition 4.1.7).
Lemme 5.3.4. Soit B ∈ Pdd,Z un bifoncteur déﬁni sur Z, p un nombre premier et ZE
un Sd ×Sd-module de permutation. On a une injection Fp-linéaire, naturelle en B :
(sym(DB)(ZE))⊗ Fp →֒ sym(DBFp)(FpE) .
Remarque 5.3.5. En général, on n'a qu'une injection et pas un isomorphisme. Par
exemple, si B est le bifoncteur Hom(S2,Λ2) la remarque 1.5.5 et la proposition 4.3.2
montrent que l'on a :
sym(DB)(ZS2)⊗ F2 = 0 , sym(DBF2)(F2S2) = F2 .
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Démonstration du lemme 5.3.4. Soit DB →֒ I0 → I1 un début de résolution injective
de DB dans Pd,d,Z(2). Soit K le noyau du morphisme
sym(I0)(ZE)⊗ Fp → sym(I1)(ZE)⊗ Fp .
On a un diagramme commutatif, dont toutes les lignes sont exactes aux deux premiers
termes et dont les deux dernières colonnes sont exactes :
sym(DB)(ZE) Â
Ä //
Ä _
×p
²²
sym(I0)(ZE) //
Ä _
×p
²²
sym(I1)(ZE)
Ä _
×p
²²
sym(DB)(ZE) Â
Ä // sym(I0)(ZE)
²²²²
// sym(I1)(ZE)
²²²²
K
Â Ä // sym(I0)(ZE)⊗ Fp // sym(I1)(ZE)⊗ Fp
Le morphisme sym(I0)(ZE) ։ sym(I0)(ZE) ⊗ Fp factorise donc en un morphisme
sym(DB)(ZE)→ K. Par exactitude des lignes, la suite
0→ sym(DB)(ZE) ×p−−→ sym(DB)(ZE)→ K
est exacte, et on obtient donc une injection sym(DB)(ZE)⊗Fp →֒ K. D'après le lemme
5.3.3, le morphisme sym(I0)(ZE) ⊗ Fp → sym(I1)(ZE) ⊗ Fp s'identiﬁe au morphisme
sym(I0Fp)(FpE) → sym(I
1
Fp)(FpE) et par exactitude à gauche de sym, on peut donc
identiﬁer K et sym(DBFp)(FpE), d'où le résultat.
Proposition 5.3.6. Soit B ∈ Pdd,Z un bifoncteur homogène de bidegré (d, d) et p un
nombre premier. Les énoncés suivants sont équivalents :
(1) Le Z-module H1P,Z(B(−⊕d1 ,−2)) n'a pas de p-torsion.
(2) Pour tout entier k, le Z-module H1P,Z(B(−⊕k1 ,−2)) n'a pas de p-torsion.
(3) Pour tout Sd ×Sd-module élémentaire ZE on a un isomorphisme :
sym(DB)(ZE)⊗ Fp
≃
−→ sym(DBFp)(ZE ⊗ Fp) .
Démonstration. D'après le corollaire 4.3.2 on a pour tout entier k un isomorphisme (où
A = Z ou Fp) :
H0P,A(BA(−
⊕k
1 ,−2))
≃
−→ sym(DBA)
(
H0P,A(gl(−
⊕k
1 ,−2)
⊗d)
)
(∗)
On a (2) ⇒ (1). Montrons (1) ⇒ (3). D'après le théorème de changement de
base 4.1.15, si H1P,Z(B(−⊕d1 ,−2)) n'a pas de p-torsion alors on a un isomorphisme
entre les espaces vectoriels de dimension ﬁnie sym(DB)(H0P,Z(gl(−⊕d1 ,−2)⊗d)) ⊗ Fp et
sym(DBFp)(H
0
P,Fp(gl(−
⊕d
1 ,−2)
⊗d)). Comme le Sd × Sd-module H0P,Z(gl(−⊕d1 ,−2)⊗d)
contient tous les Sd × Sd-modules élémentaires comme facteurs directs, les injections
du lemme 5.3.4 sont, pour une raison de dimension, des isomorphismes.
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Montrons (3) ⇒ (2). Si l'énoncé (3) est vériﬁé, alors d'après la formule (∗) pour
tout entier k on a un isomorphisme H0P,Z(B(−⊕k1 ,−2))⊗Fp ≃ H0P,Fp(BFp(−
⊕k
1 ,−2)). Le
théorème de changement de base 4.1.15 implique alors que H1P,Z(B(−⊕k1 ,−2)) n'a pas
de p-torsion.
Proposition 5.3.7. Soit B ∈ Pdd,Z un bifoncteur homogène de bidegré (d, d). Pour tout
Sd ×Sd-module élémentaire ZE on a un isomorphisme :
sym(DB)(ZE)⊗ C ≃−→ sym(DBC)(ZE ⊗ C) .
Démonstration. Soit DB →֒ I0 → I1 un début de résolution injective de DB dans
Pd,d,Z(2). D'après le lemme 5.3.3, on a un diagramme commutatif :
sym(DB)(ZE)⊗ C Â
Ä // sym(I0)(ZE)⊗ C //
≃
²²
sym(I1)(ZE)⊗ C
≃
²²
sym(DBC)(ZE ⊗ C) Â
Ä // sym(I0C)(ZE ⊗ C) // sym(I1C)(ZE ⊗ C)
La première ligne est exacte par platitude de C sur Z, la deuxième ligne est exacte, on
obtient donc notre isomorphisme.
Lemme 5.3.8. Soit B ∈ Pdd,Z un bifoncteur homogène de bidegré (d, d). Pour tout
Sd ×Sd-module élémentaire ZE le Z-module sym(DB)(ZE) est libre de rang ﬁni.
Démonstration. En eﬀet, le module élémentaire ZE est facteur direct du Sd×Sd-module
H0P(gl(−
⊕d
1 ,−2)
⊗d) donc d'après la proposition 4.3.2, sym(DB)(ZE) est un facteur
direct du Z-module H0P(B(−⊕d1 ,−2)), qui est libre d'après la proposition 4.2.3.
Démonstration du théorème 5.3.2. D'après la proposition 5.3.6, la dimension de l'espace
vectoriel sym(DBFp)(ZE ⊗ Fp) est égale à celle de sym(DB)(ZE) ⊗ Fp. Le Z-module
sym(DB)(ZE) est libre d'après le lemme précédent, cette dimension est donc égale au
rang de sym(DB)(ZE). Ce rang est lui-même égal à la dimension du C-espace vectoriel
sym(DB)(ZE)⊗C, qui est isomorphe au C-espace vectoriel sym(DBC)(ZE⊗C) d'après
la proposition 5.3.7, d'où le résultat.
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Chapitre 6
Cohomologie des twists de tenseurs
symétriques et applications
Dans ce chapitre, nous mettons en oeuvre les techniques de calcul développées au
chapitre 5. Nous nous intéressons tout d'abord au cas des bifoncteurs Sµ(r)gl obtenus en
précomposant le twist d'un tenseur symétrique par le bifoncteur gl. Ces bifoncteurs sont
intéressants à plusieurs titres. Tout d'abord, S∗gl correspond à la représentation clas-
sique de GLn sur l'algèbre des polynômes sur End(An). Cette représentation classique
(et ses twists) interviennent naturellement dans d'autres problèmes. Par exemple, dans
le calcul de la cohomologie du groupe GLn(Z/p2Z) à coeﬃcients dans le corps premier
Fp [13]. Enﬁn, le calcul de la cohomologie des twists de Sµgl a également une importance
interne à la théorie. En eﬀet, tout bifoncteur de la forme Fgl admet un résolution ﬁnie
par des (facteurs directs de) foncteurs du type Sµgl. Le calcul de la cohomologie de cette
famille de bifoncteurs est donc un point de départ pour des calculs plus complexes.
Nous obtenons les séries de Poincaré des cohomologies des bifoncteurs de cette famille
au premier paragraphe (théorème 6.1.1). Ce résultat n'était auparavant connu que pour
S2gl en caractéristique 2, ou lorsque la caractéristique p est plus grande que le degré
des foncteurs en jeu [13, Prop. 4.1 et Th. 5.1]. Une démonstration un peu diﬀérente de
ce résultat a été publiée dans [41, Th. 1.1].
Dans le paragraphe 6.2, nous nous basons sur le théorème 6.1.1 pour obtenir de
nouveaux calculs. Nous étudions tout d'abord les suites spectrales associées aux com-
plexes symétriques construits par Troesch [42]. Nous en déduisons des informations sur
les applications induites en cohomologie par les morphismes entre tenseurs symétriques
twistés de gl. Puis nous déterminons en caractéristique p les séries de Poincaré de co-
homologie des twists des bifoncteurs Γpgl et Λpgl aux théorèmes 6.2.17 et 6.2.29. Ces
résultats n'étaient auparavant connus qu'en caractéristique p = 2 [13, Th. 5.1].
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6.1 Cohomologie de Sµ(r)gl
Soit M∗ un A-module gradué, tel que pour tout i, M i est libre de rang ﬁni. La série
de Poincaré de M∗ est la série entière déﬁnie par
PM∗(t) =
∞∑
i=−∞
rgM i ti .
Si A = K est un corps et si B est un bifoncteur sur K, alors pour tout i ∈ N, le K-
espace vectoriel H iP,K(B) est de dimension ﬁnie d'après la proposition 4.2.3. La série de
Poincaré de la cohomologie d'un bifoncteur est donc bien déﬁnie si on travaille sur un
corps.
Soient µ un n-uplet d'entiers positifs de poids d et r un entier positif. Si A est un
anneau de caractéristique p première, alors pour tout i ∈ N le A-module de cohomologie
H iP,A(S
µ(r)gl) est libre de type ﬁni. En eﬀet, d'après le théorème de changement de base
4.1.15 on a un isomorphisme de A-modules gradués :
H∗P,A(S
µ(r)gl) ≃ H∗P,Fp(S
µ(r)gl)⊗Fp A .
On peut donc parler de la série de Poincaré du A-module H∗P,A(Sµ(r)gl), et de plus on
peut se contenter de la calculer pour A = Fp.
Dans ce paragraphe, nous cherchons à calculer la série de Poincaré de la cohomologie
du bifoncteur Sµ(r)gl. Le foncteur polynomial (homogène de degré d) Sµ admet une
présentation par des sommes directes produits tensoriels :⊕
σ∈Sµ
⊗d
⊕1−σ
−−−−→ ⊗d → Sµ → 0 (⋆)
En précomposant cette suite par le twist de Frobenius puis par le bifoncteur gl, et en
appliquant le foncteur H∗P,A(−), nous obtenons une suite :⊕
σ∈Sµ
H∗P,A(gl
(r)⊗d)
⊕1−σ
−−−−→ H∗P,A(gl
(r)⊗d)→ H∗P,A(S
µ(r)gl)→ 0 (⋆⋆)
Les morphismes (1− σ) de cette suite correspondent à l'action de Sd sur H∗P,A(gl(r)⊗d)
induite par la permutation des facteurs gl(r) du produit tensoriel gl(r)⊗d. Cette action
de Sd sur H∗P,A(gl(r)⊗d) correspond à la restriction de la structure de Sd ×Sd-module
de H∗P,A(gl(r)⊗d) décrite au théorème 4.3.1 au sous groupe diagonal ∆Sd ⊂ Sd × Sd.
En d'autres termes, on a un isomorphismes de Sd-modules :
H∗P,A(gl
(r)⊗d) ≃ Ext∗PA(I
(r), I(r))⊗d ⊗ ASd
où l'action de Sd sur le membre de droite est donné par la formule :
σ.v1 ⊗ · · · ⊗ vn ⊗ eς := vσ−1(1) ⊗ · · · ⊗ vσ−1(d) ⊗ eσςσ−1 .
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Si la caractéristique p est strictement plus grande que le degré d du foncteur Sµ,
la suite (⋆) se scinde. La suite (⋆⋆) est donc exacte. Le morphisme H∗P,A(gl(r)⊗d) →
H∗P,A(S
µ(r)gl) est donc surjectif, et se factorise donc en un isomorphisme
H∗P,A(gl
(r)⊗d)Sµ
≃
−→ H∗P,A(S
µ(r)gl) .
Si la caractéristique p est inférieure ou égale à d, la suite (⋆) ne se scinde pas. Pire, le
morphisme H∗P,A(gl(r)⊗d)→ H∗P,A(Sµ(r)gl) n'est en général pas surjectif ! Malgré cela, le
résultat sur la forme de la série de Poincaré de la cohomologie de Sµ(r)gl reste valable
indépendamment de la caractéristique, comme le montre le théorème suivant :
Théorème 6.1.1. Soient µ = (µ1, . . . , µn) un n-uplet de poids d et A un anneau de
caractéristique p première et r un entier positif. Le A-module H∗P,A(Sµ(r)gl) est libre de
type ﬁni et sa série de Poincaré est égale à la série de Poincaré des coinvariants du Sd-
module gradué H∗P,A(gl(r)⊗d) sous l'action du sous-groupe Sµ = Sµ1 × · · · ×Sµn ⊂ Sd.
Corollaire 6.1.2. Le bifoncteur Sµgl vériﬁe la troisième  Ext-condition (cf. propo-
sition 5.1.15). Par conséquent, pour tout i, le twist de Frobenius est transparent pour le
bifoncteur Sµ(i)gl.
La ﬁn de ce paragraphe est consacré à la démonstration du théorème 6.1.1. D'après
le théorème de changement de base 4.1.15, on peut supposer A = Fp. La démonstration
se déroule en plusieurs étapes.
Étape 1 : H∗P,Z(Sµgl(−⊕n1 ,−2)) = 0 pour ∗ > 0.
Dans cette première étape, A = Z. On rappelle la ﬁltration de Cauchy, construite
par Akin, Buchsbaum et Weyman [4, Th III.1.4 pp. 244-245], que nous reformulons ici
en termes de bifoncteurs. Ce résultat sera complété au chapitre 7.
Théorème 6.1.3. Soit ℓ un entier. L'ordre lexicographique sur les partitions de poids
k induit une ﬁltration de Sℓgl par des bifoncteurs polynomiaux :
0 ⊆ N(ℓ) ⊆ N(ℓ−1,1) ⊆ · · · ⊆ N(1,...,1) = S
ℓgl
Le premier terme N(ℓ) est isomorphe à Hom(Λℓ,Λℓ), et si λ est une partition et λ◦ la
suivante pour l'ordre lexicographique on a une suite exacte courte :
Nλ◦ →֒ Nλ ։ Hom(Wλ, Sλ) .
Soit µ = (µ1, . . . , µn) un uplet. Notons (Nµik )k≥0 la ﬁltration de Cauchy de Sµigl.
Le produit tensoriel de ces ﬁltrations forme une ﬁltration (Nµk )k≥0 de Sµgl déﬁnie par :
Mµk =
∑
k1+···+kn=k
Nµ1k1 ⊗ · · · ⊗N
µn
kn
.
Si λ1, . . . , λn désignent n partitions, on note (λ1|λ2| . . . |λn) le diagramme gauche tel que
S(λ1|λ2|...|λn) = Sλ1 ⊗ · · · ⊗ Sλn .
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λ1
Fig. 6.1  Le diagramme gauche (λ1|λ2| . . . |λn)
D'après le corollaire C.1.6 le gradué de Sµgl associé à la ﬁltration (Nµk )k≥0 est égal à :
GrSµgl =
⊕
|λ1|=µ1...|λn|=µn
Hom(W(λ1|λ2|...|λn), S(λ1|λ2|...|λn)) .
Lemme 6.1.4. Soit A un anneau commutatif, B ∈ Pd,d,A(1, 1) un bifoncteur homogène
de bidegré (d, d) sur A. Supposons que B admet une ﬁltration ﬁnie (Bk)0≤k≤N par des
bifoncteurs, dont le gradué GrB existe et vériﬁe H∗P,A(GrB) = 0 pour ∗ > 0. Alors
H∗P,A(B) = 0 pour ∗ > 0.
Démonstration. Pour tout k le quotient Bk/Bk−1 est un facteur direct de GrB et n'a
donc pas de cohomologie en degré strictement positif. On peut alors démontrer par
récurrence sur k que les suites exactes courtes Bk−1 →֒ Bk ։ Bk/Bk−1 se scindent en
cohomologie et que Bk n'a pas de cohomologie de degré strictement positif.
Lemme 6.1.5. Soit µ un uplet de poids d et n un entier positif. Pour tout i > 0 on a :
H iP,Z(S
µgl(−⊕n1 ,−2)) = 0.
Démonstration. Le foncteur gl est additif en sa première variable. On a donc
gl(−⊕n1 ,−2) ≃ gl(−1,−2)
⊕n. Soit µ = (µ1, . . . , µk) un uplet. En utilisant la formule
exponentielle on obtient :
Sµ(gl⊕n) =
⊕
∀i=1..k µi,1+···+µi,n=µi
k⊗
i=1
S(µi,1,...,µi,n)gl .
Le bifoncteur Sµgl(−⊕n1 ,−2) s'exprime donc comme une somme directe de bifoncteurs
de la forme Sλgl, et pour démontrer le lemme on peut donc se contenter de prendre
n = 1. Dans ce cas, d'après la proposition 5.1.19, la ﬁltration de Sµgl donnée plus haut
vériﬁe les hypothèses du lemme précédent. On en déduit notre résultat.
Étape 2 : Description de H∗P,Fp(Sµ(r)gl).
Soit µ un uplet de poids d. Dans l'étape précédente, nous avons montré que pour
tout n et tout i > 0 on a : H iP,Z(Sµgl(−⊕n1 ,−2)) = 0. Par changement de base (théorème
4.1.15), on a donc pour tout entier premier p la même égalité :
H iP,Fp(S
µgl(−⊕n1 ,−2)) = 0 si i > 0 .
En utilisant le théorème 5.1.26 on obtient alors la description suivante de la cohomologie
de Sµ(r)gl :
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Lemme 6.1.6. Soit µ un uplet de poids d et p un nombre premier. Pour tout r ≥ 0, on
a un isomorphisme :
H∗P,Fp(S
µ(r)gl) ≃ sym(Sµ(Id⊠2))
(
H∗P,Fp(gl
(r)⊗d)
)
.
Étape 3 : Série de Poincaré de H∗P,Fp(Sµ(r)gl).
Le Sd×Sd-module H∗P,Fp(gl
(r)⊗d) se décompose comme une somme directe de S×2d -
modules de permutation élémentaires (déﬁnis en 5.3.1).
Soit FpE un S×2d -module élémentaire. D'après le lemme 6.1.5, le Z-module
H1P,Z(S
µgl(−⊕d1 ,−2)) n'a pas de torsion et on peut donc changer de base pour cal-
culer la dimension de sym(Sµ(Id⊠2))(FpE). Le théorème 5.3.2 nous indique en eﬀet que
dans ce cas, la dimension du Fp-espace vectoriel sym(SµFp(Id
⊠2))(FpE) est égale à la
dimension du C-espace vectoriel sym(SµC(Id⊠2))(CE).
Mais grâce à la proposition 3.3.11, on a un isomorphisme (valable car on se trouve
sur le corps C de caractéristique nulle, mais faux sur un corps quelconque) :
sym(SµC(Id
⊠2)) ≃ sym(SµC) ◦∆2 ,
où ∆2 est le foncteur qui envoie un S×2-module M sur le Sd-module obtenu en restrei-
gnant l'action de Sd×Sd au sous-groupe diagonal ∆Sd ⊂ Sd×Sd. Comme le foncteur
sym(SµC) n'est autre que le foncteur qui à un Sd-module M associe les coinvariants de
M sous l'action du sous groupe Sµ ⊂ Sd, on obtient :
dim Fp sym(S
µ
Fp(Id
⊠2))(FpE) = dim C (∆2CE)Sµ .
Par ailleurs si AE est un S×2d -module élémentaire, alors ∆2AE est un Sd-module
de permutation. La dimension de (∆2AE)Sµ ne dépend donc pas de l'anneau A d'après
le corollaire B.2.4. On obtient donc :
Lemme 6.1.7. Soit µ un uplet de poids d, p un nombre premier et FpE un S×2d -
module élémentaire. La dimension de sym(SµFp(Id
⊠2))(FpE) est égale à la dimension
des coinvariants de FpE sous l'action du sous-groupe diagonal ∆Sµ ⊂ Sd ×Sd.
Puisque le Sd×Sd-moduleH∗P,Fp(gl
(r)⊗d) est une somme directe de modules élémen-
taires on conclut la démonstration du théorème 6.1.1 en appliquant le lemme précédent
à la description de H∗P,Fp(S
µ(r)gl) obtenue au lemme 6.1.6.
6.2 Applications
6.2.1 Étude des complexes symétriques
Dans ce paragraphe, on se place sur un anneau A de caractéristique p première. Nous
utilisons la transparence du twist pour les bifoncteurs Sµgl (corollaire 6.1.2) pour dé-
terminer les suites spectrales hypercohomologiques associées aux complexes symétriques
123
[42] qui généralisent en caractéristique p quelconque les complexes symétriques classiques
connus en caractéristique 2 [16, 18]. Ces suites spectrales donnent des informations sur
les applications induites en cohomologie par les morphismes entre tenseurs symétriques.
Rappels sur les complexes symétriques S•n,j,i,[s]
Nous renvoyons le lecteur au paragraphe 2.1 pour les déﬁnitions et les propriétés
relatives aux p-complexes. Rappelons les p-complexes construits par Troesch :
Théorème 6.2.1. [42, Th 2, Th 4.3.2] Soit A un anneau de caractéristique p première.
Pour tout n et tout j, on peut munir le foncteur polynomial
Bn(j) := S
n(I⊕p
j
) ≃
⊕
i0+···+ipj−1=n
Si0 ⊗ · · · ⊗ Sipj−1
d'une p-diﬀérentielle d vériﬁant les propriétés suivantes.
(1) Le degré cohomologique d'un élément de Si0 ⊗ · · · ⊗ Sipj−1 est
0.i0 + 1.i1 + · · ·+ (p
j − 1)ipj−1
et la p-diﬀérentielle augmente le degré cohomologique de pj−1.
(2) Soit (Bi+p
j−1•
n (j), d) le facteur direct du p-complexe (Bn(j), d) formé des élé-
ments de degrés cohomologiques congrus à i modulo pj−1. Alors :
 Si i = 0 et pj divise n, le p-complexe (Bi+p
j−1•
n (j), d) est une p-résolution de
Sn/p
j(j).
 Sinon le p-complexe (Bi+p
j−1•
n (j), d) est p-acyclique.
Déﬁnition 6.2.2. Soient n, j des entiers strictement positifs, i ∈ [0, pj−1 − 1] et
s ∈ [1, p − 1]. On appelle complexes symétriques les complexes S•n,j,i,[s] associés au
p-complexes S•n,j,i = B
i+pj−1•
n (j).
Remarque 6.2.3. Par déﬁnition, S•n,j,i,[s] s'obtient à partir du p-complexe Bn(j) en pre-
nant pour diﬀérentielles une alternance de ds et dp−s. Comme la diﬀérentielle de Bn(j)
est de degré pj−1, si i = 0 et si n est un multiple de pj alors les éléments de plus haut
degré du complexe S•n,j,0,[s] sont en degré (2n/pj)(pj − 1).
Exemple 6.2.4. Supposons p = 2, j = 1, i = 0, alors les complexes S•n,1,0,[1] sont les
complexes symétriques [16, 2] :
Sn → Sn−1 ⊗ I → Sn−2 ⊗ S2 → · · · → I ⊗ Sn−1 → Sn .
Si p = 2, j, i quelconques, les complexes S•n,j,i,[1] sont des facteurs directs des complexes
B(j) construits par Friedlander et Suslin [18, Th. 8.4].
Exemple 6.2.5. Si p est quelconque j = 1 et i = 0, le début du complexe S•n,1,0,[1] est
Sn → Sn−1 ⊗ I et la première diﬀérentielle est la comultiplication.
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Exemple 6.2.6. Si n est un multiple de p, la ﬁn du complexe S•n,1,0,[p−1] est Sn−1⊗I ։ Sn,
la dernière diﬀérentielle est la multiplication.
Exemple 6.2.7. Pour p = 3, le complexe S•6,1,0,[2] est le suivant :
S(6,0,0) →
S(4,2,0)⊕
S(5,1,0)
→
S(4,1,1)⊕
S(3,3,0)
→
S(1,5,0)⊕
S(2,3,1)⊕
S(3,1,2)
→
S(0,6,0)⊕
S(1,4,1)⊕
S(2,2,2)⊕
S(3,0,3)
→
S(0,4,2)⊕
S(1,2,3)⊕
S(2,0,4)
→
S(0,3,3)⊕
S(1,1,4)
→ S(0,1,5) → S(0,0,6) .
Comportement en cohomologie des complexes symétriques
Les complexes symétriques S•n,j,i,[s] sont des complexes de foncteurs polynomiaux.
En précomposant par le bifoncteur gl(−⊕m1 ,−2) on obtient des complexes de bifoncteurs
S•n,j,i,[s]gl(−
⊕m
1 ,−2). On peut ensuite appliquer à ces complexes le foncteur H∗P,A(−) et
obtenir des complexes de A-modules :
H∗P,A(S
0
n,j,i,[s]gl(−
⊕m
1 ,−2))→ H
∗
P,A(S
1
n,j,i,[s]gl(−
⊕m
1 ,−2))→ · · · →
D'après le lemme 6.1.5, la cohomologie des bifoncteurs Sℓn,j,i,[s]gl(−
⊕m
1 ,−2) est nulle en
degré strictement positif. Le complexe précédent est donc égal au complexe :
H0P,A(S
0
n,j,i,[s]gl(−
⊕m
1 ,−2))→ H
0
P,A(S
1
n,j,i,[s]gl(−
⊕m
1 ,−2))→ · · · →
Le lemme suivant donne la cohomologie des complexes de ce type.
Lemme 6.2.8. Soient A un anneau de caractéristique p première, n, j, i des entiers,
s ∈ [1, p− 1], et m un entier positif.
(1) Si i = 0 et n est un multiple de pj alors le complexe de A-modules
H∗P,A(S
•
n,j,0,[s]gl(−
⊕m
1 ,−2)) = H
0
P,A(S
•
n,j,0,[s]gl(−
⊕m
1 ,−2))
est exact en degré impair et sa cohomologie en degré 2k est isomorphe au A-module
libre H2k(Sn/pj(j)gl(−⊕m1 ,−2)).
(2) Sinon le complexe de A-modules
H∗P,A(S
•
n,j,[s]gl(−
⊕m
1 ,−2)) = H
0
P,A(S
•
n,j,[s]gl(−
⊕m
1 ,−2))
est exact en tout degré.
Démonstration. D'après le théorème C.2.3, on peut associer au bifoncteur Γnpjgl
et au complexe S•n,j,i,[s]gl(−
⊕m
1 ,−2) deux suites spectrales hypercohomologiques qui
convergent vers le même aboutissant.
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Pour tout entier ℓ positif, le bifoncteur S•n,j,i,[s]gl(−
⊕m
1 ,−2) n'a pas de cohomologie en
degré strictement positif. La page un de la première suite spectrale hypercohomologique
est donc totalement nulle, sauf la colonne I0,•1 d'indice 0 qui s'identiﬁe au complexe
H0P,A(S
•
n,j,i,[s]gl(−
⊕m
1 ,−2)). Cette première suite spectrale dégénère donc à la deuxième
page pour des raisons évidentes de lacunarité. L'aboutissant est donné par celui de la
deuxième suite spectrale hypercohomologique. Celui-ci est nul si i 6= 0 ou si n n'est pas
un multiple de pj et vaut II∗∞ = H∗P,A(Sn/p
j(j)gl(−⊕m1 ,−2)) si i = 0 et n est un multiple
de pj .
Remarque 6.2.9. Supposons que pj divise n. Alors la cohomologie du bifoncteur
Sn/p
j(j)gl(−⊕m1 ,−2) est non nulle en chaque degré ℓ pair tel que 0 ≤ ℓ ≤ 2n(pj − 1)/pj .
En eﬀet, le bifoncteur gl est facteur direct du bifoncteur gl(−⊕m1 ,−2). Le bifoncteur
Sn/p
j(j)gl est donc facteur direct du bifoncteur Sn/pj(j)gl(−⊕m1 ,−2). Ainsi si la coho-
mologie de Sn/pj(j)gl est non nulle en degré ℓ, il en va de même de la cohomologie
de Sn/pj(j)gl(−⊕m1 ,−2). Mais on sait calculer la cohomologie de Sn/p
j(j)gl : d'après le
théorème 6.1.1, elle est égale aux coinvariants du Sn/pj -module gradué H∗P,A(gl(j)⊗n/p
j
)
sous l'action de Sn/pj . Le Sn/pj -module gradué H∗P,A(gl(j)⊗n/p
j
) est une somme directe
de modules de permutation (théorème 4.3.1), et les coinvariants d'un module de permu-
tation sont non nuls (proposition B.2.3). Ainsi le bifoncteur Sn/pj(j)gl et le bifoncteur
Sn/p
j(j)gl(−⊕m1 ,−2) possèdent de la cohomologie non nulle en chaque degré où gl(j)⊗n/p
j
a de la cohomologie non nulle, c'est-à-dire dans tous les degrés pairs à partir du degré 0
et jusqu'au degré 2n(pj − 1)/pj .
Nous déduisons de cette observation sur la cohomologie du bifoncteur
Sn/p
j(j)gl(−⊕m1 ,−2) que si pj divise n alors le complexe H0P,A(S•n,j,0,[s]gl(−
⊕m
1 ,−2)) n'est
exact en aucun degré pair.
Considérons maintenant les complexes S•(r)n,j,i,[s]gl obtenus en précomposant les com-
plexes symétriques par le twist de Frobenius et par le bifoncteur gl. En leur appliquant
le foncteur H∗P,A(−) on obtient des complexes de A-modules :
H∗P,A(S
0(r)
n,j,i,[s]gl)→ H
∗
P,A(S
1(r)
n,j,i,[s]gl)→ H
∗
P,A(S
2(r)
n,j,i,[s]gl)→ . . .
La cohomologie de ces complexes est donnée par la proposition suivante.
Proposition 6.2.10. Soit A un anneau de caractéristique p première, n, j, i des entiers,
s ∈ [1, p− 1], et r un entier positif.
(1) Si i = 0 et n est un multiple de pj, alors le complexe H∗P,A(S
•(r)
n,j,0,[s]) est exact
en degré impair et sa cohomologie en degré 2k est isomorphe (de manière non
graduée) au A-module libre H2kP,A(Sn/p
j(j)(gl⊕p
r
)).
(2) Sinon, le complexe H∗P,A(S
•(r)
n,j,[s](gl)) est exact en tout degré.
Démonstration. Les termes des complexes symétriques sont des sommes directes de ten-
seurs symétriques. Les bifoncteurs obtenus en précomposant un tenseur symétrique par
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le bifoncteur gl vériﬁent la troisième Ext-condition d'après le corollaire 6.1.2. D'après la
proposition 5.1.15, on a donc un isomorphisme (non gradué) de complexes :
H∗P,A(S
•(r)
n,j,i,[s]) ≃ H
0
P,A(S
•
n,j,i,[s]gl(−
⊕pr
1 ,−2)) .
Notre énoncé découle alors directement du lemme 6.2.8
Corollaire 6.2.11. Soient n, r deux entiers positifs. Supposons n multiple de p. Le
conoyau du morphisme induit en cohomologie par la multiplication :
H∗P,A(S
n−1(r)gl ⊗ gl(r))→ H∗P,A(S
n(r)gl)
est un A-module libre non nul, isomorphe (de manière non graduée) au A-module
H
2n(p−1)/p
P,A (S
n/p(1)gl(−⊕p
r
1 ,−2)).
Démonstration. On applique la proposition 6.2.10 au complexe S•(r)n,1,0,[p−1], dont le plus
haut degré cohomologique est 2n(p− 1)/p (cf. remarque 6.2.3) et dont la ﬁn est égale à
Sn−1 ⊗ I → Sn (cf. exemple 6.2.6).
Corollaire 6.2.12. Soient n, r deux entiers positifs. Supposons n multiple de p. Le
conoyau du morphisme induit en cohomologie par la comultiplication :
H∗P,A(S
n(r)gl)→ H∗P,A(S
n−1(r)gl ⊗ gl(r))
est un A-module libre non nul, isomorphe (de manière non graduée) au A-module
H0P,A(S
n/p(1)gl(−⊕p
r
1 ,−2)).
Démonstration. On applique la proposition 6.2.10 au complexe S•(r)n,1,0,[1] dont le début
est égal à Sn → Sn−1 ⊗ I (cf. exemple 6.2.5).
Corollaire 6.2.13. Soient n, j, r des entiers positifs et s ∈ [1, p − 1]. La première
suite spectrale hypercohomologique associée au complexe S•(r)n,j,i,[s]gl dégénère à la deuxième
page.
Démonstration. La page un de la première suite spectrale associée au complexe S•(r)n,j,i,[s]gl
s'identiﬁe au complexe H∗P,A(S
•(r)
n,j,i,[s]) :
Ik,l1 = H
k
P,A(S
l(r)
n,j,i,[s]) , d
k,l
1 = H
k
P,A(∂
l) ,
où ∂ désigne la diﬀérentielle du complexe symétrique S•n,j,i,[s]. D'après la proposition
6.2.10, les lignes d'indice impair de la deuxième page sont nulles, et comme la cohomolo-
gie des tenseurs symétriques est nulle en degré impair (cf. théorème 6.1.1), les colonnes
d'indice impair de la deuxième page sont également nulles. Mais pour tout m ≥ 2 la dif-
férentielle dm de la page m est de bidegré (1−m,m). Pour toute paire k, l, le morphisme
dk,lm : I
k,l
m → I
k+1−m,l+m
m est donc nul car sa source ou son but est nul.
127
6.2.2 Calcul de la cohomologie de Lp(r)gl
Soit A un anneau de caractéristique p première et V un A-module projectif de type
ﬁni. On rappelle (cf. exemple 1.4.24 du chapitre 1) que L∗(V ) désigne le quotient de
l'algèbre graduée S∗(V ) par l'idéal engendré par les puissances p-èmes des éléments de
S∗(V ) :
L∗(V ) = S∗(V )/ 〈vp, v ∈ V 〉 .
Pour tout n ≥ 0 le foncteur V Ã Ln(V ) est muni d'une structure de foncteur polynomial
homogène de degré n. Pour n < p on a Sn = Ln et pour n = p on a une suite exacte :
I(1) →֒ Sp ։ Lp .
En particulier le foncteur Ln n'est pas déﬁni sur Z, et il importe de savoir dans quelle
caractéristique on travaille pour le déﬁnir.
L'objet de cette partie est de calculer la cohomologie du foncteur Lp(r)gl. Pour cela,
nous examinons le morphisme induit en cohomologie par l'inclusion I(r+1)gl→ Sp(r)gl.
Lemme 6.2.14. Soit A un anneau de caractéristique p première. On considère le S×2p -
module ASp avec l'action donnée sur la base (eη)η∈Sp par la formule (σ, τ).eη = eσητ−1.
Le A-module sym(I(1)(Id⊠2))(ASp) est libre de rang 1. L'application :
sym(I(1)(Id⊠2))(ASp)→ sym(Sp(Id⊠2))(ASp)
induite par l'inclusion I(1) → Sp est injective.
Démonstration. D'après la proposition 2.3.1, le A-module H0P,A(I(1)gl) est libre de rang
un. La proposition 4.3.2 donne un diagramme commutatif :
H0P,A(I
(1)gl)
(1) //
≃
²²
H0P,A(S
pgl)
≃
²²
sym(I(1)(Id⊠2)) (ASp)
(2) // sym(Sp(Id⊠2)) (ASp)) .
Le morphisme (1) est injectif par exactitude à gauche du foncteur H0P,A(−). Le mor-
phisme (2) est donc injectif.
Le S×2p -module ASp du lemme précédent est un cas particulier de S×2p -module de
permutation élémentaire. On rappelle (cf. déﬁnition 5.3.1) qu'un S×2p -module élémen-
taire est un module de la forme ASp/Sµ⊗ASp, où µ est un uplet de poids p et l'action
de Sp ×Sp est donnée par la formule :
(λ, ς).e[τ ] ⊗ eσ := e[λτ ] ⊗ eλσς−1 .
L'intérêt de cette déﬁnition est que les S×2p -modules élémentaires sont les facteurs directs
du S×2p -module H∗P,A(gl(r)⊗p).
Le lemme suivant étudie le comportement du foncteur sym(I(r+1)(Id⊠2)) sur les
modules élémentaires non égaux à ASp.
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Lemme 6.2.15. Soit A un anneau de caractéristique p première. Si E est un S×2p -
module élémentaire diﬀérent de ASp alors sym(I(1)(Id⊠2))(E) est nul.
Démonstration. D'après la proposition 2.3.1, le A-moduleH0P,A(gl(1)(−
⊕pj
1 ,−2)) est libre
de rang pj . La proposition 4.3.2 donne un isomorphisme entre ce module et le A-module
sym(I(1)(Id⊠2))(H0P,A(gl(−
⊕pj
1 ,−2))
⊗p). Or le théorème 4.3.1 donne isomorphisme de
S×2p -modules :
H0P,A(gl(−
⊕pj
1 ,−2)
⊗p) ≃ HomPA(I
⊕pj , I)⊗p ⊗ASp ,
où HomPA(I⊕p
j
, I) est un A-module libre de rang pj . Si j est un entier supérieur ou égal
à 1, le S×2p -module H0P,A(gl(−
⊕pj
1 ,−2)
⊗p) contient donc tous les S×2p -modules élémen-
taires comme facteurs directs et contient ASp avec multiplicité pj . D'après le lemme
6.2.14, le rang de H0P,A(I(1)(gl⊕p
j
) est donc égal à pj plus la somme des rangs des
A-modules libres sym(I(1)(Id⊠2))(E) pour E diﬀérent de ASp. On en déduit le résul-
tat.
Proposition 6.2.16. Soit A un anneau de caractéristique p première, et r un entier.
L'application :
H∗P,A(I
(r+1)gl)→ H∗P,A(S
p(r)gl)
induite en cohomologie par l'injection I(1) → Sp est injective en degré multiple de 2p et
nulle dans les autres degrés. Son rang est pr.
Démonstration. D'après la proposition 2.3.1, HkP,A(I(r+1)gl) est un A-module libre de
rang 1 si k est un entier pair tel que 0 ≤ k ≤ 2pr+1 − 2 et est un A-module nul sinon.
Pour démontrer la proposition, il nous suﬃt donc de montrer que le rang de l'application
H∗P,A(I
(r+1)gl)→ H∗P,A(S
p(r)gl) est 1 en degré multiple de 2p et 0 ailleurs.
Mais d'après le théorème 5.1.26, on a un diagramme commutatif :
H∗P,A(I
(r+1)gl)
φ // //
(1)
²²
sym(I(1)(Id⊠2))(H∗P,A(gl
(r)⊗p))
(2)
² ²
H∗P,A(S
p(r)gl)
φ
≃
// sym(Sp(Id⊠2))(H∗P,A(gl
(r)⊗p)) ,
et le rang du morphisme (1) est donc égal au rang du morphisme (2).
Décomposons le S×2p -moduleH∗P,A(gl(r)⊗p) en S×2p -modules élémentaires. Le module
ASp apparaît seulement dans les degrés multiples de 2p, avec multiplicité 1. On applique
alors les lemmes 6.2.14 et 6.2.15 pour obtenir le résultat.
Théorème 6.2.17. Soient A un anneau de caractéristique p première et r un entier
positif. La série de Poincaré de la cohomologie de Lp(r)gl s'obtient en ajoutant la série :
1− t2p
r+1
1− t2p
(t+ t3 + · · ·+ t2p−5 + t2p−3 − 1)
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à la série de Poincaré de H∗P,A(Sp(r)gl).
Démonstration. Notons Kk le rang du noyau de l'application HkP,A(I(r+1)gl) →
HkP,A(S
p(r)gl) et Ik le rang de son image. D'après la proposition 6.2.16 :
∑
k≥0
Ikt
k =
1− t2p
r+1
1− t2p
,
∑
k≥0
Kkt
k =
1− t2p
r+1
1− t2
−
1− t2p
r+1
1− t2p
.
D'après la suite exacte longue induite en cohomologie par la suite exacte courte I(1) →֒
Sp ։ Lp, la diﬀérence entre le rang de HkP,A(Lp(r)gl) et de HkP,A(Sp(r)gl) est donnée par
la formule :
rgHkP,A(L
p(r)gl)− rgHkP,A(S
p(r)gl) = Kk+1 − Ik .
La série de H∗P,A(Lp(r)gl) s'obtient donc en ajoutant la série
∑
k≥0(Kk+1 − Ik)t
k à la
série de Poincaré de H∗P,A(Sp(r)gl). Or, on a :
∑
k≥0
Kk+1t
k+1 =
∑
k≥0
Kkt
k =
1− t2p
r+1
1− t2
−
1− t2p
r+1
1− t2p
=
1− t2p
r+1
1− t2p
(
1− t2p
1− t2
− 1
)
=
1− t2p
r+1
1− t2p
(t2 + · · ·+ t2p−2) .
En divisant ces égalités par t et en retranchant
∑
k≥0 Ikt
k on obtient le résultat.
6.2.3 Calcul de la cohomologie de Γp(r)gl
Dans toute cette partie, A est un anneau de caractéristique p première. Le calcul de
la cohomologie de Γp(r)gl s'eﬀectue en deux étapes.
Nous calculons tout d'abord l'application H∗P,A(I(r)gl)→ H∗+2P,A (I(r)gl) induite par le
produit de Yoneda avec la classe de l'extension I(r)gl→ Sp(r−1)gl→ Γp(r−1)gl→ I(r)gl.
Ensuite, nous étudions les suites spectrales hypercohomologiques associées au com-
plexe Sp(r−1)gl → Γp(r−1)gl d'homologie I(r) en degré 0 et 1. La diﬀérentielle de la
deuxième suite spectrale hypercohomologique est donnée par la première étape. On en
déduit l'aboutissant. Connaissant l'aboutissant et l'information donnée par la deuxième
étape, la première suite spectrale nous donne la diﬀérence entre la cohomologie de Sp(r)gl
(que l'on connaît) et la cohomologie de Γp(r)gl.
Avant de commencer le calcul de la cohomologie de Γp(r)gl proprement dit, nous
eﬀectuons un calcul préliminaire, qui nous sera utile dans la première étape.
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Calcul préliminaire : Ext∗PA(1,1)(I
(r+1+i)gl, Sp
r(1+i)gl)
Proposition 6.2.18. Soit A un anneau de caractéristique p première. Pour tout r ≥ 0 et
tout i ≥ 0, Ext∗PA(1,1)(I
(r+1+i)gl, Sp
r(1+i)gl) est nul en degré impair. De plus, l'inclusion
Sp
r(1) →֒ Sp
r+1 induit une surjection :
Ext∗PA(1,1)(I
(r+1+i)gl, Sp
r(1+i)gl)։ Ext∗PA(1,1)(I
(r+1+i)gl, Sp
r+1(i)gl)
La démonstration de cette proposition occupe la ﬁn du paragraphe. On procède par
récurrence sur l'entier i. Le cas i = −1 est déjà connu :
Lemme 6.2.19. Pour tout r ≥ 0, Ext∗PA(1,1)(I
(r)gl, Sp
r
gl) = 0 si ∗ impair.
Démonstration. En eﬀet on a un isomorphisme (par dualité de Kuhn) :
Ext∗PA(1,1)(I
(r)gl, Sp
r
gl) ≃ Ext∗PA(1,1)(Γ
prgl, I(r)gl) ,
et Ext∗PA(1,1)(Γ
prgl, I(r)gl) ≃ ExtPA(I
(r), I(r)) est nul en degré impair.
Pour conclure la démonstration de la proposition 6.2.18, il nous reste à
montrer l'hérédité. On suppose que pour tout entier r positif, les extensions
Ext∗PA(1,1)(I
(r+i+1)gl, Sp
r+1(i)gl) sont nulles en degré impair. On veut démontrer que
sous cette condition on a pour tout r ≥ 0 :
(HR1) Ext∗PA(1,1)(I
(r+i+1)gl, Sp
r(i+1)gl) = 0 si ∗ est impair.
(HR2) l'inclusion Spr(1) →֒ Spr+1 induit une surjection
Ext∗PA(1,1)(I
(r+1+i)gl, Sp
r(1+i)gl)։ Ext∗PA(1,1)(I
(r+1+i)gl, Sp
r+1(i)gl) .
A cette ﬁn on introduit les complexes suivants :
Lemme 6.2.20. Pour tout r ≥ 0, il existe un complexe acyclique Spr(1) → F 0 → · · · →
Fn vériﬁant :
1. les foncteurs F i sont des sommes directes de tenseurs symétriques.
2. F 0 = Spr+1.
3. Si Spr+1 est un facteur direct de F i, alors i est pair.
Démonstration. On peut prendre pour F • le complexe symétrique S•pr+1,1,0,[1] (cf. déﬁ-
nition 6.2.2).
Nous allons analyser la première suite spectrale hypercohomologique associée au
complexe de bifoncteurs :
Sp
r(i+1) → F 0(i) → · · · → Fn(i) (∗)
à l'aide du lemme d'annulation suivant (dont la démonstration est similaire à la démons-
tration de la proposition 1.6.4) :
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Lemme 6.2.21. Soient B et B′ des foncteurs polynomiaux homogènes de bidegré au
moins (1, 1). Alors :
Ext∗PA(1,1)(I
(r)gl, Bgl ⊗B′gl) = 0 .
Les lignes d'indice pair de la page un de la première suite spectrale associée au
complexe (∗) sont nulles d'après le lemme d'annulation 6.2.21 et le lemme 6.2.20 (3).
Les colonnes d'indice impair de cette première page sont nulles sauf éventuellement sur
la ligne I∗,01 d'indice 0 d'après l'hypothèse de récurrence. La situation est récapitulée par
le schéma suivant :
4
0
1
3
4
p
q
∗
∗
∗
∗∗
∗
∗ ∗ ∗ ∗ ∗ ∗ ∗
∗
d2
∗
d1
2
0 1 2 3 5 6
Fig. 6.2  La page Ip,q1
où la ligne d'indice 0 vaut I∗,01 = Ext∗(I(r+1+i)gl, Sp
r(1+i)gl), la ligne d'indice k ≥ 1 vaut
I∗,k1 = Ext
∗(I(r+1+i)gl, F k−1(i)gl), et la première diﬀérentielle d∗,01 de source la ligne
d'indice 0 est induite par l'inclusion Spr(1+i) →֒ Spr+1(i).
Pour des raisons de lacunarité, pour tout i ≥ 1, les diﬀérentielles d2k+1,0i sont nulles.
Comme la suite spectrale a un aboutissant nul (le complexe (∗) est acyclique), ceci
impose la nullité des I2k+1,01 . La condition (HR1) est donc vériﬁée.
D'autre part, toujours pour des raisons de lacunarité, les diﬀérentielles d2k,1i dont
la source est à la première ligne sont également toutes nulles. comme les éléments
de la première ligne ne survivent pas dans l'aboutissant, la première diﬀérentielle
d2k,01 : I
2k,0
1 → I
2k,1
1 est nécessairement surjective. Ceci démontre (HR2) et conclut la
démonstration de la proposition 6.2.18.
Première étape : calcul d'un produit de Yoneda
Proposition 6.2.22. Soit r un entier strictement positif. Pour tout n, l'application :
ExtnPA(1,1)(Γ
prgl, I(r)gl) → Extn+2PA(1,1)(Γ
prgl, I(r)gl)
c 7→ e ◦ c
qui à une classe c associe le produit de Yoneda de c et de la classe e représentée par
l'extension I(r)gl→ Sp(r−1)gl→ Γp(r−1)gl→ I(r)gl est égale à l'application nulle.
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La démonstration de la proposition 6.2.22 occupe la ﬁn de ce paragraphe.
Lemme 6.2.23. L'algèbre Ext∗PA(1,1)(I
(r)gl, I(r)gl) (munie du produit de Yoneda) est
commutative.
Démonstration. On a des isomorphismes d'algèbres (toutes sont munies du produit de
Yoneda) :
Ext∗PA(1,1)(I
(r)gl, I(r)gl)
≃
−→
D
Ext∗PA(2)(I
(r)⊠2, I(r)⊠2)
≃
←− Ext∗PA(1)(I
(r), I(r))⊗2 .
Le premier isomorphisme est l'isomorphisme de dualité du lemme 4.1.7 qui remplace la
première variable par son dual A-linéaire. Le deuxième morphisme est le morphisme de
Künneth, qui à une paire d'extensions associe leur produit tensoriel externe. C'est un iso-
morphisme d'après la proposition 1.4.16. On utilise ensuite le fait que Ext∗PA(1)(I
(r), I(r))
est une algèbre commutative [18, Th 4.10] pour conclure.
Lemme 6.2.24. Soit r un entier positif. Alors la surjection Γpr ։ I(r) induit une
surjection :
Ext∗PA(1,1)(I
(r)gl, I(r)gl)։ Ext∗PA(1,1)(Γ
prgl, I(r)gl) .
Démonstration. Ce lemme s'obtient par dualité de Kuhn à partir du calcul préliminaire
eﬀectué précédemment (proposition 6.2.18).
Soit c ∈ ExtnPA(1,1)(Γ
prgl, I(r)gl). D'après le lemme 6.2.24, la classe c peut être obte-
nue en tirant en arrière une certaine classe c′ ∈ ExtnPA(1,1)(I
(r)gl, I(r)gl) par l'application
Φ : Γp
r
gl։ I(r)gl. En notant ◦ la composition de Yoneda, on a donc :
e ◦ c = e ◦ (c′Φ) = (e ◦ c′)Φ = (c′ ◦ e)Φ = c′ ◦ (eΦ) .
La troisième égalité provient de la commutativité du produit de Yoneda dans l'algèbre
Ext∗PA(1,1)(I
(r)gl, I(r)gl) (lemme 6.2.23). Pour conclure la démonstration de la proposi-
tion 6.2.22, il nous suﬃt donc de montrer la nullité de la classe (eΦ), ce qui est précisé-
ment le résultat du :
Lemme 6.2.25. L'extension obtenue en tirant en arrière I(r)gl → Sp(r−1)gl →
Γp(r−1)gl→ I(r)gl par l'application Φ : Γprgl։ I(r)gl représente la classe de l'extension
nulle 0 ∈ Ext2PA(1,1)(Γ
prgl, I(r)gl).
Démonstration. Le foncteur polynomial Γpr est un projectif de PA(1). On a donc
Ext2PA(1)(Γ
pr , I(r)) = 0. Ainsi, la classe de l'extension obtenue en tirant en arrière
I(r) → Sp(r−1) → Γp(r−1) → I(r) par la surjection φ : Γpr ։ I(r) est nulle. Or on a
un diagramme commutatif :
Ext2PA(1,1)(I
(r)gl, I(r)gl) Φ
2
// Ext2PA(1,1)(Γ
prgl, I(r)gl)
Ext2PA(1)(I
(r), I(r))
φ2 //
◦gl
OO
Ext2PA(1)(Γ
pr , I(r)) = 0 .
◦gl
OO
Le résultat en découle.
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Deuxième étape : suites spectrales hypercohomologiques
Soient A un anneau de caractéristique p première et r un entier positif. Nous in-
troduisons les suites spectrales hypercohomologiques I∗,∗r et II∗,∗r associées au complexe
Sp(r)gl → Γp(r)gl, dont la diﬀérentielle est induite par la norme Sp → Γp. L'homologie
de ce complexe est égale à I(r+1) en degré 0 et 1.
Lemme 6.2.26. La deuxième page de la suite spectrale II∗,∗r est donnée par :
II∗,0r = II
∗,1
r = H
∗
P,A(I
(r+1)gl) , II∗,kr = 0 pour k ≥ 0.
La suite dégénère à la deuxième page : les diﬀérentielles IIdi sont nulles pour tout i ≥ 2.
La série de Poincaré de l'aboutissant est donc égale à :
P (t) = (1 + t)
1− t2p
r+1
1− t2
=
1− t2p
r+1
1− t
.
Démonstration. La forme de la deuxième page est donnée par le théorème C.2.3. la
diﬀérentielle IId2 est donnée par le produit de Yoneda avec la classe de l'extension
I(r)gl → Sp(r−1)gl → Γp(r−1)gl → I(r)gl. Elle est donc nulle d'après la proposition
6.2.22. Les diﬀérentielles supérieures sont nulles pour des raisons de degré. Enﬁn, la série
de Poincaré de H∗P,A(I(r+1)gl) = Ext∗PA(I
(r+1), I(r+1)) est égale à (1 − t2pr+1)/(1 − t).
On en déduit la série de Poincaré de l'aboutissant.
De même on a :
Lemme 6.2.27. La première page de la suite spectrale I∗,∗r est donnée par :
I∗,0r = H
∗
P,A(S
p(r)gl) , I∗,1r = H
∗
P,A(Γ
p(r)gl) , I∗,kr = 0 pour k ≥ 0.
La première diﬀérentielle Id∗,01 est l'application induite en cohomologie par la norme. La
suite dégénère à la deuxième page : les diﬀérentielles Idi sont nulles pour tout i ≥ 2.
Notons Kk le rang du noyau de l'application H∗P,A(Sp(r)gl)→ H∗P,A(Γp(r)gl) induite
en cohomologie de degré k par la norme et Ck son conoyau, avec la convention Ck =
Kk = 0 si k < 0. D'après le lemme 6.2.27, l'aboutissant de la première suite spectrale
hypercohomologique I∗,∗r a pour série de Poincaré
P (t) =
∑
k≥0
(Ck−1 +Kk)t
k .
Cette série est égale à celle de l'aboutissant de la deuxième suite spectrale, donnée par
le lemme 6.2.26. On a donc :∑
k≥0
(Ck−1 +Kk)t
k =
1− t2p
r+1
1− t
(6.1)
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Lemme 6.2.28. Le noyau de l'application H∗P,A(Sp(r)gl)→ H∗P,A(Γp(r)gl) a pour série
de Poincaré ∑
k≥0
Kkt
k =
1− t2p
r+1
1− t2p
.
Démonstration. Le noyau de H∗P,A(Sp(r)gl) → H∗P,A(Γp(r)gl) contient l'image du mor-
phisme H∗P,A(I(r+1)gl) → H∗P,A(Sp(r)gl). D'après la proposition 6.2.16, il est donc au
moins de rang 1 en chaque degré cohomologique ∗ = k2p avec k ∈ [0, pr − 1], donc de
rang au moins pr
De plus, la comultiplication Sp → ⊗p factorise de deux manières : Sp → Γp → ⊗p et
Sp → Sp−1 ⊗ I → ⊗p. Comme Sp−1 ⊗ I est un facteur direct de ⊗p, la comultiplication
Sp−1 ⊗ I → ⊗p induit une injection en cohomologie :
H∗P,A(S
p−1(r)gl ⊗ gl(r)) →֒ H∗P,A(⊗
p(r)gl) .
Ainsi, le noyau de H∗P,A(Sp(r)gl) → H∗P,A(Γp(r)gl), est contenu dans le noyau du mor-
phisme H∗P,A(Sp(r)gl) → H∗P,A(Sp−1(r)gl ⊗ gl(r)). Ce dernier est de rang pr d'après le
corollaire 6.2.12, et le noyau de l'application induite en cohomologie par la norme est
donc de rang au plus pr.
Ainsi, le noyau du morphisme H∗P,A(Sp(r)gl)→ H∗P,A(Γp(r)gl) est exactement égal à
l'image du morphisme H∗P,A(I(r+1)gl)→ H∗P,A(Sp(r)gl), ce qui donne le résultat.
La diﬀérence entre le rang de HkP,A(Γp(r)gl) et de HkP,A(Sp(r)gl) est donnée par la
formule :
rgHkP,A(Γ
p(r)gl)− rgHkP,A(S
p(r)gl) = Ck −Kk (6.2)
Nous obtenons donc :
Théorème 6.2.29. La série de Poincaré de H∗P,A(Γp(r)gl) s'obtient en ajoutant la série
(t+ t2 + · · ·+ t2p−2)
1− t2p
r+1
1− t2p
à la série de Poincaré de H∗P,A(Sp(r)gl).
Démonstration. D'après la formule (6.2), la diﬀérence entre les séries de Poincaré de
H∗P,A(Γ
p(r)gl) et de H∗P,A(Sp(r)gl) est égale à
∑
k≥0(Ck −Kk)t
k. Or on a :∑
k≥0
(Ck−1 −Kk−1)t
k =
∑
k≥0
(Ck−1 −Kk)t
k −
∑
k≥0
Kkt
k − t
∑
k≥0
Kk−1t
k−1
=
1− t2p
r+1
1− t2p
(
1− t2p
1− t
− 1− t
)
=
1− t2p
r+1
1− t2p
(t2 + t3 + · · ·+ t2p−1) ,
où la deuxième égalité s'obtient à l'aide de la formule (6.1) et du lemme 6.2.28. On
obtient notre résultat en divisant les deux séries par t.
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Chapitre 7
Combinatoire du pléthysme
Sµ(V ⊗W )
Soient A un anneau de caractéristique p première et µ un k-uplet d'entiers positifs de
poids d. Si la caractéristique p est plus grande que d, alors la présentation du foncteur
Sµ par des produits tensoriels induit (cf. paragraphe 6.1 du chapitre 6) une présentation
de la cohomologie de bifoncteur Sµ(r)gl :⊕
σ∈Sµ
H∗P,A(gl
(r)⊗d)
⊕1−σ
−−−−→ H∗P,A(gl
(r)⊗d)→ H∗P,A(S
µ(r)gl)→ 0 .
Le bifoncteurs qui apparaissent à gauche dans cette présentation sont des bifoncteurs
séparables, dont la cohomologie est simple à calculer. On peut en déduire la série de
Poincaré de la cohomologie de Sµ(r)gl, mais aussi de nombreux autres renseignements.
Si la caractéristique p de A est plus petite que d, on peut encore déterminer la série de
Poincaré de H∗P,A(Sµ(r)gl), cf. théorème 6.1.1. Mais on perd la présentation de la coho-
mologie, et les renseignements supplémentaires qu'une telle présentation peut apporter.
La question qui se pose naturellement est la suivante. Existe-t-il dans le cas général
une présentation des bifoncteurs de la forme Sµ(r)gl par des bifoncteurs séparables fa-
ciles à étudier, et qui induit une présentation en cohomologie ? Nous répondons à cette
question par l'aﬃrmative dans ce chapitre.
Dans le paragraphe 7.1, nous nous plaçons sur un anneau commutatif A quelconque
et nous reprenons la ﬁltration du bifoncteur Sd(I ⊠ I) ∈ PA(2) construite par Akin,
Buchsbaum et Weyman dans [4], qui nous a déjà été utile au chapitre 6 (théorème 6.1.3).
Le gradué de cette ﬁltration est un somme directe de foncteurs séparables Sλ ⊠ Sλ,
où Sλ est le foncteur de Schur associé à cette partition λ. La présentation standard
des foncteurs de Schur Sλ par des tenseurs alternés induit donc une présentation du
gradué de Sd(I ⊠ I) par des foncteurs séparables. Le premier résultat du chapitre est le
théorème 7.1.11, qui montre que cette présentation du gradué de Sd(I ⊠ I) se relève en
une présentation du bifoncteur Sd(I ⊠ I) lui-même. Puis nous démontrons le théorème
7.2.4 : quitte à précomposer la première variable par le foncteur de dualité −∨ pour se
ramener dans PA(1, 1), cette présentation Sµ(r)gl par des bifoncteurs séparables induit
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une présentation en cohomologie. Enﬁn, nous nous servons de cette construction pour
décrire de manière explicite une base de la cohomologie de degré 0 du bifoncteur Sdgl.
Une question de combinatoire reste ouverte. Les présentations standard des foncteurs
de Schur Sλ se prolongent [3] en des résolutions ﬁnies des foncteurs de Schur Sλ par
des tenseurs alternés. On peut en déduire une résolution ﬁnie du gradué du bifoncteur
Sd(I⊠I). Peut-on relever cette résolution ﬁnie du gradué de Sd(I⊠I) en une résolution
ﬁnie de Sd(I ⊠ I) qui prolonge la présentation donnée au théorème 7.1.11 ?
7.1 Présentation standard de Sµ(V ⊗W )
7.1.1 Filtration de Cauchy de Sd(V ⊗W )
Dans ce paragraphe nous rappelons la construction de la ﬁltration de Cauchy de
Sd(V ⊗W ) décrite dans [4, III] et déjà utilisée dans la démonstration du théorème 6.1.1.
Nous présentons la construction dans le cadre des bifoncteurs polynomiaux sur l'anneau
de base A = Z, le théorème de changement de base 1.5.4 permet ensuite d'étendre les
résultats à un anneau A quelconque. On ﬁxe V et W deux Z-modules libres de type
ﬁni. Rappelons (cf. paragraphe 1.2.3 du chapitre 1) que Z étant un anneau principal, les
morphismes entre bifoncteurs polynomiaux déﬁnis sur Z admettent des noyaux et des
images.
Déﬁnition des applications φλ [4, p. 243]
Pour tout k ∈ N, on déﬁnit une application (naturelle en V ,W ) φk : Λk(V ) ⊗
Λk(W )→ Sk(V ⊗W ) par la formule :
φk(v1 ∧ · · · ∧ vk ⊗ w1 ∧ · · · ∧ wk) = (−1)
k(k−1)/2
∑
σ∈Sk
²(σ)(vσ(1) ⊗ w1) . . . (vσ(k) ⊗ wk) .
Lemme 7.1.1. Les transformations naturelles φk déﬁnissent des morphismes de fonc-
teurs polynomiaux φk : Λk ⊠ Λk → Sk(I ⊠ I).
Démonstration. Il faut vériﬁer que les transformations naturelles de bifoncteurs φk in-
duisent des transformations naturelles de bifoncteurs polynomiaux. Notons Kk le fonc-
teur polynomial obtenu comme noyau de la multiplication ⊗k → Λk. On a une suite
exacte courte admissible Λk ⊠Kk →֒ Λk ⊠ ⊗k → Λk ⊠ Λk . On a un diagramme com-
mutatif :
(Λk ⊠Kk)(V,W )
Ä _
²²
0
,,YYYYY
YYYYY
YYYYY
YYYYY
YYYYY
YYY
(Λk ⊠⊗k)(V,W ) //
²²²²
(⊗k ⊠⊗k)(V,W ) // Sk(I ⊠ I)(V,W )
(Λk ⊠ Λk)(V,W )
φk
22eeeeeeeeeeeeeeeeeeeeeeeeeeee
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Tous les objets de ce diagramme sont des bifoncteurs polynomiaux et tous les mor-
phismes sauf φk sont des morphismes de bifoncteurs polynomiaux. Le morphisme φk s'ob-
tient donc par factorisation dans PZ(2) de la composée Λk⊠⊗k → ⊗k⊠⊗k → Sk(I⊠I),
et est donc un morphisme de bifoncteurs polynomiaux.
Si λ = (λ1, . . . , λn) est une partition de poids d, l'application φλ : Λλ(V )⊗Λλ(W )→
Sd(V ⊗W ) est déﬁnie comme faisant commuter le diagramme :
Λλ1(V )⊗ Λλ1(W )⊗ · · · ⊗ Λλn(V )⊗ Λλn(W )
≃ //
φλ1⊗···⊗φλn
²²
Λλ(V )⊗ Λλ(W )
φλ
²²
Sλ(V ⊗W )
m // Sd(V ⊗W )
Comme les φk sont des morphismes de bifoncteurs polynomiaux, les φλ : Λλ ⊠ Λλ →
Sd(I ⊠ I) sont également des morphismes de bifoncteurs polynomiaux.
Remarque 7.1.2. Les applications φλ sont notées 〈 , 〉 dans [4].
Déﬁnition de la ﬁltration de Cauchy [4, p. 244]
On ordonne les partitions de poids d par l'ordre lexicographique :
(1, . . . , 1) < · · · < (d− 1, 1) < (d) .
Pour toute partition λ de poids d, on pose :
Mλ(V,W ) =
∑
λ≤µ |µ|=d
Imφµ .
Le bifoncteur Mλ(−1,−2) étant déﬁni comme l'image d'un morphisme de PZ(2), c'est
un bifoncteur polynomial. On appelle ﬁltration de Cauchy la ﬁltration ainsi obtenue :
0 ⊂ Λd ⊠ Λd =M(d) ⊂M(d−1,1) ⊂ · · · ⊂M(1,...,1) = S
d(I ⊠ I) .
Déﬁnition des morphismes ¤(λ1,λ2)t , ¤˜
(λ1,λ2)
t
On déﬁnit [4, Lemme II.2.7, Def. I.1.7] pour toute paire d'entiers λ1, λ2 et tout t ≤ λi
un morphisme ¤(λ1,λ2)t : Λλ1+t ⊗ Λλ2−t → Λλ1 ⊗ Λλ2 de foncteurs polynomiaux comme
la composée :
Λλ1+t ⊗ Λλ2−t −→ Λλ1 ⊗ Λt ⊗ Λλ2−t → Λλ1 ⊗ Λλ2 ,
le premier morphisme étant obtenu à partir d'une comultiplication et le second à partir
d'une multiplication. De même, on déﬁnit [4, Def. I.1.7] un morphisme ¤˜(λ1,λ2)t comme
la composée :
Λλ1 ⊗ Λλ2 → Λλ1 ⊗ Λt ⊗ Λλ2−t → Λλ1+t ⊗ Λλ2−t .
Le lemme suivant est contenu dans la première étape de la démonstration de la démons-
tration de [4, Cor III.1.2], et peut également se démontrer par un calcul direct.
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Lemme 7.1.3. Soit (λ1, λ2) une partition et 0 ≤ t ≤ λ2. Le diagramme suivant com-
mute :
Λ(λ1+t,λ2−t) ⊠ Λ(λ1,λ2)
¤
(λ1,λ2)
t ⊗1 //
1⊗e¤(λ1,λ2)t
²²
Λ(λ1,λ2) ⊠ Λ(λ1,λ2)
φ(λ1,λ2)
²²
Λ(λ1+t,λ2−t) ⊠ Λ(λ1+t,λ2−t)
φ(λ1+t,λ2−t) // Sλ1+λ2(I ⊠ I) .
Présentation standard des foncteurs de Schur
D'après [4, Def II.2.10, II.2.12 et Th II.2.16], pour toute partition λ = (λ1, . . . , λn)
de poids d, le morphisme :
¤λ =
n−1∑
i=1
Id1 ⊗ · · · ⊗ Idi−1 ⊗
λi+1∑
t=1
¤
(λi,λi+1)
t
⊗ Idi+2 ⊗ · · · ⊗ Idn
induit une présentation du foncteur de Schur Sλ :
Rλ
¤λ−−→ Λλ → Sλ → 0
où le foncteur Rλ est un somme directe de produits tensoriels de puissances extérieures :
Rλ =
n−1⊕
i=1
λi+1⊕
t=1
Λ(λ1,...,λi−1) ⊗ Λλi+t ⊗ Λλi+1−t ⊗ Λ(λi+2,...,λn)
Déﬁnition 7.1.4. Soit λ une partition, on appelle présentation standard la présentation
Rλ
¤λ−−→ Λλ → Sλ → 0 ainsi obtenue.
Gradué de la ﬁltration de Cauchy
Le lemme suivant est une reformulation plus précise du résultat contenu dans la
démonstration du [4, Cor III.1.2].
Lemme 7.1.5. Soit λ une partition de poids d. Il existe un morphisme fλ qui fait
commuter le diagramme suivant :
Rλ ⊠ Λ
λ
¤λ⊗Id //
fλ
²²
Λλ ⊠ Λλ
φλ
²²⊕
µ>λ Λ
µ
⊠ Λµ
P
φµ // Sd(I ⊠ I) .
Démonstration. Sur chaque terme
λi,t ⊠ Λλ =
(
Λ(λ1,...,λi−1) ⊗ Λλi+t ⊗ Λλi+1−t ⊗ Λ(λi+2,...,λn)
)
⊠ Λλ
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de Rλ ⊠ Λλ on déﬁnit : fλi,t : λi,t ⊠ Λλ → λi,t ⊠ λi,t par la formule :
fλi,t = Idλi,t
⊠
(
Id
Λ(λ1,...,λi−1)
⊗ ¤˜
(λi,λi+1)
t ⊗ IdΛ(λi+2,...,λn)
)
.
D'après le lemme 7.1.3, le diagramme suivant commute :
λi,t ⊠ Λλ
¤λ⊗Id //
fλi,t
²²
Λλ ⊠ Λλ
φλ
²²
λi,t ⊠ λi,t
φλi,t // Sd(I ⊠ I)
où φλi,t est la postcomposée de φ(λ1,...,λi−1) ⊗ φ(λi+t,λi+1−t) ⊗ φ(λi+2,...,λn) par la multipli-
cation
S
P
k<i λk(I ⊠ I)⊗ Sλi+λi+1(I ⊠ I)⊗ S
P
k>i+1 λk(I ⊠ I) −→ Sd(I ⊠ I) .
Comme t ≥ 1, en réordonnant les facteurs de λi,t on obtient un isomorphisme
σλi,t : λi,t
≃
−→ Λµ ,
où µ est une partition de poids d plus grande (pour l'ordre lexicographique) que λ. De
plus, par déﬁnition de φµ on a φµ ◦ σλi,t = φλi,t. On a donc pour tout (i, t) un diagramme
commutatif :
λi,t ⊠ Λλ
¤λ⊗Id //
σλi,t◦f
λ
i,t
²²
Λλ ⊠ Λλ
φλ
²²⊕
µ>λ Λ
µ
⊠ Λµ
P
φµ // Sd(I ⊠ I)
Si on pose fλ = ⊕n−1i=1 ⊕
λi+1
t=1 σ
λ
i,t ◦ f
λ
i,t on obtient donc notre énoncé.
Remarque 7.1.6. De même, si λ est une partition de poids d, il existe un morphisme gλ
qui fait commuter le diagramme suivant :
Λλ ⊠Rλ
Id⊗¤λ //
gλ
²²
Λλ ⊠ Λλ
φλ
²²⊕
µ>λ Λ
µ
⊠ Λµ
P
φµ // Sd(I ⊠ I) .
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Lemme 7.1.7. Soit λ une partition de poids d et λ◦ la partition suivante pour l'ordre
lexicographique. Le carré de gauche du diagramme suivant commute :
Rλ(V )⊗ Λ
λ(W )
⊕Λλ(V )⊗Rλ(W )
¤λ⊗1+1⊗¤λ //
fλ+gλ
²²
Λλ(V )⊗ Λλ(W ) // //
φλ
²²
Sλ(V )⊗ Sλ(W )
∃βλ
²²Â
Â
Â
Â
Â
Â
Â
Â
⊕
µ>λ Λ
µ(V )⊗ Λµ(W )
P
φµ
²²²²
Mλ◦(V,W )
Â Ä // Mλ(V,W ) // // (Mλ/Mλ◦) (V,W )
et φλ factorise en un morphisme βλ : Sλ(V )⊗ Sλ(W )→ (Mλ/Mλ◦) (V,W ).
Démonstration. La commutativité du carré de gauche est donnée par le lemme 7.1.5
et la remarque 7.1.6. Comme la première ligne du diagramme est une présentation de
Sλ(V )⊗Sλ(W ) et la deuxième une présentation de (Mλ/Mλ◦)(V,W ), la commutativité
du carré de gauche assure le passage au quotient de φλ.
D'après [4, Th III.1.4], βλ est un isomorphisme. Le foncteur Mλ/Mλ◦ est donc en
fait à valeurs dans les Z-modules libres de type ﬁni. C'est donc (cf. proposition 1.2.8)
un foncteur polynomial, et le diagramme précédent peut se lire comme un diagramme
commutatif dans PZ(2). L'énoncé suivant récapitule la construction eﬀectuée (on a tra-
vaillé sur l'anneau A = Z, mais par le théorème de changement de base 1.5.4, on obtient
le résultat sur un anneau A quelconque) :
Théorème 7.1.8. [4, III] Soient A un anneau commutatif et d un entier. On a une
ﬁltration de Sd(I⊠I) par des bifoncteurs Mλ indexés par les partitions de d et ordonnés
dans l'ordre lexicographique :
0 ⊆M(d) ⊆M(d−1,1) ⊆ · · · ⊆M(1,...,1) = S
d(I ⊠ I) .
Le premier terme M(d) est isomorphe à Λd⊠Λd, et si λ est une partition et λ◦ la suivante
pour l'ordre lexicographique on a une suite exacte courte admissible :
Mλ◦ →֒Mλ ։ Sλ ⊠ Sλ .
Remarque 7.1.9. On peut appliquer le foncteur de dualité D qui à un bifoncteur B ∈
PZ(2) associe le bifoncteur B(−∨1 ,−2) ∈ PZ(1, 1) au théorème 7.1.8. Si on pose Nλ :=
DMλ, on obtient alors le théorème d'Akin, Buchsbaum et Weyman tel qu'il a été énoncé
dans le chapitre 6, théorème 6.1.3.
7.1.2 Présentation standard de Sµ(V ⊗W )
Dans ce paragraphe, on travaille sur un anneau A commutatif quelconque.
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Filtration de Sµ(V ⊗W )
Soit (µ1, . . . , µn) un uplet. Pour tout i on dispose de la ﬁltration de Cauchy de
Sµi(I⊠ I). En prenant le produit tensoriel de ces ﬁltrations on obtient (corollaire C.1.6)
une ﬁltration (Mk)k≥0 dont le gradué est égal à la somme directe :
GrSµ(I ⊠ I) =
⊕
|λ1|=µ1...|λn|=µn
n⊗
i=1
Sλi ⊠ Sλi ,
la somme étant prise sur l'ensemble des familles (λ1, . . . , λn) de partitions de poids
respectifs µi.
Les partitions de poids µi sont totalement ordonnées par l'ordre lexicographique :
(1, . . . , 1)︸ ︷︷ ︸
µi termes
< · · · < (µi − 1, 1) < (µi) (∗)
Si λi est une partition de poids µi, on note [[λi]] la place de la partition λi dans la suite
(∗) en partant de l'élément le plus grand, auquel on attribue la place 0. Par exemple :
[[(µi)]] = 0, [[(µi− 1, 1)]] = 1 et l'entier [[(1, . . . , 1)]] est égal au nombre de partitions de
poids µi, moins 1.
Avec cette notation, le k-ème terme Mk de la ﬁltration de Sµ(I ⊠ I) est donné par
la formule :
Mk =
∑
[[λ1]]+···+[[λn]]=k
Mλ1 ⊗ · · · ⊗Mλn ,
=
∑
[[λ1]]+···+[[λn]]≤k
Im (φλ1 ⊗ · · · ⊗ φλn) ,
où les morphismes φλi : Λλi ⊠ Λλi → Sµi(I ⊠ I) sont les morphismes qui servent à
déﬁnir la ﬁltration de Cauchy de Sµi(I ⊠ I), et le quotient de deux termes successifs de
la ﬁltration vaut :
Mk/Mk−1 =
⊕
[[λ1]]+···+[[λn]]=k
n⊗
i=1
Sλi ⊠ Sλi (7.1)
Présentation du gradué de Sµ(V ⊗W )
Pour toute partition λ on a (cf. déﬁnition 7.1.4) une présentation standard du fonc-
teur de Schur Sλ :
Rλ
¤λ−−→ Λλ → Sλ → 0 .
Le produit tensoriel de ces présentations nous donne une présentation de
⊗n
i=1 Sλi⊠Sλi .
En formant une somme directe de ces présentations on obtient donc une présentation
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du gradué de Sµ(I ⊠ I). Plus précisément, posons :
Gk =
⊕
P
[[λi]]=k
n⊗
i=1
Λλi ⊠ Λλi (7.2)
Rk =
⊕
P
[[λi]]=k
n⊕
i=1
 i−1⊗
j=1
Λλj ⊠ Λλj
⊗
 Rλi ⊠ Λλi⊕
Λλi ⊠Rλi
⊗
 n⊗
j=i+1
Λλj ⊠ Λλj
 (7.3)
Xk =
⊕
P
[[λi]]=k
n∑
i=1
Id⊗ (¤λi ⊗ Id + Id⊗¤λi)⊗ Id (7.4)
alors la présentation de Mk/Mk−1 est donnée par :
Rk
Xk−−→ Gk ։Mk/Mk−1 .
Présentation standard de Sµ(V ⊗W )
Soit µ un uplet. Nous allons maintenant montrer que la présentation du gradué de
Sµ(I ⊠ I) se relève en une présentation de Sµ(I ⊠ I). On déﬁnit Φk : Gk → Sµ(I ⊠ I)
par la formule :
Φk =
∑
P
[[λi]]=k
n⊗
i=1
φλi (7.5)
et Ψk : Rk →
⊕
i<k Gi par la formule :
Ψk =
∑
P
[[λi]]=k
n∑
i=1
Id ⊗ (fλi + gλi)⊗ Id (7.6)
où fλi et gλi sont données par le lemme 7.1.5 et la remarque 7.1.6. Ψk est bien à valeurs
dans
⊕
i<k Gi car pour toute partition λi les morphismes fλi et gλi sont à valeurs dans
une somme directe de termes Λλ ⊠ Λλ avec λ > λi pour l'ordre lexicographique.
Lemme 7.1.10. Pour tout entier k le diagramme suivant commute :
Rk
Xk
²²Ψkttjjjj
jjj
jjj
jjj
jjj
jjj
⊕
i<k Gi
P
Φi
²²
Gk
²²²²Φkyytt
tt
tt
tt
tt
t
Mk−1
Â Ä // Mk // // Mk/Mk−1 .
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Démonstration. Le A-module Rk est déﬁni (7.4) comme une somme directe de termes
de la forme :
i−1⊗
j=1
Λλj ⊠ Λλj ⊗
 Rλi ⊠ Λλi⊕
Λλi ⊠Rλi
⊗ n⊗
j=i+1
Λλj ⊠ Λλj .
Pour vériﬁer que le pentagone central commute, il suﬃt de vériﬁer que les restrictions
des morphismes Φk ◦ Xk et (
∑
i<k Φi) ◦Ψk à n'importe lequel de ces termes sont égales.
Ceci découle du lemme 7.1.7.
Le lemme précédent énonce que l'on est en situation d'utiliser la proposition C.1.8.
On obtient donc :
Déﬁnition-Théorème 7.1.11. Soient A un anneau commutatif, et µ = (µ1, . . . , µn)
un uplet. La présentation standard de Sµ(I ⊠ I) désigne la présentation suivante :
Rµ
Xµ
−−→ Gµ
Φµ
−−→ Sµ(I ⊠ I)→ 0 ,
où Rµ et Gµ sont des sommes de produits tensoriels de puissances extérieures données
par les formules :
Gµ =
⊕
k
Gk , Rµ =
⊕
k
Rk ,
où Φµ =
∑
k Φk et où le morphisme Xµ : Rµ → Gµ est déﬁni sur Rk par la formule
Xµ(rk) = Xk(rk)−Ψk(rk).
Les bifoncteurs polynomiaux Gk, Rk, Φk, et les transformations naturelles Xk et Ψk
sont explicitement déﬁnis dans les formules (7.2-7.6) ci-dessus.
7.2 Applications
7.2.1 Présentation de H∗P(Sµ(r)gl)
Soit A un anneau commutatif. On rappelle qu'il existe pour toute partition λ [3, Th
6.1] une résolution ﬁnie (sur A) de Sλ par des sommes directes de produits tensoriels de
puissances extérieures :
0→ λ,n → · · · → λ,0 ։ Sλ (∗)
De plus, on connaît explicitement [3, p. 208] le début de la résolution. En particulier,
cette résolution prolonge la présentation standard de Sλ (cf. déﬁnition 7.1.4) :
Rλ
¤λ−−→ Λλ → Sλ → 0 .
Notation 7.2.1. On note D : PZ(2) Ã PZ le foncteur qui à un bifoncteur B associe le
bifoncteur B(−∨1 ,−2). Le foncteur D commute avec la précomposition par le twist de
Frobenius : si B est un bifoncteur, on a D(B(r)) = (DB)(r). Pour cette raison nous
omettrons les parenthèses et nous écrirons DB(r).
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Soit µ = (µ1, . . . , µn) un uplet. Le paragraphe 7.1.2 nous donne une ﬁltration
(DMk)k≥0 de Sµgl, obtenue en eﬀectuant le produit tensoriel des ﬁltrations de Cau-
chy des bifoncteurs D(Sµi(I ⊠ I)) = Sµigl. Les quotients successifs de cette ﬁltration
sont donnés par la formule :
DMk/DMk−1 =
⊕
[[λ1]]+···+[[λn]]=k
n⊗
i=1
D(Sλi ⊠ Sλi)
=
⊕
[[λ1]]+···+[[λn]]=k
n⊗
i=1
Hom(Wλi , Sλi) (7.7)
où l'entier [[λ]] associé à une partition λ est déﬁni au paragraphe 7.1.2, et où le foncteur
de Weyl Wλ est le dual de Kuhn du foncteur de Schur Sλ, cf. déﬁnition B.3.18. En
prenant une somme directe de produits tensoriels de résolutions ﬁnies du type (∗) on
obtient :
Lemme 7.2.2. Soit A un anneau commutatif. La présentation :
DRk
DXk−−−→ DGk ։ DMk/DMk−1
se prolonge en une résolution ﬁnie de DMk/DMk−1 :
0→ k,N → . . . k,1︸︷︷︸
=DRk
→ k,0︸︷︷︸
=DGk
։ DMk/DMk−1 ,
où les k,j sont des sommes directes de bifoncteurs du type Hom(Λδ,Λγ).
Lemme 7.2.3. Soit A un anneau commutatif et r un entier positif (avec r = 0 si A n'est
pas de caractéristique première). Pour tout entier k le diagramme suivant commute :
H∗P(DR
(r)
k )
H∗
P
(DXk)
²²H
∗
P (DΨk)rrffffff
fffff
fffff
fffff
fffff
fff
⊕
i<kH
∗
P(DG
(r)
i )
P
H∗P (DΦi)
²²
H∗P(DG
(r)
k )
²²²²H
∗
P
(DΦk)uulll
lll
lll
lll
ll
H∗P(DM
(r)
k−1)
Â Ä // H∗P(DM
(r)
k )
// // H∗P((DMk/DMk−1)
(r))
De plus, la ligne et la colonne de droite du diagramme son exactes.
Démonstration. La commutativité du diagramme provient du lemme 7.1.10 et de la
fonctorialité de H∗P,A(−). Il nous reste donc à démontrer l'exactitude de la ligne et de
la colonne de droite.
Démontrons que la colonne de droite est exacte. D'après le lemme 5.1.18, les fonc-
teurs k,j du lemme 7.2.2 vériﬁent H∗P(k,j(−
⊕pr
1 ,−2)) = 0 pour ∗ > 0. Le complexe
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H∗P(k,•(−
⊕pr
1 ,−2)) est donc (cf. corollaire C.2.4) exact, sauf au terme d'indice 0. De
plus, le twist de Frobenius est transparent pour les foncteurs k,j (cf. proposition 5.1.15).
Le complexe H∗P(
(r)
k,•) est donc exact, sauf au terme d'indice 0. D'après le corollaire
C.2.5, on a donc une suite exacte :
0→ H∗P(k,N (−
⊕pr
1 ,−2))→ · · · → H
∗
P((DMk/DMk−1)(−
⊕pr
1 ,−2))→ 0 .
La colonne de droite, donnée par les trois derniers termes de cette suite, est donc exacte.
Comme la cohomologie des bifoncteurs du type Hom(Λδ,Λγ)(r) est nulle en de-
gré impair et que la colonne de droite est exacte, la cohomologie des quotients
(DMk/DMk−1)
(r) est nulle en degré impair.
Il nous reste à démontrer que la ligne du diagramme est exacte. Pour cela, on dé-
montre par récurrence sur k la propriété suivante :  La cohomologie de DM (r)k est nulle
en degré impair et la ligne est exacte pour k . Pour k = 0, il n'y a rien à démontrer car
DM
(r)
−1 = 0. Supposons la propriété vraie pour l'entier k−1, on obtient alors la propriété
pour l'entier k en examinant la suite longue induite en cohomologie par la suite :
DM
(r)
k−1 →֒ DM
(r)
k ։ (DMk/DMk−1)
(r) .
Nous pouvons maintenant appliquer la proposition C.1.8 pour obtenir :
Théorème 7.2.4. Soient A un anneau commutatif, r un entier positif (avec r = 0 si A
n'est de caractéristique première) et µ un uplet. La présentation standard de Sµgl :
DRµ
DXµ
−−−→ DGµ
DΦµ
−−−→ Sµgl→ 0 ,
induit en cohomologie une présentation de H∗P,A(Sµ(r)gl) :
H∗P,A(DR
(r)
µ )
DXµ
−−−→ H∗P,A(DG
(r)
µ )
DΦµ
−−−→ H∗P,A(S
µ(r)gl)→ 0 .
7.2.2 Bases explicites de la cohomologie de degré 0
Si V est un A-module libre, un élément v primitif [1, p. 148] de V est un élément
tel que si v = aw alors a est une unité de A. En particulier un élément primitif est non
nul. De plus, si V est un A-module libre de rang 1 tout élément primitif de V forme
une base de V . A l'inverse, les éléments d'une base d'un A-module libre V de rang
quelconque sont tous primitifs. Enﬁn, si V et W sont deux A-modules libres de type ﬁni
et si f : V → W possède un élément primitif dans son image, alors f est un élément
primitif de HomA(V,W ).
Proposition 7.2.5. Soit A un anneau commutatif et λ une partition de poids d. Le
A-module HomPA(Λλ, Sλ) est libre de rang 1, engendré par la surjection Λλ ։ Sλ qui
déﬁnit le foncteur de Schur Sλ.
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Démonstration. Le morphisme Λλ ։ Sλ est primitif car surjectif. Il nous suﬃt donc de
montrer que HomPA(Λλ, Sλ) est libre de rang 1.
D'après la proposition 5.1.19 et le corollaire 1.5.6, le rang du A-module libre
HomPA(Λ
λ, Sλ) ne dépend pas de A.
On peut donc se contenter de le calculer pour A = C. Dans ce cas, les foncteurs de
Schur sont des représentations irréductibles de GLn [19, Th 6.3(4)], et d'après le lemme
de Schur [19, Lemme 1.7] ce rang est égal au nombre de fois où Sλ intervient dans la
décomposition en représentations irréductibles de Λλ. En appliquant la règle de Pieri [2,
Th. (3)(b) p. 168] on trouve que cette multiplicité est égale à 1.
Remarque 7.2.6. Dans la démonstration précédente, on pourrait aussi référer à [19, ex.
6.13 p. 80] pour dire que la multiplicité de Sλ dans Λλ est égale au nombre de Kosta
Kλλ qui est égal à 1 [19, (A.10) p. 456] (attention, les foncteurs de Schur sont indexés
par les partitions conjuguées dans [19] : notre foncteur Sλ y est noté Sλ′ .)
Corollaire 7.2.7. Si A un anneau commutatif et λ une partition de poids d, il existe un
unique morphisme surjectif Λλ ։ Sλ. De même, il existe un unique morphisme injectif
Wλ →֒ Λ
λ primitif dans HomPA(Wλ,Λλ).
Lemme 7.2.8. Soit λ = (λ1, . . . , λn) une partition et V un A-module libre de rang λ1.
Il existe une base du A-module libre Sλ(V ) dont un élément est contenu dans l'image de
la composée Wλ(V ) →֒ Λλ(V )։ Sλ(V ).
Démonstration. Rappelons (proposition B.3.19) que Wλ(V ) = Keλ(V ). Il nous suﬃt
donc d'exhiber un élément de la base standard [4, Th II.2.16] de Sλ(V ) qui est dans
l'image de la composée Keλ(V ) →֒ Λλ(V )։ Sλ(V ).
Soit (e1, . . . , eλ1) une base de V . La composée Γ
eλ(V ) ։ Keλ(V ) →֒ Λ
λ(V ) est par
déﬁnition égale à d′eλ (cf. déﬁnition B.3.13) et envoie v =
⊗
i=1..λ1
e⊗
eλi
i sur
d′eλ(v) =
⊗
i=1..n
e1 ∧ · · · ∧ eλi .
D'après [4, p.224], le morphisme dλ : Λλ(V ) → Seλ(V ) d'image Sλ(V ) envoie d′eλ(v) ∈
Keλ(V ) sur l'élément de Sλ(V ) correspondant au tableau de forme λ et dont la i-ème
colonne est remplie avec des i pour tout i = 1..λ1. Ce tableau est standard (cf. [4, def
II.2.2]). Ainsi, dλ(d′eλ(v)) est un élément de la base standard [4, def II.2.16] de Sλ(V ).
De plus, il est par construction dans l'image de Keλ(V ) →֒ Λλ(V )։ Sλ(V ).
Proposition 7.2.9. Soit A un anneau commutatif. Pour toute partition λ, le A-module
HomPA(Wλ, Sλ) est libre de rang 1, engendré par le morphisme : Wλ →֒ Λλ ։ Sλ.
Démonstration. D'après la proposition 5.1.19 et le corollaire 1.5.6, le rang du A-
module libre HomPA(Wλ, Sλ) ne dépend pas de A. Or, sur C on a un isomorphisme
Wλ ≃ Sλ. Ainsi le rang de HomPA(Wλ, Sλ) est égal à la dimension du C-espace vectoriel
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HomPC(Sλ, Sλ). Comme les foncteurs de Schur sont irréductibles sur C [19, Th 6.3(4)],
cette dimension vaut 1 d'après le lemme de Schur [19, Lemme 1.7].
Il nous reste à montrer que la composéeWλ →֒ Λλ ։ Sλ des morphismes primitifs du
corollaire 7.2.7 est un morphisme primitif. Pour cela, il nous suﬃt de vériﬁer qu'il existe
un A-module projectif de type ﬁni V tel que la composée Wλ(V ) →֒ Λλ(V ) ։ Sλ(V )
est un élément primitif de HomA(Wλ(V ), Sλ(V )).
Pour cela il nous suﬃt de montrer que l'image de cette composée contient un élément
primitif du A-module libre Sλ(V ), ce qui est le cas d'après le lemme précédent.
Proposition 7.2.10. Soit A un anneau commutatif. Pour toute partition λ de poids d,
le A-module H0P,A(Hom(Wλ, Sλ)) est libre de rang 1, engendré par la composée :
Γdgl
Dφ♯λ−−−→ Hom(Λλ,Λλ)։ Hom(Wλ, Sλ) ,
où φλ : Λλ⊠Λλ → Sd(I⊠I) est le morphisme utilisé pour déﬁnir la ﬁltration de Cauchy
(cf. 7.1.1) et la surjection de droite est construite à partir du morphisme surjectif
Λλ ։ Sλ.
Démonstration. Le A-module H0P,A(Hom(Wλ, Sλ)) ≃ HomPA(Wλ, Sλ) est libre de rang
1 d'après la proposition 7.2.9. Il nous reste donc à montrer que la composée
Γdgl
Dφ♯λ−−−→ Hom(Λλ,Λλ)։ Hom(Wλ, Sλ)
est un élément primitif de H0P,A(Hom(Wλ, Sλ)). Pour cela, il nous suﬃt d'exhiber deux
A-modules projectifs de type ﬁni V,W tels que la composée
Γd(V ⊗W )
φ♯λ−→ Λλ(V )⊗ Λλ(W )։ Sλ(V )⊗ Sλ(W )
soit un élément primitif de HomA(Γd(V ⊗W ), Sλ(V )⊗Sλ(W )). Or, on a un diagramme
commutatif :
Γd(V ⊗W )
²²²²
φ♯λ // Λλ(V )⊗ Λλ(W ) // // Sλ(V )⊗ Sλ(W )
M ♯λ(V,W )
66mmmmmmmmmmmm
Wλ(V )⊗Wλ(W )
(1)
55lllllllllllllll
_?
oo
où les morphismes Wλ(V ) ⊗Wλ(W ) →֒ M ♯λ(V,W ) et Γd(V ⊗W ) ։ M
♯
λ(V,W ) sont
les duaux de Kuhn des morphismes Mλ(V,W ) ։ Sλ(V ) ⊗ Sλ(W ) et Mλ(V,W ) →֒
Sd(V ⊗ W ) qui interviennent dans la ﬁltration de Cauchy de Sd(V ⊗ W ), et où le
morphisme (1) est obtenu par produit tensoriel du morphisme de la proposition 7.2.9.
D'après le lemme 7.2.8, si on choisit V = W = Aλ1 , le morphisme (1) a un élément
primitif dans son image. Le diagramme nous montre que c'est alors aussi le cas pour la
composée Γd(V ⊗W ) −→ Λλ(V ) ⊗ Λλ(W ) ։ Sλ(V ) ⊗ Sλ(W ), qui est donc un élément
primitif de HomA(Γd(V ⊗W ), Sλ(V )⊗ Sλ(W )).
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Proposition 7.2.11. Soit A un anneau commutatif. Pour toute partition µ de poids d,
le A-module H0P,A(DMµ) est libre de base les composées :
Γdgl
Dφ♯λ−−−→ Hom(Λλ,Λλ)
Dφλ−−−→ DMµ ,
où φλ : Λλ⊠Λλ → Sd(I⊠I) est le morphisme utilisé pour déﬁnir la ﬁltration de Cauchy
(cf. 7.1.1) et λ décrit l'ensemble des partitions de d telles que λ ≥ µ pour l'ordre
lexicographique.
Démonstration. Nous démontrons le résultat par récurrence descendante sur les parti-
tions ordonnées dans l'ordre lexicographique. Si µ = (d) est la plus grande partition de
poids d, le résultat n'est autre que la proposition 7.2.11. Supposons la propriété démon-
trée pour µ◦, et soit µ la partition précédente pour l'ordre lexicographique. On a une
suite exacte :
H0P,A(DMµ◦)
Â Ä // H0P,A(DMµ)
p // // H0P,A(DMµ/DMµ◦) .
D'autre part, la surjection Hom(Λµ,Λµ) ։ DMµ/DMµ◦ envoie le morphisme φ♯µ ∈
H0P,A(Hom(Λ
µ,Λµ)) sur un élément bµ qui constitue une base de H0P,A(DMµ/DMµ◦)
(cf. proposition 7.2.11).
Alors la famille (φλ ◦ φ♯λ)λ≥µ est une famille libre de H0P,A(DMµ). En eﬀet, si∑
λ≥µ aλφλ ◦ φ
♯
λ = 0, on applique p à cette relation et on obtient aµbµ = 0, donc
aµ = 0. On a alors
∑
λ>µ aλφλ ◦ φ
♯
λ = 0, donc aλ = 0 pour tout λ car par hypothèse de
récurrence (φλ ◦ φ♯λ)λ>µ est libre.
La famille (φλ ◦ φ♯λ)λ≥µ est une famille génératrice de H0P,A(DMµ). En eﬀet, soit
f ∈ H0P,A(DMµ). Il existe aµ ∈ A tel que p(f) = aµbµ. Mais alors f − aµφµ ◦ φ
♯
µ ∈
H0P,A(DMµ◦) s'exprime comme une combinaison linéaire des éléments de la famille (φλ◦
φ♯λ)λ>µ par hypothèse de récurrence. Ainsi f est combinaison linéaire des éléments de
(φλ ◦ φ
♯
λ)λ≥µ.
Corollaire 7.2.12. Soit d un entier positif, le A-module H0P,A(Sdgl) est libre de base
les composées :
Γdgl
Dφ♯λ−−−→ Hom(Λλ,Λλ)
Dφλ−−−→ Sdgl ,
où λ décrit l'ensemble des partitions de d.
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Annexe A
Catégories exactes
Dans cette annexe, nous ﬁxons la terminologie utilisée sur les catégories exactes au
sens de Quillen [38]. Ces catégories sont des catégories additives équipées d'une classe
des suites exactes courtes admissibles qui vériﬁent des axiomes inspirés des propriétés
des suites exactes courtes dans les catégories abéliennes.
Soit A est une catégorie exacte qui possède assez de projectifs. En utilisant les suites
exactes courtes admissibles à la place des suites exactes courtes, on peut y développer
l'algèbre homologique usuelle comme dans les catégories abéliennes. Ce fait est utilisé
dans [40] pour déﬁnir et travailler avec les extensions dans les catégories de foncteurs po-
lynomiaux PA sur un anneau commutatif quelconque. Plus généralement, les catégories
exactes permettent de développer le formalisme des catégories dérivées [25].
Déﬁnition A.1. Une catégorie exacte est une catégorie additive A munie d'une classe
E de suites exactes courtes admissibles, ie. de triplets
M ′
i
−→M
p
−→M ′′
qui vériﬁent les axiomes ci-dessous. Le morphisme i est appelé un monomorphisme ad-
missible et p un épimorphisme admissible.
(E0) La classe E est stable par isomorphisme. En d'autres termes, si on a un dia-
gramme commutatif
M ′ //
≃
²²
M //
≃
²²
M ′′
≃
²²
N ′ // N // N ′′
et si M ′ →M →M ′′ est une suite exacte courte admissible, alors N ′ → N → N ′′
est également une suite exacte courte admissible. La classe E contient les suites
exactes courtes scindées, c'est-à-dire les suites de la forme :
M ′ →M ′ ⊕M ′′ →M ′′ .
(E1) Les monomorphismes admissibles i sont les noyaux de leurs épimorphismes
admissibles associés, et les épimorphismes admissibles p sont les conoyaux de leurs
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monomorphismes associés. La composée de deux épimorphismes admissibles est
un épimorphisme admissible et la composée de deux monomorphismes admissibles
est un monomorphisme admissible.
(E2) Si M →M ′′ est un épimorphisme admissible alors pour tout morphisme N ′′ →
M ′′ de A, il existe un carré cartésien
N //
²²
N ′′
²²
M // M ′′
dans lequel N → N ′′ est un épimorphisme admissible. De même, si M ′ → M est
un monomorphisme admissible, pour tout morphisme M ′ → M de A il existe un
carré cocartésien
M ′ //
²²
M
²²
N ′ // N
dans lequel N ′ → N est un monomorphisme admissible.
(E3) Si un morphisme p admet un noyau et s'il existe un morphisme f tel que
la composée p ◦ f est un épimorphisme admissible, alors p est un épimorphisme
admissible. De même, si i admet un conoyau et s'il existe un morphisme g tel que
g ◦ i est un monomorphisme admissible, alors i est un monomorphisme admissible.
Le système d'axiomes de Quillen n'est pas minimal. On peut trouver un sous-
ensemble d'axiomes équivalents dans [26, app. A].
Exemple A.2. Soit A une catégorie abélienne. Munie de l'ensemble E de toutes les suites
exactes courtes, A devient une catégorie exacte.
Exemple A.3. Soit A une catégorie abélienne. Soient Pr la sous-catégorie pleine de A
ayant pour objets les projectifs de A et E la classe des suites exactes courtes de A dont
les objets sont dans Pr. La paire (Pr, E) est une catégorie exacte.
Déﬁnition A.4. Un foncteur additif F : A Ã A′ entre deux catégories exactes est
exact s'il envoie toute suite exacte courte admissible de A sur une suite exacte courte
admissible de A′.
Déﬁnition A.5. Soient A une catégorie exacte et Ab la catégorie des groupes abéliens.
Un objet I de A est injectif (resp. projectif) si le foncteur HomA(−, I) : AÃ Ab (resp.
le foncteur HomA(P,−)) est un foncteur exact.
Déﬁnition A.6. Une catégorie exacte A a assez d'injectifs (resp. de projectifs) si pour
tout M ∈ A il existe un injectif et un monomorphisme admissible M → I (resp. un
projectif P et un épimorphisme admissible P →M).
Un complexe d'injectifs I• est une résolution injective admissible de M ∈ A s'il
existe un monomorphisme admissible M → I0 tel que le complexe M → I• s'obtient
comme un produit de Yoneda de suites exactes courtes admissibles.
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Annexe B
Représentations linéaires des
groupes
B.1 Invariants et coinvariants
Soit A un anneau commutatif et G un groupe. On note ModG(A) la catégorie dont
les objets sont les A-modules munis d'une action G-linéaire et dont les morphismes sont
les applications linéaires G-équivariantes. Si AG désigne l'anneau de groupe de G sur
A, la catégorie ModG(A) s'identiﬁe à la catégorie Mod(AG) des AG-modules.
B.1.1 Invariants
Soit M ∈ ModG(A) un G-module sur un anneau commutatif A. On appelle inva-
riants de M sous G le sous-module MG de M déﬁni par :
MG := {m ∈M , g.m = m ∀g ∈ G} .
Si G×H est un groupe produit agissant sur un A-module M , on a :
MG×H = (M1×H)G (B.1)
Si M,N sont des G-modules, on déﬁnit une action de G sur HomA(M,N) par la formule
(g.f)(m) := g.f(g−1.m). On a alors
HomA(M,N)
G = HomAG(M,N) (B.2)
Proposition B.1.1. Soit A un anneau commutatif, M un G-module sur A et H un
sous-groupe de G. On a un isomorphisme :
HomAG(AG/H,M)
≃
−→ MH
f 7→ f(H) .
Démonstration. Pour tout m ∈ MH , l'application A-linéaire fm déﬁnie sur la base
G/H de AG/H par la formule fm(gH) := g.m est G-équivariante par construc-
tion. L'application MH → HomAG(AG/H,M), m 7→ fm est l'inverse du morphisme
HomAG(AG/H,M)→M
H , f 7→ f(H).
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B.1.2 Coinvariants
Soit M ∈ModG(A) un G-module sur un anneau commutatif A. On appelle coinva-
riants de M sous G le A-module MG obtenu comme quotient de M par le sous-module
engendré par les éléments du type g.m−m, pour g ∈ G et m ∈M :
MG :=M/〈g.m−m,m ∈M g ∈ G〉 .
Le A-moduleMG vériﬁe la propriété universelle suivante. Pour tout G-module trivial
N triv et toute application équivariante f : M → N triv, il existe une unique application
A-linéaire f˜ :MG → N faisant commuter le diagramme :
M
f //
²²²²
N triv
MG
∃! ef
77ooooooo
.
Inversement, cette propriété universelle caractérise MG à un unique isomorphisme près.
Cette propriété universelle se traduit par un isomorphisme A-linéaire, naturel en M,N :
HomAG(M,N
triv) ≃ HomA(MG, N) (B.3)
En combinant cette formule avec la formule (B.2) on obtient un isomorphisme A-linéaire,
naturel en M,N :
HomA(MG, N) ≃ HomA(M,N
triv)G (B.4)
Proposition B.1.2. Soit M un G×H module. On a un isomorphisme :
MG×H ≃ (M1×H)G .
Démonstration. On une chaîne d'isomorphismes naturels en N ∈Mod(A) :
HomA(MG×H , N) ≃ HomA(M,N)
G×H ≃
(
HomA(M,N)
1×H
)G
≃ HomA(M1×H , N)
G ≃ HomA((M1×H)G , N) .
Le lemme de Yoneda donne alors l'isomorphisme voulu.
B.1.3 Norme
Soit G est un groupe ﬁni, et M un G-module sur A. On appelle norme le morphisme
A-linéaire :
N : MG → M
G
[m] 7→
∑
g∈G g.m = |stabG(m)|
∑
[g]∈G/stabG(m)
g.m .
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Lemme B.1.3. Soit G un groupe ﬁni, et M un G-module sur A. La composée :
M ։MG
N
−→MG →֒M
est égale au morphisme
∑
g∈G g ∈ AG.
Notons φ la composée MG →֒M ։MG. En vertu du lemme précédent on a φ◦N =
|G| IdMG et N ◦ φ = |G| IdMG . On obtient donc :
Proposition B.1.4. Soit G un groupe ﬁni et M un G-module sur A. Si le cardinal de
G est inversible dans A, alors la norme MG N−→MG est un isomorphisme.
Lemme B.1.5. Soit M un G-module sur A, H un sous-groupe de G et g ∈ G. On a un
diagramme commutatif :
M // //
g−1
²²
MgHg−1
N // MgHg
−1 Â
Ä // M
M // // MH
N // MH
Â Ä // M .
g
OO
B.2 Modules de permutation
Déﬁnition B.2.1. Un G-moduleM sur un anneau commutatif A est un module de per-
mutation s'il existe un ensemble E, une action de groupe de G sur E et un isomorphisme
G-équivariant M ≃ AE.
Proposition B.2.2. Soit AE un G-module de permutation de rang ﬁni. Le dual
(AE)∨ := HomA(AE,A) est un module de permutation isomorphe à AE.
Démonstration. Notons {e1, . . . , en} les éléments de E et {e∨1 , . . . , e∨n} la base duale de
E. L'action sur HomA(AE,A) est donnée par (g.f)(m) = f(g−1.m). Si g.ei = ej , alors
(g.e∨i )(ek) = e
∨
i (g
−1.ek) = 1 si k = j et 0 sinon. En d'autres termes, l'isomorphisme
A-linéaire AE → HomA(AE,A), ei 7→ e∨i est G-équivariant.
Proposition B.2.3. Soit AE un G-module de permutation. La surjection AE ։ AE/G
induit un isomorphisme :
(AE)G
≃
−→ AE/G .
Démonstration. Soit (Oi) la famille des orbites de E sous l'action de G. La surjection
p : AE ։ AE/G s'identiﬁe au morphisme ⊕AOi
⊕pi−−→ ⊕AOi/G. On peut donc supposer
l'action de G sur E transitive. Soit e0 ∈ E et S le sous-module de AE engendré par
{e− e0, e ∈ E}. Alors Ae0 ⊕ S = AE et S ⊂ 〈g.m−m,m ∈ AE g ∈ G〉. On a donc
Ae0 + 〈g.m−m,m ∈ AE g ∈ G〉 = AE (∗)
De plus, l'intersection Ae0 ∩ 〈g.m−m,m ∈ AE g ∈ G〉 est nulle donc la somme (∗) est
directe. En passant au quotient p induit donc un isomorphisme.
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Corollaire B.2.4. Soit G un groupe agissant sur un ensemble E. Si E est ﬁni alors le
rang du A-module libre (AE)G ne dépend pas de l'anneau A.
Proposition B.2.5. Soit AE un G-module de permutation, et soit (Oi) la famille des
orbites de E sous l'action de G. On a un isomorphisme⊕
|Oi|<∞
AeOi
≃
−→ (AE)G
eOi 7→
∑
e∈Oi
e .
Démonstration. Comme (AE)G = ⊕(AOi)G on peut se contenter d'étudier une seule
orbite O.
Si O est de cardinal inﬁni, soit x ∈ AO. x s'écrit comme une combinaison linéaire
ﬁnie de vecteurs e1, . . . , en de O. Soit en+1 un autre élément de O et g ∈ G tel que
g.e1 = en+1, alors g.x 6= x. Ainsi (AO)G = ∅.
siO = {e1, . . . , en} est de cardinal ﬁni, alors (AO)G contient
∑
i ei. Soit x =
∑
λiei ∈
(AO)G, et pour tout i soit gi ∈ G tel que gi.e0 = ei. L'égalité x = gi.x montre alors que
λ0 = λi, donc x = λ0
∑
i ei. Ainsi, (AO)G est libre de base
∑
i ei.
Soit M un Sd-module sur un anneau A de caractéristique diﬀérente de 2. On note
Malt le Sd-module muni de l'action alternée : Sd ×Malt → Malt, (σ,m) 7→ ²(σ)m. Si
Asgn désigne le A-module Amuni de l'action de Sd déﬁnie par la signature : σ.a := ²(σ)a,
alors Malt =M ⊗A Asgn.
Proposition B.2.6. Soit A un anneau de caractéristique diﬀérente de 2, G un sous-
groupe ﬁni de Sd et AE un Sd-module de permutation.
Soit O l'orbite de e0 ∈ E sous l'action de G, les énoncés suivants sont équivalents :
(1) AO altG 6= 0.
(2) Le stabilisateur stabG(e0) de e0 sous l'action non alternée de G est contenu dans
le groupe alterné : stabG(e0) ⊂ Ad.
(3) AO altG est un A-module libre de rang 1, de base l'élément :
eOalt :=
∑
e∈(G∩Ad).e0
e−
∑
e′∈O\(G∩Ad).e0
e′ .
Démonstration. Notons e0, . . . , en les éléments de O.
(1)⇒ (2). Supposons que pour tout i, stabG(e) contient un élément αi de signature
−1. Soit x =
∑
λiei un élément de AOaltG. Pour tout i on a : λiei +
∑
j 6=i λjej =
−λiei +
∑
j 6=i λjαi.ej , donc λi = −λi = 0. On a donc AOaltG = 0.
(2)⇒ (3). Si G ⊂ An l'énoncé s'obtient grâce à la proposition B.2.5. Sinon, comme
stabG(e) ⊂ Ad, les deux parties (G ∩ Ad) .e0 et O\(G ∩ Ad) .e0 sont disjointes, de même
cardinal et forment une partition de O. Ainsi, eOalt est un élément non nul de AOaltG.
Notons e0, . . . , ek, resp. e′0, . . . , e′l les éléments des deux parties. Soit x =
∑
λiei +∑
λ′ie
′
i ∈ AO
altG, alors pour tout g ∈ G ∩ Ad on a g.x =
∑
λig.ei +
∑
λ′ig.e
′
i = x =∑
λiei +
∑
λ′ie
′
i donc pour tout i on a λi = λ0, λ′i = λ′0. De même, si τ est un élément
de signature −1 qui envoie e0 sur e′0 l'égalité τ.x = x implique que λ′0 = −λ0. Ainsi x
est un multiple de eOalt .
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Corollaire B.2.7. Soit A un anneau de caractéristique diﬀérente de 2, G un sous-groupe
de Sd et AE un Sd-module de permutation de dimension ﬁnie. Le rang du A-module
libre AO altG ne dépend pas de l'anneau A.
Corollaire B.2.8. Soit A un anneau de caractéristique diﬀérente de 2, G un sous-
groupe de Sd. Le module (ASd/G)alt est un Sd-module de permutation si et seulement
si G ⊂ Ad.
Démonstration. Si G n'est pas un sous-groupe de Ad, alors d'après la proposition B.2.6
on a ASd/Galt = 0. Ceci interdit à ASd/Galt d'être un module de permutation car
les invariants d'un module de permutation de dimension ﬁnie sont non nuls d'après
la proposition B.2.5. Si à l'inverse G ⊂ Ad alors l'isomorphisme A-linéaire qui envoie
σG ∈ ASd/G
alt sur ²(σ)σG ∈ ASd/G est bien déﬁni et Sd-équivariant.
L'énoncé suivant donne un exemple de symétrisation injective non nulle (cf. déﬁnition
3.1.7) du foncteur polynomial nul.
Corollaire B.2.9. Soit A un anneau commutatif de caractéristique q impaire et d ≥ q
un entier. Le foncteur f : ModSd(A) Ã Mod(A) qui envoie le Sd-module M sur le
quotient de (Malt)Sd par l'image de la norme (Malt)Sd → (Malt)Sd vériﬁe les propriétés
suivantes :
(1) Si V est un A-module projectif de type ﬁni alors f(V ⊗d) = 0.
(2) Soit c ∈ Sd un cycle de longueur q. Le A-module f(ASd/(c)) est libre de rang
1.
(3) Il existe une transformation naturelle f → Id dont l'évaluation sur V ⊗d est un
monomorphisme.
Démonstration. Le deuxième point découle de la proposition B.2.6 : le A-module
(ASd/(c)
alt)Sd est libre de rang 1 et la norme envoie le générateur Id de (ASd/(c)alt)Sd
sur |(c)|.
∑
[g]∈Sd/(c)
g.Id c'est-à-dire sur l'élément nul car |(c)| = q.
Démontrons le premier point. Soit V est un A-module projectif de type ﬁni, alors il
existe un A-module libre L, tel que IdV factorise en V →֒ L։ V . Pour démontrer que
f(V ) = 0, il suﬃt donc de montrer que f(L) = 0. Le premier point est donc équivalent
à la surjectivité de la norme
(
L⊗d alt
)
Sd
→
(
L⊗d alt
)Sd , pour tout A-module libre L.
Mais si L est un A-module libre alors il existe des uplets λ = (λ1, . . . , λk) tels que
L⊗d =
⊕
λASd/(Sλ1 × · · · × . . .Sλk). Si λ 6= (1, 1, . . . , 1) alors le terme correspondant
ne contribue pas aux invariants d'après la proposition B.2.6. Si λ = (1, . . . , 1), la norme
envoie le générateur Id de (AS altd )Sd sur l'élément
∑
σ∈Sd
²(σ)σ qui constitue la base
de (AS altd )Sd . La norme est donc surjective.
B.3 Foncteurs de Schur, de coSchur et de Weyl
B.3.1 Uplets, partitions et diagrammes
Déﬁnition B.3.1. On appelle uplet d'entiers une suite ﬁnie (x1, x2, . . . , xn) d'entiers
strictement positifs. Le nombre n est la longueur du uplet, et la somme x1 + · · ·+ xn le
poids du uplet. Un uplet de longueur n est également appelé n-uplet.
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Déﬁnition B.3.2. On appelle partition (d'un entier d) un uplet décroissant (de poids
d). Si λ est une partition, on déﬁnit son conjugué λ˜ comme la partition (λ˜1, . . . ) où λ˜i
est le nombre de termes de λ qui sont supérieur ou égaux à i.
Exemple B.3.3. Il existe cinq partitions de l'entier 4 :
(4), (3, 1), (2, 2), (2, 1, 1), (1, 1, 1, 1) .
Leurs conjuguées respectives sont :
(1, 1, 1, 1), (2, 1, 1), (2, 2), (3, 1), (4) .
Déﬁnition B.3.4. Si λ et λ′ sont deux partitions on dit que λ′ ⊆ λ si λ′ est moins
longue que λ et si λ′i ≤ λi pour tout i compris entre 1 et la longueur de λ′.
Déﬁnition B.3.5. Soit λ une partition. Le diagramme associé à λ est une matrice
inﬁnie à coeﬃcients dans F2 dont les lignes et les colonnes sont indexées par des entiers
strictement positifs, et dont le coeﬃcient d'indice (i, j) vaut 1 si j ≤ λi et vaut 0 sinon.
Si λ′ ⊆ λ sont deux partitions, le diagramme gauche λ/λ′ désigne la somme (dans
MN\{0}(F2)) des diagrammes associés à λ′ et à λ. Le poids d'un diagramme gauche est
le nombre de ses coeﬃcients non nuls.
Exemple B.3.6. Considérons les partitions λ = (5, 3, 1, 1) et λ′ = (3, 2, 1). On a λ′ ⊆ λ.
Les diagrammes associés à λ et λ′ sont les matrices :
1 1 1 1 1 0 . . .
1 1 1 0 0 0 . . .
1 0 0 0 0 0 . . .
1 0 0 0 0 0 . . .
... ... ... ... ... ... . . .


1 1 1 0 . . .
1 1 0 0 . . .
1 0 0 0 . . .
... ... ... ... . . .

Le diagramme gauche λ/λ′ est égal à :
0 0 0 1 1 0 . . .
0 0 1 0 0 0 . . .
0 0 0 0 0 0 . . .
1 0 0 0 0 0 . . .
... ... ... ... ... ... . . .

Déﬁnition B.3.7. Si λ/λ′ est un diagramme gauche le diagramme conjugué λ˜/λ′ dé-
signe sa matrice transposée. On a donc : λ˜/λ′ = λ˜/λ˜′.
Déﬁnition B.3.8. Soit λ = (λ1, . . . , λk) un k-uplet d'entiers de poids n. Le sous-groupe
de Young Sλ est le sous-groupe
S({1, . . . , λ1})×S({λ1 + 1, . . . , λ1 + λ2})× · · · ×S({n− λn + 1, . . . , n})
du groupe symétrique Sn = S({1, . . . , n}). On a donc Sλ ≃ Sλ1 × · · · ×Sλn .
Si λ/λ′ est un diagramme gauche, on note Sλ/λ′ le sous-groupe de Young associé au
uplet d'entiers (λ1 − λ′1, λ2 − λ′2, . . . ).
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Déﬁnition B.3.9. Soit λ = (λ1, . . . , λk) un k-uplet d'entiers, et X = S,Λ,Γ, on note
Xλ(M) := Xλ1(M)⊗ · · · ⊗Xλn(M) .
Si λ/λ′ est un diagramme gauche, on note
Xλ/λ
′
(M) := X(λ1−λ
′
1,λ2−λ
′
2,... )(M) .
Déﬁnition B.3.10. Soit λ/λ′ un diagramme gauche de poids n. On ordonne l'ensemble
Eλ/λ′ des couples (i, j) tels que le coeﬃcient d'indice (i, j) de la matrice λ/λ′ est non
nul par l'ordre lexicographique : (i, j) ≤ (k, l) si i < k ou i = k, j ≤ l. L'ordre lexico-
graphique déﬁnit une bijection croissante φλ/λ′ : {1, . . . , n}
≃
−→ Eλ/λ′ . La transposition
induit une bijection τλ/λ′ : Eλ/λ′
≃
−→ Egλ/λ′ qui à un couple (i, j) associe le couple (j, i).
On déﬁnit la permutation σλ/λ′ ∈ Sn par la formule :
σλ/λ′ := φ
−1
λ/λ′ ◦ τ
−1
λ/λ′ ◦ φ gλ/λ′ .
En particulier on a σ−1λ/λ′ = σ gλ/λ′ .
Exemple B.3.11. Considérons les partitions λ = (5, 3, 1, 1) et λ′ = (3, 2, 1). On a numé-
roté ci-dessous dans l'ordre lexicographique les couples (i, j) dont le coeﬃcient est non
nul pour le diagramme gauche λ/λ′ et pour son conjugué :
λ/λ′ :

· · · 1 2
· · 3 · ·
· · · · ·
4 · · · ·
 λ˜/λ′ :

· · · 1
· · · ·
· 2 · ·
3 · · ·
4 · · ·

La permutation σλ/λ′ est donc donnée par le tableau suivant :
i 1 2 3 4
σλ/λ′(i) 4 3 1 2
B.3.2 Déﬁnition des foncteurs de Schur, coSchur et Weyl
Déﬁnition B.3.12. [4, def. II.1.3] Soit A un anneau commutatif, µ/µ′ un diagramme
gauche de poids d et µ˜/µ′ son diagramme conjugué. On appelle foncteur de Schur associé
à µ/µ′ le foncteur
Sµ/µ′ :Mod(A)ÃMod(A)
déﬁni comme l'image du morphisme dµ/µ′ :
Λµ/µ
′
→֒ ⊗d
σ gµ/µ′
−−−→ ⊗d ։ S
gµ/µ′
où le morphisme σ gµ/µ′ agit par permutation sur les facteurs du produit tensoriel :
σ gµ/µ′(x1 ⊗ · · · ⊗ xd) = xσ−1gµ/µ′ (1)
⊗ · · · ⊗ xσ−1
gµ/µ′
(d).
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Par exemple, le foncteur de Schur Sµ associé (au diagramme gauche associé) à la
partition µ = (d) est le foncteur Λd, le foncteur de Schur associé à la partition (1, . . . , 1)
de poids d est le foncteur Sd, et si λ1, . . . , λn sont n partitions et (λ1| . . . |λn) désigne le
diagramme gauche suivant :
λ1
Fig. B.1  Le diagramme gauche (λ1|λ2| . . . |λn)
alors le foncteur de Schur S(λ1|λ2|...|λn) est égal au produit tensoriel
⊗n
i=1 Sλi .
Déﬁnition B.3.13. [4, def. II.1.3] Soit A un anneau commutatif, µ/µ′ un diagramme
gauche de poids d et µ˜/µ′ son diagramme conjugué. On appelle foncteur de coSchur
associé à µ/µ′ le foncteur
Kµ/µ′ :Mod(A)ÃMod(A)
déﬁni comme l'image du morphisme d′µ/µ′ :
Γµ/µ
′
→֒ ⊗d
σ gµ/µ′
−−−→ ⊗d ։ Λ
gµ/µ′ .
Théorème B.3.14. [4, Th II.2.16 et II.3.16]Soit A un anneau commutatif. L'image
d'un A-module libre de type ﬁni par un foncteur de Schur Sµ/µ′ (resp. coSchur Kµ/µ′)
est un A-module libre de type ﬁni, et admet un supplémentaire dans S gµ/µ′ (resp. Λ gµ/µ′).
Remarque B.3.15. L'énoncé des théorèmes II.2.16 et II.3.16 de [4] est en fait nettement
plus précis. Il donne un procédé de construction d'une base de Sµ/µ′(M) (resp. Kµ/µ′)
a partir d'une base du A-module libre de M , indépendamment de l'anneau A des coef-
ﬁcients. Le résultat s'exprime en termes de tableaux standard (resp. costandard).
Corollaire B.3.16. L'image d'un A-module projectif de type ﬁni par un foncteur de
Schur (resp. coSchur) est un A-module projectif de type ﬁni.
Démonstration. Soit µ/µ′ un diagramme gauche. Par fonctorialité des foncteurs de
Schur, si M est un facteur direct d'un A-module libre de type ﬁni L, alors Sµ/µ′(M) est
facteur direct du A-module libre de type ﬁni Sµ/µ′(L). Or les A-modules projectifs de
type ﬁni sont exactement les facteurs directs des A-modules libres de type ﬁni.
Soit µ/µ′ un diagramme gauche de poids d et µ˜/µ′ son diagramme conjugué. Pour
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tout A-module libre de type ﬁni M , on a un diagramme commutatif :
S
gµ/µ′(M)∨
Â Ä //
(dµ/µ′,M)
∨
''
≃
²²
(M⊗d)∨
≃
²²
// // Λµ/µ
′
(M)∨
≃
²²
Γ
gµ/µ′(M∨)
d′
gµ/µ′,M∨
77
Â Ä // M∨⊗d // // Λµ/µ
′
(M∨) .
Ainsi on a un isomorphisme :
K gµ/µ′(M) = Im d
′
gµ/µ′,M∨ ≃ Im
(
d∨µ/µ′,M
)
.
Mais Sµ/µ′(M) admet un supplémentaire dans S
gµ/µ′ (théorème B.3.14). L'injection na-
turelle :
Im
(
d∨µ/µ′,M
)
→֒
(
Im dµ/µ′,M
)∨
= Sµ/µ′(M)
∨
est donc un isomorphisme. On a donc :
Proposition B.3.17. [4, prop II.4.1] Soit M un A-module libre de type ﬁni. On a un
isomorphisme naturel :
Sµ/µ′(M)
∨ ≃ K gµ/µ′(M
∨) .
Déﬁnition B.3.18. Soit A un anneau commutatif et µ/µ′ un diagramme gauche de
poids d. On appelle foncteur de Weyl associé à µ/µ′ le foncteur
Wµ/µ′ :Mod(A)ÃMod(A)
dual du foncteur Sµ/µ′ :
Wµ/µ′(M) = Sµ/µ′(M
∨)∨ .
Proposition B.3.19. Soit M un A-module libre de type ﬁni. Alors Wµ/µ′(M) est un
A-module libre de type ﬁni et on a un isomorphisme naturel :
Wµ/µ′(M) = K gµ/µ′(M) .
B.3.3 Foncteurs de Schur en grande caractéristique
La proposition B.3.22 donne une nouvelle déﬁnition des foncteurs de Schur Sµ/µ′ ,
valable lorsque la caractéristique de l'anneau commutatif A est nulle ou plus grande que
le poids des diagrammes µ/µ′.
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Déﬁnition B.3.20. Soit µ/µ′ un diagramme gauche de poids d, dont on numérote les
coeﬃcients non nuls dans l'ordre lexicographique (cf. exemple B.3.11). On note aµ/µ′ ∈
ASd la somme des éléments qui préservent les lignes et bµ/µ′ ∈ ASd la somme alternée
des éléments qui préservent les colonnes.
Ainsi, aµ/µ′ est égal à la somme alternée des éléments du sous-groupe de Young
Sµ/µ′ et bµ/µ′ est égal à la somme dans ASd des éléments du sous-groupe conjugué
σµ/µ′ ·S gµ/µ′ · σ
−1
µ/µ′ .
En particulier, si M est un A-module libre de type ﬁni, alors d'après le lemme B.1.3,
le morphisme aµ/µ′ est égal à la composée M⊗d
mult
−−−→ Λµ/µ
′ comult
−−−−→ M⊗d et d'après le
lemme B.1.5, le morphisme bµ/µ′ s'insère dans un diagramme commutatif :
M⊗d
σ−1
µ/µ′
{{xx
xx
xx
xx
x
bµ/µ′ // M⊗d
M⊗d
mult // Sµ/µ
′
(M)
comult // M⊗d .
σµ/µ′
ccHHHHHHHHH
On obtient donc :
Lemme B.3.21. Soit A un anneau commutatif, M un A-module libre de type ﬁni et
µ/µ′ un diagramme gauche de poids d. Le morphisme bµ/µ′ ◦aµ/µ′ est égal à la composée :
M⊗d ։ Λµ/µ
′
(M)
dµ/µ′
−−−→ S
gµ/µ′(M)→M⊗d
σµ/µ′
−−−→M⊗d .
Soit M un A-module libre de type ﬁni. Notons φµ/µ′ la composée :
Sµ/µ′(M) →֒ S
gµ/µ′(M) comult−−−−→M⊗d
σµ/µ′
−−−→M⊗d .
D'après le lemme précédent, bµ/µ′ ◦ aµ/µ′ est égale à la composée :
M⊗d ։ Λµ/µ
′
(M)։ Sµ/µ′(M)
φµ/µ′
−−−→M⊗d ,
et φµ/µ′ induit donc une surjection de Sµ/µ′(M) sur l'image de bµ/µ′ ◦ aµ/µ′ . Si de plus
A est un anneau de caractéristique nulle ou de caractéristique p supérieure au poids de
µ/µ′, la comultiplication S gµ/µ′(M)→M⊗d est injective, donc φµ/µ′ l'est également. On
obtient donc une nouvelle description des foncteurs de Schur :
Proposition B.3.22. Soit M un A-module libre de type ﬁni. La composée :
Sµ/µ′(M) →֒ S
gµ/µ′(M) comult−−−−→M⊗d
σµ/µ′
−−−→M⊗d
induit une surjection
Sµ/µ′(M)։ bµ/µ′ ◦ aµ/µ′(M
⊗d) .
Si A est un anneau de caractéristique nulle ou p > d, cette surjection est un isomor-
phisme.
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Lemme B.3.23. Soit M un A-module libre de type ﬁni et µ/µ′ un diagramme gauche
de poids d. Il existe un morphisme ̺µ/µ′ faisant commuter le diagramme :
Λµ/µ
′
(M)
²²
Λµ/µ
′
(M) //
̺µ/µ′
00
M⊗d σ gµ/µ′
// M⊗d // S
gµ/µ′(M) // M⊗d σµ/µ′
// M⊗d
Démonstration. Il nous faut montrer que la composée horizontale factorise par
Λµ/µ
′
(M). Soit x un élément de Λµ/µ′(M). Son image par la comultiplication
Λµ/µ
′
(M) → M⊗d est de la forme :
∑
σ∈Sµ/µ′
²(σ)σ.m, avec m ∈ M⊗d. Si on note
G le groupe σµ/µ′ ·S gµ/µ′ · σ
−1
µ/µ′ , la composée horizontale envoie donc x sur l'élément :
∑
τ∈G
τ.
 ∑
σ∈Sµ/µ′
²(σ)σ.m
 = ∑
τ∈G , σ∈Sµ/µ′
²(σ)σ.σ−1.τ.σ.m
=
∑
σ∈Sµ/µ′
²(σ)σ.
(∑
τ∈G
σ−1.τ.σ.m
)
,
qui est bien un élément de Λµ/µ′(M).
Lemme B.3.24. Soit M un A-module libre de type ﬁni, µ un uplet de poids d, et soit
X = S,Λ. La composée
Xµ(M)
comult
−−−−→M⊗d
mult
−−−→ Xµ(M)
est égale à |Sµ| Id.
Les composées suivantes sont égales :
Λµ/µ
′ dµ/µ′
−−−→ S
gµ/µ′ → ⊗d
σµ/µ′
−−−→ ⊗d → Λµ/µ
′
→ ⊗d
σ gµ/µ′
−−−→ ⊗d → S
gµ/µ′ (B.5)
Λµ/µ
′ ̺µ/µ′
−−−→ Λµ/µ
′
→ ⊗d → Λµ/µ
′
→ ⊗d
σ gµ/µ′
−−−→ ⊗d → S
gµ/µ′ (B.6)
Λµ/µ
′ ̺µ/µ′
−−−→ Λµ/µ
′
→ ⊗d
×|Sµ/µ′ |
−−−−−→ ⊗d
σ gµ/µ′
−−−→ ⊗d → S
gµ/µ′ (B.7)
Λµ/µ
′ dµ/µ′
−−−→ S
gµ/µ′ → ⊗d
σµ/µ′
−−−→ ⊗d
×|Sµ/µ′ |
−−−−−→ ⊗d
σ gµ/µ′
−−−→ ⊗d → S
gµ/µ′ (B.8)
Λµ/µ
′ dµ/µ′
−−−→ S
gµ/µ′ → ⊗d → S
gµ/µ′ ×|Sµ/µ′ |−−−−−→ S
gµ/µ′ (B.9)
Λµ/µ
′ dµ/µ′
−−−→ S
gµ/µ′ ×|Sµ/µ′ |·|S gµ/µ′ |−−−−−−−−−−→ S
gµ/µ′ (B.10)
L'égalité entre la première et la deuxième résulte du lemme B.3.23, pour passer de
la deuxième à la troisième on utilise le lemme B.3.24, pour passer de la quatrième à la
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cinquième on utilise σ−1gµ/µ′ = σµ/µ′ et la dernière égalité provient à nouveau du lemme
B.3.24. On obtient alors les deux propositions suivantes (la deuxième proposition est la
traduction de la première à l'aide du lemme B.3.21) :
Proposition B.3.25. Soit A un anneau, µ/µ′ un diagramme gauche de poids d, et M
un A-module libre de type ﬁni. Notons cµ/µ′ la composée
cµ/µ′ := S
gµ/µ′(M) comult−−−−→M⊗d
σµ/µ′
−−−→M⊗d
mult
−−−→ Λµ/µ
′
(M) .
Alors on a l'égalité :
dµ/µ′ ◦ cµ/µ′ ◦ dµ/µ′ = |Sµ/µ′ | |S gµ/µ′ | dµ/µ′ .
En particulier, si l'anneau A contient Q ou est caractéristique p > d, la restriction du
morphisme |Sµ/µ′ |−1 |S gµ/µ′ |
−1 cµ/µ′ au sous-module de Schur Sµ/µ′(M) est une section
du morphisme structurel Λµ/µ′(M)։ Sµ/µ′(M).
Proposition B.3.26. Soit A un anneau, µ/µ′ un diagramme gauche de poids d, et M
un A-module libre de type ﬁni. Le morphisme bµ/µ′ ◦ aµ/µ′ : M⊗d →M⊗d vériﬁe :(
bµ/µ′ ◦ aµ/µ′
)
◦
(
bµ/µ′ ◦ aµ/µ′
)
= |Sµ/µ′ | |S gµ/µ′ | bµ/µ′ ◦ aµ/µ′ .
En particulier, si l'anneau A contient Q ou est caractéristique p > d, le module de Schur
Sµ/µ′(M) ≃ bµ/µ′ ◦ aµ/µ′(M
⊗d) est un facteur direct dans M⊗d.
La proposition suivante est analogue à la proposition B.3.22, avec des hypothèses
légèrement diﬀérentes. Elle nous permet d'identiﬁer plusieurs formes de la symétrisation
des foncteurs de Schur en grande caractéristique.
Proposition B.3.27. Soit µ/µ′ un diagramme gauche de poids d, et A un anneau
contenant Q ou de caractéristique p > d et M un Sd-module sur A. Alors le morphisme :
φµ/µ′ : MS gµ/µ′
N
−→M
S gµ/µ′ →֒M
σµ/µ′
−−−→M
induit un isomorphisme de l'image de
∂µ/µ′ : M
altSµ/µ′ →֒M
σ gµ/µ′
−−−→M ։MS gµ/µ′
.
sur bµ/µ′ ◦ aµ/µ′(M).
Démonstration. On procède comme pour la proposition B.3.22. D'après les lemmes B.1.3
et B.1.5, le morphisme
M ։MaltSµ/µ′
N1−−→MaltSµ/µ′
∂µ/µ′
−−−→M gµ/µ′
N2−−→M
gµ/µ′ →֒M
est égal à bµ/µ′ ◦ aµ/µ′ . Comme A est un anneau contenant Q ou de caractéristique
p > d, les normes N1 et N2 sont des isomorphismes. Ainsi φµ/µ′ est injective et induit
un isomorphisme de l'image de ∂µ/µ′ sur l'image de bµ/µ′ ◦ aµ/µ′ .
164
Annexe C
Résultats élémentaires d'algèbre
homologique
C.1 Filtrations
C.1.1 Produits tensoriels de ﬁltrations
Soit A un anneau. Une ﬁltration croissante (positive) d'un A-moduleM est une suite
croissante de sous-modules (Mk)k≥0 de M tels que
⋃
Mk = M . Posons M−1 = 0. Le
gradué du A-module ﬁltré M est déﬁni par la formule :
GrM =
⊕
k≥0
Mk/Mk−1 ,
Déﬁnition C.1.1. Soit A un anneau commutatif, M,N deux A-modules munis de
ﬁltrations croissantes (Mk)k≥0 et (Nk)k≥0. Le produit tensoriel des ﬁltrations (Mk), (Nk)
est la ﬁltration (M ⊗N)k de M ⊗N déﬁnie par :
(M ⊗N)k =
∑
k1+k2=k
Mk1 ⊗Nk2 .
Remarque C.1.2. On peut déﬁnir le produit tensoriel de n-ﬁltrations par une formule
analogue. Le produit tensoriel de ﬁltrations est associatif :
(Mk)⊗ (Nk)⊗ (Pk) ≃ [(Mk)⊗ (Nk)]⊗ (Pk) ≃ (Mk)⊗ [(Nk)⊗ (Pk)] .
Lemme C.1.3. Soit A un anneau, M1,M2 deux sous-modules du A-module M et N1, N2
des sous-modules de M1,M2. On a un isomorphisme :
(M1 +M2)/(M1 ∩M2 +N1 +N2) ≃M1/(M1 ∩M2 +N1)⊕M2/(M1 ∩M2 +N2) .
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Démonstration. On a un diagramme commutatif :
M1/(M1 ∩M2 +N1)⊕
M2/(M1 ∩M2 +N2)
(M1 +M2)
(M1 ∩M2 +N1 +N2)
M1 ∩M2
Â Ä j1−j2 // M1 ⊕M2
+ // //
OOOO
M1 +M2
OOOO
M1 ∩M2
Â Ä i1−i2 // M1 ∩M2 +N1⊕
M1 ∩M2 +N2
?Â
OO
+ // // M1 ∩M2 +N1 +N2 .
?Â
OO
Les lignes et les colonnes sont exactes et une chasse dans le diagramme produit l'iso-
morphisme voulu.
Lemme C.1.4. Soit A un anneau commutatif, M,N deux A-modules munis de ﬁltra-
tions croissantes (Mk)k≥0 et (Nk)k≥0. Supposons que les gradués GrM et GrN sont
projectifs, alors pour tous indices (i1, i2, j1, j2) on a :
Mi1 ⊗Nj1 ∩Mi2 ⊗Nj2 =Mmin(i1,i2) ⊗Nmin(j1,j2) .
Démonstration. Supposons i1 < i2 et j1 > j2 (les autres cas sont triviaux). Pour tout
k Mk/Mk−1 est projectif, on a donc un isomorphisme Mk ≃ Mk/Mk−1 ⊕Mk−1. Ainsi
Mi1 admet un supplémentaire Mi1,i2 dans Mi2 . De même, Nj2 admet un supplémentaire
Nj2,j1 dans Nj1 . On a donc :
Mi2 ⊗Nj1 = (Mi1,i2 ⊗Nj2,j1)⊕ (Mi1 ⊗Nj2,j1)⊕ (Mi1 ⊗Nj2)⊕ (Mi1,i2 ⊗Nj2) .
Soit x ∈ Mi2 ⊗ Nj1 , x se décompose de manière unique en x1 + x2 + x3 + x4 où les
xi sont dans les A-modules du membre de droite. Si x ∈ Mi1 ⊗ Nj1 ∩Mi2 ⊗ Nj2 alors
x1 = x2 = x4 = 0, donc x ∈Mi1 ⊗Nj2 .
Proposition C.1.5. Soit A un anneau commutatif, M,N deux A-modules munis de
ﬁltrations croissantes (Mk)k≥0 et (Nk)k≥0 dont les gradués GrM et GrN sont projectifs.
Les quotients successifs du produit tensoriel des ﬁltrations sont donnés par la formule :
(M ⊗N)k/(M ⊗N)k−1 ≃
⊕
k1+k2=k
Mk1/Mk1−1 ⊗Mk2/Mk2−1 .
Démonstration. Soit k ≥ 1 ﬁxé. On procède par récurrence l'indice i des couples Mi ⊗
Mk−i. Si i = 0, M0 est projectif (c'est un facteur direct du gradué de M), on a donc
une suite exacte courte
M0 ⊗Mk−1 →֒M0 ⊗Mk ։M0 ⊗Mk/Mk−1 .
Supposons maintenant que l'on a une suite exacte courte :
i∑
j=0
Mj ⊗Mk−j−1 →֒
i∑
j=0
Mj ⊗Mk−j ։
i⊕
j=0
Mj/Mj−1 ⊗Mk−j/Mk−j−1 .
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Nous allons montrer la suite reste exacte si on remplace i par i+ 1. Posons :
F1 =Mi+1 ⊗Mk−i−2 G1 =Mi+1 ⊗Mk−i−1
F2 =
i∑
j=0
Mj ⊗Mk−j−1 G2 =
i∑
j=0
Mj ⊗Mk−j
On a G1 ∩G2 =Mi ⊗Mk−i−1 d'après le lemme C.1.4. On a donc :
G1/(G1 ∩G2 + F1) =Mi+1/Mi ⊗Mk−i−1/Mk−i−2 ,
G2/(G1 ∩G2 + F2) = G2/F2 =
i⊕
j=0
Mj/Mj−1 ⊗Mk−j/Mk−j−1 .
En appliquant le lemme C.1.3, on obtient que la suite exacte est valable pour i+1. Par
récurrence (ﬁnie), on a l'expression de (M ⊗N)k/(M ⊗N)k−1.
Corollaire C.1.6. Soit A un anneau commutatif, M0, . . . ,Mn des A-modules munis
de ﬁltrations croissantes (M ik)k≥0 dont les gradués GrM i sont projectifs. Le gradué du
produit tensoriel des ﬁltrations est isomorphe au produit tensoriel des gradués des ﬁltra-
tions :
Gr(M0 ⊗ · · · ⊗Mn) ≃ GrM0 ⊗ · · · ⊗GrMn .
C.1.2 Présentations des modules ﬁltrés
Lemme C.1.7. Si l'on dispose d'un diagramme commutatif de A-modules :
R
χ
²²
R′
χ′²²
ψ
sshhhhh
hhhh
hhhh
hhhh
G
φ²²
G′
²²
φ′
wwooo
ooo
oo
0 // M //
²²
M ′ p
// M ′/M //
²²
0
0 0
dont les lignes et les colonnes sont exactes, alors on a une suite exacte :
R′
+ //
−
##H
HH
HH
HH
G′
))TTT
TTT
⊕ ⊕ M ′ // 0
R // G
55jjjjjj
Démonstration. Le morphisme G ⊕ G′ → M , g + g′ 7→ φ(g) + φ′(g′) est surjectif. En
eﬀet, soit m ∈M ′. Il existe g′ ∈ G′ tel que p(m) = p ◦ φ′(g′). Par exactitude de la ligne,
m− φ′(g′) ∈M , et il existe donc g ∈ G tel que φ(g) = m− φ′(g′).
La suite est exacte en G ⊕ G′. En eﬀet, soit g + g′ tel que φ(g) + φ′(g′) = 0. Alors
p◦φ′(g′) = −p◦φ(g) = 0 et par exactitude de la deuxième colonne il existe donc r′ ∈ R′
tel que χ′(r′) = g′. On a alors :
φ(g + ψ(r′)) = φ(g) + φ(ψ(r′)) = φ(g) + φ′(χ′(r′)) = φ(g) + φ′(g′) = 0 .
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Par exactitude de la première colonne, il existe donc r ∈ R tel que g+ψ(r′) = χ(r). On
a donc g + g′ = χ(r)− ψ(r′) + χ(r′), ce qui démontre l'exactitude en G⊕G′.
Proposition C.1.8. Soit 0 = M−1 ⊂ M0 ⊂ · · · ⊂ Mm = M un A-module ﬁltré tel que
pour chaque k on a une présentation du k-ème quotient : Rk
χk−→ Gk ։Mk/Mk−1.
Supposons pour tout k il existe deux morphismes φk et ψk tels que le diagramme
suivant commute :
Rk
χk
²²ψkttjjjj
jjj
jjj
jjj
jjj
jjj
⊕
i<kGi
⊕φi
²²
Gk
²²φkyyttt
tt
tt
tt
tt
Mk−1 // Mk // Mk/Mk−1 .
Alors on a une présentation de M donnée par :⊕
1≤i≤n
Ri
χ
−−→
⊕
1≤i≤n
Gi
⊕φi−−−→M
où l'image de ri ∈ Ri par χ est donnée par la formule : χ(ri) = χi(ri)− ψi(ri).
Démonstration. On démontre la proposition par récurrence sur la longueur m de la
ﬁltration. Si m = 0, il n'y a rien à démontrer. Si la proposition est vraie pour une
ﬁltration de longueurm−1, on applique le lemme précédent en remplaçant R→ G։M
par la présentation deMm−1 obtenue par hypothèse de récurrence, et R′ → G′ ։M ′/M
par la présentation de Mm/Mm−1 fournie par hypothèse de la proposition. On obtient
alors le résultat pour la ﬁltration de longueur m.
C.2 Suites spectrales hypercohomologiques
C.2.1 Conventions de notation
Soit C•,• un double complexe. On représente C•,• sous la forme d'un diagramme
commutatif :
Cp−1,q+1 // Cp,q+1 // Cp+1,q+1
Cp−1,q //
OO
Cp,q //
OO
Cp+1,q
OO
Cp−1,q−1 //
OO
Cp,q−1 //
OO
Cp+1,q−1
OO
La p-ème colonne du double complexe est donc constituée des objets Cp,∗ et la q-ème
ligne est constituée des objets C∗,q.
De même, si (E∗,∗r , dr)r≥0 est une suite spectrale, le premier indice indique les co-
lonnes et le deuxième les lignes. Ainsi, les objets de la p-ème colonne de la page r sont
les Ep,∗r , les objets de la q-ème ligne sont les E∗,qr .
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C.2.2 Suites spectrales d'un double complexe
Soit (C•,•, d, δ) un double complexe dans une catégorie abélienne, où d désigne la
diﬀérentielle verticale et δ la diﬀérentielle horizontale. Le complexe total Tot(C)• est le
complexe déﬁni par les formules :
Tot(C)k =
⊕
i+j=k
Ci,j , dTot(x) = d(x) + (−1)
pδ(x) si x ∈ Cp,q .
Le double complexe dispose d'une ﬁltration (Fi)i≥0 transverse aux lignes : Fi0 =⊕
i≥i0
⊕
j∈N C
i,j , qui induit une ﬁltration du complexe total.
F2
310 2
p
q
F1
Cp,q
Fig. C.1  La ﬁltration (Fi)i≥0
Théorème C.2.1. [32, Th 2.15 P. 48] Soit C•,• un double complexe. La ﬁltration trans-
verse aux lignes Fi0 =
⊕
i≥i0
⊕
j∈N C
i,j induit une suite spectrale (E∗,∗r , dr)r≥1 vériﬁant :
(1) La diﬀérentielle di est de bidegré (i, 1− i).
(2) La première page est donnée par les formules :
Ep,q1 = H
q(Cp,∗) , dp,q1 = H
q(δ) .
(3) Si Cp,q = 0 dès que p < 0 ou q < 0, La suite spectrale Er converge vers le gradué
de la cohomologie du complexe total :
Ei,j∞ = FiH
i+j(Tot(C)•)/Fi+1H
i+j(Tot(C)•) .
Remarque C.2.2. En choisissant la ﬁltration (F ′i )i≥0 transverse aux colonnes, on ob-
tient une autre suite spectrale E′p,qr , dr, dont la deuxième page est donnée par E′p,q2 =
HqdH
p
δ (C), dont la i-ème diﬀérentielle di est de degré (1 − i, i) et qui converge vers le
gradué de l'homologie du complexe total si le complexe C•,• est premier quadrant.
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C.2.3 Suites spectrales hypercohomologiques
Soit A une catégorie abélienne. Un complexe C• positif de A est un complexe de A
tel que Ci = 0 dès que i < 0 :
0→ C0 → C1 → · · · → Cn → . . .
Si A est un objet de A qui admet une résolution projective P•, on peut former le
bicomplexe HomA(P•, C•). Les deux suites spectrales de premier quadrant associées à
ce bicomplexe sont appelées suites spectrales hypercohomologiques.
Déﬁnition-Théorème C.2.3. [14, p. 18] Soit A une catégorie abélienne avec assez de
projectifs. A tout objet A de A et tout complexe positif (C•, δ), on peut associer deux
suites spectrales de premier quadrant (Ir, Idr)r≥1 et (IIr, IIdr)r≥2, appelées respective-
ment première et deuxième suite spectrale hypercohomologique, vériﬁant :
(1) La diﬀérentielle Idr de la première suite spectrale hypercohomologique est de bidegré
(1− r, r) : Ids,tr : Is,tr → Is+1−r,t+rr .
(1') La première page de la première suite spectrale hypercohomologique est donnée par
les formules :
Is,t1 = Ext
s
A(A, C
t) , ds,t1 = Ext
s
A(A, δ
t) .
(2) La diﬀérentielle IIdr de la deuxième suite spectrale hypercohomologique est de bi-
degré (r, 1− r) : IIds,tr : IIs,tr → IIs+r,t+1−rr .
(2') La deuxième page de la deuxième suite spectrale hypercohomologique est donnée
par la formule :
IIs,t2 = Ext
s
A(A,H
t(C•)) ,
et la diﬀérentielle IIds,t2 : ExtsA(A,Ht(C•))→ Exts+2A (A,Ht−1(C•)) est donnée par
le produit de Yoneda avec la classe de l'extension :
0→ Ht−1(C•)→ Ct−1/Im δt−2 → Ker δt → Ht(C•)→ 0 .
(3) Les deux suites spectrales hypercohomologiques convergent vers le même aboutis-
sant.
Corollaire C.2.4. Soit C un objet admettant une résolution ﬁnie C• par des objets Ci
vériﬁant Ext∗A(A, Ci) = 0 pour ∗ > 0. Alors la suite :
0→ Ext∗A(A, CN )→ · · · → Ext
∗
A(A, C0)→ Ext
∗
A(A,C)→ 0
est exacte. En particulier, Ext∗A(A,C) = 0 pour ∗ > 0.
Corollaire C.2.5. Soit C un objet admettant une résolution ﬁnie C•. Supposons que le
complexe Ext∗A(A, C•) est exact, sauf au terme d'indice 0. Alors le complexe suivant est
exact :
0→ Ext∗A(A, CN )→ · · · → Ext
∗
A(A, C0)→ Ext
∗
A(A,C)→ 0 .
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Annexe D
Cohomologie rationnelle de GLn
D.1 Schémas en groupes aﬃnes et cohomologie rationnelle
Dans cette partie, nous rappelons la déﬁnition et quelques propriétés des schémas en
groupes aﬃnes et de la cohomologie rationnelle. Nous prenons pour référence les livres
[24] et [45].
D.1.1 Schémas en groupes aﬃnes
Rappelons que les anneaux sont toujours supposés unitaires. Soit A un anneau com-
mutatif. Une A-algèbre A est un anneau A muni d'un morphisme d'anneaux A → A.
Une algèbre est donc toujours supposée unitaire.
Déﬁnition D.1.1. Soit A un anneau commutatif. Un schéma en groupes aﬃne algé-
brique G sur A est un foncteur représentable
G : {A-alg. comm. type ﬁni}Ã {Gpes}
de la catégorie des A-algèbres commutatives de type ﬁni dans la catégorie des groupes.
Un morphisme de schémas est une transformation naturelle entre de tels foncteurs.
Soit G un schéma en groupes aﬃne algébrique. On appelle algèbre des coordonnées
de G la A-algèbre commutative de type ﬁni A[G] qui représente G. Le fait que G soit un
foncteur vers les groupes et non pas simplement vers les ensembles induit sur l'algèbre
A[G] une structure d'algèbre de Hopf commutative (non graduée) sur A [24, p. 21].
D'après le lemme de Yoneda, on a une équivalence de catégories
{A-alg Hopf comm. de type ﬁni}op Ã {schémas en groupes aﬀ. alg.} .
Remarque D.1.2. L'expression  schéma en groupes aﬃne algébrique  est une expression
composée de la manière suivante. Un schéma aﬃne sur A est foncteur représentable de
la catégorie des A-algèbres commutatives (non nécessairement de type ﬁni) dans la
catégorie des ensembles. Le terme  en groupes  signiﬁe que le foncteur est à valeurs
dans la catégorie des groupes. Enﬁn, le terme  algébrique  indique que le schéma est
représenté par une algèbre de type ﬁni.
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Exemple D.1.3. Soit A un anneau commutatif. G = GLn/A est le schéma représenté
par l'algèbre
A[GLn] := A[xi,j , t]1≤i,j≤n
/
det[xi,j ]t− 1 ,
avec le coproduit ∆ donné par les formules :
∆(xi,j) =
n∑
k=1
xi,k ⊗ xk,j , ∆(t) = t⊗ t ,
antipode χ donné par les formules de Cramer :
χ(xi,j) = (−1)
ijtAi,j , χ(t) = det[xi,j ]
où Ai,j désigne le mineur d'indice (i, j) de la matrice [xi,j ], et augmentation ² donnée
par les formules :
²(t) = 1 ²(xi,j) = 0 si i 6= j ²(xi,j) = 1 si i = j.
D.1.2 Exemple : les groupes algébriques de matrices
La référence pour ce paragraphe sur les groupes algébriques de matrices est [45,
chap. 4]. Soit K un corps algébriquement clos. La topologie de Zariski sur Mn(K) est la
topologie dont les fermés sont les lieux de zéros de polynômes sur Mn(K).
Déﬁnition D.1.4. [45, p. 29] Un groupe algébrique de matrices sur K est un sous-groupe
GK de SLn,K fermé pour la topologie de Zariski sur Mn(K).
En d'autres termes, un groupe algébrique de matrices est un sous-groupe de SLn,K
déﬁni par des équations polynomiales.
Si GK est un groupe algébrique de matrices, l'ensemble des polynômes de
K[xi,j ]1≤i,j≤n qui s'annule sur GK forme un idéal I(GK) de l'algèbre K[xi,j ]1≤i,j≤n. L'al-
gèbre des coordonnées de GK est l'algèbre quotient :
K[GK] := K[xi,j ]1≤i,j≤n
/
I(GK) .
Notons m et ι la multiplication et l'inversion de GK. L'algèbre des coordonnées K[GK]
est munie d'un structure d'algèbre de Hopf commutative de type ﬁni grâce à la comul-
tiplication :
K[GK] → K[GK]⊗ K[GK]
f 7→ f ◦m
et à l'antipode :
K[GK] → K[GK]
f 7→ f ◦ ι .
L'algèbre de Hopf K[GK] possède encore une propriété supplémentaire : elle est réduite,
c'est-à-dire qu'elle n'a pas d'éléments nilpotents autres que 0.
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Déﬁnition D.1.5. Un schéma en groupe aﬃne algébrique est réduit s'il est représenté
par une algèbre réduite.
Proposition D.1.6. [45, 4.4 et 4.5] Soit K un corps algébriquement clos. Soit GK un
groupe algébrique de matrices. L'algèbre des coordonnées de GK déﬁnit un schéma en
groupes aﬃne algébrique réduit noté G tel que G(K) = GK.
Réciproquement, soit G un schéma en groupes aﬃne algébrique et réduit sur K. Alors
G est représenté par l'algèbre des coordonnées d'un groupe algébrique de matrices.
Remarque D.1.7. Pour les groupes de matrices classiques, tels que le groupe linéaire,
on a deux notations : GLn/A désigne le schéma en groupes sur A et GLn,K désigne le
groupe algébrique de matrices.
D.1.3 Représentation des schémas en groupes aﬃnes algébriques
Soit A un anneau commutatif. Si M est un A-module, on note GL(M) le foncteur
{A-alg. comm. type ﬁni} Ã {Gpes}
A 7→ EndA(M ⊗A)
×
qui à une A-algèbre de type ﬁni A associe le groupe des endomorphismes inversibles
du A-module M ⊗ A. Si M = An, GL(M) est un foncteur représentable : on a un
isomorphisme GL(M) ≃ GLn [24, p. 20].
Déﬁnition D.1.8. [24, p. 25] Soient A un anneau commutatif et G un schéma en
groupes aﬃne algébrique sur A. Une représentation M de G est un A-module M muni
d'un transformation naturelle de foncteurs G→ GL(M). Un morphisme de représenta-
tions de G est une application A-linéaire f : M → M ′ telle que pour toute A-algèbre
commutative de type ﬁni A, l'application f ⊗A est G(A)-équivariante.
Si G est un schéma en groupes aﬃne algébrique, alors G(A[G]) = EndA−alg(A[G])
agit sur M ⊗A[G]. On note ∆M l'application A-linéaire :
∆M : M → M ⊗A[G]
m 7→ IdA[G](m⊗ 1)
L'application∆M fait deM un comodule sur l'algèbre de Hopf A[G], et cette structure de
comodule détermine complètement leG-moduleM [24, p. 27]. On a donc une équivalence
de catégories :
{G-modules}Ã {A[G]-comodules} .
Exemple D.1.9. Soient K un corps algébriquement clos, r un entier positif et GK un
sous-groupe algébrique de matrices de Mr(K).
Une action du groupe algébrique GK sur un K-espace vectoriel M est une action du
groupe GK sur M telle que pour tout m ∈M il existe un polynôme Pm(xi,j)1≤i,j≤r sur
Mr(K) tel que pour tout g ∈ G on a g.m = Pm(g).
Se donner une action du groupe algébrique GK revient à se donner une structure de
K[GK]-comodule sur M , c'est-à-dire une action sur M du schéma G associé à GK.
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D.1.4 Points ﬁxes rationnels et cohomologie rationnelle
Déﬁnition D.1.10. Soient A un anneau commutatif, G un schéma en groupes aﬃne
algébrique sur A et M un G-module. Les points ﬁxes rationnels de M sous l'action de
G sont les éléments du sous-module MG déﬁni par :
MG = {m ∈M |g(m⊗ 1) = m⊗ 1 ∀g ∈ G(A) ,∀A} .
Les points ﬁxes rationnels du A-module M sous l'action de G sont donc en général
diﬀérents des points ﬁxes de M sous l'action du groupe G(A). Néanmoins, si A = K est
un corps algébriquement clos, si GK est un groupe algébrique de matrices et si G est le
schéma en groupes associé, alors le nullstellensatz implique que :
MG =MG(K) =MGK .
Déﬁnition D.1.11. Un schéma en groupes aﬃne algébrique est plat si son algèbre des
coordonnées est un A-module plat.
Proposition D.1.12. [24, 4.2 p. 50] Soit G un schéma en groupes aﬃne algébrique
plat. La catégorie des G-modules est une catégorie abélienne qui a assez d'injectifs.
Déﬁnition-Proposition D.1.13. [24, p. 21 et p. 50] Soit A un anneau commutatif et
G un schéma en groupes aﬃne algébrique plat sur A. Le foncteur des points ﬁxes
−G : {G-mod}Ã {A-mod}
est exact à gauche. Ses foncteurs dérivés forment la cohomologie rationnelle de G :
Hnrat(G,−) = R
n(−G) .
On a un isomorphisme de foncteurs : −G ≃ HomG(A,−), où A est muni d'une
structure de G-module trivial. Par conséquent, la cohomologie rationnelle de G peut se
réécrire sous la forme :
H∗rat(G,−) = Ext
∗
G(A,−) .
La proposition suivante donne donc un analogue dans le cadre de la cohomologie ra-
tionnelle de la proposition 4.2.5 du chapitre 4, qui fait le lien entre la cohomologie des
bifoncteurs séparables et les extensions de foncteurs à une variable.
Proposition D.1.14. [24, p. 51] Soient M,N, V des G-modules. Supposons que V est
un A-module projectif de type ﬁni. On a un isomorphisme, naturel en M,V,N :
Ext∗G(M,V
∨ ⊗N) ≃ Ext∗G(M ⊗ V,N) .
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D.1.5 Changement de base
Soient A un anneau commutatif, A′ une A-algèbre de type ﬁni, G un schéma en
groupes aﬃne algébrique sur A et M un G-module. Le foncteur des A′-algèbres commu-
tatives de type ﬁni vers les groupes représenté par l'algèbre A[G]⊗A A′ est noté G/A′.
Le A′-module M ⊗A′ est muni d'une action de G/A′. Les cohomologies rationnelles de
G et de G/A′ sont reliées par un théorème de coeﬃcients universels :
Théorème D.1.15. [24, I.4.18] Soient A un anneau de Dedekind, A′ une A-algèbre de
type ﬁni et G un groupe algébrique sur A. Pour tout G-module M libre de rang ﬁni et
tout i ≥ 0 on a une suite exacte courte de A′-modules :
0→ H i(G,M)⊗A′ → H i(G/A′,M ⊗A′)→ TorA(H i+1(G,M), A′)→ 0 .
D.2 Cohomologie rationnelle de GLn
Soit A un anneau commutatif. Dans ce paragraphe, nous nous restreignons au cas
du schéma en groupes GLn/A. Le A-module libre An est muni d'une action de GLn/A.
On en déduit une action de GLn/A sur l'anneau des polynômes sur An⊕r ⊕ An∨⊕q.
Dans la suite, nous donnons quelques énoncés sur la cohomologie rationnelle de GLn/A
à coeﬃcients cet anneau.
D.2.1 Une ﬁltration de S∗(An∨⊕r ⊕ An⊕q)
Proposition D.2.1. Soit A un anneau commutatif et λ, µ des partitions. On a :
H∗rat(GLn/A, Sλ(A
n∨)⊗ Sµ(A
n)) = 0 pour ∗ > 0.
Démonstration. Le résultat est vrai pour A = Z d'après [24, II.B4]. Le théorème des
coeﬃcients universels donne le résultat pour tout A.
Corollaire D.2.2. Soit A un anneau commutatif. Si un GLn/A-module M admet une
ﬁltration dont le gradué est une somme directe de modules du type Sλ(An∨) ⊗ Sµ(An),
alors
H∗rat(GLn/A,M) = 0 pour ∗ > 0.
Sur C on a [19, p. 225] une décomposition du produit tensoriel de deux modules de
Schur en une somme directe de modules de Schur :
Sλ(V )⊗ Sµ(V ) =
⊕
νpartition
c(λ, µ, ν)Sν(V ) .
où les coeﬃcients entiers c(λ, µ, ν) sont donnés par la règle de Littlewood-Richardson
[19, p. 456]. Cette situation n'est plus valable sur un anneau quelconque. Par exemple,
sur C on a
V ⊗ V = S(2)(V )⊕ S(1,1)(V ) = Λ
2(V )⊕ S2(V ) ,
mais en caractéristique 2, Λ2(V ) = S(2)(V ) n'est plus facteur direct de V ⊗ V . On peut
néanmoins généraliser ce résultat à une ﬁltration près :
175
Théorème D.2.3. [6] Soit A un anneau commutatif et λ, µ deux partitions. Il existe
une ﬁltration du produit tensoriel Sλ⊗Sµ des foncteurs de Schur Sλ et Sµ dont le gradué
est isomorphe à la somme directe :
Gr (Sλ ⊗ Sµ) =
⊕
ν partition
c(λ, µ, ν)Sν ,
où les coeﬃcients entiers c(λ, µ, ν) sont donnés par la règle de Littlewood-Richardson.
Corollaire D.2.4. Le GLn/A-module S∗(An∨⊕r ⊕ An⊕q) admet une ﬁltration dont le
gradué est une somme directe de modules du type Sλ(An∨)⊗ Sµ(An).
Corollaire D.2.5. Soit A un anneau commutatif. On a :
(i) H∗rat(GLn/A, Sµ(An∨)⊗ Sλ(An)) = 0 si ∗ > 0 .
(ii) (S∗(An∨⊕r ⊕An⊕q))GLn/A = (S∗(Zn∨⊕r ⊕ Zn⊕q)GLn/Z ⊗A .
D.2.2 Le théorème fondamental pour GLn
Soit A un anneau commutatif et V un A-module libre de rang ﬁni. Notons A[V ⊕r ⊕
V ∨⊕q] l'algèbre des polynômes sur V ⊕r⊕V ∨⊕q à coeﬃcients dans A. Le groupe GL(V )
agit sur A[V ⊕r ⊕ V ∨⊕q] par automorphismes d'algèbres de la manière usuelle : si P est
un polynôme alors g.P est donné par :
(g.P )(x1, . . . , xr, f1, . . . , fq) := P (g(x1), . . . , g(xr), f1 ◦ g
−1, . . . fq ◦ g
−1) .
Les contractions sont les polynômes (i|j) homogènes de degré 2, déﬁnis par la formule :
(i|j)(x1, . . . , xr, f1, . . . , fq) := fj(xi) .
Les contractions sont invariantes sous l'action du groupe GL(V ).
Théorème D.2.6. [27, p. 16] Soit K un corps algébriquement clos et V un K-espace
vectoriel de dimension ﬁnie. L'anneau des invariants de K[V ⊕r⊕V ∨⊕q] sous l'action de
GL(V ) est l'anneau engendré par les contractions :
K[V ⊕r ⊕ V ∨⊕q]GL(V ) = K[(i|j), i = 1, . . . , p, j = 1, . . . , q] .
Corollaire D.2.7. Soit V un A-module libre de rang n. L'anneau des invariants
A[V ⊕r ⊕ V ∨⊕q]GLn/A est l'anneau engendré par les contractions :
A[V ⊕r ⊕ V ∨⊕q]GLn/A = A[(i|j), i = 1, . . . , r, j = 1, . . . , q] .
Démonstration. D'après le corollaire D.2.5(ii), il suﬃt de démontrer le résultat pour A =
Z. Soit BZ la sous-algèbre de AZ = Z[V ⊕r⊕V ∨⊕q]GLn/Z engendrée par les contractions.
BZ est un Z-module libre gradué par le degré des polynômes, et chaque BiZ est un Z
module libre de type ﬁni. D'après le théorème des facteurs invariants on peut trouver
une base (aj)j=1..n de AiZ et des entiers (dj)j=1..k tels que ((djaj)j=1..k) soit une base
de BiZ.
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Appliquons le théorème fondamental D.2.6 et le corollaire D.2.5 : l'inclusion BiZ ⊂ AiZ
induit un isomorphisme : AiZ ⊗ K = BiZ ⊗ K. Pour K = C ceci implique k = n. Pour
K = F˜p la clôture algébrique de Fp, ceci implique qu'aucun dj n'est divisible par p. Les
coeﬃcients dj sont donc tous égaux à 1 ou −1. Ainsi on a l'égalité BiZ = AiZ.
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