Recently, there has been considerable effort to promote the use of health information technology (HIT) in order to improve health care quality. However, relatively little is known about the extent to which HIT implementation is associated with hospital patient care quality. We undertook this study to determine the association of various HITs with: hospital quality improvement (QI) practices and strategies; adherence to process of care measures; risk-adjusted inpatient mortality; patient satisfaction; and assessment of patient care quality by hospital quality managers and front-line clinicians.
Background
Interest in the role of health information technology (HIT) for improving health care quality and patient safety has grown dramatically in recent years, spurred by the Institute of Medicine's 2001 report, Crossing the Quality Chasm, that emphasized "the critical role of information technology in the design of health care systems" to meet six aims of care, i.e., care "that is safe, effective, efficient, timely, equitable and patient-centered" [1] . The report recommended establishing a healthcare information infrastructure that would lead to the elimination of most handwritten clinical data by the end of the decade. Since then, the federal government has established an Office of the National Coordinator for Health Information Technology (ONC) within the Department of Health and Human Services; various private organizations, such as the Institute for Healthcare Improvement (IHI) and the Leapfrog Group, have made HIT adoption a central theme within their quality improvement (QI) campaigns; and numerous healthcare providers have invested substantially in acquiring various HITs. The passage of the Health Information Technology for Economic and Clinical Health Act (HITECH), as part of the American Recovery and Reinvestment Act of 2009, included over $20 billion for HIT, and provided further indication of the growing consensus regarding the potential salutary effect of HIT [2] .
HITs intended to improve patient care quality and safety encompass an array of technologies, most notably electronic medical records (EMRs), computerized provider order entry (CPOE) systems, medication management systems (MMS), and picture archival and communications systems (PACS), all designed to improve the accuracy, accessibility, and timeliness of storage and transmission of patients' medical information. Two other technologies-bar coding and radio frequency identification (RFID) systems-are used to track the location and disposition of pharmaceuticals, medical equipment, surgical supplies, and patients to help ensure, for example, that medications are administered safely and correctly.
Despite the growing interest in information technology, relatively little is known about the extent to which HIT implementation is associated with hospital patient care quality. A systematic review of 257 studies of the impact of HIT found few studies that have shown an impact on quality [3] . Of these, the most important positive impact was on adherence to guideline-based or protocol-based care through use of decision support systems providing computerized reminders for preventive care, such as vaccinations and blood tests. Moreover, most such studies involved a single technology and a single site, often in academic medical centers, thus limiting their generalizability to broad-based use of HIT or to other types of healthcare provider organizations. We found six other articles investigating the relationship between HIT and quality of care in multiple sites that have been published since 2006. Amarasingham et al. [4] reported a study involving a sample of 41 Texas hospitals that found that the extent of automation of clinical information processes was associated at statistically significant levels with lower inpatient mortality and fewer patient complications. In a study involving 2,707 hospitals, Parente and McCullough [5] investigated the association between three HITs (EMRs, nurse charts, and PACS) and three patient safety indicators (infection due to medical care, postoperative haemorrhage or hematoma, and pulmonary embolism or deep vein thrombosis). The only statistically significant association found was between EMRs and reduced infections due to medical care. McCullough et al. [6] found that, among 3,401 hospitals classified into those with both an EMR and CPOE and those without either of these HITs, the former showed small but statistically significant improvement between 2004 and 2007 for two of six process measures of quality (pneumococcal vaccine administration and use of the most appropriate antibiotic for pneumonia). Himmelstein et al. [7] developed a "computerization score" for 4,000 hospitals and found that it was weakly related to process measures for acute myocardial infarction but not for heart failure, pneumonia, or a composite of the three conditions. Mollon et al. [8] conducted a systematic review of studies to evaluate the effect of prescribing decision support systems on patient outcomes. Only five of the 41 studies that met their inclusion criteria, primarily that the study design was a randomized controlled trial, reported improvements in patient outcomes. Encinosa and Bae [9] studied the relationship between hospital EMR use and the outcomes and cost of hospital care in a sample of 2,619 institutions. They found that EMRs had no impact on the rate of patient safety events, although having an EMR assisted in responding to an event, reducing deaths, readmissions, and expenditures.
In this paper, we report findings from a study involving 401 U.S. hospitals that examined the relationship between the level of hospital HIT implementation and use of QI practices and strategies as well as with performance on five sets of quality of care measures: 1) adherence to the Hospital Compare process of care measures for acute myocardial infarction (AMI), heart failure (HF) and pneumonia; 2) risk-adjusted inpatient mortality; 3) patient satisfaction, as derived from the Hospital Consumer Assessment of Healthcare Providers and Systems (HCAHPS W ) survey; 4) hospital quality managers' assessments of patient care quality; and 5) front-line clinicians' assessments of patient care quality.
Methods

Sample design
We designed and conducted a survey in 2006 of all 4,237 short-term, non-federal, general service hospitals in the United States that had at least 25 beds, according to the 2004 AHA Annual Survey of Hospitals. Pediatric, psychiatric, rehabilitative, orthopedic, and chronic disease hospitals were excluded from the sample.
Survey content
We developed and administered two surveys, the Quality Improvement Activities Survey (QAS) and the Clinicians' Perceptions of Quality Survey (CPS). The QAS instrument was intended for completion by the hospital's chief quality officer (CQO) or designated lead quality manager, and was designed to gather information about the nature and extent of QI activities undertaken and their impact on patient care quality. The CPS was intended for completion by physicians and nurses to elicit their assessment of patient care quality at their hospital. The questionnaires contained mostly new and unique items, but also included some questions adapted from established surveys, such as the National Survey of Efforts to Improve Quality [10] and the Leapfrog Group's Hospital Quality and Safety Survey [11] , as well as questions regarding several QI activities endorsed by the Institute for Healthcare Improvement in its 100,000 Lives Campaign. Some questions also were adapted from the first-wave survey instrument developed by members of our team, in collaboration with colleagues from Boston University and the VA Boston Healthcare System, for an evaluation of the Robert Wood Johnson Foundation's Pursuing Perfection Program [12] . The final versions of the QAS and CPS were derived based on pilot testing in a small sample of hospital CQOs and physicians and nurses, respectively, and on feedback from experienced health services researchers with expertise in survey research. The final version of the QAS contained 173 questions and took approximately 45 minutes to complete while the CPS contained 74 questions and required about 20 minutes to complete. The study design, instruments, and informed consent procedures were approved by the Institutional Review Boards of Boston University and the Health Research & Educational Trust (HRET).
Hospital quality managers were asked to indicate the extent to which eight HITs had been implemented in their hospitals, using a six-point scale with the following response categories: "not under consideration;" "under active discussion but not yet budgeted;" "budgeted but not yet in place;" "in testing;" "implemented in one or more units;" and "implemented hospital-wide." The HITs included: 1) inpatient Electronic Medical Record (EMR) System, 2) outpatient EMR System, 3) inpatient Computerized Provider Order Entry (CPOE) System, 4) outpatient CPOE System, 5) Medication Management System (MMS), 6) Picture Archival and Communications System (PACS), 7) bar coding, and 8) Radio Frequency Identification (RFID) technology. In addition to assessing the extent of HIT implementation in hospitals, the QAS included questions on the extent of implementation of specific quality practices and clinical strategies used throughout the hospital, asked on a 5-point scale anchored by "not used at all" and "used hospital-wide," eight of which could be expected to be facilitated by HIT [ Table 1 ]. Two questions asked of clinicians in the CPS, on a five-point scale anchored by "strongly disagree" and "strongly agree," were the extent to which "the hospital is committed to delivering the highest quality patient care" and whether "the hospital provides sufficient resources and support for improving patient care." (We shall subsequently refer to these as the "commitment question" and the "resources question.") A question common to both surveys asked respondents how they would rate patient care today at their hospital compared to what they think it should be on a five-point scale ranging from "well below expectations" to "well above expectations."
In the analyses in this paper, we recoded responses to questions asking extent of agreement so that "agree" or "strongly agree" were coded as 1 and the other three response categories were coded as 0. Similarly, we recoded responses to questions about implementation so that "used hospital-wide" and "used widely" were coded as 1 and the other three categories were coded as 0. The CPS was administered to a random sample of physicians and nurses in each hospital based on hospital bed size, ranging from 6 in small hospitals to 12 in large hospitals.
General findings from the QAS and a detailed description of the survey's complex methodology are reported elsewhere [13] .
Final sample
The sample contained 470 hospitals that submitted surveys, representing 11 percent of the 2004 population from which they were drawn. Eight survey responses failed to provide complete answers to questions regarding HIT implementation. In addition, we included in our analysis only hospitals that had a response from the CQO and responses to the CPS from at least three front-line clinicians. This reduced the final sample size to 401 hospitals. The length and complexity of the questionnaires contributed to the lower-than-desired response rate. However, as reported in Cohen et al. [13] , the sample of 470 hospitals was similar to the population of hospitals (2005 AHA Annual Survey, n = 4,222) along a number of dimensions including Census region (Midwest, Northeast, South, and West), network affiliation, system affiliation, Medicare disproportionate share hospital status, and location in a metropolitan or nonmetropolitan county (as is the current study's sample of 401 hospitals of these 470 hospitals). The main differences between the population and the sample in the current study were the higher percentages in our sample of large hospitals (19.5% with over 400 beds vs. 9.7% in the population) and teaching hospitals (15.4% with membership in the Council of Teaching Hospitals vs. 6.5% in the population) and the smaller percentage of for-profit hospitals (3.6% vs. 15.7% in the population).
In addition, to understand the extent to which hospitals responding to the survey may be different in terms of their commitment to QI, we compared sample hospitals to the population of hospitals in terms of their performance on the 15 Hospital Compare process measures for acute myocardial infarction (AMI), congestive heart failure (CHF) and pneumonia (described in more detail in the next section). Using the approach described in the next section, we calculated composite measures of both overall performance on the process measures and condition-specific performance. When the overall composite measure was divided into deciles, the average hospital in the population fell into the fifth decile, while the average hospital in the sample was one decile higher in terms of quality. Similar results were obtained when analyses were conducted separately for each of the three conditions. Thus, while the differences were not large, the better performance on Hospital Compare measures among hospitals responding to the survey suggested that they may be in the vanguard of QI efforts (i.e., more likely to have embraced QI aims and to have engaged more extensively in QI activities) than non-participating hospitals.
Quality of care measures -hospital compare Process of care measures
We developed a composite measure of hospital processes of care based on the Hospital Compare data for three conditions: acute myocardial infarction, heart failure, and pneumonia. We used data available from the Centers for Medicare and Medicaid Services (CMS) Hospital Compare website for calendar year 2005 on adherence to the evidence-based processes of care from hospitals that had at least 100 patients eligible for the sum of the following 15 process measures for the three conditions: AMI (6 measures): aspirin at arrival; aspirin prescribed at discharge; ACE inhibitor or angiotensin receptor blocker (ARB) for left ventricular systolic dysfunction (LVSD); beta blocker prescribed at discharge; beta blocker at arrival; and adult smoking cessation advice/counsel; HF (4 measures): left ventricular function assessment; angiotensin-converting enzyme (ACE) inhibitor or ARB for LVSD; discharge instructions; and adult smoking cessation advice/counselling; Pneumonia (5 measures): oxygenation assessment; pneumococcal vaccination status assessment; initial antibiotic received within 4 hours of hospital arrival; blood culture performed in emergency department before first antibiotic received in hospital; and adult smoking cessation advice/ counselling.
To calculate a composite measure across all 15 process measures, we used the approach recommended by CMS in its Premier demonstration pay-for-performance program for aggregating across measures within condition: sum the numerators, sum the denominators, and then calculate the ratio of summed numerators to summed denominators [14] . This is equivalent to calculating a weighted average of the proportion eligible for each intervention that receives the intervention, where the weight applied to each proportion is the ratio of the number eligible for the specific intervention to the sum of the numbers of eligibles for all interventions. These weights are called opportunity-based weights. We calculated the composite measure for all hospitals where the sum of the numbers of those eligible for each of the interventions was greater than 100.
Inpatient mortality rates
We applied the 3 M™ Health Information Systems' All Patient Refined Diagnosis Related Groups (APR-DRGs) software to the CMS Medicare Provider Analysis and Review (MEDPAR) File to measure patient severity. The APR-DRG software adds four subclasses to each DRG based on mortality risk. Using a reference population of 4.5 million Medicare patients from approximately 1,000 hospitals (including the 401 hospitals in this study) [15] , we calculated the risk of in-hospital mortality for each subclass in each DRG and then assigned each patient in our sample of 401 hospitals an expected mortality risk based on their DRG subclass. The expected number of deaths in each hospital was calculated by summing the expected mortality risks of all patients in that hospital. We then calculated the ratio of observed deaths to expected deaths (O/E) considering only those patients who had one of the conditions that comprise the AHRQ Mortality Inpatient Quality Indicators (https://www. qualityindicators.ahrq.gov), as these conditions have been judged to be ones in which in-hospital mortality is sensitive to the quality of patient care provided.
Patient satisfaction
We downloaded from the CMS website HCAHPS W data for sampled hospitals. We considered two questions from the survey: 1) How do you rate the hospital overall? 2) Would you recommend the hospital to friends and family?
For the first question, we focused on the percentage of respondents who gave the hospital a rating of 9 or 10 (the two highest ratings). For the second question, we focused on the percentage of respondents who said they would definitely recommend the hospital. We used the average response for the two questions as the measure of patient satisfaction.
Hospital quality Managers' assessments of patient care quality
This measure consisted of the response by the hospital quality manager to the question, "How would you rate patient care today at your hospital compared to what you think it should be?"
Front-line Clinicians' assessments of patient care quality
This measure consisted of the average of responses by front-line clinicians (physicians and nurses) to the question above that was asked of quality managers. We first calculated the mean assessment in each hospital and then used these means in the analysis. We preferred this approach to one that uses the individual front-line clinician response as the unit of analysis because it weights each hospital equally, as opposed to giving more weight to larger hospitals with greater numbers of front-line clinician responses. We have shown that in this sample it is reasonable to aggregate individual responses to the hospital level [15] .
Statistical analysis
For each performance measure, we used one-way ANOVA to examine the difference in the average of the performance measure by the following HIT categories: 0 or 1 (low), 2 to 4 (medium), and 5 or more (high). To identify pairs of means that differed across HIT category, we used Tukey's HSD (honestly significant difference) test.
When performing the statistical analyses for mortality, which is in the form of an O/E ratio, we took the log of the ratio before performing the analysis. When examining the performance measure "assessment of quality by front-line clinicians," we first calculated the mean assessment in each hospital and then used these means in the analysis.
To investigate the relationship between extent of HIT implementation and the performance measures, we used a General Linear Model (GLM) with the following independent variables: the HIT categories defined above, hospital structural characteristics, and the mean clinician response by hospital for the commitment and resource questions. We included the following four structural characteristics: bed-size category (25-99 beds, 100-399 beds, >400 beds), ownership type (government, not-forprofit, for-profit), urban/rural location (metropolitan county or non-metropolitan county), and teaching status (accredited member or non-member of the Council of Teaching Hospitals and Health Systems). In addition, we included as independent variables clinicians' responses to the commitment question and to the resources question, both of which might seriously confound the relationship between HIT and the performance measures. The assumption underlying inclusion of these two variables is that commitment and resources are the drivers of quality; HIT is one of the important means by which commitment and resources are translated into improved performance. This leads to our specific hypothesis: among hospitals with the same level of commitment and resources, those that have more completely implemented HIT will have higher levels of performance. However, there is an alternative hypothesis one might reasonably make: survey responders believe commitment and resources are higher when HIT is more fully implemented. That is, assessed levels of commitment and resources reflect the extent of HIT implementation. Under this assumption, commitment and resources should not be included as covariates in the model. We think the first hypothesis is the most likely and, hence, for our main analyses, we include commitment and resources in the model. Since these variables are positively correlated with extent of HIT implementation, inclusion of the variables decreases the chance of finding a statistically significant relationship between HIT and performance. When extent of HIT implementation was not statistically significant, we reran the model without these variables.
To examine the relationship between extent of QI practices and strategies used in the hospital and extent of HIT implementation, we ran a Poisson regression model with the number of practices and strategies as the dependent variable and the same independent variables as above.
We interpreted p-values of less than 0.05 as indicating statistically significant differences. Survey data were analyzed using SPSS version 16.0. Table 2 shows the unadjusted means for each of the performance measures. For all of the performance measures, there was a statistically significant difference by HIT category and between the low HIT category and the high HIT category. For some measures, there were also statistically significant differences between the low category and the medium category, or between the medium category and the high category.
Results
Hospitals in the high HIT implementation category used an average of 4.20 practices and strategies while those in the medium category used 3.63 and those in the low category used 2.44 (p < 0.000 for differences in unadjusted means). As seen in Table 3 , which contains the parameter estimates of the multivariable models for each of the six performance measures, after controlling for covariates, we still found that hospitals with high levels of HIT implementation, engaged in significantly greater numbers of HIT-related QI practices and strategies (p = 0.003 for differences in adjusted means).
Risk-adjusted inpatient mortality was higher for hospitals with low HIT implementation compared to those with medium or high HIT implementation, with the O/E ratio for the former being 1.29, compared to 1.06 and 1.07 for the latter two, respectively (p < 0.000 unadjusted; p = 0.005 adjusted). The HCAHPS W -based measure of patient satisfaction showed a similar finding, with low HIT implementation hospitals having a 60.5% average satisfaction score and medium and high HIT implementation hospitals having average scores of 66.0% and 67.9%, respectively (p < 0.000 unadjusted; p < 0.000 adjusted).
Quality managers' assessments of patient care quality (i.e., responses to the question of how they would rate patient care today at their hospital compared to what they think it should be) were higher for hospitals that had higher levels of HIT implementation. The average scores, on a five-point scale, for high, medium, and low HIT implementation hospitals were 3.56, 3.19, and 3.11, respectively (p = 0.001 unadjusted; p = 0.006 adjusted). For front-line clinicians' assessments of quality, differences between unadjusted means (with average scores of 3.40, 3.31, and 3.22, respectively) were significant (p = 0.032). After covariate adjustment, they were not significant (p = 0.392). However, if the commitment and resource variables were not included in the multivariable adjustment model, the difference in means by HIT category was statistically significant (p < 0.000).
The percent adherence to the composite Hospital Compare process of care measure increased with greater HIT implementation, with low HIT implementation hospitals at 81.0% adherence, medium HIT implementation hospitals at 82.6% adherence, and high HIT implementation hospitals at 85.23% adherence (p = .009). However, the differences were not statistically significant in the multivariable model either with or without inclusion of the commitment and resource as covariates.
Discussion
We found a statistically significant association between the extent of HIT implementation and individual hospital quality practices and strategies that could be facilitated by HIT, plus a statistically significant association between HIT implementation and hospital performance on four of five measures of quality (though in one case, front-line clinicians' assessment of quality, the results were statistically significant only when the commitment and resources questions were not included in the model).
It is likely that HITs are enablers of quality practices and clinical QI strategies through enhanced communication, documentation, information transfer, performance monitoring, and error prevention, thus, leading to improved quality performance.
A limitation of the study is that of the performance measures associated with HIT implementation, one was based on the quality manager survey in which respondents were asked about both HIT implementation and patient care quality. This creates a common methods bias and makes it difficult to draw conclusions about causality. It is possible that respondents may have believed that patient care quality was better in their hospitals simply because their hospitals had implemented quality-enhancing HITs. However, the two publiclyavailable measures that showed a relationship to HIT implementation, mortality rate and patient satisfaction, are not subject to common methods bias. It is unlikely that knowledge of the hospital's performance on these measures influenced survey respondents to indicate a particular level of HIT implementation.
Another limitation is the survey response rate of 11 percent for the two survey-assessed measures of patient care quality. We cannot rule out the possibility that unmeasured, complex motivational factors may have contributed to the selective response by hospitals to participate in the surveys. As described in the Methods section, teaching hospitals were overrepresented in the sample and for-profit and non-metropolitan hospitals were underrepresented. In addition, sample hospitals, on average, performed better on Hospital Compare measures [13] . Although the differences were not large, the sample hospitals' higher performance levels on these measures suggested that they may have been in the vanguard of QI efforts than non-participating hospitals. Thus, our findings are not necessarily representative of all short-term, non-federal, general service hospitals with 25 or more beds. However, given that the study includes over 400 hospitals, study findings nevertheless provide important information on the relationship between HIT implementation and quality of care. Furthermore, because the observed levels of HIT implementation and performance in sample hospitals still fell well below targets set by the Institute of Medicine and other QI proponents, our results suggest that there is substantial room for improvement even in hospitals that appear to be more advanced than many.
Further research is needed to determine the generalizability of the relationship between HIT implementation and quality of care, and to ascertain the particular features of health information systems that lead to effective QI activities and quality performance. However, it is clear that, for the 401 hospitals in our study, those with higher levels of HIT implementation were more likely to engage in practices and strategies intended to improve the quality of patient care and also exhibited better performance on important measures reflecting different dimensions of quality: a clinical outcomes measure (risk-adjusted mortality); a publiclyavailable measure of patient satisfaction (HCAHPS W ); assessment of patient care quality by hospital quality managers; and, though the evidence was weaker, assessment of quality by front-line clinicians.
Conclusions
For many years, the federal government and private organizations, such as the Institute of Medicine and the Leapfrog Group, have encouraged increased investment in information technologies, most notably EMR and CPOE systems, to improve patient care quality and safety. Numerous barriers to HIT implementation have been posited, among them high cost, technological complexity, decreased physician productivity, and uncertain return on investment [16] . Clearly, these barriers must be overcome if nationwide levels of HIT implementation are to increase substantially, especially in small, nonteaching, non-metropolitan hospitals, which lag behind their larger, academic, urban counterparts [17] . Our study provides empirical evidence that such efforts may be warranted.
