Abstract-This paper describes a new feature of multi-agent framework which enables execution of GPU kernels. This brings a novel implementation of JADE CUDA Agent that accepts PTX/CUDA-C code and runs this code on GPUs. All such agents can receive PTX code or CUDA source code via ACL messages. Beyond integration of CUDA support, this paper is also focused on performance measurement of proposed solution and evaluation of final results.
I. INTRODUCTION
There are several approaches dedicated to parallelism on different levels such as threads, processes, or distribute parallel computing. One of the most important challenges consists in migration parallel tasks across heterogeneous platforms, such that the number of platforms is variable in time. A solution of this problem can be seen in the intersection of Multiagent System and standard GPU programming. A Multi-agent system JADE was chosen for this purpose and GPU platform with nVidia CUDA. JADE is a multiplatform framework written in Java language and its JADE API [1] is easy to use. The main goal is to implement a JADE CUDA Agent that accepts PTX/CUDA-C code and runs this code on GPUs. The concept of such solution can be described as follows:
1) The JADE CUDA Agent accepts PTX/C code from another agent (a sender) 2) It compiles the PTX/C code into a binary code depends with respect to a given GPU 3) It executes the binary code on the CUDA platform CUDA Agent can send a result of the process back to the sender after the previously described steps are completed.
The following text describes the idea in more detail. Next several performance tests were done. The performance of the running code was measured and overall time of sending the code and receiving results back to the sender agent were measured as well. The main advantage of the CUDA Agent lie in a platform-independent GPU computing with emphasis on solving of computational and time consuming tasks in multiagent environment.
II. MULTI AGENT SYSTEMS (MAS)
Multi Agent Systems will be introduced in this section. Before presenting general definition of a MAS, basic units of such systems will be introduce at first.
A. Agents
An agent represents an essential part of all MASs. There are several different definitions of an agent. Two important and commonly used definitions are as follows:
Definition 1: An agent is a programme process that implements own autonomy and communication capability. Agents communicate by the usage of a communication language Agent Communication Language (ACL). An agent has to have at least one owner, i.e., one organization or user, and has to have a defined identity Agent Identifier (AID) that is unique. This identity helps the user to exactly identify an agent in the whole system. [2] Definition 2: The term agent describes a software abstraction, an idea, or a concept, similar to Object Oriented Programming terms such as methods, functions, and objects. [3] The concept of an agent provides a convenient and powerful way to describe a complex software entity that is capable of acting with a certain degree of autonomy in order to accomplish tasks on behalf of its user. But unlike objects, which are defined in terms of methods and attributes, an agent is defined in terms of its behavior. [4] As mentioned above, there are many other definitions of an agent. However, we can find some common points:
• An agent is situated in a specific environment and it is able to accept or respond to the outer stimuli.
• An agent is able to work autonomously.
• It is able to move, clone itself or remove itself from the environment.
• It is able to communicate with the others agents. One can also meet another notion, namely that of an Intelligent Agent. Such an agent has a few additional features that extend its skills:
• The ability to work in a quick by changing environment [5] .
• The flexibility; agents can respond to the current situation and they can cope with changes. So, an agent is a computer programme that is situated in some environment and it is able to work autonomously. [6] However, autonomy is very difficult notion. In the context of MAS it means that an agent is able to work independently of the others, and if a particular agent malfunctions the whole system does not collapse. [7] Now, the basic types of agents can be described. A Reactive agent is the simplest type of agents. Such an agent can receive some request and then perform a specific action only. The agent does not keep the whole history (what was happened in the system) and it is not able to anticipate future actions. In particular behavior of such an agent can be programmed by a set of rules [8] . On the other hand, it has several advantages:
1) The system is very fast.
2) The system is simple.
3) The behavior of all agents is predictable.
Most of the current multi agent systems use this kind of agents. Their implementation is very easy, and they can be represented by finite automata or they can be defined by PTX/C code as in our case. However, such systems have also many disadvantages too. In practice we are not able to represent each agent by a set of rules in full. Especially in the case of a real world simulation, it seems to be an impossible task. The agents are not able to anticipate their influence on the whole state of system [8] .
A Deliberative agent is based on the techniques of Artificial Intelligence and Expert systems [9] . The agent is able to make a plan to reach its own objectives and it can make a decision according to a stock of knowledge it has. The problem consists in the speed of the decision making process. [10] Usually it is very difficult to create an agent that can make a decision in a real time. The Artificial Intelligence (AI) process of deduction is usually very time-consuming [8] . However, such agents can respond to unpredictable situations, make plans and cope with changes.
A Hybrid agent is basically a combination of the two previous types of agents. It merges the advantages of both types. A reactive subsystem handles all the time-consuming operations. The planning and reasoning are in hands of deliberative subsystem. The problem consists in determining border between reactive and deliberative parts of such an agent. [8] Design of a multi agent system which is exclusively reactive or proactive is an easy task. However, when attempting at a combination of both and their proper balance, we meet problems.
Agents could achieve their objectives systematically. We do not want the agents to blindly perform a sequence of procedures or functions. We need that the agents react dynamically and do not try to do something that is already impossible. [11] The last aspect of agents' intelligence consists in the cooperation as was mentioned in the work of Zambonelli [12] . It is not the data exchange only. It is a common term that includes communication, negotiation and cooperation. The whole problem of agents' cooperation is the most challenging task and it has still not been solved in a satisfactory way.
B. Multi Agent System
The skills of intelligent agents are limited by their knowledge, computer resources and surrounding behavior; agents are resource-bounded. A single agent is usually not able to perform a complex real-world processes. We need a couple of agents to simulate such processes. [13] Groups of co-operative agents make up a system called Multi Agent System. [14] MAS is dynamic; its components are not known in advance and can be created or removed from the system. In the case of MAS, we usually speak about distributed systems. It means that agents can exist within different software and hardware platforms and communicate through a communication protocol. [15] MAS is a hot topic of current research. Because these agents are apt for applying in many areas. Here is a list of some advantages of MAS:
• MAS provide the solution of problems that are too extensive and time-consuming for classic realized system. • There is a possibility for connection and cooperation between several systems.
• They work with distributed information, e.g. sensor monitoring.
• The agents can be mobile within a system. They are able interrupt their activity, move into another place within the current system and then continue the work in a new locality. Environment of the real world is inaccessible, nondeterministic, dynamic and continuous. An agent can never have a complete knowledge of the whole environment (inaccessible), results of particular actions are not foreseeable and the actions can fail (non-deterministic). The environment is changing in time independently of the agents (dynamic) and it has infinite set of states (continuous). [16] For obvious reasons, modeling such an environment is extremely difficult. That is why it is necessary to simplify the environment for the needs of modeling and simulations. [17] III. GPU AND CUDA Architecture of GPUs (Graphics Processing Units) is suitable for vector and matrix algebra operations. That leads to the wide usage of GPUs in the area of information retrieval, data mining, image processing, data compression, etc. [18] . There are two graphics hardware vendors: ATI and nVIDIA. ATI develops technology called ATI Stream and nVIDIA presents nVIDIA CUDA. Nowadays, programmers usually choose between OpenCL which is supported by ATI and nVIDIA [19] , and CUDA which is supported by nVIDIA only [18] . An important benefit of OpenCL is its platform independence; however, CUDA still sets the trends in GPU programming. This article is not focused on a detail comparison of these two approaches; we utilize CUDA in our experiments.
CUDA (Compute Unified Device Architecture) is a general purpose parallel computing architecture. GPUs utilized in our experiments are based on the Fermi architecture [20] which still belongs to the most common GPU architecture since the original G80. Currently, the new architecture called Kepler has been introduced by nVIDIA. Fig. 1 . A schema of the CUDA threads arrangement [20] GPUs of the Fermi architecture include a number of Streaming Multiprocessor (SM) with 32 cores, e.g. nVIDIA Tesla 2050 provides 14 SM with 448 CUDA cores. A CUDA program calls parallel kernels. A kernel executes in parallel across a set of parallel threads. The programmer or compiler organizes these threads in thread blocks and grids of the thread blocks. Each thread within a thread block executes an instance of the kernel. [21] The GPU instantiates a kernel program on a grid of parallel thread blocks. The simplified arrangement of threads is illustrated in Figure 1 . A thread block is a set of concurrently executing threads that can cooperate among themselves through a barrier synchronization and shared memory. A grid is an array of thread blocks that execute the same kernel, read inputs from global memory, write results to global memory, and synchronize between dependent kernel calls. For more detail we refer to [20] .
The main advantage of CUDA technology consists in the power of different architecture of graphics processing units. There exists a number of tasks that were solved on GPU rather than CPU such as Fourier transform and convolution, matrix multiplication, neural network or data mining algorithms etc. We refer to [18] for more information.
IV. CUDAAGENT
CudaAgent is an agent that handles CUDA kernel source code (from now just kernel) in a from of C or PTX (Parallel Thread Execution) code and runs it on the GPU. [22] The CudaAgent has its own ontology which is described below in the section IV-B and it has its own implementation of inner behavior. In other words, CudaAgent offers to another agent its own service to compile and run the kernel. Such kernel must be in the form of C or PTX source code. The example of PTX code can be seen in the listing 1.
The figure 2 illustrates the process of acceptance of the kernel by CudaAgent. [23] If the kernel is in a form of C source code then the CudaAgent tries to compile it. [24] If the kernel is received and possible compilation of the kernel source code is successful then the kernel is integrated info inner execution queue of the agent with respect to priorities. The CudaAgent sends the ACL message as a result after the kernel is processed. The result can contain data or some message information on the kernel failure/success. Note that a part of kernel transfers contains also running parameters, such as data types and values. A parameter should be a primitive type such as float, integer, double and/or other. Moreover, the parameter can be an array of these types.
The sender agent expects an ACL message which should contain kernel execution result. Otherwise, the sender agent could receive an ACL message informing the sender agent on kernel process failure, e.g. kernel transformation failure, compilation failure, kernel run failure, etc. Each kernel is sent to the CudaAgent through an ACL Message. The kernel code (including input parameters) is converted into byte array before being sent. The kernel code is converted back when it is received by the CudaAgent. 
TABLE I THE CUDAAGENT CLASSES

B. Ontology and Performatives
The important part of a CudaAgent is its own ontology and performative definition. [27] [28] There are several ontology schemes: KernelParameter, KernelBase, KernelCallAction, KernelRegisterAction, KernelUnregisterAction, CudaAgentDescription and CudaResult.
An agent needs to register some kernel by the CudaAgent when the agent wants to process it. There are two ways how the agent can make the registration. First, the agent sends an ACL message as a kernel register action (an instance of the KernelRegisterAction class). After that, the agent will be informed about successful kernel registration and will also get a kernel ID in this ACL message. After receiving the kernel ID, the agent can send a request with the kernel ID for the kernel process as a kernel call action (an instance of a KernelCallAction class). The second way is to send an ACL message directly as a kernel call action which contains the whole kernel code with appropriate kernel parameters.
The CudaAgent supports other actions such as KernelUnregisterAction and GetCudaAgentDescription. The KernelUnregisterAction is dedicated to unregister CUDA kernels. It has to contain a kernel ID. This is a part of memory management system of CudaAgents. If the agent wants to know some basic information on the CudaAgent, e.g. the number of devices or its GFlop/s, then the agent sends to the CudaAgent the ACL message as the GetCudaAgentDescription.
The CudaAgent supports these performatives: request, inform, unknown, not understood, agree and failure. Every agent must understand these performatives if it wants to communicate with the CudaAgent.
C. Compilation and Data Transfer
The list of behaviors of CudaAgents also contains compileKernel, prepareKernel, runKernel and finalizeKernel methods. The table II describes mentioned methods. There are also implemented behaviors like KernelCallManager and ReceiveMessage. These behaviours are responsible for management of the kernel and receiving ACL messages respectively. The algorithm 1 describes the method responsible for calling kernels on the GPU. If some agent wants to use CudaAgents to manage GPU computation, it has to perform several kernel call actions and wait for adequate response. Generally, such an agent must receive kernel ID which means, that the kernel is compiled and prepared for execution on the CudaAgent side. After receiving kernel ID, the agent can send ACL message to the CudaAgent to start execution of kernel and wait for computation result.
Method name Description
VI. EXPERIMENTS
Two agents and their codes were performed in the experiment (CudaAgent and CudaAgentSample). The primary goal of the CudaAgentSample is to deliver a CUDA kernel code to CudaAgent, then invoke compilation and execution. The kernel code is a simple matrix multiplication adapted to the parallel CUDA environment. The whole process can be divided into tree parts: 1) CudaAgentSample tries to register the kernel on the side of CudaAgent. 2) CudaAgentSample sends to the CudaAgent the kernel and call actions (compile, execute). 3) CudaAgentSample waits for the response in a form of some kernel result from the CudaAgent. Moreover, the performance of the CudaAgent will be compared with performance of a non-parallel agent called CpuAgent. The CpuAgent executes the same matrix multiplciation code but adapted to CPU environment without parallel execution. The CudaAgentSample tries to execute the kernel code (via kernel call action) several times on the CudaAgent and CpuAgent, respectively.
CudaAgentSample sends an ACL Message as the cuda kernel call action to the CudaAgent. It contains kernel (source code and ptx code respectively) with the kernel parameters. The algorithm 2 describes how a kernel call action is sent. After sending the cuda kernel call action, CudaAgentSample has to wait until receiving the reply from the CudaAgent with a kernel ID. After receiving the kernel ID, the kernel can be called with pre-set parameters. The kernel does not have to be sent anymore. The kernel ID indicates, that the kernel is already compiled and ready to use on the side of CudaAgent. The algorithm 3 illustrates the receiving of a result after the kernel is processed. Moreover, each response is identified with the conversation ID to manage subsequent processes. The kernel result data represents parameters that were marked as output (a constant COPY TO HOST) parameter in the kernel call action or possibly in the kernel register action. The instance of MessageParser handles the reply of the ACL message and extracts its content as the kernel result data. If a transformation fails the CudaAgent sends an ACL message with failure performative.
Input : void Output: ACLM ACL message create an instance of MessageParser; 1 override method handleInform; 2 fill the ACL message with respect to process result; 3 Algorithm 3: Receiving the kernel result data: CudaAgent → CudaAgentSample Java emulation kernel has to be implemented to compare the performance of the CUDA technology with performance of the java platform. CudaAgent supports CUDA technology for the kernel call. Another agent called AgentCPU extends the CudaAgent and overrides several methods for kernel calling. It calls the kernel on the java platform instead of kernel call on the CUDA capable device. This kernel is adapted to the java platform, which means that the kernel supports only one thread. Moreover, the kernel is compiled into java byte code.
A. Performance Tests and Summary Results
A performance test scenario and summary results are described in the following part. A central point of the performance test consists in the utilization of matrix multiplication algorithm. Two matrices were generated. One of them is 1200x80 and the other one was 80x1600. The multiplication result is saved into a third matrix.
The time spent on a kernel call on CudaAgent and CPUAgent was measured, respectively. Next, the total time of sending a request to run a kernel (as the kernel call action) and back transfer of matrix results to CudaAgentSample was measured. The kernels were called 2000 times. The comparison of measured times can be seen in the figures 3 and 4.
VII. FUTURE RESEARCH AND CONCLUSION
A novel approach of parallel programming in the area of multi-agent system was presented in this article. The implementation of CudaAgent in the Mutli-agent framework JADE was described in more detail. The benefits of utilization of GPU was illustrated on experiments and the results were compared with CPU version. It can be seen, that GPU can increases performance in MAS system and it can be deploy in MAS systems where several tasks are critical and timeconsuming. More complex algorithms should be tested in the near future, e.g. signal processing or matrix decomposition, to measure performance of proposed solution and to avoid possible divergences in the time measurement.
