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In this article techniques for including dispersion interactions within density functional
theory are examined. In particular comparisons are made between four popular methods:
dispersion corrected DFT, pseudopotential correction schemes, symmetry adapted per-
turbation theory, and a non-local density functional - the so called Rutgers-Chalmers van
der Waals density functional (vdW-DF). The S22 benchmark data set is used to evaluate
the relative accuracy of these methods and factors such as scalability and transferabil-
ity are also discussed. We demonstrate that vdW-DF presents an excellent compromise
between computational speed and accuracy and lends most easily to full scale applica-
tion in solid materials. This claim is supported through a brief discussion of a recent
large scale application to H2 in a prototype metal organic framework material (MOF),
Zn2BDC2TED. The vdW-DF shows overwhelming promise for ﬁrst-principles studies of
physisorbed molecules in porous extended systems; thereby having broad applicability for
studies as diverse as molecular adsorption and storage, battery technology, catalysis and
gas separations.
1. Introduction
Sparsely packed solids are used in a wide range of modern applications. For instance,
graphite is the anode material used in Li-ion batteries, porous zeolites are employed as
catalysts and molecular sieves and organic crystals such as metal-organic (MOF) and
zeolitic-imidizolate (ZIF) framework materials are being explored for applications such
as hydrogen storage and carbon capture and sequestration. In all of these materials,
van der Waals (vdW), or London dispersion, forces are crucial for deﬁning structure
and function. In graphite, these forces function to bind sheets of graphene together and
are thus important for deﬁning energy barriers for the charging and discharging of Li
ions batteries. For applications involving the adsorption, transport and storage of small
neutral molecules such as H2 and CO2 these interactions are the dominant molecule-
molecule interactions and control physisorption to surfaces. Furthermore, the structures
of the organic molecular crystals which they are often adsorbed within are also inﬂuenced
by dispersion interactions.[1,2] Similarly, such interactions can aﬀect the binding energy
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and geometry of chemisorbed molecules;[3,4] thus having implications for catalysis and
self assembly.
Over the past few decades, ﬁrst-principles simulations have become increasingly popular
for investigating the properties of molecules, surfaces, bulk materials and the chemisorp-
tion of molecules to various surfaces. Despite the successes of ﬁrst-principles techniques,
studies of realistic-sized, solids with signiﬁcant vdW interactions have been an elusive goal.
The computational demands of high-level, quantum chemical (QC) calculations such as
wave-function methods, e.g. second order Møller-Plesset theory (MP2), coupled cluster
(CC) calculations, limit them to studies of relatively small fragments; while the inabil-
ity of the faster, density functional theory (DFT)[5,6] approaches to accurately describe
dispersion interactions render them inadequate.
In this paper, we review eﬀorts towards treating vdW interactions within DFT. We
focus on the more popular DFT based correction schemes and functionals; emphasizing
computational eﬃciency and relative accuracy. Furthermore, through a discussion of a
recent application to H2 interactions in MOFs[7] we highlight the availability and maturity
of a non-local density functional, the Rutgers-Chalmers vdW density functional (vdW-
DF).[8,9]
2. Incorporating van der Waals interactions in ﬁrst-principles calculations
London dispersion/vdW forces are interactions that can occur between separated atoms,
molecules and molecular fragments in which transient dipole or multipole moments created
by electron density ﬂuctuations induce correlated moments in neighboring species; having
a net attractive Coulombic interaction. These are the only attractive interactions present
between neutral, non-polar, closed shell atoms and play an important role in the attraction
between many bio/organic molecules. For example, in DNA vdW interactions between
stacked nucleic acid base pairs along strands of DNA have been shown to be comparable
in magnitude to the hydrogen bonds that hold the strands together.[10,11]
In sparsely packed solids containing organic components or physisorbed (and to some
extent chemisorbed) small neutral molecules and organic fragments, dispersion interac-
tions play a fundamental role in deﬁning structure and function. Hence, any theoretical
method used to study these systems ought to provide a precise description of these inter-
actions. With this in mind, many research eﬀorts have been geared towards developing
ﬁrst principles techniques for studying systems with signiﬁcant vdW interactions. These
methods range in accuracy and computational eﬃciency and can be placed into three
main categories: QC methods, quantum Monte Carlo (QMC) techniques and DFT based
calculations. The latter of which is the focus of this paper.
QC methods such as post-Hartree Fock (HF) techniques like MP2 and CCSD(T) are
wavefunction based approaches used to solve the many-body Schro¨dinger equation. They
are extremely accurate and account for vdW interactions, but their high computational
costs and poor scaling (N5 – N7) often limit them to small molecules or fragments of
the true system. In the case of QMC, recent advances in algorithms and computing
power have aﬀorded calculations of densely packed, periodic solids[12,13] but a complete
treatment of solids with large pore volumes is still out of the scope of such methods. As an
alternative, hybrid QC-DFT methods have been explored for studies of porous materials,
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e.g. zeolites.[3,14] Unfortunately, the computational costs of the QC regions still inhibit
their use in everyday simulations.
DFT, on the other hand, transforms the many-body Schro¨dinger equation into one in
which the total energy of the system is a functional of the charge density.[5,6] By recast-
ing the many body problem into one of a single electron moving in a potential created
by the presence of other electrons, DFT greatly reduces the computational costs and al-
lows for much better scaling with system size (N3). In principle this is an exact theory,
but approximations have to be made to account for electron exchange and correlations
(see Eqn. 1). DFT has been successfully applied to studies of molecules, densely packed
solids, surfaces and the adsorption of molecules to these surfaces. However, the local
and semi-local functionals used to approximate exchange and correlation are incapable
of accounting for the long range eﬀects of vdW interactions and in fact DFT has been
shown to fail in systems with signiﬁcant dispersion interactions.[8,15–19] As such numer-
ous techniques have been developed to address these deﬁciencies. The remainder of this
section will describe, compare and contrast four popular correction schemes: empirical dis-
persion corrected DFT (DFT-D),[20–23] pseudopotential based approaches (local atomic
potentials, LAP,[24] and dispersion-corrected atom centered potentials, DCACP[25–27]),
symmetry adapted perturbation theory (SAPT-DFT2[28–32]) and the Rutgers-Chalmers
van der Waals density functional (vdW-DF).[8,9]
The DFT total energy, E[ρ], can be expressed as:
E[ρ] = Eion[~Ri] + Ts[ρ] + EH[ρ] +
∫
Vext(~r)ρ(~r)d
3~r + Exc[ρ] (1)
where Eion represents ion-ion interaction energies, Ts is the kinetic energy of the electrons,
EH is the Coulomb interaction between electrons (also known as the Hartree energy),
Vext(~r) is an external potential created by the nuclei or any other external ﬁelds (e.g.
electric/magnetic ﬁelds) and the ﬁnal, Exc, term encompasses electron exchange and cor-
relations. The van der Waals interactions should be included in the Exc term, but the
very nature of the local and semi-local approximations used in traditional DFT makes
them inherently incapable of mimicking completely, non-local, electron-electron correla-
tions. However, it can be shown that, in general, dispersion interactions have little eﬀect
on the charge density distribution of the system and thus van der Waals interactions can
be added perturbatively to the computed DFT energies.[9] This preserves DFTs already
good description of internal bonds.
2.1. Dispersion corrected DFT (DFT-D)
Empirical corrections have the longest history and are perhaps the most widely used
techniques for incorporating vdW interactions within DFT. The most popular variant,
referred to as DFT-D, simply adds a dispersion term (hence the D) to the DFT total
energy. This term can be generalized as:
Edisp = −s6
N−1∑
i=1
N∑
j=i+1
Cij6
R6ij
fd(Rij) (2)
2Here SAPT-DFT is used as a general reference to two similar methods: SAPT(DFT)[28–30] and DFT-
SAPT.[31,32]
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Figure 1. Dispersion corrected empirical potential (solid line) as a function of separation
distance, Rij for two carbon atoms as described in Eqn. 2. (C
CC
6 = 1.65 Jnm
6mol−1 s6 =
1 and β = 23.0[21,22]). The dotted line marks the sum of the atomic van der Waals radii,
Ro = 3.22 A˚ and the dashed line represents the undamped potential.
where N is the number of atoms, Rij is the distance between the ith and jth atoms,
Cij6 are pairwise dispersion coeﬃcients and s6 is a global scaling factor (which in the
Grimme implementation[22] depends on the Exc functional used and for the Wu and
Yang implementation is equal to 1[21]). A damping function, fd, is used to ensure that no
near singularities occur and that minimal dispersion interactions are included in internal
bonds, i.e. to preserve DFT’s description of bonding. Numerous damping functions have
been used, but as a general rule an eﬀective damping term should have the property that
it is unity for large Rij and decays quickly to zero for Rij less than the typical atomic
vdW radii. Figure 1 depicts the empirical dispersion potential energy with and without
the inclusion of fd as a function of separation, ~Rij , for two carbon atoms as constructed
by Wu and Yang[21]:
fd(~Rij) =
1
1 + e−β(~Rij/Ro−1)
. (3)
As expected, the − 1
R6
potential (dashed line) approaches −∞ for small interatomic
separation distances. However, for distances less than the sum of the atomic van der
Waals radii, Ro, fd quickly reduces the potential to 0 (solid line) without having any
eﬀect on the long-range vdW correction.
Typical Cij6 coeﬃcients are determined using average atomic polarizabilities[33,34] ob-
tained from ﬁtting experimental data of molecular polarizabilities.[35–37] It has been
estimated that the speciﬁc method of averaging the atomic C6 coeﬃcients only aﬀords a
10% diﬀerence in the computed interactions.[22] However, the determination of the atomic
C6 coeﬃcients is crucial to deﬁning the correct asymptotic behavior and thus the overall
accuracy of the calculation.[21] Currently, least square ﬁtting to molecular C6 coeﬃcients
seem to be the most accurate method for obtaining the atomic coeﬃcients.[21]
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Despite the fact that atom-centered, pair-wise potentials are being used to describe
purely electronic eﬀects, DFT-D has been successful in describing the interaction energy
in numerous dispersion bound molecules. A striking example of this is the recent work by
Neumann and coworkers who applied a generalized, periodic DFT-D approach combined
with a DFT-D parameterized tailor-made force ﬁeld (TMFF) to the task of crystal struc-
ture prediction.[38,1] Their ability to identify the crystal structures of all 4 compounds in
the Cambridge Crystallographic Data Centre’s “2007 Crystal Structure Prediction Blind
Test”[1,2] not only stressed the need to explicitly incorporate van der Waals interactions
within DFT for such predictions, but is a testament to the power of the empirical DFT-D
method, as this was a feat not achieved in previous years with other force ﬁelds.[39–42]
A clear advantage of empirical, post-processing correction schemes is the negligible
diﬀerence in time required to compute the Edisp. Another beneﬁt is the minimal eﬀort
required to interface these methods with existing DFT codes as only atomic coordinates
are needed. Disadvantages lie in the strong dependence of the results on the accuracy
of atomic C6 coeﬃcients. Special care has to be taken in computing these coeﬃcients
and in determining the size and complexity of the database to be considered for ﬁtting.
Heavier elements for which there may not be much empirical data and the ability of atomic
pairwise potentials to describe the physics behind purely electronic eﬀects such as changes
in charge and hybridization states can also be points for concern. Nevertheless, results
for relatively small molecules indicate that the accuracy of such potentials is within 10 –
30 % of the dispersion energy computed using QC calculations (see Table 2).[22,43]
2.2. Pseudopotential correction schemes
An alternate, semi-empirical, approach to incorporating dispersion interactions within
DFT is the use of augmented atomic pseudopotentials. Pseudopotentials are the work-
horse of DFT calculations. By removing core electrons, the strong Coulombic nuclei-
electron attraction at the core of an ion is replaced with a weaker eﬀective potential. This
removes the rapidly varying nodes from the core region of wavefunctions while maintaining
the shape (and accuracy) of the wavefunction beyond a chosen cutoﬀ radius (see Fig. 2).
Hence, fewer basis functions are needed to represent the wavefunctions which greatly
increases computational eﬃciency. The reason that pseudopotentials are so successful
is because the relevant chemical and physical properties of a system are determined by
valence electrons and the state of the core electrons are little changed by interactions with
other ions.
Modern pseudopotentials are semi-local, i.e. they are comprised of a completely local
potential and a non-local, angular-momentum, l, dependent potential. This separability
has led to two types of pseudopotential based vdW correction schemes. In both meth-
ods, a dispersion-corrected potential is added to norm-conserving pseudopotentials; the
parameters of which are calibrated against QC calculations.
In the spirit of the Goedecker et al. pseudopotentials,[44] the DCACP method employs
a non-local, l-dependent, two parameter potential, vDCACPI ,[25–27] of the form:
vDCACPI (~r, ~r
′) =
+l∑
m=−l
Ylm(rˆ)pl(r)σ1pl(r
′)Y ∗lm(rˆ
′) (4)
where Ylm represents a spherical harmonic, pl(r) is the normalized projector pl(r) ∝
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Figure 2. Schematic representation of a 6s all-electron and pseudo-wavefunctions and
their corresponding potentials. [rc = 1.75 A˚].
rlexp[−r2/(2σ22)], r = |~r − ~RI | is the distance from nucleus I, rˆ is the unit vector in the
direction of ~r − ~RI and σ1 and σ2 are the two potential parameters to be optimized. A
second technique, DFT+LAP,[24] is based on the recently derived vdW-DF correlation
potential.[9] Recognizing the local nature of the vdW-DF potential, a simple potential,
v(r), of the form:
v(r) =
{ − co
rn
if r > rc
−vconst if r ≤ rc (5)
is added to the local part of the pseudopotential. Here co, n and vconst are three indepen-
dent ﬁtting parameters and r = |~r− ~RI |. As can be seen from these functions (Eqns. 4 and
5) dispersion forces are approximated as electron-nuclei interactions. In this way, they
include more of the true physics than would be observed in the previously mentioned
nuclei-nuclei dispersion corrected technique.
Similar to DFT-D, pseudopotential based correction schemes require parameterization
from QC calculations which add computational eﬀort to their design and testing. Once
again, considerations with regards to the correct size of database to include in the pa-
rameterization set leaves these methods open to scrutiny with regards to pseudopoten-
tial transferability. Nevertheless, pseudopotential based correction schemes have demon-
strated success in describing the properties of a number of sparsely packed systems[24–27]
(see Table 2) and should be easily applied to solid systems. Like DFT-D, pseudopotential
correction schemes require no modiﬁcation of the actual DFT machinery and are thus
easily implemented; adding no computational cost to a DFT calculation. More impor-
tantly, they allow for a self-consistent treatment of electronic eﬀects within a single DFT
run and therefore no additional eﬀort is needed to compute the forces on the ions. This
greatly enhances the ability to use them for structural optimizations as well as ab initio
molecular dynamics simulations.
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2.3. The symmetry adapted perturbation theory approach
A major impediment of semi-empirical methods such as DFT-D and pseudopotential
correction schemes is the parameterization with costly QC calculations or scarce exper-
imental data. Also, these methods work on the assumption that vdW interactions are
a small perturbation to the electronic structure of a material, but the transferability of
potential parameters may be limited in systems where the charge distribution or bonding
environment changes dramatically.
As such the desirability of a fully, ﬁrst-principles method to account for long-ranged,
dispersion interactions within DFT is evident. One approach is to treat dispersion inter-
actions through a perturbation expansion upon monomer fragments. In the symmetry
adapted perturbation theory method (SAPT),[28] the total Hamiltonian, H , of the system
can be partitioned as: H = HA +HB + V , where HX is the Hamiltonian of the monomer
fragments X = A or B. The dispersion energy is a result of the perturbation V to second
order and can be expressed as:
E
(2)
disp =
∑
k 6=0
∑
l 6=0
|〈ΦA0 ΦB0 |V |ΦAk ΦBl 〉|2
EA0 + E
B
0 −EAk −EBl
. (6)
Here, ΦXi and E
X
i are the exact eigenfunctions and eigenvalues of HX . In early im-
plementations of SAPT, the eigenfunctions were taken from expensive HF calculations;
thereby making the method simply impractical for systems with monomers contain-
ing more than a few atoms. Williams and Chabalowski proposed using Kohn-Sham
(KS) orbitals as a means to signiﬁcantly reducing the computational costs of the SAPT
method.[45] The SAPT-KS exhibited an increase in computational speed by almost 3 or-
ders of magnitude, but the incorrect asymptotic behavior of the KS exchange-correlation
potentials, resulted in a signiﬁcant decline in accuracy. Subsequent improvements were
achieved through the inclusion of semi-empirical, asymptotic corrections[46,47] to the
DFT charge densities.[31,32,48] However, large errors were still observed for the computed
dispersion energies. These errors were later corrected by employing frequency dependent
density susceptibilities (FDDS) obtained from time-dependent DFT (TD-DFT) calcu-
lations.[29,49–51] The method containing both an asymptotic correction and TD-DFT
FDDS is referred to as SAPT-DFT.
In principle, if it were not for the above mentioned approximations[46,47] and the
quality of the DFT monomers, SAPT-DFT would yield exact dispersion energies.[48,29,51]
Limitations of this method are inherent in its poor scaling (N5)[30,25] relative to standard
DFT (N3) and the requirement of having well deﬁned monomers which further complicates
application to extended systems. Nevertheless, it is perhaps one of the most accurate DFT
based methods for computing dispersion interactions and has been applied to a diverse
number of small to medium sized systems[52,53,30,50,54,55] (of up to 40 atoms and 200
electrons[30]).
2.4. A van der Waals density functional (vdW-DF)
Of course, the development of Exc functionals seems like the most natural route to
addressing DFT deﬁciencies related to dispersion interactions. Yet, until recently, very
little progress has been made towards a scalable and accurate vdW density functional.
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Part of the reason is the fact that most of the eﬀorts have involved improving local or semi-
local functionals to mimic these really non-local eﬀects. Unfortunately, even functionals
that reportedly do this, still fail in many cases.[56] It should be mentioned, that methods
employing the random phase approximation (RPA) (see Ref. [57] and references therein)
for correlation have been quite successful in modeling systems with signiﬁcant dispersion
interactions,[58–60] but the N4 scaling[57,59] of RPA is still prohibitive for large scale
simulations. A promising solution is found in the vdW-DF of the Rutgers-Chalmers
collaboration[8,9] - this will be the focus of the remainder of this article. Here a completely,
non-local functional is used to account for vdW electron-electron correlations. Dion and
co-workers showed that non-local correlations could be included perturbatively in DFT
through an appropriately modeled functional of the charge density:[8]
Etotalc [ρ] = E
LDA
c [ρ] + E
nl
c [ρ] (7)
in which the total correlation energy (Etotalc ) is a sum of the standard local density approx-
imation (LDA) correlation energy (ELDAc ) and a completely non-local term (E
nl
c ). The
non-local term has the general formula:
Enlc [ρ] =
∫ ∫
d3rd3r′ρ(~r)Φ(~r, ~r′)ρ(~r′). (8)
where, the kernel Φ(~r, ~r′) relates the charge density, ρ, at ~r to that at ~r′. This functional
was derived within the adiabatic connection theorem using the plasmon pole model to
approximate the dielectric function and has no adjustable parameters.[8,61] A nice prop-
erty of Enlc is that it vanishes in the uniform gas limit, which ensures that when used with
LDA correlation, there is no double counting. Furthermore, the function Φ(~r, ~r′) is simply
a functional of the charge density and the gradient of the charge density and thus it is
a true density functional. The fact that Φ(~r, ~r′) can be tabulated ahead of time greatly
reduces the computational costs of the method. Recent developments include the deriva-
tion of a corresponding correlation potential which aﬀords self consistency and allows for
the computation of Hellmann-Feynman forces.[9] Also, a new algorithm employing con-
volution theory signiﬁcantly decreases the computational eﬀort required to evaluate the
functional.[62] Thus far, vdW-DF has been successful for studying a wide range of sys-
tems:[63] including the interaction between small molecules,[64–67] nucleic acid base pair
steps and intercalators,[11,10,68] molecules on two dimensional graphene sheets[69,70]
and bulk porous structures.[7,71,72] These studies all emphasize the consistent accuracy
of vdW-DF for modeling vdW complexes.
To further illustrate the beneﬁts of vdW-DF we discuss the interaction of H2 within
a prototype MOF, Zn2BDC2TED (BDC=benzenedicarboxylate and TED=triethyl di-
amine).[7] This is a relatively large system (54 atoms with a pore volume of ∼1150 A˚3),
which would have previously been studied using quantum chemical methods on frag-
ments of the true material.[73] Fig. 3 depicts the potential energy surface (PES) for H2
physisorbed within the MOF. These simulations demonstrated that by modeling the en-
tire framework, not only were H2 binding strengths enhanced relative to those computed
from fragment calculations, but new sites which were not previously accessible could be
explored. Here, we found two binding channels (referred to as channels A and B). Chan-
nels A (Fig. 3 top) run through the pore of the MOF and there are four such channels.
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Figure 3. (top left) A diagonal side view of half the unit cell, showing a contour energy
map of one of the four instances of Channel A. (top right) Top view of the four A channels
projected on to the bottom face of the unit cell. (bottom left) A side view of half the
unit cell, showing one of the four instances of Channel B, each of which extends an
equal amount into the respective neighboring unit cell. (bottom right) A top view of the
Channel B, fully displaying the anisotropy due to steric interactions with the threefold
TED molecule. In all cases, the H2 molecule was aligned in the z direction. The units of
the color scale are kJ/mol.
Channels B (Fig. 3 bottom) run through the each of the faces of the MOF and because
these channels run from one unit cell to the other there are only two such channels per
pore. In both channels, the binding strength of H2 (before considering zero point vibra-
tions) was determined as ∼11 kJ/mol. By ﬁlling the four possible channel As with 2 H2
molecules each (for a total of 8 molecules), the two possible channel B sites with a H2
molecule each and then placing 2 more H2 molecules at optimum separation we estimate
a loading capacity of 12 H2 molecules/pore.[7] Amazingly, this value is commensurate
with the experimental isotherm values of 12.5-13.5 at 77K and 87K.[74] Similarly, the
computed vibrational frequency shifts of −28 and −25 cm−1 in binding channels A and
B, respectively are in good agreement with experimental IR frequency shifts of of −35
cm−1.[7]
The value of vdW-DF lies in both its computational eﬃciency as it scales just like an
ordinary DFT calculation and in the relative accuracy of vdW-DF with respect to QC
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Table 1
Advantages and disadvantages of four popular schemes that address dispersion interac-
tions within DFT. QC methods are listed for comparison.
Method Scalability Self-consistent? Parameters?
DFT-D N3 (DFT) Post-DFT Empirical (Expt./QC)
Pseudo N3 (DFT) Yes Semi-empirical (QC)
SAPT-DFT N5 Post-monomer No
vdW-DF N3 (DFT) Post-process and Self-consistent No
QC N5 −N7 Yes No
calculations without the need for a potentially, costly parameterization step. Furthermore,
unlike SAPT-DFT which requires knowledge of monomer fragments, vdW-DF can be
easily applied to extended solids. A point to note, is that not only is it possible to map
out the PES for molecular interactions, but experimentally realizable quantities such as
vibrational frequencies and MOF storage capacities can be studied with relative ease.
While these results were groundbreaking for demonstrating the applicability of vdW-DF
for such large scale simulations, recent vdW-DF results have been even more instructive
for understanding how interactions between H2 and a MOF can be tuned to enhance the
storage capacity of these materials.[75,76]
3. Comparisons of vdW correction schemes
There are 4 key factors that must be considered when choosing a theoretical method for
a speciﬁc application: (i) accuracy, (ii) speed and scalability, (iii) self-consistency (can we
get forces with relative ease?) and (iv) does it require parameterization? Table 1 compares
the scalability, self-consistency and the need for parameterization of the four dispersion
correction schemes presented in this article. All four DFT based methods are superior
in speed relative to QC calculations. However, unlike DFT-D, pseudopotential correction
schemes and vdW-DF which still scale like DFT, SAPT-DFT scales poorly (N5) and
may be limited to comparatively smaller systems. Also, the need to parameterize both
the DFT-D method and pseudopotential correction schemes, could result in the need for
more costly QC calculations which would be a clear disadvantage when modeling new,
relatively large systems. Additionally, both vdW-DF and the pseudopotential correction
schemes allow for direct computation of forces via the Hellmann-Feynman[79,80] theorem,
while the post-DFT application of the DFT-D and SAPT-DFT methods require more
elaborate techniques to derive forces. It should be mentioned, that vdW-DF is particularly
ﬂexible as it can be applied either as a post-processing method[8] or self-consistently.[9]
It should be noted that for large applications such as MOFs the computational overhead
of the self-consistent vdW-DF (using the Roma´n-Pe´rez and Soler algorithm[62]) is almost
unnoticeable relative to a typical GGA calculation.[76]
Table 2 contains the interaction energies for the S22 benchmark database of Jurecka et
al.[77] for DFT-D,[43] DFT-LAP[24] and vdW-DF.[78] This database contains 22 struc-
tures with varying degrees of hydrogen bonding and dispersion interactions computed
using CCSD(T) at the complete basis set limit and is considered one of the best bench-
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Table 2
Computed interaction energies for the S22 model data set.[77] DFT-D[43], DFT-LAP[24],
vdW-DF[78] (unless otherwise noted) and QC[77] are listed. No complete data set was
found for the SAPT-DFT, hence these calculations are omitted from the table. The
QC calculations were performed using CCSD(T) extrapolated to the complete basis set
limit.[77] All energies are in kcal/mol. Deformation energies are not included.
No. Complex DFT-D DFT-LAP vdW-DF QC
Hydrogen bonded complexes
1 (NH3)2 (C2h) 4.16 3.39 2.44 3.17
2 (H2O)2 (Cs) 5.80 5.33 4.08 5.02
3 Formic acid dimer (C2h) 19.34 20.59 14.07 18.61
4 Formamide dimer (C2h) 16.39 17.05 12.50 15.96
5 Uracil dimer (C2h) 20.73 21.50 16.17 20.65
6 2-pyridoxine · 2-aminopyridine (C1) 18.05 18.56 14.02 16.71
7 Adenine · thymine WC (C1) 17.19 17.81 15.19a 16.37
Complexes with predominant dispersion contribution
8 (CH4)2 (D3d) 0.36 0.48 0.88 0.53
9 (C2H4)2 (D3d) 1.55 1.59 1.41 1.51
10 Benzene · CH4 (C3) 1.37 1.35 1.57b 1.50
11 Benzene dimer (C2h) 2.35 2.83 2.74
c 2.73
12 Pyrazine dimer (Cs) 4.05 4.44 3.87 4.42
13 Uracil dimer (C2) 10.50 11.71 9.41
d 10.12
14 Indole · benzene (C1) 4.55 5.03 4.34 5.22
15 Adenine · thymine stack (C1) 12.85 13.42 10.60d 12.23
Mixed complexes
16 Ethene · ethine (C2v)) 1.62 1.60 1.55 1.53
17 Benzene · H2O (Cs) 4.16 3.70 2.86e 3.28
18 Benzene · NH3 (Cs) 2.66 2.26 1.87 2.35
19 Benzene · HCN (Cs) 4.87 4.73 3.87 4.46
20 Benzene dimer (C2v)) 2.76 2.50 2.28
c 2.74
21 Indole · benzene T-shape (C1) 6.16 7.47 4.72 5.73
22 Phenol dimer (C1) 7.35 7.87 5.81 7.05
a Ref. [11]
b Ref. [66]
c Ref. [64]
d Ref. [68]
e Ref. [67]
marks for any DFT dispersion correction method. It can be seen from Table 2 that all
three methods give reasonably good agreement with QC calculations. One thing that is
particularly exceptional with regards to vdW-DF is that no ﬁtting was required, whereas
both DFT-D[22,43] and DFT-LAP[24] were ﬁt to databases of QC calculations. At this
time, no complete comparative study using SAPT-DFT has been performed. However,
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SAPT-DFT has been shown to give extremely good agreement with this data for sample
calculations on the nucleic acid dimers (stacked and hydrogen bonded)[52,53], the benzene
dimer[30,50] and the water dimer.[54,55]
4. Conclusions
In conclusion, the salient features of four dispersion correction schemes are contrasted.
For example, the post-processing scheme of dispersion corrected DFT (DFT-D) and vdW-
DF as well as pseudopotential correction methods do not require any modiﬁcation to the
existing DFT machinery and can be incorporated in an eﬃcient manner - resulting in neg-
ligible computational eﬀort over that of DFT. SAPT-DFT, on the other hand, presents
an almost exact formulation for calculating dispersion interactions, however, even with a
number of approximations its scaling of N5 may make it prohibitive for relatively large
systems. Furthermore, the ability to perform calculations self-consistently also proves
to be a superior feature of vdW-DF and the pseudopotential correction schemes. This
allows for easy computation of atomic forces which is beneﬁcial for structural relaxations
and molecular dynamics simulations. A weakness of DFT-D and and pseudopotential
base correction methods is their dependence on experiment or computationally expensive
high-level, QC calculations which may result in poor transferability. All four methods
discussed demonstrate suitable agreement with benchmark QC calculations. These com-
parisons make it evident that the vdW-DF presents a unique balance of computational
speed, accuracy and transferability. The chosen example application to H2 adsorption in
a prototype metal organic framework material demonstrates the power of vdW-DF. These
calculations were seminal for understanding dispersion interactions in solid materials and
are undoubtedly a stepping stone to making large scale, ﬁrst principles, simulations of
porous materials with signiﬁcant dispersion interactions mainstream.
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