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Abstract 
Delahaye and Germain-Bonne (1982) proved that the set of logarithmic sequences (LOG) is not accelerable. 
Nevertheless, some subsets of LOG can be accelerated. Most of the algorithms are based on the asymptotic expansion of 
the sequence to be accelerated. In this paper the point of view is quite different, since an analytic property of the whole 
sequence is used. If (c,), E N is a sequence of moments with an integral representation in the interval [0, 11, then we will 
prove that the (Jacobi) modified moments accelerate (c,),, rm (Section 2). In a particular case (Section 3) the modified 
sequence can be written as a moment sequence, and a second modified sequence is formed, leading to further acceleration. 
The modified moments methods are particular summation processes using orthogonal polynomials which have been 
extensively studied by Wimp (1974, 1981). 
1. Introduction 
Let (G& N be a sequence of real numbers with limit 1. (c~)~~N is said to be logarithmic 
((GA, N E LOG) if 
lim cn+1 --l 1 
n-z &-I = ’ (1) 
Moreover we assume that (c,),,~ has an integral representation in [0, 11: 
s 
1 
Cn = x” da(x), (2) 
0 
where CI is a function with bounded variation, but not necessarily nondecreasing. 
Such ideas using an integral representation for the coefficients of the series to be computed have 
been studied by Longman in several papers [6-91. 
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Since (c,),~ N is assumed to be logarithmic, the upper bound of the support of c( is equal to 1 and it 
can be proved that the limit of (c,),~~ is the jump of CI at this point [l, p. 1191, 18, p. 1071: 
1 = a(1) - a(1 -). 






where P, is a polynomial of degree yt, is called the modified moment. For applications of modified 
moments to physics see [16,17]. 
In [12] the modified moments, where P, is some suitable kernel polynomial, are used to compute 
the jump of a at some point UE [0, 11. 
In the particular case where a = 1, that is, to approximate the limit of (c&~, we proved the 
following result [12]. 
Theorem 1. Let Pz(‘*‘) be the shifted Jacobi polynomial on [0, l] with /? > - 1 and CC > - 1, then for 
a>-&cc>b, 
c(P,*(a3fl)) . 
lim p *ca,P’(1) = ntt cff = 1. 
n+m n 
In this paper, we suppose that the distribution da is the sum of an absolutely continuous distribution 
with respect to the Lebcsgue measure and of the Dirac distribution of magnitude 1 at the point 1: 
da(x) = w(x) dx + ldJ1. (3) 
So the sequence (c,),,~ satisfies the following relation: 
s 
1 
c, = x”w(x) dx + 1. (4) 
0 
In Section 2, we assume that there exists a real constant p > - 1 such that 
w(x) - K(l - x)” when x + l-, KE R. (5) 
We shall see that the sequence of modified moments accelerates the convergence of (C&N to 1. 
In Section 3, w is assumed to have an integral representation. We shall prove that the (Legendre) 
modified moments sequence (m.m.s.) accelerates (c,),~ N, is itself a sequence of moments in [ - 1, 0] 
and so can be transformed with the method of [lo], in a sequence with a geometric convergence 
factor (3 - 24) - 0.17 . . . 
2. First case: w(x) - K(l - x)P, x + 1, p > - 1, K E IR 
In this case, it can be proved with a change of variable that the sequence e,:= c, - 1 converges to 
0 with order p + 1 [lS, p. 182, Corollary la]: 
e, - Kn-P-l/T(p + 2) 
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(the converse is true if w is positive in [0, l] [18, p. 192, Theorem 4.33). If the constant p is not 
known, it can be deduced from the sequence (e,) or from (AC,) := c,+ 1 - c, since 
AC, = i;x”(l - x)w(x) dx. 
We obtain the following result. 
Theorem 2. If the sequence (c,),,~ of real numbers satisjes 
1 
1 
c, = X’W(X) dx + 1, 
0 
where w(x) - K(l - x)“, x + l_ and WE L’[O, 11, then the sequence 
u, = c(P,*(p’“))/P,*(p’o)(l) 
converges,faster than (c,),.~ to 1, i.e., 
(6) 
lim 
u, - 1 
- = 0. 
n+xG-- 




P~~‘p’(x)P~‘p)(x)(l - x)“(l + x)~ dx = 0 if n # m. 
noimalization of Pf,P’ is taken such that 
PF’fl’(l) = 
n+a 
( > n ’ 
shifted Jacobi polynomials are defined by 
p*(“,P)(x) = p?.D’(2x - 1). n 




” (x)(1 - x)“x”dx = 0 if n # m 
0 
and 
p*(“J)(l)= n;1 ) n 
( > 
p,*‘=‘B’(())=(_l)n “fI” . 
( > 
Let us set 
/*‘“‘B’(x) = P,*(a’p)(x)/pn*(“,P)(l) n and u,, := c(/,*(~’ “)_ (7) 
Since w E L* and w(x) N K(l - x)~ when x + 1~ , then w(x)(l - x)-” E L2((1 - x)~), and the follow- 
ing expansion holds: 
w(x)/(l -x)” = 5 a,Pn*(P30)(X). 
n=O 
(8) 
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The coefficients a, of (8) are 
s 
1 






’ (p;(p9°)(x))2(1 _ X)Pdx 
0 
= 2n yir+ 1 [15, p. 681. 
(9) 
(10) 
Since w(x)(l - x)-~EL~((~ - x)~), we have C,“=oa,2 < co and 
lim a, = 0. 
n+ 0z 
Since 




w(~)P,*(~“)(x)dx/P,*(~“)(l) + 1 
0 
a;2p+’ = + 1. 
Consequently 
u, - 1 c&.2p+l -= 
cn - 1 (2n + p + 1). y1 ; P 
( > 
.o(nP+‘) = R,.O(l), 
which implies 
lim 
24” - 1 
- = 0 since lim a, = 0. 
n+a.c,-l II+ 00 
Remark 3. If w does not belong to L2 [0, l] but only xqw(x) E L2 [0, l] for some q E N, then by the 
same way it can be proved that the sequence up):= c(~‘(~~‘~~~‘(x)):= c(x~~~‘~~~‘(x)) accelerates the 
convergence of (c, + q)nE Nand so accelerates (c,),,~ because (c,),,~ is a logarithmic sequence. 
Numerical examples 
In the following numerical examples, the quantities ~(l,*‘“~~’ (x)) can be computed by means of the 
expression for Jacobi polynomials [15, p. 681: 
p*(“JJ)(x) = v$o(; ” J)(” ; 8>(x - l)“Xn-“, ” 
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Table 1 
m.m.s. for c,+, = 1 + log (c,) 
n C” - 1 Qy. 0’) - 1 n c, - 1 c(poso’) - 1 
0 0.5 0.5 
1 0.40 0.31 
2 0.34 1.1.10-’ 
3 0.30 1.3.10-2 
4 0.26 - 3.8.10-3 
5 0.23 - 1.6.10-3 
6 0.20 -4x.10-4 
7 0.19 - 2.6. 10m4 
8 0.17 - 1.5.10~4 
9 0.16 - 0.9.10-4 
10 0.15 - 6.0.10-5 
11 0.14 -4.1.10-5 
12 0.13 - 2.9.10-5 
13 0.12 - 2.1’ 10-S 
14 0.11 - 1.5.10-5 
15 0.11 - 1.2.10-5 
16 0.10 - 0.9.10-6 
17 0.09 - 7.3 10-6 
18 0.09 - 5.8 10-6 
19 0.09 - 4.7.10-6 
20 0.08 - 3.8. 10m6 
21 0.08 - 3.1’ 10-6 
22 0.08 - 2.6. 10m6 
23 0.07 - 2.2.10-6 
24 0.07 - 1.9.10-6 
25 0.07 - 1.6.10m6 
which leads to 
where Akflci:= Akci+r - Akci, AOci:= ci. 
(a) Let us consider the sequence 
c “+I = 1 + log(c,), co = 1.5, 
which is a logarithmic sequence converging to 1 = 1. I do not know if (c,JnEN is a moment sequence 
but it can be proved that c, = 1 + 0(1/n) [13]. So we can use the m.m.s. c(~~‘~~~‘(x)) with p = 0. See 
Table 1. 
(b) The sequence 
c, = log (1 + l/&z) 
is totally monotonic and logarithmic [l, p. 1213. It converges to 0 as l/4. So we have to compute 
the modified moment c(I,*(~,‘)) with p = - 3. See Table 2. 
3. Second case: w admits an integral representation 
In this section, we assume that the sequence (c,,),,~~ 
following integral representation: 
satisfies (4) with a weight w(x) having the 
s 1 w(x) = 1 dp(t)> 0 1 -(ax+b)t (11) 
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Table 2 
m.m.s. for c = log (1 + (n + l)-‘/‘) 
n c, 
c(l,*‘- l/LO)) n cl! 
c(l,*‘-“2’o’) 
0 0.69 0.69.10-’ 13 0.23 0.17 10-2 
1 0.53 0.22.10-’ 14 0.22 0.10 10-2 
2 0.45 0.35.10~’ 15 0.22 0.13 10-2 
3 0.40 0.30.10~’ 16 0.21 0.74 10-3 
4 0.36 0.10.10-’ 17 0.21 0.10 10-3 
5 0.34 0.11.10~’ 18 0.20 0.59 10-3 
6 0.32 0.49.10-2 19 0.20 0.81 10-3 
7 0.30 0.57’ 10-z 20 0.19 0.48 10-3 
8 0.28 0.28. lo-’ 21 0.19 0.67 10-3 
9 0.27 0.35.10-2 22 0.19 0.39 10-3 
10 0.26 0.18. 1O-2 23 0.19 0.56 10-3 
11 0.25 0.24. 1O-2 24 0.18 0.33 10-3 
12 0.24 0.13.10~2 25 0.18 0.47 10-3 
where p is a function with bounded variation, but not necessarily nondecreasing (b d 1 and 
a + b d 1). 
If a + b = 1 or b = 1 then we assume that ~(1) - ~(1~) = 0 (this last assumption is to make 
w integrable on [0, 11). 
3.1. Representation of c(P,*) as a moment sequence 
We will show that the modified moment c(P,*) where I’,* is the Legendre polynomial shifted on 
[0, l] has an integral representation on an interval depending on a and b. The Rodrigues formula 
for the shifted Legendre polynomial is 
p*(x) = (- 1)” d” 
n ~d?c”WU - x)“). 
so 
c(PZ) = s ‘(- 1)” d” nrd$~“(l - x)“)w(x)dx + 1P,*(l). 0 . 
By n integrations by parts, we obtain 
1 1 ss nn c(P,*) - [P,*(l) = 0 0 xY1 - x)” c1 _ (,,” : b)t,” + 1 d/4r) dx. 
After the change of variable: t + u = x(1 - x) t/(1 - (ax + b)t), we obtain 
1 1 
c(P,*) - ZP,*(l) = ss 1 0 0 ‘“v”C1 -(ax + b)tld’ u x(1 - x) + v(ax + b) > dx 
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and 
v=l 
c(P,*) - W;(l) = un 
s s 
v” 





c = 0 x = w,(r) x(1 - x) x(1 - x) + v(ax + b) 
where xi(v) and x2(v) are the roots of the quadratic equation x(1 - x)/{ 1 - ax - b} = v belonging 
to [O, 11. 
If a = 1 and b = 0 then xi(v) = v and x2(v) = 1. 
Ifu=-landb=lthenx,(v)=Oandx,(v)=l-u. 
If we set 
C(x) = PWPZ(l), 
then the sequence 
c(ZT(x)) = 1 + 
where 
(c(/:))~ satisfies 
U” Vn MVh 
dy(v) = 
-‘= “““‘x(1 - x) + v(ux + b) 
+ 
V 




3.2. Particular case: a = - 1, b = I 











c(lZ) = 1 + (- 1)” v”dy(v) = 1 + vn dy (v). (14) 
0 -1 
Thus the sequence (~(1:))~~~ can be accelerated by some summation process as defined in 
[lo, 111: more explicitely, if we set 24 n:= c(lz), the sequence u(Zz) = 1 + St1 I,*(v)dT(v) where 
1X(x) = P,(2x + 1)/P,(3) satisfies 
s O U(ln*) = 1 + P,(2x + 1) _ -1 P,(3) dy(x) = I + &j; 1 f’.WG(+) 
and 
limsupIu(c) - ll”” = limsupIP,(3)I-“” = 3 - $ [15, p. 1941 
n- WL n + J 
since jP,(x)j d 1, VxE[- l,l]. 
Remark 4. If the function ,U in (11) is nondecreasing, then the function y defined by (13) is 
nondecreasing too and thus the sequence (c(Z,*)),,~~ of (12) is totally monotonic if a 3 0 and totally 
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oscillating around 1 if a < 0. In the latter case, the sequence c(g) can be accelerated by the 
s-algorithm (with the same factor of convergence if b = 1 and a = - 1 as before). For details see 
Cl 11. 
Remark 5. The result of this section remains valid if xP8(1 - x)-‘w(x) satisfies (11). In that case, we 
have to compute the m.m.s. u, = c(E,*(‘*‘)) and then the sequence u(c). 
Numerical examples 




k=O(k + 1)2’ co = O* 





,go(k + 1)2 = 
- log (4 dx 
01-x . 
So c, has the following integral representation: 
s lx”log(x)dx + c,= - l - l”g(x)dx 0 l-x s () l-x 
= 
s 
lx”log(x)dx + < 
0 l-x 6 
= g + 0(1/n). (15) 




’ - ’ dx 
0 1 -(l -x)t . 




c(P,*) = 0” 
- 210gb,& + 
-1 1-U 
It can be proved from the value of 
X2 (- 1)” 
c(P,*) - -6 - 7. 
1) and thus the modified moments c(P,*) have an integral 
7c2 
6’ 
- 2 log 1 u I/( 1 - u) around 21 = 1 that 
So the sequence c(P,*) converges faster than (c,),,~. Since - 2 log 1 0 I/( 1 - u) 2 0, Vx E [ - 1, 01, 
the sequence c(P,*) is totally oscillating around its limit rc2/6 and so can be accelerated, for example, 
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Table 3 
Error sequence for example (a) 
n c, - ??/6 c(P,*) - rr2/6 u(l,*) - 7c2/6 n c, - n2/6 c(P,*) - .rr2/6 u(l;) - 7r2/6 
0 - 1.64 - 1.64 
1 - 0.64 0.35 
2 - 0.39 - 0.14 
3 - 0.28 0.77.10~’ 
4 0.22 - 0.47’ 10-l 
5 - 0.18 0.32.10-l 
6 - 0.15 - 0.23.10-’ 
7 - 0.13 0.17.10-’ 
8 - 0.11 - 0.13.10~’ 
9 - 0.10 o.lo~lo-’ 
10 - 0.10 - 0.90.10-2 
11 - 0.08 0.75’ 10-2 











- 0.22’ 10-8 
- 0.34.10-9 
- 0.51’ 10-10 
13 - 0.07 0.54 
14 - 0.07 - 0.47 
15 - 0.06 0.41 
16 - 0.06 - 0.36 
17 - 0.06 0.32 
18 - 0.05 - 0.29 
19 - 0.05 0.26 
20 - 0.05 - 0.23 
21 - 0.04 0.21 
22 - 0.04 - 0.19 
23 - 0.04 0.18 
24 - 0.04 - 0.16 
25 - 0.04 0.15 
10-2 - 0.78.10~” 
10-z - 0.12. lo-” 
10-2 -0.18.10-” 
10-2 -0.29.10m13 




10-z - 0.29.10-” 
10-z - 0.47 lo- l8 
10-z - 0.75.10-‘9 
10-l - 0.12.10-19 
10-2 - 0.19.10-20 
by the s-algorithm or by the following modified moment sequence [lo]: 
where u is a linear form on the space of polynomials such that n(xn):= u,:= c(P,*). The error 
sequence e, = u(c) - rc2/6 satisfies (see Table 3) 
lim sup 1 e, 1 I” = 3 - JZ 
n* m 
(b) The sequence 
n- 1 
cn = *:oJ&k + 2)’ co = O, 
has the following integral representation (see [2]): 
s 
1 
c, = x”w(x)dx + 1, 
0 
where 1 is the limit of the series c, and 
2x 
s 
j - log X 
w(x) = (1 - x)& 
et2 dt. 
0 
From the definition of the series c,, the relation 
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Table 4 
Sequence for example (b) 
n C” - 1 u, - 1 &Ip’(U”) - 1 n c, - 1 u, - 1 E1p’(U”) - 1 
0 - 1.86 
1 - 1.36 
2 - 1.12 
3 - 0.97 
4 - 0.88 
5 - 0.80 
6 - 0.74 
7 - 0.70 
8 - 0.66 
9 - 0.62 
10 - 0.59 
11 - 0.57 
12 - 0.55 
13 - 0.53 
14 - 0.51 
- 1.86 - 1.86 
0.13 
- 0.88’ 10-r - 0.65.10-r 
0.63.10-r 
- 0.49.10~’ - 0.11’ 10-z 
0.4 .10-r 
- 0.33’ 10-r - 0.23. 1O-4 
0.28.10-r 
- 0.25.10-’ - 0.55.10-6 
0.22’ 10-r 
- 0.19.10-’ - 0.14.10-7 
0.18.10-’ 
- 0.16.10-’ - 0.38. lO-9 
0.15.10-r 
- 0.14.10-r - 0.10~10-‘0 
15 - 0.49 
16 - 0.48 
17 - 0.47 
18 - 0.45 
19 - 0.44 
20 - 0.43 
21 - 0.42 
22 - 0.41 
23 - 0.40 
24 - 0.39 
25 - 0.39 
26 - 0.38 
27 - 0.37 
28 - 0.37 
29 - 0.36 
0.13.10~’ 
- 0.12.10-r - 0.29 
0.11.10~’ 
- 0.10~10~’ ~ 0.84 
0.10~10~’ 
- 0.95.10-2 - 0.24 
0.90.10-2 
- 0.86.10-2 - 0.68 
- 0.82. lo-’ 
- 0.78. lo-’ - 0.19 
0.75.10-2 
- 0.72. lo-’ - 0.57 
0.69. lo-’ 









holds. We have to compute the m.m.s. u,:= c(Z~@,~)) with p = - 3. I do not know if 
(1 - x)l’% “w(x) satisfies (11) with j = $, but with exact arithmetics it can be remarked that (u,), 
is a totally oscillating sequence around its limit (computed and accelerated by means of the 
E-algorithm with exact arithmetic) 
1= 1.860025079221190307180695915717336693... 
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