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Figure 1: Levenberg-Marquardt/Gauss-Newton optimization methods are widely-used for direct image alignment problems,
where the Jacobian matrix is critical for fast and robust optimization. However, when initial alignment is not good enough,
numerical Jacobian is unable to provide good gradient directions for the optimization procedure as only the neighboring
pixels are employed in the computation of partial derivatives. To this end, we propose the learning of Jacobian based on
the feature map of both images (which leverages a large receptive field as shown in green shadow). The joint learning of
feature representation and Jacobian matrix enables us to have constraints on both the function and the partial derivatives in
the optimization process, making it converges in fewer iterations and achieve more robust results.
Abstract
Direct image-to-image alignment that relies on the op-
timization of photometric error metrics suffers from lim-
ited convergence range and sensitivity to lighting condi-
tions. Deep learning approaches has been applied to ad-
dress this problem by learning better feature representa-
tions using convolutional neural networks, yet still require
a good initialization. In this paper, we demonstrate that
the inaccurate numerical Jacobian limits the convergence
range which could be improved greatly using learned ap-
proaches. Based on this observation, we propose a novel
end-to-end network, RegNet, to learn the optimization of
image-to-image pose registration. By jointly learning fea-
ture representation for each pixel and partial derivatives
that replace handcrafted ones (e.g., numerical differenti-
ation) in the optimization step, the neural network facili-
tates end-to-end optimization. The energy landscape is con-
strained on both the feature representation and the learned
Jacobian, hence providing more flexibility for the optimiza-
tion as a consequence leads to more robust and faster con-
vergence. In a series of experiments, including a broad ab-
lation study, we demonstrate that RegNet is able to converge
for large-baseline image pairs with fewer iterations.
1. Introduction
Image-to-image relative pose estimation, a fundamen-
tal problem for many large projects such as structure from
motion [30], visual SLAM applications [31], etc, has been
well studied in the past several decades. Usually, such
a problem can be solved either relying on sparse, hand-
crafted features for indirect image registration [25] or di-
rect methods that minimize the re-projection photometric
error [1, 12, 3]. While feature-based methods suffer in
texture-less or texture-repetitive environments, direct meth-
ods usually require good initialization, e.g., from features,
to avoid local minima.
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Data-driven schemes, based on recently popularized
deep learning techniques, have shown great potential in as-
suring more robust performance [9, 35]. As a result, recent
works aim to estimate camera poses by either directly re-
gressing a 6d vector for rotation and translation angels from
convolutional neural network on image pairs [19, 35, 34,
23] or leverage data-driven approaches to solve the pose
estimation problem via minimizing a learned cost func-
tion [7, 33, 16]. Typically, regression-based methods can-
not provide a confidence for the estimation results as the
results are computed implicitly using neural networks, and
the fixed network structure limits their possibility to be ex-
tended to multiple view settings. Optimization-based meth-
ods essentially learn feature representations for each pixel
using neural networks and optimize the ’feature-metric’ er-
ror instead of photometric error. Here, pixels are repre-
sented using RGB or gray-scale representations as conven-
tional works [31, 1] and error is defined between the tem-
plate image and warped target image. Although such meth-
ods can be easily extended to optimize the relative pose of
multiple images and the feature representation may be im-
proved significantly by adopting learned feature [7, 33], the
conventional non-linear Gauss-Newton method that serves
to solve the optimization problem may strongly favor the
smooth feature, leading to the over-smoothed feature along
object boundaries.
In this paper, we exploit the power of data-driven ap-
proaches to jointly address the inappropriate feature repre-
sentation and the sensitivity of initialization issues in the op-
timization step of direct image-to-image registration prob-
lems, where the poses are estimated by minimizing the
feature-metric error. More specifically, by reviewing the op-
timization steps, we find that Jacobian matrix estimation us-
ing conventional methods (e.g., handcrafted Jacobian) tends
to be inaccurate when the initial point is not good enough.
We thus propose to learn the Jacobian matrix directly with
a new neural network architecture under the supervision of
re-projection error. The learned Jacobian scheme provides
more flexibility and better weightings for each Jacobian en-
try, since the neural network learns optimization steps in an
end-to-end fashion. Moreover, learning the Jacobian pro-
vides the possibility to reshape the original cost function
and find a easier optimizable energy landscape, as we in-
troduce constraints to both features and Jacobians. As a
result, we achieve more robust and faster optimization con-
vergence.
In order to verify the proposed algorithm, we present
an end-to-end system for image-to-image pose registration
problems, denoted as RegNet that jointly learns the fea-
ture representation and Jacobian for direct image-to-image
registration. The joint learning of Jacobian and learned
feature representation enables the neural network know
the overall optimization step and can be trained end-to-
end. Experiments on challenging dataset as well as abla-
tion study demonstrate that the proposed RegNet with the
novel learned Jacobian scheme achieves better performance
in terms of accuracy with larger convergence range.
2. Related Work
Existing methods on image-to-image pose estimation
problems can be roughly classified as three categories,
namely feature-based, regression-based, and direct image
alignment-based approaches.
Feature-based methods employ either handcrafted fea-
tures (e.g., SIFT [22]) or learned feature (e.g., LIFT [37])
to find correspondences between a provided image pair
and make use of the essential matrix constraint to esti-
mate the relative transformation matrix using robust opti-
mization techniques like RANSAC [13, 6] or predict funda-
mental matrix directly [28] given feature correspondences.
Feature-based methods are robust to initialization and effi-
cient for computing. However, such methods rely on feature
detection and cannot make full use of information provided
by the image, thus tend to overfit to feature-rich areas.
Regression-based methods, on the other hand, directly
predict the rotation angle and normalized translation vector
between the provided image pair using convolutional neu-
ral networks [23, 27] or the homography matrix given the
provided image pair [10]. For better generalization abil-
ity, Demon [35] takes as input optical flow vectors of each
pixel and regresses both motion vectors and a dense depth
map. Demon also provides a challenging dataset that con-
tains large baseline image pairs including indoor and out-
door dataset, which is also adopted in this paper for fair
comparisons.
Given an input image pair I1 and I2, direct image align-
ment approaches aim to minimize the photometric error:
c =
∑
x ||I1(τ(x, T, d))− I2(x)||2, where x represents the
pixel coordinate in image plane and τ(x, T, d) indicates the
warped coordinate based on relative transformation T be-
tween I1 and I2 as well as the depth value d at pixel x for
projective transformation. DTAM [24] and DSO [11] have
demonstrated attractive results of joint estimating pose and
depth by minimizing the photometric error using monocular
cameras. However, they require specific motions for initial-
ization and are sensitive to lighting changes / fast motion
due to the optical flow assumption made in their optimiza-
tion step, which assumes that the photometric term at the
same place are constant and continuous. Deep learning ap-
proaches are adopted to overcome these problems; however,
they are still at an early stage. CLKN [7] adopt the Lucas-
Kanade algorithm [3] to minimize the feature-metric error
of corresponding pixels for estimating the 2D transforma-
tion of two image patches, where features are learned us-
ing pyramid convolutional neural networks and the Gauss-
Newton optimization step in each iteration is regarded as
Figure 2: Overview of RegNet. Given two input images I1 and I2, a depth prediction neural network [21] provides an initial
depth estimation, which is then jointly optimized with the relative transformation iteratively using Levenberg-Marquardt
optimization algorithm. Both feature and Jacobian matrix are learned using our new neural network to achieve robust image
alignment.
“LK” layer which could be used for back propagation. [16]
apply similar method for aligning satellite images captured
at different seasons. For relative pose estimation in 3D
space, depth information is also required for image warping,
which is unknown in most cases and needs to be estimated
jointly with motion parameters. Both CodeSLAM [5] and
BA-Net [33] are proposed to use a more compact represen-
tation for depth maps instead of maintaining depth values
for each pixel independently. CodeSLAM [5] proposes a
compact code to represent the depth map using variational
auto-encoder networks and optimize the photometric error
on the code and motion parameters. BA-Net [33] makes use
of a depth prediction network [21] to infer the depth map
as a combination of depth basis and jointly estimates the
weight of each depth basis as well as motion by minimiz-
ing the feature metric error learned from [38] for two-view
bundle adjustment problem. [8] adopts a regression network
for motion and depth map initialization, and solves the non-
linear least square problem of jointly estimating depth per
pixel and motion using a recurrent neural network.
In this work, we investigate the image-to-image relative
pose estimation problem using direct methods as shown in
Fig. 2. For monocular image alignment problems, depth in-
put is required for image warping which is estimated us-
ing a depth prediction neural network [21] like [33, 34].
To further account for the inaccurate depth prediction from
monocular images, we also refine the predicted depth map
in a joint depth and motion optimization stage as [33].
While direct optimization based methods suffer from lim-
ited convergence range, our learned Jacobian replaces the
handcrafted numerical Jacobian, and thus achieves more ro-
bust and accurate alignments.
3. RegNet
3.1. Problem Formulation
Given an image pair (I1, I2), we aim to estimate their
relative transformation T in SE3 space. Depth of each pixel
is required for image warping under 3D transformations,
which is predicted using a monocular depth prediction net-
work [21]. The predicted depth map is inaccurate and may
introduce bias for image alignment. Instead of optimizing
the depth of each pixel, we adopt the compact depth map
representation method of BANet [33], which predicts N
depth basisB and represent the depth mapD using a weight
vector w: D = ReLU(wTB). w can be jointly optimized
together with motion T by minimizing the feature-metric
error r:
r = [r0, r1, . . . , rM−1], (1)
where residual ri = f1(xi) − f2(τ(xi, T,D)) indicates
the feature-metric error of pixel xi, and M is the number
of pixels determined by image resolution. xi represents
the pixel coordinate at image I1, and is warped to I2 by
function τ(xi, T,D). fk = F (Ik), k = 0, 1 indicates the
learned feature representation from image Ik using the fea-
ture learning network proposed in Sec. 3.2.
Given Eqn. (1), {w, T} are estimated by minimizing the
L2 norm of feature-metric error:
{w∗, T ∗} = arg min
w,T
||r||2, (2)
which can be optimized using LM algorithm [15]:
δ = (JTJ+ λI)−1(JT r), (3)
where
J =
∂r
∂(w, T )
= [Jw JT]
T
= [
∂r
∂w
∂r
∂T
]T .
(4)
Recall that r = [r0, r1, . . . , rM−1]. For ease of presen-
tation, we will only consider the Jacobian matrix Jk with
respect to rk in the following discussions. To further sim-
plify notations, we denote yi = (ui, vi) = τ(xi, T,D) as
the warped coordinate of xi. Then, the ∂ri∂T and
∂ri
∂w in Eqn.
(4) can be represented as follows:
∂ri
∂T
= −∂f2(yi)
∂T
= −[∂f2(yi)
∂ui
∂f2(yi)
∂vi
][
∂ui
∂T
∂vi
∂T
]T
(5)
∂ri
∂w
= −∂f2(yi)
∂w
= −∂f2(yi)
∂D
∂D
∂w
= −[∂f2(yi)
∂ui
∂f2(yi)
∂vi
][
∂ui
∂D
∂vi
∂D
]T
∂D
∂w
.
(6)
While ∂u∂T ,
∂v
∂T ,
∂u
∂D ,
∂v
∂D can be computed analytically in
SE3 space [4], ∂f2∂u ,
∂f2
∂v need to be estimated using numeri-
cal differentiation from neighboring pixels:
∂f
∂u
=
f(u+ 1, v)− f(u− 1, v)
2
,
∂f
∂v
=
f(u, v + 1)− f(u, v − 1)
2
.
(7)
Re-examining the previous formulations, when precise
initialization is provided, the Jacobian based on the hand-
crafted formulation (denoted as Numerical Jacobian) is ac-
curate enough to further refine the cost function. However,
when initial estimation is far away from the ground truth,
the fixed numerical Jacobian lacks the ability to account
for the linearization of the cost function in Eqn. (2). To
address this shortcoming, we propose RegNet to learn the
entire Jacobian matrix J with a new deep neural network
based on the feature representations of the image pair. As
demonstrated by the ablation study and experiments on pub-
lic datasets in Sec. 4, our proposed RegNet solves the non-
linear iterative optimization more effectively. In the follow-
ing subsections, we elaborate the Feature Learning Network
(FLN) and the Jacobian Prediction Network (JPN), respec-
tively.
3.2. Feature Learning Network
Direct image alignment using photometric error has been
well studied in previous approaches [1, 11], which however
are not robust to luminance change due to the photomet-
ric consistency assumption. Learning feature representa-
tions to replace the photometric term are then proposed in
[9, 7, 33] to improve the robustness for challenging cases.
Similarly, we leverage the powerful feature representations
to replace photometric error term using feature-metric er-
ror. To this end, we propose a multi-layer feature extraction
network with U-net [29] connections as shown in Fig. 3.
The coarsest level l0 layer is down sampled using average
pooling layers after convolution to a resolution of 16 × 12
with 256 dimensions for initial alignment. Feature maps are
then up sampled using bilinear interpolation by a scale of 2
and expanded with skip connections for each level, namely
l1 feature map at the resolution of 32× 24 with 128 dimen-
sions, l2 feature map at the resolution of 64×48 with 64 di-
mensions, and finally 192×128 with 32 dimensions. In our
experiments, we use feature maps from l0 to l2 for coarse
registration without depth optimization. Based on the initial
pose provided from the l2 layer, feature map l3 is used for
precise registration along with depth map optimization.
3.3. Jacobian Prediction Network
Reviewing the formulation and optimization elaborated
in Sec. 3.1, the Jacobian matrix in Eqn. (3) is typically com-
puted based on the numerical differentiation in Eqn. (7)
[33, 34]. Regardless the robustness of learned features in
handling brightness and view angle as noted in [9], the di-
rect optimization framework remains suffering from limited
convergence range and requires good initialization for ac-
curate alignment. The explanation to this issue can be ana-
lyzed as follows.
Recall that Jacobian matrix J is widely used in the
Gauss-Newton/LM optimization step to estimate the Hes-
sian matrix H = 2JTJ and gradient vector g = 2JT r.
The chain rule is adopted to compute J as shown in Eqn. 5.
While ∂u∂T ,
∂v
∂T can be computed analytically on the Lie
manifold, ∂f∂u and
∂f
∂v are approximated using numerical dif-
ferentiation. However, such approximation holds under the
case that feature is smooth between the initialization pixel
and ground truth corresponding pixel. Learning features
that are suitable for Gauss-Newton optimization enforce
the learned feature map to be smooth across large baseline,
which blurs the feature representation at object boundaries
certainly.
Instead of using numerical differences of f2 in the non-
linear Gauss-Newton optimization, we learn the computa-
tion of the partial derivatives of the feature-metric error.
This leads to a better-shaped energy landscape compared
to previous methods that only learn feature representations
Figure 3: Details of the proposed network are presented in this figure. For feature learning network, we use a U-Net like
structure to predict feature maps at different resolutions for coarse-to-fine image alignment. Image pair are resized to 512x384
firstly as input. For down sampling we use average pooling after Gaussian smoothing and up sampling with bilinear interpo-
lation. Jacobian prediction network takes input with both the feature map of the first image f1 and warped feature map of the
second image f¯2 and predicts the entire Jacobian matrix.
with handcrafted Jacobian (denoted as numerical Jacobian).
The advantage originates from the learnable parameters for
the respective partial derivatives, which remove the con-
straint of smoothness on feature representations effectively.
We also argue that the Jacobian matrix J could be better
computed based on f1 and the warped feature map of I2:
f¯2, as the cost function is nonlinear yet the handcrafted Ja-
cobian computation only considers the linearization step of
f2. In other words, introducing the information of f1 in the
neural network helps to provide more constraints (e.g., the
similarity of f1 and f¯2) during the computation of Jacobian
matrix. As a consequence, we can ‘navigate’ on the energy
landscape more robustly (so as to avoid local minima), and
the convergence can be achieved faster due to the learned
Jacobian entries.
As illustrated in Fig. 3, the Jacobian prediction network
is realized by concatenating the feature map f1 and warped
feature map of f2: f¯2 and then followed by four residual
blocks from ResNet [18]. Note that the last layer does not
have nonlinear activation and output both positive and neg-
ative Jacobian entries.
3.4. Training details
To estimate the image-to-image pose, we jointly opti-
mize the relative transformation T and image depth D us-
ing direct optimization techniques [33]. For depth predic-
tion network, [21] is adopted for depth basis prediction,
and it is pretrained on the provided training set to provide
rough depth map initialization. We then fine-tune these re-
sults as well as the feature learning network together for
joint depth-motion optimization. The feature learning net-
work is trained in a hierarchical manner. Firstly, we only
predict the l0 layer feature map and trained jointly with Ja-
cobian prediction network for the non-linear Gauss-Newton
optimization. Based on the initial relative transformation
provided from previous layer, the following layer is trained
to refine the results.
For the Jacobian prediction network, it is trained on
the first layer for initialization merely, while later layers
are optimized using numerical Jacobian as they are already
roughly aligned to convergence range. During training, in-
stead of using Identity matrix as initial relative transforma-
tion matrix, we provide a random disturbance on it (e.g.,
randomly rotate each axis from -10 to 10 degrees and trans-
late with a norm of 10% of the average value of the pre-
dicted depth map) for each training image pair in order to
avoid overfitting and enforce the network to be able to deal-
with large motion cases. The network is trained in a super-
vised manner given ground truth of relative transformation
T ∗ and depth mapD∗ by minimizing the re-projection error
for each pixel:
L =
M−1∑
i=0
||τ(xi, T,D)− τ(xi, T ∗, D∗)||2, (8)
where T,D are the predicted relative transformation matrix
and depth map, respectively. In practice, we find that when
set the l2 norm of reprojection error as the cost function
and train the network from random initialization directly,
the network learns slowly and requires too many training
samples to converge. A better solution is to replace the l2
norm L by log(L+1), which gives negative samples (image
pairs that have a large reprojection error after optimization)
a smaller weight and encourages positive samples during
training. After the bootstrapping process, we further replace
the log(L + 1) back to L to deal with large baseline image
pairs.
For the final layer where the depth and motion are jointly
optimized, we combine the cost from image alignment (re-
projection error) and depth map prediction to jointly train
the depth prediction network and feature learning network:
C = λL+ β(D1, D
∗) + β(D0, D∗), (9)
where β(D,D∗) is the BerHu penalty between the dense
depth map D and D∗, D0 indicates the initially estimated
depth map, and D1 is the optimized depth map. λ is a fixed
parameter to balance image alignment error and depth opti-
mization error.
The network is trained using Adam optimizer [20] with
an initial learning rate of 0.0001 using pytorch [26]. 80K
image pairs are randomly sampled from the training set to
train each layer of the feature learning network.
4. Experiments
The dataset provided by Demon [35] is adopted for both
training and testing. It contains randomly selected image
pairs from MVS [14] for outdoor dataset, RGBD [32] and
SUN3D [36] for indoor dataset. Note that the synthetic
dataset Scenes11 with random geometry used in [35] is ex-
cluded, as it is not applicable for the depth prediction net-
works [21].
According to Demon [35], the training data contains
3773 image pairs for RGBD dataset, 1346 image pairs for
MVS dataset and 32885 image pairs for SUN3D dataset. To
make sure that the training data used for three dataset are
basically equal, we use different sampling rates for differ-
ent dataset, namely 1 for MVS dataset, 0.5 for RGBD dataset
and 0.05 for SUN3D, respectively.
4.1. Quantitative Evaluation
We compare RegNet with Demon [35], the state-of-the-
art image-to-image registration approach that regresses rel-
ative transformation and dense depth map based on opti-
cal flow vectors. Experiments using conventional meth-
ods implemented in Demon are also included; e.g., Base-
SIFT which uses sparse SIFT feature points for correspon-
dence search, Base-FF which uses the dense optical flow
method [2], Base-Matlab using the KLT tracker imple-
mented in Matlab, and Base-Mat-F employing the optical
flow fields estimated from Demon. The collected corre-
spondences are adopted to estimate the essential matrix us-
ing RANSAC [13] and 8-point algorithm [17], which are
further refined by minimizing re-projection error of corre-
spondences.
We use the rotation error and translation vector error
adopted in [35] for evaluations. The mean error of each
algorithm is presented in Tab. 1. Compared with other al-
gorithms, the proposed RegNet (denoted as Ours-LJ as it
uses learned Jacobian scheme) achieves considerably bet-
ter performance on the RGBD and SUN3D dataset, while
comparable performance on MVS dataset. The possible ex-
planation to the limited improvement on MVS dataset could
be attributed to the depth prediction network [21] for single
image depth prediction, which relies on the labeled ground
truth depth during training. However, for the dataset of De-
mon, the infinity depth (such as the sky) is set as NAN ,
leading to unconstrained depth prediction results on the out-
door dataset MVS. As further demonstrated by the median
error of rotation and translation in Tab. 2, Ours-LJ results in
significantly higher performance for MVS dataset as well.
For more comprehensive evaluation of the proposed Ja-
cobian learning scheme, we train a network that learns fea-
ture using the same network structure as RegNet, while the
Jacobian using numerical Jacobian scheme as [33] instead
of learning (denoted as Ours-NJ). For all the three dataset,
the joint learning of feature and Jacobian (Ours-LJ) leads
to considerably better results compared with methods that
learn features merely (Ours-NJ). In other words, the pro-
posed Jacobian prediction network takes effect to learn the
optimization in a better way than numerical Jacobian.
Table 1: Quantitative evaluations on public data-set [35]
(mean error in degree). Ours(NJ) indicates that Numerical
Jacobian is used, and ours(LJ) shows the result of Learned
Jacobian.
RGBD
T / R
MVS
T / R
SUN3D
T / R
Base-SIFT 56.02/12.01 60.52/21.18 41.83/7.70
Base-FF 46.06/4.71 17.25/4.83 33.30/3.68
Base-Matlab 49.61/12.83 32.74/10.84 32.30/5.92
Base-MatF 22.52/2.92 18.54/5.54 26.33/2.23
Demon 20.59/2.64 14.45/5.15 18.81/1.80
Ours-NJ 15.6/2.67 23/9.0 19.0/2.47
Ours-LJ 11.25/2.16 16.23/5.95 14.77/1.75
Table 2: Quantitative evaluations on Public data-set (me-
dian error in degree)
RGBD
T / R
MVS
T / R
SUN3D
T / R
Demon 10.33/1.51 6.49/1.53 11.26/1.40
Ours-LJ 5.38/0.81 5.30/1.35 11.68/1.25
4.2. Ablation Study
To further evaluate the performance of joint feature and
Jacobian learning network, we particularly study the fol-
lowing four methods using the same test data:
• Conventional - only the photometric error is mini-
mized using numerical Jacobian.
• Learned Feature - only features are learned while the
feature metric error is minimized using numerical Ja-
cobian scheme during both training and testing.
• RegNet - the method proposed in this paper, where
both Jacobian and feature space are learned.
• RegNet with Numerical Jacobian - feature represen-
tations are learned jointly with the learned Jacobian
scheme and trained as RegNet, yet Numerical Jacobian
is used instead during testing to verify the performance
of the Jacobian prediction network.
Figure 4: Illustration of cumulative distribution function of
re-projection error on the SUN3D dataset. RegNet achieves
the best alignment performance by aligning most image
pairs to a smaller reprojection error.
Figure 5: Illustration of successfully registered image pair
ratio versus different initial re-projection error. Image pairs
with a smaller initial reprojection error are easier to be suc-
cessfully registered.
We use the test set of SUN3D dataset to evaluate the
alignment performance of different algorithms. Each test
sample is tested 100 times with random distortions added in
the initialization, and the optimization runs for 5 iterations.
Image alignment quality is evaluated by the percentage of
the re-projection error against the image width. The corre-
sponding results are presented in Fig. 4 using the cumula-
tive distribution function of the optimized re-projection er-
ror from different methods. The initial re-projection error
without optimization is also presented as a reference. As
shown in this experiment,
• Conventional (using numerical Jacobian to minimize
the photometric error) is only slightly better than the
initial status, which proves that numerical Jacobian
and photometric error is not applicable for large base-
line image pair alignment problems.
• Learned Feature (using numerical Jacobian and
learned feature) achieves comparable performance
with RegNet given a large threshold yet fails for more
precise alignments, demonstrating that feature repre-
sentation learned using numerical Jacobian is only able
to roughly align image pairs.
• RegNet (joint learning of feature representation and Ja-
cobian matrix) outperforms the others by inducing the
smallest re-projection error.
To further investigate the performance of the proposed
Jacobian prediction network, we implement experiments to
check the successfully registered image pair ratio versus dif-
ferent initial re-projection errors, as shown in Fig. 5. We
group image pairs based on their initial re-projection error
for every 5% of the image width, from 0 to 0.3, and the last
group is set as [0.3 1]. Image pairs whose re-projection
error is below 5% after optimization is regarded as a suc-
cessful registration. It can be observed that
• RegNet achieves the best successful ratio for all the
initialization conditions. The advantage of our Reg-
Net tends to be more significant when the initial re-
projection error is larger compared with the other algo-
rithms. For extreme cases when the re-projection error
is larger than 30%, most direct methods fail completely
while joint learning of feature and Jacobian scheme
achieves a 40% successful rate.
• Learned Feature achieves the second place in aver-
age. More interestingly, compared with the RegNet
with Numerical Jacobian method, Learned Feature
achieves a higher successful rate when the initial re-
projection error is large while a lower successful rate
when the initial reprojection error is small. Such phe-
nomena reveals that due to the forced smooth property
as analyzed in Sec 3.3, feature representation learned
in Learned Feature is over-smoothed and less precise
than the features learned using RegNet.
Figure 6: An image pair is randomly chosen from the test set of each dataset and visualized here to show the image-to-image
registration result compared with Demon. Image i2 is warped to the coordinate of i1 based on the predicted depth and motion
parameters. Left is our result and right is the result from Demon. Appearance error is computed based on the photometric
error between the warped image and the original image i1 (normalized to [0 1] for visualization).
4.3. Qualitative Evaluation
We randomly select one test image pair in each dataset
to compare the image-to-image registration result qualita-
tively. As shown in Fig. 6, the column of a, b and c cor-
responds to the dataset of RGBD, MVS and SUN3D, re-
spectively. For each dataset, the first row presents the input
image pairs (left for I1 and right for I2). The second row
shows the warped image from I2 to the coordinate of I1
based on our method (second row left) and Demon (second
row right), respectively. Then the third row visualizes the
registration error (represented by the photometric error be-
tween I1 and the warped image of I2). Apparently, the pro-
posed joint learning of feature and Jacobian scheme assures
superior performance than Demon in producing lighter er-
ror map for image-to-image alignment.
5. Conclusion
In this paper, we presented RegNet, a novel neural net-
work architecture that jointly learns Jacobian with the fea-
ture space, resulting in an increased convergence range for
image-to-image alignment problem. Our ablation study
demonstrates that jointly learning of feature and Jacobian
improves the performance of direct image-to-image align-
ment optimization, especially for challenging cases with a
poor initial alignment. For future works, we plan to extend
the current image-to-image alignment to a full monocular
SLAM system for dense monocular 3D reconstruction. The
proposed approach will be released publicly.
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