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の基礎 となるアルゴリズムは VonNeumanや Turing等にさか登る源流を持
ち､その情報処理方式はノイマン型又は逐次処理型と呼ばれ､ディジタルな信号
列を順次処理する方法で､正確な高速データ処理を可能ならしめた｡ しか しなが







(1) 情報処理系を非線形動力学系 とみなすとする｡その時に系の動力学的構造 と
情報処理機能 (特に非ノイマン型的性格 を持つもの)との間に何らかの関連
なり対応関係が存在するのかどうか?




しか しこれのみでは一般論としての疑問に しかならず､ より焦点をはっきり
させる必要がある｡ そこで耗々は､とりあげる情報処理機能としては､







の二つ及びその組合せを取 り上げることとする｡ またそれに付随 して具体的に取
り扱 うモデルとしては､
(班)離散状態 ･離散時間近似(セルオー トマ トン的近似)を行った神経回路網のモ





な部分を落として しまったかもしれないことはあ り得ることである｡ しか しこ
こではこれ以上モデルの近似問題には立ち入 らない｡





















explosion､(B)programcomplexityを逓減 しようとするものである｡ この よう
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な視点は､孜々がなぜ具体的に取 り上げるモデルとして リミッ トサイクルを埋
め込んだ神経回路網系を選んで研究す るか と言う事に対する理由を与えている｡
さてそれに基ず い て､以下に我々の取 り扱 う神経回路網の もう少 し具体的な時
間発展の差分方程式等を記 してお く｡
今 〃 個の神経細胞があ り､その発火､非発火がおのおの
･` - 巨 (i- 1～Ⅳ ,
なる力学変数で表 されるとし､ また各神経細胞の状態の時間発展は
〟







あ り､ この小論では便宜上すべてゼ ロととる｡ リミッ トサイクルを埋め込む と
しているので､埋め込みたい発火パターンの集合 代1(今の場合はベク ト)i,集合)
をとり､1リミッ トサイクル当た りのパ ター ン数 を M個 とし､それを合計で L
個 とるとすると行列 Tは
i M
T - ∑ ∑erl⑳ ep
p=l^=l
となる｡ ⑳は直積 をとる記号である. ちドM+1= ㍉ l とする｡
(1･4)
与2 リミッ トサ イクル型メモ リの記憶想起特性
(1･4)によって埋め込まれた リミッ トサイクルは定まった大 きさと構造のある
basinを持 ち､Slで述べたような意味でのmany-t0-0necorrespondenceに基ず く
情報処理機能を持つ｡例えばそのノイズ除去能力の性能は実際にシ ミュレー ショ
ンを実行 してみる と､自己相関型のシナプス行列 を持たせた系に比べ､Mが大 き




件 とし､(1.2)に代入 してどんな発火パターンに収束するかを調べ､それを多 く
の初期条件のアンサンブルにわたって平均 し､統計的データをとる｡図1は､.そ
うやって得 られたデータの一つを示 してある｡横軸は収束 した時のパ ター ンと
ターゲットパターンとの内積
cosO=(1/N)A.S(t) (2･1)
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わけであるが､上の ノイズ除去能力に見 られるようにア トラク ター とその









くする)変化を与えた｡ 神経細胞数 〃=400の例で言えばそのrangeパ ラメー
タR=400をある時刻に例えば R=40ととり
S･'t' 1 '- 0 tj={宇 土 2., T ･j Sj 't ' ) (3･1)
とする｡ ここに ii;±20)は i-siteを中心に前後､計で40個の近傍の神経細胞
のみからの信号を Tij を通 じた積和で取 り入れることを示す｡ ただ し今のモデ
ルでは､ シナプスの結合の強さに距離依存性を導入 していないので距離 というの
は結合個数の意味であ り､神縫細胞間の遠近 とは関係がない ことを注意 してお
く｡ さてこうしたパラメータスイッチの導入により､それまで他の リミッ トサ
イクルのパター ンとの重なりからくる影響に坑 して､当該 リミッ トサイクルの
安定性を保証 していたおのおのの神経細胞が受ける ｢分子場｣が揺 らぐ(弱 くな
る)ような効果を与える｡ こうした一種の信号伝達の抑制により､一般的に言え
ば､Ⅳ の一桁下がったレインジぐらいで元のア トラクターは不安定 となり､系
の発火パ ター ン fSi(i))は相空間内で遍歴的(itinerant)となる傾向を持ち始め
る｡ この軌道が発火パターンの相空間 (N=400だと400次元の中の超立方体の
上の2400個の頂点か らなる空間)の どのあた りを通過 しているのかを調べるた
め､レインジR とその値での時間発展継続時間 t を一組のパラメータ p…tR,
可 とし､ある pのところでの時間発展の後､ もとの仝結合に戻 して時間発展 を
続けてやる (図2参照 )｡するとある p のところでの時間発展の時､埋めこんで
あるどれかのア トラクターのbasin を通過 していると､仝結合になった際､速
やかにそのア トラクターに収束するため､大体の通過領域を知ると共にその近 く
のア トラクター (自分自身~をも含む)に移ることがで きる(図3参照 )｡従ってこ

















パ ラメ タスイッチ ングのや り方











構造と情報処理機能 (特に非 ノイマン型的性格を持つもの)との間に何 らかの関
連なり対応関係が存在するのかどうか という物理学的な問題意識を持っている事
を示 した. そ してその中で､単純なア トラクター(fixedpointや lirpitcycle)
は､位相空間内で many一七0-0mecorrespondenceの性質 を持 っていることを墜



















(3) 数理科学特集 :組合せ理論 と応用- p-NP問題 - ､サ イ
エ ンス社 (1986年3月号 )
(4) 数理科学特集 :ニューラルネッ ト- 脳科学の前線 - ､サイ
エンス社 (1987年7月号 )
合原一幸 :ニューラル コンピュー タ､東京電機大学 出版局 (
1988年 )
麻生秀樹 :ニューラルネッ トワーク並列情報処理､産業図書 (
1-988年 )
(5) 甘利俊一 :神経回路網の数理､産業図書 (1978年 )
(6) Y･Mor.i,P･DavisanldS･Nara:toappe架 IJ･Phys･A
(7) P.DavISandS.Nara:Preprint
-694-
