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Introduction
The numerical solution of optimal control problems via the Dynamic
Programming (DP) approach is mainly motivated by the search for
feedback controls for generic nonlinear Lipschitz continuous vectorfields
and costs.
Hamilton-Jacobi-Bellman equation and feedback controls
v(x) + max
a∈A
{−f (x , a) · ∇v(x)− l(x , a)} = 0 , x ∈ Ω
⇓
a∗(x) ≡ arg min
a∈A
{f (x , a) · ∇v(x) + l(x , a)} , x ∈ Ω
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DP’s advantages and disadvantages
PROS
1. The characterization of the value function is valid for all classical
problems in any dimension.
2. The approximation is based on a-priori error estimates in L∞, is valid in
any dimension and does not require structured grids.
3. The computation of feedback controls is almost built in and there are
nice results in low dimension.
CONS
The ”curse of dimensionality” makes the problem difficult to solve in high
dimension due to
1. computational cost
2. huge memory allocations.
M. Falcone (SAPIENZA, Rome) Recent results on control and games 5 / 40
DP’s advantages and disadvantages
PROS
1. The characterization of the value function is valid for all classical
problems in any dimension.
2. The approximation is based on a-priori error estimates in L∞, is valid in
any dimension and does not require structured grids.
3. The computation of feedback controls is almost built in and there are
nice results in low dimension.
CONS
The ”curse of dimensionality” makes the problem difficult to solve in high
dimension due to
1. computational cost
2. huge memory allocations.
M. Falcone (SAPIENZA, Rome) Recent results on control and games 5 / 40
Classical fixed point algorithm
The classical algorithm is based on fixed-point iterations
v k+1i ,j = S(v
k





where all the grid nodes are visited in some fixed order at each iteration.
S represents the fully discrete operator (FD, semi-Lagrangian, ...).
Drawbacks
This algorithm can be slow, especially for d ≥ 3, due to the huge number
of nodes.
WARNING
At each iteration a large part of grid nodes are NOT really updated so
these computations are completely useless.
M. Falcone (SAPIENZA, Rome) Recent results on control and games 6 / 40
Classical fixed point algorithm
The classical algorithm is based on fixed-point iterations
v k+1i ,j = S(v
k





where all the grid nodes are visited in some fixed order at each iteration.
S represents the fully discrete operator (FD, semi-Lagrangian, ...).
Drawbacks
This algorithm can be slow, especially for d ≥ 3, due to the huge number
of nodes.
WARNING
At each iteration a large part of grid nodes are NOT really updated so
these computations are completely useless.
M. Falcone (SAPIENZA, Rome) Recent results on control and games 6 / 40
Classical fixed point algorithm
The classical algorithm is based on fixed-point iterations
v k+1i ,j = S(v
k





where all the grid nodes are visited in some fixed order at each iteration.
S represents the fully discrete operator (FD, semi-Lagrangian, ...).
Drawbacks
This algorithm can be slow, especially for d ≥ 3, due to the huge number
of nodes.
WARNING
At each iteration a large part of grid nodes are NOT really updated so
these computations are completely useless.
M. Falcone (SAPIENZA, Rome) Recent results on control and games 6 / 40
Efficient methods
The ”curse of dimensionality” has limited the applications of this theory to
industrial cases.
We want to overcome this technical problem developing new efficient
algorithms with limited (and controlled) memory allocations and
reasonable CPU times.
To this end we have modified the standard approximation scheme based
on a fixed point iteration of a discrete Hamilton-Jacobi-Bellman equation
derived by DP.
Fast Marching Methods / Local Algorithms
Domain Decomposition Methods / Parallel Algorithms
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Classical Fast Marching Method
The FMM was introduced by Tsitsiklis in 1995 and then J. A. Sethian in
1996. It is an acceleration method for the classical iterative FD scheme for
the eikonal equation (i.e. f (x , a) = c(x) a, l(x , a) = 1, a ∈ B(0, 1) and
Target Ω0).
Main Idea
Processing the nodes in a special ordering one can compute the solution in
just 1 iteration.
Remark
This special ordering corresponds to the increasing values of v . The main
feature of these methods is that they have an O(N ln(N)) complexity.
M. Falcone (SAPIENZA, Rome) Recent results on control and games 9 / 40
Classical Fast Marching Method
The FMM was introduced by Tsitsiklis in 1995 and then J. A. Sethian in
1996. It is an acceleration method for the classical iterative FD scheme for
the eikonal equation (i.e. f (x , a) = c(x) a, l(x , a) = 1, a ∈ B(0, 1) and
Target Ω0).
Main Idea
Processing the nodes in a special ordering one can compute the solution in
just 1 iteration.
Remark
This special ordering corresponds to the increasing values of v . The main
feature of these methods is that they have an O(N ln(N)) complexity.
M. Falcone (SAPIENZA, Rome) Recent results on control and games 9 / 40
Classical Fast Marching Method
The FMM was introduced by Tsitsiklis in 1995 and then J. A. Sethian in
1996. It is an acceleration method for the classical iterative FD scheme for
the eikonal equation (i.e. f (x , a) = c(x) a, l(x , a) = 1, a ∈ B(0, 1) and
Target Ω0).
Main Idea
Processing the nodes in a special ordering one can compute the solution in
just 1 iteration.
Remark
This special ordering corresponds to the increasing values of v . The main
feature of these methods is that they have an O(N ln(N)) complexity.
M. Falcone (SAPIENZA, Rome) Recent results on control and games 9 / 40
Classical Fast Marching Method
The nodes are divided in three sets: Accepted, Narrow Band and Far.
At each step, the NB node with the minimal value is labelled as Accepted
and the NB zone is updated.
The solution is computed following the gradient flow instead of the
characteristic flow as required, then it works only for hyperbolic equations
such that gradients and characteristics lie on the same simplex (f.e. the
eikonal equation).
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The classical FM method fails: an example
Anisotropic eikonal equation in 2D
f (x , a) =
a√
1 + (λa1 + µa2)2
, l(x , a) = 1 ,
a = (a1, a2) ∈ B2(0, 1)
Ω0 = {0}
EXACT FM
The minimal value rule to select between NB nodes is uncorrect!
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Progressive Fast Marching (PFM) Method
Main Idea: keep the computation local
The node to be accepted is found by means of computations which involve
only the nodes in NB and in NB’s first neighbours NBN.
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Progressive Fast Marching (PFM) Method
Algorithm
1. Solve the equation in NB iteratively until all values stabilize
(⇒ at least one node has the ”exact” value).
2. Find vmin = minX∈NB{v(X )}.
3. The value vmin is assigned to the nodes in NBN.
4. Re-solve the equation in NB and compare new and old values.
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Progressive Fast Marching (PFM) Method
Algorithm
5. If vnew (X ) 6= vold (X ) for all X ∈ NB it means that now all the values
of the nodes in NB do not depend on Accepted zone, and this is
impossible because of step 1. Then, we slightly increment the value
vmin and repeat the procedure until a node Y ∈ NB satisfies
vnew (Y ) = vold (Y ).
6. The node Y is labelled as Accepted .
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Some comments
To our knowledge PFM method is the only one able to find the
correct order of acceptance, keeping the computation local.
PFM method recovers standard FM method when solving the eikonal
equation.
More than one node per iteration can be accepted, as in
Characteristic FM and Group FM methods.
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Level sets of the solutions
M. Falcone (SAPIENZA, Rome) Recent results on control and games 14 / 40
Test 1: Anisotropic eikonal equation in 2D
f (x , a) =
a√
1 + (λa1 + µa2)2
, l(x , a) = 1 ,




M. Falcone (SAPIENZA, Rome) Recent results on control and games 14 / 40
Test 2: Zermelo navigation problem in 2D
f (x , a) = 2.1 a + (2, 0) , l(x , a) = 1 , a ∈ B2(0, 1) , Ω0 = {0}
FM PFM
Level sets of the solutions
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{−f (x , a, b) · ∇v(x)− l(x , a, b)} = 0 , x ∈ Ω
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Test 3: Differential games
Example: Tag-Chase game in 2D with control constraints
f (x , a, b) = (2a, b) ,
l(x , a, b) = 1 ,
a ∈ A = {(cos θ , sin θ) : θ ∈ [pi/4, 7pi/4]} ,
b ∈ B = B2(0, 1) .
Level sets of the PFM solution and optimal trajectories
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Classical Domain Decomposition algorithm (DD)
Main idea
Splitting the problem in Ω into R subproblems in subsets
Ωj , j = 1, . . . ,R and assign each subset to a different processor.
Algorithm
REPEAT
(1) Compute one iteration of the numerical operator S restricted to every
domain Ωj , j = 1, . . . ,R
(2) Couple the information on the overlapping zones (Transmission
Conditions)
UNTIL a stopping rule is satisfied
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Classical DD: Transmission Conditions
The correct transmission condition is the min operator
min{S1,S2, . . . ,SD}.
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Beyond the classical DD
Drawbacks of the classical DD
Regions Ωj are arbitrarily chosen and then characteristics may cross their
boundaries.
Processors must share a part of the domain (overlapping regions) and
communicate at each fixed-point iteration.
Computation can not be stopped before all regions reach convergence.
Our Goal
Find a domain decomposition such that each sub-region is invariant with
respect to the optimal dynamics.
Efficient parallelization: no need for synchronization between
processors.
Computations are totally independent: once a processor finishes a job,
it can be reassigned to another job.
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How to find an optimal domain decomposition?
Patchy Method by Ancona & Bressan (1999)
Theoretical framework: stabilization of controlled systems through
feedback controls which are piecewise constant on a dynamics-invariant
domain decomposition (Patches)
Patchy solutions by Navasca & Krener (2007), Hunt (2011)
Under regularity assumptions, an Al’brecht’s power series approach
combined with Cauchy-Kovalevskaya techniques allow for a local
reconstruction of the solution to HJB equations on patches expanding
from the origin.
Our Patchy method
Patchy decomposition generation solving the equation on a coarse grid
Parallel solution on a fine grid
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The Patchy Algorithm
Fix two grids Gcoarse and Gfine.
Algorithm
1.(Computation on Gcoarse) Solve the equation by means of the classical
domain decomposition technique. This leads to the solution vcoarse.
2.(Interpolation on Gfine). A first approximation v
(0) of the solution on
Gfine is given by interpolation of the values vcoarse.
3.(Computation of a coarse optimal control) Compute for x ∈ Gfine
a∗coarse(x) = arg min
a∈A
{f (x , a) · ∇v (0)(x) + l(x , a)}
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The Patchy Algorithm
Algorithm
4.(Partition of target). On Gfine divide the target Ω0 in R parts denoted
by Ω j0, j = 1, . . . ,R.
5.(Main cycle) For j = 1, . . . ,R,
5.1. (Creation of j-th patch). Use a∗coarse to find the nodes in Gfine
having Ω j0 in their numerical domain of dependence. (Detailed in the
next slide)
5.2. (Computation in j-th patch). Solve iteratively the equation in the
j-th patch until convergence is reached, imposing state constraints
boundary conditions.
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The Patchy Algorithm: creation of a patch
Iteration
Solve iteratively by interpolation the numerical scheme (∆t > 0)
φn+1(x) = φn(x + ∆t f (x , a∗coarse(x)))
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The Patchy Algorithm: creation of a patch
Projection
Project the color j into a binary value
φ̂ = χ{φ≥ 1
2
}
The sub-domain Ωj = {x ∈ Gfine\Ωj0 : φ̂(x) ≡ 1} is the j-th patch.
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The Patchy Algorithm: invariant domain decomposition
Patchy domain decomposition
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The Patchy Algorithm: add-ons
Several tricks can be enabled in order to speedup the computation:
The solution on the coarse grid is used as initial guess for the
computation on the fine grid, thus saving some iterations of the fixed
point scheme.
The nodes inside each patch are ordered (e.g. with respect to their
values) trying to fit the causality principle.
The evaluation of the min in the equation is reduced by implementing
adaptive control discretization.
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Test 1: Eikonal Equation in 2D
f (x1, x2, a) = a , A = B(0, 1) , Ω0 = B(0, 0.5).
Patchy domain decomposition (8 patches)
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Test 1: Eikonal Equation in 2D – Patchy Error
Patchy Error
Epatchy = vpatchy − v
Due to the fact that patches are not perfectly independent.
Error in norm ‖ · ‖1 depending on space steps kcoarse and kfine.
kf =0.08 kf =0.04 kf =0.02 kf =0.01 kf =0.005
kc=0.08 0.436 0.275 0.102 0.065 0.048
kc=0.04 – 0.088 0.029 0.014 0.005
kc=0.02 – – 0.038 0.012 0.004
kc=0.01 – – – 0.011 0.006
kc=0.005 – – – – 0.004
A = B(0, 1) is discretized with 32 points and the number of patches is 16.
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Test 1: Eikonal Equation in 2D – Patchy Error
Patchy solution Patchy error
The error is localized on the boundaries of the patches!
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Test 1: Eikonal Equation in 2D – CPU times
CPU times (in seconds) depending on the number of processors and the
number of patches
Controls: 32. Grid: 1002 → 8002
2 patches 4 patches 8 patches 16 patches Best DD
1 core 2702 1897 1843 1623 2785
2 cores 1462 998 968 872 1430
4 cores 771 532 514 435 716
Patchy method is faster than DD,
since it allows a better usage of resources
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Test 2: Eikonal Equation in 2D with Obstacles
Patchy decomposition (8 patches) Patchy Error
and solution’s level sets
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Test 3: Fan Equation in 2D
f (x1, x2, a) = |x1 + x2 + 0.1|a , A = B(0, 1) , Ω0 = {x1 = 0}.
Patchy decomposition (8 patches) Patchy Error
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Test 3: Fan Equation in 2D – Patchy Error & CPU times
Patchy Error
kf =0.08 kf =0.04 kf =0.02 kf =0.01 kf =0.005
kc=0.08 1.393 0.123 0.037 0.017 0.011
kc=0.04 – 0.114 0.032 0.011 0.006
kc=0.02 – – 0.032 0.011 0.004
kc=0.01 – – – 0.011 0.004
kc=0.005 – – – – 0.004
CPU times
2 patches 4 patches 8 patches 16 patches Best DD
1 core 3712 3322 3049 3172 4163
2 cores 2020 1746 1596 1559 2124
4 cores 1032 900 841 852 1069
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Test 4: An Infinite Horizon problem in 2D

































The origin (0, 0) is the only source of all characteristic curves
⇓
Use a small ball B2(0, ε) as a fictitious target
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Test 4: An Infinite Horizon problem in 2D
A = [−3, 3]. Controls: 101. Grid: 1002 → 2002. ε = 0.05. R = 4.
Patchy Error: ‖Epatchy‖1=0.002 and ‖Epatchy‖∞=0.009.
Patchy decomposition (4 patches) Patchy error and level sets
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Test 5: Fan Equation in 3D
f (x1, x2, x3, a) = |x1 + x2 + x3 + 0.1|a , A = B(0, 1) , Ω0 = {x1 = 0}.
Patchy decomposition Optimal trajectories
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Test 6: Brockett Problem in 3D
f (x1, x2, x3, a) = (a1, a2, x1a2 − x2a1) , a = (a1, a2) ∈ A = [−5, 5]
2
Ω0 = B3(0, 0.25)
Patchy decomposition Optimal trajectories
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Conclusions
Progressive Fast Marching method
The method allows for the solution of isotropic and anisotropic front
propagation problems, some nonconvex hamiltonians have been also solved
by this method. It computes the correct ordering in the node sequence
during the computation.
Patchy Domain Decomposition method
The method allows for an efficient domain decomposition based on the
dynamics of the control problem. It does not use transmission conditions
on the patchy boundaries speeding up the computation with respect to a
static domain decomposition.
Improvements
The two methods can be coupled, i.e. we can use a FM method inside
every patch.
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Some open problems
Progressive Fast Marching method
To prove a convergence result which gives a bound on the number of
iterations for the numerical scheme.
To optimize the implementation of the algorithm in terms of CPU
time.
Patchy Domain Decomposition method
How to control the patchy decomposition generation? Depending on
the dynamics, one patch can be much smaller/larger than another.
How to initialize the patchy decomposition in the case of non-target
problems without a-priori knowledge on the source of characteristics?
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