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On measures resisting multifractal
analysis
Jo¨rg Schmeling and Ste´phane Seuret
Abstract Any ergodic measure of a smooth map on a compact manifold has
a multifractal spectrum with one point - the dimension of the measure itself
- at the diagonal. We will construct examples where this fails in the most
drastic way for invariant measures invariant under linear maps of the circle.
Dedicated to Victor Afraimovich on the occasion of his 65th birthday.
1 Introduction
Let µ be a probability measure on a metric space (X, d). For x ∈ Supp (µ)
define
dµ(x) := lim
r→0
logµ(B(x, r))
log r
where B(x, r) is the ball of radius r centered at x. For α ≥ 0 we will consider
the level sets
Dµ(α) := {x ∈ Supp (µ) : dµ(x) = α}.
The multifractal spectrum of µ is given by
fµ(α) :=
{
fµ(α) = −∞ if Dµ(α) = ∅,
dimH Dµ(α) otherwise.
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2 Jo¨rg Schmeling and Ste´phane Seuret
The dimension of a measure µ is defined as
dimH µ := inf{dimH Z : µ(Z) = 1}. (1)
It is well-known that
dimH µ = sup
µ
dµ(x), (2)
supµ standing for the µ-essential supremum. Hence it is likely that the graph
of the function fµ touches the diagonal at α = dimH µ. This phenomenon
happens for any Gibbs measure associated with a Ho¨lder potential invariant
under a dynamical system, and we may wonder if this is a general property
for measures, invariant measures or ergodic measures. In this note we will give
examples of invariant measures that have a multifractal spectrum as far as
possible off the diagonal. Indeed these measures can be chosen to be invariant
under linear transformations of the circle. We will also remark that the same
situation does not occur for ergodic measures, for which the multifractal
spectrum always touches the diagonal.
Theorem 1. For given (a, b) ∈ [0, 1] there is a probability measure µ sup-
ported on a compact Cantor set K ⊂ [0, 1] with the following properties:
i) µ(I) > 0 for all non-empty open sets (in the relative topology) in K,
ii) dimH µ = b,
iii)if S = {dµ(x) : x ∈ K} is the support of the multifractal spectrum of
µ, then a = minS and b = maxS. In particular, dµ(x) ∈ [a, b] for all
x ∈ Supp (µ) = K,
iv)Dµ(α) contains at most one point for all α ≥ 0.
The exponent at which the multifractal spectrum touches the diagonal,
when it exists, is characterized by many properties. Let us introduce two
other spectra for measures.
Definition 1. For all integers j ≥ 1, we denote by Gj the set of dyadic
intervals of generation j included in [0, 1], i.e. the intervals [k2−j , (k+1)2−j),
k ∈ {0, · · · , 2j − 1}. The Legendre spectrum of a Borel probability measure
whose support is included in the interval [0, 1] is the map
Lµ : α ≥ 0 7→ inf
q∈R
( qα− τµ(q) ) ∈ R+ ∪ {−∞},
where the scaling function τµ is defined for q ∈ R as
τµ(q) := lim
j→+∞
1
−j log2
∑
I∈Gj
µ(I)q,
the sum being taken over the dyadic intervals with non-zero µ-mass.
The Legendre spectrum is always defined on some interval I ⊂ R+∪{+∞}
(the extremal exponents may or may not belong to this interval), and is
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concave on its support. It is a trivial matter that there is at least one exponent
αµ ≥ 0 such that
Lµ(αµ) = αµ. (3)
Comparing (1), (2) and (3), obviously when there is a unique exponent such
that fµ(α) = α, then this exponent is also the dimension of the measure µ
and also the one satisfying (3).
Definition 2. The large deviations spectrum of a Borel probability measure
whose support is included in the interval [0, 1] is defined as
LDµ(α) = lim
ε→0
lim
j→∞
log2Nj(α, ε)
j
where
Nj(α, ε) := #
{
I ∈ Gj : 2−j(α+ε) ≤ µ(I) ≤ 2−j(α−ε)
}
. (4)
By convention, if Nj(α, ε) = 0 for some j and ε, then LDµ(α) = −∞.
This spectrum describes the asymptotic behavior of the number of dyadic
intervals of Gj having a given µ-mass. The fact that the values of the large
deviations spectrum are accessible for real data (by algorithms based on log-
log estimates) makes it interesting from a practical standpoint. In the paper
[R] for instance, it is proved that the concave hull of fµ coincides with the
Legendre spectrum of µ on the support of this Legendre spectrum. One always
has for all exponents α ≥ 0
fµ(α) ≤ LDµ(α) ≤ Lµ(α),
and when the two spectra fµ and Lµ coincide at some α ≥ 0, one says that
the multifractal formalism holds at α. Actually, when the multifractal for-
malism holds, the three spectra (multifractal, large deviations and Legendre)
coincide.
For the measure we are going to construct, the multifractal formalism does
not hold at αµ, nor at any exponent. This is the reason why we claim that
this measure is ”as far as possible” from being multifractal.
Theorem 2. For the measure µ of Theorem 1, we have:
i) fµ(α) = 0 for every α ∈ S, and fµ(α) = −∞ for every α ∈ [a, b] \ S,
ii) LDµ(α) = α for every α ∈ S, and LDµ(α) = −∞ for every α ∈ R+ \ S,
iii) Lµ(α) = α for every α ∈ [a, b], and is −∞ elsewhere.
The scaling function of µ is
τµ(q) =
{
b(1− q) if q ≤ 1
a(1− q) if q > 1.
Hence the three spectra differ very drastically.
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The article is organized as follows. Section 2 discusses the difference be-
tween ergodic and invariant measures as regards to our problem. Section 3
contains the construction of a measure µ supported by a Cantor set whose
multifractal spectrum does not touch the diagonal. In Section 4, we compute
the Legendre and the large deviations spectra of µ.
2 Ergodic and Invariant measures
First we prove that the multifractal spectrum of ergodic measures always
touches the diagonal.
Theorem 3. Let µ be an ergodic probability measure invariant under a C1–
diffeomorphism T of a compact manifold M . Then fµ(dimH µ) = dimH µ.
Proof. Since T is a smooth diffeomorphism on a compact manifold both the
norm ‖DxT‖ and the conorm ‖(DxT )−1‖−1 are bounded on M . Hence, there
is a C > 1 such that for any x ∈M and any r > 0
B(Tx,C−1r) ⊂ T (B(x, r)) ⊂ B(Tx,Cr).
This immediately implies that dµ is a (of course measurable) invariant func-
tion. By ergodicity of µ it takes exactly one value for µ–a.e. x ∈ M . By (2)
this value equals dimH µ.
Contrarily to what happens for ergodic measures, a general invariant mea-
sure behaves as bad as a general probability measure. We will illustrate this
on a simple example. Consider the (rational) rotation x → x + 12 (mod 1)
on the unit circle T = R/Z. This transformation is not uniquely ergodic and
has plenty of invariant measures. By the Ergodic Decomposition Theorem
the space Minv of invariant measures equals{
µ :=
1
2
∫
[0,1/2]
(δx + δx+1/2) dν(x) : ν is a probability measure on [0, 1/2)
}
.
W.l.o.g. assume that x ∈ [0, 1/2) and r > 0 is sufficiently small. Then
µ(B(x, r)) =
1
2
∫
B(x,r)
dν =
1
2
ν(B(x, r)).
Hence,
dµ(x) = dν(x) and fµ(α) = fν(α).
In particular, using the example built in the following sections, there is a
measure with a multifractal spectrum not touching the diagonal, which can
not happen for an ergodic measure.
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3 The main construction
We will represent the numbers x in [0, 1] by their dyadic expansion, i.e. x =∑
j≥1 xj2
−j , xj ∈ {0, 1}. The construction will avoid the dyadic numbers
so that no ambiguity will ocur. For x ∈ [0, 1], the prefix of order J of x is
x|J =
∑J
j=1 xj2
−j . We will also use the notation x = x1x2 · · ·xj · · ·, and
x|J = x1 · · ·xJ .
A cylinder C = [x1x2 · · ·xJ ] consists of the real numbers x with prefix
of order J equal to x1x2 · · ·xJ . The length J of such a cylinder is denoted
by |C| = J . We denote by GJ the cylinders of length J . The concatena-
tion of two cylinders C1 = [x1 · · ·xJ ] and C2 = [y1 · · · yJ′ ] is the cylinder
[x1 · · ·xJy1 · · · yJ′ ], and is denoted C1C2.
We stand some facts about subshifts of finite type. First we remark that
given any non-empty interval I ⊂ [0, log 2] there is a mixing subshift of finite
type that has entropy htop(Σ) ∈ I. We denote the set of all mixing subshifts
of finite type by SFT. For Σ ∈ SFT the unique measure of maximal entropy
is denoted by µΣ . By standard theorems, there is a constant MΣ depending
only on Σ such that t for any cylinder CJ ∈ Σ of length J
M−1Σ 2
−htop(Σ)J < µΣ(CJ) < MΣ 2−htop(Σ)J .
In addition, for the same constant MΣ , we have
M−1Σ 2
htop(Σ)J < #{C ∈ GJ : C ∈ Σ} < MΣ 2htop(Σ)J .
Of course the two last double-sided inequalities are complementary.
We now proceed to the construction of the measure µ of Theorem 1.
Step 1: We fix a map Σ:
⋃∞
J=1{0, 1}J → SFT with the property that
htop(Σ(y1 · · · yJ)) ∈ (b− a)
J−1∑
j=1
2yj
3j
+
(
2yJ
3J
,
2yJ + 1
3J
)+ a.
This map is increasing in the sense that if t1 · · · tJ < y′1 · · · y′J (using the
lexicographic order), then htop(Σ(y1 · · · yJ)) < htop(Σ(y′1 · · · y′J)).
Step 2: For Σ ∈ SFT and δ > 0, define
N(Σ, δ) :=min
J ∈ N :

∀ j ≥ J, ∀ Cj ∈ Σ of length j,
2−(htop(Σ)+δ)j < µΣ(Cj) < 2−(htop(Σ)−δ)j
and ∀ j ≥ J,
2(htop(Σ)−δ)j < #{C ∈ Gj : C ∈ Σ} < 2(htop(Σ)+δ)j
.
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The numbers N(Σ, δ) allow us to estimate the time we have to wait until we
see an almost precise value of the local entropy for a given subshift of finite
type. Moreover, we have also a control of the number of cylinders of length
j ≥ N(Σ, δ) in Σ. We then set
δJ =
b− a
6 · 2J and NJ := max
{
N
(
Σ(y1 · · · yJ), δJ
)
: y1 · · · yJ ∈ {0, 1}J
}
.
Step 3: Let y1 · · · yJ ∈ {0, 1}J . For a given cylinder Cj of length j in
Σ(y1 · · · yJ), there is a smallest integer mCj for which for every cylinder C ′m
of length m ≥ mCj in Σ(y1...yJ−1), we have
2−(htop(Σ(y1···yJ−1))+δJ )(m+j) <µΣ(y1···yJ−1)(C
′
m) · µΣ(y1···yJ )(Cj) (5)
< 2−(htop(Σ(y1···yJ−1))−δJ )(m+j).
This property holds, since we know that it holds for large m.
Then, let
mj := max{mCj : Cj ∈ Σ(x1 · · ·xJ) and |Cj | = j}.
By construction, for every cylinder Cj of length j, for every integer m ≥ mj ,
for every cylinder C ′m ∈ Σ(y1...yJ−1), (5) is true.
Then, we set
M(y1 · · · yJ) := max
{
mj : j ∈ {1, 2, · · · , NJ}
}
.
The numbers M(y1 · · · yJ) allow us to estimate how long the cylinders in
the prefix subshift have to be to control the local entropy at a concatinated
cylinder.
Finally, for every J ≥ 1, we define the integer
MJ := max
{
M
(
y1 · · · yJ
)
: y1 · · · yJ ∈ {0, 1}J
}
.
Step 4: Choose a lacunary sequence (LJ)J with
LJ∑J
j=1Mj +Nj
≥ 2 and LJ+1
LJ
≥ 2
δJ+1
.
Now we are ready to proceed with the construction of the measure µ.
Step 5: We will construct the measure by induction on dyadic cylinders.
We set K1 := [0, 1] and start with labelling the cylinder [0] with y1 = 0 and
[1] with y1 = 1. For a subshift of finite type Σ ∈ SFT we denote by Σ|J all
non-empty dyadic cylinders in Σ of length J ∈ N. Now we define
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K2 := [0]Σ(0)|L2 ∪ [1]Σ(1)|L2 .
We will label a cylinder CL2+1 in [0]Σ(0)|L2 (a similar labelling for [1]Σ(1)|L2)
by y1y2(CL2+1) = 00 iff
CL2+1∩
[
min{x ∈ [0]Σ(0)|L2},min{x ∈ [0]Σ(0)|L2}+
1
2
diam[0]Σ(0)|L2
]
6= ∅,
and by y1y2(CL2+1) = 01 else. This way we have that for every y1y2 ∈ {0, 1}2,
diam
 ⋃
y1y2(C1+L2 )=y1y2
C1+L2
 ≤ 1
4
.
Assume that for J ≥ 2, we have defined KJ as the union of cylinders
of length 1 + L2 + · · · + LJ labelled by binary sequences y1 · · · yJ of length
J . Moreover assume that for the defining cylinders of KJ , we managed the
construction so that y1 · · · yJ ∈ {0, 1}J ,
diam
 ⋃
y1···yJ (C1+L2+···+LJ )=y1···yJ
C1+L2+···+LJ
 ≤ 1
2J
.
We define the Cantor set at the J + 1-th generation as
KJ+1 :=
⋃
y1···yJ∈{0,1}J
⋃
C∈KJ : y1···yJ (C)=y1···yJ
CΣ(y1 · · · yJ)|LJ+1 .
As above, we will label a cylinder C1+L2+···+LJ+1 in CΣ(y1 · · · yJ)|LJ+1
(where the cylinder C is labelled y1 · · · yJ(C) = y1 · · · yJ) by the word
y1 · · · yJ+1(C1+L2+···+LJ+1) = y1 · · · yJ0 if and only if the cylinder C1+L2+···+LJ+1
has non-empty intersection with the interval[
min{x ∈ CΣ(y1 · · · yJ)|LJ+1},
min{x ∈ CΣ(y1 · · · yJ)|LJ+1}+
1
2
diamCΣ(y1 · · · yJ)|LJ+1
]
,
and by y1 · · · yJ+1(C1+L2+···+LJ+1) = y1 · · · yJ1 else. This way we ensure that
diam
 ⋃
y1···yJ+1(C1+L2+···+LJ+1 )=y1···yJ+1
C1+L2+···+LJ+1
 ≤ 1
2J+1
. (6)
Step 6: We define the Cantor set
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Generations
1
1+L2
1+L  +L2 3
0
00 01
Σ(00)
1
Σ(1)Σ(0)
1110
Σ(10)
000 001 010 011 100 101 110 111
Σ(01) Σ(11)
Σ(000) Σ(001) Σ(011) Σ(101) Σ(110) Σ(111)Σ(010) Σ(100)
0000
0101
0010
0011
0100 0110
01110001 1111
1000 1010 1100 1110
110110111001
... ...... ...
1+L  +L2 3+L 4
Fig. 1 Construction’s scheme of the measure µ.
K :=
⋂
J≥2
KJ .
It has the following properties:
a) K is compact,
b) for x ∈ K, we have a labelling sequence y(x) = y1 · · · yJ · · · ∈ {0, 1}∞, and
we will use the obvious notation y1 · · · yJ(x),
c) by the choice of the labelling and the function Σ we have for any x ∈ K
that the limit
h(x) := lim
J→∞
htop(Σ(y1 · · · yJ(C1+L2+···LJ (x))))
exists, where C1+L2+···LJ (x) denotes the unique dyadic cylinder of length
1 + L2 + · · ·LJ containing x.
d) for (x, x′) ∈ K2, we have y(x) = y(x′) ⇐⇒ x = x′ (this is immediate
from (6)). More precisely if x < x′ then y(x) < y(x′) (in lexicographical
order) and by the choice of the function Σ
h(x) < h(x′).
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e) dimH K = b.
Step 7: We define the measure µ on the cylinder sets
{C : |C| = 1 + L2 + · · ·LJ , J ≥ 2 and C ∩K 6= ∅} .
Any such cylinder can be written as
C = C1C2 · · ·CJ , where |Cj | = Lj and Cj ∩Σ(y1 · · · yj(C1 · · ·Cj)) 6= ∅.
(7)
Then we set
µ(C) :=
1
2
J∏
j=2
µΣ(y1···yj(C1···Cj))(Cj).
This is clearly a ring of subsets and hence by Caratheodory’s extension theo-
rem we get a measure on [0, 1] with support K. It has the following properties:
a) Supp (µ) = K,
b) for x ∈ K we have
dµ(x) =
h(x)
log 2
∈ [a, b],
c) for I ∩K 6= ∅ with I an interval we have that µ(I) > 0,
d) From item d) in Step 6 combined with the previous item, if (x, x′) ∈ K2
and x < x′, then
dµ(x) < dµ(x
′).
Hence Dµ(α) consists of at most one point.
e) dimH µ = b since supµ dµ = b.
In the above statements, only item b) needs an explanation. Once it will
be proved, items c), d) and e) will follow directly using obvious arguments.
Proposition 1. For every x ∈ K, dµ(x) = h(x)
log 2
.
Proof. The point is to prove that the liminf used when defining dµ(x) is in
fact a limit, and that it coincides with h(x).
Let us first prove that
logµ(C1+L2+···LJ (x))
− log2(1 + L2 + · · ·LJ)
−→ h(x) (8)
when J → +∞. Once (8) will be proved, we will have to take care of the
generations between 1 + L2 + · · ·LJ and 1 + L2 + · · ·LJ+1.
Let J ≥ 1. We use the decomposition (7) of the cylinder C1+L2+···LJ (x).
By our choice for LJ in Step 4, we have
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µ(C1+L2+···LJ (x)) =
1
2
J∏
j=2
µΣ(y1···yj(x))(Cj)
≤
J∏
j=2
2−
(
htop
(
Σ(y1···yj(x))
)
−δj
)
Li
≤ 2−
(
htop
(
Σ(y1···yJ (x))
)
−δJ
)
LJ2−PJLJ ,
where
PJ :=
J−1∑
j=2
(
htop
(
Σ(y1 · · · yJ(x))
)− δj)Lj
LJ
≥
J−1∑
j=2
a
Lj
LJ
≥ δJ ,
the last inequality following from Step 4 and the definition of δJ . Hence,
µ(C1+L2+···LJ (x)) ≤ 2−
(
htop
(
Σ(y1···yJ (x))
)
−2δJ
)
LJ . (9)
The same inequality in Step 4 ensures that |C1+L2+···Ln(x)| = 2−(1+L2+···LJ )
is upper and lower-bounded respectively by 2−LJ (1−δJ ) and 2−LJ (1+δJ ). We
deduce that
µ(C1+L2+···LJ (x)) ≤ |C1+L2+···LJ (x)|
(
htop
(
Σ(y1···yJ (x))
)
−2δJ
)(
1−δJ
)
. (10)
The same arguments yield the converse inequality
µ(C1+L2+···LJ (x)) ≥ |C1+L2+···LJ (x)|
(
htop
(
Σ(y1···yJ (x)
)
+2δJ
)(
1+δJ
)
, (11)
and taking logarithms, (8) follows.
Let now n be an integer in {1, · · · , LJ+1−1}, and consider C1+L2+···LJ+n(x).
We write C1+L2+···LJ+n(x) = C1 · · ·CJCJ+1 with |Cj | = Lj for every j ≤ J ,
and |CJ+1| = n.
• If 1 ≤ n ≤ NJ+1: we get
µ(C1+L2+···LJ+n(x)) =
1
2
J+1∏
j=2
µΣ(y1···yj(x))(Cj)
=
1
2
J−1∏
j=2
µΣ(y1···yj(x))(Cj)
×µΣ(y1···yJ (x))(CJ) · µΣ(y1···yJ+1(x))(CJ+1)
≤ 2−
(
htop
(
Σ(y1···yJ−1(x))
)
−2δJ−1
)
LJ−1
×2−(htop(Σ(y1···yJ (x)))−δJ )(LJ+n),
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where (9) and (5) have been used to bound from above respectively the
first and the second product.
Using the same arguments as above, we see that
µ(C1+L2+···LJ+n(x)) ≤ |C1+L2+···LJ+n(x))|htop(Σ(y1···yJ (x)))−δ
′
J , (12)
where (δ′J)J≥2 is some other positive sequence converging to zero when J
tends to infinity.
• If NJ+1 + 1 ≤ n ≤ LJ+1 − 1: we have
µ(C1+L2+···LJ+n(x)) =
1
2
J+1∏
j=2
µΣ(y1···yj(x))(Cj)
=
1
2
J∏
j=2
µΣ(y1···yj(x))(Cj)× µΣ(y1···yJ+1(x))(CJ+1)
≤ 2−
(
htop
(
Σ(y1···yJ (x))
)
−2δJ
)
LJ
·2−(htop(Σ(y1···yJ+1(x)))−δJ+1)n,
where (9) and Step 2 of the construction have been used to bound from
above respectively the first and the second product.
Using the same arguments as above, we see that
µ(C1+L2+···LJ+n(x)) ≤ |C1+L2+···LJ+n(x))|hJ,n , (13)
where hJ,n is a real number between htop
(
Σ(y1 · · · yJ(x))
) − 2δJ and
htop(Σ(y1 · · · yJ+1(x)))−δJ+1, which gets closer and closer to the exponent
htop(Σ(y1 · · · yJ+1(x)))− δJ+1 when n tends to LJ+1.
In particular, hJ,n converges to h(x) when J tends to infinity, uniformly
in n ∈ {1, · · · , LJ+1 − 1}.
• The converse inequalities are proved using the same ideas.
To finish the proof of Theorem 1, we make the following observations.
By construction, we see that the support S of the multifractal spectrum
of µ is actually the image of the middle-third Cantor set by the map α 7→
a + (b − a)α. We deduce that S ⊂ [a, b], min(S) = a and max(S) = b, and
that Dµ(α) contains either 0 or 1 point, for every α ≥ 0. This proves parts
iii) and iv) of Theorem 1, and also part i) of Theorem 2.
4 The large deviations and the Legendre spectra
We prove Theorem 2.
Recall that the Cantor set K is the support of µ and that S = {dµ(x) :
x ∈ K} is the image of the middle-third Cantor set by an affine map.
12 Jo¨rg Schmeling and Ste´phane Seuret
4.1 The large deviations spectrum
First, let α ∈ S, and let xα be the unique point such that dµ(xα) = α.
One will use the labelling y1 · · · yj(xα), since by construction one has α =
limj→+∞ a+ (b− a)× 0, y1 · · · yj(xα).
Let ε > 0. Due to our construction, there exists a real number η(ε), that
converges to zero when ε tends to zero, such that |htop(Σ(y1 · · · yj(x)))−α| ≤
2ε implies that |x− xα| ≤ η(ε).
By construction, there exists a generation Jε such that for every j ≥ Jε,
|htop(Σ(y1 · · · yj(xα))) − α| ≤ ε. Moreover, Jε can be chosen large enough
that δJε ≤ ε/2.
Observe that if C˜ is a cylinder of generation j ≥ Jε such that
|C˜|α+ε ≤ µ(C˜) ≤ |C˜|α−ε, (14)
is satisfied, then by (12), (13) and our choice for Jε, C˜ is necessarily included
in a cylinder C of generation Jε such that
|y1 · · · yJε(xα)− y1 · · · yJε(C)| ≤ η(ε). (15)
Hence, to bound by above the number Nj(α, ε) (defined by (4)), it is
sufficient to count the number of cylinders C˜ of generation j included in the
cylinders C of generation Jε such that (15) holds.
Let us denote byMα,ε the number of cylinders C of generation Jε satisfying
(15), and fix CJε such a cylinder.
Obviously, all the subshifts of finite type Σ which are used in the construc-
tion of K inside CJε have a topological entropy which satisfies |htop(Σ)−α| ≤
2ε. Hence, it is an easy deduction of the preceding considerations that the
number of cylinders of generation j included in CJε is lower- and upper-
bounded by
2(α−2ε)j < #{C ∈ Gj : C ⊂ CJε and C ∩K 6= ∅} < 2(α+2ε)j .
Consequently,
Nj(α, ε) ≤Mα,ε2(α+2ε)j .
Taking the liminf of
log2Nj(α, ε)
j
when j tends to infinity, and letting ε go
to zero, we find that LDµ(α) ≤ α.
One gets the lower bound using what precedes. Indeed, in the above proof,
all the cylinders C ∈ Gj satisfying C ⊂ CJε and C ∩K 6= ∅} verify
|C|α+3ε ≤ µ(C) ≤ |C|α−3ε.
Hence
Mα,ε2
(α−2ε)j ≤ Nj(α, 3ε).
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By taking a liminf and letting ε go to zero, we get that LDµ(α) ≥ α.
If α /∈ S, then there exists ε > 0 such that [α−2ε, α+ 2ε]∩S = ∅. Hence,
using again (12), (13) and choosing J sufficiently large so that δJ ≤ ε/2, one
sees that for every cylinder C of generation j ≥ Jε such that C ∩ K 6= ∅,
µ(C) /∈ [|C|α+ε, |C|α−ε]. Consequently, Nj(α, ε) = 0 and LDµ(α) = −∞.
4.2 The Legendre spectrum
Finally, we compute the Legendre spectrum. Obviously τµ(1) = 0, and
τµ(0) = dimB µ = b, where dimB stands for the Minkovski dimension.This is
actually relatively easy with what precedes. Indeed, we proved that for every
ε > 0, if j is large enough, then all cylinders C of generation j such that
C ∩K 6= ∅ satisfy
2−j(b+ε) ≤ µ(C) ≤ 2−j(a−ε).
Let us cover the set S = {α ≥ 0 : Dµ(α) 6= ∅} by a finite set of
intervals (In)n=1,···,N of the form In = [αn − ε, αn + ε], where for every
n ∈ {1, 2, · · · , N}, αn ∈ S, and α1 = a and αN = b. For every n, the esti-
mates above yield that if j is large,
2j(αn−εn) ≤ Nj(αn, ε) ≤ 2j(αn+εn),
where εn is some positive real number converging to zero when ε goes to zero.
Hence we find that for q > 0,
N∑
n=1
2j(αn−εn)2−qj(αn+ε) ≤
∑
C∈Gj
µ(C)q ≤
N∑
n=1
2j(αn+εn)2−qj(αn−ε).
If q > 1, then the right hand-side term is equivalent to 2j(a(1−q)+ε1+qε), and
the left hand-side term is equivalent to 2j(a(1−q)−ε1−qε). Hence, by taking
liminf when j tends to infinity, we obtain τµ(q) = a(q − 1).
If q ∈ (0, 1), then the right hand-side term is equivalent to 2j(b(1−q)+εN+qε),
and the left hand-side term is equivalent to 2j(b(1−q)−εN−qε). We deduce that
τµ(q) = b(q − 1).
Finally, when q < 0 one has
N∑
n=1
2j(αn−εn)2−qj(αn+εn) ≤
∑
C∈Gj
µ(C)q ≤
N∑
n=1
2j(αn+εn)2−jq(αn−εn).
The same estimates yield that τµ(q) = b(q − 1).
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