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Abstract
The task of classifying videos of natural dynamic scenes into appropriate classes
has gained lot of attention in recent years. The problem especially becomes chal-
lenging when the camera used to capture the video is dynamic. In this paper, we
analyse the performance of statistical aggregation (SA) techniques on various
pre-trained convolutional neural network(CNN) models to address this problem.
The proposed approach works by extracting CNN activation features for a num-
ber of frames in a video and then uses an aggregation scheme in order to obtain
a robust feature descriptor for the video. We show through results that the
proposed approach performs better than the-state-of-the arts for the Maryland
and YUPenn dataset. The final descriptor obtained is powerful enough to dis-
tinguish among dynamic scenes and is even capable of addressing the scenario
where the camera motion is dominant and the scene dynamics are complex.
Further, this paper shows an extensive study on the performance of various ag-
gregation methods and their combinations. We compare the proposed approach
with other dynamic scene classification algorithms on two publicly available
datasets - Maryland and YUPenn to demonstrate the superior performance of
the proposed approach.
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1. Introduction
Consider the video of a natural dynamic scene. The video could have been
captured either by a static or a dynamic camera. Given several categories
comprising of natural scene videos, we would like to assign the correct category
for a given video. This dynamic scene classification problem is more challenging
for a moving camera than that for a static camera.
In the case of images, a lot of significant research has been done to address
the problem of scene recognition. Image scene recognition involves classifying
an image into one of the several given classes (SUN Database) [1]. Convolution
Neural Network (CNN) based approaches have recently dominated the task of
image scene classification, obtaining very high accuracy and outperforming other
previous state-of-the-art approaches by a significant margin. These approaches
have worked remarkably well on several other large scale image datasets with
upto thousands of categories. These powerful methods focus on finding ap-
propriate spatial feature descriptors for a given image. Hence, they take into
consideration only the spatial description of the scene present in the image.
In contrast to image scene classification where the class labels are based only
on the spatial properties, dynamic scene classification tries to classify videos into
different categories whose semantic labels is derived from the activities occurring
in the scene. Several examples of dynamic scenes are shown in Figure 1. The
dynamic scenes like ’avalanche’ is given its class label based on the movement
of ice, and not just based on the spatial attributes of the scene.
The proposed approach is inspired by the unparalleled success of Convolu-
tional Neural Network (CNN) based approaches for various recognition tasks
over the past few years. Krizhevesky et al. mentioned the idea of using very
large and deep CNN models to classify videos as well [2]. But building new
architecture for videos and training it on a very large dataset is a complex pro-
cedure. However, two recent works on large scale video classification use CNNs
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(a) (b)
Figure 1: Example frames of classes within (a) YUPenn dataset (left) and (b)
Maryland dataset (right).
to achieve the task by learning features from hundreds of thousands of videos
extracted from Youtube or Facebook [3] [4]. In [3] , the proposed architecture
was trained on a large collection of sports videos(Sports-1M) for about a month
and obtained very good results when tested on UCF-101.
A number of CNN implementations pretrained on a large database of im-
ages are available which are ready to be used for off-the-shelf image feature
extraction. We take forward this idea of classification with off-the-shelf CNN
implementation in order to perform dynamic scene classification for videos by
using Caffe CNN framework. We utilize several pre-trained models such as
AlexNet [5],Places and Hybrid Places model [29] for the task. The present ap-
proach differs from that of [3] in the sense that the CNN trained on standard
image dataset (ImageNet, Places) is used to classify videos of dynamic scenes.
This relieves us from training CNN on a new video dataset. We use very simple
yet effective tools for dynamic scene classification and show that even common
statistical measures can be employed to capture the temporal variation which
can be combined with spatial information for dynamic scene videos. We enhance
this framework and adapt it for the problem of dynamic scene classification and
obtain very high accuracy.
It is worth mentioning that all of the previous dynamic scene classification
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methods, except Tran et al.’s C3D[4], relied on using local features and did
not exploit very large dataset. The proposed approach explores three different
models of CNN pre-trained on ImageNet (ILSVRC 2012), Places, and Hybrid
(combination of both) datasets. The ImageNet database is largely dedicated
to object recognition tasks but not dynamic scene classification tasks [6]. On
the other hand, Places and Hybrid dataset consist fully or partially of scene
images, hence we expect them to have more discriminative power for dynamic
scene classification task.
The primary contribution of the proposed approach are listed below.
1. Exploiting pre-trained CNN models and adapting it to the dynamic scene
classification task for obtaining high accuracy,
2. Using common statistical measures to merge spatial features with their tem-
poral variation to arrive at a novel feature descriptor,
3. We perform comparative study on different off-the-shelf CNN models and
compare different pooling strategies,
4. We design the classification algorithm in such a way that it is highly robust
to scene motion as well as camera motion,
5. We obtain state-of-the-art result on two dynamic scene datasets - Maryland
and YUPenn. The increase in classification accuracy is observed to be very high
in the case of Maryland dataset.
The rest of the paper is organized as follows. Section 2 describes the rele-
vant works about dynamic scene classification and the CNN literature in detail.
Section 3 presents a detailed account of the proposed approach. In section 4, we
present results and comparisons of the experiments carried out with complete
quantitative analysis. We conclude the paper in section 5 with some suggestions
for future work.
2. Related Work
A lot of work has been done in the field of scene classification in the past
decade. This includes recognizing scenes from single images as well as classifying
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dynamic scenes from videos. In this section, we shall elaborate on some of the
past works which are directly related to the present work.
In the field of single image recognition tasks, bag-of-features based methods
were initially prevalent among the research community [7, 8, 9, 10, 11]. These
methods were based on the principle of geometric independence or orderless
spatial representation. Later, these methods were enhanced by the inclusion of
weak geometric information through spatial pyramid matching (SPM)[12]. This
method employed histogram intersection at various levels of the pyramids for
matching features. However, CNN based approaches have been able to achieve
even higher accuracies as observed in some of the recent works [13, 2, 14, 15].
This sparked a lot of recent research work on architectures and applications of
CNNs for visual classification and recognition tasks.
In [2], the CNN architecture consisted of five convolutional layers, followed
by two fully connected layers (4096 dimensional) and an output layer. The out-
put from the fifth max-pooling layer was shown to still preserve global spatial
information[15]. Even the activation features from the fully connected layer
were found to be sensitive to global distortions such as rotation, translation,
and scaling [13]. However, they have proven to be very powerful general fea-
ture descriptors for high level vision tasks. Several CNN implementations such
as DeCAF, Caffe and OverFeat, trained on very large datasets are available
for feature extraction to perform image classification tasks [16, 5, 14]. These
CNNs, pre-trained on large datasets such as ImageNet, have been efficiently
used in scene classification and have achieved high/impressive accuracies [13]
(for example, MOP CNN, OverFeat, etc.). Also, the ImageNet trained model
of these implementations have been shown to generalize well to accommodate
other datasets as well [16, 15]. CNN features obtained from object recognition
datasets have also been used for obtaining high accuracy in various high level
computer vision tasks [17].
On the other hand, research in dynamic scene classification from videos
has been dominated by the idea of finding more powerful and robust local
spatio-temporal feature descriptors. This is followed by embedding weak global
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information to find most appropriate representation of the given video. Ini-
tially, spatial and temporal feature based approaches such as GIST+HOF and
GIST+Chaos were employed to perform dynamic scene classification [18, 19, 20].
In [18], it was shown that spatial and temporal descriptors together gave better
results than using either of them alone. These methods were built and tested
for Maryland (In-the-Wild) dataset introduced by [19].
The spatio-temporal based approaches were introduced by spatio-temporal
oriented energies [21], which also introduced the YUPenn dataset. The very
same work concluded that even relatively simple spatio-temporal feature de-
scriptors were able to achieve consistently higher performance on both YU-
Penn and Maryland datasets as compared to HOF+GIST and HOF+Chaos ap-
proaches. More details for both the dynamic scene datasets have been covered
in Section 4.1. Current state-of-the-art approach, bags of space time energies
(BoSE), proposes using a bag of visual words for dynamic scene classification
[22]. Here, local features extracted via spatio-temporally oriented filters are
employed. They are encoded using a learned dictionary and then dynamically
pooled. The technique currently holds the highest accuracy on the two men-
tioned datasets [22] amongst all peer-reviewed studies. Recently, a work done
by Duran et al. (not peer-reviewed yet) uses a novel three dimensional CNN ar-
chitecture for spatio-temporal classification problems[4]. This technique shows
promising results and marginal improvement over current state of art method.
Another recent work by Xu et al. used Caffe framework and vectorial pooling
(VLAD) to obtain better than state of art performance for the event detec-
tion problem[30]. Off the shelf descriptors were used to obtain high score on
TRECVID-MED dataset.
3. Methodology
Most of the recent works on dynamic scene classification have focused on
dense extraction of spatio-temporal features, followed by feature encoding and
pooling strategies to obtain the final feature representation for a video. Sev-
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Figure 2: The proposed workflow
eral other methods have considered separately extracting spatial and temporal
features and then combining them to obtain the final feature representation for
a given video. However, we use a different approach here. Given a video, we
first extract spatial feature descriptors for a chosen number of frames. After
that, we use aggregation strategies to obtain information about the temporal
variation of the spatial features. Using this information, we arrive at the final
feature descriptor for a given video to be classified. The entire process has been
outlined in Figure 2. In this section, we shall describe the proposed approach
in more detail.
3.1. Pre-trained CNN Models
For the feature extraction purpose, we experiment with the following three
pre-trained models based on the Caffe framework:
(1) AlexNet [5]: This model has been trained on ILSVRC2012 (ImageNet)
with 1000 categories and over a million images[6]. Please note that this model
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has minor variations from the model mentioned in [2]
(2) Places205-CNN[29] : This model has been trained on 205 scene cate-
gories of Places Database with approximately 2.5 million images.
(3) Hybrid-CNN[29] : This model has been trained on 1183 categories
(205 scene categories from Places Database and 978 object categories from the
train data of ILSVRC2012) with 3.6 million images.
3.2. Feature Extraction from Frames
To start with, we extract feature descriptors for the frames of a video using
spatial information only. Given a video Vk containing a total of N0k frames, we
select Nk frames that are linearly spaced in the interval [1, N0k]. An important
thing to note here is that the temporal distance between consecutive frames in
the set of Nk frames differ from video to video, as there is a lot of variation in
the frame rate and the total video duration in the datasets. After selection, each
of these Nk frames are resized appropriately (AlexNet model uses a resolution
of 256 × 256 while the other two models use 227 × 227) . Then we extract
the CNN activation features for each of these frames using the above mentioned
pretrained CNN Caffe implementations. For each of the frame fi taken as input,
we take the output of either the sixth(fc6) or the seventh(fc7) fully connected
layer of the CNN (post ReLU transformation) and obtain the 4096 dimensional
feature descriptor Xi. Thus, after the feature extraction step, we obtain an
Nk × 4096 dimensional matrix X for the video Vk. This matrix contains the
information about how each of these 4096 features evolve with time and hence
can be exploited to extract the temporal properties. We have 4096 time curves
each of length Nk. Ideally we would like to use a feature descriptor for each
of these curves that captures the temporal variations in a robust way. But
such an ordered temporal descriptor would make the final descriptor for the
video very huge, since there are 4096 such curves. Hence, rather than using the
ordered properties, we use temporally orderless statistics for each curve. We
show that simply using the first few moments yield very high accuracy for both
the datasets.
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3.3. Aggregation
From the previous step, we obtain a set of 4096 dimensional vectors, {X1, ..., XK},
each of which contains rich spatial information and represents a single frame in
the given video. In this step, we combine these K vectors {X1, ..., XK} in time
in order to capture the temporal statistics of the spatial features . We do this
to induce a certain degree of temporal invariance and extract temporally order-
less properties. For this, we consider two strategies to aggregate these spatial
descriptors temporally.
Statistical Aggregation (SA): The simplest method is to use statistical
measures like moments, for M = Nk instances for each of the 4096 dimensions.
Let Xij denote the i
th instance of jth dimension of the feature descriptor, where
i ∈ {1, 2..,M} and j ∈ {1, 2.., 4096}. Then we use the following statistical
measures to aggregate M instances to get the final feature descriptors.
1. Mean: µˆ = (µ1, µ2, ..., µ4096) where: µj =
1
M
M∑
i=1
Xij
2. Standard Deviation: σˆ = (σ1, σ2, ..., σ4096) where: σj =
√
1
M
∑M
i=1(Xij − µj)2
3. Skewness: γˆ = (γ1, γ2, ..., γ4096) where:γj =
E[(Xj−µj)3]
σ3j
4. Kurtosis: κˆ = (κ1, κ2, ..., κ4096) where: κj =
E[(Xj−µj)4]
σ4j
5. Max: mˆ = (m1,m2, ...,m4096) where: mj = max{Xij where i ∈ (1, 2..,M)}
Please note that each of µˆ, σˆ, γˆ and κˆ are 4096 dimensional vectors. For
classification, we can consider each one of these moments individually or their
various combinations (concatenation) to get the final feature descriptor of the
video. Details of the combinations used have been covered in section 4. Apart
from using the moments, we also evaluate the performance of the classifier on
using max-pooling for temporal aggregation.
Vector of Locally Aggregated Descriptors (VLAD) is one of the most popular
vectorial pooling strategy in many different computer vision tasks. Developed
after bag-of-words (boW) feature encoding, VLAD was designed as an compact
enhanced feature descriptor [31]. VLAD was shown to outperform BoW in
many vision related tasks. It primarily differs from BoW model in the sense
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that instead of recording number of vectors assigned to each cluster center, it
records difference from different centres and accumulates them. We used VLFeat
implementation of VLAD for our experiments [32]. The pipeline to obtain final
VLAD encoded features for our method is as follows.
First, we collect all 4096-D vectors from all videos, reduce them to D
′
di-
mensions using PCA. We store this transformation. Then, we learn a code-
book of k cluster centres by running K-Means++ on the dimension reduced
set obtained in first step. An encoding step follows this. Given M 4096-D
vectors ({X1, X2, .., XM}) for a video, we first reduce it to M D′-dim vectors
using stored PCA transformation (with whitening). Let {X ′1, X ′2, .., X ′M} be
reduced vectors for a given video. Let {c1, c2, .., ck} be the obtained cluster
centres. Let qik be the strength of the association of vector Xi to cluster ck
obtained through KDTree quantization with hard assignment. Then VLAD
encodes feature x by considering the residuals:
vk =
M∑
i=1
qik(Xi − ck)
We do this for each of the k cluster center, and all the resulting residuals (vk’s)
are accumulated and concatenated to obtain single kD
′
dimensional feature
vector for the video.
3.4. Classification
The video descriptor obtained from aggregation step are fed to Linear SVM
Classifier. More details classification methodology is covered in section4.
A good method to measure the merits of aggregation scheme listed in sec-
tion 3.3 would be to compare it against results obtained with a majority vot-
ing classification scheme. We implement this scheme as follows: Let X =
{X1, X2, .., XM} be the set of 4096-D feature vectors obtained from CNN for
M linearly space frames of a video (from section 3.2). Then a majority voting
classifier C classifies a video (represented by set X) into one of given classes via
function:
C(X) = mode{h(X1), h(X2), .., h(XM )}
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where h evaluates single frame via one-vs-rest classification rules.
In the next section, we shall explain the various experiments we carried out
and show their results. We also show the comparison with other competing
methods to emphasize the significance of the contribution in this work.
4. Results and Discussion
4.1. Dataset
We evaluate our method on the following two datasets.
1. YUPenn (Stabilized Dataset) : This dataset contains 14 classes with 30
videos in each class making it a total of 420 videos. Each video contains around
145 frames on an average, with the frame rate not being the same for each video
[21].
2. Maryland (In-the-Wild Dataset) : This dataset contains 13 classes with
10 videos in each class making it a total of 130 videos. Each video has the same
frame rate of 30 fps. But the duration of the videos and hence the total number
of frames varies a lot in the dataset [18].
Both the datasets have large variation in illumination, image scale, camera
viewpoint, frame resolution, duration of the video, etc. The videos in Maryland
dataset contain large camera motion and scene cuts, whereas those in YUPenn
involve static camera and hence contain no camera motion. All the above factors
result in large intraclass variations which make dynamic scene classification a
challenging task.
4.2. Results
As mentioned in the proposed approach, we first choose one of the three pre-
trained CNN model for feature extraction. Then given a video Vk, we extract
the 4096 dimensional activation features from either the fc6 or the fc7 layer
for each of the Nk frames chosen from the video. Thus we obtain Nk such
4096 dimensional feature vectors for the video Vk. To find the final vector
representation for each video, we perform temporal aggregation using statistical
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moments, max pooling or vectorial pooling. After obtaining the feature vector
representation for each video in the dataset we perform multi-class classification.
For classification, we use one-vs-rest SVM with the leave-one-video-out (LOVO)
method as done in previous works [22]. For the implementation of SVM, we use
the LIBSVM library[26]. It is found that in the case of Maryland dataset, linear
kernel gives best results and in the case of YUPenn, histogram intersection
kernel(HIK) works the best.
First, we conduct an experiment to find out which of the three pre-trained
model is best suited for the dynamic scene classification task. For this, we
evaluate the classification accuracies obtained using (a) mean pooling, (b) max
pooling and (c) combination of the first four moments. We evaluate for both the
fc6 and the fc7 layer. In this experiment all the frames of a video are used for
aggregation. After aggregation, the final features for each video are normalised
and then classification is performed. The results obtained are mentioned in
Table 1 (for Maryland) and Table 2 (for YUPenn). From the tables it is clearly
visible that HYBRID-CNN outperforms the other two models in all the three
cases. This is owing to the fact that hybrid model has been pre-trained on both
objects and scenes, and hence is more suitable for dynamic scene classification.
It can also be observed that the accuracies obtained using fc7 are greater than
or equal to the ones obtained using fc6. Hence, in all the further experiments
we use the fc7 layer of the HYBRID-CNN model for the feature extraction task
in both Maryland and YUPenn.
ALEXNET PLACES HYBRID
Aggregation fc6 fc7 fc6 fc7 fc6 fc7
Mean 89.23 90.00 89.23 86.92 90.77 90.77
Max 88.46 87.69 87.69 89.23 91.54 93.08
Mean + S.D. + Skew
+ Kurtosis
88.46 91.54 87.69 85.38 93.85 93.85
Table 1: Comparison of different models for MARYLAND
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ALEXNET PLACES HYBRID
Aggregation fc6 fc7 fc6 fc7 fc6 fc7
Mean 96.90 96.90 96.43 97.38 98.10 98.10
Max 96.90 96.43 96.67 96.67 97.62 97.86
Mean + S.D. + Skew
+ Kurtosis
96.67 97.14 96.19 96.43 97.62 98.33
Table 2: Comparison of different models for YUPenn
To analyse the performance of the statistical moments, we initially utilize
all the frames, that is, we set : Nk = N0k. We later show that we get good
results even for smaller values of Nk . Table 3 depicts the results obtained on
using statistical moments and their various possible combinations.
It is surprising to see that apart from mean, even the other statistical mo-
ments, such as S.D., skew and kurtosis perform well when considered individu-
ally (as seen in block (a) of table 3).This means that the temporal statistics of
the 4096 dimensional vector is highly similar for videos of the same class. This
indicates that various types of probability based approaches can be explored
for obtaining a very powerful descriptor for the videos. Quick observation of
the table reveals that concatenation of all the four moments: mean, standard
deviation (S.D.), skew and kurtosis consistently gives high scores on both the
datasets. Also, all the feature descriptors which contain either of mean, S.D or
their concatenation perform well.
We obtained average classification accuracy of 80% in YUPenn dataset and
16% in Maryland dataset while using VLAD. This poor performance is due to
the fact that the Maryland dataset contains both camera and scene motion and
also the number of frames per video also varies drastically. However, we are
able to get an accuracy of 85% in Maryland dataset through just dimensionality
reduction of 4096-D feature using PCA followed by simple average pooling and
classification using SVM.
Since the time taken for computing the final feature vector for a given video
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Statistical Measures Dim Yupenn Maryland
Mean 4,096 98.10 90.77
S.D. 4,096 98.57 92.31
Skew 4,096 95.00 76.92
Kurtosis 4,096 95.00 58.46
Mean+S.D. 8,192 98.57 93.08
Mean+Skew 8,192 98.10 93.08
Mean+Kurtosis 8,192 98.10 93.08
S.D.+Skew 8,192 97.86 92.31
S.D.+Kurtosis 8,192 97.62 92.31
Skew+Kurtosis 8,192 96.19 70.00
Mean+S.D.+Skew 12,288 98.10 93.85
Mean+S.D.+Kurtosis 12,288 98.10 93.85
Mean+Skew+Kurtosis 12,288 97.86 93.85
S.D.+Skew+Kurtosis 12,288 97.86 93.08
Mean+S.D.+Skew
+Kurtosis
16,384 98.33 93.85
Table 3: Accuracy obtained for the various moments and their combinations
(HYBRID-CNN fc7): The first block (a) shows the results of using the first
four moments individually Each of these vectors have a dimension of 4096. In
the second block (b), doublet combinations of the moments are obtained by
concatenation. Each of these vectors have a dimension of 8192. The third block
(c), triplet combinations are considered, each of them having a dimension of
12288. The fourth block (d) shows the result obtained on combining all the four
moments resulting in a vector of dimension 16384.
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Vk largely depends on the value of Nk , it is very important to understand how
the accuracy of the classifier varies with Nk. Moreover, to make the computation
time independent of the duration or the frame rate of the video, it would be
better to choose the same value of Nk for all videos. Hence, we take same
Nk = N for all videos. For obtaining the relation between the accuracy and
the number of frames selected from each video, we perform a multiple trials
based experiment. In this simple experiment, we evaluate our method for the
following values of N ∈ {1, 2, 3, 5, 10, 15, 20, 30, 40, 50, 60}. For each of these
values of N , one-vs-rest SVM with leave-one-video-out (LOVO) is performed
18 times. In each trial N frames are randomly chosen from the video and the
4096 dimensional feature vectors are aggregated using their temporal mean. We
evaluate this behavior only for mean, since, for evaluating the accuracy in case
of higher moments we need substantial number of frames and hence can’t test
them for very low number of frames like 1,2,3 and 5.
(a) (b)
Figure 3: Accuracy vs number of frames using mean aggregation. Here x-axis
denotes the number of frames used for aggegation and the y-axis denotes the
average accuracy obtained for 18 trials in each case.(a) Maryland (left) and (b)
YUPenn (right)
The graph in figure 3 depicts how the average accuracy obtained for mean ag-
gregation varies with the number of frames. As expected the accuracy increases
as the number of frames increase and saturates around 90.7% for Maryland and
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Class HOF
+
GIST
[18]
Chaos
+
GIST
[19]
SOE
[21]
SFA [27] CSO [28] BoSE [22] C3D[4] SA-
CNN
[µˆ, σˆ, γˆ, κˆ]
Avalanche 20 60 40 60 60 60 NA 100
Boiling Water 50 60 50 70 80 70 NA 90
Chaotic Traffic 30 70 60 80 90 90 NA 100
Forest Fire 50 60 10 10 80 90 NA 100
Fountain 20 60 50 50 80 70 NA 90
Iceberg Collapse 20 50 40 60 60 60 NA 100
Landslide 20 30 20 60 30 60 NA 90
Smooth Traffic 30 50 30 50 50 70 NA 90
Tornado 40 80 70 70 80 90 NA 90
Volcanic Eruption 20 70 10 80 70 80 NA 90
Waterfall 20 40 60 50 50 100 NA 100
Waves 80 80 50 60 80 90 NA 90
Whirlpool 30 50 70 80 70 80 NA 90
Overall 33.08 58.46 43.08 60.00 67.69 77.69 77.69 93.85
Table 4: Comparison of classification scores for various methods of Dynamic
Scene Recognition on Maryland dataset.
Class HOF
+
GIST
[18]
Chaos
+
GIST
[19]
SOE
[21]
SFA [27] CSO [28] BoSE [22] C3D[4] SA-
CNN
Beach 87 30 93 93 100 100 NA 97
Elevator 87 47 100 97 100 97 NA 100
Forest Fire 63 17 67 70 83 93 NA 100
Fountain 43 3 43 57 47 87 NA 100
Highway 47 23 70 93 73 100 NA 100
Lightning Storm 63 37 77 87 93 97 NA 93
Ocean 97 43 100 100 90 100 NA 100
Railway 83 7 80 93 93 100 NA 100
Rushing River 77 10 93 87 97 97 NA 100
Sky-Clouds 87 47 83 93 100 97 NA 100
Snowing 47 10 87 70 57 97 NA 97
Street 77 17 90 97 97 100 NA 100
Waterfall 47 10 63 73 77 83 NA 97
Windmill Farm 53 17 83 87 93 100 NA 93
Overall 68.33 22.86 80.71 85.48 85.95 96.19 96.67 98.33
Table 5: Comparison of classification scores for various methods of Dynamic
Scene Recognition on YUPenn dataset.
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beach 29 0 0 1 0 0 0 0 0 0 0 0 0 0
fountain 0 30 0 0 0 0 0 0 0 0 0 0 0 0
ocean 0 0 30 0 0 0 0 0 0 0 0 0 0 0
rushing river 0 0 0 30 0 0 0 0 0 0 0 0 0 0
street 0 0 0 0 30 0 0 0 0 0 0 0 0 0
elevator 0 0 0 0 0 30 0 0 0 0 0 0 0 0
highway 0 0 0 0 0 0 30 0 0 0 0 0 0 0
railway 0 0 0 0 0 0 0 30 0 0 0 0 0 0
sky clouds 0 0 0 0 0 0 0 0 30 0 0 0 0 0
waterfall 0 0 0 1 0 0 0 0 0 29 0 0 0 0
forest fire 0 0 0 0 0 0 0 0 0 0 30 0 0 0
lightning storm 0 0 0 1 0 0 0 0 0 0 0 28 1 0
snowing 0 0 0 1 0 0 0 0 0 0 0 0 29 0
windmill farm 0 0 0 0 0 0 0 0 0 0 0 0 2 28
Table 6: Confusion matrix for YUPenn dataset.
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avalanche 10 0 0 0 0 0 0 0 0 0 0 0 0
forest fire 0 10 0 0 0 0 0 0 0 0 0 0 0
landslide 0 0 9 0 1 0 0 0 0 0 1 0 0
tornado 0 1 0 9 0 0 0 0 0 0 0 0 0
waves 1 0 0 0 9 0 0 0 0 0 0 0 0
boiling water 0 0 0 0 0 9 0 0 1 0 0 0 0
fountain 0 0 0 0 0 0 9 0 0 0 1 0 0
volcano erruption 0 1 0 0 0 0 0 9 0 0 0 0 0
whirlpool 0 0 1 0 0 0 0 0 9 0 0 0 0
chaotic traffic 0 0 0 0 0 0 0 0 0 10 0 0 0
iceberg collapse 0 0 0 0 0 0 0 0 0 0 10 0 0
smooth traffic 0 0 0 0 0 0 0 0 0 1 0 9 0
waterfall 0 0 0 0 0 0 0 0 0 0 0 0 10
Table 7: Confusion matrix for Maryland dataset.
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around 98.1% for YUPenn. As the value of N increases, the variation in accu-
racy across the trials decreases. It is apparent from the graph that, for smaller
values of N, the accuracy is very sensitive to which frame is randomly chosen.
Thus such a high fluctuation in accuracy is observed. Also, it shows that the
confidence in accuracy increases as we take more frames and then saturates
roughly after N > 30 on both the datasets. From figure 3 we conclude that
choosing N = 30 is sufficient for getting high accuracy with high confidence.
Choosing this optimal value of the number of frames balances out computation
time and accuracy.
An interesting thing to note is that, in the case of YUPenn, even for N = 1,
the accuracy is very high ( 97.35%), which is close to the accuracy for larger val-
ues of N . However, in the case of Maryland, the accuracy improves significantly
as N increases. Considering the fact that in Maryland there is lot of camera
motion, performing mean aggregation significantly improves the performance as
compared to a single frame. But in YUPenn as the camera motion is negligible,
even a single frame is very powerful and taking mean results in a slight improve-
ment. This indicates that the simple aggregation scheme robustly handles the
effect of camera motion in the videos. We also performed classification based
on majority voting scheme explained earlier. We obtained the average accuracy
of 90.77% for Maryland dataset and 97.14% for YUPenn dataset for 10 linearly
spaced frames per video.
We compare the results obtained using statistical aggregation scheme (µˆ +
σˆ + γˆ + κˆ) to previous methods for Maryland(Table 4) and YUPenn(Table 5).
The proposed approach shows the outstanding performance over current state-
of-the-art methods (BoSE & C3D) for the Maryland dataset, with a leap of
16.16%. The classes iceberg collapse and avalanche witness largest improve-
ment over previous best performing techniques. On other classes, the statistical
aggregation is either at par or ahead in terms of classification accuracy. The
state of the art results for the YUPenn dataset is nearly saturated. Hence, a
marginal improvement is obtained in the case of YUPenn dataset. It achieves
perfect accuracy in nine out of fourteen classes. Overall, the accuracy of the
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proposed approach exceeds that of the state of the art methods, BoSE & C3D
by 2.14% & 1.66% respectively for YUPenn dataset.
5. Conclusion
As compared to the previous spatio-temporal approaches, we focus on cap-
turing temporal variations of very powerful spatial descriptors provided by CNN.
This method is computationally efficient than the traditional local feature ex-
traction, encoding and pooling approaches. We observe that CNN spatial de-
scriptors are excellent representatives of spatial information, as demonstrated
by the accuracies obtained using only a single frame per video. This is due to
the fact that most of the natural scenes, in spite of the inherent dynamism, are
highly correlated with their spatial attributes. However, there is a large uncer-
tainty in the performance, as it is highly dependent on which frame is chosen
from the video. We propose methods that utilize multiple frames to improve
accuracy as well as reduce this uncertainty to a large extent, as shown in Fig-
ure 3. We also show that CNN pre-trained on hybrid of ImageNet and Places
datasets outperforms the models trained on either of them alone. Thus, hybrid
model provides very powerful representations for dynamic scene classification
tasks.
We evaluate our algorithm on two standard and publicly available datasets
(Maryland and YUPenn) for three pre-trained CNN models. Our proposed algo-
rithm shows outstanding performance over the current state-of-the-art methods
by 16.16 % for Maryland and 1.66 % for YUPenn datasets. The approach works
well even for the very challenging Maryland dataset having large camera motion
and jitter. High accuracies obtained for the various statistical moments indicate
that similar classes have similar temporal statistics and that the spatial features
temporally evolve in a similar way. Hence in future, various probabilistic meth-
ods can be explored by considering the joint distribution of the 4096 random
variables (from the activation features of CNN) and finding out different mod-
els for different classes. We also report difficulty in applying vectorial pooling
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methods to datasets of such small sizes, as we find them not to give good re-
sults when compared to other aggregation approaches discussed in the paper.
Overcoming this problem by dataset augmentation and vocabulary adaptation
from another dataset is another future task. Expanding the approach to classify
datasets with a large number of categories is a challenge which also needs to be
investigated.
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