Field observations and theoretical analysis are used to investigate the appearance of different nocturnal boundary layer regimes. Recent theoretical findings predict the appearance of two different regimes: the continuously turbulent (weakly stable) boundary layer and the relatively ''quiet'' (very stable) boundary layer. A large number of nights (approximately 4500 in total) are analyzed using an ensemble averaging technique. The observations support the existence of these two fundamentally different regimes: weakly stable (turbulent) nights rapidly reach a steady state (within 2-3 h). In contrast, very stable nights reach a steady state much later after a transition period (2-6 h). During this period turbulence is weak and nonstationary. To characterize the regime, a new parameter is introduced: the shear capacity. This parameter compares the actual shear after sunset with the minimum shear needed to sustain continuous turbulence. In turn, the minimum shear is dictated by the heat flux demand at the surface (net radiative cooling), so that the shear capacity combines flow information with knowledge of the boundary condition. It is shown that the shear capacity enables prediction of the flow regimes. The prognostic strength of this nondimensional parameter appears to outperform the traditional ones like the similarity parameter z/L and the gradient Richardson number R i as a regime indicator.
Introduction
In the present work, a systematic analysis of field observations from the Royal Netherlands Meteorological Institute (KNMI) Cabauw tower (the Netherlands) is performed in order to study nocturnal boundary layer regimes. It will be shown that two qualitatively different regimes occur and that their appearance can be explained in terms of a hypothesis introduced recently by van de Wiel et al. (2012a,b, hereafter VDW12a,b) . This theory couples ambient flow characteristics with aspects of the surface energy budget in order to explain regime transitions.
It is generally known that nocturnal boundary layers (NBLs), which occur under windy conditions, called weakly stable boundary layers, largely differ from so-called very stable boundary layers, with weak winds and clear skies (e.g., Mahrt 2014; VDW12a,b; Mauritsen et al. 2007; Grachev et al. 2005; Monahan et al. 2011) . Whereas turbulence in the first case is relatively strong and continuous, it tends to be weak and intermittent in the latter (e.g., Acevedo and Fitzjarrald 2000; Sun et al. 2004 ).
In the past, attempts have been made to relate the occurrence of those regimes to local stability parameters like the gradient Richardson number [R i 5 (g/u 0 ) (›u/›z)/(›U/›z), where g is gravity, u is the potential temperature, z is height, and U is the wind speed] or the similarity parameter z/L, where L is the Obukhov length (e.g., Mahrt et al. 1998) . Broadly speaking, weakly stable boundary layers tend to coincide with low values of R i Denotes Open Access content. and z/L and very stable boundary layers with high values. Despite this, data stratification in terms of those stability parameters has been only partly successful. This can be explained by the fact that response of the boundary layer as a whole is not uniquely related to the value of a local stability parameter (i.e., for a given L, z could be anything depending on the height of the observations).
To avoid usage of local parameters, one could try to relate the occurrence of boundary layer regimes to ''external'' parameters like the geostrophic wind and net radiative surface cooling. Although this approach has been promising to some extent (Derbyshire 1999; van de Wiel et al. 2003; Acevedo and Fitzjarrald 2000; Łobocki 2013) , it has limiting perspective for analyzing field observations in practice. This is due to the fact that the synoptic pressure gradient is not a directly observed quantity in the field. This makes analysis of the geostrophic wind a nontrivial exercise (e.g., baroclinic effects may become important). Also, for weak wind conditions the geostrophic wind is less correlated to the magnitude of the wind speed in the stable boundary layer (SBL). Therefore, the initial wind speed (i.e., at sunset) is used as external wind forcing. With respect to net radiation, the following has to be considered: strictly speaking, it is an internal parameter that depends on both the air and surface temperature (Edwards 2009 ). To eliminate this dependency, one could utilize the socalled isothermal net radiation, as defined in Monteith (1981) and Holtslag and de Bruin (1988) . However, in practice, the magnitude of the radiative budget is largely determined by the amount of cloud coverage. For practical reasons, we therefore consider net radiation as an external forcing in the remainder of this work (for a complete discussion, we refer to VDW12a).
Here, we present an alternative route that does not need the geostrophic wind as an input parameter for regime classification. It builds on the maximum sustainable heat flux hypothesis (MHF) as presented in VDW12a and VDW12b. The sketch in Fig. 1 illustrates this hypothesis: thermal balance at a surface with low heat capacity (e.g., short grass or snow) can be reached if the turbulent heat flux (at least approximately) balances the energy demand, which is the net radiative cooling Q N minus the soil heat flux G (both taken constant for simplicity; black dashed line in Fig. 1 ). Also for simplicity the latent heat flux is assumed negligible.
For a given shear, the downward heat flux jHj maximizes at moderate stability in stratified flows: the heat flux becomes small in both the neutral limit (small temperature gradient) and the very stable limit (weak mixing). This general characteristic has been reported in many studies and is readily derived within the framework of Monin-Obukhov (MO) similarity (see section 4 and references therein).
The value of this maximum itself strongly depends on the magnitude of the ambient shear. Here, it is clear that no balance can be reached in the case of weak winds (red curve) as even the maximum heat flux supply is less than the energy demand. As such, the surface temperature decreases, hence stability increases. This positive feedback loop generally leads to strongly suppressed levels of turbulence (e.g., Flores and Riley 2011; Ansorge and Mellado 2014) .
In the other extreme, if the wind is strong, then the supply and demand can be in balance (blue curve). As such, we can find an intermediate ''critical'' wind strength (black curve) where the wind is just strong enough so that the maximum heat flux compensates the net radiative loss at the surface (or a predefined fraction of it). This wind strength is the minimum wind (shear) strength to sustain turbulence. This minimum shear defines a characteristic velocity scale, which will be used for normalization of the actual shear in our dataset. This nondimensional shear will be coined the shear capacity of the flow (SC).
In the reasoning above, it is assumed that, for turbulence to survive, the thermal balance at the surface should be reached rapidly. It does not account for flow acceleration effects (e.g., formation of the low-level jet), so that the ambient shear is considered ''fixed.'' As such, the analysis is mainly focused on the first few hours (0-3 h) after sunset. On the other hand, it is expected that an initial collapse of turbulence in the beginning of the night will favor flow acceleration during the night. This acceleration, in turn, increases the chance of turbulence to be regenerated later that night (e.g., Businger et al. 1971 and Donda et al. 2015) . This interesting aspect of FIG. 1. Sketch of the turbulent heat flux curve vs stability for weak winds (red), the minimum (''critical'') wind (black), and strong winds (blue). The energy demand is given by the dashed line. Here, jQ N j is the net radiative heat loss at the surface. The soil heat flux jGj is incorporated in the demand. For strong stability levels, Monin-Obukhov similarity is no longer valid (e.g., Mahrt 2014); as a result, the shape of the curves becomes uncertain.
time dependence will also be given attention in the present work. The observational analysis utilizes a large dataset (approximately 10 years) of the 200-m tower at the Cabauw observatory of KNMI (van Ulden and Wieringa 1996) . From this set, composite cases according to bins of wind classes are constructed, following the philosophy of Baas et al. (2012) . In this way, each case corresponds to a group of similar nights. The approach emphasizes general characteristics of each wind class, as case-to-case variation of individual nights is largely averaged out. Furthermore, we restrict the analysis to clear-sky cases.
This paper is organized as follows: In section 2, a brief overview of the data analysis is given. In section 3, it is shown that the nights can be subdivided into two separate boundary layer regimes, which, for each height specifically, can be classified according to the ambient wind strength around sunset. Next, the concept of the shear capacity is introduced, which is then used to classify the data independent of the observational height, and a comparison between SC and z/L and R i as regime indicators is made (section 4). In section 5 the results are interpreted using the budget of turbulent kinetic energy. Discussion and conclusions are given in sections 6 and 7, respectively.
Data analysis
Field observations are used, obtained at Cabauw [for description of the site, see van Ulden and Wieringa (1996) and Beljaars and Bosveld (1997) ] between August 2000 and December 2012. Temperature (KNMI Pt500 element) and wind speed (cup anemometer) measurements at the main tower are obtained at 40, 80, 140, and 200 m. Auxiliary towers provide measurements at 10 and 20 m. The air temperature is also measured at 1.5 m. The net radiation is determined from the individual (shortwave and longwave, incoming and outgoing) radiation components. All fluxes are near-surface values determined from an eddy covariance technique applied to air temperature and wind speed measurements at the 5-m flux tower. Information on the instrumentation and relative position of the towers can be found in Bosveld (2014) .
Our aim is to follow the methodology of Baas et al. (2012) to build composite cases. By using multinight composites (ensemble averages), random disturbances occurring in individual nights largely average out. The reduction in scatter is expected to provide a clearer view of the SBL dynamics.
The Cabauw database is divided in 24-h periods starting at 0600 local time (LT), such that each period contains a full night.
The formation of the stably stratified boundary layer is initiated by a change of sign of Q N . Hence, cases (24-h periods) are ''synchronized'' by setting time t to 0 h when Q N changes sign from positive to negative. Depending on the season, this generally occurs between 1500 and 1900 LT, several hours before the astronomical sunset.
A filter selects nights with clear skies-that is, an average net radiation jQ N j . 30 W m 22 and a standard deviation (with respect to the average of a particular night) s Q , 15 W m 22 . Each night is classified according to the mean presunset wind speed at 40 m U 40 between times t 5 24 and t 5 0 h. Note that the classification appears to be insensitive to the exact choice for time and altitude. Among nights with clear skies, the variation of the radiative forcing is relatively weak. Additionally, dynamics appear to be less sensitive to radiative forcing compared to the mechanical forcing (Sun et al. 2012) . Therefore, only the wind speed is used for classification purposes here. Table 1 shows that the number of nights N in each class is relatively large. For each class, the night with the shortest time span occurs in summer. This restricts our composite analysis to t , 9 h.
Two regimes
Here, several composite quantities (mean wind and temperature profiles, turbulent fluxes) are analyzed. In this section, it is shown that a clear distinction in two qualitatively different regimes can be made: a weakly stable regime and a very stable regime. We base ourselves on section 3d to make the regime division at U 40 ' 5.5 m s 21 in all figures for this dataset. For wind speed classes ( reference to U 40 as either a classification parameter or a diagnosed quantity from here on. For the weakly stable cases, the wind profiles are reasonably steady after 3 h (i.e., after sunset). The consistency in the steady-state profile reflects that indeed significant reduction of scatter is achieved by using the composite method. For the weakly stable cases, in the first decameters above the surface, the steady state is formed within 1-3 h. The thickness of this layer increases with wind speed class. For example, in Fig. 2c the thickness is approximately 60 m; in Fig. 2d the thickness is larger than 140 m. Above this layer, an acceleration is observed that can be explained by an inertial oscillation of the wind (Blackadar 1957 ). This phenomenon is outside of the scope of this study.
The very stable cases have not (yet) reached a steady state at t 5 3 h. Later, however, after 4-5 h some kind of ''preferred state'' appears to develop. . The classes are divided into weakly stable (blue) and very stable (red) cases (see Fig. 5 ).
decrease in the afternoon owing to onset of the stable boundary layer. The weakly stable cases (blue) reach stress levels, which appear to be more or less constant. In contrast, for the very stable cases, the stresses reach a minimum just after sunset, followed by an increase (up to 300% for the most stable cases) during the night. Qualitatively, this increase agrees with the aforementioned flow acceleration (e.g., Donda et al. 2015) . Again, very stable cases show a tendency to reach some kind of preferred state. Here, this state corresponds with a turbulent stress of u 2 * ' 0:01 m 2 s 22 . A closer analysis of nonsummer nights only (t . 9 h) suggests a converging trend (not shown), though the amount of scatter (''error bars;'' not shown) somewhat increases owing to the fact that a smaller subset is used.
c. Temporal evolution of the turbulent heat flux Similar to Fig. 3 , the temporal evolution of the (near surface) turbulent heat flux is shown in Fig. 4 . The same division in colors is made. Before sunset, convective mixing causes the turbulent heat flux to be very similar among wind speed classes [with the exception of the highest wind speed class (dashed line), where behavior of individual nights may affect the composite significantly; see Table 1 ]. After sunset, the composite heat flux strongly depends on the wind speed class. For weakly stable cases (blue) a temporal maximum downward heat flux (not to be confused with the maximum of Fig. 1 ) is visible just after sunset. This typical behavior is beyond the scope of this study. Later (t $ 3 h) a more or less steady value is reached. In the very stable cases (red) the maximum is much less pronounced owing to the fact that turbulence is strongly suppressed (Fig. 3) . Later on the flux reaches a more or less constant, ''preferred'' value of jH 0 j ' 10.0 6 3.5 W m 22 .
d. Temperature inversion characteristics
In Fig. 5 the temperature inversion is given as a function of wind speed at a reference level z (z 5 10, 20, 40, or 80 m). The inversion is defined as the difference in (potential) temperature between the reference level and 1. 5 m above the surface: Du 5 u(z) 2 u(1.5 m). In the same figure time evolution is given by the ''brightness'' of the colors: an increment in shade indicates a 10-min advance.
For each altitude, we observe that Du, for each wind speed class, approaches a well-defined line in the diagram within the first few hours. At the low-wind speed side, these lines are significantly steeper than at the high-wind speed side. It is found that an initial 
e. The minimum wind speed
Contrary to the inversion strength, turbulent stress is observed at a single level (before and after September 2006: 5 and 3 m, respectively). Figure 6 shows the turbulent stress as a function of the wind speed at a reference height (again z 5 10, 20, 40, and 80 m) for the initial stage of the night. Figure 6 shows a characteristic shape, which is consistent with the on-off behavior of nocturnal turbulence: below a certain threshold value, steady turbulence cannot be sustained (cf. VDW12a). At the same time, the authors realize that truly on-off behavior is unlikely to occur in nature. Here, in the observations, on-off behavior is smoothed by secondary dynamics and by the averaging procedure itself. Apart from this caveat, as the wind speed increases with height, different observational levels indicate different critical values. Note that similar dependencies have already been reported in observations by King et al. (1994) and Sun et al. (2012) . However, the critical case occurs simultaneously throughout the boundary layer: it occurs when the wind speed class (Table 1) . The similarity in shapes and the coincidence of the critical wind speed class invite us to use the critical wind speed value for normalization of the horizontal axis. Later, the theoretical concept of the minimum (critical) wind speed is used for this purpose.
f. The maximum sustainable heat flux
The effects of wind speed and temperature are combined in a nondimensional graph that depicts the turbulent heat flux as a function of the bulk Richardson number (Fig. 7) . Here, the bulk Richardson number is defined as R b 5 (g/u 0 )(zDu/U 2 ) (in Fig. 7 , z 5 40 m). For normalization of the turbulent heat flux the so-called maximum sustainable heat flux jH max j is used (VDW12b):
where k is the von Kármán constant (0.4), a is a closure parameter for log-linear flux-profile relations (set to a 5 4, based on current observations), r is the density of air The derivation of this expression is summarized in the next section. Note that the scaling itself is general, whereas the (optional) prefactor [4/(27a)] arises from specific model assumptions (here, the validity of loglinear Businger-Dyer similarity functions; see below). From Fig. 7 (cf. the dimensional sketch in Fig. 1 ), it appears that the turbulent heat flux maximizes at intermediate stability. This effect has been well known in literature (e.g., Mahrt et al. 1998; Grachev et al. 2005 ; Sorbjan 2006). Physically, it reflects the fact that the heat flux is limited in its neutral extreme (absence of vertical temperature gradients) and in its very stable extreme (suppressed vertical mixing). Interestingly, the maximum coincides with the regime separation [see also Mahrt et al. (1998) ] proposed in Fig. 5 . Note that formal analysis on a simplified, plate-driven Couette flow showed that at this maximum a negative feedback in the heat transport suddenly changes into a positive feedback, which eventually causes a regime shift to occur (van de Wiel et al. 2007) . At other altitudes (10, 20, and 80 m; not shown), the regime (color) separation also occurs at the maximum heat flux, albeit at different bulk Richardson numbers. This aspect is discussed later. Note that direct interpretation of Fig. 7 in terms of Fig. 1 is nontrivial: The vertical axis of Fig. 7 is normalized with H max ; as such, each class is scaled with a different value. Idealistically (in theory) the turbulent heat flux curves would coincide (cf. van de Wiel et al. 2007) . Figure 1 , alternatively, is normalized with a single value of the energy demand set by the net radiation.
With respect to the time dependence (color intensity), the weakly stable (blue) cases approach a steady state within 3 h (conglomerates of black points), whereas the very stable cases show a systematic variation during the night: the aforementioned acceleration causes a decrease in the bulk Richardson number (R b ; 1/U 2 ) until again some kind of preferred state is reached at R b ' 0.2. Note that as bulk quantities at a single altitude are considered, the generality of this number must be taken with caution. At first impression, the observation of this preferred state might point to the conjecture made by Wang and Bras (2010) . They state that the MO similarity functions have a single solution. However, this is not the case, as their claim of such state being the only possible state cannot be justified: weakly stable cases can have any stability between neutral and R b ' 0.2.
Shear capacity as regime prognostic
Figures 5 and 6 show that the value of the critical wind speed depends on the observational height. On the other hand, it is clear that the regime transition of the boundary layer as a whole cannot depend on a specific observational height. In VDW12b instead, it is shown that a transition is expected when the radiative heat loss at the surface is significantly larger than the maximum downward turbulent heat flux that can be supported by the flow at a given wind profile. Vice versa, one may start from the assumption that the maximum sustainable heat flux should attain a significant fraction of the net radiative heat loss (say an arbitrarily chosen fraction of approximately 25% or about 10 W m
22
) to prevent extreme cooling (and hence the collapse of turbulence). To obtain the expression for the critical profile, we follow VDW12a. We start with the surface energy balance, which is written as c y ›T s ›t 5 jH 0 j 2 (jQ N j 2 jGj) .
For convenience, we use the absolute values of the fluxes here; as such, positive fluxes are directed toward the surface. We consider a case just after sunset for an isolating surface with low heat capacity per unit area c y (J m 22 K 21 ) like fresh snow or short grass. The key question is whether, at a given wind profile, sufficient heat can be transported such that jH 0 j * O(jQ N j 2 jGj) to prevent extreme surface cooling. To describe the turbulent heat flux as a function of temperature and wind speed, we adopt MO similarity (Monin and Obukhov 1954) using bulk quantities. Though this is a crude assumption, it was shown by VDW12a that the final result is not very sensitive to this approximation and that formal local similarity, allowing for effects of flux divergence, leads to qualitatively similar answers (appendix A). The turbulent heat flux is modeled via (e.g., Louis 1979; McNider et al. 1995) 
with R b 5 z(g/u 0 )(Du/U 2 ) (other quantities are defined as in the previous section). For f(aR b ), we take
This is equivalent to assuming log-linear similarity functions f m,h 5 1 1 az/L (e.g., McNider et al. 1995; King and Connolley 1997) . Next, rearrangement leads to
By differentiating Eq. (5) with respect to aR b , an expression for the maximum achievable heat flux is obtained. The maximum is reached at aR b 5 1/3 (e.g., Taylor 1971; Malhi 1995; Basu et al. 2008 ) and reads (in dimensional terms) jH max j 5 4 27a
Note that the prefactor on the rhs (in parentheses) depends on the assumed specific closure f(aR b ). In line with the discussion above, we require that the maximum achievable heat flux should be above the demand jQ N j 2 jGj at the surface. By substituting jQ N j 2 jGj for jH max j in Eq. (6), we find the minimum wind speed profile for sustained turbulence:
This then corresponds to a critical wind profile-that is, the minimum wind profile needed to sustain turbulence in the boundary layer as a whole. The horizontal axis of Fig. 6 is normalized using this critical profile to arrive at Fig. 8 . From the color separation in this figure, it appears that indeed the regime transition can be predicted irrespective of the specific observational height.
Next, an estimate for the heat flux demand jQ N j 2 jGj at the surface is needed. From Fig. 4 , at least some 10 W m 22 has to be supported by the heat flux in order to sustain turbulence (either blue cases or red cases at the end of the night). Therefore, we take this value as an estimate for the demand in Eq. (7). Note, that because of the 1 /3 exponent in the U min formulation the dependence to the exact value is weak. Moreover, it will be shown that the regime separation itself is independent of the specific demand, provided that a fixed value is taken. We now propose to normalize the wind speed with the minimum wind speed U/U min . This means that one compares the actual shear with the minimum shear needed to sustain a downward heat flux of significant magnitude.
As log-linear similarity functions are used in the derivation, clearly Eq. (7) is a specific result for that choice. However, adopting other similarity functions would result in the same equation for U min with the exception that the prefactor [in this case (27a)/4] would be different but still a constant. Thus, the fact that the regimes in Fig. 8 separate is not affected by a particular choice for the closure.
It occurs that the aforementioned transition points coincide into a single critical point: the normalization separates weakly stable from very stable cases irrespective of the specific observational height. Hence, a single wind speed observation suffices to predict the state of the clear nocturnal boundary layer just after sunset. This is the desired result. In the example above, the critical value lies at U/U min 5 1.04. Here, via U min the critical value itself depends on our closure model and choice jQ N j 2 jGj 5 10 W m 22 . Alternatively, one could eliminate those choices from the normalization procedure and replace the demand directly by a fixed value of jQ N j ''representative'' for clear skies (see section 5). Although this would change the critical value, it clearly does not affect the separation itself. Here, we would like to discuss the normalization procedure apart from any specific f(R b ) closure. Because U/U min compares the actual shear with the minimum required, we coin a new closure-independent parameter as the SC. In bulk properties, it is defined as
whereas in gradient terms it reads as (see also section 5)
Note that in Fig. 8 :
SC, using the bulk form. In the remainder of the text, the modelindependent SC is used instead of U/U min to predict regime transition.
Ambiguity of local stability indicators
In atmospheric literature, z/L or R i are successfully used to indicate local atmospheric stability at a specific altitude above the surface. At the same time, it can be anticipated that those local stability indicators cannot provide direct information on the global state of the boundary layer (being weakly or very stable). FIG. 8 . The kinematic stress as function of the normalized wind speed [using Eq. (7)] is shown for z 5 10, 20, 40, and 80 m. Color coding is as in Fig. 5 . Note that a different time frame is used here. The shades indicate times between t 5 1 (lightest shade) and t 5 3 h (darkest shade). Normalization of the horizontal axis results in a unique separation irrespective of the observational height.
To illustrate this, we analyze two cases: a ''weakly stable'' boundary layer with an Obukhov length L 5 50 m and a ''very stable'' regime with L 5 10 m. Under MO theory,
›U ›z kz u * and
As before, we take f m,h 5 1 1 az/L (for a 5 4), so that R i 5 z/L(1 1 az/L) 21 . Figure 9 shows the corresponding profiles of the gradient Richardson number. It is clear that a specific R i (e.g., R i 5 0.17) corresponds to two completely different situations (black dots): either the boundary layer is very stable and shallow and R i was monitored at a low observational level or the boundary layer is deeper and in a more turbulent state, but monitoring was done at a higher altitude. As such, we cannot unambiguously describe the state of the atmosphere by a Richardson number alone. A similar ambiguity arises when z/L is used. This parameter can both change because of changing flux conditions or because of a different observation height. As such, a regime division based on the value of z/L solely-for example, such as presented in Mahrt et al. (1998) -cannot be unique.
Wind speed profiles at t 5 1 h are depicted in Fig. 10 . The thick black dashed line is the minimum wind speed profile [Eq. (7)]. We observe that at t 5 1 h the wind speed is weaker than the minimum profile in all very stable cases (presunset U 40 , 5.5 m s 21 , red) and stronger in all weakly stable cases (U 40 . 5.5 m s 21 , blue). Of course, later during the night the air in the very stable cases accelerates (e.g., Fig. 2 ) so that U(z) ' U min (z) and turbulence is recovered. Figure 10 illustrates that the shear capacity largely eliminates this ambiguous height dependence and is therefore more useful as a global regime indicator for the wind profiles just after sunset.
The difference between z/L and R b (as proxy for R i ) versus SC becomes clear by analysis of the observational data with respect to u 2 * as a function of the stability parameter (Figs. 11a,c,e) . Both z/L and R b show a region of intermediate stability where the regime is not uniquely defined. Note that normalization of the vertical axis is omitted here as for the main observational period local flux information above z 5 5 m is not available. Clearly, the regime separation in Figs. 11e and 11f does not depend on a specific observation level. A similar result is obtained when the temperature inversion strength is analyzed (Figs. 11b,d,f) . Note, that even in this nonscaled form Figs. 11a-c are strongly influenced by self-correlation (Klipp and Mahrt 2004; Baas et al. 2006) . If, for example, the horizontal and vertical axes of Fig. 11c are compared, we see that z/L ; u 23 * , while the vertical axis also contains u * . As such, the observed relation between z/L and u 2 * is not necessarily physical.
Physical interpretation
In our analysis, the criterion for regime transition depends on whether energy loss (demand) at the surface can be compensated under a given wind profile. This comparison is expressed in a nondimensional parameter: SC [Eq. (9)]. In this section, we evaluate the idealized, academic case, such that a fixed heat flux can be imposed.
The following strategy is used: First, we use the turbulent kinetic energy (TKE) budget to show that we can expect the shear capacity and momentum flux to be uniquely related. Then, the generic relation (with the constraint that MO theory is valid) between shear capacity and momentum flux is obtained, using traditional MO theory. This results in the nondimensional counterpart of Fig. 8 . The theoretical relation is compared to field observations. Finally, the current analysis is put into perspective of local scaling theory.
This case is set up as follows: According to Fig. 1 flow transition is driven by a heat flux demand jH 0 j at the surface. As such, we prescribe a constant heat flux equal to a significant fraction of the net radiation: jH 0 j 5 cjQ N j, with c a fraction on the order of 0.1-1. Although reality is much more complex, one could think of this case representing a stable boundary layer over a surface, covered with fresh snow just after sunset (such that the soil heat flux is small). Note that in numerical simulations such a flux-driven case is easily set up (Jiménez and Cuxart 2005; Nieuwstadt 2005 ). Furthermore, we assume wind (shear) to be fixed such that flow-acceleration effects have not yet occurred at the boundary. 
a. Relation between shear capacity and dimensionless shear
Below, we evaluate how the surface constraint jHj 5 jH 0 j 5 cjQ N j translates into the TKE budget of the flow near the surface. With jHj 5 jH 0 j, the steady TKE budget reads (ignoring transport terms) 
This dimensionless equation can be recognized as In this flux-driven system, we expect that f m and SC are uniquely related (dissipation is merely determined by the other terms, which act at the generating scales). SC is determined by two external parameters: H 0 and ›U/›z. For a given value of ›U/›z, one can predict this relation f m (SC) using traditional MO relations by taking H 5 H 0 (a derivation is provided in appendix B):
With these relations, the traditional flux-profile relations can be mapped exactly to an alternative scaling based on the shear capacity, provided the following requirements are met: (1 1
This solution is shown in Fig. 12 (14) yield no solution for smaller SC. Physically, this corresponds to the point where wind shear is too low (SC 21 is too large) such that jH 0 j cannot be supported by the flow. Note that as our regime transition is driven by the surface energy budget, rather than by the flow alone, our analysis is not in disagreement with, for example, Galperin et al. (2007) and Zilitinkevich et al. (2008) , who state that such transition cannot be predicted by merely considering the TKE budget. Here, through coupling of flow and boundary conditions, a sudden collapse, or rather a qualitative regime transition, of turbulence can be predicted. It is unlikely, however, that such a collapse leads to complete laminarization in real atmospheric flows as motivated in Mauritsen et al. (2007) and Zilitinkevich et al. (2008) .
Ideally, a comparison with field observations would be made for a range of values of SC 21 . Field observations in general, however, do not meet the requirements as formulated above. As such, we cannot make a fair comparison between the field observations and the theoretical prediction. Especially flux divergence and the fact that jH 0 j is not fixed account for the significant deviation of the data points (colored dots in Fig. 12 ) from the theoretical prediction. The transition point itself, however, is weakly sensitive to the prescribed jH 0 j. This is expressed in the fact that the regime separation (vertical dashed line) is predicted accurately by the Businger-Dyer relations. In a controlled experiment (e.g., Nieuwstadt 2005) such a case as in Fig. 12 could be realized. Therefore, these cases will be analyzed in a separate study. From a field-observations perspective, agreement is only expected when the measurements (including flux profiles) are conducted over a strongly insulated surface (e.g., a snow-covered plane).
Note that a similar analysis can be made in order to arrive at a dimensionless equivalent to the inversion strength Du of Fig. 5 . In gradient terms, this results in a relation (see also appendix B):
However, here we limit ourselves to the proof-of-principle case above. Considerations on the possibility of self-correlation reveal that, for this case, strong self-correlation would imply a linearly increasing relation between SC 21 (;U
21
) and f 21 m (;U
). However, the anticipated physical relation in Fig. 12 is a decreasing one. As such, the selfcorrelation is not expected to play a large role here.
b. Local scaling
Finally, an interesting viewpoint is obtained by reconsidering the surface-driven TKE budget [Eq. (11)] and multiplying it by the MO scaling term kz/u 3 * , which results in
with the dimensionless dissipation and
Here, L Q represents an ''Obukhov length'' based on a fixed surface flux jcQ N j 5 jH 0 j 5 10 W m 22 . Physically speaking, the concept of L Q is of little value as the traditional definition of L was formulated and interpreted in terms of observed jHj. Mathematically, however, the relation above is similar to Eq. (13). This implies that z/L Q is expected to separate the regimes as was the case with SC. Figure 13 shows that this is indeed the case (cf. Figs. 11c and 11d) . The reason for this surprising result lies in the fact that z/L Q compares the surface energy demand to the maximum heat flux under given shear-similar to SC (see discussion).
Discussion
In this section, we briefly discuss usage of the shear capacity in relation to local stability indicators such as R i and z/L.
As the atmospheric boundary layer is relatively well mixed during the day, fluxes are large compared to gradients. This inspired flux-based scaling in the form of the Obukhov length (z/L) (Monin and Obukhov 1954) . In contrast, turbulence is much weaker during nighttime (e.g., Stull 2000) . In this case, gradients are relatively large compared to fluxes. This leads to gradient-based scaling using the gradient Richardson number (Sorbjan 2006) . A similar advantage occurs for the shear capacity, where both U and U min are of significant magnitude in the VSBL regime. Although the amount of observational scatter may depend on whether fluxes or gradients are used, in principle, the same flux-gradient relation will result. Mathematically speaking, a relation in terms of f m (z/L) can therefore be converted into f m (R i ) and vice versa [as discussed in van de Wiel et al. (2008) ]. Both methods suffice in order to relate the local gradients to the local fluxes to form a consistent closure model. On the other hand, both z/L and R i are height-dependent parameters so that their value is nonuniquely related to a single boundary layer regime. In the present study, a nontrivial mix of flux and gradient is used. The energy demand of jH 0 j is used as a flux parameter. It is on the order of the net radiative heat loss and hence usually not small in cases when regime transitions are expected. The fact that none of the scaling parameters become small in the very stable regime explains the surprisingly low amount of scatter of the red points in, for example, Fig. 8 . Additionally, wind shear is an important variable as it drives the production of turbulence during the night (Sun et al. 2012) . Both variables are combined in the nondimensional shear capacity, which relates the flow to the boundary condition. As before, it is shown that the value of this parameter uniquely relates to the occurrence of boundary layer regimes.
We symbolically summarize the scaling alternatives as 
Conclusions
In this work, an ensemble averaging procedure is applied to field observations. This allows the study of typical behavior of clear nights in classes of similar wind forcing. We emphasize that in the present study strong assumptions had to be made in the application of MoninObukhov similarity theory beyond its formal range of validity. For an analysis on this important issue, we therefore refer to Sun et al. (2012) . To the observations, surface-based scaling is applied up to an altitude of 80 m. In general, effects such as flux divergence can no longer be ignored at such altitudes. Still, in this case, the observations regarding a regime transition appear not to deviate from predictions based on the surface-layer theory. From the analysis, we can conclude the following: 1) For the boundary layer as a whole, two qualitatively different regimes exist in the initial stage of the night: a weak wind case that is nonsteady and characterized by weak turbulence and a strong temperature inversion. The strong wind case on the other hand is steady and characterized by continuous, relatively strong turbulence and a limited temperature inversion.
2) The regime can be unambiguously indicated by the introduction of a new dimensionless group: the shear capacity of the flow. This group compares the required wind shear (based on the required surface heat flux) and the actual wind shear.
Analysis of the temporal development reveals that ''collapsed'' cases tend to recover to a more turbulent state later at night. This state appears to be rather similar among all very stable cases.
Finally, a theoretical analysis is made as well. This results in nondimensional relations between the momentum flux and shear capacity. In the future this scaling behavior of the shear capacity will be investigated in more idealized environment using direct numerical simulation (DNS) [e.g., as in Nieuwstadt (2005), Flores and Riley (2011) , and Ansorge and Mellado (2014) ]. This allows in-depth analysis of the proposed nondimensional physical relationships.
