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Abstract
We classify all fundamental integrable spin chains with two-dimensional
local Hilbert space which have regular R-matrices of difference form.
This means that the R-matrix underlying the integrable structures is of
the form R(u, v) = R(u− v) and reduces to the permutation operator
at some particular point. We find a total of 14 independent solutions,
8 of which correspond to well-known eight or lower vertex models. The
remaining 6 models appear to be new and some have peculiar properties
such as not being diagonalizable or being nilpotent. Furthermore, for
even R-matrices, we find a bijection between solutions of the Yang-
Baxter equation and the graded Yang-Baxter equation which extends
our results to the graded two-dimensional case.
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1 Introduction
Quantum integrable spin chains are characterised by the existence of a family of mu-
tually commuting conserved operators Q2, Q3, Q4, . . . where the charge Qr acts on r
neighbouring sites. For an integrable system in which the interaction range of the Hamil-
tonian H is two sites we naturally take Q2 to be H and we say that the interactions are
nearest-neighbour (NN). In this case the Hamiltonian takes the form
H =
L∑
n=1
Hn,n+1, (1.1)
where HL,L+1 := HL,1 for a length L spin chain with periodic boundary conditions. The
fundamental object which usually underlies the integrable structure in the theory of such
models is the so-called R-matrix [1]. This is an invertible operator
Rab(u, v) ∈ End(Va ⊗ Vb), Va ' Vb, (1.2)
which satisfies the Yang-Baxter equation (YBE)
Rab(u, v)Rac(u,w)Rbc(v, w) = Rbc(v, w)Rac(u,w)Rab(v, w), (1.3)
on Va ⊗ Vb ⊗ Vc. For NN interactions the R-matrix satisfies the regularity condition
Rab(u, u) = Pab, (1.4)
and the two-site Hamiltonian density H12 can be obtained from the R-matrix as a loga-
rthmic derivate
H12 = R12(u, v)−1dR12(u, v)
du
∣∣∣
v=u
= P12
dR12(u, v)
du
∣∣∣
v=u
. (1.5)
A particularly interesting class of integrable models are those where the R-matrix is of
difference form, that is
Rab(u, v) = Rab(u− v). (1.6)
For such models it is well-known that the tower of conserved charges Qr, r = 2, 3, . . . can
be recursively generated by means of the so-called Boost operator B[Q2] defined by [2,3]
B[Q2] :=
∞∑
n=−∞
nHn,n+1. (1.7)
Defined in this way, the boost operator is only defined for infinite length chains, but its
commutators with the conserved charges gives operators of finite interaction range which
reduce consistently to spin chains of finite length. The boost operator can be extended
to a more general setting [4].
An important and related question that we address in this paper is the classification of
integrable spin chains. In general, what this means depends on one’s definition of quantum
integrability [5], but we will restrict to spin chains that have an underlying regular R-
matrix of difference form, and we will solve the Yang-Baxter equation by making use
of the boost operator. In particular we find all Hamiltonians that generate a tower of
conserved charges, which is along the lines of the integrability criterion put forward in [6].
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For our models, we actually confirm the hypothesis from [6] that having a charge Q3 of
range 3 which commutes with Q2 is a necessary and sufficient condition for integrability.
Finding and classifying solutions of the Yang-Baxter equation is a complicated prob-
lem since it corresponds to solving a coupled set of cubic functional equations on the
coefficients of the R-matrix. Nevertheless, certain solutions of the Yang-Baxter equation
with Z2 symmetry were classified in [7]. Moreover, solutions of {6,7,8}-vertex type were
classified in [8]. Recently all solutions of difference form for {4,5,6,7,8}-vertex type models
have been obtained in [9]. Finding solutions is more tractable if one considers constant
solutions. Indeed, the 4× 4 solutions of constant YBE were found in [10]. The subset of
unitary solutions [11] and the extension to n× n solutions [12] were classified as well.
In this paper, we make use of the observation that any regular solution of the Yang-
Baxter equation gives rise to an integrable spin chain with a Hamiltonian with nearest-
neighbour interactions. Moreover, the tower of operators is generated by the boost oper-
ator, which, in turn, is fixed in terms of the Hamiltonian. This means that rather than
solving the Yang-Baxter equations we will instead find all Hamiltonians that generate an
integrable spin chain in this way. The advantage is that the Hamiltonians are constant. In
this way, we have reduced the problem of finding solutions to the Yang-Baxter equation
to solving a system of coupled polynomial equations rather than functional equations.
For each given Hamiltonian we then subsequently derive the corresponding R-matrix.
Finally, we extend our analysis to the two-dimensional graded vector space C1|1. We do
this by specifying a bijection between graded and non-graded solutions of the Yang-Baxter
equation. In this way all our results extend to the graded case as well.
2 Setting
Notation and setting We will be interested in classifying integrable spin chains that
have an underlying R-matrix. In our case, the R-matrix is an operator R : V⊗V→ V⊗V,
where V = C2. This means that our R-matrix R(u) is invertible and satisfies the Yang-
Baxter equation
R12(u− v)R13(u)R23(v) = R23(v)R13(u)R12(u− v). (2.1)
Moreover, we also want R to satisfy the condition that R(0) = P and to be analytic in
a neighbourhood of 0. These conditions ensures that R gives rise to a spin chain with a
Hamiltonian with nearest-neighbour interactions.
Given such an R-matrix, one can construct a corresponding spin chain of length L. The
total Hilbert space1 is then simply V⊗L and the commuting conserved charges underlying
the integrable structure of the spin chain are generated by the R-matrix via the transfer
matrix
t(u) = tr0R0L(u) . . . R01(u). (2.2)
The trace in t ensures that we are dealing with a periodic, closed spin chain, i.e. we
identify L+ 1 ≡ 1.
The Yang-Baxter equation implies that [t(u), t(v)] = 0 and, as a consequence, ex-
panding the logarithm of the transfer matrix t(u) around u = 0 gives rise to a family
1Following standard physics terminology - we have not equipped our vector spaces with any inner
product.
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of commuting operators {Qn}n=1,2,... of increasing interaction range. The first operator
corresponds to the momentum operator since t(0) is simply the shift operator
t(0) = PLL−1 . . . P21 = eiP → Q1 ∼ P. (2.3)
Similarly, the next operator is usually identified as the Hamiltonian and given by the
logarithmic derivative of the R-matrix
Q2 :=
L∑
n=1
R−1n,n+1(0)
d
du
Rn,n+1 ≡
∑
n
Qn,n+1, (2.4)
where we introduced the Hamiltonian density Qij. From the definition, it is clear that
the Hamiltonian only has nearest-neighbour interactions. The third charge Q3 takes the
form
Q3 :=
∑
n
Qn,n+1,n+2, Qn,n+1,n+2 = [Qn,n+1,Qn+1,n+2]. (2.5)
This operator can be written in terms of densities that have interaction range 3. The
explicit expression for all higher operators becomes more cumbersome, but they can be
elegantly described in terms of the so-called boost operator B [2, 3].
Boost operator The boosted Hamiltonian, B[H], or B[Q2], is defined in the following
way
B[Q2] :=
∞∑
a=−∞
aQa,a+1, (2.6)
and is only defined on open spin chains of infinite length. In particular, one needs to fix
an origin, i.e. a site 0.
The power of the boost operator comes from the fact that it can be used to recursively
write all conserved charges Qr in the following way
Qr+1 = [B[Q2],Qr]. (2.7)
Hence all conserved charges can be generated just from the knowledge of the Hamiltonian
H. It is easy to see that [B[Q2],Qr] is a local operator of length r+1 and as a consequence
provides a well-defined operator on any finite, periodic spin chain even though the boost
operator is not defined on such models.
3 Identifications and families of solutions
The total number of integrable Hamiltonians is very large. However, most Hamiltoni-
ans are part of families of solutions under certain identifications. It is easy to see that
given a solution of the Yang-Baxter equation, we can generate new solutions by certain
discrete and continuous transformations. Under these transformations we only need to
specify a generator and then the other members of the family are easily generated by the
transformations that we discuss in this section.
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Reduction A very basic way of identifying solutions is by a redefinition of the constants
in the Hamiltonian or by setting some coefficients to 0. For example, the Heisenberg XXX
spin chain is a reduction of the XXZ model which in turn is a special case of the XYZ spin
chain. Hence, rather than listing all three models separately, we will only give the XYZ
spin chain and consider the other models as special cases of this. We are also always free
to choose an appropriate normalization of our Hamiltonian and add a term proportional
to the identity operator, i.e. c1.
Local basis transformations Given an R-matrix and the corresponding integrable
spin chain, we can find a whole class of equivalent spin chains by applying a local basis
transformation. If V ∈ End(V) is an invertible transformation then it is easy to see that
R(V )(u) = (V ⊗V )R(u)(V −1⊗V −1) also defines an integrable spin chain, with commuting
operators {Q(V )i }. The map V simply corresponds to a basis transformation on each site
of the spin chain. As such it factorizes and we can write
Q(V )i =
(⊗
L
V
)
Qi
(⊗
L
V −1
)
. (3.1)
On the level of the densities, this simply corresponds to
Q
(V )
i1,...,ir
=
(⊗
r
V
)
Qi1,...,ir
(⊗
r
V −1
)
. (3.2)
The map V is given by a 2× 2 matrix with unit determinant. Thus, given an integrable
model we can straightofrwardly generate all equivalent models under local basis transfor-
mations. Conversely, we will be looking for all integrable models and to this end we can
use the degrees of freedom of a basis transformation to make sure that our Hamiltonian
density is always such that certain components vanish.
Discrete transformations It is easy to see that if R(u) is a solution of the YBE
then so are PR(u)P and R(u)T (and it clearly follows immediately that so is PR(u)TP ).
This means that transposition and permutation are further discrete transformations that
map an integrable Hamiltonian to a different integrable Hamiltonian. We summarise the
relation between R-matricies and Hamiltonians below
R(u) ↔ H (3.3)
PR(u)P ↔ PHP (3.4)
R(u)T ↔ PHTP (3.5)
PR(u)TP ↔ HT (3.6)
We emphasise that the Hamiltonian associated to R(u)T is PHTP and not HT .
Equivalence classes Obviously we can group Hamiltonians into equivalence classes
related via the above transformations. Hence, we will not list all integrable Hamiltonians,
but only a representative from each equivalence class.
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4 Approach
Our aim is to find all possible integrable spin chains of the type discussed above. We ap-
proach this problem from two sides. We first make a general ansatz for our Hamiltonian
density and use local basis transformations to bring it into a suitable form. Assuming
that there is an underlying R-matrix, we then use the boost operator to derive the higher
operators up to r = 6 and we demand that all commutators between those operators van-
ish. This will lead to a set of polynomial equations for the components of the Hamiltonian
density which can be solved explicitly.
Of course, this does not prove integrability, but for the solutions obtained in this way,
we can solve the Yang-Baxter equation perturbatively. More precisely, we assume that
we can expand the R-matrix as
R = P + PHu+
∑
n≥2
R(n)un. (4.1)
If we plug this into the Yang-Baxter equation (2.1), we can solve for all coefficients in this
power series perturbatively. For instance, we find
R = P + PHu+ PH2u2 + . . . . (4.2)
The other coefficients are model dependent. Interestingly, what we notice by attempting
this procedure for the XYZ model is that all of the coefficients R(n), n ≥ 2 can be expressed
in the following form
R(n) = Pr(n)(H), (4.3)
where r(n)(H) is a polynomial of degree n in H. At this point we can then exploit the
fact that H is a 4× 4 matrix and use the Cayley-Hamilton theorem to express all higher
powers of H in terms of the identity matrix, H, H2, and H3, and so our ansatz can be
rewritten2 as
R12(u) = P12
(
f0(u)112 + uf1(u)H12 + u2f2(u)H212 + u3f3(u)H312
)
, (4.4)
which is in most cases far more convenient - we have reduced the problem to finding
4 unknown functions of u, instead of an infinite number of functions of matricies R(n).
Furthermore one of those functions can be set to 1 by use of the gauge symmetry R(u)→
f(u)R(u) of the R-matrix, where f(u) is some analytic function. For example, we can
set f0(u) = 1 or f1(u) = 1. The form of the above ansatz has also been guided by
dimension analysis - the R-matrix should be dimensionless, but the Hamiltonian has
units of energy, and the spectral parameter u has units of 1/energy. Furthermore, in
order to be consistent with our general requirements the functions fj(u) should satisfy
some conditions. In particular,
f0(0) = 1, f
′
0(0) = 0, f1(0) = 1. (4.5)
Following this procedure we are able to find a corresponding R-matrix for each of the new
integrable Hamiltonians that we found by explicitly solving the set of equations coming
from the vanishing commutators. In this way, we have proven integrability of all models
that we obtained. Moreover, since any solution of the Yang-Baxter equation automatically
2Note that we do not claim that all R-matricies can be written in this form, but this approach turns
out to be perfectly sufficient for finding the R-matricies of all of the new models we consider.
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gives rise to an integrable Hamiltonian, we have also classified regular analytic solutions of
difference form of the Yang-Baxter equation. Indeed, by solving the Yang-Baxter equation
perturbatively, we found that each of our Hamiltonians corresponds to a unique R-matrix
(up to normalization).
5 Computing commutators
In this section we will spell out some of the computational details that were used to find
all integrable spin chain Hamiltonians with two-dimensional local Hilbert space.
Ansatz Consider the (extended) Pauli matrices σa, where b = 0,±, 3 and σ0 = 1,
σ± = (σx± iσy)/2. These matrices form a basis for 2×2 matrices and hence we can write
our Hamiltonian density as
Qij = Aab σa ⊗ σb. (5.1)
Note that we can always choose an appropriate normalization of our Hamiltonian without
spoiling integrability.
Moreover, we can use equivalence under local basis transformations to set some coef-
ficients to zero. We will attempt to set A−− = A++ = 0 as this simplifies our system of
equations. Consider a general local basis transformation
V =
(
α β
γ δ
)
, αδ − βγ = 1. (5.2)
If we transform (5.1) with this basis transformation Q′ = V ⊗ V ·Q · V −1⊗ V −1 and look
at the component in front of σ± ⊗ σ±, we find
A′++ = α
4A+++ β
4A−−− α3β(A+z + Az+) + αβ3(A−z + Az−)− α2β2(A+− + A−+ − Azz)
(5.3)
A′−− = γ
4A+++ δ
4A−−− γ3δ(A+z + Az+) + γδ3(A−z + Az−)− γ2δ2(A+− + A−+ − Azz)
(5.4)
We see that there are three cases to consider. In the first case we take A−− = A++ = 0
and our Hamiltonian is already of the correct form.
In the second case, either A−− or A++ is non-zero. It is then easy to see from (5.3)
that such a matrix can be mapped to a matrix with A′++ = A′−− = 0 unless
A±z = −Az±, Azz = A+− + A−+. (5.5)
In the final case, we take both A−− and A++ non-zero. But this case can always be
mapped to a matrix of the second type. Hence, without loss of generality, we can restrict
our Hamiltonian density to be of two types
Type I Hamiltonian density has A++ = A−− = 0
Type II Hamiltonian density has A++ = 1, A−− = 0 together with A±z = −Az± and
Azz = A+− + A−+
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Densities We want to impose the vanishing of the commutators [Qr,Qs]. These op-
erators act on the entire spin chain, but since each of these operators can be written in
terms of densities of range r, s respectively, we can reduce vanishing of the commutator
to a condition on the corresponding densities. The computation on the level of densities
reduces the problem to computing matrices in low dimensions independent of the length
of the spin chain.
For concreteness, we will work out [Q2,Q3] as the arguments straightforwardly gen-
eralize to more general commutators. The operator Q3 has interaction range three and
hence can be expressed as Q3 =
∑
iAabdσ
a
i σ
b
i+1σ
c
i+2 for some coefficients Aabc. Thus, we
can write
[Q2,Q3] =
L∑
n,m=1
AabAcde[σ
a
nσ
b
n+1, σ
c
mσ
d
m+1σ
e
m+2]
= AabAcde
L∑
n,m=1
(δn+1,m + δn,m + δn−1,m + δn−2,m)[σanσ
b
n+1, σ
c
mσ
d
m+1σ
e
m+2]
= Babcd
∑
n
σanσ
b
n+1σ
c
n+2σ
d
n+3, (5.6)
where the Babcd are some combination of AabAcde and the structure constants of the Pauli
algebra. Since σ0 = 1, we need to consider different components of B separately. For
example, consider the component B0bcd. This is actually an operator of range 3 and hence
it combines with Babc0 when the summation index is shifted by 1. Because of this, we
see that we need to identify the components that have 0s on the outside indices, i.e.
B0bcd ≡ Bbcd0. Doing this, we see that the commutator [Q2,Q3] vanishes if and only if
Babcd = B0000 = 0, (5.7)
Babc0 +B0abc = 0, (5.8)
Bab00 +B0ab0 +B00ab = 0, (5.9)
Ba000 +B0a00 +B00a0 +B000a = 0. (5.10)
for all a, b, c, d 6= 0. Since the coefficients Aabc can be expressed in terms of Aab via the
boost operator, this means that this gives us 121 cubic equations in Aab that we need to
solve. In general, the commutator [Qr,Qs] will give us a set of 12(3
r+s−1 − 1) polynomial
equations of degree r+ s− 2. Most of these equations, such as B0000 = 0 will be trivially
satisfied. The vanishing of [Q2,Q3] is equivalent to the so-called Reshetikin condition
which provides a necessary condition for integrability [13].
Boost We would like to comment on a subtle point regarding the boost operator. Con-
sider an operator density of the form δA = A⊗ 1− 1⊗A. Summing such a density on a
periodic chain means that all terms cancel
∑
n δA = 0. Thus, we can add any operator
of the form A⊗ 1− 1⊗A to the Hamiltonian density and leave the total conserved oper-
ator Q2 unchanged. However, since the boost operator B[Q] is only well-defined on open,
infinite spin chains, an operator δA will have an effect on the boosted charges and hence
it will affect the form of the higher conserved charges generated from Q2.
Independent commutators In order to derive constraints on the coefficients of the
Hamiltonian, we do not need to consider all commutators between the conserved charges
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Qr. By the Jacobi identity, we find that most commutators of charges are actually related
to each other. For instance, let us look at the commutator [Q2,Q4]. Because Q4 can be
written as the commutator [B[Q2],Q3], we find
[Q2,Q4] = [Q2, [B[Q2],Q3]] = [B[Q2], [Q2,Q3]] + [Q3, [B[Q2],Q2]] = [Q3,Q3] = 0, (5.11)
since [Q2,Q3] = 0. This argument can be applied inductively and we find that all com-
mutators can be written in terms of commutators of the form
[Qr,Qr+1] or [Q2,Q2r−1]. (5.12)
Thus, in what follows our aim will be to solve [Q2,Q3] = [Q3,Q4] = 0.
6 Solutions
We begin by computing the commutator [Q2,Q3] and find all solutions for which it vanish.
Remarkably, it turns out, at least for the models considered in this paper, that demand-
ing [Q2,Q3] = 0 is a sufficient condition to ensure the vanishing of [Q2,Q4] and higher
commutators do not yield new restrictions, confirming the hypothesis of [6]. Hence in
what follows we will only discuss the vanishing of [Q2,Q3]. We find in the order of 250
solutions, but most of them are equivalent up to the local basis transformations and the
discrete transformations discussed in Section 3.
The main problem is to choose an appropriate representation to present the results. We
choose to use local basis transformations to make contact with the well-known examples
from the literature, such as the XYZ model. However, care must be taken when doing
this. For example, one solution we find is
H =

a b −b 0
0 c− a 2a− c 0
0 2a+ c −a− c 0
0 0 0 a
 . (6.1)
It is easy to see that the above Hamiltonian can generically be mapped to a solution of
XXZ type
H′ =

a 0 0 0
0 c− a 2a− c 0
0 2a+ c −a− c 0
0 0 0 a
 . (6.2)
However, the similarity transformation that is needed for this takes the form
V =
(−2βc
b
β
0 − b
2βc
)
. (6.3)
Clearly V is singular when either c = 0 or b = 0. When b = 0, our model is of XXZ type
to start with, so no similarity transformation is needed. But when c = 0 our solution
can no longer be brought into the form of an XYZ type model and we find a new model
(6.20).
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6.1 Eight or less vertex models
The first class we consider are Hamiltonians of XYZ type. These were already classified
in [9]. These Hamiltonians take the general form
HXY Z =

a1 0 0 d1
0 b1 c1 0
0 c2 b2 0
d2 0 0 a2
 . (6.4)
There are eight independent generators of this type. For completeness, we will list these
Hamiltonians explicitly
Diagonal (4 vertex) Any diagonal Hamiltonian gives rise to an integrable system
HXY Z1 =

a1 0 0 0
0 b1 0 0
0 0 b2 0
0 0 0 a2
 . (6.5)
XXZ There are two families of XXZ type, which agrees with [14]
HXY Z2 =

a1 0 0 0
0 b1 c1 0
0 c2 b2 0
0 0 0 a1
 , HXY Z3 =

a1 0 0 0
0 b1 c1 0
0 c2 b2 0
0 0 0 −a1 − b1 − b2
 . (6.6)
7–Vertex There are two families of models which are of 7–vertex type
HXY Z4 =

a1 0 0 d1
0 a1 + b1 c1 0
0 −c1 a1 − b1 0
0 0 0 a1
 , HXY Z5 =

a1 0 0 d1
0 a1 − c2 c1 0
0 c2 a1 − c1 0
0 0 0 a1 − c1 − c2
 .
(6.7)
8–Vertex Finally, there are three families of models which have all coefficients non-zero
HXY Z6 =

a1 0 0 d1
0 b1 c1 0
0 c1 b1 0
d2 0 0 a1
 , HXY Z7 =

a1 0 0 d1
0 b1 c1 0
0 c1 b1 0
d2 0 0 2b1 − a1
 , (6.8)
HXY Z8 =

a1 0 0 d1
0 a1 b1 0
0 −b1 a1 0
d2 0 0 a1
 . (6.9)
All corresponding R-matrices are listed in [9].
10
6.2 Class 1
The generator of the next class of Hamiltonians we find takes the form
H1 =

0 a1 a2 0
0 a5 0 a3
0 0 −a5 a4
0 0 0 0
 , (6.10)
where a1a3 − a2a4 = 0. Its R-matrix is given by
R1(u) =

1 a1(e
a5u−1)
a5
a2(1−e−a5u)
a5
a1a3+a2a4
a25
(cosh(a5u)− 1)
0 0 e−a5u a4(1−e
−a5u)
a5
0 ea5u 0 a3(e
a5u−1)
a5
0 0 0 1
 . (6.11)
It is easy to check that this R-matrix is regular, satisfies the Yang-Baxter equation as
well as braided unitarity, R12(u)R21(−u) ∼ 1.
6.3 Class 2
The second class of integrable Hamiltonians is
H2 =

0 a2 a3 − a2 a5
0 a1 0 a4
0 0 −a1 a3 − a4
0 0 0 0
 , (6.12)
which has the R-matrix
R2(u) = uP
[ a1
sinh(a1u)
+H2 +
tanh(a1u
2
)
a1
H22
]
. (6.13)
This R-matrix is regular, satisfies the Yang-Baxter equation as well as braided unitarity,
R12(u)R21(−u) ∼ 1.
6.4 Class 3
The third family of solutions is generated by
H3 =

−a1 (2a1 − a2) a3 (2a1 + a2) a3 0
0 a1 − a2 0 0
0 0 a1 + a2 0
0 0 0 −a1
 , (6.14)
which has the following R-matrix
R3(u) =

e−a1u a3
(
e(a1−a2)u − e−a1u) a3 (e(a1+a2)u − e−a1u) 0
0 0 e(a1+a2)u 0
0 e(a1−a2)u 0 0
0 0 0 e−a1u
 . (6.15)
11
This Hamiltonian can be seen as a deformation of a specific case of the four-vertex model,
with deformation parameter a3. When we set a3 = 0 we obtain
H12 =

−a1 0 0 0
0 a1 − a2 0 0
0 0 a1 + a2 0
0 0 0 −a1
 , (6.16)
which has an R-matrix which appeared in the classification of [9]. This R-matrix can be
expressed in terms of powers of H as
R12(u) = P12(f0(u) + uf1(u)H + u2f2(u)H2), (6.17)
where fj(u) are easily determined functions of u, a1, a2. What is rather remarkable is
that the R-matrix is the same function of H for both a3 = 0 and a3 6= 0: a3 enters the
R-matrix only through the Hamiltonian, and does not appear in the coefficient functions
fj(u).
6.5 Class 4
The next independent generator has a similar structure as H3 and is
H4 =

a1 a2 a2 a3
0 −a1 0 a4
0 0 −a1 a4
0 0 0 a1
 , (6.18)
with R-matrix
R4(u) =

ea1u a2 sinh(a1u)
a1
a2 sinh(a1u)
a1
ea1u(a2a4+a1a3 coth(a1u)) sinh
2(a1u)
a21
0 0 e−a1u a4 sinh(a1u)
a1
0 e−a1u 0 a4 sinh(a1u)
a1
0 0 0 ea1u
 . (6.19)
Braided unitarity is again satisfied.
6.6 Class 5
The fifth family has a different off-diagonal structure
H5 =

a1 a2 −a2 0
0 −a1 2a1 a3
0 2a1 −a1 −a3
0 0 0 a1
 . (6.20)
The corresponding R-matrix is again regular and unitary
R5 = (1− a1u)

2a1u+ 1 a2u −a2u a2a3u2
0 2a1u 1 −a3u
0 1 2a1u a3u
0 0 0 2a1u+ 1
 . (6.21)
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6.7 Class 6
The final integrable Hamiltonian is
H6 =

a1 a2 a2 0
0 −a1 2a1 −a2
0 2a1 −a1 −a2
0 0 0 a1
 , (6.22)
together with the unitary R-matrix
R6(u) = (1− a1u)(1 + 2a1u)

1 a2u a2u −a22u2(2a1u+ 1)
0 2a1u
2a1u+1
1
2a1u+1
−a2u
0 1
2a1u+1
2a1u
2a1u+1
−a2u
0 0 0 1
 . (6.23)
This R-matrix satisfies braiding unitarity as well.
7 Properties of the new models
Let us briefly discuss some properties of the new classes of integrable models that we
have encountered. A feature which arises for generic choice of parameters in all of these
models is non-diagonalisability of the corresponding Hamiltonians. In some cases this is
more severe than in others - for example some of the Hamiltonians we find are nilpotent,
i.e. they only have eigenvalue zero. A less severe case is those Hamiltonians which are
non-diagonalisable but still contain different eigenvalues - in other words the conserved
charges contain non-trivial Jordan blocks. While models with similar properties have been
studied before, see [15], there has recently been a surge of interest in them due to their
appearance in the so-called conformal fishnet theories [16, 17]. Models with non-trivial
Jordan structure also appear in the context of Temperley-Lieb or Hecke type integrable
models [18]. However, it can be checked that none of our newly formed models fall in this
category.
7.1 Class 1 and 2
The conserved charges in models 1 and 2 are nilpotent. Nilpotency of the Hamiltonian is
a feature of fishnet models as well [17].
7.2 Class 3, 4, 5 and 6
While generically these Hamiltonians are non-diagonalisable they are actually diagonal-
isable for certain values of the parameters. In particular,
• Class 3 is diagonalizable if a3 = 0, in which case it reduces to a simple 4 vertex
model.
• Class 4 is diagonalizable if a2 = a4 and a1a3 = a2a4.
• Class 5 is diagonalizable if a2 + a3 = 0.
• Class 6 is diagonalizable if a2 = 0.
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Remarkably, all eigenvalues seem to only depend on the parameter a1. Hence the eigen-
values of Hamiltonians of Classes 3 and 4 correspond to the eigenvalues of the integrable
spin chain with Hamiltonian density H = Sz ⊗ Sz. The eigenvalues for the spin chains of
Classes 5 and 6 correspond to a spin chain with the Hamiltonian density H = 1− 2P .
8 Graded vector spaces
In this section we will extend our results to C1|1. In order to fix notation, let us briefly
recall some facts about graded (super) vector spaces. Let V be a super vector space of
dimension m|n - that is we have the decomposition
V = V0 ⊕ V1, dimV0 = m, dimV1 = n. (8.1)
For i ∈ {1, 2, . . . ,m + n} let p(i) denote the grading of i, i.e. p(i) = 0 for 1 ≤ i ≤ m
and p(i) = 1 for m + 1 ≤ i ≤ m + n. Thus we work with the distinguished grading -
p(1) = 0, p(2) = 1 for C1|1. By abuse of notation we will also denote the grading of any
operator X by p(X).
Let EAB denote the usual basis matrices of End(C1|1). With the distinguished grading
we have that
p(EAB) = p(A) + p(B). (8.2)
Graded vector spaces can be equipped with a supertrace which acts on supermatrices as
str
(
CABEAB
)
:=
∑
A(−1)p(A)CAA. It satisfies the property
str (XY ) = (−1)p(X)p(Y )str (Y X) . (8.3)
Grading naturally extends to the notion of a graded tensor product ⊗ which satisfies
(a⊗ b) · (c⊗ d) = (−1)|b||c|ac⊗ bd.
Now consider the triple graded tensor product V ⊗ V ⊗ V and suppose we have a
graded R-matrix which satisfies the graded Yang-Baxter equation on this. Then, from
the corresponding RTT relation it follows that
Ta(u)Tb(u) = Rab(u− v)−1Tb(u)Ta(u)Rab(u− v). (8.4)
In graded integrable models, the transfer matrix is defined as the supertrace of the mon-
odromy matrix t(u) = strT (u). Thus, we see that if R is not an even operator, then it
does not follow that
t(u)t(v) = t(v)t(u). (8.5)
In other words, only even solutions of the Yang-Baxter equation will generate a tower of
conserved charges associated with integrability. Of course, from a physical perspective it
makes little sense to consider Hamiltonians corresponding to odd operators.
Hence, while it is of course possible to have generic solutions of the Yang-Baxter
equation only even solutions guarantee that the charges generated by the transfer matrix
are commutative, and hence we restrict our attention to these solutions. This means that
the relevant Hamiltonians will be of XYZ type. These matrices are interesting for example
for the scattering of massless excitations in the AdS/CFT correspondence [19].
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Integrable systems By making all tensor products graded, our analysis can straight-
forwardly be extended to the graded case, which was worked out in [20]. We find the same
solutions for integrable Hamiltonians, up to an extra sign in the front of the term E21⊗E12.
Remarkably, in the usual convention of matrix representation of graded operators
A =
∑
AijklEij ⊗ Ekl(−1)(p(i)+p(j))p(k) →

A1111 A1112 A1211 A1212
A1121 A1122 A1221 A1222
A2111 A2112 A2211 A2212
A2121 A2122 A2221 A2222
 , (8.6)
this results in exactly the same generators as in the even case (after some redefinitions).
This can be seen in two different ways. First, we have derived this by direct compu-
tation by finding the integrable Hamiltonians. Second, any given solution of the Yang-
Baxter equation of XYZ type for C2 can be mapped to a solution of the graded Yang-
Baxter equation. Specifically, if
R(u) =

a1(u) 0 0 d1(u)
0 b1(u) c1(u) 0
0 c2(u) b2(u) 0
d2(u) 0 0 a2(u)
 , (8.7)
is a regular solution of the Yang-Baxter equation then
R(u) =

a1(u) 0 0 1d1(u)
0 2b1(u) c1(u) 0
0 c2(u) 2b2(u) 0
−1d2(u) 0 0 −a2(u)
 , (8.8)
is a regular solution of the graded Yang-Baxter equation, where i ∈ {−1,+1}. It may
seem like one can obtain a number of different graded solutions from a non-graded one,
but this is simply due to the fact that if
R(u) =

a1(u) 0 0 d1(u)
0 b1(u) c1(u) 0
0 c2(u) b2(u) 0
d2(u) 0 0 a2(u)
 , (8.9)
is a regular solution of the YBE then so is
R(u) =

a1(u) 0 0 1d1(u)
0 2b1(u) c1(u) 0
0 c2(u) 2b2(u) 0
1d2(u) 0 0 a2(u)
 , (8.10)
and hence the map
a1(u) 0 0 d1(u)
0 b1(u) c1(u) 0
0 c2(u) b2(u) 0
d2(u) 0 0 a2(u)
 →

a1(u) 0 0 d1(u)
0 b1(u) c1(u) 0
0 c2(u) b2(u) 0
−d2(u) 0 0 −a2(u)
 , (8.11)
defines a bijection between regular solutions of the YBE and regular solutions of the
graded YBE (of XYZ type).
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9 Conclusions and Discussion
In this paper we classified all analytic difference form solutions of the Yang-Baxter equa-
tion - equivalently all nearest-neighbour spin chains with periodic boundary conditions for
which the tower of conserved charges can be generated from the Hamiltonian by means
of the boost operator. Our approach was based on making a general ansatz for the
Hamiltonian Q2 and then solving the resulting polynomial equations stemming from the
requirement that [Q2,Q3] = 0. In each of these cases we were then able to find explicit
R-matrices, ensuring the integrability of the models. As a result of this approach we
found a number of solutions which have not previously appeared in the literature.
There are a number of interesting directions one could look at for further study. Firstly,
it would be interesting to study the quantum algebras associated with each of the new
R-matrices as well as the dynamics of each of the physical models. These should be com-
plimentary, and it would be very interesting to develop some Bethe Ansatz-like techniques
to study the spectrum and eigenstates of the conserved charges. Furthermore, the non-
diagonalisable Hamiltonians we found could provide a useful playground for developing
techniques which may be subsequently applicable to other models with non-diagonalisable
Hamiltonians, such as the conformal fishnet theories [16, 17]. Another potential applica-
tion would be a generalisation to open spin chains to find solutions of the boundary
Yang-Baxter equation [14,3].
We have also classified the regular two-dimensional supersymmetric spin chains. In-
deed, as the Hamiltonian density and R-matrices must be even operators it follows that
all Hamiltonians must be at most of XYZ-type. For this case we were able to formulate
a bijection between the graded and non-graded solutions.
A natural extension of this work is the classification of (supersymmetric) spin chains
with local spin sites of dimension d > 2. The latter task is likely to be quite involved. The
Hamiltonian density for the generic d = 3 case can contain up to 92 = 81 free parameters,
before applying integrability-preserving transformations. Furthermore, it would also be
considerably more difficult to construct the corresponding R-matrices. In this paper we
exploited the fact that the Hamiltonian density was a 4× 4 matrix and used the Cayley-
Hamilton theorem to write an ansatz for R in terms of 1,H,H2,H3, which turned out
to be a rather efficient approach. However, if one was to apply a similar approach to
higher-rank models, it would in principle be necessary to include all powers Hj, j =
0, 1, . . . 8. For models where this ansatz is not applicable, one would have to solve the
YBE perturbatively in order to see if there are any simplifications in the R-matrix which
can be exploited. For example, it may be that many of the entries can be set to zero. Once
this is known, it would then remain to solve the functional relations stemming from the
YBE. Nevertheless, this method will probably be applicable when one considers models
with additional restrictions/symmetries such that the number of free components in the
Hamiltonian will be reduced. It would be also interesting to see if the relation between
graded and non-graded solutions can be generalized to spin chains of higher dimensions.
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