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Abstract 
Corneal images can be acquired using confocal microscopes which provide detailed images of the different 
layers inside the cornea.  Most corneal problems and diseases occur in one or more of the main corneal layers: the 
epithelium, stroma and endothelium. Consequently, for automatically extracting clinical information associated 
with corneal diseases, or evaluating the normal cornea, it is important also to be able to automatically recognise 
these layers easily. Artificial intelligence (AI) approaches can provide improved accuracy over the conventional 
processing techniques and save a useful amount of time over the manual analysis time required by clinical experts. 
Artificial neural networks (ANN) and adaptive neuro fuzzy inference systems (ANFIS), are powerful AI 
techniques, which have the capability to accurately classify the main layers of the cornea. The use of an ANFIS 
approach to analyse corneal layers is described for the first time in this paper, and statistical features have been 
also employed in the identification of the corneal abnormality. An ANN approach is then added to form a 
combined committee machine with improved performance which achieves an accuracy of 100% for some classes 
in the processed data sets. Three normal data sets of whole corneas, comprising a total of 356 images, and seven 
abnormal corneal images associated with diseases have been investigated in the proposed system. The resulting 
system is able to pre-process (quality enhancement, noise removal), classify (whole data sets, not just samples of 
the images as mentioned in the previous studies), and identify abnormalities in the analysed data sets. The system 
output is visually mapped and the main corneal layers are displayed. 3D volume visualisation for the processed 
corneal images as well as for each individual corneal cell is also achieved through this system. Corneal clinicians 
have verified and approved the clinical usefulness of the developed system especially in terms of underpinning the 
expertise of ophthalmologists and its applicability in patient care.  
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 A new intelligent system to tackle the main challenges of confocal corneal imaging is developed.  
 This system underpins the expertise of ophthalmologists. 
 It provides clinically useful factors, saves a useful amount of clinician time in the process. 
 It is able to model the stromal keratocyte cells for better evaluation and fast analysis. 
 Early approval by corneal clinicians. 
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Abstract 
Corneal images can be acquired using confocal microscopes which provide detailed images of the different layers inside the cornea.  
Most corneal problems and diseases occur in one or more of the main corneal layers: the epithelium, stroma and endothelium. 
Consequently, for automatically extracting clinical information associated with corneal diseases, or evaluating the normal cornea, it is 
important also to be able to automatically recognise these layers easily. Artificial intelligence (AI) approaches can provide improved 
accuracy over the conventional processing techniques and save a useful amount of time over the manual analysis time required by clinical 
experts. Artificial neural networks (ANN) and adaptive neuro fuzzy inference systems (ANFIS), are powerful AI techniques, which have 
the capability to accurately classify the main layers of the cornea. The use of an ANFIS approach to analyse corneal layers is described for 
the first time in this paper, and statistical features have been also employed in the identification of the corneal abnormality. An ANN 
approach is then added to form a combined committee machine with improved performance which achieves an accuracy of 100% for some 
classes in the processed data sets. Three normal data sets of whole corneas, comprising a total of 356 images, and seven abnormal corneal 
images associated with diseases have been investigated in the proposed system. The resulting system is able to pre-process (quality 
enhancement, noise removal), classify (whole data sets, not just samples of the images as mentioned in the previous studies), and identify 
abnormalities in the analysed data sets. The system output is visually mapped and the main corneal layers are displayed. 3D volume 
visualisation for the processed corneal images as well as for each individual corneal cell is also achieved through this system. Corneal 
clinicians have verified and approved the clinical usefulness of the developed system especially in terms of underpinning the expertise of 
ophthalmologists and its applicability in patient care.  
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1. Introduction 
Confocal microscopy is a major advance in comparison 
with normal light microscopy since it allows the user to see 
not only deep into cells and tissues, but also to create 
images in three dimensions. The major difference in 
principle between the optics of a conventional microscope 
and that of a basic confocal microscope is the presence in 
the latter of a confocal pinhole, which allows only light 
from the plane of focus to reach the detector. The resulting 
advantage of a confocal microscope over a conventional 
microscope is the production of a series of images at 
different depths in the object, i.e. a series of X-Y images at 
different Z positions, less affected by out-of-focus 
information. Such a series of images (a stack) is a three 
dimensional representation of the object being viewed, 
produced by optical (as opposed to physical) sectioning [1].  
The images used in this study were obtained with the aid 
of a NIDEK Confoscan 4 microscope, which uses a 
confocal slit. This has the following main features. It has 
fully automated alignment and scan time is optimised to 
produce 350 images in around 15 sec. It has nine internal 
fixation targets for increased patient fixation stability and 
device performance. This microscope has available an 
optional Z-ring which increases the stability of the 
examination and the reliability of the Z-scan reference for 
accurate full thickness optical pachymetry. This feature 
offers an ability to define the position of any corneal 
structure and opacity with high precision [2]. 
The main anatomical structure of the human eye is 
shown in Fig 1. The cornea is the convex and transparent 
*Manuscript
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part of the front of the eye; it provides most of the 
power required to form the image on the retina. The cornea 
is a complex 3D structure. It has three main layers 
separated by two thin membranes, which are (from the 
anterior to posterior): Epithelium, Bowman’s membrane, 
Stroma, Descemet’s membrane, and Endothelium. Injuries, 
dystrophies, and diseases can adversely affect the cornea 
and lead to visual impairment which can be as severe as 
complete blindness. Due to the development and increased 
availability of in vivo confocal microscopes
ophthalmologists can observe the living human eye in situ 
at the cellular level which overcomes some of the 
limitations of conventional light and electron microscopy
[3].  
Fig. 1. The anatomical structure of the human eye and a section through 
the cornea showing the corneal layers [3].  
 
The confocal images can be used to construct three
dimensional models of the corneal layers as each image 
contains a slice of information acquired at a new depth.
However, there are several challenges in the way
processing and reconstructing meaningful 3D model
corneal images. For example, the small movements of the 
eye during the scanning process due to respiration, cardiac 
pulse, and other factors cause images of adjacent layers to 
be displaced laterally (X, Y) and axially (Z). 
images also contain significant amounts of noise 
intensity variation both within and between images 
variation of illumination over the field of view and 
differences in reflectivities of the corneal layers. 
classification for the three main corneal layers is very 
important, as each of these layers has a unique structure 
which in turn requires an appropriate processing procedure 
to extract the information, which can 
ophthalmologists (saving them evaluation time and provi
focusing 
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patients. In addition, classifying abnormal corneal cases is 
vital to aiding the detection of existing
identifying the affected layer as early as possible
can lead to better treatment for the patient.   
Corneal confocal imaging (CCI) is an emerging 
discipline; few approaches have been applied to limited 
datasets of corneal images, focusing on individual layer
the cornea [4]. Until now, no systematic or modular 
to tackle the main challenges of CCI (efficient processing, 
classification, 3D volume presentation) has been presented.
This paper describes work aiming to develop a robust 
system able to efficiently pre-process, classify 
sets, (not just samples of the images as mentioned in the 
previous studies), and identify abnormalities in the 
analysed data sets using statistical features
system presented in this paper is also intended to 
basis of a more general system to create reliable 3
of the corneal layers and structures by delivering an 
automated computer system to process (enhance, classify, 
register) sequences of corneal images from confocal 
microscopes. The final general system would be capable of 
automatically analysing abnormalities using 3D models and 
help ophthalmologist to diagnose corneal diseases, injuries, 
and dystrophies. Both base and general system
to lead to improved support for the ophthalmologists and 
hence better healthcare for the patient. 
This paper is organised as follows. Section 2 presents 
the current corneal state of the art with focus on the main 
objectives of this study and cornea clinical practices. The 
methodology is presented in Section3, while Section 4 
presents the practical implementation which describes the 
normal and abnormal data sets employed and the developed 
system. The results achieved by automated
presented in Section 5, and conclusions are presented in 
Section 6.  
  
2. Current state of the art 
The existing literature on confocal microscope 
corneal image processing and classification
and includes the following examples. The work presented 
in [4] is based on image binarisation 
description of cell shape, which is acquired 
variables. An artificial neural network is em
classify each image into the three corneal main layers 
normal subjects. The resulting system was tested on 46 
corneal images. The work presented in [5
the problem of obtaining a 3-dimensional (3D) 
reconstruction of the cornea starting from a 
microscope images in a limited way by producing an image 
stack. Here a registration procedure based on
correlation is applied to each image. This method was 
intended to overcome the effects of eye movements 
occur during image acquisition. Removing
image X and Y directions, a 2D image stack is 
reconstructed.  
In the work presented in [6], a program 
calculate the cell densities in confocal images 
and hence 
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was written to 
obtained 
from two types of confocal microscopes: the ConfoScan 4 
(Nidek, Inc., Freemont, CA), and the Tandem Scanning 
confocal microscope (Tandem Scanning Corp., Reston, 
VA). The densities obtained were compared with those 
obtained manually. This programme is written based on the 
correction applied to the large non-uniformity in brightness 
across the acquired images; by subtracting from each 
stromal image an image of a uniformly scattering standard 
solution. The bright objects are then identified in the 
corrected images. The measure of keratocyte density can be 
used in a variety of conditions, including contact lens wear, 
excimer laser keratorefractive surgery, and corneal 
transplantation.  
The work presented in [7] describes a computer based 
approach to detect the keratocytes in stromal images aiming 
to provide accurate measurement of these cells and their 
spatial distribution in the cornea. These images were 
acquired from ultra-high resolution optical coherence 
tomography (UHR-OCT). This approach has four main 
steps including de-speckle, thresholding, cell candidate 
selection, and finally cell identification. 
Adaptive neuro fuzzy inference systems (ANFIS), have 
been successfully and widely used in medical applications, 
but as far as we know have not previously been applied to 
any type of corneal images until its use in the current study 
to classify corneal layers obtained using confocal 
microscopy. Some examples of research work which have 
implemented the ANFIS approach are as follows. ANFIS 
was used in [8] to detect epileptic seizures; the proposed 
ANFIS model combining the neural network adaptive 
capabilities and the fuzzy logic qualitative approach. The 
decision making was performed in two stages: features 
were extracted using a wavelet transform; the features were 
then input to an ANFIS which had been trained with the 
back propagation gradient descent method in combination 
with the least squares method. The results achieved showed 
the ANFIS approach performed better than a solely neural 
network based model. In another application [9], ANFIS 
was used to detect changes in electrocardiographs in 
patients with partial epilepsy. A similar neuro-fuzzy 
approach presented in [10] was used to classify image 
pixels into one of three sets: contour, regular, and texture. 
An advanced fuzzy inference neural network was used in 
[11] to detect abnormal lesions for selected regions of 
interest in images obtained by using the M2A swallowable 
imaging capsule.  
The work presented in [12] describes several approaches 
to prepare corneal images for 3D volume visualisation.  
Image displacements laterally and in the anterior–posterior 
directions, caused by subject movement, were addressed, in 
the former case, using the speeded-up robust features 
(SURF) algorithm, as well as the scale invariant feature 
transform (SIFT). A modification was added to the SURF 
approach to fit the application of corneal images 
registration.  The structural similarity index measure 
(SSIM) was used to order the images in the Z direction. 
Our new work presented in this paper is a natural 
continuation of the work presented in [12]. It has 
significant improvements over the work presented in [12] 
in terms of accuracy, processing time, new approaches, and 
system generalisation, which were achieved after 
discussions on meeting the ophthalmologist’s clinical 
needs. The classification system proposed here has 
overcome the limitation in [12] and met the clinical need in 
terms of classifying whole data sets (not just samples of the 
images as mentioned in the previous study) as well as 
having an improved classification accuracy and reduced 
processing time over that required in [12]. This has been 
achieved by introducing a new feature group consists of 9 
features instead of 144 features employed in [12]; the 
details are discussed in section 3.1. A new classification 
system has also been introduced using, for the first time, 
the ANFIS and committee machine approaches to classify 
accurately corneal images. The other clinical need met by 
this system is efficient 3D visualisation of the corneal 
region of interest or for a certain cell which could lead to a 
revolution in the way corneal diagnosis is performed; the 
details are presented in Sections 5.5 and 5.6.  
2.1. Clinical practices 
The benefit of corneal confocal microscopy is that it can 
be used in-vivo and this makes it an exciting ophthalmic 
diagnostic tool. It is used in the assessment of the living 
cornea in both the normal and pathological state without 
the need for a biopsy in some conditions such as infective 
keratitis [13, 14]. 
In certain types of infectious keratitis, such as 
acanthamoeba and fungal [15-17], it is used routinely to 
provide prompt diagnosis leading to earlier treatment with 
the appropriate anti-infective agents and better outcomes 
with lower morbidity. 
Acanthamoeba keratitis is usually associated with 
contact lens wear and poor disinfection. Though it can have 
a classic presentation as documented in several textbooks, 
early signs are often wide ranging and can mimic other 
infective keratitis. As mentioned above, early diagnosis 
with confocal microscopy in a suspected case is very 
useful. Confocal microscopy findings include high contrast 
round bodies, double walled structures of the acanthamoeba 
ectocyst and endocyst and keratoneuritis showing irregular 
swelling of the nerve fibres [15, 16]. 
In addition, to assessment of the cornea in the acute 
conditions, it has become a useful tool to qualitatively and 
quantitatively analyse the cornea in dystrophies [18], 
wound healing[19], contact lens induced changes [20], 
peripheral neuropathy [21, 22] and keratoectasia [23]. 
For generations, slit lamp bio-microscopy has been used 
to clinically evaluate corneal dystrophies but this technique 
does not give detail at the cellular level without biopsy 
which is an invasive procedure. Numerous investigators 
have looked at the endothelial layer of the cornea and 
confocal microscopy has been used to diagnose early 
presentation of a variety of distinct disease entities, which 
usually look similar viewed using slit lamp biomicroscopy, 
such as Fuchs' endothelial dystrophy [24, 25], posterior 
polymorphous dystrophy [26] and iridocorneal endothelial 
syndrome [27]. 
Although confocal microscopy is a powerful diagnostic 
tool for corneal diseases, its use is limited, in research 
centres or large ophthalmic departments, partly due to the 
cost of the equipment but also due to difficulty in the 
acquisition and interpretation of the high quality images. A 
significant step to improve its user friendliness and wider 
adoption in day to day to clinical practice would be enable 
the visualisation of the cornea in 3D by stitching the variety 
of individual layers together akin to 3D magnetic resonance 
imaging which is widely used in clinical practice. 
2.2. Research objectives and the technological need 
The research presented in this paper is working towards 
several ultimate clinical and technical objectives which can 
be summarised as follows.  
The first objectives are to speed up the treatment process 
and follow up disease evolution: The confocal microscope 
can generate 350 images per patient per scan to show 
different layers of the cornea. This is already a very large 
number of images to be analysed and is double if the scan 
is repeated. Also, the ophthalmologists’ time is limited, 
which makes this analysis a challenging task to performed 
on the large number of patients in a busy clinical setting. 
The ultimate developed system would provide some 
information in almost real time, while obtaining similar 
information could take weeks using the traditional 
approach. This may take longer as the diagnosis of complex 
corneal cases can be only achieved after a number of facts 
have been established based on the patient history, clinical 
course, actual examination, confocal scan results, response 
to certain treatments and sometimes histopathology results. 
Improved processing time and accurate corneal data 
analysis will lead to a better corneal patient care system. 
Such a system would provide the following benefits for 
the day to day clinical practice such as a better 
understanding of common corneal pathologies, for 
examples, inflammation and early stages of corneal graft 
rejection. It would be a new intelligent system using the 
confocal microscope for analysing the cornea at different 
levels. It could be used to evaluate the efficiency of new 
treatment approaches such as collagen cross linking, which 
is commonly used for some keratoconus conditions. It 
could be used as a useful research tool for clinical based 
studies. The 3D modelling of the corneal data sets would 
provide a further step for corneal imaging, which is 
lacking behind other ocular structures imaging such as the 
retina and the macula where 3D optical coherence 
tomography is available for those structures. 
The system presented in this paper has the ability to 
efficiently pre-process the corneal data sets by removing 
the noise and enhancing the illumination. It fulfilled the 
clinical need of classifying whole data sets, not just 
samples of the images as done in the previous study [12], 
into the main corneal layers. This helps to reduce the 
analysis time for the layer of interest, as well as eliminate 
redundant images. It can also identify abnormalities in the 
analysed data sets. It also meets the clinical visualisation 
need by visualising a 3D volume of the ophthalmologist’s 
region of interest, as well as visualising each individual 
selected corneal cell for further analysis.   
 
3. The Methodology 
CCI is an emerging discipline, with few approaches that 
have been applied to limited datasets of corneal images, 
focusing on individual layers of the cornea. Until now, no 
systematic or modular approach to tackle the general 
challenges in corneal imaging has been presented. The 
utilisation of advanced high performance analysis 
approaches will be useful in aiding ophthalmologists in 
diagnosis, therapy planning and patient care. The need for 
accurate and fast analysis of large corneal data sets leads us 
to exploit artificial intelligence (AI) techniques. These 
include artificial neural networks (ANNs), expert systems, 
robotics, genetic algorithms, intelligent agents, logic 
programming, fuzzy logic, neurofuzzy inference, natural 
language processing, and automatic speech recognition [28, 
29]. 
3.1. Feature extraction 
It is very important to choose the most suitable features 
extracted from the processed images, so processing these 
features in a later stage of the developed system will be 
more robust than processing original pixels. Statistical 
approaches are widely used for textural analysis in general 
and are widely used for medical image classification as 
well, as they are more efficient than structural approaches 
[30]. In this research a number of feature extraction 
approaches have been explored to find a group of features, 
from several alternatives, which leads to the best analysis 
and classification outputs of the processed data sets. These 
approaches have been considered based on their wide used 
in the literature as well as the efficiency of extraction of the 
features by image processing. 
The first group of features extracted are based on the 
first order histogram (FOH) which represents the grey-level 
distribution of individual pixels in each regions of the 
image without taking account of the spatial distribution of 
the grey-levels. This group consists of six features as 
follows: mean, standard deviation, smoothness, skewness, 
energy and entropy [31].  
The second group of features extracted are based on the 
second order histogram (SOH), which are statistical 
features based on grey level co-occurrence matrices. This 
group consists of 144 features. Four of these are contrast, 
correlation, energy and homogeneity. The other 140 are 
calculated from five features: entropy, mean of row, 
standard deviations of row, absolute value and inverse 
difference moment; at distances 7, 9, 11, 13, 15, 17 and 21, 
and each distance is considered at four angles 0º, 45º, 90º 
and 135º [32, 33].   
In this paper we propose using, for the first time, the 
average of the second order histogram (ASOH); this group 
of features consists of 9 features instead of 144 as in the 
previous group. The average is performed over all the 
considered distances and angles. Analysis of several 
experiments performed on all the processed data sets, has 
found this group of features to give better performance and 
improved classification accuracy.  Because of this 
observation, as well as the smaller extraction time using 
this approach (80 second for data set 1) than that using the 
SOH approach (142 second, for the same data set), this 
method has been chosen to extract features from the 
processed data sets. The details of the results achieved are 
discussed in the results and analysis section.  
The fourth group of features extracted is based on the 
laws’ texture energy measures (TEM), and consists of 14 
features. The texture description uses the following 
measurements: average grey level, edges, spots, ripples, 
waves. Features are derived from 3 vectors: averaging 
(L3) = [1, 2, 1], first difference – edges (E3) = [-1, 0, 1], 
and second difference - spots (S3) = [-1, 2,-1]. After the 
convolution of the 3 vectors with themselves and each 
other, five vectors result as follows: L5, E5, S5, R5, and 
W5 [34, 35]. The last group of features extracted is based 
on the grey run length matrix (GRLM), which is a 
statistical approach describing the texture information of a 
grey level image region using intensity values. This group 
consists of 16 features [35, 36]. 
3.2. Artificial neural network 
The artificial neural network (ANN) is one of the 
powerful AI techniques with the capability to learn from a 
set of data and construct weight matrices to represent the 
learning patterns. The ANN has had great success in many 
applications including pattern classification, decision 
making, forecasting, and adaptive control.  
The application of the ANN on confocal corneal images 
has been very limited. It was used in [4] to classify just 46 
images into the three main classes. The other paper which 
used the ANN for the purpose of layer classification was 
[12], where 84 images were used for training and testing 
(80% for training and 20% for testing). In our research 
three complete data sets containing 356 images have been 
used in the proposed system. The first ANN used in this 
study is the cascade-forward neural network (CFNN), 
which consists of three layers (inputs, hidden, output). The 
first layer has weights coming from the input. Each 
subsequent layer has weights coming from the input and all 
previous layers, and all layers have biases. The last layer is 
the network output. Each layer's weights and biases are 
initialised at the beginning then the adaption is done with 
the training function, which updates weights with the 
specified learning function. Several experiments on the 
number of the hidden neurons have been performed to 
achieve the best network performance and structure for the 
corneal layers classification (Different types of inputs 
(features) have been also employed in these experiments). 
Based on these experiments the best network performance 
was associated with 17 hidden neurons. This performance  
The second ANN used in this study is the feed-forward 
neural network (FFNN). This network was chosen, for the 
corneal application, based on its wide employment in 
image processing literature as well as its classification 
efficiency in medical imaging [37]. This consists of three 
layers (inputs, hidden, output). Several experiments on the 
number of hidden neurons have been performed to achieve 
the best network performance for the corneal layers 
classification. The best network performance was 
associated with 19 hidden neurons. The best performance 
for both neural networks was achieved using the ASOH 
group of features. The classification accuracy using the 
FFNN was 4 % higher than that obtained using the CFNN, 
therefore the FFNN has been employed in the proposed 
system. The discussion of the detailed results is presented 
in Section 5.    
3.3. Adaptive neuro fuzzy inference system  
The neuro-fuzzy approach is a fuzzy logic approach 
based on neural network theory in order to determine the 
fuzzy sets and fuzzy rules. It harnesses the power of the 
two systems: fuzzy logic and neural network, by utilising 
the mathematical properties of neural network in tuning 
rule-based fuzzy systems that approximate the human 
method of processing information. In this research an 
adaptive neuro fuzzy inference system (ANFIS) has been 
deployed for the first time to corneal image applications. 
ANFIS architecture and learning is based on a fuzzy 
inference system implemented in a framework of an 
adaptive network. Using a hybrid learning procedure, an 
ANFIS can learn an input-output mapping based on human 
knowledge, which can be formed as ‘if-then’ fuzzy rules. 
An ANFIS performs the identification of an input-output 
mapping, available in the form of a set of N input-output 
examples, with a fuzzy architecture, inspired by the Takagi-
Sugeno modelling approach [38, 39]. The fuzzy 
architecture is characterised by a set of rules, which are 
properly initialised and tuned by a learning algorithm. The 
rules are in the form: 
Rule 1: If (x is A1) and (y is B1) then (f1 = p1x + q1y + r1) 
Rule 2: If (x is A2) and (y is B2) then (f2 = p2x + q2y + r2) 
where  and  are the inputs,  and 
 
are the fuzzy sets,  
are the outputs within the fuzzy region specified by the 
fuzzy rule, ,  and 	 are the design parameters that are 
determined during the training process [40, 41].  
ANFIS has been used for the first time in this study to 
tackle the corneal layers classification problem, achieving 
very good results which are discussed in the results and 
analysis section. Many experiments have been performed 
using the five groups of extracted features (FOH, SOH, 
ASOH, TEM, and GRLM) to find the one which, combined 
with the optimally obtained parameters of ANFIS 
approach, lead to the best classification accuracy. From 
these experiments the best accuracy for the corneal 
application has been achieved with the ASOH features. 
 
4. Practical implementation 
4.1. The data sets 
A number of different data sets have been employed 
including normal corneal images and abnormal images with 
different types of diseases. The ConfoScan 4 confocal 
microscope has been used to acquire these images and 
generally the corneal layers, epithelium (thickness of 50 
µm), stroma (thickness of 400 µm), and endothelium 
(thickness 30 µm), are clearly visible. All these images 
were acquired using a Z ring attachment, so they were 
acquired in the right order. 
4.1.1. Normal data sets 
The normal data sets consist of 3 sequences of 
respectively 85, 127, and 144 images from epithelium layer 
to endothelium taken from 3 patients by a confocal 
microscope. The acquisition instrument was a ConfoScan 4 
confocal microscope (Nidek Technologies, Padova, Italy), 
with the Z ring is installed (ordered images), and it has an 
inspected field of 460x345 µm at 40X magnification. The 
acquired images have JPEG compressed format, are 
monochrome, and of size 768x576 pixel [5, 2]. 
4.1.2. Abnormal data sets 
The abnormal images show 7 different corneal diseases 
affecting the epithelium, stroma and endothelium layers. 
The size of the images is 760x560 pixel. 
Acanthamoeba keratitis is a vision threatening, parasitic 
infection. This disease was first recognised in 1973, it is 
mostly seen in contact lens wearer. The possible early signs 
of this disease include epithelial infiltrates, epithelial 
irregularities, and pseudodendrites. Mid-stage signs may 
include epithelial defects, stromal infiltrates (as a ring-
shaped, disciform, or numular), radial keratoneuritis, 
anterior uveitis, scleritis, and satellite lesions, while 
advanced signs include corneal perforation and stromal 
thinning. Another disease is Fusarium keratitis, Fig 2.a, 
which is an ocular infection with potentially catastrophic 
visual results. This fungal infection can simulate any 
microbial keratitis. It begins when epithelial integrity is 
breached either due to trauma or ocular surface disease. 
The third disease is a yeast infection, Fig 2.b, which 
produces characteristic creamy, opaque, pasty colonies on 
the surface [2, 42].  
Crystalline dystrophy, Fig 2.c, is an autosomal dominant 
stromal dystrophy. The main symptoms are pain, decreased 
vision or photophobia. This condition may arise from a 
multitude of causes, including infection, corneal dystrophy 
and systemic disease that result in a build-up of metabolic 
products in the cornea, Fig 2.c, [43]. The fifth stromal 
disease is fleck corneal dystrophy, Fig 2.d, which is caused 
by mutations in the ‘PIKFYVE’ gene. Patients with this 
disease have small opacities scattered in the stroma; some 
of these opacities resemble flecks, others look more like 
snowflakes or clouds [44]. 
Fuchs' disease is an endothelial dystrophy, where 
crystal-like features can be observed in the endothelium. In 
this degenerative disease the corneal endothelial cells 
gradually die leading corneal oedema and loss of clarity of 
the cornea. This disease can be seen in Fig 2.e. While the 
advanced Fuchs’ is shown in Fig 2.f, [45, 46]. 
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Fig. 2. Abnormal cornea samples. a: Fusarium Keratitis, b: Yeast, c: 
Crystalline Dystrophy, d: Fleck Corneal Dystrophy, e: Fuchs’, f: 
Advanced Fuchs’ [2].                           
4.2. System development  
Due to the properties of corneal data sets images, which 
present various difficulties, a powerful purpose designed 
system should be developed to process such data sets. This 
system should also take into account the clinical needs and 
the different issues related to the available cornea data sets.  
Fig 3 presents the classification system proposed for 
corneal applications. 
The acquired images go from the confocal microscope 
block to a block which checks for and removes blank 
images (some are generated due to the way confocal 
microscope works in this application). A simple statistical 
approach (using the mean) has been employed to check for 
these blank images; any detected mean value in the range 
0-10 will cause the associated image/images to be removed 
from the processed data sets. This range was chosen after 
performing several tests and cross validation run on all the 
processed data sets. The remaining images are then pre-
processed using fast discrete Fourier transform and 
Butterworth filter at order level 4 (Different levels have 
been tested on the processed data sets, and best results 
achieved using this level). Figures 4.a and 4.c present 
original and normal stroma and endothelium images 
respectively, while Figures 4.b and 4.d show the 
corresponding pre-processed images. Five groups of 
features are then extracted from the processed images based 
on FOH, SOH, ASOH, TEM, and GRLM. The features are 
then processed separately using the ANN and ANFIS 
approaches. This separation was important to evaluate the 
performance of each group of features. The detailed results 
of each of these approaches are discussed in Section 5.   
To improve the classification accuracy of the proposed 
system, a committee machine (CM) based on both ANN 
and ANFIS has been proposed. The main motivation for 
combining classifiers is to improve their generalisation 
ability. This combination as one ensemble can be used to 
help guard against the failure of the individual classifiers. 
Classifier failure on certain inputs is assumed to be due to 
the classifier having been trained on a limited set of data. 
Combining a set of imperfect classifiers can be viewed as a 
way to manage the recognised limitations of the individual 
classifier [47]. Each component classifier is known to make 
errors, however, the fact that the regions/features that are 
misclassified by the different classifiers are not necessarily 
the same, suggests that the use of multiple classifiers might 
enhance the decision made about the regions under 
classification. Training the CM with these classifiers 
combined in such a way to minimise the overall effect of 
these errors can be proved useful. In the CM used here a 
weighted average approach has been employed to combine 
both classifiers, where the outputs of these classifiers are 
multiplied with prediction weighting as follows [48, 49]: 
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The weights  where  = 1, ⋅⋅⋅,  can be derived by 
minimising the error of the different classifiers on the 
training set.  is the number of classes, and  () 
represents the output confidence of the ℎ classifier for the 
ℎ class for the input . The actual output of each classifier 
 can be written as the desired output " plus an error # as 
follows. 
  * + # 
Finally, the outputs of the CM are mapped and the three 
main corneal layers are displayed. 
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Fig. 3. The proposed corneal layers classification system. 
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 Fig. 4. Pre-processing step. a: original normal stroma image, c: original 
normal endothelium image, b and d: the pre-processed images. 
5. Results and Analysis 
5.1. ANN results 
Two types of ANN have been used to classify all the 
corneal data sets. Considering the CFNN first, this has been 
used with all the types of extracted features (FOH, SOH, 
ASOH, TEM, and GRLM). The most suitable network 
topology for the corneal application has also been 
thoroughly investigated. The best result was associated 
with 17 hidden neurons. During the training stage, on the 
first data set, the network performance was completely 
accurate except for the FOH features where just one image 
from endothelium (EN) was misclassified into stroma (S). 
Table 1 shows the number of accurately classified images   
(ACI) and the number of misclassified images (MCI) for all 
the five groups of features using the first data set. 
 
 
 
 
 
 
 
 Features Epithelium 
(EP) 
Strom (S) Endothelium 
(EN) 
Original Images 15 90 5 
FOH, ACI 15 91 4 
FOH,MCI 0 1 from EN 0 
SOH, ACI 15 90 5 
SOH,MCI 0 0 0 
ASOH,ACI 15 90 5 
ASOH,MCI 0  0 0 
TEM, ACI 15 90 5 
TEM, MCI 0 0 0 
GRLM, ACI 15 90 5 
GRLM, MCI 0 0 0 
Table 1: ACI, MCI of all features groups, using CFNN (training 
outputs) 
The CFNN was tested on two remaining data sets with 
five groups of features. The best group of features was 
determined based on accuracy of classification for both 
data sets, the network ability to detect the endothelium 
layer or part of it, and the size of this features group. The 
best results were associated with the ASOH, which also has 
the lowest number of features. Table 2 presents the ACI, 
MCI for the second data set, where 1 image from S, 1 
image from epithelium (EP), and 2 images from EN were 
misclassified using the ASOH features. While 13 images 
from S, 3 from EP were misclassified using the FOH which 
has just 6 features. Table 3 shows the ACI, MCI for the 
third data set, where again the ASOH features generate the 
best results and the worst result obtained was using the 
GRLM, with 36 image from S misclassified. 
Features Epithelium 
(EP) 
Strom (S) Endothelium 
(EN) 
Original Images 7 60 3 
FOH, ACI 17 53 0 
FOH,MCI 13 from S 3 from EN and 3 
from EP  
0 
SOH, ACI 8 61 1 
SOH,MCI 2 from EN 1 from EP 0 
ASOH,ACI 8 61 1 
ASOH,MCI 1 from S and 
1 from EN 
1 from EP and 1 
from EN 
0 
TEM, ACI 9 60 1 
TEM, MCI 2 from EN 0 0 
GRLM, ACI 4 57 9 
GRLM, MCI 3 from S 2 from EP 2 from S and 
4 from EP 
Table 2: ACI, MCI of all features groups, using CFNN (testing outputs, 
data set 2). 
The FFNN has also been used to classify all feature 
groups; several experiments were performed to achieve the 
optimal topology for the proposed corneal application. The 
best topology was associated with 19 hidden neurons, and 
the best neural network performance was achieved using 
the ASOH features. Table 4 shows the classification 
accuracy (Acc) and misclassification value (MCV) for all 
data sets, using FFNN. Acc has been calculated based on 
the following equation: 
,,  -. + --. + /. + -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Where TP are true positive, FP are false positive, TN are 
true negative, and FN are false negative values. The FFNN 
performance was better than CFNN, as all the three classes 
were detected for all the three data sets using FFNN, while 
the CFNN did not detect any EN image for data set 3. On 
the other hand, in terms of accuracy the average 
classification accuracy using FFNN for all the data sets and 
all the classes was 78%, while the average accuracy using 
CFNN was 74%. The MCV for FFNN was also better than 
the one for CFNN. As a result of this performance, the 
FFNN was chosen for inclusion in the proposed 
classification system. 
 
Features Epithelium 
(EP) 
     Strom (S)        Endothelium 
(EN) 
Original Images 10 93 3 
FOH, ACI 41 65 0 
FOH,MCI 35 from 
S 
 3 from EN and 
4 from EP 
0 
SOH, ACI 12 93 1 
SOH,MCI 2 from 
EN 
0 0 
ASOH,ACI 10 96 0 
ASOH,MCI 1 from 
EN 
2 from EN and 
1 from EP 
0 
TEM, ACI 12 94 0 
TEM, MCI 3 from 
EN 
1 from EP 0 
GRLM, ACI 4 57 45 
GRLM, MCI 3 from 
S 
0 9 from EP and 33 
from S 
Table 3: ACI, MCI of all features groups, using CFNN (testing outputs, 
data set 3) 
 
Data set Epithelium 
(EP) 
Strom (S) Endothelium (EN) MCV 
Set1, Acc 0.9375 1 0.8000 0.0090 
Set2, Acc 0.5555 0.9516 0.6666 0.0571 
Set3, Acc 0.8181 0.9789 0.3333 0.0283 
Table 4: Acc, MCV for all data sets, using FFNN. 
 
5.2. ANFIS results 
A large number of experiments were performed to find 
the best ANFIS parameter values for the proposed corneal 
layers classification. These experiments employed all the 
five groups of features. Table 5 shows the ACI and MCI 
values obtained by training the resulting best ANFIS 
structure with the data set 1. All the features group 
performed well, with an accuracy of 1 (100%), except that 
of the GRLM, which has 0.71 Acc for class 1 (EP), 0.92 
Acc for class 2 (S), 0.57 Acc for class 3 (EN), and the 
MCV was 0.0727.  Table 6 presents the ACI and MCI 
values obtained by testing on the second data set; the best 
results were achieved based on the proposed ASOH (9 
features) where just 3 images (1 from EN and 2 from EP) 
were misclassified. Table 7 shows the Acc and MCV for all 
the processed data sets using all the features types. The best 
average accuracy was achieved using ASOH (0.87) and the 
average MCV was 0.0205. In total just 5 images were 
misclassified out of 282 processed images from all the 
classes. ASOH has produced one of the best results for 
most of the classes in all the processed data sets; also it has 
just 9 features which leads to faster processing time in 
comparison with 144 features for the SOH. Therefore an 
ANFIS based on ASOH features was selected for inclusion 
in the proposed analysis system. 
5.3. Committee machine results         
Features Epithelium 
(EP) 
Strom (S) Endothelium 
(EN) 
Original Images 15 90 5 
FOH, ACI 15 90 5 
FOH,MCI 0 0 0 
SOH, ACI 15 90 5 
SOH,MCI 0 0 0 
ASOH, ACI 15 90 5 
ASOH, MCI 0 0 0 
TEM, ACI 15 90 5 
TEM, MCI 0 0 0 
GRLM, ACI 21 83 6 
GRLM, MCI 1 from EN 
and 5 from S 
0 2 from S 
Table 5: ACI, MCI of all features groups, using ANFIS (training outputs 
of data set 1). 
Features Epithelium 
(EP) 
Strom (S) Endothelium 
(EN) 
Original Images 7 60 3 
FOH, ACI 35 33 2 
FOH,MCI 1 from EN and 
28 from S 
1 from EP 0 
SOH, ACI 10 57 3 
SOH, MCI 4 from S 1 from EP 0 
ASOH, ACI 5 63 2 
ASOH, MCI 0 1 from EN and 2 
from EP 
0 
TEM, ACI 19 49 2 
TEM, MCI 1 from EN and 
13 from S 
2 from EP 0 
GRLM, ACI 0 70 0 
GRLM, MCI 0 3 from EN and 7 
from EP 
0 
 Table 6: ACI, MCI of all features groups, using ANFIS (testing of data 
set 2). 
A CM was chosen for the proposed system in the 
expectation that this would be an effective solution for this 
difficult classification task, increasing the generalisation 
ability, and enhancing the classification accuracy over 
those of the internal classifiers. The classification accuracy 
of the CM was indeed found to be better than that of the 
individual classifiers, as the class 1 (EP) accuracy was 
improved from 81% (ANN) and 83 % (ANFIS) to 91% 
(CM), while the classification accuracy of class 2 (S) was 
improved from 97% to 100%, and for class 3 (EN) it was 
improved from 33% to 67%. The low accuracy value for 
the EN layer came from the fact that there are just three 
images associated with this layer, so misclassifying one 
image out of those three would lead to a 67% accuracy. 
Features /Acc Epithelium 
(EP) 
Stroma 
(S) 
Endothelium 
(EN) 
MCV 
 
FOH 
Set1 1 1 1 0 
Set2 0.1666 0.5245 0.6666 0.4285 
Set3 0.1960 0.5591 1 0.3867 
 
SOH 
Set1 1 1 1 0 
Set2 0.5454 0.9180 1 0.0714 
Set3 0.9090 1 0.6666 0.0094 
 
ASOH 
Set1 1 1 1 0 
Set2 0.7142 0.9523 0.6666 0.0428 
Set3 0.8333 0.9892 0.6666 0.0188 
 
TEM 
Set1 1 1 1 0 
Set2 0.2380 0.7580 0.6666 0.2285 
Set3 0.7272 0.9687 0.3333 0.0377 
 
GRLM 
Set1 0.7142 0.9222 0.5714 0.0727 
Set2 0 0.8571 0 0.1428 
Set3 0 0.8773 0 0.1226 
Table 7: The Acc, MCV for all data sets, using ANFIS. 
 
5.4. Statistical analysis for abnormal cases 
Most corneal problems and diseases occur in one or 
more of the three main corneal layers. Seven different 
corneal diseases affecting the epithelium, stroma and 
endothelium layers have been analysed in this work. Six 
statistical features have been extracted from the abnormal 
cases and analysed.  
The analysis of the abnormal cases was initialised by 
calculating the mean values of images and comparing them 
with the normal mean range extracted from three normal 
data sets. It was observed that including the other statistical 
information helps make better decision about the abnormal 
images as well as building reference ranges for the 
statistical features employed.  The other five features used 
at this stage are standard deviation (SD), smoothness, 
skewness, energy, and entropy. The use of the SD beside 
the mean helped, for example, in deciding which images 
can be ignored or considered (specially the images at the 
beginning of the stroma which might have a lower mean 
value in comparison with others in the sequence of stromal 
images). Table 8 shows the consistent ranges of the six 
statistical values found for the epithelium, stroma, and 
endothelium layers. The abnormal ranges of these six 
features, extracted from the seven different corneal disease 
images, are also included in this table. These diseases are as 
follows: Acanthamoeba keratitis, fusarium keratitis and 
yeast affecting the epithelium, crystalline dystrophy and 
fleck corneal dystrophy affecting the stroma, Fuchs’ and 
advanced Fuchs’ affecting the endothelium. It can be seen 
from this table that the abnormal mean range is higher 
(increased (INC)) than the normal one for both epithelium 
and stroma, while it is decreased for the endothelium layer 
(DEC). The decreased abnormal mean range for the 
endothelium is due to the fact that the Fuchs’ and advanced 
Fuchs’ diseases affect the functionality of the endothelium 
tissues and it increasingly deteriorates over time, leading to 
a change in the endothelial cell shapes and structures (dark 
crystal-like shapes are sometimes noticeable). The 
abnormal SD range is increased from the normal one for all 
the three main layers. The abnormal range for smoothness, 
skewness, and entropy is also increased from the normal 
one for all the three main layers, while the abnormal range 
of the energy is decreased from the normal one for all the 
three corneal layers. This makes sense as the measure of 
the uniformity (energy) is reduced in the abnormal images, 
while the measure of randomness (entropy) is increased in 
the abnormal images. Such statistical information will help 
build a complete detection system for corneal abnormalities 
which could include a clinical description of each detected 
disease. Such abnormalities detection with the associated 
measurements would help and speed up the clinicians 
making diagnosis. 
5.5. The displayed images 
The main objective of classifying the processed data 
set into the correct class (layer) has been met in this paper. 
However, for visualisation purposes the classified data set 
has been put through the following process. All the 
processed images have been thresholded using adaptive 
global approach and after that all the cells, in the stroma 
layer for example, have been labelled by filling with 
incremental integer values using connected component 
labelling. Just to make the labelled cells more 
distinguishable to the eye, all the labelled values have been 
mapped with different colours. All the images have been 
registered using the SURF and SIFT approaches. 
Features Epithelium Status Stroma Status Endothelium Status 
Mean (normal)  29.59-51.46 - 22.63-58.78 - 65.74-175.36 - 
Mean (Abnormal)  113.14-121.86 INC 68.47-75.58 INC 51.99-101.27 DEC 
SD (normal)  11.49-35.30 - 14.07-33.54 - 22.29-48.82 - 
SD (Abnormal)  49.43-65.25 INC 46.86-79.77 INC 51.26-53.68 INC 
Smoothness (normal) 0.002-0.018 - 0.003-0.017 - 0.007-0.035 - 
Smoothness (Abnormal) 0.036-0.061 INC 0.032-0.089 INC 0.038-0.042 INC 
Skewness  (normal) 0.010-1.977 - 0.095-1.012 - -0.220-0.275 - 
Skewness  (Abnormal) 1.468-3.423 INC 2.401-10.797 INC 1.792-3.312 INC 
Energy  (normal) 0.011-1.977 - 0.010-0.027 - 0.0059-0.012 - 
Energy  (Abnormal) 0.005-0.007 DEC 0.008-0.020 DEC 0.0057-0.011 DEC 
Entropy  (normal) 5.543-6.732 - 5.559-6.849 - 6.496-7.523 - 
Entropy  (Abnormal) 7.494-7.579 INC 6.831-7.282 INC 7.073-7.620 INC 
Table 8: Comparison of statistical features between normal and abnormal data sets where INC means that the abnormal value is higher than normal range 
and DEC means that it is lower. 
Different visualisation views can be considered (views 
XY, XZ, and YZ) to help the ophthalmologist easily 
evaluate the cells from different directions. We anticipate 
that this approach will lead us later on to a more versatile 
system able to map and visualise any problem in a 
particular corneal layer, or if there is any dystrophy 
associated with the cornea cells.  Fig 5 presents a sequence 
of images at different stages. Fig 5.a and Fig 5.b show the 
original sequence and the enhanced sequence respectively. 
While Fig 5.c shows the segmented sequence, and Fig 5.d 
presents the labelled by colour mapped sequence for three 
stromal images.  
In a future step, we will define a certain coloured 
presentation for normal data sets (a unique one for each of 
the main corneal layers) and different coloured presentation 
for different abnormal data sets. These choices of data 
presentations will be discussed and agreed with clinical 
ophthalmologists.  
ba
c d
 
Fig 5: Processed images sequence. a: original sequence, b: enhanced 
sequence, c: segmented sequence, d: labelled mapped sequence. 
5.6. 3D output visualisation 
The developed system has met the clinical need of 
visualising the processed corneal images in 3D with the 
ability to visualise different XY, XZ, and YZ views. To 
visualise a 3D model of the processed images, the 
ophthalmologist (user) can perform the following steps:  
- Select the processed images. 
- The system gives the user an option to acquired 
statistical information of the processed selected image as 
well as the 3D visualisation. This information includes: the 
number of the cells in each image, the average area of the 
cells and the standard deviation; this information is 
clinically useful, and can be used in the patient clinical 
diagnosis. 
- If the previous option is selected, the user needs to 
select one or more images to be analysed. 
- The selected image will be then displayed with the 
number of cells detected in this image, the average area of 
the cells and the standard deviation. 
- The user can select the number of the volumes to be 
visualised. 
- Using an interactive window, the clinician can select 
the area to be visualised as a 3D volume. Fig. 6.a illustrates 
a processed selected image, Fig. 6.b presents the same 
image showing the selected region of interest to be 
rendered as volume, and Fig. 6.c shows the selected region 
as a 3D volume incorporating related images. 
- An important interactive option has been added to the 
developed system to allow the user to visualise each cell 
individually (in 2D) with the ability to render the volume of 
the cell of interest. Fig. 7.a shows some individual cells, 
where the white plotting area indicates that there is no cell 
available. If the user wants to render the 3D volume of a 
certain cell, it is just necessary to enter the label of this cell 
to get the required 3D figure. Fig. 7.b shows the volume of 
the selected cell labelled ‘201’.  
 
a b
c
 Fig 6: Volume visualisation. a: processed selected image, b: the selected         
area to be rendered as volume, c: the displayed volume of the selected 
area. 
a
b
Fig 7: Cell volume visualisation. a: each row shows versions of a 
particular labelled cell extracted from different images, b: the displayed 
volume of the cell labelled 201. 
6. Conclusions  
This research work concerns confocal microscopy 
which acquires corneal images and can provide detailed 
images from the different layers inside the cornea.  An 
efficient corneal layer classification system has been 
presented. This system has the ability to exclude the useless 
images from the processed cornea sequence, enhance the 
quality of the remaining images, extract five groups of the 
features from these images (FOH, SOH, ASOH, TEM, and 
GRLM), and precisely classify these images into the 
correct class (layer). The performances of two types of 
ANN, an FFNN and a CFNN, have been investigated and 
the former was found to achieve the better results. An 
ANFIS approach, which has been used for the first time to 
tackle corneal layers analysis, has also given good results 
with only 5 out of 282 images misclassified. The detailed 
results from these approaches have been presented and 
discussed earlier. A CM has been deployed, combining the 
FFNN and ANFIS classifiers, to achieve an improved 
classification accuracy of 100% for some classes in the 
processed data sets. Three normal corneal data sets and 
abnormal corneal data associated with seven corneal 
diseases have been utilised at this stage of the system 
development.  
The system presented is able to pre-process and 
classify the main layers in the corneal data sets, not just 
samples of the images as done in a previous study. 
Statistical features have been also deployed to predict 
corneal abnormality. This statistical information will help 
build a complete prediction system for the corneal 
abnormalities which can include a clinical description for 
each detected disease. Such abnormalities detection with 
the associated measurements would help and speed up the 
clinicians making diagnosis.  
 It worth mentioning that most of the cornea problems 
and diseases occur in the epithelium, stroma and 
endothelium layers, and these diseases might affect one of 
these layers, two of them or all three. Therefore the system 
developed has met the research objectives by serving as a 
helpful platform to accurately recognise each of the corneal 
layers. This system will also be able to extract further 
clinical information associated with a certain disease or 
evaluating the normal cornea. The processed outputs of the 
developed system have been visually mapped to highlight 
the main corneal layers as well as highlighting the presence 
of any abnormality.  
The next step in this research is to validate the 
developed system on different types of corneal diseases as 
well as extract and analyse the associated features of these 
diseases for each corneal layer. These features will help 
build an appropriate map for each corneal disease. 
Extracting these features could be clinically very useful, 
underpinning the work of ophthalmologists, saving a useful 
amount of clinician time in the process, and hence 
improving the patient care in a busy clinical setting. A 
complete coloured map for the main corneal layers 
(epithelium, stroma, and endothelium) will be built based 
on discussions on the clinical needs of the 
ophthalmologists. This coloured map will cover both 
normal and abnormal confocal corneal data sets.  
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