Several graph datasets exist which have additional attributes, representing properties of either nodes or edges in the graph. Recent research has focused on finding integrated or cohesive clusters where the clusters are not only densely connected but also have similarities in a subspace of their attributes. Cohesive clusters are more robust and accurately represent the cluster structure as they exhibit similarity in two domains (network structure and attributes).
INTRODUCTION
Tremendous amounts of data is getting generated in almost every field such as social networks and biological networks. Networks capture the interactions (connection) of entities. Researchers are often interested in finding closely connected group of nodes in a network such that the members of this group are highly related to each other. This problem to find closely connected and related group of nodes from a network/graph is also termed as dense subgraph mining.
Increasingly, several graph datasets have additional attributes which provide properties of either nodes or edges in the graph. For example, personal profile information such as age, interests, locale, etc are considered as node attribute data in a social network. Recently, the problem of mining dense subgraphs has been married with the concept of subspace similarity of node or edge attributes. Connected subgraphs which exhibit similarities over attribute data are also known as cohesive subgraphs or clusters. A lot of recent research has been focused in finding dense and cohesive subgraphs [10, 8, 6] , where the subgraphs are not only dense but are also 'similar' in a subset of attributes.
Cohesive dense subgraphs have many practical applications. Dense subgraph detection in protein-protein interaction (PPI) networks has already been shown to be useful in discovering protein function [2] and disease biomarkers [5, 4] . Finding closely related group of friends in social network can be used for recommendations or marketing of products.
The approach proposed in this paper uses a relaxed density definition as compared to some of the recent approaches such as, [10] which uses a quasi clique definition and is more restrictive. Also [8] employs nominal (integer values) attribute data while our approach is much broader and does not assume anything about the attribute data. In addition to the aforementioned papers another research paper [9] adapted the idea of reverse search in finding dense cohesive patterns. This paper further extends [9] by parallelizing the execution over multiple threads.
All of these algorithms require density and profile thresholds to prune the search space. For relaxed constraints a very high number of cohesive patterns are reported by these algorithms which overlap in both nodes and attributes. [9] provided an elegant solution to finding a representative set from this output space by finding the smallest dominating set. This paper introduces a novel application of K-medoids algorithm to find the representative set of cohesive patterns from the output space. We propose a multithreaded implementation to mine cohesive dense patterns from node attributed graphs. We apply the proposed algorithm on real world networks and compare the results. We also provide a novel application of K-medoids algorithm to find a representative set of patterns from output space.
The rest of the paper is organized as follows. The next section presents important definitions. In section 3, we discuss the multi threaded algorithm and the K-medoids algorithm in detail. Section 4 lists the experiment results on two real world data sets. Section 5 concludes the paper.
PROBLEM DESCRIPTION
This section introduces some definitions that are used throughout the paper. In this paper we consider a simple, undirected, connected, node attributed graph without self loops.
Let G = (V, E, f ) be an undirected graph, where V = {v1, ..., vn} is the set of vertices, E ⊆ V × V is the set of edges, and f : V → R d is an attribute function that maps a vertex to a d-dimensional real vector that represents the attributes for the vertex. An example of a graph with vertex attributes is shown in Figure 1 , where V = {1, 2, 3, 4, 5, 6, 7, 8}, and E = {(1, 2), (1, 3) , (1, 5) , · · · , (6, 7)} In this paper we intend to mine dense cohesive subgraphs. A subgraph is cohesive if its vertices are 'similar' in a subset of the attributes. We now provide details on attribute similarities and density.
For a subset of vertices
is the set of edges of G whose endpoints are both in U .
The density of an induced subgraph (U, E(U )), denoted as ρ, is the ratio of the number of edges in the induced subgraph (E[U ]) by the total possible edges in G[U ]:
In Figure 1 , for U = {1, 2, 3, 4, 5}, ρ(U ) = 8/10 = 0.8.
Definition 1.
Given a tolerance threshold t and a set of vertices U ; where each vertex has d dimensional vector representing attributes. The k th attribute is considered a cohesive attribute for vertices in U if the k th attribute values for all vertices in U differ by at most t.
For a threshold t, let A(U, t) denotes the set of cohesive attributes, for simplicity we refer to A(U, t) as A(U ) :
In Figure 1, The dimensionality threshold smin is the minimum number of 'similar' attributes a set of vertices must have in order to form a cohesive subgraph. In Figure 1 , for t = 0.3 and smin = 2, the subgraph induced by U = {3, 4, 5} is a cohesive subgraph.
Definition 3. Given a density threshold θ, an attribute tolerance threshold t and a dimensionality threshold smin: G[U ] is a dense cohesive subgraph if it satisfies the following conditions.
The Density of the subgraph
2. The number of relevant attributes should be at-least smin, i.e., |A(U )| ≥ smin.
We can see from figure 1 that the subgraph induced by U = {1, 2, 3} is both dense and cohesive for parameters (θ = 0.8, t = 0.3 and smin = 2). The density ρ(U ) = ′ ⊇ U is dense and cohesive. In this way we will not report every possible sub graph like {1, 2, 3}, {1, 2, 5} and {1, 3, 5} which are subsets of the maximal cluster {1, 2, 3, 4, 5} with same parameters (θ = 0.8, t = 0.3 and smin = 2).
Problem Definition: Given an attributed graph G = (V, E, f ), three thresholds θ, t, smin, the problem of mining the set of maximal dense cohesive subgraphs is to find the set:
such that every Ui ∈ P is a maximal dense cohesive subgraph. Each Ui is a tuple {Gi, Ai} containing a subgraph and its relevant attributes.
METHODOLOGY
In this section we introduce a multi-threaded implementation of RedCone [9] called MT Redcone . Moreover, we propose a novel approach to find a representative set of maximal cohesive dense clusters from the output space of MT Redcone .
RedCone mines maximal dense cohesive subgraphs by following a reverse search enumeration technique [1] . The reverse search technique guarantees that the enumeration of child search node is only dependent on its parent search {1}  {2}  {3}  {4}  {5}  {6}  {7}  {8}   Th1  Th2  Th3  Th4  Th1  Th2  Th3  Th4 {1,2} {1,3} {1,5}{1,8} {2,3}{2,5}{2,6} {3,4}{3,5}{3,7} {4,5} {6,7}
{1,2,3,5}
Figure 2
The input graph and its corresponding enumeration tree. There are four threads which build the enumeration tree independently. Each thread builds two subtrees from the first level children. Only a portion of the enumeration tree is shown for brevity. Crosses show which branches are pruned. The discovered maximal cluster are highlighted by a green box.
node and is independent of any shared structure. Figure 2 shows an example of the enumeration tree that MT Redcone creates for the input graph shown in figure 1. Utilizing this reverse search principle, the subtrees rooted under each first level node in the enumeration tree (figure 2) can be enumerated independently. This suggests that we can spawn multiple threads at the root, and each thread creates the sub tree under each of the first level nodes. Algorithm 1 shows the psuedo code for MT Redcone . Apart from the usual inputs such as graph G, density threshold θ, tolerance threshold t and dimensionality threshold smin, MT Redcone also requires a number of threads input num threads . The algorithm begins by spawning the requested number of threads (line 3). Each thread then iterates over the first level nodes, selects a vertex and traverses its enumeration subtree (line 9). The output of this algorithm P is a list of maximal cohesive dense clusters.
These maximal cohesive dense clusters need to be further analyzed to derive useful insights and application. However, under relaxed density and cohesion constraints and a large input graph, the number of maximal dense cohesive clusters can become astronomically large [9, 10] . Moreover most of these output clusters have a high overlap in either the network structure or attribute data.
In the interest of making the analysis effective and efficient, a reduced set of these pattern is often sought after. We refer to the process of reducing the output maximal cohesive dense clusters to a smaller set as summarization. An effective mechanism to find a representative set of clusters from such output space has previously been discussed in [9] .
A major limitation to the technique proposed in [9] is the construction of a similarity graph, which calculates the similarity between every pair of the output maximal cohesive dense cluster. This operation has a computational complexity of O(n 2 ) where n is the number of maximal cohesive dense clusters. The cost of constructing a similarity graph from an exponential output space makes this technique prohibitively restrictive. To address this issue, we propose a novel method of finding a representative set of clusters from a large output space. Another limitation of the technique in [9] is the requirement of a similarity threshold, which is used to remove edges with small weights (similarity) from the weighted similarity graph.
In this paper we map the problem of finding a reduced set of maximal cohesive dense clusters from a large output space to the problem of finding Kmedoids from a dataset. We treat the maximal cohesive dense patterns as objects and define a similarity (distance) function between these objects. We then run a modified version of K-medoids [14] clustering algorithm to find the K medoids which are the most centrally located. Since the definition of distance is based on similarity instead of traditional distance (such as Euclidean distance), the most centrally located medoids are actually the most similar or representative cluster to all other cluster in the output space. We finally report these medoids as the representative maximal cohesive dense patterns.
The maximal cohesive dense patterns may overlap in either their network structure or attributes. Hence our definition of distance is based on the similarity in the network structure and the relevant attributes.
Given two patterns, U , U ′ , let S U U ′ denotes the vertex similarity which is defined as the Jaccard similarity coefficient between the sets of vertices of the two clusters.
Moreover, the attribute similarity between the two patterns is captured by the Jaccard similarity coefficient be- for v ∈ V \U do 15:
Let 
Next, we define the pattern similarity as linear combination of the vertex and attribute similarities as follows:
where α is a user-defined parameter to control the contribution of the vertex similarity to the total pattern similarity. Figure 3 shows the Kmedoids algorithm on a set of maximal cohesive dense clusters {p1, p2, ..., p5}. Figure 3(a) shows the maximal cohesive dense patterns and also lists the cohesive attributes of each pattern. The algorithms starts by selecting K random patterns as the initial medoids.
After the random selection of the initial medoids, the algorithm assigns each pattern to its most similar medoid. Consequently a set of patterns are formed for each medoid containing the medoid itself, and all the patterns assigned to it, as shown in figure 3 (c) . Next, new medoids are recalculated for each partition, as shown in figure 3 (d) . The process of assigning patterns to medoids and recalculating the medoids is repeated until a steady state is reached, i.e., new medoids are exactly same as the previous medoids or a maximum number of iterations has been reached. The final medoids at the steady state are the representative maximal cohesive dense clusters.
Given a set of patterns {p1, p2, ..., pn}, their K partitions {c1, c2, ..., cK } and their respective medoids {m1, m2, ..., mK }, the modified K-medoids algorithm, tries to maximize the similarity between patterns, pi, and their medoids, mi.
where S represents the similarity between two maximal cohesive dense patterns. Now we shall define some metrics to understand the quality of these output medoids (representative clusters) as produced by the K-medoids algorithm.
For a clustering {c1, c2, ..., cK } and their respective medoids {m1, m2, ..., mK }, we define the average intra partition similarity as the average sum of the similarities between patterns and their corresponding corresponding medoid.
The AvgP artitionSim similarity captures the quality of all clustering. A higher value indicates that medoids are more similar to their constituent patterns, suggesting a better partitioning.
We next define the average inter medoid similarity as average of sum of the pair wise similarities between the set of medoids.
AvgM edoidSim
As opposed to the AvgP artitionSim, AvgM edoidSim indicates the dissimilarity between the detected medoids. If the medoids are sufficiently similar to all points in their partition than they should be dissimilar to other medoids. In high quality partitions, we expect a high value for AvgP artitionSim and a low value for AvgM edoidSim indicating dissimilarity with other medoids.
Finally, the complexity of each iteration of K-medoids is O(K * (n − K)
2 ), where K represents the desired number of representative clusters [16] .
EXPERIMENTAL RESULTS
This section outlines the execution of the proposed algorithm on two real-world protein-protein interaction networks and associated attribute data.
Yeast: We use the Yeast protein-protein interaction
network from the Biological General Repository for Interaction Datasets (BioGRID) [15] . The Yeast interaction network has 6, 249 vertices and 224, 587 edges. Gene profile attribute information correspond to the differential expression value of each gene when exposed to 173 different experiments [7] . Each gene has 173 real attributes.
Human:
We use the Human protein-protein interaction network from the BioGRID [15] . The network has 20, 313 vertices and 230, 845 interactions. For attribute data, we use the dysregulation profile of genes in 13 different cancers (attributes) where '1' indicates that the gene is dysregulated [13] .
The multithreaded algorithm is implemented in C++ and all experiments were run independently on machine running Ubuntu Linux operating system with an Intel Xeon (3.3GHz) processor, with 8 cores and 16 Gigabytes of main memory.
Topological Attributes of Dense Cohesive Patterns
The topological properties of the reported maximal dense cohesive patterns for varying density and cohesive constraints are shown in Table 1 and 2 for Yeast and Human datasets respectively. In these tables, |N | denotes the number of maximal cohesive dense patterns and N represents the average size.
As the attribute cohesion constraint get relaxed, the number of cohesive patterns increases; the same trend is observed when the density threshold is relaxed.
Runtime
In this section, we compare the runtime of MT Redcone with varying number of threads. Figures 4 and 5 plots the runtime for varying values of density (θ) and dimension (Smin), respectively, for the Yeast dataset. Figures 6  and 7 plots the runtime for varying values of density (θ) and dimension (Smin), respectively, for the Human dataset. We ran multiple experiments with varying number of threads, beginning from a single thread (RedCone) to parallelizing with upto 32 threads. MT Redcone is multiple times faster than the single thread execution of RedCone . The speedup is bounded by the number of cores in the CPU which is 8 in our machine. Moreover, as we increase the number of threads beyond 8, no gain in speedup is obtained and we start seeing the impact of the computational overhead (this behavior can be seen in figure 4 ).
Representative set
In this section we discuss our results from the summarization process. As noted previously, finding a reduced (YeastHC) interaction network [3] . This network has 4008 vertices and 9857 edges. Similar to the Yeast dataset, we used attribute values obtained from gene profile information from 173 experiments. We ran a modified K-medoids algorithm on the output space of MT Redcone for varying parameters of both MT Redcone and K-medoids . Table  3 presents some of the results of K-medoids algorithm. θ, γ, t, smin represent the parameters for the MT Redcone and |N | denotes the number of output maximal cohesive dense clusters. K and α are the parameters for K-medoids where K represents the number of representative patterns and α is a user defined parameter to control the similarity between clusters. K% is the percentage of patterns. We ran multiple experiments varying both sets of parameters and calculated the average intra partition similarity and average inter medoid similarity as defined previously. Figure 8 and 9 plot the average intra partition similarity and average inter medoid similarity for varying values of α and K. As α increases, the pattern similarity is biased towards the network structure similarity. In figure 8 , notice as α is increasing the AvgP artitionSim (average intra partition similarity) is increasing and AvgM edoidSim (average inter medoid similarity) is decreasing. Recall that high values of AvgP artitionSim and low values of AvgM edoidSim suggests good partitioning. In other words, the maximal cohesive dense clusters resulting from this YeastHC dataset has more similarity in its network structure over their attributes. This trait is demonstrated in figure 8 , as increasing α values increases similarity among these clusters and hence form better partitions.
In figure 9 , we observe the trend in AvgP artitionSim and AvgM edoidSim values with increasing the desired number of representative clusters. As K increases, we increase the number of partitions in the output space. We see a steady increase in AvgP artitionSim while AvgM edoidSim is pretty much flat. This is expected because with increasing number of partitions the members in each partition decrease, and, the similarity of each member in the partition to their respective medoid increases. This increase in similarity is captured by the increasing trend of AvgP artitionSim. At 100% value of K, each cluster is its own partition and medoid and has a perfect similarity score of 1.
Biological Analysis
We performed biological enrichment analysis of the reported patterns for the Human dataset using the Database for Annotation, Visualization, and Integrated Discovery, DAVID [12, 11] . To assess the biological relevance of the maximal cohesive patterns, we attempted to find enrichment (over-representation) of KEGG pathways in the patterns. Figure 10 shows that a large percentage (80% to 100%) of the reported patterns are enriched with known KEGG pathways. Moreover, dense modules whose genes are dysregulated in more diseases are more likely to be enriched with KEGG pathways. For Example, for density = 0.8, and smin = 4, 82% percent of the patterns are enriched with at least one KEGG pathway, while for smin = 8, the percentage is 100%. A similar trend is observed for other density thresholds. For density = 0.9, and smin = 6, 42 modules (out of 67) are enriched. Examples of enriched KEGG pathways include hsa04115 ('p53 signaling pathway'), hsa05212 ('Pancreatic cancer'), hsa05206 ('MicroRNAs in cancer'), hsa05222 ('Small cell lung cancer'), and hsa05215 (Prostate cancer). 
CONCLUSION
We proposed a multithreaded algorithm for mining the set of maximal cohesive subnetworks from a graph with node attributes. To address the information overload resulting from the large number of mined patterns due to the combinatorial nature of the problem, we proposed a Kmedoidsbased algorithm for selected K representative patterns. Experiments on real biological networks and gene expression attributes show that the multithreaded algorithm achieves a runtime performance increase. Moreover, biological enrichment analysis show that the maximal cohesive patterns are biologically relevant.
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