We study the structure of functions between distributions and hyperfunctions. The structure theorem is known for distributions, non-quasi-analytic ultradistributions and hyperfunctions. In this paper, we try to fill the gap among them. We prove the structure theorem for quasi-analytic ultradistributions. §1. Introduction
§1. Introduction
In this paper, we discuss the structure of generalized functions. It is wellknown that any distribution f is locally represented as f = P (D)g, where P (D) is a finite order differential operator with constant coefficients and g is a continuous function, which is the structure theorem for distributions. The structure theorems for non-quasi-analytic ultradistributions ( [1, 5] ) and hyperfunctions ( [3] ) are also known. In this paper, we study the structure of functions between them, namely, the structure of quasi-analytic ultradistributions. We prove the structure theorem for non-analytic ultradistributions which includes both nonquasi-analytic and quasi-analytic ones. It is our main theorem to prove that any non-analytic ultradistribution f of the class * is locally represented as f = P (D)g, where P (D) is an ultradifferential operator of the class * and g is an ultradifferentiable function of the class † > * . We also claim that this ultradifferentiable function g can be taken from any class † satisfying † > * . Our main theorem gives the structure theorem for quasi-analytic ultradistributions and the proof of our main theorem gives another proof of the structure theorem for non-quasi-analytic ultradistributions. In the proof of our main theorem, it is essentially important to construct ultradifferential operators of the given non-analytic class. In [5] , H. Komatsu applied an infinite product n and l p is some sequence of positive numbers, to construct the symbol of an ultradifferential operator in the given non-quasi-analytic class, which does not converge in quasi-analytic classes. On the other hand, it is not easy to modify A. Kaneko's method in [3] to construct an ultradifferential operator suitable for our purpose, since the class of non-analyticity is strictly given in our theory. Therefore we apply our original method to construct the symbols of ultradifferential operators. Before proving our main theorem, we prepare some elementary properties of quasi-analytic ultradistributions.
§2. Ultradistributions
In this section, we review the definition of ultradistributions. Let Ω ⊂ R n be an open subset and M p , p = 0, 1, . . ., be a sequence of positive numbers. For non-quasi-analytic classes, we impose the following conditions on
2) and (M.3) are often replaced by the following weaker conditions respectively; (M.2) (stability under differential operators)
For two sequences M p and N p of positive numbers we define their orders. In order to define quasi-analytic classes, we impose the following conditions, (QA) and (NA), instead of (M. 3) 
Let M p be a sequence of positive numbers satisfying (QA 
where * = (M p ) or {M p } and we define
for any open set Ω and call it the set of ultradistributions of the class * defined on Ω. These spaces are endowed with natural structure of locally convex spaces.
For non-quasi-analytic ultradifferentiable functions and non-quasi-analytic ultradistributions confer [5] and [6] .
Definition 2.3.
Let K ⊂ R n be a compact set, M p satisfy (M.1) and
we define its norm by (6) lim sup
We define a presheaf F * on R n by
where Ω is any open set in R n and * = (M p ) or {M p }. We denote the corre-
and (NA), then we call F * the sheaf of quasi-analytic ultradistributions of the class * .
Definition 2.5.
For two classes * and † we define their inclusion rela-
order is defined to belong to the class (M p ) (resp. {M p }), if and only if there exist such constants L and C (resp. for any L > 0 there exists such a constant C) that |a α | ≤ (CL |α| )/M |α| holds for any α. We call this operator an ultradifferential operator of the class (M p ) (resp. {M p }).
Definition 2.7.
For a positive sequence M p satisfying (NA), define its associated function by
In this section, we review the known results on the structure theorems. The structure theorem for distributions was proved by L.Schwartz.
Theorem 3.1 (cf. [7]).
Any distribution f is locally represented as
where P (D) is a differential operator of finite order with constant coefficients and g is a continuous function.
Extensions of this theorem for non-quasi-analytic ultradistributions and for hyperfunctions are known. H. Komatsu [5] proved the structure theorem for strongly non-quasi-analytic ultradistributions.
Theorem 3.2 (cf. [5]).
Let In [3] , A. Kaneko proved the structure theorem for hyperfunctions.
Theorem 3.4 (cf. [3]).
Any hyperfunction f is locally represented as The structure theorem for quasi-analytic ultradistributions is left open, to prove which is our main purpose in this paper.
§4. Fourier Transform of Non-analytic Functions and Non-analytic Ultradistributions
In this section, we study the Fourier transform of non-analytic functions and non-analytic ultradistributions. The properties proved in this section take important roles to prove our main theorem. For a function f defined on R n , we define its Fourier-Laplace transform f (ζ), ζ ∈ C n by
when it is well-defined.
and only if for any k > 0 and h > 0 there exists a constant C = C h,k > 0 (resp. there exists a constant h > 0 and for any k > 0 there exists a constant
For f ∈ S {M p },h , we define its norm by
For topologies of ultradifferentiable classes, the following relations hold.
The set S * is defined as the strong dual of S * , where * = (M p ) or {M p }.
Lemma 4.1 (cf. Proposition 3.2 in [5]).
A sequence M p satisfies the condition (M.1) if and only if
for t > 0. 
(ii) For any multi-index α and h > 0 there exists a constant C = C α,h (resp. there exists a constant h > 0 and for any multi-index α there exists a constant
Proof. Let us treat both (M p ) and {M p } classes simultaneously. (ii) ⇒ (i); By virtue of Lemma 4.1, the following estimate holds.
where C β,i , i = 1, 2, 3, and C β are suitable constants. The condition (M.2) yields that
for some constants G and H. Therefore, (i) is obtained if the conditions on the constants are properly interpreted according to the class (M p ) or {M p }.
which proves (ii) with an appropriate interpretation on the constants in accordance with the class. 
Proof.
where we have applied the fact that for a positive sequence M p , (M.1) is equivalent to
By virtue of (M.2) , there exist such constants C 3 and H that
By (25) and (27), we have 
(ii) There exist such constants L > 0 and C > 0 (resp. for any L > 0, there exists such a constant C > 0) that
and f (ζ) is an entire function in ζ ∈ C n which satisfies that for any ε > 0 there exists such a constant C ε that
where H K (y) := sup x∈K x · y, y ∈ R n , is the supporting function of K.
is an entire function in ζ ∈ C n which satisfies that there exist such constants L > 0 and C > 0 (resp. for any L > 0, there exists such a constant C > 0) that
This theorem seems to be known, however, it seems difficult to find the proof of this theorem in our form. Hence we shall give its proof.
, there exist constants h and C (resp. for any h > 0, there is a constant C) such that
Then there holds
(35) and the Paley-Wiener theorem for hyperfunctions (cf. [4] ) give (ii).
(ii) ⇒ (i); Let * = (M p ) or {M p }. We first prove that f ∈ S * . By virtue of Proposition 4.1 and the assumption ii), there holds for ϕ ∈ S * ,
For * = (M p ), there exist some L, C 2 , and for any h > 0, there exists some C 1 such that (36) holds. Hence take h > 0 such that h > L then (36) converges. For * = {M p }, there exist some h, C 1 , and for any L > 0, there exists some C 2 such that (36) holds. Hence take L > 0 such that h > L then (36) converges. The function f is then proved to be a linear map from S * to C. Take a sequence ϕ n → ϕ in S * and replace ϕ in (36) by ϕ n , then the Lebesgue dominated convergence theorem proves the continuity of f . Therefore, it is proved that f ∈ S * .
The estimate (29) and the Paley-Wiener Theorem for hyperfunctions yield that f is a hyperfunction with its support contained in K. The fact that the space of the analytic functions
The following proposition follows almost directly from Theorem 4.1.
Proposition 4.3.
For the positive sequences M p and N p satisfying the conditions (M.1) and (NA), the following conditions are equivalent.
If M p and N p satisfies (M.2) in addition, then above two condition are equivalent to the following one.
By this proposition, we have 
Definition 4.2. A function ε(t) > 0 defined for t > 0 is called subordinate if and only if it is continuous, monotonously increasing and ε(t)/t is
(ii) For any L > 0, there exists such a constant C > 0 that
(iii) There exists such a subordinate function ε(t) that
By virtue of Proposition 4.4, we obtain the following equivalent conditions.
Proposition 4.5.
Let M p satisfy (M.1) and (NA). For a function f defined on R n , the following conditions are equivalent.
(i) For any L > 0 there exists such a constant C > 0 that
(ii) There exists such a subordinate function ε(t) that
Proof. The proof of "(ii) ⇒ (i)" is clear. Let us prove "(i) ⇒ (ii)". We define ε(t), t > 0 by
By the definition, (39) holds. It is also trivial that ε(t) is monotonously increasing. What is left to prove is that
Let us assume the contrary to (41), that is, there exist a constant L > 0 and a sequence t j of positive numbers satisfying t 1 < t 2 
Hence we obtain M (2Lt j ) ≤ C M (Lt j ), which contradicts to the fact that
for any positive integer k.
§5. Main Theorem
In this section, we prove our main theorem. As an preparation, we construct the symbols of ultradifferential operators in the non-analytic classes, which serves as a key lemma to prove our main theorem. belongs to (M p ) class and satisfies that there exist such constants C 1 > 0 and
for any ξ ∈ R n . Theorem 4.1 yields that for f ∈ E (M p ) there exist such constants C and L that
Define the ultradifferential operator
Then we have by (62) that there exists such a constant C > 0 that
for any ξ ∈ R n . (63) and (65) yield that there exists such a constant
for any ξ ∈ R n . By Proposition 4.2, there holds
where F −1 is the inverse Fourier-Laplace transform operator. We have
By virtue of (M.2), we have (P (D)) 2 is an ultradifferential operator of the class (M p ). Therefore the theorem is proved for (M p ) class. 
II. The proof for
2p |ξ|)
for any ξ ∈ R n . Therefore, we have
for any ξ ∈ R n . Let us define Therefore the theorem is also proved for {M p } class.
As an application of the proof of Theorem 5.1, we obtain a modification of Theorem 3.4.
Theorem 5.2.
For any hyperfunction f and for any non-analytic class * , there exist such a local operator J(D) and g ∈ E * that the representation (11) holds locally.
In order to prove this theorem, we modify A. Kaneko's proof of Theorem 3.4 in [3] applying the fact that any ultradifferential operator of non-analytic classes is a local operator, that is, we take
where J(D) is the local operator constructed in Lemma 1.2 in [3] and P (D) is the ultradifferential operator constructed in (64) for (M p ) class (resp. in (71) for {M p } class).
In the proofs of both Theorems 5.1 and 5.2, it is essentially important to construct ultradifferential operators of non-analytic classes (Lemma 5.1 and (64)).
