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Power systems that need to integrate renewables at a large scale must account for the high levels of uncer-
tainty introduced by these power sources. This can be accomplished with a system of many distributed
grid-level storage devices. However, developing a cost-effective and robust control policy in this setting is a
challenge due to the high dimensionality of the resource state and the highly volatile stochastic processes
involved. We first model the problem using a carefully calibrated power grid model and a specialized hidden
Markov stochastic model for wind power which replicates crossing times. We then base our control policy on
a variant of stochastic dual dynamic programming, an algorithm well suited for certain high dimensional con-
trol problems, that is modified to accommodate hidden Markov uncertainty in the stochastics. However, the
algorithm may be impractical to use as it exhibits relatively slow convergence. To accelerate the algorithm,
we apply both quadratic regularization and a risk-directed importance sampling technique for sampling the
outcome space at each time step in the backward pass of the algorithm. We show that the resulting policies
are more robust than those developed using classical SDDP modeling assumptions and algorithms.
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1. Introduction
Power systems with renewables must account for the high volatility and intermittency of wind and
solar energy sources. At relatively low levels of renewable penetration, this uncertainty can often
be managed using careful scheduling and ramping of generators along with a backup supply of
reserves. At current levels of renewable penetration, this is an effective method to ensure system
stability. However, rising renewable penetration levels means that the variability of renewables will
have a much larger impact on the system. Specifically, in order to maintain the same level of system
reliability at high penetration levels, the amount of spinning reserves must increase dramatically.
Simao et al. (2017) shows that many gigawatts of spinning reserves must be available (but hardly
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used) to accommodate a comparable amount of renewable power in the system. Considering that
infrastructure must be upgraded to accomplish this as well, this is not a cost-effective strategy.
Alternatively, distributed grid-level storage can assist in smoothing out the variability in renew-
ables. Energy may be stored during periods when there is excess renewable power and released
during periods when renewables significantly underperform forecasts to prevent outages. Energy
storage on a large scale seems to be a possibility in the near future with improvements in battery
storage technology and the introduction of electric vehicles, which may act as storage devices, onto
the grid.
The simultaneous optimization of distributed, grid-controlled battery storage and generation
ramping decisions in the real time market in a power grid with high-penetrations of renewables is
thus an important topic. Other authors have studied the interaction between storage and renew-
ables, but often fail to model the system properly by ignoring system dynamics and only considering
the aggregate generation, renewables, demands, and storage capabilities of the system (e.g. Jacob-
son et al. 2015). This paper presents an efficient and effective algorithm to develop control policies
for a realistically modeled system.
The problem of optimizing storage over the grid in real time is a large multiperiod stochastic
optimization problem with a high-dimensional resource state. Stochastic dual dynamic prograrm-
ming (SDDP), first developed by Pereira and Pinto (1991), has attracted considerable attention
for the type of stochastic linear program that describes our energy storage problem (see Gorenstin
et al. 1992, Shapiro 2011, Shapiro et al. 2013b, Guigues 2014, De Matos et al. 2015, Bandarra and
Guigues 2017), with a focus on the generation and management of Benders cuts. Significantly less
attention has been given to the modeling of the stochastic processes involved in the problem and
its impact on the resulting policy. Specifically, in the context of grid storage problems with high
penetrations of renewables, models for wind power forecast errors that do not adequately capture
the crossing times of stochastic processes may lead to the development of less robust policies.
Crossing times are contiguous blocks of time for which a stochastic process is above or below some
reference series, such as a forecast. Among the models that do a poor job of capturing crossing time
behavior are those that assume intertemporal or interstage independence in any random quantities,
which is a property required by classical SDDP (Pereira and Pinto 1991, Philpott and Guan 2008).
These include independently and identically distributed (IID) models and autoregressive moving
average (ARMA) time series models (which can be included in the SDDP formulation under certain
circumstances and with an expansion of the resource state). These are popular in the study of
energy storage systems (e.g. Lo¨hndorf and Minner 2010, Zhou et al. 2019) and SDDP applications
in general (e.g. Pereira 1989, Shapiro 2011, Lohmann et al. 2016), and both often underestimate
crossing times (see Durante et al. 2018).
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To understand why this property is important, imagine sizing a battery to smooth out variability
from a wind power source. Simply replicating the forecast error distribution, but underestimating
(or overestimating) the length of the periods for which wind is above or below its forecast, could
lead to dramatically underestimating (or overestimating) how large that battery must be. Now
consider optimizing a storage system using a wind power model which underestimates the periods
of time for which wind will be below its forecast. This will result in control policies that do not
maintain sufficient storage levels to handle extended periods when wind is below the forecast.
This paper addresses these concerns by modeling wind power generation with the univariate
crossing state hidden semi-Markov model presented in Durante et al. (2018) which explicitly incor-
porates crossing times into the model. It is unique in its ability to capture both crossing time
distributions and the distribution of forecast errors. Additionally, the distribution of areas above
and below the forecast (the surpluses and deficits of energy produced versus expected output) are
accurately replicated by the crossing state model. In Durante et al. (2017) we see that modeling
these characteristics is indeed important in storage problems as control policies based on value
function approximations (VFAs) for a single storage device developed assuming a crossing state
model for wind power are shown to be more robust than those trained with standard ARMA mod-
els. Here we look to apply this model to produce robust policies in a high dimensional setting with
many storage devices spread across a power grid.
Incorporating the crossing state stochastic model in our optimization algorithm is not straight-
forward as there exists interstage dependencies between random quantities under this modeling
assumption. Various methods for solving multistage stochastic programming problems relax the
assumption of interstage independence (ex. Infanger and Morton 1996, Lo¨hndorf et al. 2013, Lohn-
dorf and Wozabal 2015). We base our solution on the SDDP algorithm from Asamov and Powell
(2018) as it is most appropriate for our problem setting. This version of SDDP allows for gen-
eral Markov uncertainty in the stochastics by fitting a set of VFAs to each information state of
the model at each time step. A further modification must be made to the algorithm to allow for
use of hidden Markov models. This idea has received some recent attention in Dowsona et al.
(2019) as well, which independently developed a variant of SDDP that incorporates belief states
for multiperiod stochastic programming using the concept of policy graphs. The work shows, using
a partially observable multiperiod inventory management problem as an example, that the perfor-
mance of SDDP with belief states can be comparable to the performance of an SDDP-based policy
which was allowed to have full visibility of the underlying state. The work in this paper differs
from Dowsona et al. (2019) in that we consider the time-dependent case and the implementation
is different; this is explained further in section 3.
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Due to the nature of the problem, an implementation of unregulated SDDP would converge far
too slowly to be used in practice. To accelerate convergence, we include quadratic regularization
which penalizes deviations from the incumbent solution in early iterations of the algorithm. This
encourages the solution to remain near points in the resource state space that have been previously
visited as the VFAs are more accurate in these regions. To further speed up the algorithm, we
employ a sampling method to accelerate the backward pass of SDDP. Standard sampling, in which
the outcome space is sampled according to the true probability of each outcome occurring, will
accelerate numerical convergence, but at some cost to solution quality as risky regions of the
sample space may not be sampled often enough. As the central reason behind using the more
sophisticated stochastic model is to produce more robust solutions, this is counterproductive. Thus,
a risk-directed importance sampling technique for the backward pass of the SDDP algorithm is
utilized to achieve a solution that is nearly as robust as the unsampled version, in a fraction of the
computation time.
Importance sampling has been incorporated in SDDP algorithms previously, as in Kozmı´k and
Morton (2015) where it is utilized in the forward pass to improve the upper bound estimator in
a risk-averse setting. Here we look to apply importance sampling in the backward pass to sample
outcomes that produce large objective values with higher probability. We develop an adaptive
learning algorithm that forms sampling distributions based on observations of outcomes and the
resulting value of being in a certain storage state over successive iterations of the algorithm. This
draws on work from Jiang and Powell (2017), which presented the method for a different class of
approximate dynamic programming algorithms. Implementing a risk-directed importance sampling
scheme within SDDP presents its own unique challenges as we are unlikely to visit the same point
in a high-dimensional resource state more than once at each time period over the iterations of the
algorithm. We must account for this when learning sampling distributions as the VFAs for the
resource state can vary greatly throughout the state space and can also be quite inaccurate during
the early iterations of the algorithm.
Much of this paper is focused on the reduction of risk and thus it would naturally follow that
our objective function is risk-averse as well. Many approaches within dynamic programming seek
to minimize an appropriate time consistent and coherent dynamic risk measure (Ruszczyn´ski 2010,
see). Philpott and De Matos (2012), Guigues and Ro¨misch (2012), and Shapiro et al. (2013a) all
apply this concept in various forms to an SDDP algorithm. However, one practical measure of risk
that does not satisfy the time consistency and coherency properties is an end-of-horzion penalty
that is only realized if the cumulative sum of some metric exceeds some threshold. The need for this
type of measure is observed throughout the engineering fields. Suppose grid operators (and their
customers) are willing to tolerate only so many shortages per day and no more. In this case, such
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a threshold penalty is very useful. In order to incorporate this into our problem, we augment the
state variable to track shortages by including this “shortage state” in our resource state and apply
the threshold penalty in the final time period as part of the objective function. This approach –
applying a utility function to additional state variables that track metrics of interest to account
for risk – is seen in other dynamic programming applications such as Ba¨uerle and Ott (2011) and
Yu et al. (2017), for example. Our application of this method provides the system operator with
an intuitive means of controlling exposure to shortages via adjustments of the aforementioned
threshold and an associated penalty parameter.
This paper makes the following contributions: 1) We extend SDDP to handle hidden Markov
states at each time step, which complicates the backward pass of traditional SDDP. 2) We introduce
a risk-directed importance sampling scheme for SDDP and show that it accelerates convergence
while producing solutions with lower risk. 3) We show risk can be reduced in storage problems with
a high-dimensional resource state by modeling the stochastics with a model that captures crossing
times.
The remainder of this paper is organized as follows. Section 2 formally describes the grid-level
storage problem by defining the five elements of the stochastic optimization problem. We discuss
related SDDP approaches and the development of our proposed solution algorithm in Section 3,
which also includes a detailed discussion of risk-directed importance sampling. This section also
has a detailed discussion of risk-directed importance sampling within this application. Numerical
results are presented in Section 4 and the paper is concluded in Section 5.
2. Mathematical Model of the Energy Storage Problem
Currently, a three step planning process that works on different time scales is employed by PJM
and other U.S. grid operators for scheduling energy generation and controlling transmission:
1. A day-ahead unit-commitment problem is solved using renewable forecasts for the subsequent
day and determines the on/off scheduling of steam generation units, which require relatively
large notification times, over the course of the day. This is a large mixed integer program and
can take several hours to solve.
2. In the intermediate term, planning occurs every 15 to 30 minutes (depending on the system)
to determine which gas turbines will be used. As steam generation unit commitment decisions
are already fixed at this step, this is a smaller mixed integer program and can be solved in the
smaller time window.
3. Finally, real-time economic dispatch takes place every five minutes. This controls the ramping
of generator outputs to ensure the stability of the grid under current system conditions. This
large linear program must be solved within each five minute time window.
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In addition, reserve capacity in the form of either spinning reserve, which can be immediately called
upon, or non-spinning reserve, which are typically gas turbines with very fast start-up times, is
used to account for any unexpected behavior from renewable sources.
Ideally we would incorporate the distributed storage devices in the unit commitment solutions.
However, this would be quite complex as it would require integrating a high dimensional resource
variable into an already large mixed integer program. Instead, we use the unit commitment model
to determine the integer variables (when steam generators and gas turbines must be on or off), and
then incorporate storage into the real time model which can just handle the ramping of generators
that are already turned on. This allows our model to decide whether we should store energy, or
adjust the generators. Details on this step are left for Section 4.
The remainder of this section provides a complete model of the stochastic optimization problem
for grid storage by defining the state variable, the decision variable, exogenous information, the
transition function, and the objective function. We use dynamic programming notation adopted
from Powell (2011) and Powell (2016) to describe the problem.
2.1. The State Variable
We first define the system state variables. These can be divided into static state variables which
do not vary over time, and dynamic state variables which evolve over time. Following the mod-
eling convention from Powell (2016), we place all static variables in the initial state variable S0.
This contains all data pertinent to the problem, including constants, deterministic variables, and
information such as the system configuration. All variables mentioned in the subsequent paragraph
belong in the initial state variable.
The power grid forms a graph G = (N ,E), where the grid buses comprise the set of nodes
N and transmission lines form the set of edges E . Edge (i, j) ∈ E represents a transmission line
that connects bus i ∈ N to bus j ∈ N . Within the set of nodes N , we have power sources and
sinks with different characteristics. Generators each have a power capacity and generation cost.
Storage devices are characterized by bounds on energy capacity, charging and discharging efficiency,
and their variable storage cost. Finally, loads are simply represented by the demand at time t.
To describe these, the following notation (which resembles the notation for similar grid storage
problems in Asamov et al. (2016)) is used:
• G = The set of fossil generators.
• B = The set of storage devices.
• H = The set of renewable sources.
• κlg, κug = The minimum and maximum power capacities for electricity generator g ∈ G.
• κlb, κub = The minimum and maximum energy capacities for storage devices b∈B.
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• η+b , η−b = The charging and discharging multipliers (efficiencies) for each storage device b∈B.
• cGt,g = The variable generation cost in $/MWh for generator g ∈ G at time t.
• cBt,b = The variable storage cost in $/MWh for storage devices b∈B at time t.
• `ij = The nominal line capacity in MW for transmission line (i, j)∈ E .
• dt = The vector of electricity demands (loads), in MW, for each node at time t = 0, ..., T . To
simplify the problem, we assume that electricity demand evolves deterministically according to
a demand profile, and thus this belongs in the initial state variable. Demand profiles are taken
from actual PJM data collected over the course of 2013 in 5 minute intervals.
• fEt = The vector of renewable forecasts at each time t= 0, ..., T . For simplicity, we assume that
the forecast utilized in the day-ahead unit commitment problem is fixed over the problem horizon.
Though in reality these may evolve over time, under this assumption the forecast belongs in the
initial state variable as well.
• ZGt,g = The boolean variable reflecting the unit commitment decision for generator g ∈ G at time
t. These belong in S0 as they are determined prior to the storage optimization step.
• Y = The closed, convex set describing the DC power flow model of the grid following Kirchhoff’s
laws. It takes into account the structure of the electrical grid and bounds on phase angles.
In addition to these static variables, S0 contains the initial state of the dynamic state variables,
which are described next.
We now define the dynamic pre-decision state variable, St, which is a minimally dimensioned
function of history necessary to model the system from time t onward. The following variables,
which will be further elaborated throughout Section 2, compose the dynamic pre-decision state
variable:
• Rt = (RBt ,RSt ) = The |B|+ 1 dimensional resource state vector comprised of:
—RBt = (R
B
tb)b∈B, a |B| dimensional vector containing the energy present in each of the storage
devices at time t, and
—RSt = The shortage state, which tracks the total shortages (in MWh) observed in the system
up through time t. This augmentation to the resource state allows us to apply a threshold
penalty to the cumulative system shortages at the end of the time horizon (see Section 2.5).
• It = The information state, comprised of:
—EWt = The current power produced by offshore wind at time t, and
— IWt = The information state of the stochastic wind model. The wind model has relatively
few discrete information states, and these determine the distribution of the next wind power
forecast error (see Section 2.3).
• Kt = The knowledge state. The information state IWt of the stochastic wind model is partially
hidden (see Section 2.3). Given the observed values of wind through time t, Kt contains our
current beliefs about the probability the wind process is in each possible information state.
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We also define a dynamic post-decision state variable Sxt , which carries only the information
necessary to transition to St+1 after a decision has been made (Powell 2011). Canonically, this is
given by Sxt = (R
x
t , I
x
t ,K
x
t ) where R
x
t , I
x
t , and K
x
t are the post-decision resource, information, and
knowledge states respectively. However, in this problem Kxt = Kt as the knowledge state is not
affected by the decision xt, so we can write S
x
t = (R
x
t , I
x
t ,Kt). To define I
x
t , we note that while E
W
t
is needed in the pre-decision state to make a decision, it is does not affect the transition to time
t+ 1 under this model (see Sections 2.3 and 2.4). Thus, Ixt is equal to I
W
t , the information state
of the wind process. Finally, we let Rxt = (R
B,x
t ,R
S,x
t ) contain the energy in each battery and the
cumulative shortages through time t after decision xt has been made.
2.2. The Decision Variables
The decision variables at each time t are given by
xt = (x
G+
t , x
B+
t , x
B−
t , yt, Yt), (1)
where xG+t = (x
G+
tg )g∈G, x
B+
t = (x
B+
tb )b∈B, x
B−
t = (x
B−
tb )b∈B, yt = (ytn)n∈N such that yt ∈ Y, and
Yt = (Yt,ij)(i,j)∈N×N . x
G+
t and x
B+
t represent time t power injections at each node by generators
and batteries respectively, while xB−t represents power sent from the grid to storage devices at each
node at time t. yt is a vector describing the power arriving at each node at time t while Yt,ij is
the power flow from node i ∈ N to j ∈ N at time t. We have Yt,ij = −Yt,ji if (i, j) ∈ E , Yt,ij = 0
if (i, j) 6∈ E , and yt,i =
∑
j∈N
Yt,ji. The decision xt is also subject to the following constraints for all
t= 0, ..., T , g ∈ G, and b∈B:
xG+t,g = κ
l
g if Z
G
0,g = 1 or (Z
G
t,g = 1∩ZGt−1,g = 0) (2)
κlgZt,g ≤ xG+t,g ≤ κugZt,g, (3)
κlb ≤RBt,b + η−b xB−t,b − η+b xB+t,b ≤ κub . (4)
All vector decisions xt that satisfy the above constraints form the set of feasible decisions at time
t, Xt(St).
Constraint (2) requires that generators that come online at time t (or start on at time 0) start at
their minimum generation capability. Constraint (3) ensures generator power outputs are within
minimum and maximum limits. A generator’s output must also be 0 if that generator is scheduled
to be off at time t (Zt,g = 0). Constraint (4) disallows storage decisions that violate minimum and
maximum capacity limits at each device.
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2.3. Exogenous Information
We are interested in the problem of efficiently operating storage devices in the presence of large
amounts of offshore wind, which will be modeled as an aggregate quantity. As of this writing (2019),
New Jersey has set a goal of 3,500 MW of offshore wind generating capacity.
Unit commitment decisions are made leveraging wind power forecasts over the course of the
optimization horizon, {fEt }Tt=0. On the real-time, economic dispatch scale, we experience uncer-
tainty in the form of errors from this forecast, Wt = E
W
t − fEt , which occur on the five minute
scale. The forecast error model we use is the univariate crossing state model presented in Durante
et al. (2018) which accurately replicates the crossing times of wind power forecast errors. Figure 1a
shows two examples of crossing times. We refer the reader to Appendix A for a detailed description
and thorough discussion of the model, but we highlight some important features of the model here:
1. Crossing time distributions are explicitly modeled by forming a unique crossing time distribution
for each of a small number (typically six) of partially observable states called crossing states.
The crossing state is a combination of whether we are above or below the forecast (observable
at time t) and an aggregated crossing time length variable (i.e. short, medium, long) giving the
distribution of time for which wind will remain above or below its forecast. This is hidden to the
system operator at time t as we cannot be sure which crossing time bin the system was in until
after the wind forecast error switches signs.
2. For each crossing state, time t forecast errors are aggregated into a small number of discrete
states as well (typically three to five), for which distributions of Wt+1 are formed. The combi-
nation of the crossing state and the time t error bin form a partially hidden information state
IWt .
To continue the discussion, we must first define some additional notation for stochastic processes.
Let a sample path ω be given by a sequence of the random variables Wt for t = 1,2, ..., T : ω =
(W1,W2, ...,WT ), and the set of all possible sample path outcomes be given by the sample space
Ω. Given a probability space (Ω,F ,P) with sample space Ω, sigma algebra F , probability measure
P, and filtration σ {∅,Ω} = F0 ⊂ F1 ⊂ F2 ⊂ ... ⊂ FT = F , the post-decision information state at
time t, Ixt , is determined by an Ft-measurable mapping Ixt (ω) of sample path ω ∈ Ω to some
Ixt ∈ Ixt (Ω), where Ixt (Ω) is the set of all possible time t post-decision information states. The post-
decision information state contains only the information necessary to determine the distribution
P(Wt+1 = w|Ixt ) for all w ∈ Ωt+1, where Ωt is the outcome space at time t. Note that the size of
|Ixt (Ω)| is largely dependent on model choice and can explode fairly quickly as more information
is needed to transition to the next time period. For example, an autoregressive time series model
of order M would have |Ixt (Ω)|=
t∏
t′=t−M+1
|Ωt′ |. Using models that can take on many post-decision
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Figure 1 a: Examples of crossing times for wind power forecast errors. A single forecast error, Wt =E
W
t − fEt , is
also shown. b and d: Examples of sample paths generated assuming a crossing state model (b) and an
IID model (d) for forecast errors. Due to the lack of intertemporal dependencies, the IID model sample
paths exhibit far too much variability. c: The empirical cumulative distribution function for crossing
times (only down-crossings are shown here) for the crossing state model and IID model over 100 sample
paths versus historical distributions for a single wind farm. While the IID model produces crossing times
that are far too short compared to reality, this crossing time distribution is very accurately replicated
by the crossing state model.
information states restricts our ability to index VFAs on these states. This brings us to the next
highlight of the crossing state model:
3. Given IWt , we can determine the distribution of Wt+1. Thus, E
W
t does not need to be included
in the post-decision information state as it is not needed to transition to time t + 1 after a
decision has been made. Therefore, we have Ixt = I
W
t and the set of all possible values for I
x
t ,
the post-decision information state space Ixt (Ω), is the same for all t and relatively compact. It
usually consists of somewhere between twelve to thirty discrete states depending on the number
of crossing states and error bins that are chosen.
4. As the information states in the crossing state model are partially hidden, a sample path of
wind up to time t may correspond to different information states. Thus, we must track our time
t beliefs about the probability that the process is in each information state to aid in decision
making at time t. This set of beliefs P(Ixt = i) for i ∈ Ixt (Ω) comprises the knowledge state at
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time t, Kt. Our belief about the distribution of Wt+1 given Kt is
P(Wt+1 =w|Kt) =
∑
i∈Ixt (Ω)
P(Wt+1 =w|Ixt = i)P(Ixt = i). (5)
5. Sample paths produced with this model are realistic and exhibit superior crossing time behavior,
especially when compared to a model that assumes errors are independent over time. This is
shown in Figure 1c and can be subjectively observed by comparing Figure 1b and Figure 1d.
We also consider an independently and identically distributed (IID) wind power error model.
This model exhibits stagewise independence and is thus well suited for use in combination with
classic SDDP. This is trained on the same sample path data as the crossing state model; however,
VFAs are computed with an algorithm that assumes Wt is distributed according to the same
distribution at each time step – the observed forecast error distribution gathered from data. Under
this assumption, no information is needed in the post-decision information state as the distribution
of wind at each time step is independent of the history of the exogenous process. Thus, there exists
only one possible (trivial) information state and |Ixt (Ω)| = 1 for all t. Note this implies that no
information is needed in the knowledge state either as we have probability 1 of being in the single
information state. We compare the effectiveness and robustness of the solution resulting from each
wind power model assumption in Section 4.
2.4. The Transition Function
The system transition function, St+1 = S
M(St, xt,Wt+1), is broken into two steps: the pre-decision
to post-decision state transition function given a decision xt, S
x
t = S
M,x(St, xt), and the transition
function from post-decision state to the next pre-decision state given the arrival of exogenous
information Wt+1, St+1 = S
M,W (Sxt ,Wt+1). To define S
x
t = S
M,x(St, xt), we first define pt ∈R|N | to
be the total power generated at each node. Letting G(i), B(i), and H(i) be the generators, storage
devices, and wind farms that map to node i, we can calculate the i-th component of the vector at
time t as
pt,i =
∑
g∈G(i)
xG,+t,g +
∑
b∈B(i)
(xB,+t,b −xB,−t,b ) +
∑
h∈H(i)
EWt,h. (6)
Sxt = S
M,x(St, xt) is then given by
RB,xt,b =R
B
t,b + η
−
b x
B−
t,b − η+b xB+t,b for b∈B, (7)
RS,xt =R
S
t +
∑
i∈N
max{0, dt,i− (pt,i + yt,i)} , (8)
Ixt = S
I,x(It) = I
W
t , (9)
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where dt,i is the demand at node i and yt,i is the power inflow at node i. Equation (7) alters the
post-decision resource state at each storage device according to the charging/discharging decisions
made, while Equation (8) updates the cumulative shortage state by adding any shortages incurred
at time t. Equation (9) defines the transition between the pre- and post-decision information state.
It is a simple function, but explaining why this is the case requires a more in-depth discussion of
the crossing state model. These details are left for Appendix A. St+1 = S
M,W (Sxt ,Wt+1) is then
defined by
RBt+1,b =R
B,x
t,b for b∈B, (10)
RSt+1 =R
S,x
t , (11)
(Kt+1, It+1) = S
K,W (Kt, I
x
t ,Wt+1), (12)
where we assume the battery state and shortage state remain unchanged from post- to pre- decision
state (Equation (10) and (11)). Following an observation Wt+1 = w, we update our knowledge
and information states using the Bayesian updating function (Kt+1, It+1) = S
K,W (Kt, I
x
t ,Wt+1). We
direct the reader to Appendix A for specifics on how this is formulated using the crossing state
model. Note, though, that under the IID wind model assumption, (Kt+1, It+1) = (Kt, I
x
t ) = (Kt, It)
for all t as there is a single information state (pre- and post-decision), and P(Wt+1 =w|Kt) can be
simplified to P(Wt+1 =w).
2.5. The Objective Function
At time t, the cost of generation and utilizing storage is
CGt (St, xt) =
∑
g∈G
cGt,gx
G,+
t,g +
∑
b∈B
cBt,b(x
B,+
t,b −xB,−t,b ). (13)
We then introduce penalties to discourage decisions that result in shortages, excess in generation,
and violation of line constraints at each time period. These are given respectively by
CSt (St, xt) = θ
S
∑
i∈N
max{0, dt,i− (pt,i + yt,i)} , (14)
CEt (St, xt) = θ
E
∑
i∈N
max{0, (pt,i + yt,i)− dt,i} , (15)
CLt (St, xt) = θ
L
∑
(i,j)∈E
max{0, |Yt,ij| − `ij} , (16)
where θS, θE, and θL are nonnegative parameters set by the system operator.
The shortage state threshold penalty is applied at time T as follows,
CPt (St, xt) =
{
θP max{0,RSt − θC} if t= T,
0 otherwise.
(17)
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The nonnegative parameter θC can be viewed as the “maximum acceptable cumulative shortages,”
determined by the system operator, while nonnegative parameter θP controls how much shortages
in excess of this are penalized. The parameter θP can be tuned by a system operator to manage
the risk-reward trade-off as a higher penalty will likely lead to more robust, but more expensive,
solutions. It is important to note that this threshold penalty is convex with respect to RST . As
SDDP requires convexity in the resource state, this is an appropriate choice of penalty for the
shortage state, as opposed to, for example, a step function penalty.
The total cost is then given by the sum of the generation costs and penalty functions,
Ct(St, xt) =C
G
t (St, xt) +C
S
t (St, xt) +C
E
t (St, xt) +C
L
t (St, xt) +C
P
t (St, xt). (18)
We aim to operate the system at minimize cost over a finite-horizon in five-minute intervals over
the course of one day. Thus our stochastic optimization problem has the objective function
min
pi∈Π
E
[
T∑
t=0
C(St,X
pi
t (St))|S0
]
, (19)
where T = 288 and the system transition functions are given by Sxt = S
M,x(St, xt) and St+1 =
SM,W (Sxt ,Wt+1). X
pi
t (St) maps the state St to an action using policy pi, and we are minimizing over
the set of all admissible policies pi ∈Π.
3. Development of the SDDP Algorithm
Stochastic dual dynamic programming is an algorithm originating from the stochastic programming
community designed to solve multistage stochastic linear programs of the form
min
A0x0=b0
x0≥0
〈c0, x0〉+E1
 min
B0x0+A1x1=b1
x1≥0
〈c1, x1〉+E2
· · ·+ET
 min
BT−1xT−1+AT xT=bT
xT≥0
〈cT , xT 〉
 · · ·
 , (20)
where Wt = (At,Bt, bt, ct) is the random information at time t. At and Bt are Ft-measurable random
matrices and bt and ct are Ft-measurable random vectors. The initial state S0 = (A0,B0, b0, c0) is
an exception as it is assumed to be deterministic.
We now show how these multistage stochastic linear programs can be written using dynamic pro-
gramming notation. Recall the dynamic pre- and post-decision state variables are St = (Rt, It,Kt)
and Sxt = (R
x
t , I
x
t ,Kt) respectively where the information and knowledge states contain all the
information necessary to model and control the system from time t onward that is not contained
in the resource states. By defining Rt =Bt−1xt−1− bt, Rxt =Bxt xt, C(St, xt) = 〈ct, xt〉, and the set
of feasible decisions
Xt(St) =
{
xt ∈Rdim(ct) :Atxt = bt if t= 0,
xt ∈Rdim(ct) :Bt−1xt−1 +Atxt = bt if t > 0,
(21)
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we can rewrite the optimization problem in (20) as
min
x0∈X0(S0)
C(S0, x0) +E1
[
min
x1∈X1(S1)
C(S1, x1) +E2
[
· · ·+ET
[
min
xT∈XT (ST )
C(ST , xT )
]
· · ·
]]
. (22)
As the problem is stochastic, the optimal solution is not a vector of decisions, but instead a
policy pi that maps a state St to an action xt =X
pi
t (St). We thus aim to minimize over the set of
admissible policies, which is the set of Ft-measurable functions that map states to actions, and the
optimization problem in (22) can be written in the form in (19).
The optimal policy may be found by finding exact value functions, or expected cost-to-go func-
tions, for every possible system state. These are given by Bellman’s equation for finite horizon
problems,
V ∗t (St) = min
xt∈Xt(St)
(
C(St, xt) +E
[
V ∗t+1(St+1)|St, xt
])
, (23)
and, once these are found, the optimal policy is given by
X∗t (St) = arg min
xt∈Xt(St)
(
C(St, xt) +E
[
V ∗t+1(St+1)|St, xt
])
. (24)
When finding exact value functions for all possible system states is computationally intractable due
to the curses of dimensionality (as is the case in our problem), we can instead rely on approximations
of these value functions and use a VFA-based policy,
Xpit (St) = arg min
xt∈Xt(St)
(
C(St, xt) +E
[
V¯t+1(St+1)|St, xt
])
, (25)
where V¯t+1(St+1) is some approximation of the value of the downstream states.
Alternatively, we can fit value functions instead to the post-decision state variable Sxt . The
resulting post-decision state-based VFA policy is given by
Xpit (St) = arg min
xt∈Xt(St)
(
C(St, xt) + V¯
x
t (S
x
t )
)
, (26)
where V¯ xt (S
x
t ) serves as an approximation of V
x,∗
t (S
x
t ) = E
[
V ∗t+1(St+1)|Sxt
]
. Noting that Sxt =
(Rxt , I
x
t ,Kt) in this problem, where Kt contains time t beliefs giving P(Ixt = i) for i ∈ Ixt (Ω), this
approximation can be written V¯ xt (S
x
t ) =
∑
i∈Ixt (Ω)
V¯ xt (R
x
t , I
x
t = i)P(Ixt = i) and we can rewrite Equation
(26) as
Xpit (St) = arg min
xt∈Xt(St)
C(St, xt) + ∑
i∈Ixt (Ω)
V¯ xt (R
x
t , I
x
t = i)P(Ixt = i)
 . (27)
The challenge is now fitting these value functions, V¯ xt (R
x
t , I
x
t ), in a setting with a high-dimensional
resource state and a hidden Markov information state. The remainder of this section describes the
development of the variant of SDDP used to accomplish this. Section 3.1 reviews classical SDDP
methods, Section 3.2 details how to incorporate a hidden Markov information state, and Section
3.3 describes an importance sampling technique used to speed up convergence without sacrificing
solution quality.
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3.1. Classic SDDP Algorithms
Classic SDDP, introduced by Pereira and Pinto (1991), is an iterative two pass procedure that
alternates between forward and backward passes to fit post-decision state VFAs. The classic algo-
rithm is limited in that it requires interstage independence for all random quantities, implying
that the cardinality of the post-decision information state space at each time t, |Ixt (Ω)|, is one.
Under this assumption, we simplify our policy to Xpit (St) = arg min
xt∈Xt(St)
(
C(St, xt) + V¯
x
t (R
x
t )
)
and fit
value functions to only the post-decision resource state. SDDP overcomes the high-dimensionality
of the resource state by using piecewise linear value function approximations, V¯ xt (R
x
t ), formed as
the maximum of a set of cutting hyperplanes known as Benders cuts, which are lower-bounding
convex outer approximations to a convex exact value function V x,∗t (R
x
t ). Convexity of the value
function in the resource state (a property of our energy storage problem) is assumed as it is nec-
essary for SDDP. A high-level outline of the classic SDDP algorithm is given in Algorithm 1. This
is accompanied by notation and details that appear in the subsequent paragraph.
During a forward pass of the algorithm at iteration k, the VFAs from the previous iteration,
V¯ x,k−1t (R
x
t ), form the policy which determines the resource points R
x,k
t at each time step t. These
lower-bounding VFAs have the form
V¯ x,k−1t (R
x
t ) = max
i≤k−1
{
αit +
〈
βit,R
x
t −Rx,it
〉}
. (28)
The decision at each time step in the forward pass is determined by solving the linear program
xkt ∈ arg min
xt∈Xt(St)
{
C(St, xt) + V¯
x,k−1
t (R
x
t )
}
, (29)
and the subsequent post-decision resource point is determined by altering the pre-decision state
resource vector according to the decision xkt : R
x,k
t = S
M,x(St, xt).
Subsequently, in the backward pass of the same iteration, these resource points are utilized to
create new Benders cuts that are lower bounds to V x,∗t (R
x
t ) and update VFAs in the process. The
Benders cut, hkt (R
x
t ), at time t and iteration k has the form
hkt (R
x
t ) = ¯
V x,kt+1(R
x,k
t ) +
〈
βkt ,R
x
t −Rx,kt
〉
, (30)
where
¯
V x,kt+1(R
x,k
t ) is a lower bound for V
x,∗
t (R
x,k
t ). We now must find ¯
V x,kt+1(R
x,k
t ) and β
k
t to construct
the cut. Assuming a discrete outcome space Ωt+1 and defining
¯
V x,kt+1(R
x
t ,w) = min
xt+1∈Xt+1(St+1(w))
{
C(St+1(w), xt+1) + V¯
x,k
t+1(R
x
t+1)
}
, (31)
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for w ∈Ωt+1, where V¯ x,kt+1(Rxt+1) is a lower bound for V x,∗t+1(Rxt+1) of the form given by Equation (28),
we can find a lower bound for the value at any resource point Rxt by taking the expectation
¯
V x,kt+1(R
x
t ) =
∑
w∈Ωt+1
P(w)
¯
V x,kt+1(R
x
t ,w). (32)
Using Rx,kt as the argument, we can find ¯
V x,kt+1(R
x,k
t ), which also serves as α
k
t in Equation (28).
Furthermore, letting βkt (w) be a subgradient of ¯
V x,kt+1(R
x,k
t ,w) with respect to R
x
t for each w ∈Ωt+1,
we can choose a subgradient of Equation (32) at Rx,kt and set
βkt ∈ δR¯V
x,k
x,t+1(R
x,k
t ) =
∑
w∈Ωt+1
P(w)βkt (w). (33)
This completes the cut hkt (R
x
t ). Finally, to update the VFA at time t, we take the maximum of the
new cut and the VFA from the previous iteration,
V¯ x,kt (R
x
t ) = max
{
V¯ x,k−1t (R
x
t ), h
k
t (R
x
t )
}
, (34)
which is of the form given by Equation (28).
These value functions V¯ x,kt (R
x
t ) are lower bounding approximations of V
x,∗
t (R
x
t ) and are mono-
tonically increasing with respect to iteration k. They are shown in Philpott and Guan (2008) to
converge to the optimal value V x,∗t (R
x
t ) in a finite number of iterations with probability 1 under
the following assumptions:
A1. Random quantities appear only on the right-hand side of the linear constraints in each stage.
A2. The set Ωt of random outcomes in each stage t= 2,3, ..., T is discrete and finite.
A3. Random quantities in different stages are independent.
A4. The feasible region of the linear program in each stage is non-empty and bounded.
As written, calculating the subgradients necessary to form a new Benders cut at each time step
and iteration (Equations (29)-(33)) entails finding dual solutions to the linear program defined by
equation (29) for each w ∈ Ωt+1. As this is often the computational bottleneck in the algorithm,
previous works have attempted to accelerate this step. For example, cut selection can shorten the
time required to solve each linear program by reducing the number of cuts involved in the linear
programs at each stage (see De Matos et al. 2015). Alternatively, one may seek to reduce the
number of linear programs solved at each stage. Higle and Sen (1991), Chen and Powell (1999), and
Hindsberger and Philpott (2014) all present algorithms which form cuts based on a sampled subset
of the outcome space Ω˜t+1 ⊆Ωt+1. An example of a sample-based cut calcualtion algorithm related
to our work appears in Philpott and Guan (2008). In the backward pass, Ω˜t+1 is determined by
sampling outcomes from some distribution Qkt . Next, extreme-point dual solutions for w ∈ Ω˜t+1 are
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Algorithm 1 A Basic Outline of Classic SDDP
1: Initialize system state S0, which includes R
k
0 =R
x,k
−1 for each iteration k, as well as value function approximations
V¯ x,0t (R
x
t ) =−∞ for t < T , and V¯ x,kT (RxT ) = V x,∗T (RxT ) for all k.
2: for iteration k= 0, ...,K do
3: Forward Pass, used to determine resource points visited in iteration k:
4: Generate scenario ω ∈Ω.
5: for t= 0, ..., T do
6: Based on the system state and current VFAs, solve xkt = arg min
xt∈Xt(St(ω))
{
C(St(ω), xt) + V¯
x,k−1
t (R
x
t )
}
.
7: Rx,kt and then St+1(ω) are determined by the decision x
k
t and the system transition functions.
8: end for
9: Backward Pass, used to update VFAs in iteration k:
10: for t= T, ...,1 do
11: for each discrete outcome w ∈Ωt do
12: Let
¯
V x,kt (R
x
t−1,w) = min
xt∈Xt(St(w))
{
C(St(w), xt) + V¯
x,k
t (R
x
t )
}
.
13: At Rx,kt−1, find ¯
V x,kt (R
x,k
t−1,w) and subgradient β
k
t−1(w)∈ δR
¯
V x,kt−1(R
x,k
t−1).
14: end for
15: Find the hyperplane parameters
¯
V x,kx,t (R
x,k
t−1) and β
k
t−1 at R
x,k
t−1 by taking the expectation over Ωt+1:
16:
¯
V x,kt (R
x,k
t−1) =
∑
w∈Ωt+1
P(w)
¯
V x,kt (R
x,k
t−1,w), β
k
t−1 =
∑
w∈Ωt+1
P(w)βkt−1(w).
17: These define the time t− 1 Benders cut in iteration k, hkt−1(Rxt−1) =
¯
V x,kx,t (R
x,k
t−1) +
〈
βkt−1,R
x
t−1−Rx,kt−1
〉
.
18: The VFA at time t− 1 is now the maximum of a set of k Benders cuts. This can be written in a recursive
updating form as follows: V¯ x,kt−1(R
x
t−1) = max
{
V¯ x,k−1t−1 (R
x
t−1), h
k
t−1(R
x
t−1)
}
.
19: end for
20: end for
found and stored at each iteration k. Then, for w ∈Ωt+1, one finds the best dual solution of those
stored to form an approximate lower bounding hyperplane at w parameterized by ˆ
¯
V x,kt+1(R
x,k
t ,w)
and βˆkt (w). The cut is then calculated by taking an expectation over the entire sample space in
a manner similar to equations (32) and (33), but utilizing ˆ
¯
V x,kt+1(R
x,k
t ,w) and βˆ
k
t (w) in place of
¯
V x,kt+1(R
x,k
t ,w) and β
k
t (w) respectively.
3.2. SDDP with Hidden Markov Models, Quadratic Regularization, and Sampling in the
Backward Pass
Note that one of the assumptions made by classical SDDP is that of stagewise independence for all
random quantities, greatly limiting our choice of stochastic models. IID models are often chosen
for the stochastics as they are a straightforward choice that satify this requirement. Under certain
circumstances (i.e. interstage dependence only occurs in the right hand side constraint vectors) we
can extend the formulation to incorporate autoregressive moving average (ARMA) models. This
extension requires additional state variables to track the history of the process and an increase in
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the dimensionality of the value function approximation that depends on the order of the model.
Besides the downside of potentially much slower convergence (though cut sharing algorithms such
as those from Infanger and Morton (1996) help circumvent this issue), often a stochastic process
cannot be properly modeled by a standard ARMA process. This is the case, for example, with solar
power which may be best described by regime switching models (as in Shakya et al. 2016). In our
case we aim to model wind power with a hidden Markov model, and thus need an algorithm that will
allow for general forms of interstage dependence. Various methods accomplish this, including the
approximate dual dynamic programming algorithms seen in Lo¨hndorf et al. (2013) and Lohndorf
and Wozabal (2015).
Most applicable to our problem, however, is the algorithm from Asamov and Powell (2018),
which accommodates general Markov uncertainty (beyond ARMA processes) in the stochastics by
fitting a set of Benders cuts to each possible post-decsision information state at each time step.
This is effectively a lookup table representation of the value function, since we have a different
set of cuts for each possible discretized value of the information state. This work assumes that
the post-decision state is fully observable. Assuming |Ixt (Ω)| is finite, VFAs are indexed on the
post-decision information state Ixt ∈ Ixt (Ω), and are of the form
V¯ x,kt (R
x
t , I
x
t ) = max
i≤k
{
αit(I
x
t ) +
〈
βit(I
x
t ),R
x
t −Rx,it
〉}
. (35)
In the forward pass, Wt is sampled from the Markov process at each time step, and the post-decision
resource points visited in iteration k, Rx,kt , are then determined by following the policy given by
equation (26) using the VFAs from iteration k − 1, V¯ x,k−1t (Rxt , Ixt ). The value functions for each
Ixt ∈ Ixt (Ω) are then updated in the backward pass by taking the maximum of V¯ x,k−1t (Rxt , Ixt ) and
the Benders cut hkt (R
x
t , I
x
t ) = α
k
t (I
x
t ) +
〈
βkt (I
x
t ),R
x
t −Rx,kt
〉
constructed in iteration k. Conditional
probabilities can now be used to form the intercept and slope vectors in the following manner,
αkt (I
x
t )← ¯V
x,k
t+1(R
x
t , I
x
t ) =
∑
w∈Ωt+1
¯
V x,kt+1(R
x
t ,w)P(w|Ixt ), (36)
and
βkt (I
x
t )∈ δR¯V
x,k
t+1(R
x,k
t , I
x
t ). (37)
We extend the algorithm from Asamov and Powell (2018) to accommodate hidden Markov
stochastic models. As the information states are now partially unobservable, the post-decision
resource points visited in iteration k, Rx,kt , are determined in the forward pass by following the
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policy given by equation (27). We also construct our sample path using the hidden Markov model
in the forward pass. The backward pass is then altered slightly by defining, for w ∈Ωt,
¯
V x,kt (R
x
t−1,w) = min
xt∈Xt(Rxt−1,It(w),Kt(w))
C(St(w), xt) + ∑
i∈Ixt (Ω)
V¯ x,kt (R
x
t , I
x
t = i)P (I
x
t = i|w))
 , (38)
to account for the fact that an observation of an element of Ωt may correspond to different informa-
tion states. Dowsona et al. (2019) also developed an algorithm for partially observable multiperiod
stochastic programs. The implementation differs in that it focuses on finding the value of an initial
resource state and underlying state distribution. This is reflected in the algorithm as the forward
pass concludes upon a sampled change of the underlying state, upon which a backward pass is
performed. Only information states that could possibly be reached by the random realization in the
forward pass are visited in the backward pass. Conversely, this paper considers time-dependency
in a finite horizon problem and, on each iteration, performs one full forward pass to time T . The
indexing of information states by time t allows for the fact that the underlying state distribution
and transition probabilities may be time-dependent. We also visit all possible information states
at each time t in the backward pass, utilizing the resource points visited in the forward pass.
Another contribution of Asamov and Powell (2018) was the development of a quadratic regu-
larization technique to accelerate convergence that remains computationally tractable in problems
with long time horizons. A regularization term ρ
k
2
〈
Rxt − R¯x,k−1t ,Qt(Rxt − R¯x,k−1t )
〉
is added to equa-
tion (29) when determining the policy in the forward pass (see Line 14 of Algorithm 2) to penalize
large deviations from the incumbent solution (the solution in the previous iteration).
{
ρk
}
is a reg-
ularization sequence such that ρk ≥ 0 for all k and lim
k→∞
ρk = 0. Qt is a positive semi-definite matrix
(typically diagonal) which may be used to address differences in scale across different components of
Rxt by weighting the deviation in each dimension differently. This effectively guides the solution to
regions of the value function domain where more information is known and numerical convergence
is reached in fewer iterations. Related regularization methods have been used in SDDP previously
in Ruszczynski (1993), Higle and Sen (1994), Morton (1996), Ruszczyn´ski and S´witanowski (1997),
and Sen and Zhou (2014), for example. However, these methods utilize scenario trees (which expe-
rience exponential growth) and are not well suited for the application considered in this paper as
the time horizon T is relatively large. One subtlety about the use of regularization in this problem
is worth pointing out as it is important to solution quality. Applying regularization on the shortage
state will discourage potential reductions in shortages between iterations. As this is undesirable,
Qt is designed such that no penalty is placed on changes in the R
S,x
t dimension.
To further accelerate convergence, we apply sampling in the backward pass, as discussed in
Section 3.1, to reduce the number of linear programs that must be solved at each stage. Algorithm
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2 outlines our solution algorithm, where the sampling method is left unspecified for now. As a
placeholder, the sampling distribution at each time step is denoted by a general distribution Qkt .
Based on successive samples and observations of value functions at each iteration, we may choose to
update our sampling distribution Qkt . We will discuss alternatives for forming and updating Qkt to
sample the outcome space in Section 3.3. Additionally, for w ∈Ωt, let L(w|Ixt−1) = P(w|Ixt−1)/Qkt (w)
be the likelihood ratio giving the ratio of the probability of w occurring under P(w|Ixt−1) to the
probability of sampling w according to Qkt .
3.3. Risk-Directed Importance Sampling
In this section we describe two different methods for determining the sampling distributions Qkt .
First, however, notice that in order to form non-zero hyperplane parameter vectors αkt−1(I
x
t−1) and
βkt−1(I
x
t−1) for each I
x
t−1 ∈ Ixt−1(Ω) in Algorithm 2, we must ensure that P(w|Ixt−1)> 0 for at least
one element w ∈ Ω˜t for every Ixt−1 ∈ Ixt−1(Ω).
One simple method to guarantee this is to sample outcomes directly from P(Wt = w|Ixt−1), the
nominal probability distribution given Ixt−1, m times for each I
x
t−1 ∈ Ixt−1(Ω) and add these samples
to Ω˜t. Larger values of m will result in a larger set Ω˜t from which we can form better value function
estimates, but increase the time required to perform the backward pass. In this paper, we use
m = 1 and take one sample per information state at each time step in the backward pass. Note
that using this method results in a constant sampling distribution for each iteration k given by
Qkt (w) = 1|Ixt−1(Ω)|
∑
Ixt−1∈Ixt−1(Ω)
P(w|Ixt−1) for all w ∈Ωt and no updating step is necessary. We refer to
this sampling method as standard sampling.
An advantage to the standard sampling method is that it is very simple to implement. However,
we encounter a problem in that high-risk, low-probability regions of Ωt at each time step may not be
sampled before the algorithm converges numerically. If the time horizon T is quite large compared
to the number of iterations necessary to reach convergence (as is the case in our application), then
this is likely true for some values of t. If this occurs, the resulting policy may perform well for most
of the sample paths, but when high-risk, low-probability outcomes do occur, the policy is likely
to suffer. In the energy storage application, this would correspond to a situation where the policy
does not plan enough storage to account for the possibility that wind will produce significantly
less power than forecasted for an extended period of time, and, if this does occur, the system will
experience a shortage.
This weakness of standard sampling motivates the need for risk-directed importance sampling,
a method that aims to sample these high-risk, low-probability regions of the outcome space with
greater frequency by learning appropriate Qkt ’s. In our risk-directed importance sampling scheme,
we seek to learn sampling distributions Qkt (w|Ixt−1) for each Ixt−1 ∈ Ixt−1(Ω) that are ideally equal to
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Algorithm 2 SDDP with (Hidden) Markov Models, Quadratic Regularization, and Sampling in
the Backward Pass
1: Choose Qt  0, t= 0, ..., T , and define regularization coefficient sequence {ρk}.
2: Let V¯ x,kT (R
x
T , I
x
T ) = V
x,∗
T (R
x
T , I
x
T ) for k= 0, ...,K and I
x
T ∈ IxT (Ω).
3: Let V¯ x,0t (R
x
t , I
x
t ) =−∞ for Ixt ∈ Ixt (Ω) and t= 0, ..., T − 1.
4: Initialize sampling distributions Q0t for t= 1, ..., T .
5: Initialize (Rx,k−1 , I0,K0)← S0, k= 0, ...,K.
6: for k= 0, ...,K do
7: Forward Pass:
8: Generate sample path ω ∈Ω using the (hidden) Markov stochastic process.
9: for t= 0, ..., T do
10: if k= 0 then
11: xkt = arg min
xt∈Xt(Rx,kt−1,It(ω),Kt(ω))
{C(St(ω), xt))}.
12: else
13: if t < T then
14:
xkt = arg min
xt∈Xt(Rx,kt−1,It(ω),Kt(ω))
{
C(St(ω), xt) +
∑
i∈Ixt (Ω)
V¯ x,k−1t (R
x
t , I
x
t = i)P(Ixt = i|ω)
+
ρk
2
〈
Rxt − R¯x,k−1t ,Qt(Rxt − R¯x,k−1t )
〉}
.
15: else
16:
xkt = arg min
xt∈Xt(Rx,kt−1,It(ω),Kt(ω))
{
C(St(ω), xt)) +
∑
i∈Ixt (Ω)
V¯ x,k−1t (R
x
t , I
x
t = i)P(Ixt = i|ω)
}
.
17: end if
18: end if
19: Set Sxt (ω) = (R
x,k
t , I
x
t (ω),Kt(ω))← SM,x(St(ω), xkt ) and St+1(ω) = (Rkt , It(ω),Kt(ω))← SM,W (Sxt (ω),Wt+1).
20: end for
21: Backward Pass
22: for t= T, ...,1 do
23: Sample Ω˜t, a small subset of Ωt, from the current sampling distribution Qkt .
24: for w ∈ Ω˜t do
25: Define
¯
V x,kt (R
x
t−1,w) = min
xt∈Xt(Rxt−1,It(w),Kt(w))
{
C(St(w), xt) +
∑
i∈Ixt (Ω)
V¯ x,kt (R
x
t , I
x
t = i)P(Ixt = i|w)
}
.
26: Select
¯
βkt (w)∈ ∂Rxt−1¯V
x,k
t (R
x,k
t−1,w).
27: end for
28: for all Ixt−1 ∈ Ixt−1(Ω) do
29: αkt−1(I
x
t−1)←
∑
w∈Ω˜t ¯
V x,kt (R
x,k
t−1,w)P(w|Ixt−1)L(w|Ixt−1); βkt−1(Ixt−1)←
∑
w∈Ω˜t ¯
βkt (w)P(w|Ixt−1)L(w|Ixt−1).
30: hkt−1(R
x
t−1, I
x
t−1) = α
k
t−1(I
x
t−1) +
〈
βkt−1(I
x
t−1),R
x
t−1−Rx,kt−1
〉
.
31: V¯ x,kt−1(R
x
t−1, I
x
t−1) = max
{
V¯ x,k−1t−1 (R
x
t−1, I
x
t−1), h
k
t−1(R
x
t−1, I
x
t−1)
}
.
32: end for
33: Update the sampling distribution Qk+1t based on Qkt and observed values ¯
V x,kt (R
x,k
t−1,w) for w ∈ Ω˜t.
34: end for
35:
¯
V x,k0 ← min
x0∈X0(S0)
{
C(S0, x0) +
∑
i∈Ix0 (Ω)
V¯ x,kt (R
x
0 , I
x
0 = i)P(Ix0 = i)
}
.
36: R¯x,kt ←Rx,kt for t= 0, ..., T − 1.
37: end for
V x,∗t (R
x,k
t−1,w)P(w|Ixt−1) for w ∈Ωt. As with standard sampling, to ensure P(w|Ixt−1)> 0 for at least
one element w ∈ Ω˜t, we sample m elements (where we choose m= 1 in this paper) from Qkt (w|Ixt−1)
for each Ixt−1 ∈ Ixt−1(Ω), where P(w|Ixt−1) > 0 implies Qkt (w|Ixt−1) > 0, and add these to Ω˜t. This
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implies that Qkt (w) = 1|Ixt−1(Ω)|
∑
Ixt−1∈Ixt−1(Ω)
Qkt (w|Ixt−1) for all w ∈Ωt. This technique therefore assigns
a greater sampling probability to outcomes with large V x,∗t (R
x,k
t−1,w) compared to the standard
sampling technique. As risk is incorporated in the utility function by heavily penalizing cumulative
shortages via the shortage state, this sampling method will thus visit risky regions of the outcome
space more frequently.
Unfortunately, producing sampling distributions such that Qkt (w|Ixt−1) = V x,∗t (Rx,kt−1,w)P(w|Ixt−1)
for w ∈ Ωt is not a simple matter as: 1) V ∗t (Rx,kt−1,w) is not known and is only approximated by
¯
V x,kt (R
x,k
t−1,w), 2) these approximations are both increasing and improving as the algorithm iteration
count increases, and 3) we are unlikely to visit the same Rx,kt−1 more than once in a high dimensional
space. Since the value
¯
V x,kt (R
x,k
t−1,w) is dependent on R
x,k
t−1, we must account for this when learning
sampling distributions. We therefore need an adaptive learning algorithm that overcomes these
difficulties and continually updates our sampling distributions given the observations
¯
V x,kt (R
x,k
t−1,w)
over the iterations of the algorithm. Our solution is based on the risk-directed sampling algorithm
presented in Jiang and Powell (2017).
We first address the effect of the resource state on the value
¯
V x,kt (R
x,k
t−1,w). Clearly this is depen-
dent on RB,x,kt−1 as the cost of operating the system depends on how much energy is present in each
storage device. Specifically, if the energy in the storage device is low, we are more likely to expe-
rience a shortage if a low wind power outcome w ∈ Ωt occurs. Thus, we would like our sampling
distributions to be dependent on RB,x,kt−1 as well, but encounter difficulties in that the resource state
space is high-dimensional. To circumvent this issue, we consider an aggregated resource state based
on the `1-norm of the vector by partitioning R between b0t−1 = min
R
B,x
t−1
||RB,xt−1||1 and bR−1t−1 = max
R
B,x
t−1
||RB,xt−1||1
into R bins at the division points b0t−1 < b
1
t−1 < ... < b
R−1
t−1 . The aggregate resource state ||RB,xt−1||1
belongs to bin r if brt−1 ≤ ||RB,x,kt−1 ||1 < br+1t−1 .
We then look to form the sampling distributionsQkt (w|Ixt−1) using a weighted combination of basis
distributions {φtrij}J−1j=0 for each time t, aggregated resource state (||RB,x,kt−1 ||1) r, and information
state i∈ Ixt−1(Ω) as follows,
Qkt (w|Ixt−1 = i) =
1
Cktri
J−1∑
j=0
θktrij(w)φtrij(w), (39)
where
Cktri =
J−1∑
j=0
∑
w∈Ωt
θktrij(w)φtrij(w). (40)
We require that
∑
w∈Ωt
φtrij(w) = 1, φtrij(w)> 0 if and only if P(w|Ixt−1 = i)> 0, and φtri0 = P(w|Ixt−1 =
i) for all t and i ∈ Ixt−1(Ω). The vector of weights at iteration k, θktri, are ideally chosen using the
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projection operator Πθ[|V x,∗t (Rx,kt−1,w)|P(w|Ixt−1 = i)], where, letting W ut be a uniformly distributed
random variable over the outcome space Ωt,
ΠθF = arg min
θ≥0
E
[[
θTφ(W ut )−F (W ut )
]2]
. (41)
If the weights are chosen in this manner, (θktri)
Tφ(w) achieves the best fit (in terms of minimizing
the expected mean squared error) to |V x,∗t (Rx,kt−1,w)|P(w|Ixt−1) for w ∈ Ωt given the set of basis
distributions.
However, we do not know V x,∗t (R
x,k
t−1,w) and can only observe the lower bound approxima-
tion
¯
V x,kt (R
x,k
t−1,w) at each iteration k. Note that V¯
x,k
t (R
x
t−1, I
x
t = i) (and thus ¯
V x,kt (R
x,k
t−1,w)) may
increase greatly as k increases, especially in the first few iterations. Therefore, it is entirely possi-
ble that we have wm ∈ Ωt sampled at iteration k′ and wn ∈ Ωt sampled at iteration k′′ > k′, such
that for the same point Rx,k
′
t−1 = R
x,k′′
t−1 , V
x,∗
t (R
x,k′
t−1 ,wm) > V
x,∗
t (R
x,k′′
t−1 ,wn), but ¯
V x,k
′
t (R
x,k′
t−1 ,wm) <
¯
V x,k
′′
t (R
x,k′′
t−1 ,wn). Since our goal is to sample outcomes w ∈ Ωt that result in higher values of
V x,∗t (R
x,k
t−1,w) with more frequency than their nominal probability, using these estimates would
produce undesirable sampling distributions for subsequent iterations. For this reason, we define,
for w ∈Ωt,
vx,∗t (R
x
t−1,w) = V
x,∗
t (R
x
t−1,w)−
∑
i∈Ixt (Ω)
V x,∗t (R
x
t−1, I
x
t = i)P(Ixt = i|w), (42)
and an observation of vx,∗t (R
x
t−1,w) at iteration k,
vˆx,kt (R
x
t−1,w) = max
0,¯V x,kt (Rxt−1,w)− ∑
i∈Ixt (Ω)
V¯ x,kt (R
x
t−1, I
x
t = i)P(Ixt = i|w)
 , (43)
which, for a realization of w ∈Ωt, estimates the one-step cost plus the change in the expected down-
stream value as a result of altering the resource state. Note that errors in the current VFA may cause
the expression to dip below zero in certain cases, thus we enforce that vˆx,kt (R
x
t−1,w) be nonnegative.
This variable better isolates the impact of the outcome w ∈Ωt on the system with less dependence
on the iteration count or the accuracy of the VFAs. We thus aim to fit sampling distributions to
vx,∗t (R
x,k
t−1,w)P(w|Ixt−1 = i) and choose weights using the projection Πθ[|vx,∗t (Rx,kt−1,w)|P(w|Ixt−1 = i)].
Though improved, vˆx,kt (R
x
t−1,w) is still dependent on k, and we are only able to obtain observa-
tions for relatively few outcomes w ∈Ωt at each iteration k (sampling too many outcomes such that
Ω˜t is close to Ωt in size would defeat the purpose of sampling). However, if the weights θ
k
tri are refit
using only the observations in the current iteration, this may produce vastly different sampling
distributions from iteration to iteration. Thus, to update the weights based on new observations
at iteration k for i ∈ Ixt−1(Ω), we utilize the weights from the previous iteration and the batch
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recursive updating formula θktri = max
{
0, θk−1tri − γktr(Φktri)Tεktri
}
, where, if L samples were taken in
total at time t during iteration k,
Φktri =

φ0(w0) φ1(w0) . . . φJ−1(w0)
φ0(w1) φ1(w1) . . . φJ−1(w1)
...
...
. . .
...
φ0(wL−1) φ1(wL−1) . . . φJ−1(wL−1)
 ,
and the `-th element of the length L column vector εktri is given by
εktri(`) =
(θktri)
Tφtri(w`)− |vˆx,kt (Rx,kt−1,w`)|P(w`|i)
Qk−1t (w`)
.
In the special case that θktri = 0, all basis distributions are weighted equally.
This mimics the form of the updating formula for recursive ordinary least squares regression,
but allows us to control the stepsize rule. We choose a stepsize of γktr =
a
a+nk
, where nk is the count
of how many times the aggregate resource state r has been visited at time t, and a is a constant
that is tuned to work well for the problem (note that more sophisticated stepsize rules can be used
instead). This is utilized instead of the common γktr =
1
nk
stepsize as it places more weight on recent
observations of vx,kt (R
x
t−1,w).
In this paper, for each time t, aggregated resource state r, and information state i, the basis
distributions {φtrij}J−1j=0 are chosen to be a set of normal and half-normal distributions with different
means and variances that span the support of P(Wt|Ixt−1 = i) along with P(Wt|Ixt−1 = i) itself.
This choice of basis distributions generalizes quite well to fit a wide variety of arbitrary shapes
for |vx,∗t (Rx,kt−1,w)|P(w|Ixt−1) for w ∈Ωt when properly weighted. Figure 2 shows an example of the
evolution of a sample distribution over iterations of the algorithm for a single time t, aggregated
resource state r, and information state i. The top graph in each quadrant shows the true distribution
P(w|Ixt−1 = i) versus the conditional sampling distribution Qkt (w|Ixt−1 = i) for w ∈Ωt. The bottom
graph in each quadrant shows the set of basis distributions (an intentionally small set for illustration
purposes) where line thickness is proportional to the weight placed on each distribution. Note that
as the algorithm progresses, we learn to sample with more frequency from the larger magnitude
negative forecast errors which produce higher values vˆx,kt (R
x,k
t−1,w) as they are more likely to lead
to shortages.
4. Numerical Results
In this section we present results across a variety of test cases that support the following claims:
1. Power grids with high penetrations of renewables can reduce shortages by intelligently oper-
ating a system of distributed battery storage devices to smooth out the variability present in
renewables.
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Figure 2 We show the evolution of a sampling distribution for a single time t, aggregated resource state r, and
information state i. nk represents the number of times this state has been visited by the algorithm. The
top graph in each quadrant shows the true distribution P(w|Ixt−1 = i) versus the conditional sampling
distribution Qkt (w|Ixt−1 = i) for w ∈Ωt where each outcome is a wind forecast error (as a fraction of the
maximum output of the wind source). The bottom graph in each quadrant shows the basis distributions,
where line weight is proportional to the weight placed on each distribution. Note that as the iteration
count increases, we learn to sample the larger magnitude negative errors with more frequency from as
these are more likely to produce shortages.
2. Shortages can be further reduced if renewables are modeled with a crossing state model which
captures the distribution of times for which the stochastic process is above or below its forecast.
This is in comparison to a stochastic model which assumes intertemporal independence.
3. Since the SDDP algorithm must be modified to produce a set of Bender’s cuts for each possible
information state at each time step to accommodate the unique stochastic model, the algorithm
is now too computationally inefficient to be used in practice. A simple sampling scheme can be
employed in the backward pass to speed up the convergence of the SDDP algorithm, but doing
so results in diminished solution quality. In particular, it results in more shortages than when
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the full outcome space is considered at each time step. Using an importance sampling method,
we achieve accelerated convergence without sacrificing solution quality or robustness.
The system used to test these claims is a carefully calibrated network model of the PJM grid
called SMART-Storage that simulates grid operation while optimizing distributed storage. For
simplicity, we restrict our study to the highest voltage lines, which forms an aggregated grid
model with 1,360 buses and 1,715 transmission lines (instead of the full 9,000 buses and 14,000
lines). A map of the geographical area covered by PJM, along with the very largest capacity PJM
transmission lines is shown in Figure 3. The generators that make up the set G consist of 396 gas
turbines with a combined maximum power capacity of 23,309 MW, 50 combined cycle generators
with a capacity of 21,248 MW, 264 steam generators with a capacity of 73,374 MW, 31 nuclear
reactors with a capacity of 31,086 MW, and 84 conventional hydro power generators with a power
capacity of 2,217 MW. Using a demand curve taken from a typical PJM day we experience an
average demand of 91,054 MW, morning and afternoon peaks with maximums of 101,743 MW and
98,695 MW respectively, and nighttime and midday troughs with minimums of 80,902 MW and
86,454 MW respectively.
SMART-Storage requires that the discrete on-off unit commitment decisions for generators over
the optimization horizon are input to the system. These are the ZGt,g variables defined in Sec-
tion 2.1. For this, SMART-Storage leverages a previous model developed by Simao et al. (2017)
called SMART-ISO that can simulate day-ahead and real-time planning processes at PJM, mim-
icking actual operations. The model has been calibrated using historical performance at PJM and
was shown to accurately replicate network behavior. SMART-ISO is not designed to include and
optimize distributed storage on a large scale, but is useful for its high quality unit commitment
decisions.
Prior to delving into the details of the studies, we note that the system has undergone exten-
sive tuning of many underlying parameters to produce numerically useful results. These include
inputs such as the relative primal feasibility tolerance and relative complementary gap tolerance of
the convex optimization solver (IBM ILOG CPLEX 12.4) used to find solutions to each subprob-
lem. It is important to note that inappropraite choices for these tolerances may produce stopping
conditions in the solver which cannot be satisfied. A thorough discussion of how to choose these
tolerances when using a regularized SDDP with Markov uncertainty algorithm for a problem with
long time horizons is available in Asamov and Powell (2015). The regularization sequence
{
ρk
}
(see
Section 3.2) also has an effect on the solution and is chosen to be the geometric sequence ρk = ρ0rk
where r= 0.95 and ρ0 = 1 as suggested by Asamov and Powell (2018). Sensitivity analysis on these
parameters is not within the scope of this paper, however Asamov and Powell (2018) presents
empirical results showing that several different pairs of (r, ρ0) with r ranging from .9 to .99 and
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Figure 3 The geographical area covered by PJM. Also shown are the largest capacity transmission lines in PJM.
ρ0 from 1 to 100 produce similar convergence behavior. Once set, these underlying parameters are
held constant in our studies, regardless of the model or sampling method chosen.
4.1. The Value of Battery Storage and the Crossing State Stochastic Model for Renewables
To simulate and observe the effects of increased penetrations of renewables, we introduce offshore
wind into the system with 16,189 MW of power capacity, which represents a significant portion of
the instantaneous demand at any point during the day. Daily day-ahead offshore wind forecasts
are generated using a meteorological model known as the Weather, Research, and Forecasting
(WRF) model. Wind forecast error models are trained using sets of forecasted and corresponding
actual time series of wind power collected from a set of PJM wind farms over different months of
the 2013. The total wind capacity is then adjusted to the desired the maximum power output by
scaling both the errors and forecasts proportionally. For a more detailed description and validation
of this procedure see Archer et al. (2017), as we utilize the same method but assume different
stochastic wind models. We discretize the wind forecast error outcome space Ωt into roughly 200
outcomes per time step depending on the forecast level fEt . Periods for which the forecast is near the
minimum/maximum power level will have fewer negative/positive possible forecast error outcomes.
We also place 20 large storage devices across the grid at points of interest, such as at points
where grid congestion is often experienced without storage and near points of interconnection for
offshore wind. These have varying capacities, efficiencies, and charge/discharge rates but are all
large enough to have a significant impact on grid operations. In each test case, we develop the
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Figure 4 Left: the number of shortages over 100 iterations of the algorithm. Observe that varying the shortage
state threshold will directly affect the number of shortages observed when simulating the policy. Provided
that θP is large enough to discourage shortages in excess of the θC , we see convergence to a solution
in which cumulative shortages are below θC in most cases. Right: Shortage state penalty θP versus
average shortages and objective function cost (minus shortage penalties) over 50 testing iterations after
convergence. Here we see that finding an appropriate θP for a given θC is crucial as well. If θP is
too small, the threshold is essentially ignored, while a large θP may drive up generation costs without
producing a solution that is noticeably more shortage-averse.
policy to control these batteries by training VFAs using the appropriate SDDP algorithm until
the empirical upper bound and lower bound have converged to within two percent of each other.
Then, 50 testing iterations are carried out in which we fix the value functions and observe the
performance of the policy over 50 different wind forecast error sample paths.
While most of the remaining parameters, such as the grid structure, power capacities of genera-
tors, and costs for each form of generation are fixed and come from the SMART-Storage model of
the PJM grid, a few tunable parameters can have a great effect on the behavior and performance
of the system. Most notably for this study, the shortage state threshold θC , and the associated
penalty θP placed on shortages in excess of the threshold, will have large impacts on the risk-cost
tradeoff in the system. In the left plot of Figure 4, we see that the solution (computed by Algorithm
2 with importance sampling) converges to a point such that RST <= θ
C in most scenarios provided
that θP is large enough. In the right plot of Figure 4, we observe that finding the appropriate θP
to accompany θC is important as well. If θP is too small, the threshold will be largely ignored as
other components of the objective function will outweigh the shortage state penalty. Conversely, a
much too large θP will produce a policy that may be too conservative in some cases. For example,
in Figure 4, we incur higher generation costs when increasing θP from $120/MWh to $1200/MWh
without producing a solution that results in noticeably fewer shortages.
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Though accounting for shortage risk in this manner (i.e. by augmenting the state variable to
track shortages and applying a threshold penalty at time T ) does produce the need to tune these
parameters, it is actually quite practical from a system operator’s point of view as the system’s
aversion to risk can be directly and intuitively controlled. Let us assume the role of a grid operator
and decide that we want to operate with a low tolerance for shortages. Thus, we set a high penalty
θP = 960 $/MWh and test the system under two relatively small thresholds: θC = 10 MWh and
θC = 500 MWh. While further sensitivity analysis could be performed on these (and other) system
parameters, this is not a focus of the paper. We instead now show that solution quality and
robustness can be improved by choice of stochastic model and SDDP algorithm.
The upper half of Table 1 (separated by the double horizontal line) displays statistics for the
number of shortages and the objective function over testing iterations under three different mod-
eling assumptions:
1. The power system run without any storage devices. In this case no SDDP algorithm is necessary
as there is no controllable resource state.
2. With distributed storage devices and the exogenous wind process modeled with an IID model.
In this case standard SDDP with quadratic regularization is utilized to fit value functions.
3. With distributed storage devices and the exogenous wind process modeled with the univariate
crossing state model from Durante et al. (2017). In this case the version of SDDP from Algorithm
2 without sampling is utilized (i.e. Ω˜t = Ωt and L(w|Ixt−1) = 1 for w ∈Ωt). We aim to compare
stochastic models here, and will examine the impacts of sampling and choice of sampling method
in Subsection 4.2.
To account for the fact that performance is dependent on the scenarios used for both training
and testing, for each θC we repeat the following training and testing procedure over four different
random seeds: 1) 50 wind scenarios are generated and stored for testing. 2) For each model, the
policy is trained until convergence, at which point the VFAs are fixed. The time required to
reach numerical convergence is recorded in seconds. 3) Using the set of test scenarios (which are
consistent across the models), 50 test iterations are carried out for each model. We gather the
mean, standard deviation (SD), and worst case scenario (WC) of both the objective function and
cumulative shortages experienced by the system per iteration. Table 1 reports the average value
of each statistic over all the repetitions of the training/testing procedure for each model and θC
combination.
To properly compare the performance of the models, one should use sets of results with the same
θC . To help the reader differentiate, the results for θC = 500 MWh are italicized in Table 1, while
those for θC = 10 MWh are not. When results are compared in this manner, Table 1 clearly shows
that intelligently controlled distributed storage devices can drastically reduce shortages in a power
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Table 1 Comparison of result statistics over several test cases for the various models and algorithms discussed in this paper.
The testing and training procedure described in Section 4.1 is carried out for different values of θC and the average value of each
statistic (where SD = standard deviation and WC = worst case) over all the training/testing cases is reported. One should
compare the performance of the models by comparing sets of results with the same θC . To help differentiate, the results for
θC = 500 MWh are italicized, while those for θC = 10 MWh are not.
Model/ θC in
MWh
Covg.
Time
Objective Function Stats ($) Shortage Stats (MWh)
Method Mean (×107) SD (×105) WC (×107) Mean SD WC
No Storage/ 10 N/A 6.7372 5.8082 6.9713 41459.17 960.80 45257.12
N/A 500 N/A 6.7395 5.6985 6.9765 41471.61 935.53 45290.89
IID Model/ 10 4491 6.0026 2.7639 6.1380 137.69 202.16 1240.25
No Sampling 500 5216 5.9825 1.5669 6.0614 536.34 86.63 1027.50
Crossing State/ 10 25708 5.9896 1.9597 6.0842 43.18 109.39 628.83
No Sampling 500 30851 5.9750 0.9854 6.0253 508.31 31.03 662.67
Crossing State/ 10 8385 5.9968 2.1688 6.0939 43.01 118.98 647.23
Standard Sampling 500 9602 5.9796 1.1000 6.0257 534.58 47.83 726.93
Crossing State/ 10 5938 6.0007 1.6824 6.0669 26.21 54.06 322.97
Importance Sampling 500 7246 5.9893 1.0393 6.0219 525.40 17.49 553.61
system with high penetrations of renewables as both models that utilize storage vastly outperform
the model without storage devices. We also see that, while the IID modeling assumption may
perform similarly on average in terms of minimizing the objective function, it is less robust to
scenarios when wind underperforms its forecast and suffers more shortages than the crossing state
wind model. Observe that the worst case scenario for both the objective function and shortages
are also less extreme for the crossing state model, as the policy better prepares for the possibility
of poor wind scenarios.
4.2. Accelerating the Convergence of SDDP with Markov Uncertainty through Importance
Sampling
One downside of using the crossing state stochastic model and associated SDDP algorithm is the
increased computation time required to reach numerical convergence. Two main factors account
for this. In comparison to the IID model: 1) we must now fit value functions V¯ x,kt (R
x
t , I
x
t ) for
Ixt ∈ Ixt (Ω) instead of one VFA for the resource state and 2) in order to realize the benefits of
a more sophisticated model, the outcome space Ωt must be discretized more finely than when
using the IID model. To understand why the latter point is true, consider the difference between
discretizing |Ωt| into 15 or 200 outcomes. As long as the points are properly chosen (say evenly
on both sides of the wind forecast), the accuracy of the observation of the value function of the
resource state (
¯
V x,kt+1(R
x
t ) for the IID model) will only marginally improve with larger |Ωt|. However,
with small |Ωt|, we lose key information about the true dynamics of the stochastic process (stored
in Ixt ), and thus lose the value of using a more sophisticated stochastic model (we note that the
model comparison in Section 4.1 was, however, performed on the same discretization of Ωt, this
explanation is solely to point out that the IID model performance does not benefit as much from
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Figure 5 Left: For the selected models and sampling types, the lower bound cost and the estimate of the upper
bound cost from the forward pass are plotted versus the iteration number in one test case. Convergence
is reached when the bounds are within  = 2 percent of each other. Right: The same set of training
iterations are shown, except the evolution of the bounds are plotted with respect to CPU time here.
Note that while the number of iterations to converge may be roughly the same, the total CPU time
required to use the crossing state model is drastically reduced via sampling. The sampling algorithms
are nearly on par with the IID model in terms of computation time required for numerical convergence.
larger |Ωt|). A larger |Ωt| requires solving more linear programs per time step in the backward pass,
one for each w ∈ Ωt, which is the computational bottleneck in our algorithm. Computation time
constraints for the system may restrict the use of the more sophisticated model. We thus present
results on how intelligently sampling Ωt can decrease computation time without sacrificing solution
quality.
We extend the studies performed in Section 4.1, by adding results obtained by sampling the
outcome space in the backward pass. Two sets of additional results are shown in the lower half
of Table 1 (below the double horizontal line). The crossing state wind model and the version of
SDDP from Algorithm 2 are used in each case, but the sampling method is varied. The “Standard
Sampling” and “Importance Sampling” methods correspond to the methods described in Section
3.3. These both sample approximately 15 percent of Ωt per time step. As a result, using the
numbers from Table 1, we see that numerical convergence is accelerated by factors of 3.07 and
3.21 with standard sampling and 4.33 and 4.26 with importance sampling. Figure 5 displays the
convergence of the solution across different models for one test case graphically. Observe that the
number of iterations until convergence (left plot) is not altered much by sampling, but the total
CPU time (right plot) is reduced as each iteration now takes less time to complete. Additionally,
the sampling algorithms are nearly as efficient as the IID model in terms of computation time
required for numerical convergence.
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Though both sampling methods achieve the goal of expediting convergence, importance sampling
produces higher quality solutions. This is supported by the results presented in Table 1 where,
again, we compare results from each θC separately. Note that the overall performance of the
importance sampling method is comparable to that of the unsampled crossing state model, but
there are several key differences in the results. While the average objective function values are
slightly higher, the standard deviations and worst case scenarios are lower. This indicates that
the policy produced with importance sampling is more robust to poor wind power scenarios. This
is supported by the fact that the importance sampling method results in fewer shortages, both
on average and in the worst case. Furthermore, when these same comparisons are made to the
IID model from Section 4.1, the ability of the crossing state model with importance sampling to
produce risk-averse policies is even more pronounced.
Conversely, the quality of the policy produced by the standard sampling method is poor in
comparison as it is both higher in mean objective value and less risk-averse than the unsampled
version. The standard sampling method is heavily dependent on which outcomes w ∈Ωt are sampled
in the training iterations. While the importance sampling method seeks to sample outcomes that
produce high values of vˆx,kt (R
x
t−1,w) with higher probability, standard sampling does not sample
intelligently. If high-risk outcomes are not sampled during training, but then appear in practice
(testing), the policy may not have stored enough energy to prevent shortages. Figure 6 shows, for
one testing iteration, a plot of energy storage and shortages over the course of one day in five-
minute time intervals for each sampling method highlighting such an occurrence (the IID model is
also included and exhibits similar behavior to the standard sampling method). The result is a less
risk-averse solution which, when compared to the unsampled and importance sampling methods,
produces high worst case objective function values and cumulative shortages that often far exceed
the threshold set by the system operator θC (see Table 1).
The claims made about the quality of each solution method discussed in the previous two para-
graphs are reinforced by the plots in Figure 7, which displays both the objective function and
cumulative shortages for one test case with θC = 10 MWh over 50 iterations. Here we can see
graphically that the objective function performance is lowest on average for the unsampled crossing
state model, but the importance sampling method results in the fewest shortages and lowest worst
case objective function. Furthermore, both the IID model and standard sampling method both
experience scenarios in which not enough storage was planned and cumulative shortages greatly
exceed θC . Additionally, they produce higher mean and worst case objective values.
5. Conclusions
Grid-level distributed storage can help mitigate risk in power systems with significant penetrations
of renewable energy. To do so most effectively, the system control policy should accurately model
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Figure 6 Top: The demand, the forecasted wind power, and one sample path of actual wind power output over
one day (note the break in the y-axis). Middle Plots: The energy in two representative batteries following
the policy produced by each model and algorithm under the wind scenario shown in the top graph.
Bottom: The total system shortages experienced when following the policy produced by each model and
algorithm under the wind scenario shown in the top graph. Observe that the policy developed using the
IID model has less power in storage during critical periods, as does the standard sampling version of the
crossing state model (to a lesser extent). Conversely, the unsampled crossing state model, and especially
the importance sampled version, will plan extra storage to prepare for the possibility that wind may
drops below its forecast for an extended period of time. Consequently, when such a scenario occurs,
we see the policies developed with the IID model and crossing state model with standard sampling
experiencing more shortages as they run out of backup storage more quickly.
and prepare for scenarios in which renewable energy sources underperform expected output for
extended periods of time. These periods of time are explicitly modeled using the crossing state
stochastic model, making it a very appropriate choice for storage problems such as this one.
We saw that using the crossing state model did introduce additional complexities to even incor-
porate it into an SDDP algorithm (i.e. the inclusion of partially observable states) and significantly
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Figure 7 Left: For the selected models and sampling types, the objective function is plotted over 50 testing
scenarios in one test case. Right: For the same set of scenarios, the cumulative shortages are plotted
in MWh. In both plots, a marker is placed when RST > θ
C for a given scenario. We observe that the
crossing state model performs better than the IID model in terms of objective function and aversion to
shortages. Applying standard sampling may speed up convergence but reduces solution quality. In this
case, the risk-averse importance sampling algorithm actually results in fewer shortages compared to the
unsampled version, but does perform slightly worse in terms of overall cost-efficiency.
increased the length of time necessary for the solution to converge. In order to accelerate conver-
gence, selective sampling of the outcome space was utilized to speed up the backward pass. As
standard sampling tended to reduce solution quality due to its tendency to overlook high-risk, low
probability outcomes, a risk-directed importance sampling algorithm was implemented to sample
these elements of the outcome space with higher probability.
The resulting algorithm – SDDP with hidden Markov models, quadratic regularization, and
importance sampling in the backward pass – converges in roughly the same time (albeit slightly
longer) as the classic SDDP algorithm with the IID wind model, allowing for a direct comparison
between two general approaches to developing a solution. On one hand, we can start by simplifying
the problem to one that we can solve optimally and, in this case, efficiently. This is what we
are doing by ignoring the complex intertemporal dynamics of the stochastic wind process and
assuming an IID wind model, which lends itself to a fairly straightforward application of classic
SDDP. Conversely, we can first model the problem in as much detail as possible and then use
approximations in the solution algorithm to develop a practical solution. Incorporating the crossing
state model and subsequently sampling to reduce CPU time does produce approximate value
functions that are less optimal with respect to the unsampled version. However, the degradation
in solution quality due to approximations in the solution algorithm is much less pronounced than
when appoximations are made in the model that ignore key characteristics of the problem.
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Finally, we also observe that augmenting the state variable to track cumulative metrics and
applying an end-of-horizon threshold penalty is an effective and relatively simple way to formulate
a risk-averse objective function without involving dynamic risk measures. In certain cases this is a
more natural notion of risk (for example, a system can only experience so much stress over a period
of time until failure) and thus a useful algorithmic tool for the practitioner. In this problem setting,
the system operator is given a straightforward method for controlling the amount of acceptable
cumulative shortages by adjusting the corresponding threshold parameter. Due to the success of this
approach, potential future work may explore further augmentation of the state variable combined
with general convex utility functions to influence solution quality.
Acknowledgment
The research was supported by NSF grant CCF-1521675 and DARPA grant FA8750-17-2-0027.
References
Archer C, Sima˜o H, Kempton W, Powell W, Dvorak M (2017) The challenge of integrating offshore wind
power in the us electric grid. part I: Wind forecast error. Renewable Energy 103:346–360.
Asamov T, Powell WB (2015) Regularized decomposition of high-dimensional multistage stochastic programs
with markov uncertainty. arXiv preprint arXiv:1505.02227 .
Asamov T, Powell WB (2018) Regularized decomposition of high-dimensional multistage stochastic programs
with markov uncertainty. SIAM Journal on Optimization 28(1):575–595.
Asamov T, Salas DF, Powell WB (2016) Sddp vs. adp: The effect of dimensionality in multistage stochastic
optimization for grid level energy storage. arXiv preprint arXiv:1605.01521 .
Bandarra M, Guigues V (2017) Multicut decomposition methods with cut selection for multistage stochastic
programs. arXiv preprint arXiv:1705.08977 .
Ba¨uerle N, Ott J (2011) Markov decision processes with average-value-at-risk criteria. Mathematical Methods
of Operations Research 74(3):361–379.
Chen ZL, Powell WB (1999) Convergent cutting-plane and partial-sampling algorithm for multistage stochas-
tic linear programs with recourse. Journal of Optimization Theory and Applications 102(3):497–524.
De Matos VL, Philpott AB, Finardi EC (2015) Improving the performance of stochastic dual dynamic
programming. Journal of Computational and Applied Mathematics 290:196–208.
Dowsona O, Mortona DP, Pagnoncellia B (2019) Partially observable multistage stochastic programming.
URL http://www.optimization-online.org/DB_FILE/2019/03/7141.pdf, preprint.
Durante J, Nascimento J, Powell WB (2017) Backward approximate dynamic programming with hidden
semi-markov stochastic models in energy storage optimization. arXiv preprint arXiv:1710.03914 .
Durante, Nascimento, and Powell: Risk Directed Importance Sampling in SDDP for Grid Level Energy Storage
36
Durante J, Patel R, Powell WB (2018) Scenario generation methods that replicate crossing times in spatially
distributed stochastic systems. SIAM/ASA Journal on Uncertainty Quantification 6(2):596–626.
Gorenstin B, Campodonico N, da Costa J, Pereira M (1992) Stochastic optimization of a hydro-thermal
system including network constraints. IEEE Transactions on Power Systems 7(2):791–797.
Guigues V (2014) Sddp for some interstage dependent risk-averse problems and application to hydro-thermal
planning. Computational Optimization and Applications 57(1):167–203.
Guigues V, Ro¨misch W (2012) Sampling-based decomposition methods for multistage stochastic programs
based on extended polyhedral risk measures. SIAM Journal on Optimization 22(2):286–312.
Higle JL, Sen S (1991) Stochastic decomposition: An algorithm for two-stage linear programs with recourse.
Mathematics of operations research 16(3):650–669.
Higle JL, Sen S (1994) Finite master programs in regularized stochastic decomposition. Mathematical Pro-
gramming 67(1-3):143–168.
Hindsberger M, Philpott A (2014) Resa: A method for solving multistage stochastic linear programs. Journal
of Applied Operational Research 6(1):2–15.
Infanger G, Morton DP (1996) Cut sharing for multistage stochastic linear programs with interstage depen-
dency. Mathematical Programming 75(2):241–256.
Jacobson MZ, Delucchi MA, Cameron MA, Frew BA (2015) Low-cost solution to the grid reliability problem
with 100% penetration of intermittent wind, water, and solar for all purposes. Proceedings of the
National Academy of Sciences 112(49):15060–15065, ISSN 0027-8424, URL http://dx.doi.org/10.
1073/pnas.1510028112.
Jiang DR, Powell WB (2017) Risk-averse approximate dynamic programming with quantile-based risk mea-
sures. Mathematics of Operations Research 43(2):554–579.
Kozmı´k V, Morton DP (2015) Evaluating policies in risk-averse multi-stage stochastic programming.
Mathematical Programming 152(1):275–300, ISSN 1436-4646, URL http://dx.doi.org/10.1007/
s10107-014-0787-8.
Lohmann T, Hering AS, Rebennack S (2016) Spatio-temporal hydro forecasting of multireservoir inflows for
hydro-thermal scheduling. European Journal of Operational Research 255(1):243–258.
Lo¨hndorf N, Minner S (2010) Optimal day-ahead trading and storage of renewable energiesan approximate
dynamic programming approach. Energy Systems 1(1):61–77.
Lohndorf N, Wozabal D (2015) Optimal gas storage valuation and futures trading under a high-dimensional
price process. Technical report, Technical report.
Lo¨hndorf N, Wozabal D, Minner S (2013) Optimizing trading decisions for hydro storage systems using
approximate dual dynamic programming. Operations Research 61(4):810–823.
Morton DP (1996) An enhanced decomposition algorithm for multistage stochastic hydroelectric scheduling.
Annals of Operations Research 64(1):211–235.
Durante, Nascimento, and Powell: Risk Directed Importance Sampling in SDDP for Grid Level Energy Storage
37
Pereira M (1989) Optimal stochastic operations scheduling of large hydroelectric systems. International
Journal of Electrical Power & Energy Systems 11(3):161–169.
Pereira MV, Pinto LM (1991) Multi-stage stochastic optimization applied to energy planning. Mathematical
programming 52(1-3):359–375.
Philpott AB, De Matos VL (2012) Dynamic sampling algorithms for multi-stage stochastic programs with
risk aversion. European Journal of Operational Research 218(2):470–483.
Philpott AB, Guan Z (2008) On the convergence of stochastic dual dynamic programming and related
methods. Operations Research Letters 36(4):450–455.
Powell WB (2011) Approximate Dynamic Programming: Solving the Curses of Dimensionality (John Wiley
and Sons, Inc.), ISBN 9781118029176, URL http://dx.doi.org/10.1002/9781118029176.ch1.
Powell WB (2016) A unified framework for optimization under uncertainty. Optimization Challenges in
Complex, Networked and Risky Systems, 45–83 (INFORMS).
Ruszczynski A (1993) Regularized decomposition of stochastic programs: algorithmic techniques and numer-
ical results .
Ruszczyn´ski A (2010) Risk-averse dynamic programming for markov decision processes. Mathematical pro-
gramming 125(2):235–261.
Ruszczyn´ski A, S´witanowski A (1997) Accelerating the regularized decomposition method for two stage
stochastic linear problems. European Journal of Operational Research 101(2):328–342.
Sen S, Zhou Z (2014) Multistage stochastic decomposition: a bridge between stochastic programming and
approximate dynamic programming. SIAM Journal on Optimization 24(1):127–153.
Shakya A, Michael S, Saunders C, Armstrong D, Pandey P, Chalise S, Tonkoski R (2016) Solar irradiance
forecasting in remote microgrids using markov switching model. IEEE Transactions on Sustainable
Energy 8(3):895–905.
Shapiro A (2011) Analysis of stochastic dual dynamic programming method. European Journal of Operational
Research 209(1):63–72.
Shapiro A, Tekaya W, da Costa JP, Soares MP (2013a) Risk neutral and risk averse stochastic dual dynamic
programming method. European journal of operational research 224(2):375–391.
Shapiro A, Tekaya W, Soares MP, da Costa JP (2013b) Worst-case-expectation approach to optimization
under uncertainty. Operations Research 61(6):1435–1449.
Simao H, Powell W, Archer C, Kempton W (2017) The challenge of integrating offshore wind power in the
us electric grid. part ii: Simulation of electricity market operations. Renewable Energy 103:418–431.
Yu P, Haskell WB, Xu H (2017) Dynamic programming for risk-aware sequential optimization. 2017 IEEE
56th Annual Conference on Decision and Control (CDC), 4934–4939, ISSN null, URL http://dx.doi.
org/10.1109/CDC.2017.8264389.
Durante, Nascimento, and Powell: Risk Directed Importance Sampling in SDDP for Grid Level Energy Storage
38
Zhou Y, Scheller-Wolf A, Secomandi N, Smith S (2019) Managing wind-based electricity generation in the
presence of storage and transmission capacity. Production and Operations Management 28(4):970–989.
Durante, Nascimento, and Powell: Risk Directed Importance Sampling in SDDP for Grid Level Energy Storage
39
Appendix A: Details of the Crossing State Stochastic Model
The purpose of this section is to provide sufficient details to implement the crossing state model in
this problem. We will be completing the development of equations that were left for this appendix
throughout the main text of the paper. This information was first presented (in greater depth)
in Durante et al. (2017), but is repeated here for the convenience of the reader. The following is
presented in the context of using the model for wind power forecast errors, as is done in this paper.
Though it should be noted that the model is versatile and can model other stochastic processes
for which it is important to capture crossing time behavior.
Recall from Sections 2.1 and 2.3 that we have wind power forecasts {fEt }Tt=0, actual power outputs
at time t, EWt , and forecast errors Wt = E
W
t − fEt . Assume we have access to historical training
data providing us with wind power forecasts and the resulting actual output.
First we define both up- and down-crossing times. Let the current elapsed time above forecast
at time t, τUt , be
τUt = ` if
{
Wt−` ≤ 0
Wt+`′ > 0 ∀`′ ∈ {0,1, ..., `− 1} .
(44)
Similarly, the current elapsed time below forecast at time t, τDt , is defined as
τDt = ` if
{
Wt−` > 0
Wt+`′ ≤ 0 ∀`′ ∈ {0,1, ..., `− 1} .
(45)
Next, let the set of all indices such that forecast errors cross over from the negative to positive
regime be CU = {t|Wt−1 ≤ 0 ∧Wt > 0}. Likewise, let the set of all indices such that errors cross
over from the positive to negative regime be CD = {t|Wt−1 ≥ 0∧Wt < 0}. The sets of all up- and
down-crossings are then T U = {τUt |t+ 1∈ CD} and T D = {τDt |t+ 1∈ CU} respectively as a crossing
time is simply a completed elapsed time above or below forecast.
For both up- and down-crossing times, there exists cumulative distribution functions FU and FD
respectively. Up-crossing time distributions are quantized by partitioning into m bins, splitting at
the qi =
i
m
quantile points for i= 0,1, ...,m− 1. An up-crossing time, τUt ∈ T U , belongs to crossing
time duration bin Dt = d if qd ≤ FU(τUt ) < qd+1. Down-crossing time distributions are similarly
quantized.
Our crossing state variable ICt ≡ (Ct,Dt) is defined as the pair of variables describing whether
or not the error is above the forecast, Ct = 1{Wt>0}, and to which crossing time duration bin, Dt,
the completed crossing time will belong. Note that this means that during the forward pass, the
state Ct is observable (we know if we are above or below the forecast), but the duration bin Dt is
not until the sign variable Ct switches. However, when building the crossing state-dependent error
distributions from training data for the model we can observe the duration bin at each point in
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time by peeking into the future to find the complete crossing time. Letting IC be the set of all
possible crossing states for the process, there exists a distribution from training data of crossing
times F τi for each possible crossing state i∈ IC .
Transitions between crossing states are made using a transition matrix P(i′|i) for each pair of
crossing states (i′, i) ∈ IC ×IC in which self-transitions are not allowed (P(i|i) = 0 ∀i ∈ IC). This
matrix is computed from training data by considering only pairs of points in time (t, t+ 1) such
that t+ 1 ∈ (CU ∪ CD) (points where the crossing state makes a transition). For all of these pairs,
letting n(ICt+1 = i
′|ICt = i) be the count of the transitions from state i to state i′ occurring for each
pair of crossing states (i, i′) and n(ICt = i) be the number of times I
C
t = i for each crossing state i,
the empirical transition probability from crossing state i to i′ is
P(i′|i) = n(I
C
t+1 = i
′|ICt = i)
n(ICt = i)
. (46)
The duration-dependent crossing state transition probability is then a function of the elapsed time
above or below forecast given by
P(ICt+1 = i
′|ICt = i, τt) =
{
1−F τi (τt) if i′ = i
F τi (τt)P(i′|i) for i′ 6= i.
(47)
Next we describe conditioning the error generation on the crossing state. From training data,
there exists empirical conditional error cumulative distribution functions FWi and corresponding
error density functions P(Wt+1|i) for i ∈ IC . Error distributions are not identical across crossing
states; in fact they are likely to be quite different, such as the case where the error distribution is
asymmetric. Furthermore, error distributions are likely to vary across duration bins as well. Thus,
to better capture the behavior of the error process, the error generation process is conditioned on
the crossing state ICt .
In addition to errors being crossing state-dependent, they are dependent on previous errors
as well. A first order Markov chain is used to model this behavior. Similar to how the crossing
time distributions are quantized, each conditional error distribution FWi is partitioned into n bins,
splitting at the qj =
j
n
quantile points for b = 0,1, ..., nE − 1. The error Wt belongs to bin W bt if
qb ≤ FWi (Wt) < qb+1. Then, given Wt ∈W bt , we form conditional empirical distributions for the
error at time t+ 1 giving P(Wt+1|ICt ,W bt ).
It is important to realize that the same error Wt can fall in different error bins for different
crossing states. For example, the error Wt = +50 MW may be in bin W
b
t = 4 for the I
C
t = (1,0)
crossing state (short up-crossings), but for the ICt = (1,2) state (longer up-crossings), it may belong
to bin W bt = 2. To avoid additional notation, the variable W
b
t is always paired with a crossing state
and refers to the bin that the error Wt belongs to for the corresponding crossing state.
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For each crossing state i∈ IC , there also exists an error density P(Wt+1|i, t+ 1∈ CU ∪CD). This
is the distribution of the initial error given the process has just transitioned to the new crossing
state i.
If known, the variables ICt , τt, and W
b
t fully determine the distribution of the exogenous infor-
mation Wt+1, given by
P(Wt+1|ICt = i, τt,W bt ) =(1−F τi (τt))P(Wt+1|i,W bt )+
F τi (τt)
∑
i′ 6=i
P(i′|i)P(Wt+1|i′, t+ 1∈ CU ∪CD). (48)
Typically, this would imply that our post-decision information state is comprised of these variables.
However, this form of the information state results in a computational issue when attempting to
index VFAs on post-decision states using SDDP. Letting τmaxi be the largest crossing time for
crossing state i ∈ IC , we see that there are ∑
i∈IC
nτmaxi possible information states at each time t.
This number can be quite large, especially if crossing times tend to span many time periods. For
this reason, we introduce the compact information state IWt ≡ (ICt ,W bt ) which drops the current
elapsed time τt and can only take on 2×m×n states. This is the information state that VFAs are
indexed on in the algorithm.
The corresponding pre-decision information state is given by It ≡ (IWt ,EWt ) and the function
Ixt = S
I,x(It) from equation (9) is simple to define. Once E
W
t = f
E
t +Wt is used to make a decision,
it can be dropped from pre- to post- decision state as Wt does not have a direct impact on the
distribution of Wt+1. Instead we only need to maintain its error bin W
b
t and the current crossing
state ICt . Thus, we have I
x
t = S
I,x(It) = I
W
t . The remainder of this section is written using I
x
t in
all places where IWt would also be valid. This helps connect the content in this section with the
algorithms in the main text that are written for fitting VFAs to a general hidden post-decision
information state Ixt .
The error distributions P(Wt+1|i,W bt ) and P(Wt+1|i, t+1∈ CU ∪CD) for all i∈ IC are unaffected
by the change to a compact form of Ixt . However, the transition between crossing states must now
be modeled with a Markov approximation of the semi-Markov model as no count of the elapsed
time above or below forecast is maintained. Transition probabilities are now given by a time-
invariant modified crossing state transition matrix P˜(ICt+1|ICt ) which allows for self-transitions. This
is estimated from training data using equation 46; however all time periods t are considered, not
only pairs of points where errors switch signs. Consequently, the distribution of Wt+1, given only
the compact information state Ixt , is
P(Wt+1|ICt = i,W bt ) = P˜(i|i)P(Wt+1|i,W bt ) +
∑
i′ 6=i
P˜(i′|i)P(Wt+1|i′, t+ 1∈ CU ∪CD). (49)
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This is utilized in the backward pass of SDDP, for which the elapsed crossing time cannot be
observed. Another important equation needed for the backward pass is
P(ICt = i|Wt) =
1
p˜norm
P˜(i|i)∑
b
P(Wt|i,W bt−1 = b) +
∑
i′ 6=i
P˜(i|i′)P(Wt|i, t∈ CU ∪CD)
 , (50)
where p˜norm is a normalization factor such that
∑
i′∈IC
P(ICt = i
′|Wt) = 1. This is the probability of
being in each crossing state given only an observation of Wt without any elapsed time above or
below the forecast. Since Ixt = (I
C
t ,W
b
t ) and for each crossing state Wt can only belong to one bin
W bt , given we have P (I
C
t = i|Wt) for i∈ IC , we also have
P(Ixt = (i,W
b
t )|Wt) =
{
P(ICt = i|Wt) if Wt ∈W bt for crossing state i
0 if Wt 6∈W bt for crossing state i.
(51)
for every possible post-decision information state Ixt . This holds true every time we see P (I
C
t = i)
for i∈ IC in the remainder of this section as well. We can use this relation to reconcile the equations
from the main text in Section 3, which are written for general hidden Markov models that feature a
hidden post-decision information state Ixt , with the equations here which are specific to the crossing
state model.
In the forward pass, the current elapsed time above or below forecast, τt, is observable. We can
use this to inform our decision and thus it is placed in the knowledge state Kt. Given we only know
the current elapsed time τt, the future complete crossing time may belong to different crossing time
duration bins Dt, and thus the crossing state is partially unobservable. Based on the sample path,
we are able to form time t beliefs about the probability the process is in each possible hidden state.
This information, {P(ICt = i)}i∈IC , along with τt and Wt, forms the knowledge state Kt.
Given Kt, we can derive our belief about the distribution of the error at time t+ 1, P(Wt+1|Kt).
We are able to determine the sign of the error, Ct, based on Wt. Then, for each possible value of
Dt, and corresponding crossing state I
C
t = (Ct,Dt), Wt can belong to only one error bin W
b
t . We
then have
P(Wt+1|Kt) =
∑
i∈IC
P(ICt = i)P(Wt+1|i, τt,W bt ), (52)
where P(Wt+1|i, τt,W bt ) is given by equation 48.
Subsequently, following the observation of Wt+1, a Bayesian update is performed on the knowldge
state at each time step according to the update function (Kt+1, It+1) = S
K,W (Kt, I
x
t ,Wt+1) (equation
(12)) defined by the following two cases:
• Case 1: sign(Wt+1) = sign(Wt). In this case τt+1 = τt + 1. This is then used to compute the
likelihood that the future completed crossing time belongs to bin Dt for each crossing state
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i = (Ct,Dt) given the elapsed time above or below forecast τt+1. This likelihood is given by
1 − F τi (τt+1). Furthermore, the likelihood of observing error Wt+1 in crossing state i given a
crossing state transition has not occurred is P(Wt+1|i,W bt ). Thus with prior beliefs, P(ICt = i)
for i∈ IC , we compute the posterior beliefs
P(ICt+1 = i) =
1
pnorm
(
P(ICt = i)(1−F τi (τt+1))P(Wt+1|i,W bt )
)
, (53)
where pnorm =
∑
i′∈IC
P(ICt = i
′)(1−F τi′ (τt+1))P(Wt+1|i′,W bt ).
• Case 2: sign(Wt+1) 6= sign(Wt). In this case τt+1 = 1 and we are able to determine the crossing
state at time t based on the sign of Wt and the completed crossing time τt; let this be state
i∗. Additionally, we know that a crossing state transition has taken place. The likelihood of
observing error Wt+1 in crossing state i given a crossing state transition has just occurred is
P(Wt+1|i, t+ 1∈ CU ∪CD). Thus, for i∈ IC , posterior beliefs are given by
P(ICt+1 = i) =
1
pnorm
(
P(i|i∗)P(Wt+1|i, t+ 1∈ CU ∪CD)
)
,
where P(i|i∗) is defined in equation (46) and pnorm = ∑
i′∈IC
P(i′|i∗)P(Wt+1|i′, t+ 1∈ CU ∪CD).
In either case, to complete the transition function we also add EWt+1 = f
E
t+1 +Wt+1 back to the pre-
decision information state It+1. Given these recursive updating formulas for the knowledge state,
we only need to initialize our beliefs at t= 0. Given W0, we use a discrete uniform distribution for
the initial beliefs: P(IC0 = i) = 1/m for i ∈ IC such that C0 = sign(W0). Setting τ0 = 1, this forms
K0.
