Quantication of the Impact of Uncertainty in Power Systems using Convex Optimization by Choi, Hyungjin
Quantification of the Impact of Uncertainty in Power
Systems using Convex Optimization
A THESIS
SUBMITTED TO THE FACULTY OF THE GRADUATE SCHOOL
OF THE UNIVERSITY OF MINNESOTA
BY
Hyungjin Choi
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS
FOR THE DEGREE OF
Doctor of Philosophy
Sairaj V. Dhople
June, 2017
c© Hyungjin Choi 2017
ALL RIGHTS RESERVED
Acknowledgements
I want to express my sincere gratitude to Professor Sairaj Dhople, my adviser, for
giving me opportunity to begin my research career by taking me as his PhD student,
guiding me through the years with great patience, and supporting me generously in
both academic and personal circumstances.
I also thank Professor Peter Seiler for his advice and his toolboxes, which were very
essential for my research.
I am thankful to Professor Bruce Wollenberg and Professor Ned Mohan for their
guidance in subjects of power systems and power electronics. Professor Wollenberg’s
expertise and experience in power systems engineering helped me learn not only text-
book knowledges but also real-world perspectives. I want to thank Professor Mohan for
advising me to take control and optimization courses in the early stage of my graduate
study. The training and knowledge from those courses helped my research later when I
started my PhD.
I also would like to thank my lab mates, Mohit Sinha, Swaroop Guggilam, Vic-
tor Purba, and Sukumar Santhanam who were willing to help me in every aspect of
laboratory life and made the long journey of the PhD more enjoyable.
i
Dedication
This dissertation is dedicated to my wife, Yun, and my parents. I would have not
been able to finish my PhD without their support, devotion, and love.
ii
Abstract
Rampant integration of renewable resources (e.g., photovoltaic and wind-energy conver-
sion systems) and uncontrollable and elastic loads (e.g., plug-in hybrid electric vehicles)
are rapidly transforming power systems. In this environment, an analytic method to
quantify the impact of parametric and input uncertainty will be critical to ensure the
reliable operation of next-generation power systems. This task is analytically and com-
putationally challenging since power-system dynamics are nonlinear in nature.
In this thesis, we present analytic methods to quantify the impact of parametric
and input uncertainties for two important applications in power systems: i) uncer-
tainty propagation in power-system differential-algebraic equation model and power
flow, and ii) robust stability assessment of power-system dynamics. For the first topic,
an optimization-based method is presented to estimate maximum and minimum bounds
on state variables while acknowleding worst-case parametric and input uncertainties
in the model. The approach leverages a second-order Taylor-series expansion of the
states around a nominal (known) solution. Maximum and minimum bounds are then
estimated from either Semidefinite relaxation of Quadratically-Constrained Quadratic-
Programming or Alternating Direction Method of Multipliers. For the second topic,
an analytical method to quantify power systems stability margins while acknowleding
uncertainty is presented within the framework of Lyapunov’s direct method. It focuses
on the algorithmic construction of Lyapunov functions and the estimation of the robust
Region-Of-Attraction with Sum-of-Squares optimization problems which can be trans-
lated into semidefinite problems. For both topics, numerical case studies are presented
for different test systems to demonstrate and validate the proposed methods.
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Chapter 1
Introduction
1.1 Motivation
Increased integration of renewable resources (e.g., photovoltaic and wind energy con-
version systems) and elastic loads (e.g., plug-in hybrid electric vehicles), coupled with
the rampant modernization of metering, computing, and communication infrastructure
are rapidly transforming power systems. To enable these transformations while main-
taining reliability, there is a pressing need to quantify the impact of parametric and
input uncertainty in power-system dynamic models on all aspects of power-systems
operations including planning, scheduling, dispatch, and control [1, 2]. This task is an-
alytically and computationally challenging since power-system dynamics are described
by nonlinear differential algebraic equations (DAEs)—systems for which there are lim-
ited uncertainty analysis methods for reliability and stability of power systems. With
regard to parametric uncertainty, precise values of generator settings, transmission-line
impedances, and control set points are seldom perfectly known; similarly, with regard
to input uncertainty, loads, mechanical power inputs, wind speeds, and solar irradiation
are often times uncertain. Patently, repeated simulations are not only computationally
burdensome, they also do not afford the option of examining the impact of all possible
values of parametric and/or input uncertainty [3]. Therefore, analytical methods that
quantify the impact of uncertainty will be important in ensuring the reliable opera-
tion of next-generation power systems. In this thesis, we present analytical methods
for two main topics: i) estimating reachable sets that capture all possible solutions
1
2of power-system dynamical models with parametric and input uncertainties based on
formulating quadratic programming problems with sensitivity variables and implement-
ing optimization methods including quadratically-constrained quadratic-programming
(QCQP) with semi-definite programming (SDP) Relaxation and Alternating Direction
Method of Multipliers (ADMM), and ii) estimating a region-of-attraction (ROA) for
power-system dynamic models with parametric and input uncertainty based on formu-
lating Lyapunov’s stability criteria as sum-of-squares (SOS) optimization problems and
subsequent SDP relaxation.
1.2 Prior Work and Contribution
1.2.1 Uncertainy Propagation In Power System DAE Model
Propagating uncertainty in power-system DAE models is a challenging task because
of the nonlinear nature of power system models. In this part of the thesis, we present
a method to propagate the impact of parametric and input uncertainty to the dynamic
and algebraic states in power-system DAE models. We adopt a worst-case unknown-
but-bounded model for the uncertainties, i.e., we only assume that maximum and min-
imum values are known, and given this information, we outline an approach based on
SDP relaxation to estimate maximum and minimum bounds on the dynamic and alge-
braic states. The approach leverages a second-order Taylor-series approximation of the
system’s state variables along the solution trajectories as a function of the uncertain el-
ements. This requires one to obtain the nominal solution of the DAE (corresponding to
nominal values of the uncertain parameters and inputs) as well as pertinent sensitivities
of the state trajectories to the uncertain elements. With the Taylor-series approxima-
tion serving as a surrogate to the actual value of the states, computing maximum and
minimum values of these states amounts to solving QCQPs. These problems are gener-
ally non convex, and we leverage Lagrangian relaxations to derive SDPs, the solutions
of which return provable bounds to the optimal solutions of the QCQPs. The bounds
that our approach returns are indeed approximate since they stem from a Taylor-series
approximation of the state trajectories. However, the proposed method is grounded in
system theory, and can be applied to quantify the impact of both parametric and input
3uncertainty on dynamic and algebraic states in nonlinear DAE models in a computa-
tionally efficient manner.
Closely related to our approach are so-called reachability methods, where convex sets
(such as ellipsoids and zonotopes) are computed to bound system state variables at each
time step. This is typically accomplished with a set-theoretic examination of an affine
approximation to the system dynamics [4–7]. Applications of these set-theoretic meth-
ods to the problems of: i) uncertainty quantification in power-system dynamic models
can be found in [8–14], and ii) design verification of power-system components such as
dc-dc converters and wind generators can be found in [13,15]. Compared to [8–14] that
are only applicable to ordinary-differential equations (ODEs), our approach applies to
the (more complicated) DAE models that accurately describe power-system dynamics.
While DAE models are addressed in [14], our algorithm is structurally different since
we compute bounds on state variables at each instant of time (as opposed to propa-
gating uncertainty forward in time) with a second-order approximation of the solution.
Also, our approach does not require dedicated software packages; our algorithms are
grounded in solving convex optimization problems, a task which can be easily accom-
plished with widely available software. (We use the MATLAB-based mincx solver; other
widely used software include CVX, SeDuMi, etc.) We close the literature review with
a comment about probabilistic uncertainty propagation efforts. Here, uncertain inputs
and model parameters are modeled as stochastic processes or random variables, and
of interest is the probability distribution of the power-system dynamic and algebraic
states. This is a mature research direction in itself, and some pertinent illustrative
references include [16–22].
A key ingredient in our methodology is the dynamic model that governs the evolution
of first- and second-order trajectory sensitivities of the dynamic and algebraic states in
the power system DAE model. We demonstrate that these sensitivities are themselves
governed by DAEs. In this context, it is worth pointing out the efforts [23–30], which
leveraged (first-order) trajectory sensitivities in a variety of applications. The method
we propose is (particularly) closely related to [27], where an affine approximation of state
trajectories is proposed leveraging first-order sensitivities. Obtaining bounds on the
states then amounts to just checking the vertices of the uncertainty set. Our approach
recovers this as a special case (by neglecting second-order sensitivities), but we show
4through simulations that the second-order Taylor-series approximation yields increased
accuracy.
1.2.2 Uncertainty Propagation In Power Flow
Numerous approaches have been proposed to propagate uncertainty in power-flow
models, and they can be broadly classified into probabilistic methods, robust optimiza-
tion methods, and interval/set analysis. A detailed review of several recent methods
can be found in [31, 32]. Probabilistic methods model uncertain elements as random
variables with known probability density functions, and leverage Monte Carlo simula-
tions or analytical approaches to propagate uncertainty [33–36]. Robust optimization
methods model uncertainties as interval quantities, and involve optimization problems
to solve for bounds on states [37,38]. In interval/set analysis, uncertainties are modeled
as intervals or sets and the bounds on the outputs are estimated by using interval/set
arithmetic [8, 9, 39–42].
Structurally, our method is closely aligned with the robust optimization approaches
discussed above since a worst-case model is adopted for the uncertainties, and the task
of estimating bounds is cast as an optimization problem. However, there are some key
points of difference that also serve as indicators of contributions over prior art. First,
we adopt quadratic (as opposed to linear) approximations for the states which increases
accuracy. Furthermore, we apply pertinent decoupling assumptions to formally derive
auxiliary algebraic equations that yield sensitivities up to second order. These sensitiv-
ities are instrumental to formulate the quadratic approximations, and the systematic
application of the decoupling assumptions is critical to ensure that they can be com-
puted with minimal burden in large systems. From an algorithmic perspective, we apply
the ADMM to solve the formulated optimization problems and demonstrate convergence
of our approach leveraging the seminal advances outlined in the recent work [43]. The
algorithmic approach outlined here based on the ADMM promotes the scalability of the
method as we will numerically demonstrate the validity of the approach for a 1354-bus
test system with 2447 states and 76 sources of uncertainty. (We can apply SDP re-
laxation approach discussed in Section 3 for the DAE setting to solve power flow with
uncertainty [44, 45]. However, the method using the ADMM is scalable to much larger
system sizes and uncertainty sets compared to the SDP approach as we will discuss in
5Section 4) Indeed, the application of the ADMM and the decoupling assumptions to
solve for the sensitivities serve as key contributions over prior art.
1.2.3 Robust Region-of-Attraction Estimation
Within the realm of analytical approaches to quantify power-system stability, Lya-
punov’s direct method has received significant attention [46–48]. Lyapunov functions
can provide estimates of the ROA of stable equilibrium points which is useful in multiple
contexts, e.g., this allows one to determine the critical clearing times of synchronous
generators [46, 48, 49]. However, let alone incorporating parametric/input uncertainty,
synthesizing Lyapunov functions and finding the ROA even in general deterministic
settings is a difficult task [47,50]. In this regard, the key challenge this thesis addresses
relates to formulating an optimization-based algorithmic method to synthesize Lya-
punov functions for power system dynamic models when the model parameters and/or
inputs are uncertain.
We formulate the Lyapunov-function synthesis and ROA-estimation task as a SOS
optimization program. The essence of the approach pertains to translating statements
from pertinent Lyapunov stability theorems into polynomial constraints and objective
functions. SOS optimization problems are a type of polynomial optimization problems
tailored to polynomials that can be written as finite linear combinations of squared poly-
nomials. They can be translated into SDPs which can be solved with readily available
software. Our approach provides a systematic solution to: i) constructing Lypapunov
functions and obtaining the ROA without imposing any structural limitations on the
system (some previous approaches, as discussed subsequently, predicate the existence of
transfer conductances or require Lipschitz conditions on nonlinearities in the dynamic
models); ii) incorporating uncertainties in model parameters and inputs to obtain robust
estimates of the ROA. Relevant to our approach are recent efforts in the application of
SOS-optimization based tools to determine Lyapunov functions in deterministic power
system dynamic models [51]. Our work offers two contributions to [51]: i) we address
the challenge of algorithmically computing the ROA in power-system dynamic models
while incorporating the impact of unknown-but-bounded (worst-case) parametric and
input uncertainty; ii) the strategy adopted in this work pertaining to the polynomial
approximation of sinusoidal functions in the system dynamic model (that appear due to
6the power flow equations) differs from [51], where the sinusoidal terms are replaced by
auxiliary variables which requires the introduction of additional algebraic constraints.
With regard to the relevant concern of problem scalability, we are able to handle the
same order of dynamical system as the previous effort in this domain [51], however, we
demonstrate how multiple sources of uncertainty can be systematically accommodated
to compute the robust ROA. Furthermore, our case studies include combinations of syn-
chronous and doubly-fed induction generators; systems where analytically determining
the ROA (let alone the robust ROA) is intractable.
To our best knowledge, there is no prior work related to the estimation of robust
ROA for power system dynamics; this is indeed the main contribution of our approach.
Central to the proposed method is the approximation of the nonlinear power system
dynamic models with a polynomial differential equation model that is affine in uncertain
parameters and/or inputs. This facilitates the application of robust versions of SOS
methods [52]. In this regard, the polynomial approximations of the system dynamics
(different from [51]) are crucial. In addition, we suggest a computationally tractable
approach to contend with many uncertainties by sequentially updating the Lyapunov
function based on an a-priori estimation of its sensitivity to uncertainties.
The main limitation of the proposed SOS-based approach is related to problem scal-
ability as the dimension of the dynamical systems’ state-space increases [53]. However,
several ongoing research efforts are addressing problem scalability, and encouraging re-
sults are reported in, e.g., [54–56]. In spite of this limitation, the main advantage of
the SOS approach is that it provides the ability to analyze systems without any a-priori
assumptions on system structure. Therefore, SOS optimization techniques have been
used in several recent investigations to estimate the ROA [51,57–60].
Related research pertaining to estimating Lyapunov functions for deterministic power
system dynamic models includes several classical approaches such as the first-integral,
Krasovskii’s, and variable-gradient methods [46, 61]. However, these approaches typ-
ically impose a strict structure on the system model. For example, the first integral
method requires the system to be conservative (i.e., no damping terms or transfer con-
ductances are allowed). Krasovskii’s method is confined to Lyapunov functions that have
a quadratic form. Similarly, the variable gradient method applies to settings where the
7gradient vector of the Lyapunov function is identically zero. Other methods that have re-
ceived attention in this domain are Zubov’s and Popov’s methods [62]. Zubov’s method
requires solving linear partial differential equations, and it gives the exact Lyapunov
function for the system if a closed-form solution for the differential equations exists,
which is generally intractable. Popov’s method is based on frequency domain analysis
and has recently been applied for stability analysis of AC microgrids [63]. However, it
requires nonlinearities to lie within the first and third quadrants, which is not always
true [46,64]. Classical methods such as Gorev’s energy criteria, Magnusson’s method of
transitional energy, and Aylett’s energy integral criterion do not yield systematic proce-
dures because they ignore the existence of transfer conductances [61]. Recent approaches
to find Unstable Equilibrium Points (UEP) algorithmically such as Closest Unstable
Equilibrium Point, Boundary Controlling Unstable equilibrium point, and Potential
Energy Boundary Surface methods are also based on the direct method [3, 61, 65–67],
and have found applicability in practical systems [68,69]. However, these have not been
extended to cover model uncertainty.
1.3 Detailed Description of Chapter Contents
• Chapter 1 - Introduction: introduces motivation regarding to quantifying the im-
pact of uncertainty in power systems, reviews prior approaches related to uncer-
tainty propagation and robust stability analysis in power systems, and describes
our contribution over the prior works.
• Chapter 2 - Power Systems and Uncertainty Model: describes power system dy-
namical model and parametric and input uncertainty model which are the mod-
eling basis of our analysis in this thesis.
• Chapter 3 - Uncertainty Propagation in Power-system DAE Model: presents an
analytic method to propagate parametric and input uncertainty in power-system
DAE model based on the formulation of sensitivity equations and QCQP/SDP
relaxation. (Published in [44,70].)
• Chapter 4 - Uncertainty Propagation in Power Flow: presents an analytic method
to propagate parametric and input uncertainty in power flow equations based on
8the formulation of sensitivity equations and ADMM. (Published in [45], and [71]
in review.)
• Chapter 5 - Robust Stability Assessment of Power Systems: presents an analytic
method to estimate robust ROA for power-system transient stability with para-
metric and input uncertainty based on the formulation of Lyapunov’s stability
conditions using SOS optimization method. (Published in [72].)
• Chapter 6 - Conclusion and Discussion
Chapter 2
Power Systems and Uncertainty
Model
In this chapter, we present power systems and uncertainty models that we adopt in
this thesis. First, we present DAEs that describe electro-mechanical dynamics as well
as power-flow balance in power systems. Following this, we introduce unknown-but-
bounded uncertainty models to describe a bounded set for parameters and inputs that
are uncertain.
2.1 Power System Model
Power-system dynamics can be described by a set of differential-algebraic equations
(DAEs) as follows:
dx
dt
= g(x, y, u), (2.1a)
0 = h(x, y, u), (2.1b)
x(t0) = x0, y(t0) = y0,
where x = [x1, . . . , xD]
T ∈ RD is the dynamical-state vector, y = [y1, . . . , yA]T ∈ RA
is the algebraic-state vector, u = [u1, . . . , uI ]
T ∈ RI collects all the parameters and
inputs in the system that are uncertain. Initial conditions are specified at some time
t0 ≥ 0 for the dynamic and algebraic states, and they are denoted by x0 ∈ RD and
9
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y0 ∈ RA, respectively. Dynamic states of interest typically include rotor electrical
angular positions and frequencies, turbine powers, etc.; algebraic states typically include
bus-voltage magnitudes and phases. For ease of exposition, we refer to u simply as the
input; and for notational convenience, we will define the vector z = [xT, yT]T ∈ RD+A
that collects both the dynamic and algebraic states.
For example, a standard one-axis model for synchronous generators (SGs) in the
power system [46] is described by the following differential equations:
dδi
dt
= ωi − ωs,
dωi
dt
=
1
Mi
(
Pi − P eleci −Di(ωi − ωs)
)
, (2.2)
where δi and ωi are the rotor angle and speed, Mi and Di are the inertia constant
and damping coefficient for the ith machine, and Pi and P
elec
i are the mechanical-input
power and electrical-output power, respectively. Similarly, the electromechanical model
adopted for doubly-fed induction generator (DFIG) wind turbines is given by [73]:
dδi
dt
= (ωi − ωs)− 1|Ei|Ti
(
Xi −X ′i
X ′i
|Vj | sin (δi − θj) + Tiωs|V rotori | cos (δi − θrotori )
)
,
dωi
dt
=
1
Mi
(
Pi
ωs
ωi
− P eleci
)
, (2.3)
where, for the ith DFIG, |Ei| is the generator-voltage magnitude, Ti is the transient
open-circuit constant, X ′i is the transient reactance, Xi is the stator reactance, |Vj |
and θj are the terminal-voltage magnitude and angle, and |V rotori | and θrotori are the
rotor-voltage magnitude and angle. In (2.2) and (2.3), the electrical output power of
the generators can be expressed as:
P elec = Re
{
|Ei|∠δi
∑
j∈Gi
Y ∗ij |Vj |∠− θj
}
, (2.4)
where |Ei|∠δi is the generator voltage phasor at bus i, Yij is the (i, j) entry in the
(complex-valued) admittance matrix of the network; and Gi is the set that captures all
nodes electrically connected to the generator at node i.
Combined with the differential equations in (2.2)– (2.4), we also have algebraic
equations that describe real- and reactive-power-flow balance in the system given as
11
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0 =Re
{
|Vi|∠θi
∑
j∈Ni
Y ∗ij |Vj |∠− θj
}
+ PLi − PGi , (2.5a)
0 =Im
{
|Vi|∠θi
∑
j∈Ni
Y ∗ij |Vj |∠− θj
}
+QLi −QGi , (2.5b)
where {PLi , QLi } ({PGi , QGi }) are the real- and reactive-power consumed (generated) at
bus i, and Ni is the set that captures all nodes electrically connected to node i. For the
above DAE models, dynamic states, x = [δi, ωi], and algebraic states, y = [|Vj |, θj ].
In sinusoidal steady state, the dynamics simplify to power-flow equations which are
algebraic equations of the form:
0 = h(y, u). (2.6)
In particular, for power flow studies, we assume that dynamic states such as generator
frequency is already in steady-state, and we only consider the real- and reactive-power
balance equations in the model (2.5).
2.2 Unknown-but-bounded Uncertainty Model
We assume a worst-case uncertainty model for the inputs and parameters that are
not perfectly known. By this we mean that in addition to a nominal value, upper and
lower bounds for entries in u are known. Let us define the nominal value, upper, and
lower limits of the ith uncertainty variable, ui, as ui, u
max
i , and u
min
i , respectively. Then
the set of all possible values of uncertainty variables is denoted by U , and defined as:
U := {ui ∈ R|umini ≤ ui ≤ umaxi , ∀i =, 1, . . . , I} . (2.7)
For notational ease, it is convenient to assume that each uncertain parameter or
input can vary based on a percentage uncertainty, ρi; in particular,
ui ∈
[
umini , u
max
i
]
:=
[
ui
(
1− ρi
100
)
, ui
(
1 +
ρi
100
)]
. (2.8)
The set U is described by an I-dimensional polytope. For example, Fig. 2.1 illustrates
a setting with three uncertainties where the uncertainty set U is described by the 3-
dimensional polytope that captures all possible values of uncertainty variables, u1–u3.
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Figure 2.1: Unknown-but-bounded uncertainty set for three uncertainties.
In this case, ∆ui represents variations of each uncertainty variable ui around the nominal
values denoted by ui. We illustrate the notation introduced with an example next.
Example 1 Figure 2.2 depicts a single-machine infinite-bus (SMIB) system. It is com-
posed of a synchronous generator (at bus 1), a constant PQ load (at bus 3), and
the infinite bus (bus 2). Let |Vi| and θi denote the voltage magnitudes and angles at
bus i, respectively. Let δ and ω denote the synchronous-generator rotor angular posi-
tion and velocity, respectively. With reference to (2.1), differential and algebraic equa-
tions in (2.9a) and (2.9b) correspond to (2.1a) and (2.1b), respectively; the dynamic
and algebraic states are collected in x = [δ, ω]T and y = [|V3|, θ3]T, respectively; and
z = [δ, ω, |V3|, θ3]T. The DAE model is then
g1(x, y, u) :=
dδ
dt
= ω − ωs, (2.9a)
g2(x, y, u) :=
dω
dt
=
P
M
− |E||V3|
MXM
sin(δ − θ3)− D
M
(ω − ωs),
h1(x, y, u) :=
|E||V3|
XM
sin(θ3 − δ) + |V2||V3|
XL
sin(θ3 − θ2) + PL = 0, (2.9b)
h2(x, y, u) :=
|V3|2
XM
+
|V3|2
XL
− |E||V3|
XM
cos(θ3 − δ)− |V3||V2|
XL
cos(θ3 − θ2) +QL = 0,
where ωs is the synchronous speed, P is the mechanical input power, M is the inertia
constant, D is the damping coefficient, |E| is the internal voltage, XM is the synchronous
reactance, and XL is the reactance of line (2, 3).
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Figure 2.2: One-line diagram of the SMIB model studied in Example 1.
Possible sources of parametric and input uncertainty includes the infinite-bus volt-
age magnitude and angle, |V2| and θ2; real power of the load bus, PL; mechanical in-
put power, P ; inertia constant, M ; damping coefficient, D; internal voltage, |E|; syn-
chronous reactance, XM ; and reactance of line (2, 3), XL. Assume that the infinite-bus
voltage magnitude, |V2|, and real power of the load bus, PL are uncertain. In this case,
the uncertainties, u = [u1, u2]
T = [|V2|, PL]T and the uncertainty set that contains the
possible values of uncertainty variables are described by a rectangle. We also suppose
the nominal values, u = [u1, u2]
T = [|V |2, P
L
]T = [1, 1]T. When we solve the equa-
tions in (2.1), power-flow equations in (2.9) for u = u, we get the nominal values,
x = [δ, ω]T = [0.3154, 376.9911]T, and y = [|V |3, θ3]T = [1.0064, 0]T. 
Example 2 In this example, we illustrate the power-flow equations discussed above for
the two-bus power system sketched in Fig. 2.3, composed of a PQ load at bus 2 connected
to the infinite bus at bus 1 through a transmission line with line reactance, XL.. Nominal
parameters and inputs are |V1| = 1, θ1 = 0, XL = 0.15, PL = 0.2, QL = 0.1. (All
values are in per-unit unless explicitly specified.) The power-flow equations for real- and
reactive-power balance at bus 2 (the load bus) are
0 = h1(x, u) :=
|V1||V2|
XL
sin θ2 + P
L,
0 = h2(x, u) :=
|V2|2
XL
− |V1||V2|
XL
cos θ2 +Q
L.
(2.10)
Assume that the infinite-bus voltage magnitude, |V1|, and real power of the load
bus, PL, are uncertain and can vary up to ±10 % around their nominal values (i.e.,
ρ1 = ρ2 = 10). In this case, the state variables, x = [x1, x2]
T = [|V2|, θ2]T, and
the uncertainties, u = [u1, u2]
T = [|V1|, PL]T. We will suppose the nominal values,
u = [u1, u2]
T = [1, 0.2]T. When we solve the power-flow equations in (2.10) for u = u,
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Figure 2.3: An illustrative power-system model for Example 2.
we get the nominal value of the voltage magnitude, |V2|, x1(u) = 0.9843, and the nominal
value of the phase, θ2, x2(u) = −0.0305 [rad]. 
Chapter 3
Uncertainty Propagation in
Power-system DAE Models
In this chapter, we outline a convex-optimization-based method to estimate max-
imum and minimum bounds on states of DAEs that describe the electromechanical
dynamics of power systems while acknowledging parametric and input uncertainty in
the model. The method is based on a second-order Taylor-series approximation of the
DAE-model state trajectories as a function of the uncertainties. A key contribution
in this regard is the derivation of a DAE model that governs the second-order tra-
jectory sensitivities of states to uncertainties in the model. Bounds on the states are
then obtained by solving semidefinite programs, where the objective is to maximize /
minimize the Taylor-series approximations subject to constraints that describe the un-
certainty space. While the computed bounds are approximate (since they are derived
from a Taylor-series approximation of the state trajectories) the method nevertheless
is an efficient system-theoretic approach to uncertainty propagation for power-system
DAE models.
The remainder of this chapter is organized as follows. In Section 3.1, we formulate
the Taylor-series approximation of the system states. In Section 3.2, we derive the DAE
model that governs the trajectory sensitivities. In Section 3.3, we derive the SDPs to
estimate the upper and lower bounds on system states. In Section 3.4, numerical case
studies are presented for a DAE model of the IEEE 39-bus New England system to
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demonstrate scalability and validate the approach.
3.1 Quadratic Approximation of System States
Suppose we have power system model described by DAEs in (2.1). Also assume
that the unknown-but-bounded uncertainty model in (2.7) is adopted for the analysis.
Central to the proposed uncertainty-propagation algorithm is a second-order approxi-
mation of the solution to (2.1) as a function of ∆u := u − u. Utilizing a Taylor-series
approximation, we write the ith state at time t as follows:
zi(t, u) ≈ zi(t, u) + Ji∆u+ 1
2
∆uTHi∆u, (3.1)
where zi(t, u) is the solution for the nominal input u = u, and Ji ∈ R1×I and Hi ∈ RI×I
are given by
Ji =
[
∂zi
∂u1
, . . . ,
∂zi
∂uI
]
;Hi =

∂2zi
∂u21
. . . ∂
2zi
∂u1∂uI
...
. . .
...
∂2zi
∂uI∂u1
. . . ∂
2zi
∂u2I
 ,
with their entries evaluated for (t, u). To capture pertinent sensitivities for all the
dynamical and algebraic states, zi,∀i = 1, . . . , D + A, to the inputs uj ,∀j = 1, . . . , I
with approximations in (3.1), we have to track the evolution of entries of Ji and Hi.
This requires describing the evolution of the following (D+A)×I first-order, (D+A)×I
second-order, and 12(D +A)× I(I − 1) mixed sensitivity-related states:{
∂z1
∂u1
, . . . ,
∂z1
∂uI
, . . . ,
∂zD+A
∂u1
, . . . ,
∂zD+A
∂uI
}
, (3.2)
{
∂2z1
∂u21
, . . . ,
∂2z1
∂u2I
, . . . ,
∂2zD+A
∂u21
, . . . ,
∂2zD+A
∂u2I
}
, (3.3)
{
∂2z1
∂u1∂u2
, ..,
∂2z1
∂uI−1∂uI
, ..,
∂2zD+A
∂u1∂u2
, ..,
∂2zD+A
∂uI−1∂uI
}
. (3.4)
For the approximation (3.1), we are interested in:
zmini (t) := min
u∈U
zi(t, u), z
max
i (t) := max
u∈U
zi(t, u). (3.5)
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Note that it is analytically intractable to compute the above bounds for the exact
solution of (2.1). However, given the quadratic approximation for the states in (3.1),
and the uncertainty model for the inputs in (2.8), we show in Section 3.3 that the
problems in (3.5) are QCQPs, and describe an approach to solve them. But first, we
derive the DAEs that have to be simulated to obtain entries of (3.2)-(3.4), so that the
Taylor-series expansion for each state variable can be obtained.
3.2 Dynamics of Sensitivity Variables
Suppose the differential and algebraic equations in (2.1) are continuous in (x, y, u),
have continuous first- and second-order partial derivatives with respect to (x, y, u), and
the system (2.1) admits a unique solution for the nominal uncertain input u. Express
the solution of the kth differential equation in (2.1), gk(x, y, u), for u = u and at time t
as:
xk(t, u) = xk(t0, u) +
∫ t
τ=t0
gk(x, y, u)dτ. (3.6)
First-order Sensitivities
Consider entries in the set (3.2). Define the following D- and A-dimensional first-
order-sensitivity state vectors ∀i = 1, . . . , I
fx,ui :=
[
∂x1
∂ui
, . . . ,
∂xD
∂ui
]T
, fy,ui :=
[
∂y1
∂ui
, . . . ,
∂yA
∂ui
]T
. (3.7)
Denote the kth (`th, respectively) entry of the vector fx,ui (fy,ui , respectively) by fxk,ui
(fy`,ui , respectively). Taking the partial derivative of xk(t, u) given in (3.6) with respect
to ui:
∂xk
∂ui
=
t∫
τ=t0
D∑
m=1
∂gk
∂xm
∂xm
∂ui
+
A∑
n=1
∂gk
∂yn
∂yn
∂ui
+
∂gk
∂ui
dτ. (3.8)
By taking the derivative of (3.8) with respect to t, and leveraging the notation estab-
lished in (3.7), we get:
d
dt
fxk,ui =
D∑
m=1
∂gk
∂xm
fxm,ui +
A∑
n=1
∂gk
∂yn
fyn,ui +
∂gk
∂ui
. (3.9)
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The vector field that governs the evolution of fxk,ui depends on entries of the vector
fy,ui , i.e., the first-order sensitivities of the algebraic states. This suggests that we also
need the following complementary algebraic equations ∀` = 1, . . . , A which are recovered
from the algebraic equations in (2.1):
0 =
D∑
m=1
∂h`
∂xm
fxm,ui +
A∑
n=1
∂h`
∂yn
fyn,ui +
∂h`
∂ui
. (3.10)
Collecting (3.9) and (3.10) in a matrix-vector form ∀k = 1, ..., D, and ∀` = 1, ..., A, we
get the following DAE model that governs the dynamics of the first-order sensitivities:
d
dt
fx,ui = ∇xg · fx,ui +∇yg · fy,ui +
∂g
∂ui
, (3.11)
0 = ∇xh · fx,ui +∇yh · fy,ui +
∂h
∂ui
,
where ∂g∂ui , ∇xg, and ∇yg are given by
∂g
∂ui
=
[
∂g1
∂ui
, ∂g2∂ui , . . . ,
∂gD
∂ui
]T
,
∇xg =

∂g1
∂x1
. . . ∂g1∂xD
...
. . .
...
∂gD
∂x1
. . . ∂gD∂xD
 ,∇yg =

∂g1
∂y1
. . . ∂g1∂yA
...
. . .
...
∂gD
∂y1
. . . ∂gD∂yA
 ,
with all entries evaluated at u = u. Entries of ∂h∂ui , ∇xh, and ∇yh are defined simi-
larly, and not reported for conciseness. Simulating the DAE model composed of copies
of (3.11) ∀i = 1, . . . , I yields all the first-order sensitivities in the set (3.2).
Second-order Sensitivities
Now consider entries in the set (3.3). Denote the following D- and A-dimensional
second-order-sensitivity state vectors ∀i = 1, . . . , I
sx,ui =
[
∂2x1
∂u2i
, . . . ,
∂2xD
∂u2i
]T
, sy,ui =
[
∂2y1
∂u2i
, . . . ,
∂2yA
∂u2i
]T
. (3.12)
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Following an approach analogous to the first-order sensitivities, we get the following
DAE model that governs the evolution of the second-order sensitivities:1
d
dt
sx,ui =∇xg · sx,ui +∇yg · sy,ui +
∂∇xg
∂ui
· fx,ui +
∂∇yg
∂ui
· fy,ui +
∂2g
∂u2i
(3.13)
+
[
(1D ⊗ fx,ui)T
]† [∇2xg1, . . . ,∇2xgp]† (1D ⊗ fx,ui)
+
[
(1A ⊗ fy,ui)T
]† [∇2yg1, . . . ,∇2ygp]† (1A ⊗ fy,ui),
0 =∇xh · sx,ui +∇yh · sy,ui +
∂∇xh
∂ui
· fx,ui +
∂∇yh
∂ui
· fy,ui +
∂2h
∂u2i
+
[
(1D ⊗ fx,ui)T
]† [∇2xh1, . . . ,∇2xhq]† (1D ⊗ fx,ui)
+
[
(1A ⊗ fy,ui)T
]† [∇2yh1, . . . ,∇2yhq]† (1A ⊗ fy,ui),
where ∂
2h
∂u2i
, ∇2xgi, and ∂∇xg∂ui , are given by
∂2h
∂u2i
=
[
∂2g1
∂u2i
, ∂
2g2
∂u2i
, . . . , ∂
2gD
∂u2i
]T
,
∇2xgi =

∂2gi
∂x21
∂2gi
∂x1∂x2
. . . ∂
2gi
∂x1∂xD
...
...
. . .
...
∂2gi
∂xD∂x1
∂2gi
∂xD∂x2
. . . ∂
2gi
∂x2D
 ,
∂∇xg
∂ui
=

∂2g1
∂ui∂x1
. . . ∂
2g1
∂ui∂xD
...
. . .
...
∂2gD
∂ui∂x1
. . . ∂
2gD
∂ui∂xD
 ,
with all entries evaluated for u = u. Entries of ∇2ygi, ∂∇yg∂ui , ∂
2h
∂u2i
, ∇2xhi, ∇2yhi, ∂∇xh∂ui , and
∂∇yh
∂ui
follow similarly and are not reported for conciseness. As before, simulating the
DAE model composed of copies of (3.13) ∀i = 1, . . . , I yields the dynamics of all entries
in (3.3). More details on the derivation to obtain (3.13) are provided in Appendix A.
1 1N and 0N denote N -dimensional vectors with all entries equal to 1 and 0, respectively. x⊗y denotes
the Kronecker product of x and y. Also, [X1, . . . , XN ]
† denotes a block diagonal matrix with square
matrices X1, . . . , XN stacked along the diagonal, e.g., for vector X = [X1, X2]
T, X† := diag{X1, X2}.
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Mixed Sensitivities
Finally, consider entries in the set (3.4). Define the following D- and A-dimensional
mixed sensitivity state vectors ∀i = 1, . . . , I
mx,uij =
[
∂2x1
∂ui∂uj
, . . . ,
∂2xD
∂ui∂uj
]T
, (3.14)
my,uij =
[
∂2y1
∂ui∂uj
, . . . ,
∂2yA
∂ui∂uj
]T
.
Again, following an approach analogous to the first-order sensitivities, we get the fol-
lowing DAE model that governs the evolution of the mixed sensitivities:
d
dt
mx,uij =∇xg ·mx,uij +∇yg ·my,uij +
∂∇xg
∂uj
· fx,ui +
∂∇yg
∂uj
· fy,ui +
∂2g
∂ui∂uj
(3.15)
+
[
(1D ⊗ fx,ui)T
]† [∇2xg1, . . . ,∇2xgp]† (1D ⊗ fx,uj )
+
[
(1A ⊗ fy,ui)T
]† [∇2yg1, . . . ,∇2ygp]† (1A ⊗ fy,uj ),
0 =∇xh ·mx,uij +∇yh ·my,uij +
∂∇xh
∂uj
· fx,ui +
∂∇yh
∂uj
· fy,ui +
∂2h
∂ui∂uj
+
[
(1D ⊗ fx,ui)T
]† [∇2xh1, . . . ,∇2xhq]† (1D ⊗ fx,uj )
+
[
(1A ⊗ fy,ui)T
]† [∇2yh1, . . . ,∇2yhq]† (1A ⊗ fy,uj ),
where ∂
2g
∂ui∂uj
is given by
∂2g
∂ui∂uj
=
[
∂2g1
∂ui∂uj
, ∂
2g2
∂ui∂uj
, . . . , ∂
2gD
∂ui∂uj
]T
, (3.16)
with all entries evaluated for u = u. Entries of ∂
2h
∂ui∂uj
follow similarly and are not
reported for conciseness. Simulating the DAE model composed of copies of (3.15) ∀i, j
yields all entries in the set (3.4). More details on the derivation to obtain (3.15) are
provided in Appendix A.
To summarize, in addition to simulating (2.1) for u = u, we also simulate the
DAEs given in (3.11), (3.13), and (3.15). These dynamics provide all entries in the
sets (3.2), (3.3), and (3.4). With this information, we can approximate at any instant t
the state variable zi with the Taylor-series expansion in (3.1).
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Figure 3.1: Profile of real-power load, PL.
Example 3 (Continued from Example 1) With reference to the power-system DAE
model presented in (2.9), we assume that the real-power component of the PQ load at
bus 2, PL, is time varying, and described by the following sinusoidal function:
PL = p0 + (1− p1) + (p2 − (1− p1)) cos(0.8t), (3.17)
where p0 and p2 are constants. The value of p1 is assumed to be unknown but bounded
(i.e., u = p1), with nominal value u = p1 and percentage uncertainty ρ. In Fig 3.1,
we show 200 realizations of P in green lines corresponding to different values of p1 in
the range
[
p1
(
1− ρ100
)
, p1
(
1 + ρ100
)]
sampled from a uniform distribution. (All model-
parameter values are reported in Appendix B.1.) Red and blue lines denote the worst-case
bounds on PL. The model adopted for PL is without loss of generality, and here, it is
intended to represent the scenario of increasing uncertainty in accurately forecasting the
load. Based on (3.2)-(3.3), the first-, and second-order sensitivity variables for the DAE
model in (2.9) are given below:
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fx,u = [fx1,u, fx2,u]
T :=
[
∂δ
∂p1
,
∂ω
∂p1
]T
, (3.18a)
fy,u = [fy1,u, fy2,u]
T :=
[
∂|V3|
∂p1
,
∂θ3
∂p1
]T
, (3.18b)
sx,u = [sx1,u, sx2,u]
T :=
[
∂2δ
∂p21
,
∂2ω
∂p21
]T
, (3.18c)
sy,u = [sy1,u, sy2,u]
T :=
[
∂2|V3|
∂p21
,
∂2θ3
∂p21
]T
. (3.18d)
Note that there are no mixed sensitivities in this case since we have a single uncertainty
in the model. For the DAE in (2.9), we can express the dynamics for the first-order
sensitivity variables in (3.18a)–(3.18b) in the general form (3.11), where
∇xg =
[
0 1
− |E||V 3| cos(δ−θ3)MXM − DM
]
,
∇xh =
[
− |E||V 3| cos(δ−θ3)XM 0
|E||V 3| sin(δ−θ3)
XM
0
]
,
∇yg =
[
0 0
− |E||V 3| sin(δ−θ3)MXM
|E||V 3| cos(δ−θ3)
MXM
]
,
∇yh =
[
− |E||V 3| sin(δ−θ3)XM +
sin(θ3)
XL
|E||V 3| cos(δ−θ3)
XM
+ |V 3| cos(θ3)XL
2|V 3|
XM
+ 2|V 3|XL +
|E| cos(δ−θ3)
XM
− cos(θ3)XL
|E||V 3| sin(δ−θ3)
XM
+ |V 3| sin(θ3)XL
]
,
∂h
∂u
=
[
−1 + cos(0.8t) 0
]T
,
∂g
∂u
=
[
0 0
]T
.
We refrain from reporting the dynamics of the second-order sensitivities due to space
constraints. 
3.3 Computing Bounds on System States
In this section, we demonstrate that the problems in (3.5) are QCQPs. Then, we
leverage SDP relaxations to solve them.
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3.3.1 Formulation of QCQP Problems
Given the dynamical system (2.1), the DAE model that captures the dynamics of
the sensitivity variables in (3.11), (3.13) and (3.15), and the second-order Taylor-series
approximation (3.1), the problems in (3.5) can be written explicitly as the following
QCQPs:
zmaxi (t) = maxu
[
1
u
]T
Mi(t)
[
1
u
]
(3.19a)
s.t.
[
1
u
]T
Ck
[
1
u
]
≤ 0, k = 1, . . . , I. (3.19b)
zmini (t) = minu
[
1
u
]T
Mi(t)
[
1
u
]
(3.20a)
s.t.
[
1
u
]T
Ck
[
1
u
]
≤ 0, k = 1, . . . , I. (3.20b)
The objective functions in (3.19a) and (3.20a) boil down to the Taylor-series approxi-
mation in (3.1) with the choice
Mi(t) =
zi(t, u)− Jiu+ 12uTHiu 12 (Ji − uTHi)
1
2
(
Ji − uTHi
)T 1
2Hi
 . (3.21)
With reference to the constraints in (3.19b) and (3.20b), we define
Ck =
−u2k (( ρk100)2 − 1) B
BT D
 , k = 1, . . . , I, (3.22)
where B ∈ R1×I is a vector with the kth entry equal to −uk and all other entries
equal to 0, and D ∈ RI×I is a matrix with the kth diagonal entry equal to 1 and all
other entries equal to 0. With this choice for Ck, the kth constraint is represented as
(uk − uk)2 ≤
( ρk
100uk
)2
, which is a surrogate to (2.8).
Notice that we do not have any a priori guarantees on the positive/negative def-
initeness of Mi(t). This motivates the development of SDP relaxations to bound the
solutions of the QCQPs in (3.19)–(3.20). We discuss this next.
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3.3.2 SDP Relaxation of QCQP Problems
We can obtain upper and lower bounds to the optimal solutions of (3.19) and (3.20)—
quantities we denote by zmaxi (t) and z
min
i (t), respectively—by solving the following
SDPs:
zmaxi (t) = min
γ∈R, {λk}Ik=1
γ (3.23)
s.t.
[
γ 0
0 0I
]
−Mi(t)−
I∑
k=1
λkCk  0
λk ≥ 0, k = 1, . . . , I.
zmini (t) = max
γ∈R, {λk}Ik=1
γ (3.24)
s.t. −
[
γ 0
0 0I
]
+Mi(t)−
I∑
k=1
λkCk  0
λk ≥ 0, k = 1, . . . , I.
In particular, we can guarantee that zmaxi (t) ≥ zmaxi (t), and zmini (t) ≤ zmini (t). The
SDPs in (3.23)–(3.24) follow from (3.19)–(3.20) via a Lagrangian relaxation and weak
duality [70,74].
An alternate approach to tackle the QCQPs in (3.19)–(3.20) is to solve the following
SDPs:
z˜
min/max
i (t) = min/max
U0,U11=1
trace{Mi(t)U} (3.25)
s.t. trace{CkU}  0, k = 1, . . . , I.
To see this, begin by expressing the quadratic functions in (3.19)–(3.20) as trace{Mi(t)U}
and trace{CkU}, with U =
[
1
u
][
1
u
]T
. The formulation in (3.25) follows by recognizing
that U  0, U11 = 1, and dropping the rank{U} = 1 constraint. The SDPs in (3.23)-
(3.24) and in (3.25) demonstrate strong duality, i.e., zi(t)
min/max = z˜i(t)
min/max if there
exist feasible solutions for both SDPs [74,75].
The formulation in (3.23)–(3.24) suggests that the bounds have to be computed:
i) for all dynamic/algebraic states, ii) at every time instant, and iii) over the entire
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duration of the time-domain simulation. However, this might be overly cautious and the
bounds could only be computed for pertinent states every few time steps of the numerical
simulation, and only for a fraction of the total simulation horizon. (In all simulation
results that follow, we compute the bounds for every time step of the simulation, but
in Fig. 3.6(c) we demonstrate how the bounds can be computed only for a short time
horizon.) For a given system, the total number of SDPs that need to be solved is
twice the product of the number of states of interest and the number of time steps
corresponding to the duration of interest (the factor of two comes from the fact that for
each state we solve a problem for the minimum and one for the maximum).
Example 4 (Continued from Examples 1 and 3)
Recall the DAE model presented for the SMIB system in Example 1. The real-power
load at bus 3 is uncertain (realizations are plotted in Fig. 3.1), and we are interested
in estimating minimum and maximum bounds on the dynamic states δ, ω, and alge-
braic states |V3|, θ3. Leveraging the approach outlined in Section 3.2, we simulate the
dynamics of the sensitivity variables in (3.18) so that the Taylor-series approximation
in (3.1) can be obtained for each state in z = [δ, ω, |V3|, θ3]T. Next, we solve (at each
instant) 8 optimization problems (4 states × 2 problems per state for the minimum and
maximum values). The optimization problem for the maximum value of each state is
given in (3.23), and the problem to compute the minimum of each state is the one given
in (3.24). For zi, the matrix Mi in (3.21) (which defines the objective function) and the
matrix C in (3.22) (which defines the constraint equation) are given by
Mi =
zi − fzi,up1 + 12szi,u 12(fzi,u − p1szi,u)
1
2
(
fzi,u − p1szi,u
)
1
2szi,u
 , (3.26)
C =
[
−p21
(
( ρ100)
2 − 1) −p1
−p1 1
]
. (3.27)
Figures 3.2(a) and 3.2(d) show the estimated minimum and maximum bounds on δ, ω
(dynamic states) and θ3, |V3| (algebraic states) in solid blue and solid red, respectively.
The bounds are superimposed to results of repeated time-domain simulations of the orig-
inal DAE model in (2.9) for 200 different realizations of the load PL shown in green
traces in Fig. 3.1. These results establish the validity of the proposed method.
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Figure 3.2: Result of bound estimation for SMIB DAE Model.
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Next, we depart from the uncertainty model adopted for PL, and discuss how the ap-
proach performs as the number of uncertain elements is changed. Figures 3.3(a)-3.3(d)
show the results for different number of uncertain elements (1, 3, 5, and 10 in (a), (b),
(c), (d), respectively) for generator frequency, ω, in the SMIB system. In each plot,
estimated upper/lower bounds (red and blue lines) are superimposed to repeated time-
domain simulations (green lines with extrema in bold) for different uncertainty vari-
ables: u = P in Fig. 3.3(a), u = [P,D, PL]T in Fig. 3.3(b), u = [P,D, PL, QL, |V2|]T
in Fig. 3.3(c), and u = [P,D, PL, QL, |E|, |V2|, θ2,M,XL, XM ]T in Fig. 3.3(d). (See
Appendix B for details.) As expected, we see that as the number of uncertain elements
increase, the bounds become more conservative; this could conceivably be addressed with
higher-order Taylor-series approximations. The computation time for our approach in
the three cases is 3.34, 8.48, 15.39, 144.91 [sec] and that for 600 repeated simulations is
264.78, 271.12, 273.95, 266.66 [sec]. Again, as expected with increasing number of uncer-
tain parameters, the computational burden is increased. 
The proposed method is summarized in the block diagram shown in Fig. 3.4. This
figure depicts all the approximations and relaxations, including: i) the formulation of the
2nd-order Taylor series approximation, ii) formulation of the QCQP to estimate bounds
on the state variables, and iii) SDP relaxation of the QCQP problem. We provide some
remarks on the approximations and their impact in each step next. For the second-
order Taylor approximation, the approximation error is bounded in Lagrangian form
by the remainder term in Taylor’s theorem [76]. To obtain the QCQP, constraints in
uncertainty variables are transformed into quadratic functions. The solutions of the
SDPs provide guaranteed bounds to those of the QCQPs [70,74].
To demonstrate scalability of the approach to realistic power-system dynamic mod-
els, we next document results from simulations performed for the IEEE 39-bus New
England test system. In so doing, we validate the accuracy of the approach and in-
vestigate possible errors and conservatism introduced due to the approximations and
relaxations adopted in the approach. We also highlight some unique features of the
method, such as the ability to compute the bounds on predefined time intervals.
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Figure 3.3: Estimated upper/lower bounds for different number of uncertainty variables.
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Figure 3.4: Overview of the steps of the proposed method described in this Chapter for
estimating the upper/lower bounds on the system states.
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Figure 3.5: One-line diagram of the New England test system.
3.4 Numerical Case Study
We demonstrate the scalability and accuracy of our approach with simulations per-
formed for the New England Power System. This system is composed of 10 generators
and 39 buses, and the corresponding DAE model has 32 dynamic and 58 algebraic states.
Figure 3.5 depicts a one-line diagram: generators are at buses 1, . . . , 10, and non-zero
constant-power loads are at buses 9, . . . , 25. For the purposes of Automatic Generation
Control (AGC), we divide the system into two balancing areas. Area 1 has generators
1, 2, 3, while Area 2 has generators 4, . . . , 10. We acknowledge multiple sources of un-
certainty in inputs and parameters; particularly, we model uncertainty in a generator
damping constant, an economic-dispatch signal, and a real-power load.
We begin this section with a description of the DAE model for the system. Following
this, we describe the uncertainty model, and then present some pertinent results from
numerical simulations.
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3.4.1 Power-system DAE Model
The DAE model includes a three-state model for the synchronous generators, con-
troller dynamics to implement AGC, and the algebraic power-balance equations.
Synchronous-generator Electromechanical Dynamics
We adopt a three-state model for the electromechanical dynamics of the synchronous
generators in the system. Following [77], for the ith generator, we model the evolution
of the rotor electrical angle, δi (with respect to a rotating reference frame at ωs), rotor
electrical frequency, ωi, and turbine power, Pi, with the following dynamics:
dδi
dt
= ωi − ωs, (3.28a)
Mi
dωi
dt
= Pi − PGi −Di(ωi − ωs), (3.28b)
τi
dPi
dt
= −(Pi − P refi )−
1
ωsri
(ωi − ωs), (3.28c)
where Mi is the inertia constant, Di is the damping coefficient, τi is the governor time
constant, and ri is the slope of the speed-droop characteristic. In (3.28c), P
ref
i is the
reference power for the ith generator (we discuss how this is computed in the next
section), and in (3.28b), PGi is the output real power of the ith generator, and it is
given by
PGi = Re
{
|Ei|∠δi
∑
j∈Gi
Y ∗ij |Vj |∠− θj
}
+ PLi ,
where |Ei| is the machine terminal voltage, Yij is the (i, j) entry of the network’s ad-
mittance matrix, PLi is the active power of the load at bus i, |Vj |∠θj is the voltage
phasor at bus j, and Gi is the set of all buses connected to the generator at bus i.
The three-state model in (3.28) has been utilized to study time frames of interest for
AGC [77, 78]. Indeed, more detailed models incorporating dynamics of, e.g., voltage
regulators, exciters, and damper windings, can be investigated depending on the time
scales of interest.
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Algebraic Power-balance Equations
Real- and reactive-power balance at load buses (i.e., buses 11, . . . , 39) is captured
by the following algebraic power-flow equations:
0 = Re
{
|Vi|∠θi
∑
j∈Ni
Y ∗ij |Vj |∠− θj
}
+ PLi , (3.29a)
0 = Im
{
|Vi|∠θi
∑
j∈Ni
Y ∗ij |Vj |∠− θj
}
+QLi , (3.29b)
where PLi and Q
L
i are the active and reactive power of the load at bus i (they are set
to zero if there is no PQ load at bus i), and Ni is the set of all buses connected to the
load at bus i.
Automatic Generation Control
For AGC, notice from Fig. 3.5 that we divide the system into two balancing areas.
Consider the following controller dynamics for area k
dξk
dt
= ACEk −
∑
j∈Gk
(
P refj − PGj
)
, (3.30)
where Gk is the set that collects all generators in area k (i.e., G1 = {1, 2, 3}, and G2 =
{4, . . . , 10}). The Area Control Error (ACE) for area k is denoted by ACEk, and given
by:
ACEk =
∑
j∈Ak
(
Pkj − P schkj
)
− bk
( 1
|Gk|
∑
j∈Gk
ωj − ωs
)
, (3.31)
where Ak is the set representing all neighboring balancing areas connected to area k
by tie lines, |Gk| is the cardinality of Gk, Pkj is the sum of all active-power flows from
area k to j, P schkj is the scheduled power flow from area k to j, and bk is the bias factor
for area k. The reference power for the i generator, P refi is then determined as:
P refi = P
ed
i + ai
(
ξk −
∑
j∈Gk
P edj
)
,
where P edi is the economically-dispatched power reference for the ith generator, and ai
is the ACE participation factor.
With reference to the DAE model in (2.1), the generator and AGC dynamics in (3.28)
and (3.30), respectively, constitute the differential equations in the model, and the
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power-balance expressions in (3.29) are the algebraic equations. In all, we have D = 32
dynamic states: {δi}10i=1, {ωi}10i=1, {ξi}2i=1; and A = 58 algebraic states: {Vi}29i=1, {θi}29i=1.
3.4.2 Uncertainty Model
We consider three sources of uncertainty in the DAE model described above. Partic-
ularly, we assume that the economic-dispatch signal for generator 4, P ed4 , the damping
constant of generator 8, D8, and the real-power drawn at bus 25, P
L
25, are all unknown
but bounded around known nominal values. The choice of uncertain variables demon-
strates the ability of our approach in contending with both input uncertainty (P ed4 and
PL25), and parametric uncertainty (D8). We assume ±30% uncertainty in P ed4 , PL25, and
D8.
3.4.3 Uncertainty Propagation
To propagate the impact of the parametric and input uncertainty discussed above
to dynamic and algebraic states of interest in the model, we: i) leverage the approach
outlined in Section 3.2 to simulate the dynamics of sensitivity variables; ii) build the
Taylor-series approximation in (3.1); and iii) solve optimization problems given in (3.23)
and (3.24).
Some representative results from the method described above are plotted in Figs. 3.6
(a)-(f). In each case, minimum and maximum bounds on the states—as obtained from
our approach—are plotted in solid blue and solid red, respectively. Results from re-
peated time-domain solutions of the DAE model discussed in Section 3.4.1 for different
values of the uncertain elements (P ed4 , P
L
25, D8) are shown in green lines. (Particularly,
we sample 50 realizations from a uniform distribution.) Without loss of generality, we
plot results for four dynamic states: the AGC control state for area 1, ξ1, the electrical
angle, frequency, and turbine power of generator 10, ω10, δ10, and P10, respectively;
and two algebraic states: the voltage magnitude and angle at bus 12, |V12| and θ12,
respectively.
The simulations are obtained by perturbing the angle of generator 1 from its equilib-
rium value. The simulations therefore capture the dynamics in a post-fault state which
may have been triggered due to a loss of load or line.
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The result in Fig. 3.6 (a) illustrates the effectiveness of our method. In partic-
ular, note that: i) the second-order Taylor-series approximation is accurate even for
uncertainties as large as ±30%, and ii) the SDP relaxations (3.23)–(3.24) of the origi-
nal QCQP problems (3.19)–(3.20) do not result in overly conservative upper and lower
bounds on the states. Furthermore, the computation time was 109.3 [sec] for the re-
peated time-domain simulations, while it was 102 [sec] for the proposed method. (The
computation time for the repeated time-domain simulations increases with the number
of samples—it is 215.3 [sec] for 100 samples, 444.5 [sec] for 200 samples.)
In Fig 3.6 (b), we depict the bounds on the AGC control state in area 1, ξ1 com-
puted with the second-order Taylor-series approximation (in solid red and blue), and
with a first-order Taylor-series approximation (in dashed red and blue). Since the
first-order approximation indicates that the state is affinely related to the uncertain
inputs/parameters, the maximum and minimum bounds on the state can be obtained
by just sampling the vertices of the set U [27]. Furthermore, for this approach, we have
to only simulate the first-order sensitivity dynamics in (3.11). However, we see that the
reduced computational and simulation burden comes with the cost of poor accuracy in
estimating the maximum and minimum values.
Figure 3.6 (c) illustrates that the bounds on the states can be selectively estimated
for a given time horizon by solving (3.23)–(3.24) only over that horizon. Here, we
estimate bounds on the bus-voltage magnitude |V12| only over the period [0.3, 3 ][sec].
In general, once the dynamics of the states and sensitivity variables are at hand, the
optimization problems in (3.23)–(3.24) can be solved selectively to focus on particular
time horizons of interest and only for the states of interest. This aspect can be leveraged
to reduce computational burden.
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Figure 3.6: Simulation results for the New England system.
Chapter 4
Uncertainty Propagation in
Power Flow
In this chapter, we develop an optimization-based method to propagate input and
parametric uncertainty to the power flow solution. The approach is based on maximiz-
ing and minimizing quadratic approximations of the power-flow states as a function of
the uncertainties subject to inequality constraints that capture all possible values the
uncertain elements can take. A major computational bottleneck in such an approach
is that the formulation of the quadratic approximations requires the solution of sensi-
tivities (up to second order) from algebraic equations that are derived from the power
flow equations. We demonstrate how decoupling assumptions based on the form and
function of power networks can be applied to facilitate computations in this regard. The
formulated quadratic programs are non-convex in general, and we adopt the ADMM
to solve them. Conditions for convergence in this non-convex setting are established
leveraging recent advances in optimization theory.
The remainder of this chapter is organized as follows. In Section 4.1, we formu-
late quadratic expressions for the algebraic variables of the power-flow equations. In
Section 4.2, we derive the algebraic equations that yield the sensitivities to formulate
the quadratic approximations for the states. In Section 4.3, we present the decoupling
assumptions to improve computation for sensitivity equations. In Section 4.4, we formu-
late the task of estimating minimum and maximum bounds on the states as nonconvex
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quadratic programs, and highlight the ADMM algorithm to solve the problems. In Sec-
tion 4.5, numerical simulations for the matpower 1354-bus test system are provided
to validate the accuracy and demonstrate the scalability of the approach.
4.1 Quadratic Approximation of Algebraic Variables
We are interested in finding upper and lower bounds on the solutions of the power-
flow balance equations in (2.6) given u ∈ U . Particularly, for the `th algebraic state, x`,
with u ∈ U , we are interested in computing:
xmin` := min
u∈U
x`(u), x
max
` := max
u∈U
x`(u). (4.1)
The above problems are challenging because there exist no analytical closed-form expres-
sions for x`(u) due to the nonlinear nature of the power-flow equations. Furthermore,
it is computationally infeasible to get the above bounds by extensively searching the
space U especially if many uncertainties are to be acknowledged. As discussed in the
introduction, we approach this problem based on a quadratic approximation of x`(u). In
particular, we approximate the `-th state with the following second-order Taylor-series
approximation around u = u:
x`(u) ≈ x`(u) + J`∆u+ 1
2
∆uTH`∆u, (4.2)
where x`(u) is the `th element of the solution to (2.6) for u = u, ∆u := u − u, and
J` ∈ R1×I and H` ∈ RI×I are given by
J` =
[
∂x`
∂u1
, . . . ,
∂x`
∂uI
]
, H` =

∂2x`
∂u21
. . . ∂
2x`
∂u1∂uI
...
. . .
...
∂2x`
∂uI∂u1
. . . ∂
2x`
∂u2I
 , (4.3)
where the values of the entries are evaluated at u = u.
Example 5 (continued from Example 2) In this example, we return to the system
introduced in Example 2, and formulate the quadratic approximations of the algebraic
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states, |V2|, θ2, and indicate the corresponding entries of J` and H`. From the power-
balance expressions in (2.10), we get:
|V2| = x1 ≈ x1(u) + J1∆u+ 1
2
∆uTH1∆u,
θ2 = x2 ≈ x2(u) + J2∆u+ 1
2
∆uTH2∆u,
(4.4)
with J1 =
[
∂|V2|
∂|V1| ,
∂|V2|
∂PL
]
, J2 =
[
∂θ2
∂|V1| ,
∂θ2
∂PL
]
,
H1 =
 ∂2|V2|∂|V1|2 ∂2|V2|∂PL∂|V1|
∂2|V2|
∂|V1|∂PL
∂2|V2|
∂PL2
 , H2 =
 ∂2θ2∂|V1|2 ∂2θ2∂PL∂|V1|
∂2θ2
∂|V1|∂PL
∂2θ2
∂PL2
 ,
and x1(u), x2(u) denoting the values of |V2| and θ2 for the nominal values of PL and
|V1|. 
4.2 Formulation of Sensitivity Equations
Consider the first-order, second-order, and mixed partial derivatives of the state
variables in terms of the uncertain inputs in the quadratic expansion (4.2). These terms
are denoted by fui , sui , and muij , and they are formally defined below:
fui = [f1,ui , . . . , fA,ui ]
T :=
[
∂x1
∂ui
, . . . ,
∂xA
∂ui
]T
,
sui = [s1,ui , . . . , sA,ui ]
T :=
[
∂2x1
∂u2i
, . . . ,
∂2xA
∂u2i
]T
,
muij =
[
m1,uij , ...,mA,uij
]T
:=
[
∂2x1
∂ui∂uj
, ... ,
∂2xA
∂ui∂uj
]T
.
(4.5)
To get the values of fui , sui , and muij , we first assume that for the algebraic equations
in (2.6), there exist continuous first- and second-order partial derivatives with respect
to (x, u). Then, we have to solve the following set of algebraic equations for each
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k = 1, . . . , A (derived by appropriately taking partial derivatives of (2.6)):
0 =
∂hk
∂ui
=
A∑
n=1
∂hk
∂xn
fn,ui +
∂hk
∂ui
, (4.6a)
0 =
∂2hk
∂u2i
=
A∑
r=1
∂2hk
∂ui∂xr
fr,ui +
∂2hk
∂u2i
+
A∑
q=1
(∂hk
∂xq
sq,ui +
A∑
n=1
∂2hk
∂xq∂xn
fq,uifn,ui
)
, (4.6b)
0 =
∂2hk
∂ui∂uj
=
A∑
r=1
∂2hk
∂uj∂xr
fr,ui +
∂2hk
∂ui∂uj
+
A∑
q=1
(∂hk
∂xq
mq,uij +
A∑
n=1
∂2hk
∂xq∂xn
fq,uifn,uj
)
.
(4.6c)
By defining h := [h1, . . . , hA]
T, we can obtain the following compact expressions from (4.6a)-
(4.6c) for all k = 1, . . . , A:1
0 = ∇xh · fui +
∂h
∂ui
, (4.7a)
0 = ∇xh · sui +
∂∇xh
∂ui
· fui +
∂2h
∂u2i
+
[
(1A ⊗ fui)T
]†
[∇2xh1, . . . ,∇2xhA]†(1A ⊗ fui),
(4.7b)
0 = ∇xh ·muij +
∂∇xh
∂uj
· fui +
∂2h
∂ui∂uj
+
[
(1A ⊗ fui)T
]†
[∇2xh1, . . . ,∇2xhA]†(1A ⊗ fuj ),
(4.7c)
where
∇xh =

∂h1
∂x1
. . . ∂h1∂xA
...
. . .
...
∂hA
∂x1
. . . ∂hA∂xA
 ,∇2xhi =

∂2hi
∂x21
∂2hi
∂x1∂x2
. . . ∂
2hi
∂x1∂xA
...
...
. . .
...
∂2hi
∂xA∂x1
∂2hi
∂xA∂x2
. . . ∂
2hi
∂x2A
 .
Notice that, the quadratic approximation for any element of the solution to (2.6)
is completely specified with the solution of pertinent sensitivity equations (4.7a)-(4.7c).
We return to the system introduced in Examples 1 and 5 to illustrate the form of the
auxiliary algebraic equations that yield pertinent sensitivities.
Example 6 (Continued from Example 2 and 5) In this example, we will intro-
duce the sensitivity equations for the system investigated in Example 2. The sensitivity
1 The notations for 1N , x⊗ y, and [X1, X2]† were defined in the footnote in Section 3.2.
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variables in this case are
fu1 =
[
∂|V2|
∂|V1| ,
∂θ2
∂|V1|
]T
, fu2 =
[
∂|V2|
∂PL
, ∂θ2
∂PL
]T
,
su1 =
[
∂2|V2|
∂|V1|2 ,
∂2θ2
∂|V1|2
]T
, su2 =
[
∂2|V2|
∂PL2
, ∂
2θ2
∂PL2
]T
,
mu12 =
[
∂2|V2|
∂|V1|∂PL ,
∂2θ
∂|V1|∂PL
]T
.
(4.8)
Then, following the approach outlined in Section 4.2, we can construct the algebraic
equations for the sensitivity that return the sensitivity variables as below:
0 =∇xh · fu1 +
∂h
∂u1
, 0 = ∇xh · fu2 +
∂h
∂u2
, (4.9a)
0 =∇xh · su1 +
∂∇xh
∂u1
fu1 +
[
fTu1 0
0 fTu1
][
∇2xh1 0
0 ∇2xh2
][
fu1
fu1
]
, (4.9b)
0 =∇xh · su2 +
∂∇xh
∂u2
fu2 +
[
fTu2 0
0 fTu2
][
∇2xh1 0
0 ∇2xh2
][
fu2
fu2
]
,
0 =∇xh ·mu12 +
[
fTu1 0
0 fTu1
][
∇2xh1 0
0 ∇2xh2
][
fu2
fu2
]
, (4.9c)
where
∇xh =
[ |V1|
XL
sin θ2
|V1|·|V2|
XL
cos θ2
2|V2|
XL
− |V1|XL cos θ2
|V1|·|V2|
XL
sin θ2
]
,
∇2xh1 =
[
0 |V1|XL cos θ2
|V1|
XL
cos θ2 − |V1|·|V2|XL sin θ2
]
,
∇2xh2 =
[
2
XL
|V1|
XL
sin θ2
|V1|
XL
sin θ2
|V1|·|V2|
XL
cos θ2
]
,
∂h
∂u1
=
[ |V2|
XL
sin θ2
− |V2|XL cos θ2
]
,
∂h
∂u2
=
[
1
0
]
.
(Above, |V2| and θ2 represent the voltage magnitude and phase angle obtained as solu-
tions of the power-flow equations for the nominal values of uncertain inputs |V1| and
PL.) Solving the above equations, we can calculate the values of fu1, fu2, su1, su2, and
mu12. 
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4.3 Decoupled Sensitivity Equations
In this section, we will leverage common insights about the form and function of bulk
power systems to simplify the computation of (4.7a)–(4.7c). Particularly, we consider:
i) Transmission-line conductances are negligible, and ii) Bus-voltage angle differences
are close to zero. Note that these assumptions are the same as the ones adopted to
develop the decoupled power-flow method [79]. In this power-flow solution method, the
Jacobian matrix is decoupled into smaller sub-matrices to simplify computation; here,
we also apply this idea to look at higher-order sensitivities.
We will first establish some helpful notation. Let us collect the Ap active-power
balance equations from (2.6) in hp := {hp1, . . . , hpAp}, and the Aq reactive-power balance
equations from (2.6) in the set hq := {hq1, . . . , hqAq}. Furthermore, let V and T denote
sets collecting voltage magnitudes and phase angles, respectively. Also, express the
sensitivity variables in (4.5) as:
fui =
[
fVui
fTui
]
, sui =
[
sVui
sTui
]
, muij =
[
mVuij
mTuij
]
, (4.10)
where {fVui , sVui ,mVuij} and {fTui , sTui ,mTuij} collect first-, second-order and mixed sensi-
tivities of voltage magnitudes and phase angles, respectively. With the notation and
assumptions above, we can show:
∂hpk
∂xi
≈ 0, ∀xi ∈ V
∂2hpk
∂x2i
≈ 0, ∀xi ∈ V ∪ T
 , ∀hpk ∈ hp,
∂hqk
∂xi
≈ 0, ∀xi ∈ T
∂2hqk
∂xi∂xj
≈ 0, ∀xi ∈ V, xj ∈ T
 , ∀hqk ∈ hq.
(4.11)
The approximations above follow from the fact that, when we ignore the conductance
of the transmission lines, pertinent entries in the first-, second-order, and mixed deriva-
tives of hk are only a function of the sine of the phase-angle difference between buses.
Using (4.10)-(4.11), we can reformulate the original sensitivity equations in (4.7a)-(4.7c)
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as below:
0 = ∇T hp · fTui +
∂hp
∂ui
, 0 = ∇Vhq · fVui +
∂hq
∂ui
. (4.12a)
0 =
∂2hp
∂u2i
+
∂∇T hp
∂ui
· fTui +∇T hp · sTui (4.12b)
+
[
(1Ap ⊗ fTui)T
]† [∇2VT hp1, . . . ,∇2VT hpAp]† (1Ap ⊗ fVui)
+
[
(1Ap ⊗ fVui)T
]† [∇2T Vhp1, . . . ,∇2T VhpAp]† (1Ap ⊗ fTui),
0 =
∂2hq
∂u2i
+
∂∇Vhq
∂ui
· fVui +∇Vhq · sVui
+
[
(1Aq ⊗ fTui)T
]† [∇2T hq1, . . . ,∇2T hqAq]† (1Aq ⊗ fTui)
+
[
(1Aq ⊗ fVui)T
]† [∇2Vhq1, . . . ,∇2VhqAq]† (1Aq ⊗ fVui).
0 =
∂2hp
∂ui∂uj
+
∂∇T hp
∂uj
· fTui +∇T hp ·mTuij (4.12c)
+
[
(1Ap ⊗ fTui)T
]† [∇2VT hp1, . . . ,∇2VT hpAp]† (1Ap ⊗ fVuj )
+
[
(1Ap ⊗ fVui)T
]† [∇2T Vhp1, . . . ,∇2T VhpAp]† (1Ap ⊗ fTuj ),
0 =
∂2hq
∂ui∂uj
+
∂∇Vhq
∂uj
· fVui +∇Vhq ·mVuij
+
[
(1Aq ⊗ fTui)T
]† [∇2T hq1, . . . ,∇2T hqAq]† (1Aq ⊗ fTuj )
+
[
(1Aq ⊗ fVui)T
]† [∇2Vhq1, . . . ,∇2VhqAq]† (1Aq ⊗ fVuj ).
Above,∇T hp and∇Vhq (∇2T hp and∇2Vhq) are Jacobians (Hessians) of real- and reactive-
power balance equations with respect to θ and V , respectively. Also, the matrix ∇2Vθhpk
is given by:
∇2Vθhpk =

∂2hpk
∂|V1|∂θ1
∂2hpk
∂|V2|∂θ1 . . .
∂2hpk
∂|VAq |∂θ1
...
...
. . .
...
∂2hpk
∂|V1|∂θAp
∂2hpk
∂|V1|∂θAp . . .
∂2hpk
∂|VAq |∂θAp
 ,
and ∇2θVhpk =
(∇2Vθhpk)T . The first-, second-order and mixed sensitivity equations
in (4.12a)–(4.12c) correspond to the decoupled versions of the original first-, second-
order and mixed sensitivity equations in (4.7a)–(4.7c). The sensitivity equations in (4.12)
present lesser computational burden compared to the original sensitivity equations
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in (4.7). In particular, matrices∇T hp ∈ RAp×Ap and∇T hq ∈ RAq×Aq that appear in the
reduced-order sensitivity equations have smaller dimension compared to ∇xh ∈ RA×A
since Ap < A and Aq < A. Similarly, matrices ∇2VT hpk ∈ RAp×Aq , ∇2Vhqk ∈ RAq×Aq
∇2T hqk ∈ RAp×Ap have smaller dimensions compared to ∇2hk ∈ RA×A. The end result
is that solving (4.12) requires less memory and fewer computations compared to (4.9),
and this improves scalability.
Example 7 (Continued from Example 2, 5, and 6) In this example, we will for-
mulate the sensitivity equations using the decoupled power-flow assumptions for the sys-
tem introduced in Example 2. First, we decompose the sensitivity variables in (4.8)
using the notation in (4.10) to get:
fu1 =
[
fVu1 , f
T
u1
]
=
[
∂|V2|
∂|V1| ,
∂θ2
∂|V1|
]T
,
fu2 =
[
fVu2 , f
T
u2
]
=
[
∂|V2|
∂PL
, ∂θ2
∂PL
]T
,
su1 =
[
sVu1 , s
T
u1
]
=
[
∂2|V2|
∂|V1|2 ,
∂2θ2
∂|V1|2
]T
,
su2 =
[
sVu2 , s
T
u2
]
=
[
∂2|V2|
∂PL2
, ∂
2θ2
∂PL2
]T
,
mu12 =
[
mVu12 ,m
T
u12
]
=
[
∂2|V2|
∂|V1|∂PL ,
∂2θ2
∂|V1|∂PL
]T
.
(4.13)
Also, let us define hp = h1(x, u) and h
q = h2(x, u). For this case, the sensitivity
equations in (4.9) boil down to
0 = ∇T hp · fTu1 +
∂hp
∂u1
, 0 = ∇T hp · fTu2 +
∂hp
∂u2
, (4.14a)
0 = ∇Vhq · fVu1 +
∂hq
∂u1
, 0 = ∇Vhq · fVu2 +
∂hq
∂u2
,
0 =
∂∇T hp
∂u1
fTu1 +∇T hp · sTu1 + 2
(
fTu1
)T∇2VθhpfVu1 , (4.14b)
0 =
∂∇T hp
∂u2
fTu2 +∇T hp · sTu2 + 2
(
fTu2
)T∇2VθhpfVu2 ,
0 =
∂∇Vhq
∂u1
fVu1 +∇Vhq · sVu1 +
(
fTu1
)T∇2T hqfTu1 + (fVu1)T∇2VhqfVu1 ,
0 =
∂∇Vhq
∂u2
fVu2 +∇Vhq · sVu2 +
(
fTu2
)T∇2T hqfTu2 + (fVu2)T∇2VhqfVu2 ,
0 = ∇T hp ·mTu12 +
(
fTu1
)T∇2VθhpfVu2 + (fVu1)T∇2VθhpfTu2 , (4.14c)
0 = ∇Vhq ·mVu12 +
(
fTu1
)T∇2T hqfTu2 + (fVu1)T∇2VhqfVu2 ,
44
with
∇T hp = |V1| · |V2|
XL
cos θ2,
∂hp
∂u1
=
|V2|
XL
sin θ2,
∇2Vθhp =
|V1|
XL
cos θ2,
∂hq
∂u1
= −|V2|
XL
cos θ2,
∇Vhq = 2|V2|
XL
− |V1|
XL
cos θ2,
∂hp
∂u2
= 1,
∇2T hq =
|V1| · |V2|
XL
cos θ2,
∂hq
∂u2
= 0,
∇2Vhq =
2
XL
.
The first-, second-order, and mixed sensitivity equations (4.14a)–(4.14c) correspond to
the original first-, second-order, and mixed sensitivity equations in (4.9a)–(4.9c). Com-
pared to (4.9), we set ourselves up to solve more equations in (4.14), however, notice
that the dimensions of the matrices that we invert in (4.14) are smaller. Furthermore,
we validate the above approximations by illustrating numerically that (4.11) holds. In
particular, for the parameters reported in Example 1, note that
∇xh =
 ∂h1∂|V2| ∂h1∂θ2
∂h2
∂|V2|
∂h2
∂θ2
 = [−0.2032 6.5589
6.4604 −0.2
]
,
∇2xh1 =
 ∂2h1∂|V2|2 ∂2h1∂|V2|∂θ2
∂h1
∂θ2∂|V2|
∂2h1
∂θ22
 = [ 0 6.6636
6.6636 0.2
]
,
∇2xh2 =
 ∂2h2∂|V2|2 ∂2h2∂|V2|∂θ2
∂h2
∂θ2∂|V2|
∂2h2
∂θ22
 = [13.3333 −0.2032
−0.2032 6.5589
]
.
Hence, we can approximate ∂h1∂|V2| ≈ 0,
∂h2
∂θ2
≈ 0, ∂2h1
∂|V2|2 = 0,
∂2h1
∂θ22
≈ 0, and ∂2h2∂|V2|∂θ2 =
∂2h2
∂θ2∂|V2| ≈ 0. 
4.4 Computing Bounds on System States with ADMM
In this section, we formulate the problem of estimating minimum and maximum
limits on the solutions of the power-flow equations as a nonconvex quadratic program.
Then we present a rendition of the ADMM algorithm to solve this problem, and com-
ment on its convergence.
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4.4.1 Quadratic Program and ADMM Algorithm
Recall the quadratic approximation of the algebraic state variable x` in (4.2). The
min/max problems in (4.1) can be formulated as the following quadratic programs:
x
min/max
` = min /maxu
x̂` + Ĵ`u+
1
2
uTĤ`u (4.15)
s.t. u ∈ U ,
where it follows from (4.2) that
x̂` := x`(u)− J`u+ 1
2
uTH`u,
Ĵ` := J` − uTH`,
Ĥ` := H`.
(4.16)
As described earlier in Section 4.2, we get the values of x`(u), J`, and H` by solving
the power-flow balance equations in (2.6) and sensitivity equations in (4.7a)-(4.7c) for
u = u. In general, the problems in (4.15) are non-convex optimization problems, and we
adopt a rendition of the ADMM algorithm to solve them. We present the subsequent
developments for the minimization problem, but note that the solution procedure for
the corresponding maximization problem follows analogously.
First, we convert the minimization problem in (4.15) into consensus form as shown
below:
xmin` := minu,z
x̂` + Ĵ`u+
1
2
uTĤ`u
s.t. z = u,
z ∈ U .
(4.17)
The corresponding augmented Langrangian function is:
Lρ(u, z, λ) := x̂` + Ĵ`u+
1
2
uTĤ`u+ λ
T(u− z) + ρ
2
‖u− z‖2, (4.18)
where λ is the dual variable corresponding to the equality constraint, and ρ > 0 is the
augmented Langrangian multiplier. Application of the ADMM algorithm to solve (4.17)
involves the repeated execution of the following steps [80]
(S1) u[k+1] := arg min
u
Lρ(u, z
[k], λ[k]).
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(S2) z[k+1] := arg min
z∈U
Lρ(u
[k+1], z, λ[k]).
(S3) λ[k+1] := λ[k] + ρ(u[k+1] − z[k+1]).
For the augmented Lagrangian (4.18), problems in (S1)–(S2) admit closed-form solu-
tions, and consequently, (S1)–(S3) boil down to:
(S1′) u[k+1] = (Ĥ` + ρI)−1(ρz[k] − λ[k] − ĴT` ).
(S2′) z[k+1] = min{umax,max{umin, u[k+1] + ρ−1λ[k]}}.
(S3′) λ[k+1] = λ[k] + ρ(u[k+1] − z[k+1]).
To see how (S1′) is derived, we begin by recognizing from (4.18) that
∇uLρ(u, z[k], λ[k]) = Ĥ`u+ ĴT` + λ[k] + ρ(u− z[k]). (4.19)
Solving for u that sets ∇uLρ(u, z[k], λ[k]) = 0 (i.e., the KKT optimality condition), we
get the u-update step in (S1′). Similarly, to see how (S2′) is derived, note from (4.18)
that
∇zLρ(u[k+1], z, λ[k]) = λ[k] + ρ(u[k+1] − z). (4.20)
Let ẑ be the solution to ∇zLρ(u[k+1], z, λ[k]) = 0, i.e.,
ẑ = u[k+1] + ρ−1λ[k].
Unlike the u-update step, we want the z updates to lie in U . Therefore, we do not set
z[k+1] to ẑ directly, rather, we update z[k+1] as follows:
z[k+1] =

umax , ẑ > umax
ẑ , umin ≤ ẑ ≤ umax
umin , ẑ < umin,
(4.21)
which can be expressed compactly as in (S2′).
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4.4.2 Convergence of the Algorithm
Convergence of ADMM is generally not guaranteed for nonconvex problems. How-
ever, recent work in [43] provides proofs for convergence for a variety of nonconvex
consensus and sharing problems. We can apply the results in [43] to study convergence
of steps (S1′)–(S3′). In particular, if
• there exists a constant L > 0 such that
‖∇ux`(u)−∇ux`(u′)‖ ≤ L‖u− u′‖; (4.22)
• the augmented Lagrangian multiplier, ρ, is chosen such that
ρ ≥ L, Ĥ` + ρI  γ(ρ)I, ργ(ρ) > 2L2, (4.23)
where γ(·) is a positive and increasing function of ρ that takes values in R+; and
• x`(u) is bounded from below over U , i.e.,
min
u∈U
x`(u) > −∞; (4.24)
then, we have the following:
1. There exist limit points for the sequences u[k], z[k], and λ[k], i.e.,
lim
k→∞
‖u[k+1] − u[k]‖ = 0, lim
k→∞
‖z[k+1] − z[k]‖ = 0,
lim
k→∞
‖λ[k+1] − λ[k]‖ = 0, lim
k→∞
‖u[k+1] − z[k+1]‖ = 0.
2. Denote the limit points of u[k], z[k], and λ[k], by u?, z?, and λ?, i.e.,
u? := lim
k→∞
u[k], z? := lim
k→∞
z[k], λ? := lim
k→∞
λ[k].
The limit points (u?, z?, λ?), are a stationary solution of (4.17), i.e., they satisfy
the KKT conditions:
0 = ĴT` + Ĥ`u
? + λ?, z? ∈ U , u? = z?.
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Figure 4.1: Overview of the proposed method.
The details of the proof to the above statements can be found in [43]. We comment
briefly on the conditions in (4.22)–(4.24). With regard to (4.22), given the gradient of
x`(u), ∇ux`(u) = Ĥ`u+ ĴT` , there exists L ≥ ‖Ĥ`‖ such that
‖∇ux`(u)−∇ux`(u′)‖ = ‖Ĥ`(u− u′)‖
≤ ‖Ĥ`‖ · ‖u− u′‖
≤ L · ‖u− u′‖,
where the first step above follows from the Cauchy-Schwartz inequality. Furthermore,
for the choice γ(ρ) = ρ where 0 < ε < 1, if ρ is picked such that
ρ >
√
2

L, ρ > −(1− ε)−1λmin(Ĥ`),
then (4.23) is satisfied. Finally, we see that (4.24) is an assumption that follows from
the well posedness of the power flow equations at a non-stressed operating point.
Figure 4.1 summarizes all the steps in our approach (encapsulating the discussions in
Sections 4.1 and 4.4): [a] Calculating algebraic variables, x at u = u by solving algebraic
power-flow equations (2.5). [b] Deriving sensitivity equations from the original power-
flow balance equations, and calculating sensitivity variables, f , s, andm, at u = u (4.12).
[c] Constructing the quadratic approximation of x` using the values of algebraic states
and sensitivity variables calculated in steps [a]-[b]. [d] Consensus form of the nonconvex
quadratic program (QP) with quadratic approximation of x` as the objective and box
constraints on u. [e] Solving the nonconvex QP using ADMM.
Note that we can solve the non-convex quadratic problems in (4.15) with the ap-
proach using the SDP relaxation discussed in Chapter 3 [45]. However, the ADMM
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shows better scalability compared to the SDP approach. For example, SDP was com-
putationally infeasible for the system sizes above 118-bus test system due to the limits
on the memory resources while ADMM could be easily extended to much large-scale
systems with the same computer resources.
We now numerically validate the approach for the running example introduced in
Fig. 2.3, and for a large 1354-bus system.
Example 8 (Continued from Example 2, 5, 6, and 7) In this example, we com-
pute the minimum and maximum bounds on |V2| and θ2 for the system introduced in
Example 1. Recall that we formulated the algebraic equations to solve for the sensitivities
and characterize the quadratic approximations for these states in Example 4. Repeated
application of steps (S1′)–(S3′) unto convergence yields the bounds:
0.8743 ≤ |V2| ≤ 1.0835, −0.0377[rad] ≤ θ2 ≤ −0.0255[rad].
To verify the validity of the above result, maximum and minimum values were calculated
by repeated simulations for 1000 randomly-sampled values of uncertainty variables (PL
and |V1|) and the results are reported below:
0.8824 ≤ |V2| ≤ 1.0858, −0.0413[rad] ≤ θ2 ≤ −0.0230[rad].
The bounds estimated without adopting the decoupled power-flow assumptions (i.e., for
the case that the quadratic approximations for |V2| and θ2 are constructed with the
sensitivities solved from the equations reported in Example 3) are:
0.8823 ≤ |V2| ≤ 1.0859, −0.0413[rad] ≤ θ2 ≤ −0.0228[rad].
The above results validate the approach, and demonstrate the effectiveness of the ap-
proximations adopted in Section 4.3. Indeed, there is a slight loss of accuracy, but we
will find that this approach more than makes up for this loss of accuracy by facilitating
problem scalability. 
4.5 Numerical Case Study
We demonstrate the scalability and accuracy of our approach with numerical sim-
ulations for the matpower 1354-bus test-case power system [81]. (See Fig. 4.2.) The
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Figure 4.2: Adjacency graph of the matpower 1354-bus test system.
corresponding power flow equations comprise 2447 states, which include voltage mag-
nitudes and angles from 1094 load buses, and generator voltage-phase angles from 259
generator buses. All the case studies in this section were performed on an Intel Core
i7-4770 CPU @ 3.40GHz with 8 GB memory.
4.5.1 Uncertainty Model
The adjacency graph of the matpower 1354-bus test system is shown in Fig. 4.2
with buses denoted by black circles, and transmission lines by solid lines. We assume
76 uncertainties in the model:
i) Real-power generation from generator buses: {1095, 1124, 1152, 1181, 1238, 1296,
1324, 1353, 1138, 456}. (Green stars in Fig. 4.2.)
ii) Real- and reactive-power consumed by loads at buses: {79, 157, 235, 313, 391,
469, 548, 626, 704, 782, 938, 1016, 1094, 971, 757}. (Blue triangles in Fig. 4.2.)
iii) Line impedances in the transmission lines: {(922,830), (830,249), (1306,1260),
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Figure 4.3: Simulation results for the matpower 1354-bus test system.
(1260,1324), (474,1110), (1110,346), (257,477), (477,550), (38,619), (619,943), (943,310),
(474,140), (140,183), (1306,808), (287,718), (718,218), (218,688)}. (Yellow lines
in Fig. 4.2.)
iv) Infinite-bus voltage magnitude and angle at bus 1354. (Black square in Fig. 4.2.)
Also, we assume the following percentage variations of uncertainty variables: for i) –
iii), ±15 %, and for iv), ±10 % around the nominal values.
4.5.2 Computing Bounds on Algebraic Variables using ADMM
The approach outlined in Fig. 4.1 is applied to the system at hand. Results are
shown in Fig. 4.3 for voltage magnitude (bottom) and phase angle (top). Minimum
and maximum bounds estimated from our proposed method using the original and
decoupled sensitivity equations are depicted as red and blue lines, respectively, for
randomly chosen load buses shown as red circles in Fig. 4.2. (Given space constraints,
we only report results from a subset of the buses in the network.) For comparison, we
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plot bounds recovered from the result of 7× 104 repeated simulations (the computation
time to run the two methods is about the same in this case) for randomly chosen
samples of the uncertainties in the model (green). (While these may seem like a lot
of repeated simulations, note that just sampling the vertices of the uncertainty set in
this case requires running 276 simulations. The time to do this would easily exceed
the computation time for our method.) From the figure, we conclude that applying
the decoupled assumptions to solve the sensitivity equations does not compromise on
accuracy.
4.5.3 Computational Advantages of Decoupling Assumptions
Table 4.1 compares the computation times for solving the original sensitivity equa-
tions and the reduced-order sensitivity equations as well as the time to solve the ADMM
algorithm for a variety of test systems. From this result, we can clearly appreciate the
advantages of the decoupling assumptions to solve the sensitivities as the system size
increases.
Table 4.1: Sensitivity Computation for Different Power-System Sizes
Case
Variables Sensitivity
ADMM
A I Full [s] Decoupled [s] [s/bus]
14 Bus 22 41 0.23 0.17 0.05
30 Bus 53 41 0.37 0.26 0.05
118 Bus 181 55 1.49 0.79 0.10
300 Bus 530 55 5.12 3.48 0.11
1354 Bus 2447 57 46.43 37.31 0.14
2868 Bus 5292 57 574.03 162.55 0.26
Chapter 5
Robust Stability Assessment of
Power Systems
Lyapunov’s direct method provides a systematic framework to assess power system
transient stability by yielding estimates of the Region of Attraction (ROA) for stable
equilibrium points. However, analytical approaches to construct Lyapunov functions are
limited in application to very restrictive settings and cannot be extended to accommo-
date the impact of uncertainty. This chapter focuses on the algorithmic construction of
Lyapunov functions and the estimation of the robust ROA with sum-of-squares (SOS)
optimization programs when parameters and/or inputs in the dynamic model are uncer-
tain. This class of optimization programs can be translated into semidefinite problems
which can be solved with readily available software. A computationally affordable pro-
cedure to include several sources of uncertainty is proposed; this involves successively
introducing uncertainties to update the Lyapunov function in a decreasing order of its
sensitivity based on the stability margin with respect to the uncertain variables. Nu-
merical case studies are presented to demonstrate the proposed approach to estimate
the ROA and the robust ROA and compare the results with repeated time-domain sim-
ulations for a power system involving doubly fed induction generators and synchronous
generators.
The remainder of this chapter is organized as follows. Starting with some preliminar-
ies in Section 5.1. In Section 5.2, we derive a polynomial ordinary differential equation
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model, and also outline the SOS optimization problem formulation in deterministic set-
tings for the construction of Lyapunov functions. The approach is extended to cover
parametric and input uncertainty in Section 5.3. In Section 5.4, we provide a numerical
case study to illustrate the approach.
5.1 Preliminaries
5.1.1 Monomials, Polynomials, and SOS Polynomials
Corresponding to an n tuple x = {x1, . . . , xn}, a monomial is defined as m(x) =
cαx
α1
1 x
α2
2 · · ·xαnn where cα ∈ R; the degree of the monomial is given by deg(m) :=∑n
i=1 αi. A polynomial is a finite, linear combination of monomials, i.e., p(x) :=∑n
`=1m`(x); the degree of a polynomial is defined to be the maximum degree of the con-
stituent monomials, i.e., deg(p) := max {deg(m`)} , ` = 1, . . . , n. The set of polynomials
in Rn is denoted by P[x].
A polynomial p ∈ P[x] is a Sum-of-Squares (SOS) polynomial, if it can be expressed
as a finite linear combination of squared polynomials, i.e., p(x) =
∑n
`=1 p
2
` (x), p` ∈ P[x].
The set of SOS polynomials in Rn is denoted by S[x]. If p ∈ S[x], then p(x) ≥ 0 ∀x ∈ Rn.
Thus, p ∈ S[x] is a sufficient condition for a polynomial to be globally nonnegative [82].
5.1.2 SOS Optimization and SDP Relaxation
The standard form of the SOS optimization problem is:
min
d∈Rr
cTd
s.t. ak(x, d) ∈ S[x], k = 1, . . . , Ns,
bj(x, d) = 0, j = 1, . . . , Ne, (5.1)
where d ∈ Rr is the vector of decision variables, ak(x, d) and bj(x, d) are polynomial
functions which are affine in d, and Ns and Ne denote the number of SOS and equality
constraints.
Any polynomial p ∈ S[x] must have even degree, 2n. Such a polynomial can be
rewritten as a quadratic function of monomials, p = zTQz, where z is a vector of all
monomials of degree less than or equal to n, and Q is a positive semidefinite matrix.
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Therefore, with reference to (5.1), constraints ak(x, d) ∈ S[x] can be expressed as linear
matrix inequalities, which promotes a semidefinite programming (SDP) reformulation
of the SOS optimization problem. MATLAB toolboxes such as SOSOPT, SOSTOOLS,
and YALMIP [83–86] can convert SOS problems to SDPs which can be solved with
readily available software, e.g., SeDuMi [87].
5.2 Taylor-Polynomial ODE Model
5.2.1 Ordinary Differential Equation Model
The electromechanical dynamics of a power system are captured by an ordinary
differential equation (ODE) model:
x˙ = f(x, u), (5.2)
where x ∈ RD denotes the vector of dynamic states (e.g., rotor angles and speeds), and in
the context of this work, u ∈ RI denotes the vector of all inputs and/or model parameters
that are not perfectly known. The ODE model in (5.2) is obtained from a differential
algebraic model in (2.1) by using the well-known method of Kron reduction [88]. This
circuit-reduction procedure invokes a Schur complement of the admittance matrix, and
is commonly employed in transient stability analysis to eliminate buses that are not
connected to generators while preserving circuit laws [46,88].
5.2.2 Polynomial Ordinary Differential Equation Model
In order to apply SOS-based optimization methods for the purpose of estimating
the ROA, we begin by approximating the ODE model in (5.2) as a polynomial ordinary
differential equation (PODE) model of the form [53]
x˙ = p(x, u), (5.3)
where p(x, u) is a homogenous polynomial with degree q, and for convenience, the
equilibrium point of the system in (5.3) is shifted to the origin. The ODE model in (5.2)
is approximated to the PODE model in (5.3) by truncating Taylor-series expansions of
sin (·) and cos (·) functions to the qth order.
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A pertinent question to address before applying SOS optimization methods relates
to the accuracy of the qth order PODE model in (5.3). Applying standard results related
to closeness of solutions of nonlinear systems [48], we can show that over any finite-time
horizon, the error in the solutions of the PODE and ODE increases exponentially with
the length of the horizon and decreases inversely with the factorial of the Taylor-series
approximation order. Details are in Appendix C.
5.2.3 ROA Estimation for the Deterministic PODE Model
For some u, let φ(t, x0, u) denote the solution of (5.3) at time t with initial condition
x(0) = x0. The ROA for the system in (5.3) is denoted by Ω, and defined as
Ω :=
{
x0 ∈ R2n : lim
t→∞φ(t, x0, u) = 0
}
. (5.4)
We will first present a lemma that establishes a sufficient condition for local asymp-
totic stability of the origin of (5.3). We will then leverage this condition to formulate
an SOS optimization problem that returns an ROA estimate.
Lemma 1 (Lyapunov Stability [89]) If there exists a continuously differentiable func-
tion V : R2n → R, such that
V (0) = 0 , V (x) > 0 ∀x 6= 0, (5.5)
ΩV,γ :=
{
x ∈ R2n : V (x) ≤ γ, γ ∈ R+} is bounded,
ΩV,γ \ 0 ⊆
{
x ∈ R2n : ∇V (x)p(x, u) < 0} ,
then φ(t, x0, u) ∈ ΩV,γ ∀t ≥ 0, ∀x0 ∈ ΩV,γ, and furthermore limt→∞ φ(t, x0, u) = 0. In
other words, ΩV,γ is an invariant subset of the ROA defined in (5.4). 
Lemma 1 implies that the ROA can be estimated by maximizing sublevel sets of the
Lyapunov function; a problem that can be cast as an SOS optimization program. To this
end, we will first formulate an alternative to (5.5) which is a set containment condition
by using the S-Procedure.
Lemma 2 (S-Procedure [89]) Given z0, z1 ∈ P[x], if there exists a polynomial s ∈
S[x] such that z0 − s · z1 ∈ S[x], then
{x ∈ Rn : z1(x) ≥ 0} ⊆ {x ∈ Rn : z0(x) ≥ 0} . (5.6)
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Figure 5.1: Description of ROA and shape function.
By applying Lemma 2, if we restrict attention to a class of SOS-polynomial Lyapunov
functions, we see that the set-containment condition in (5.5) can be expressed as
−∇V (x)p(x, u)− s(x)(γ − V (x)) ∈ S[x], (5.7)
for some s ∈ S[x]. This sufficient condition suggests the following problem to maximize
the value of γ such that ΩV,γ is the largest possible invariant subset of the ROA [60,84]:
max
V, s, γ
γ
s.t. γ > 0, s(x) ∈ S[x], r(x) > 0, r(x) ∈ P[x],
V (x)− r(x) ∈ S[x], V (0) = 0,
−∇V (x)p(x, u)− s(x)(γ − V (x)) ∈ S[x]. (5.8)
The optimization problem in (5.8) is a bilinear SOS problem due to the product
terms s(x) · V (x) and s(x) · γ. However, if V (x) is fixed, the problem is convex for
each fixed γ. Thus we can solve it through a bisection on γ. As an initial guess for
the Lyapunov function, we can choose V (x) = xTPx by solving the Lyapunov equation
ATP +PA = −Q, where the matrix A describes the dynamics of the linearized version
of (5.3). Once we find s(x) and the optimal γ for this fixed V (x), we then solve the same
problem to find a new V (x) with fixed s(x) and γ. This process is iterated to maximize
the value of γ such that the best estimate of the ROA is obtained. One issue is that
the feasible set for the problem in (5.8) is invariant to scaling. Specifically, if (V, γ, s)
satisfy the constraints then (cV, cγ, s) also satisfy the constraints for any c > 1. Hence,
the objective function γ can be driven to +∞ for any feasible point simply by rescaling
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the Lyapunov function. A more appropriate indicator for the size of the ROA estimate
ΩV,γ is required. An alternative objective is to maximize β subject to an additional set
containment of the form: {x ∈ Rn : xTx ≤ β} ⊆ {x ∈ Rn : V (x) ≤ γ}. In other words,
this objective function increases the size of the ROA estimate ΩV,γ as measured by the
radius squared of the largest circumscribed sphere (β). The sphere can be replaced
with more general shape functions that emphasize the importance of certain directions
in the state space when measuring the size of ΩV,γ . The various set containments are
illustrated in Fig. 5.1. The general method described above is called V-s iteration and
is explained in detail in [84].
5.3 Affine-approximated Uncertain Power System Dynamic
Models and Robust ROA Estimation
Consider the system in (5.3), and denote the uncertain parameters/inputs by u =
[u1, . . . , u`]
T. We will assume a worst-case uncertainty model for u, by which we mean
that only the upper and lower bounds on each element of u are known. These limits are
collected in the vectors umax := [umax1 , . . . , u
max
` ]
T and umin := [umin1 , . . . , u
min
` ]
T, respec-
tively. The set that captures all possible values that the uncertain parameters/inputs
can take is given by U := [umin1 , umax1 ]T × [umin2 , umax2 ]T · · · × [umin` , umax` ]T. It is worth
noting that entries of u may take any value within the set U for the time horizon of
interest, i.e., the proposed approach applies to time-varying uncertainty in the model
parameters and inputs.
For the PODE system in (5.3) with u ∈ U , we can extend the definition of the ROA
in (5.4) to define the robust ROA as
Ωrobust : =
{
x0 ∈ Rn : lim
t→∞φ(t, x0, u) = 0, ∀u ∈ U
}
. (5.9)
Recall that φ(t, x0, u) denotes the solution of (5.3) at time t with initial condition
x(0) = x0 for some u. All initial conditions that originate in Ωrobust asymptotically
decay to the origin for all possible values of the uncertain parameters/inputs u ∈ U .
It is computationally intractable to directly extend the optimization problem in (5.8)
to obtain Ωrobust by solving it for all possible values of the uncertain parameters/inputs,
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i.e., for all u ∈ U . This would require solving the ROA estimation problem with set-
containment constraints of the form (5.7) for each value that u can take. However, if
the PODE model in (5.3) is affine in u (either innately, or as a result of a modeling
approximation), then it is possible to formulate an optimization problem to estimate
the robust ROA for which the set containment condition in (5.7) has to be evaluated
only for the vertices of U , a set which we denote by Uvert subsequently.
5.3.1 Multivariable Unknown-but-Bounded Power System Uncertainty
Model
The affine model corresponding to the PODE system in (5.3) is given by the following
first-order Taylor approximation:
x˙ = p(x, u) ≈ p(x, 0) +∇up(x, 0)u =: paffine(x, u). (5.10)
Note that the affine model in (5.10) is a linear approximation in u, but p(x, 0) and
∇up(x, 0) still retain polynomial nonlinearities in x. Given the generator electrome-
chanical dynamics in (2.2) and (2.3), we see that (5.10) is exact (not an approximation)
for uncertainty in the generator mechanical power input, Pi, the infinite bus voltage
magnitude, or the generator terminal voltage. If the transmission line impedances or
the active/reactive load powers were uncertain, then (5.10) would only be an approxi-
mation.
5.3.2 Robust ROA Estimation for the Multivariable Unknown-but-
Bounded Uncertainty Model
We will first present a lemma that establishes a sufficient condition for local asymp-
totic stability of the origin of (5.10) for all possible values that the uncertain in-
puts/parameters can take. Next, we will formulate the problem of estimating the robust
ROA as an SOS optimization problem.
Lemma 3 (Robust Lyapunov Stability) Denote the solution of (5.10) at time t,
for some u ∈ U , and initial condition x(0) = x0 by φaffine(t, x0, u). If there exists a
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continuously differentiable function V : R2n → R, such that
V (0) = 0 , V (x) > 0 ∀ x 6= 0, (5.11)
ΩV,γ = {x ∈ Rn : V (x) ≤ γ, γ ∈ R+} is bounded,
ΩV,γ \ 0 ⊆
⋂
u∈Uvert
{
x ∈ R2n : ∇V (x)paffine(x, u) < 0
}
,
then, φaffine(x0, t, u) ∈ ΩV,γ ∀t ≥ 0, ∀x0 ∈ ΩV,γ , ∀u ∈ U , and lim
t→∞φaffine(t, x0, u) = 0.
The set containment condition in the third line of (5.11) follows from the corresponding
condition in (5.5). In particular, we require
ΩV,γ \ 0 ⊆
{
x ∈ R2n : ∇V (x)paffine(x, u) < 0,∀u ∈ U
}
=
⋂
u∈Uvert
{
x ∈ R2n : ∇V (x)paffine(x, u) < 0
}
, (5.12)
and the second line in (5.12) follows from the fact that paffine(x, u) is affine in u
(see (5.10)).
By applying Lemma 3, if we restrict attention to a class of SOS-polynomial Lyapunov
functions, we see that the set-containment conditions in (5.11) can be expressed as
−∇V (x)paffine(x, u˜i)− si(x)(γ − V (x)) ∈ S[x], (5.13)
where s1(x), . . . , s2I (x) ∈ S[x], i = 1, . . . , 2I , and u˜i denote the entries of Uvert. No-
tice that I uncertain inputs result in 2I set-containment conditions. Subsequently, the
following optimization program can be formulated to estimate the robust ROA for the
system (5.10):
max
V, {si}2Ii=1,..., γ
γ (5.14)
s.t. γ > 0,
si(x) ∈ S[x], i = {1, . . . , 2I},
V (x)− r(x) ∈ S[x], r(x) > 0, r(x) ∈ P[x], V (0) = 0,
−∇V (x)paffine(x, u˜1)− s1(x)(γ − V (x)) ∈ S[x],
...
−∇V (x)paffine(x, u˜2`)− s2`(x)(γ − V (x)) ∈ S[x],
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Figure 5.2: Sequential Update Method.
where u˜i ∈ Uvert, i = 1, . . . , 2I . The same algorithm used to solve the bilinear problem
and maximize γ in Section 5.2.3 can also be applied to this problem.
5.3.3 Lyapunov Function Update for Multiple Uncertainties
The computational complexity of the SOS optimization problem with multiple un-
certainties in (5.14) increases with the number of uncertain variables. In particular,
notice from (5.14) that I uncertainties result in 2I constraints. Consequently, the feasi-
bility of the proposed method is lowered as the percentage uncertainty (i.e., the volume
of the set U) increases. A major contributing factor for this is the fact that the V -s iter-
ation algorithm adopted to address the bilinear V (x) · si(x) terms (see Section 5.2.3 for
more details) requires a careful choice of an initial Lyapunov function for convergence.
To address the concerns above, we break up the problem in (5.14) into I optimization
problems that successively introduce uncertainties so that we systematically update the
Lyapunov function in a decreasing order of its sensitivity based on the stability margin
with respect to the uncertain variables. See Fig. 5.2 for an illustration. As a first step,
we sort the elements of u in order of the sensitivity. To that end, we linearize the
polynomial ODE model in (5.3) as below:
x˙ = p(x, u) = A(u)x = (A0 +
I∑
k=1
Akuk)x. (5.15)
The system in (5.15) can be expressed in the block-diagram form shown in Fig. 5.3,
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Figure 5.3: Block diagram of the uncertain linear M −∆ system.
where
M(s) = (sI −A0)−1B, B = [A1 . . . A`],
∆ = diag{∆1, . . . ,∆`}. (5.16)
In the frequency domain, the uncertain linear system, M −∆, becomes unstable when
eigenvalues cross the imaginary axis identified by the condition det(I −M(jω)∆) = 0.
One can define a stability margin for the system as follows:
K =min
∆∈U
σ¯(∆) (5.17)
s.t. det(I −M(jω)∆) = 0,
where σ¯(∆) is the largest singular value of the matrix ∆. Finding the exact stability
margin is a difficult problem, however, upper and lower bounds on K can be obtained
from the µ-analysis algorithm [90–93]. With this definition of stability margin, the
sensitivity of the system stability to the parameter ui is defined as
Si [%] =
∣∣∣∣Ki −KK
∣∣∣∣× 100, (5.18)
where Ki is the stability margin when the uncertainty range of the ith parameter/input,
ui, i.e., [u
min
i , u
max
i ], is increased by 25% (picked without loss of generality). The pro-
cedure discussed above is already implemented in the MATLAB command robuststab
that is available through the Robust Control Toolbox [92].
Next, we sort the entries of u in descending order of the sensitivities {Si}Ii=1, i.e., we
assume the entries of the vector u = [u1, u2, . . . , uI ]
T are arranged in the order of their
sensitivities. Assume that V [k](x) is the Lyapunov function estimated for the subset
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Uk ⊆ U given as below:
Uk = [umin1 , umax1 ]× . . .× [umink , umaxk ]. (5.19)
Using V [k](x) as an initial guess for the Lyapunov function in the SOS optimization
in (5.14), we estimate the new Lyapunov function V [k+1](x) for the larger subset Uk+1.
This procedure is repeated till all uncertain variables are accounted for (i.e., till we
obtain V [I](x)).
5.4 Numerical Case Study: Two-Machine Infinite-Bus Power
System with Doubly-Fed Induction Generator
We demonstrate the applicability of the proposed approach for algorithmic con-
struction of the Robust ROA using the outlined method in Section 5.3. We consider a
two-machine infinite bus power system composed of synchronous and doubly-fed induc-
tion generators. Figure 5.4 provides a one-line diagram of the two machine infinite bus
system under investigation. We will estimate the robust ROA when there is a balanced
three-phase line-ground fault in one of the transmission lines connecting bus 3 and 6.
(The fault occurs at time t = 0, and is cleared at some time t > 0 by opening the circuit
breakers at buses 3 and 6.) We investigate system stability for two cases, where the gen-
erator connected to bus 2 is: i) a DFIG (referred to subsequently as the DFIG-SG case),
and ii) a synchronous generator (referred to subsequently as the SG-SG case). In both
cases, bus 1 is connected to a synchronous generator. We assume that the mechanical
power input at bus 1, transmission line impedance between bus 3 and 6, and the infinite
bus voltage magnitude at bus 3, denoted by Pmech1 , Xl, V∞, respectively, are unknown
with known limits. These uncertain model inputs and parameters are collected in the
vector u = [u1, u2, u3]
T = [V∞, Xl, Pmech1 ]T. All parameters are adopted from [73] and
given in Appendix B.3.
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Figure 5.4: One-line diagram of the two-machine infinite-bus system.
For the DFIG-SG case, the PODE model corresponding to the nonlinear dynam-
ics (2.2) and (2.3) has the general form:
dδ1
dt
= ω1 − ωs, (5.20)
dω1
dt
=
1
M1
(Pmech1 (1 + u3)−D1ω1) +
q∑
k=1
pk(δ1, δ2, u1, u2),
dδ2
dt
= (ω2 − ωs) +
q∑
k=1
hk(δ1, δ2, u1, u2), (5.21)
dω2
dt
=
Pmech2
M2
q∑
k=1
ckω
k
2 +
q∑
k=1
qk(δ1, δ2, u1, u2),
where pk(·), hk(·), and qk(·) are kth-order homogeneous polynomial functions of the
generator angles δ1, δ2. The order of the polynomial approximation is chosen to be
q = 3. Note from (5.20) that the Taylor PODE model of the system is innately affine
in the uncertainty in Pmech1 . Therefore, with regard to P
mech
1 , (5.10) is exact.
First, we perform a sensitivity analysis of the uncertain variables based on linearized
models for the two cases as discussed in Section 5.3.3. The resulting sensitivities are
given by [S1, S2] = [10%, 9%] and [S1, S2] = [8%, 4%], respectively. Uncertainty u3 in
Pmech1 does not appear in (5.15) since this term does not feature in the linearization
of (5.20)-(5.21). So, in the Lyapunov update procedure, u3 is included as the last un-
certain variable. Next, we solve the SOS optimization problems as shown in Fig. 5.2 by
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sequentially updating the Lyapunov-function estimate at each iteration by incorporating
uncertain variables in the order of sensitivity. Using this sequential-update approach,
the range of uncertainties for which feasible solutions are obtained are: u1 = ±1%,
u2 = ±3%, and u3 = ±4%. Comparatively, the range of uncertainties for which feasible
solutions are obtained by solving the problem in (5.14) directly (i.e., when all con-
straints are included at once) are given by u1 = ±0.33%, u2 = ±1%, and u3 = ±1.33%.
This validates the usefulness of the sequential update procedure in obtaining feasible
solutions while tolerating large uncertainties in the model.
Figures 5.5(a)-5.5(b) and 5.5(d)-5.5(e) show two-dimensional projections of the ro-
bust ROA (red curves) with {δ1, ω1} = {0, 0}, {ω1, ω2} = {0, 0} for the DFIG-SG and
SG-SG case, respectively. In each figure, a collection of individual ROAs (blue curves)
are plotted for different realizations of the uncertain model parameters and inputs to
show that the robust ROA is indeed contained in the intersection of the ROAs. Su-
perimposed to each figure are trajectories (obtained from simulations of the nonlinear
DAE model) that converge to (and diverge from) the stable equilibrium point plotted
as thick green lines (thin dotted green lines, respectively). We also plot the evolution
of the Lyapunov function along trajectories of the time-domain simulation for arbitrary
realizations of the uncertain model parameters and inputs in Fig. 5.5(f). The red dotted
lines correspond to the DFIG-SG case, while the blue dotted lines correspond to the
SG-SG case. The figure shows that all trajectories of the post-fault system converge
to the equilibrium point after the fault is cleared at the time which the trajectories
strike the boundary of the robust ROA. Notice that the trajectories for the DFIG-SG
case decay faster than the SG-SG case. With regard to Fig. 5.5(c), notice that the
DFIG-SG (red) case has a larger stability margin than the SG-SG (blue) case (for this
particular fault, trajectories strike the boundary of the ROA in the first quadrant).
These observations match the findings in [73], where time-domain simulations indicated
DFIG generators being beneficial to the stability of power systems with conventional
synchronous generators.
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Figure 5.5: Estimated robust ROAs (Fig. 5.5(a)–5.5(e)) and Lyapunov function curve
(Fig. 5.5(f)) for three-machine infinite-bus case.
Chapter 6
Conclusion and Discussion
This disertation proposed optimization-based methods to quantify the impact of
parametric and input uncertainty in power systems. Power systems electro-mechanical
dynamics and power-flow balance were modeled as a set of DAEs and algebraic equa-
tions, respectively. The unknown-but-bounded model was introduced to represent pa-
rameters and inputs that are uncertain in power systems.
In Chapter 3 – 4, we proposed an analytic method to estimate approximate maxi-
mum and minimum bounds on states of both power-system DAE models as well as power
flow equations while acknowledging model uncertainty. The methods leveraged trajec-
tory sensitivity analysis and convex optimization. In case of power-system DAE models,
the original quadratic programming problems were formulated as QCQPs and subse-
quently converted into convex optimization problems through SDP relaxation. Also,
in dealing with uncertainty propagation in power-flow equations, the original quadratic
programming problems were solved using the ADMM algorithm with guaranteed con-
vergence. Numerical simulations illustrated the accuracy and scalability of the method
for large-scale power systems. The proposed method can be implemented with read-
ily available software, and can be applied to quantify the impact of both parametric
and input uncertainty on dynamic and algebraic states in nonlinear DAE models and
algebraic equations.
Ongoing efforts are focused on developing higher-order Taylor-series approximations
to the trajectories to further improve accuracy. A particularly important direction
for future work is to supplement the approach to acknowledge uncertainty in initial
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conditions. This would require formulation of the appropriate sensitivity dynamics for
DAE systems. While this is beyond the scope of the formulation in the present effort,
methods in [28,94,95] suggest excellent starting points. Another compelling avenue for
future work is an analytical and algorithmic examination of the remainder term in the
Taylor-series expansion with a view towards improving the quality of the approximation.
In Chapter 5, we presented a systematic framework to construct Lypapunov func-
tions for power system dynamic models and estimate the robust region of attraction
using sum-of-squares optimization methods while incorporating multiple sources of para-
metric/input uncertainty. The main idea was to approximate the original DAE model
with a polynomial ODE model that is affine in the uncertain variables. In this setting,
robust region of attraction analysis is simplified because ensuing constraints in the op-
timization problem are only restricted to the vertices of the polytope within which the
uncertain model parameters and inputs can take values. To simplify computational com-
plexity in the case of multiple uncertain variables, we outlined an iterative procedure
to sequentially update the estimated Lyapunov function based on a-priori estimated
parametric sensitivities. Extending the application of the proposed approach to larger
power system dynamical models is a significant challenge, and remains the focus of our
on going investigations. We also anticipate the proposed approach being useful in the
domain of small footprint power systems such as low-inertia microgrids dominated by
power-electronics interfaces. Systematic approaches to quantify transient stability of
these systems has been recognized as a major challenge [96].
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Appendix A
Derivation of Second-order and
Mixed Sensitivities
A.1 Second-order Sensitivities
Begin with the definition in (3.12). By way of notation, we denote the kth (`th,
respectively) entry of the vector sx,ui (sy,ui , respectively) by sxk,ui (sy`,ui , respectively).
Taking the second-order partial derivative of xk(t, u) given in (3.6) with respect to ui:
∂2xk
∂u2i
=
t∫
τ=t0
D∑
m=1
( ∂gk
∂xm
∂2xm
∂u2i
+
D∑
n=1
∂2gk
∂xm∂xn
∂xm
∂ui
∂xn
∂ui
)
(A.1)
+
A∑
m=1
( ∂gk
∂ym
∂2ym
∂u2i
+
A∑
n=1
∂2gk
∂ym∂yn
∂ym
∂ui
∂yn
∂ui
)
+
D∑
m=1
∂2gk
∂ui∂xm
∂xm
∂ui
+
A∑
m=1
∂2gk
∂ui∂ym
∂ym
∂ui
+
∂2gk
∂u2i
dτ.
Taking the derivative of (A.1) with respect to t, and leveraging the notation established
in (3.12), we get the dynamics of the second-order sensitivities of the dynamic state xk
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to ui:
d
dt
sxk,ui =
D∑
m=1
( ∂gk
∂xm
sxm,ui +
D∑
n=1
∂2gk
∂xm∂xn
fxm,uifxn,ui
)
(A.2)
+
A∑
m=1
( ∂gk
∂ym
sym,ui +
A∑
n=1
∂2gk
∂ym∂yn
fym,uifyn,ui
)
+
D∑
m=1
∂2gk
∂ui∂xm
fxm,ui +
A∑
m=1
∂2gk
∂ui∂ym
fym,ui +
∂2gk
∂u2i
.
As before, we see that the vector field that governs the evolution of sxk,ui , depends
on entries of sy,ui and fy,ui , i.e., the second- and first-order sensitivities of the al-
gebraic states. Thus, we also need the following complementary algebraic equations
∀` = 1, . . . , A recovered from (2.1):
D∑
m=1
( ∂h`
∂xm
sxm,ui +
D∑
n=1
∂2h`
∂xm∂xn
fxm,uifxn,ui
)
(A.3)
+
A∑
m=1
( ∂h`
∂ym
sym,ui +
A∑
n=1
∂2h`
∂ym∂yn
fym,uifyn,ui
)
+
D∑
m=1
∂2h`
∂ui∂xm
fxm,ui +
A∑
m=1
∂2h`
∂ui∂ym
fym,ui +
∂2h`
∂u2i
= 0.
Collecting (A.2) and (A.3) in a matrix-vector form ∀k = 1, ..., D, and ` = 1, ..., A, we get
the DAE model in (4.7b) that governs the dynamics of the second-order sensitivities.
A.2 Mixed Sensitivities
Consider the definitions in (3.14). By way of notation, we denote the kth (`th,
respectively) entry of the vector mx,uij (my,uij , respectively) by mxk,uij (my`,uij , respec-
tively). Taking the partial derivatives of xk(t, u) given in (3.6) with respect to ui and
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uj :
∂2xk(t, u)
∂ui∂uj
=
t∫
τ=t0
D∑
m=1
∂2gk
∂uj∂xm
∂xm
∂ui
+
A∑
m=1
∂2gk
∂uj∂ym
∂ym
∂ui
(A.4)
+
D∑
m=1
( ∂gk
∂xm
∂2xm
∂ui∂uj
+
D∑
n=1
∂2gk
∂xm∂xn
∂xm
∂ui
∂xn
∂uj
)
+
A∑
m=1
( ∂gk
∂ym
∂2ym
∂ui∂uj
+
A∑
n=1
∂2gk
∂ym∂yn
∂ym
∂ui
∂yn
∂uj
)
+
∂2gk
∂ui∂uj
dτ.
By taking the partial derivatives of (A.4) in terms of t, and leveraging the notation
established in (3.14):
d
dt
mxk,uij =
D∑
m=1
∂2gk
∂uj∂xm
fxm,ui +
A∑
m=1
∂2gk
∂uj∂ym
fym,ui (A.5)
+
D∑
m=1
( ∂gk
∂xm
mxm,uij +
D∑
n=1
∂2gk
∂xm∂xn
fxm,uifxn,uj
)
+
A∑
m=1
( ∂gk
∂ym
mym,uij +
A∑
n=1
∂2gk
∂ym∂yn
fym,uifyn,uj
)
+
∂2gk
∂ui∂uj
.
Note that the vector field that governs the evolution of mxk,uij , depends on the mym,uij
and fyn,uj terms, i.e., the mixed and first-order sensitivities of the algebraic states. This
necessitates solving the following algebraic equations recovered from (2.1):
0 =
D∑
m=1
∂2hq
∂uj∂xm
fxm,ui +
A∑
m=1
∂2hq
∂uj∂ym
fym,ui (A.6)
+
D∑
m=1
( ∂hq
∂xm
mxm,uij +
D∑
n=1
∂2hq
∂xm∂xn
fxm,uifxn,uj
)
+
∂2hq
∂ui∂uj
+
A∑
m=1
( ∂hq
∂ym
mym,uij +
A∑
n=1
∂2hq
∂ym∂yn
fym,uifyn,uj
)
.
Collecting (A.5) and (A.6) in a matrix-vector form ∀k = 1, ..., D, q = 1, ..., A, we get
the DAE model in (4.7c).
Appendix B
Simulation Parameters
The synchronous frequency, ωs = 120pi [rad/s]. All values are reported in per unit
unless otherwise noted.
B.1 Parameters for SMIB Power System
Simulation parameters for time-varying uncertainty: M = 0.0159 [rad−1s2]; D =
0.01 [rad−1s]; |E| = 1.2812; P = 1.0; V2 = 1.0; θ2 = 0 [rad]; XL = 0.2; XM = 0.2;
p0 = 1.0, p1 = 0.1, p2 = 0.1; Q
L = 0.5; ρ = 2%. Simulation parameters for varying
number of uncertain elements: Same as above. Except 5% uncertainty is adopted
for P,D, PL, QL, 4% uncertainty is adopted for E, and 3% uncertainty is adopted for
|V2|, θ2,M,XL, XM .
B.2 Parameters for IEEE 39-Bus Power System
[77, 97] D1 = · · · = D10 = 0.08 [rad−1s]; τ1 = 0.05 [s], τ2 = . . . τ8 = 0.03 [s], τ9 =
τ10 = 0.04 [s]; r1 = 0.33, r3 = 0.28, r2 = r4 = r5 = r7 = 0.44, r6 = r8 = · · · = r10 = 0.28;
a1 = a2 = a3 = 1/3, a4 = · · · = a10 = 1/7; b1 = 8.9977, b2 = 21.1422; P sch12 = P sch21 = 0.
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B.3 Parameters for two-machine infinite-bus test system
The parameters for the case study in Section 5.4 are adopted from [73]. Line
impedances Xk = 0.1, Xl = 0.2 [pu]; synchronous speed, ωs = 100pi [rad s
−1]; in-
finite bus voltage, V∞ = 1 [pu]. For the generators at bus 1 and 2, machine me-
chanical power input, Pmech1 = 0.8 [pu], P
mech
2 = 0.4 [pu]; machine inertia constant,
M1 = M2 = 0.0255 [rad
−1s2]; damping coefficients, D1 = D2 = 0.008 [rad−1s]; transient
open-circuit time constant T01 = 6, T02 = 0.4; transient reactances, X
′
1 = 0.25 [pu],
X ′2 = 0.2 [pu]; stator reactances, X1 = X2 = 1.1 [pu].
Appendix C
Closeness of Solutions
In this section, we present error bounds for the solutions of the ODE model given
in (5.2) and PODE model in (5.3).
Lemma 4 (Closeness of solutions) Let p(x˜, u) be a qth-order SOS polynomial func-
tion, with Lipschitz constant denoted by L. For u ∈ U , let x˜(t), x(t) ∈ W (W ⊂ Rn is
an open connected set) ∀t ∈ [t0, t1] be solutions of
˙˜x = p(x˜, u), x˜(t0) = x0,
x˙ = p(x, u) + e(x, u) = f(x, u), x(t0) = x0. (C.1)
Then, for all t ∈ [t0, t1], with M := sup(x,u)∈W×U |∇(q+1)f(x, u)|,
||x˜(t)− x(t)|| ≤ M
L
(
∑n
i=1 |xi|)q+1
(q + 1)!
exp(L(t− t0)− 1). (C.2)
Proof 1 (Proof of Lemma 4) From [48, Thm 3.4], if there exists a µ > 0 such that
||e(x, u)|| ≤ µ, ∀(x, u) ∈ W × U , then we can write
||x˜(t)− x(t)|| ≤ µ
L
exp(L(t− t0)− 1). (C.3)
Utilizing Taylor’s remainder theorem [98], we can upper bound the error term in the
qth-order Taylor polynomial approximation as follows:
||e(x, u)|| ≤ µ := M (
∑n
i=1 |xi|)q+1
(q + 1)!
. (C.4)
The result in (C.2) follows by combining (C.3) and (C.4).
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