Propositional satisfiability (SAT) problem is fundamental to the theory of NPcompleteness. Indeed, using the concept of "polynomial-time reducibility" all NPcomplete problems can be polynomially reduced to SAT. Thus, any new technique for satisfiability problems will lead to general approaches for thousands of hard combinatorial problems. In this paper, we introduce the incremental propositional satisfiability problem that consists of maintaining the satisfiability of a propositional formula anytime a conjunction of new clauses is added. More precisely, the goal here is to check whether a solution to a SAT problem continues to be a solution anytime a new set of clauses is added and if not, whether the solution can be modified efficiently to satisfy the old formula and the new clauses. We will study the applicability of systematic and approximation methods for solving incremental SAT problems. The systematic method is based on the branch and bound technique while the approximation methods rely on stochastic local search and genetic algorithms. Experimental tests, conducted on randomly generated SAT instances, demonstrate the efficiency in time of the approximation methods over the branch and bound algorithm. However these approximation methods do not always guarantee the completeness of the solution returned. We show that a method we propose that uses non systematic search in a limited form together with branch and bound has the best compromise, in practice, between time and quality of the solution returned (success ratio).
Introduction
A boolean variable is a variable that can have one of two values: true or false. If X is a boolean variable, ¬X is the negation of X. That is, X is true if and only if ¬X is false. A literal is a boolean variable or its negation. A clause is a sequence of literals separated by the logical or operator (∨). A logical expression in conjunctive normal form (CNF) is a sequence of clauses separated by the logical and operator (∧). For example, (X 1 ∨ X 3 ) ∧ (¬X 1 ∨ X 2 ) ∧ ¬X 3 is a logical expression in CNF. The CNF-Satisfiability Decision Problem (called also SAT problem) is to determine, for a given logical expression in CNF, whether there is some truth assignment (set of assignments of true and false to the boolean variables) that makes the expression true. For example, the answer is "yes" for the above CNF expression since the truth assignment {X 1 = true, X 2 = true, X 3 = false } makes the expression true. SAT problem is fundamental to the theory of NP-completeness. Indeed, using the concept of "polynomial-time reducibility" all NP-complete problems can be polynomially reduced to SAT 1 . This means that any new technique for SAT problems will lead to general approaches for thousands of hard combinatorial problems. One important issue when dealing with SAT problems is to be able to maintain the satisfiability of a propositional formula anytime a conjunction of new clauses is added. That is to check whether a solution to a SAT problem continues to be a solution anytime a set of new clauses is added and if not, whether the solution can be modified efficiently to satisfy the old formula and the new clauses. Our aim here is, instead of restarting the search from scratch, we use some of the effort made to solve the old formula in order to find a solution for the new one. In this paper, we will investigate different systematic and approximation methods for solving the SAT problem in an incremental way. The systematic method is a branch and bound technique based on the Davis-Putnam-Loveland algorithm (DPLL) 2, 3 . The second method relies on stochastic local search 4, 5 . Indeed the underlying local search paradigm is well suited for recovering solutions after local changes (addition of constraints) of the problem occur. The third method, based on genetic algorithms 6 , is similar to the second one except that the search is multi-directional and maintains a list of potential solutions (population of individuals) instead of a single one. This has the advantage to allow the competition between solutions of the same population which simulates the natural process of evolution. Experimental comparison of the time performance of the different methods on randomly generated SAT instances favors the approximation methods (stochastic local search and genetic algorithms) over the systematic one (branch and bound). The approximation methods however do not guarantee the correctness of the solution provided. Finally, we show that a method we propose that uses non systematic search in a limited form together with the branch and bound method has the best compromise, in practice, between time and quality of the solution returned. Indeed, while this hybrid method does guarantee, in practice, the completeness of the solution returned, the time returned by this technique is comparable to the running time of the approximation methods. Note that related work on solving SAT problems in an incremental way has already been reported in the literature. These methods rely solely on stochastic local search 7 or systematic search (backtrack search or branch and bound) 8, 9, 10 and handle the addition of one clause at a time. Our goal, in this paper, is to explore and compare different systematic and approximation methods to tackle the dynamic satisfiability problem. Also, as we will see in the next section, our method handles the addition of more than one clause at a time and depends on the structure of the CNF formula. In the next section we define the dynamic satisfiability problem and present the corresponding resolution procedure. Sections 3, 4 and 5 are respectively dedicated to the systematic method based on branch and bound, the approximation method based on stochastic local search and the approximation method based on genetic algorithms. Section 6 is dedicated to the empirical experimentation evaluating the solving methods. Concluding remarks and possible perspectives are finally presented We define a dynamic SAT problem (DSAT) as a sequence of static SAT problems SAT 0 , . . . , SAT i , SAT i+1 , . . . , SAT n each resulting from a change in the preceding one imposed by the "outside world". This change can either be a restriction (adding a new set of clauses) or a relaxation (removing a set of clauses because these later clauses are no longer interesting or because the current SAT has no solution). In this paper we will focus only on restrictions. More precisely, SAT i+1 is obtained by performing an addition of a set of clauses to SAT i . We consider that SAT 0 (initial SAT) has an empty set of clauses. A DSAT over a set X of boolean variables is a sequence of static SAT problems using only the variables in X. Solving a DSAT problem consists of maintaining the satisfiability of the related static SAT problems anytime a new set of clauses is added.
General Procedure for Solving DSAT
Let us assume that we have the following situation: SAT i+1 = SAT i ∧ NC where SAT i is the current SAT formula, NC is a new set of clauses to be added to SAT i and SAT i+1 is the new formula obtained after adding the new set of clauses. Both SAT i and NC (and by consequence SAT i+1 ) are defined on a set X of boolean variables. Assuming that SAT i is satisfiable, the goal here is to check the consistency of SAT i+1 when adding the new set of clauses denoted by NC. To do so, we have defined the following procedure:
(1) If x ∧ ¬x is contained in NC, return that NC is inconsistent. NC cannot be added to SAT i . (2) Simplify NC by removing any clause containing a disjunction of the form x∨¬x. (3) Let NC = NC 1 ∧ NC 2 where NC 1 is the set of clauses, each containing at least one variable that appears in SAT i and NC 2 the set of clauses that do not contain any variable that appears in SAT i or NC 1 . Let SAT i = S 1 ∧ S 2 where S 1 is the set of clauses, each containing at least one variable that appears in NC and S 2 the set of clauses that do not contain any variable that appears in NC or S 1 . S 2 will be discarded from the rest of the procedure since any assignment to the variables of NC will not affect the truth assignment already obtained for S 2 . (4) Assign the truth assignment of SAT i to NC 1 . If NC 1 is satisfiable goto 7. (5) Using a search method flip the variables of NC 1 that do not appear in S 1 . If NC 1 is satisfied goto 7. (6) Using a search method, look for a truth assignment for both S 1 and NC 1 . If no such assignment is found return NC cannot be added as it will affect the consistency of SAT i .
(7) Using a search method look for a truth assignment for NC 2 . If no such assignment is found return NC cannot be added as it will affect the satisfiability of SAT i .
Step 5 requires a search procedure that starts from an initial configuration and iterates until a truth assignment satisfying NC 1 is found. To perform this step we can use one of the following methods. (1) A randomized local search method starting from the initial configuration. The local search algorithm will iterate by flipping the values of the variables of NC 1 that do not appear in S1 until a truth assignment for NC 1 is found. Details about the stochastic local search method are presented in section 4. (2) A genetic algorithm starting from a population containing instances of the initial configuration. The genetic algorithm iterates performing the mutation and crossover operators on only the part of the vectors containing the variables of NC 1 that do not appear in S 1 . The method based on genetic algorithms is presented in section 5. (3) A branch and bound method which starts with a lower bound equal to the number of non satisfied clauses of the initial configuration, and explores a subset of the search space by assigning values to the variables that appear in NC 1 but not in S 1 . The algorithm will stop when the lower bound is equal to zero or when the entire subset of the search space is explored. The detail of the branch and bound method is presented in section 3. In step 6 the search procedure starts from the best configuration (assignment) found in step 5, and iterates until a truth assignment satisfying both NC 1 and S 1 is obtained. The search procedure has also to make sure to avoid checking any configuration already explored in step 5. This can be done by checking, at each variable assignment,that the subset of the variables belonging to S 1 and that do not belong to NC 1 has an assignment different from the old one satisfying SAT i .
Step 7 requires a search procedure for determining a truth assignment for NC 2 .
Solving SAT using Systematic Search Techniques
The exact algorithms for solving SAT problems include the well known DavisPutnam-Loveland algorithm (DPLL) 3 and the integer programming approaches 11 . The algorithm that we will use is a branch and bound variant of the Davis-PutnamLoveland procedure. This algorithm starts with an upper bound (UB) corresponding to the number of unsatisfied clauses of a given complete assignment. The algorithm will then iterate updating the value of UB anytime a new complete assignment with a lower number of unsatisfied clauses is found. The algorithm will stop when UB is equal to zero (which corresponds to a solution satisfying all the clauses) or when the entire search tree has been explored. Our implementation of the algorithm is as follows. We use a variant of the backtrack search method that compares at each node the upper bound UB with a lower bound LB corresponding to the sum of the number of unsatisfied clauses of the current partial assignment and an underestimation of the number of clauses that become unsatisfied if we extend the current partial assignment into a complete one. If UB ≤ LB the algorithm backtracks and changes the decision at the upper level. If UB > LB the current partial assignment is extended by instantiating the current node to true or false. If the current node is a leaf node, UB will take the value of LB (a new upper bound has been found). The algorithm will stop when UB is equal to zero or when the entire search tree has been explored. The underestimation is equal here to the minimum between the number of clauses that become unsatisfied if true is chosen for the next assignment and the number of clauses that become unsatisfied if false is chosen for the next assignment. For choosing the next variable to assign, we use the in-most-shortest clause heuristic as reported in 12 .
Solving SAT using Stochastic Local Search
One of the well known randomized local search algorithms for solving SAT problems is the GSAT procedure 4,5 . GSAT is a greedy based algorithm that starts with a random assignment of values to boolean variables. It then iterates by selecting at each step a variable, flips its value from false to true or true to false and records the decrease in the number of unsatisfied clauses. The algorithm stops and returns a solution if the number of unsatisfied clauses is equal to zero. After MAX-FLIPS iterations, the algorithm updates the current solution to the new solution that has the largest decrease in unsatisfied clauses and starts flipping again until a solution satisfying all the clauses is found or MAX-TRIES is reached. This is how the algorithm is used in step 7 of our general procedure. When used in step 5, the GSAT algorithm starts from the initial configuration (corresponding to the truth assignment found for the formula before adding the new clauses) instead of a random configuration. Also, only the variables belonging to NC 1 and which do not appear in S1 can be chosen for the flip. For step 6, GSAT starts from the best configuration found in step 5. Also, all the configurations explored in step 5 are avoided in step 6 as shown in subsection 2.2.
Solving SAT using Genetic Algorithms
Since we are dealing with variables that can only take on two states, true or false, the representation we choose is a binary vector of length n where n is the number of boolean variables with the coding of 1 being true and 0 being false. Each entry in the vector corresponds to the truth assignment for the variable which corresponds to that location in the vector. For example, if we consider the formula in introduction, then the vector (010) will correspond to the truth assignment {x 1 = false , x 2 = true , x 3 = false} which does not satisfy the formula. The GA search method will start from an initial randomized population of individuals and evaluate each vector using a fitness function to see if we have discovered the optimum solution. We define the fitness function as the number of true clauses corresponding to a given vector. For example, the fitness function of the vector (110) is equal to 2. If the fitness function is equal to C (C is the number of clauses of the formula) then the CNF expression is satisfied. After evaluating the randomized population, if the optimum function is not found then the crossover and mutation operators will be applied to some selected individuals. The way we use to select the individuals (select function) is to assign a probability of being selected to each individual in proportion of their relative fitness. That is, an individual with the fitness function equal to 10 is 10 times more likely to be chosen than an individual with a score of 1. Note that we may obtain multiple copies of individuals that happened to be chosen more than once (case, for example, of individuals with good fitness function) and some individuals very likely would not be selected at all. Note also that even the individual with the best fitness function might not be selected, just by random chance. In step 6 of our resolution procedure the above GA method will be used as is to look for the satisfiability of the formula NC 2 . In step 5, the initial population contains instances of the initial configuration. Crossover and mutation operators are modified such that only the entries of the vectors corresponding to variables of N 1 which do not appear in S 1 are affected by the operators.
Experimentation
In this section we will present an experimental comparison of the following four methods for solving DSAT problems. SLS: the stochastic local search method is used here in steps 5, 6 and 7 of the resolution procedure. GA: the method based on genetic algorithms is used in steps 5,6 and 7. BB: the branch and bound method is used in steps 5, 6 and 7. SLS+BB: the branch and bound method is used in steps 5 and 6 while the stochastic local search method is used in step 7. All tests are performed on a 2GHz Pentium IV computer under Linux and all procedures are coded in C language. Since we did not find libraries providing dynamic SAT problems, we took SAT instances from the well known SATLIB library 7 . Each dynamic SAT instance is generated from a SAT one in a series of stages. At each stage, a random number of clauses is taken from the SAT instance and added to the dynamic SAT one until there are no more clauses to take. In the following we consider st the total number of stages and N the total number of clauses of the SAT instance. The number of clauses (N 1 . . . N st ) taken at each stage are generated as follows. 
. . , N st will be generated in the same manner. This will ensure that the average number of clauses in each stage is almost equal to N/st. In the following tests, the value of st is fixed to 10. Table 1 presents the average running time needed by each of the four methods to solve the dynamic SAT instances. Indeed, for each test set, each method is executed on 100 instances and the average execution time for solving the instances is taken. Each test set is characterized by the number of variables and clauses of the random instances. For instance, uf20-91 corresponds to uniform random 3-SAT problems generated as shown in 13 and having 20 variables and 91 clauses. SLS and GA approximation methods present the best results. The performances of these two methods are comparable. Due to the exponential running time of the branch and bound method (comparing to the polynomial time cost of the approximation methods) BB is slower especially for large instances. However BB is a systematic search method that always guarantees the completeness of the solution returned which is not the case of SLS and GA. Indeed, for very large problems SLS and GA fail sometimes to solve the problem completely. For example, in the test-set uf225-960 and uf250-1065 SLS and GA fail to solve 2% of the instances. SLS+BB is the method that has the best compromise between the porformance in time and the completeness of the solution returned. Indeed, SLS+BB succeded to solve completely all the problem instances (even for very large problems) in a reasonable execution time (as we can see the running time of SLS+BB is comparable to the running time of SLS and GA). The completeness of SLS+BB is guaranteed here because the non systematic part of the method (SLS) is applied only in step 7 on a small set of clauses (NC 2 which is a subset of the set of new added clauses at each time). In practice, SLS always finds a complete solution of a SAT formula when its number of clauses is small. Fig. 1 . Comparative tests on randomly generated Incremental Uniform 3-SAT Problems.
Conclusion
In this paper we have presented different ways based respectively on systematic and approximation methods for maintaining the satisfiability of CNF propositional formulas in an incremental way. Although the non systematic methods have the best performance in time, they do not always guarantee the completeness of the solution returned. On the other hand, the systematic method based on branch and bound does note have good performance in time while it guarantees a complete solution. Finally, a method we propose that uses a non systematic search in a limited form has the best compromise between time and quality of the solution returned. Our work is of interest to a large variety of applications that need to be processed in an evolutive environment. This can be the case of real-world problems such as reactive scheduling and planning, dynamic combinatorial optimization, dynamic constraint satisfaction and machine learning in a dynamic environment. One perspective of our work is to deal with retraction of clauses in an efficient way. Assume that during the search, a given clause (or a set of clauses) is removed. Would it be worthwhile to reconsider any decision made because of these clause(s) or would it be more costly than just continuing on with search. Another idea we will investigate in order to improve the performance of our general procedure consists of processing steps 4 until 6 and step 7 of our procedure in parallel. If any of these two parallel phases fails then the main procedure will stop and returns NC (set of new clauses to be added) inconsistent.
