Abstract
Introduction
With the rapid development of industrialization and 
Literature Review

Air Quality Prediction Models
According to model methods, air quality prediction models can be classified into three main categories:
deterministic models, statistical models and hybrid models.
Deterministic models can be carried out without a large amount of historical data, but it requires a full understanding of the source of pollutants, the real-time Compared with deterministic models, statistical models are much easier and more efficient. Therefore, many researchers integrated deterministic methods with statistical methods to improve prediction accuracy.
Some scholars designed an adaptive neuro-fuzzy model [4] . According to the data of 12-hour average air pollutants in the Yangtze river Delta Region of China, a deterministic model based on particulate matter was created. Statistical models mainly depend on historical data and trend analysis to predict the future uncertainty;
they have become the basis of many areas of forecasting decision-making. At the same time, with the development of artificial intelligence (AI) technology, prediction models are gradually transitioning from traditional statistical methods to AI-based methods [5] [6] [7] [8] .
To improve prediction accuracy, hybrid models which combine advantages of different single models are widely used in the field air quality prediction. Some scholars proposed a new hybrid model for Air Quality Index (AQI) forecasting which combined a two-phase decomposition method and an extreme learning machine (ELM) optimized by differential evolution (DE) algorithm [9] ; the results showed that the hybrid model based on the two-phase decomposition method had high prediction accuracy. Some scholars proposed a hybrid model based on principal component analysis (PCA) and least squares support vector machine (LSSVM), and parameters in LSSVM were optimized by cuckoo search (CS) and its generalization ability was improved [10] .
Although the above models have the high accuracy, 
Ensemble Learning Model
Ensemble learning has high accuracy in machine learning algorithms and is widely used for prediction. Boosting is a kind of effective integrated learning algorithm; by using Boosting, weak classifiers can be transformed to strong classifiers. Due to its efficiency and accuracy of classification, Boosting was used in face recognition [11] . When it comes to Boosting algorithms, XGBoost algorithm has a flexible and portable gradient-distributed decision-making promotion library. When dealing with large amounts of data, XGBoost can ensure high classification accuracy and low time complexity. XGBoost is used for commercial sales forecast [12] , online public opinion forecast [13] , e-commerce commodity recommendation [14] .
From the above literatures, ensemble learning has a good prediction effect, and can output the weight of features. For this reason, this paper applies the ensemble learning algorithm to the research of urban PM2.5 concentration prediction.
Feature Engineering
The air quality prediction model mainly includes were selected. This paper will focus on RF, GBDT and XGBoost algorithms. 
RF model
GBDT model and XGBoost model
Boosting is a kind of effective ensemble learning algorithm. By using Boosting, weak classifiers can be transformed to strong classifiers in order to get accurate classification results.
The decision tree in the GBDT algorithm belongs to the regression tree. Each iteration is to reduce the residual of the previous model and trains a new model on the gradient direction of the residual reduction.
Given the training data = {( 1 , 1 ), ( 2 , 2 ) … … . ( , )}, the fitting target is to find an estimation function * ( ) , so as to make the difference between the predicted PM2.5 concentration and the real value close to 0.
As another kind of Boosting algorithm, XGBoost algorithm is based on the gradient promotion framework of a highly extensible tree structure model, and the ability of processing sparse data is outstanding.
XGBoost is suitable for multi-source data for PM2.5
forecast. XGBoost can sort through the features of block processing and use multi-threading technology to ascend tree construction speed, which reduces computing time by a large proportion and breaks through the computational limitation of Boosting.
For training data = {( , )}(| | = , ∈ , ∈ ), the model as following:
xi represents the eigenvector of the i th training data.
The q means the leaf index corresponding to the tree and sample map. T means the number of leaves on each tree.
Each tree corresponds to a separate structure q and the weight w.
Experimental design
Experimental data collection
The collected data include meteorological 
Experimental data processing
Because the raw data is different on the scale of features in dimensions, we need to make the data standardized to eliminate the differences between features in order to avoid, to some extent, the influence 
Analysis of results
Algorithms comparison
At the beginning of experiments, we take the training data which contains all the features as the input into five algorithms to respectively train. Then, we use the testing data to evaluate the accuracy of models. Table 4 : Table 4 shows that the models trained by XGBoost, GBDT and MLP are better than those trained by other algorithms.
However, the difference between the mean and the maximum of the prediction results of each model is generally large. Therefore, in the next section, the prediction results of the models trained by the three algorithms, i.e. XGBoost, GBDT and MLP, will be emphatically analyzed in different periods.
Periods comparison
The difference between the mean value and the maximum value of the prediction results is mainly Table 5 . See table 6 for details: For the convenience of display, the prediction results of "Ⅲ-heating period" were selected for visual analysis. After analyzing the emission of these pollution sources, it is found that the emission is also a factor that influences the importance of the results. 
