We investigate the asymptotic behavior of Bayesian posterior distributions under i.i.d misspecified models. More specifically, we study the concentration of the posterior distribution on neighborhoods of f ⋆ , the density that is closest in the Kullback-Leibler sense to the true model f 0 . We note through examples, the need for assumptions beyond the usual Kullback-Leibler support assumption. We then investigate consistency with respect to a general metric under three assumptions, each based on a notion of divergence measure, and then apply these to a weighted L 1 metric in convex models and non-convex models.
Introduction
Let F 0 be a family of densities with respect to a σ-finite measure on a measure space. The object of study is the posterior distribution arising out of the model which consists of a prior distribution Π on F 0 and for any given f ∈ F 0 , Y 1:n = (Y 1 , Y 2 , . . . , Y n ) are independent and identically distributed (i.i.d.) as f . We investigate the behavior of the posterior distribution when the "true" model f 0 is not necessarily in F 0 . The posterior is typically expected to concentrate around a density f ⋆ in F 0 that minimizes the Kullback-Leibler divergence from
An early investigation of this set up goes back to Berk (1966) . An extensive study of parametric model appears in Bunke and Milhaud (1998) . Lee and MacEachern (2011) investigate concentration of the posterior and its behavior in testing problems, when the prior is on an exponential model. The infinite-dimensional nonparametric case has been studied by Kleijn and Van der Vaart (2006) and De Blasi and Walker (2013) For the nonparametric i.i.d case studied in this note, the basic paper is Kleijn and Van der Vaart (2006) . The standard approach to this problem is to first identify sets whose posterior probability goes to 0 and then relate these to the topology of interest. Kleijn and Van der Vaart in their paper develop both these aspects together and in addition to consistency, also develop rates. De Blasi and Walker (2013) take a somewhat different route towards providing sufficient conditions, specifically for Hellinger-consistency.
Our starting point is Kleijn and Van der Vaart (2006) . To help motivate our approach, we first summarize key steps in their work. Let E 0 denote expectation with respect to f 0 .
• They start with the Kullback-Leibler support assumption on the prior Π, i.e., Π f : E 0 log f ⋆ f < ε > 0, for any ε > 0.
(1)
• They cover the sets S j = {f : jε ≤ d(f, f ⋆ ) < (j + 1)ε}, for j ≥ 1, by convex sets A satisfying:
• Then they show that, if the assumption in equation (1) is satisfied, posterior probability of sets satisfying equation (2) goes to 0 by constructing a sequence of exponential tests for a testing problem that involves non-probability measures. Then, based on the number of sets satisfying equation (2) required to cover S j , they develop a notion of entropy for testing problems of a set S j . When such entropy can be controlled suitably, it is shown that posterior probability of {d(f, f ⋆ ) ≥ ε} = ∪ j≥1 S j goes to 0 .
In this paper, we first provide a simple proof to show that, if the assumption in equation (1) is satisfied, then probability of sets satisfying equation 2 goes to 0. Our proof does not involve testing problems. We further observe that for a given convex set, the condition in equation
(1) is in fact equivalent to a simpler condition based on Kullback-Leibler divergence.
Consistency is related to the topology on the space of densities, usually the weak topology or the Hellinger metric topology. Towards this, we give two examples in the appendix that point out the need for additional assumptions beyond requiring that f ⋆ be in the topological support or Kullback-Leibler support of Π. In order to gain insight, we first study consistency with respect to a general metric under a set of three assumptions, each based on a notion of divergence. The first assumption is based on Kullback-Leibler divergence, the second is based on equation (2) and third is based on a relatively simpler notion. We show for a weighted L 1 metric, that such assumptions hold in convex models or when the specified family is compact. The first assumption mainly works for compact and convex families. The second assumption along with an appropriate metric entropy condition gives consistency for convex families. As a consequence, we derive a consistency result (Theorem 4), which is analogous to Kleijn and Van der Vaart (2006) . The third assumption is useful for non-convex (e.g. parametric) models. In this case, we circumvent the convexity requirement by making a continuity assumption on the likelihood ratio and show posterior consistency under an appropriate prior-summability or metric-entropy condition. As a particular consequence, Theorem 5 gives Hellinger consistency analogous to
De Blasi and Walker (2013).
We believe that our methods are simple and transparent, and provide useful insights on the requirements for the metric, while also making some of the results in Kleijn and Van der Vaart (2006) more acccesible. As another small difference, we note that our consistency results are presented in the 'almost sure' sense, as compared to convergence of means.
The remainder of the paper is organized as follows. Section 2 sets our notation and provides some basic results. Section 3 presents the consistency results for a general metric.
Section 4 presents some important results specific to L 1 and weak topologies. Finally, Section 5 contains examples to demonstrate the application of our results. In the interest of flow, supporting results and details of some proofs are included in the appendix.
Notations and preliminary results

Notations
sample from an unknown "true" density f 0 with respect to a σ-finite measure µ on a measure space (Y, Y ). F 0 is a family of density functions specified to model Y 1:n . f 0 is not necessarily in F 0 . Let Π be a prior on F 0 . We let P 0 and E 0 denote probability and expectation with respect to f 0 . When talking about joint distribution of finite or infinite iid sequences with respect to P 0 , we will omit the superscript
It is well known that the posterior typically concentrates around a density that minimizes the Kullback-Leibler divergence from f 0 , given by
Accordingly, we assume that there is a fixed unique f ⋆ ∈ F 0 such that
For any density f , we define
We assume throughout that (f /f ⋆ )f 0 dµ < ∞ for all f ∈ F 0 , and also (
The latter condition is useful since we will later (Section 4) consider weak and L 1 topologies with respect to the measure µ 0 , where
appears to be a natural choice in misspecified models, rather than the usual L 1 (µ) metric.
Let F 0 be the smallest convex set containing F 0 . In this note, a convex set is one that is closed under mixtures. That is, a general subset A ⊆ F 0 is called convex if, for any probability measure ν on A, the mixturef ν := A f ν(df ) belongs to A. It is convenient to extend Π to F 0 by defining Π(A) := Π(A ∩ F 0 ), for any measurable subset A of F 0 .
Note that we do not assume that f ⋆ minimizes the Kullback-Leibler divergence in F 0 . In addition, we define:
, where ν is a probability measure on
Finally, we write down the formula for the posterior distribution as:
Preliminary Results
We start with
The following proposition, which helps handle the denominator of equation (3), is the main consequence of Assumption 1.
Proof of the proposition is along the same lines as Lemma 4.4.1 in Ghosh and Ramamoorthi (2003) . In view of Proposition 1, Π(A|Y 1:n ) → 0 a.s. P 0 , if it can be ensured that for some
Towards handling equation (4), we work with three notions of divergence of f from f ⋆ , Kleijn and Van der Vaart (2006) and
The proposition below describes the relationship between these. The second condition in the proposition was introduced by Kleijn and Van der Vaart .
Proposition 2.
Consider the following three conditions for a subset A.
(iii) For some 0 < α 0 < 1 and
For any set A, (iii) ⇒ (ii) ⇒ (i). Further, if the set A is convex, then they are all equivalent.
The proof of Proposition 2 uses minimax theorem and is provided in Appendix A. The easy proposition below plays a central role.
Proposition 3. Suppose A ⊂ F 0 is convex. If for some 0 < α < 1 and δ > 0,
then for any probability measure ν on A,
Proof. The result follows by the use of convexity and induction. Here is an outline. When n = 1, the claim holds by convexity of A.
ν (y 1 , y 2 ) is the marginal density of Y 1 , Y 2 under the model:
where the first term inside the brackets on the right hand side f ν (y 1 |y 2 ) is the conditional density of Y 1 given Y 2 and the second term f ν (y 2 ) is the marginal density of Y 2 , obtained from the joint density f (2) ν (y 1 , y 2 ). By convexity of A, for all y 2 , f ν (.|y 2 ) ∈ A. Hence, we
A similar induction argument for general n completes the proof.
Since the expression on the right hand side is summable, we observe by using Borel -Cantelli lemma that equation (4) is satisfied. This observation along with Proposition 1 gives the result.
Consistency with general metric
Consistency requires the posterior to concentrate on neighborhoods of f ⋆ with respect to some metric d. In developing conditions for consistency with respect to d, we encounter few issues.
First, a necessary condition is that f ⋆ be in the topological support of Π with respect to this metric. Assumption 1 by itself does not ensure this. We present two examples in Appendix B to illustrate this and point out the need for stronger assumptions. The first example shows that while the presence of f ⋆ in the L 1 support of Π is necessary for consistency, this is not automatically guaranteed by the positivity of Kullback-Leibler neighborhoods specified in Assumption 1. The next example demonstrates that the presence of f ⋆ in the L 1 support and Assumption 1 by themselves are not enough to ensure consistency.
Second, since complement of a d−neighborhood is not convex in general, the equivalence in Proposition 2 is inapplicable. One approach is to suitably cover the complement by d−balls. This in turn requires that each ball satisfy one of the three conditions in Propo-sition 2. Motivated by these, we investigate consequences of each of the following set of assumptions.
Assumption 2a:
Assumption 2c:
We note that Assumption 2a and 2b are stated in terms of the convexification F 0 of F 0 , whereas Assumption 2c is stated in terms of F 0 . The presence of F 0 makes it hard to verify the first two assumptions in non-convex models. However we study the consequences of these assumptions in a general metric space because of the insight it provides into the requirements on the metric for consistency and shows the usefulness of Assumption 2c in non-convex models. In the next section, we discuss sufficient conditions for Assumptions 2a, 2b and 2c, with respect to L 1 and weak topologies.
For the rest of this section, we study posterior consistency based on each of these assumptions. We find that Assumption 2a is mainly useful when F 0 is convex and compact, Assumption 2b is useful when F 0 is convex but may not be compact, and Assumption 2c is useful when the family is neither convex nor compact.
The following theorem based on Assumption 2a is an easy consequence of Theorem 1. Then
Since U c ∩ F 0 is compact, it can be covered by B 1 , B 2 , . . . , B k all contained in F 0 with
Each of these balls is convex and disjoint from {f ∈ F 0 : d(f, f ⋆ ) < ǫ/2}. Assumption 2a ensures that each B i satisfies property (i) of Proposition 2 . Since there are finitely many such sets, the result follows using Theorem 1.
In the proof of Proposition 2 provided in Appendix A, it is clear that the choice of α 0 and η made while establishing equivalence of conditions depends on the specific set A.
Hence, it does not appear that the approach based on Assumption 2a can be carried easily beyond convex and compact families. Below, we take an approach based on Assumption 2b, which is more in line with Kleijn and Van der Vaart (2006) . Theorem 1 derives posterior consistency for convex sets. Since complement of a d− neighborhoods will not be convex in general, the approach here is to cover with a suitable number of convex sets with diminishing posterior probabilities. Towards this end, we make the following assumption.
Assumption 3: There exists subsets {V n , W n } n≥1 such that
where J n is a polynomial in n ,i.e for some r > 0, J n ≤ an r .
The simple lemma below will be useful to derive the results that follow.
Proof. The result follows since, P(
Taking infimum over α 1 , α 2 , . . . , α k on both sides we get the result.
We now derive posterior consistency under Assumptions 2b and 3, followed by a result that is analogous to the posterior consistency result in Kleijn and Van der Vaart (2006) .
If Assumptions 1,2b and 3 hold, then
, and as guaranteed by Assumption 2b, let
where Π i is Π normalized to 1 on
the right hand side of the last inequality can be written as:
By Lemma 1,
Since A i does not intersect U ǫ/2 , inf 0≤α≤1 E 0 (f /f ⋆ ) α < e −δ . By Proposition 3, for each i, inf 0≤α≤1 ET α i < e −nδ , so that
< e nβ n r e −nδ .
A choice of small enough β and an application of Borel-Cantelli lemma with β 0 < β gives
This along with Proposition 1 gives Π (U c ǫ ∩ V n |Y 1:n ) → 0 a.s. P 0 .
As for W n , first for any β > E 0 log 
Then, for ∆ > 2E 0 log f 0 f ⋆ , an application of Markov's inequality gives
Together 5 and 6 imply that Π(W n |Y 1:n ) → 0 a.s. P 0 .
The approach taken in Theorem 3 can be adapted to derive a result that is analogous to Corollary 2.1 of Kleijn and Van der Vaart (2006) . The entropy condition in their paper assumes that each set S j = {f ∈ F 0 : jǫ ≤ d(f, f ⋆ ) < (j + 1)ǫ} can be covered by N j convex sets B k with the property sup f ∈B k inf 0≤α≤1 h ⋆ α (f 0 , f ⋆ ) < e −j 2 ǫ 2 /4 . In our approach, this corresponds to a stronger version of Assumption 2b as stated in the theorem below. If
An analogous result using our approach is as follows. 
Let N j be the minimum number of d− balls in F 0 of radius jǫ/3 that cover the set
Proof. In the lines of Lemma 1, we get
Note that for any
Using Proposition 3 and the fact that S j can be covered N j number of convex sets of the form B f 1 , we get
A suitable choice of small enough β and an application of Borel-Cantelli lemma, gives that for β 0 < β: e nβ 0 U c ǫ f (n) /f ⋆(n) dΠ → 0 a.s. P 0 . This along with assumption 1 gives the result.
As noted earlier, Assumptions 2a and 2b are stated in terms of F 0 , which makes them difficult to verify for non-convex models. Assumption 2c helps handle the case of nonconvex families. We now derive consistency results under Assumption 2c and the following continuity assumption.
Assumption 4: Suppose for any f 1 , f 2 ∈ F 0 and for some monotonically increasing function η(·), we have:
Note that Assumption 4 is satisfied by d = L 1 (µ 0 ), in which case η(·) is just the identity
an application of Cauchy-Schwartz inequality shows that it is satisfied for d = L 2 (µ). 
and ν(·) be any probability measure on F 0 .
Since 0 < α 0 < 1,
(then by Jensen's inequality)
By assumption 4, the first term of the above inequality:
By assumption 2c, the second term of the inequality:
Therefore, it follows that for any probability measure ν(·) on F 0 , we have:
Since B (f 1 , r) is convex, using induction in the same manner as in Proposition 3 gives
Result is now obtained by taking ν = Π.
To ensure that the total posterior probability of U c goes to zero, we need to be able to cover it with sets of the form B (f 1 , r) that satisfy a prior-summability assumption as in 
Proof. If condition (a) holds, then since 0 < α 0 < 1, we get:
A suitable β and Borel-Cantelli Lemma give that for β 0 < β, e nβ 0 U c f (n) /f ⋆(n) dΠ → 0 a.s. P 0 . This along with Proposition 1 gives Π(U c |Y 1:n ) → 0 a.s. P 0 .
If condition (b) holds, then the proof is along the same lines as Theorem 3. (2013) Remark 2. When the family F 0 is parametrized, i.e. F 0 = {f θ : θ ∈ Θ}, it is desirable to derive results in terms of neighborhoods of θ with respect to a metric d ′ defined on Θ.
Kleijn and Van der Vaart (2006) discuss finite dimensional parametric models in Section 5 of their paper. While they too make a continuity assumption on the likelihood ratio, it is different from our Assumption 4. If the family F 0 satisfies the condition that f θ 1 = f θ 2 if and only if θ 1 = θ 2 , then our results can be easily applied by defining d(f θ 1 , f θ 2 ) := d ′ (θ 1 , θ 2 ). We discuss examples from parametric families in Section 5. Further ideas relating to parametric models have been pursued as part of a different manuscript (see Sriram and Ramamoorthi (2014) ).
4
Weak and L 1 consistency Assumption 2a, 2b and 2c are crucial for Theorems 2, 3 and 5 respectively. These, we feel, are in general hard to verify. Here, we focus on specific topologies and discuss cases where these assumptions hold.
Our interest is in two topologies on F 0 . First, the weak
The basic open neighborhoods of f ⋆ here are finite intersections of sets of the form
We will refer to this as the µ 0 -weak topology. The other topology is the L 1 topology which yields neighborhoods of the form g : |g − f ⋆ |dµ 0 < ǫ . Of interest are also the usual weak and total variation topologies on densities. These correspond to µ-weak topology and L 1 (µ) topology. In the context of consistency, our interest is in the concentration of the posterior in neighborhoods of f ⋆ . We formally define Definition 1. The sequence of posterior distributions {Π(·|Y 1 , Y 2 , . . . , Y n )} n≥1 is said to be µ 0 -weakly consistent if , for any µ 0 -weak neighborhood U of f ⋆ , Π(U |Y 1:n ) → 1 a. s. P 0 .
We will now show in the theorem below that when F 0 itself is convex, Assumption 2a, 2b and 2c are ensured with respect to weak and L 1 (µ 0 ) topologies.
Theorem 6. If F 0 is convex then Assumptions 2a, 2b and 2c hold both with respect to the
Thus using Lemma 3, we get
The last inequality ensures that assumption 2a, 2b and 2c hold with respect to L 1 (µ 0 ).
Since every weak neighborhood contains a L 1 neighborhood, assumption holds with respect to the µ 0 weak topology as well.
Remark 3 (µ 0 -Weak Consistency). By Theorem 1, Assumption 2a along with Assumption 1 ensures µ 0 − weak-consistency. This is because the complement of a weak neighborhood is a finite union of convex sets. Further, by Theorem 6, if F 0 is convex, Assumption 1 is enough to ensure µ 0 -weak consistency.
When F 0 is not convex, Assumptions 2a and 2b are not easy to verify. In that case, it may be easier to work with Assumption 2c. Next, we derive two results with sufficient conditions for Assumption 2c to hold with respect to the L 1 (µ 0 ) metric. The first simpler result below is obtained when F 0 is L 1 (µ 0 ) compact.
finitely many α's and δ's and noting that {f ∈
The following theorem and the corollary give sufficient conditions for Assumption 2c to hold with respect to L 1 (µ 0 ), when F 0 is neither convex nor compact.
Proof. Without loss of generality, assume
Applying this inequality, we get
Clearly uniform boundedness also ensures that E 0 ( f f ⋆ ) 2 is uniformly bounded. Hence Theorem 8 implies that Assumption 2c holds.
Remark 4 (L 1 (µ 0 )− Consistency). Clearly, Theorem 3 of the previous section can be applied for d = L 1 (µ 0 ), along with the sufficient conditions presented in this section for verifying assumptions 2b or 2c. In particular, we can conclude by Theorems 5 and 7 that, if F 0 is L 1 (µ 0 ) compact, Assumption 1 is enough to ensure L 1 (µ 0 ) consistency. This is because Assumption 4 is automatically satisfied by L 1 (µ 0 ), the entropy condition will hold by compactness and Assumption 2c holds due to compactness by Theorem 7 .
Examples
Mixture Models
The mixture models discussed in Kleijn and Van der Vaart (2006) are covered by our results. In particular, let y → f (y|z) be a fixed density with respect to µ for each z ∈ Z, and f (y, z) be jointly measurable. For every probability measure ν on Z let
Let M be the set of probability measures on Z. Consider the model F 0 = {p ν : ν ∈ M}. Let f 0 be the "true" distribution and assume that (including identifiability), they show that there is a unique f ⋆ that minimizes K(f 0 , f ).
They further argue that F 0 is L 1 (µ) compact. When {f (y|z) : z ∈ [−M, M ]} is the normal location family, they show that their assumptions hold for the Dirichlet prior. Since this is a convex family, by Theorem 6, assumptions 2a , 2b and 2c hold with respect to L 1 (µ 0 ).
consistency holds.
Normal Regression
Consider the family of bivariate densities F 0 of the form f θ (y, x) = ϕ(y − θ(x))g(x) where ϕ(·) is the standard normal density and θ ∈ Θ, a class of uniformly bounded continuous functions on the space of X. We assume that the true density f 0 is such that Y − θ 0 (X) ∼ p 0 (·), a density with mean 0 that does not depend on X. It's easy to see that f ⋆ (y, x) = f θ 0 (y, x) = ϕ(y − θ 0 (x))g(x). We are interested in posterior consistency with respect to the following metric
The last step uses Cauchy-Schwartz inequality. Since the last term in the above inequality is finite, for some suitably large K > 0, we can write
which implies that Assumption 4 holds. Hence Theorem 5 is applicable as long as the prior summability (part (a)) or the entropy condition (part(b)) of the theorem holds.
Bayesian Quantile Regression
Consider the family of bivariate densities F 0 of the form f (y, x) = ϕ(y − θ(x))g(x) where ϕ(·) is the asymmetric Laplace density given by ϕ(z) = τ (1 − τ )e −z(τ −I (z≤0) ) , z ∈ (−∞, ∞) with I (·) being the indicator function, 0 < τ < 1 and θ ∈ Θ, a class of uniformly bounded continuous functions on the space of X. It is easy to check that the τ th quantile of ϕ is 0. Hence, this is one particular formulation used for Bayesian quantile regression (see Yu and Moyeed 2001) . We assume that the true density is such that Y − θ 0 (X) ∼ p 0 (·), a density which does not depend on X and whose τ th quantile is 0. It's easy to see that Sriram, et al. (2013) ). We are interested in posterior consistency with respect to the following metric
It can be seen that (see Lemma 1 of Sriram, et al. 2013) log
This immediately ensures that Assumption 1 holds as long as the prior puts positive mass on d-neighborhoods of θ 0 . Further, since θ are uniformly bounded, the first of the above two inequalities ensures that
is uniformly bounded. By Corollary 1 to Theorem 8, it follows that Assumption 2c will be satisfied with respect to L 1 (µ 0 ). Further, we argue that Assumption 2c holds with respect to the metric d. To see this, firstly, it can be checked using the form of asymmetric Laplace density that
Appendix A Supporting results and proofs
We now state some technical results used in the paper. The first useful result given below is same as Lemma 6.3 of Kleijn and Van der Vaart (2006) .
Proposition 2 in Section 2.2 shows that the three notions of divergences we consider in this paper are equivalent for convex sets. The proof of this result proceeds via Minimax theorem. We state below the Minimax theorem due to Sion (1958) The next lemma investigates the relevant properties needed on the function h ⋆ α (f 0 , f ) so as to apply the Minimax theorem.For clarity, we recall the definition of h ⋆ α and note that:
Continuity in α follows from the dominated convergence theorem, since
where I {·} is the indicator function.
The following theorem is an immediate consequence of the minimax theorem and Lemma 4.
Proposition 4. For any convex set
Another useful application of the minimax theorem is the following.
Proposition 5. For any convex set A ⊂ F and f ∈ A, define:
As α ′ ↓ 0, from Lemma 3 the left hand side of the last expression converges to K ⋆ (f 0 , f ) and the right hand side converges to
This holds for each f ∈ A and hence (i) holds. This completes the proof of (iii) =⇒ (ii) =⇒ (i).
We will now show that (i) =⇒ (iii) when A is a convex set, thus concluding that in this case, the three conditions are equivalent. Suppose (i) holds, then from Lemma 5,
Since inf f ∈A g(α, f ) is increasing as α ↓ 0, given any δ ′ < δ, there is a α 0 > 0, such that for all f ∈ A,
Appendix B Illustrating need for assumptions on topology We will see later that, for this f 0 , we get 1 − M 1/2 n < e −n P 0 -almost surely for all large n, where M n = max{Y 1 , . . . , Y n }. Let f ⋆ be the Unif(0, 2), density, i.e., g a (·) for a = 1. Then it is easy to see the following:
∞ if a ∈ (0, 1), 0 if a = 1.
These show that, indeed, f ⋆ minimizes the Kullback-Leibler divergence from f 0 . Also, {f : K ⋆ (f 0 , f ) < ε} contains {f k : log 1/2 1/2−1/k < ε} = {f k : k ≥ 2(1 − e −ε ) −1 }. Clearly, the assumed prior puts positive mass on the latter set, so Assumption 1 is satisfied. Further, note that, for k ≥ 3 and a ∈ (0, 1),
Therefore, for any ε ∈ (0, 1/2), we have:
Mn 2 −n 1 4 a −1/2 da + k≥3 ( , and M n = max{Y 1 , . . . , Y n } as before. We claim that 1 − M 1/2 n < e −n for all large n with P 0 -probability 1. To see this, write:
Since this upper bound is summable over n ≥ 1, the claim follows from the Borel-Cantelli lemma. Therefore, when n is large,
Since for large enough k, e 1 2 − 1 k > e 2.5 , this implies that lim inf A n (M n ) = ∞ P 0 -almost surely. Consequently, Π n ( f − f ⋆ > ε) → 0, i.e., Assumption 1 together with f ⋆ in the L 1 support of Π is not enough to guarantee L 1 consistency.
