Markov Chains with variable length are useful stochastic models for data compression that avoid the curse of dimensionality faced by that full Markov Chains. In this paper we introduce a Variable Length Markov Chain whose transition probabilities depend not only on the state history but also on exogenous covariates through a logistic model. The goal of the proposed procedure is to obtain the context of the process, that is, the history of the process that is relevant for predicting the next state, together with the estimated coefficients corresponding to the significant exogenous variables. We show that the proposed method is consistent in the sense that the probability that the estimated context and the coefficients are equal to the true data generating mechanism tend to 1 as the sample size increases. Simulations suggest that, when covariates do contribute for the transition probability, the proposed procedure outperforms variable length Markov Chains that do not consider covariates while yielding comparable results when covariates are not present. VLMC with Exogenous Covariates 2 Key words and phrases: Consistency, context algorithm, logistic regression, betacontext, context tree, likelihood ratio. Sinica, 1(2):411-430. Vermunt, J. K., Langeheine, R., and Bockenholt, U. (1999). Discrete-time discrete-state latent markov models with time-constant and time-varying covariates. Journal of Educational and Behavioral Statistics, 24(2):179-207. Zhang, X. (2016). Prediction of hsi implied volatility index based on arma-garch model and its application in option trading. Agro Food Industry Hi Tech, 28(1):2550-2554.
Introduction
Estimating higher order Markov Chains can be challenging even when the process takes values in a finite state space. The difficulty arises from the fact that the number of parameters to be estimated increases exponentially with the order of the chain. Stochastic chains with memory of variable length constitutes a parsimonious class of higher order Markov Chains. The idea is that for each past, only a finite suffix of the past, called context, is enough to predict the next symbol. These contexts can have different lengths depending on the past itself and can be described by a rooted tree. These chains were first introduced by Rissanen (1983) as a tool for data compression. For a fixed set of contexts, estimation of the transition probabilities can be easily achieved. The problems lies into estimating the contexts from the available data. In his seminal 1983 paper, Rissanen introduces the Context algorithm, which aims at estimating a flexible class of tree structured models by lumping together irrelevant states in the history of the process. When the order of the tree is bounded regardless of the size of the sample, the proposed algorithm estimates in a consistent way both the length of the context as well as the associated transition probability.
These Markov Chains with variable order, or variable length, were further modified with a statistical perspective by Buhlmann and Wyner (1999) , who showed that the context algorithm is consistent even when the order of the chain is allowed to grow with the sample size.
Classical Markov Chain methods and their variable length versions have been well developed theoretically, however, failing to include in the model available time-dependent covariates that actually affect the transition probabilities may lead to incorrect estimation of the structure of the context tree and its parameters. Muenz and Rubinstein (1985) provide a remarkable insight about modeling the transition probabilities of two-state Markov chains with exogenous covariates using logistic regression. They develop maximum likelihood estimation of the first order Markov chain parameters with a time-invariant covariate, that is, the covariates are fixed characteristics. Several possible extensions are briefly discussed, which include the first order Markov chain with time-dependent covariates and the second order Markov chain with time-invariant covariates. After this pioneer work, there has been a growing interest in studying Markov chains with exogenous covariates (see for example Muenz and Rubinstein (1985) , Azzalini (1994) , Barrantes et al. (1995) , Cook and Ng (1997) , Vermunt et al. (1999) , Aalen et al. (2001) , Heagerty (2002) , Islam and Chowdhury (2006) , Rubin et al. (2017) , Sirdari and Islam (2018) ). On the other hand, formal inference regarding Markov Chains with exogenous covariates has not been carefully addressed. First, the transition probabilities in the literature modeled through logistic regression are restrictive and do not make full use of predictive significance of possibly time-variant exogenous covariates that are observed concomitantly with the process. To the best of our knowledge, all work in the literature allows only one observation of covariates, which is either the initial, a time-invariant value, or the most recently measured value. Second, inference about the order of the Markov Chain with exogenous covariates has not been developed. The order is closely related to the exogenous covariates because the predictive significance of past covariates may determine the transition probabilities. For instance, if a second order Markov model is employed, then it is natural to use in the logistic regression the values of the covariates observed at to the two most recent time points. Furthermore, in order to develop a more sophisticated Markov model that can address these issues, formal inference needs to be established when lumping together irrelevant past states and deciding which past covariates should be included in the model.
In response to this gap in literature, we propose the beta-context model with variable length, which allows the structure of the Markov Chain to depend on exogenous covariates throughout time. For Markov Chains with variable length, the concept of context is defined as the values of the infinite history of the process that are relevant for predicting the next state. Based on the idea in Buhlmann and Wyner (1999) , we develop a novel backward selection algorithm for Markov chains with exogenous covariates with variable length by considering both the history of binary response states and the predictive significance of past covariates. A fitted context model provides a context tree, where every branch corresponds to a history of response states which is associated with parameters that define the transition probability in terms of a logistic regression. Therefore, the transition probability depends on both past states and values of past covariates. More precisely speaking, the model assumes that the transition probabilities are defined by the logistic regression model, whose parameters are linked to the state history.
As the name of the model, the predictive significance of past covariates on the next state of the process plays a critical role in constructing the beta-context model with variable length. Note that the beta represents the parameters in logistic regression. In the proposed backward selection procedure, the predictive significance of the covariates in the past most state is evaluated first by the maximum likelihood based inference. If it turns out that the covariates have a significant predictive ability, then the state is kept in the context tree. Otherwise, the state is re-evaluated without the covariates to check whether it could be merged with its sibling, which is the state that has the same parent node in the context tree. This pruning avoids the curse of dimensionality by removing nodes that are not significant. We prove that the proposed context algorithm is consistent for estimating the true tree as well as estimating the coefficients in logistic regression as the type 1 error rate converges to zero at a certain rate.
The remainder of the paper is organized as follows. Section 2 introduces the notation, the model and the beta-context algorithm, including the theory for its consistency. Section 3 presents simulations results for the finite sample performance of the algorithm, while Section 4 exhibits the application to a real dataset.
The Beta-Context Model with Variable Length
Consider a stochastic process (Y t ) t∈Z taking values on a finite state space Y. Denote by y j i = y j , y j−1 , . . . , y i (i < j, i, j ∈ Z ∪ {−∞, ∞}, y j ∈ Y) a string written in reverse time representing the states visited by the process from time i to time j. Suppose that the transition probabilities of the process may depend on the previous states through a set of pa-rameters and d exogenous covariates. Similarly to Rissanen (1983) and Buhlmann and Wyner (1999) , we consider processes whose context lengths may depend on the actual values of the state history. Denote the ℓ-th covariate observed at time t by X tℓ , its observed value by x tℓ , ℓ = 1, . . . , d, and let X t = (X t1 , . . . , X td ), x t = (x t1 , . . . , x td ). Further define
as the vector of covariates and the vector of their observed values, respectively, from time i to time j.
The beta-context of a stochastic process (Y t ) t∈Z , which will be detailed in this section, is characterized by the dependence of both state history and covariate values. For simplicity of presentation and notation ease, in Sub- The beta-context function c(·) of a stochastic process (Y t ) t∈Z taking values in the state space Y = {0, 1} is defined as follows.
(ℓ = 0 corresponds to independence) and, letting u := y 0 −ℓ+1 ,
the vector of coefficients associated with the context (past states) u = y 0 −ℓ+1 for transitioning into the state 1, where β u t = (β u t1 , . . . , β u td ) is the vector of coefficients corresponding to the d exogenous covariates at time t, t = 0, . . . , −h + 1. Then, c(·) is called the beta-context function for any t ∈ Z, and c(y t−1 −∞ ) is called the beta-context for the transition at time t with associated parameter vector θ u .
Note that each parameter vector β u depends on the outcome of the that is non-zero, where ℓ is the length of its associated context u = y 0 −ℓ+1 .
More specifically, for a context u, if β u = β u 0 , . . . , β u (−h+1) , 0, . . . , 0 with h ≤ ℓ, then the length of β u is h. We formalize the length of this type of vector with the following definition.
Definition 2. Consider a parameter vector β u = β u 0 , . . . , β u (−ℓ+1) associated with a beta-context c(·) = u. The length of β u is defined as
It is important to notice that from its definition, the length of the beta- Definition 3. Let (Y t ) t∈Z be a stationary process with values Y t ∈ Y, |Y| < ∞, (X t ) t∈Z a family of d-dimensional vectors of exogenous covariates, X t ∈ X ⊆ R d , and c(·) the corresponding beta-context function defined in Definition 1. Let 0 ≤ η ≤ ∞ be the smallest integer such that
Then c(·) is called a beta-context function of order η, and (Y t ) t∈Z is called a stationary beta-context model of order η. 
with an associated parameter tree
The tree τ θ contains all the information about the data generating system, that is, the contexts u that determine which states visited by the chain are significant to the transition probability and the parameters θ associated with each of these contexts.
The Beta-Context Algorithm
The goal of the beta-context algorithm is to, based on data composed by n state transitions Y n 1 and the respective values of the covariate vector
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X n 1 , estimate the underlying beta-context function c(·) and the transition probability parameters θ u . Define
which represents the number of occurrences of the string v in the sequence Y n 1 . In Definition 5 we define the concept of siblings and parents in context trees, which will be used in the description of the algorithm and in the theoretical results of Section 2.3.
u ∈ Y ∞ , be two contexts whose last nodes are the only ones that differ.
Then u 1 and u 2 are called siblings in τ and this relationship is denoted by
In addition, u is called the parent of u 1 and u 2 .
The proposed algorithm starts with a maximal tree and prunes the final nodes iteratively if they are not significant. Differently from the context trees in Buhlmann and Wyner (1999) and Rissanen (1983) , here the pruning of nodes is based not only on the significance of the context, but also on the possible influence of the exogenous covariates through the coefficients β. Hence, the likelihood of the data Y n 1 conditionally on X n 1 = x n 1 based 2.2 The Beta-Context Algorithm13 on the model in Definition 1 is
where each probability follows from (2.1).
For the context u = y 0 −k+1 = y 0 , y −1 , . . . , y −k+1 with k steps into the past there are 1 + dk parameters to be estimated: 1 corresponding to α u and dk corresponding to the d exogenous covariates at each of the k steps. In order to avoid poor performance of the likelihood ratio test in the algorithm, a minimum number s ≥ 1 of observations per parameter to be estimated is required, so that the number of observations deemed necessary to estimate the 1 + dk parameters for each of the contexts u is s(1 + dk).
The algorithm is as follows.
Step 1. Given the data (Y n 1 , X n 1 ), fit a maximal |Y|-ary beta-context rooted tree, that is, find the beta-context c max (·) where
Set the initial beta-context tree as τ (0) = τ max , denote its order by r, and let the associated parameter tree be τ θ |y n 1 , x n 1 ).
Step 2. For each context u ∈ τ (0) of length r, use the LRT to test the significance of the parameter vector corresponding to the covariates from the past most node, i.e.,
To do so, let
be the deviance statistic for testing H u 0 , where L(·) is the likelihood defined in (2.2). The estimators
are estimated maximizing the likelihood under the null hypothesis
is the cumulative distribution function of a χ 2 random variable with d degrees of freedom. If π u −r+1 > γ n , for a chosen level γ n , updateτ
Step 3. With respect to the tests performed in Step 2: a) If neither H u 1 0 nor H u 2 0 , for u 1 and u 2 siblings in τ (0) , was rejected 2.2 The Beta-Context Algorithm15 then test whether these siblings' past most nodes can be dropped: let
is estimated under the null hypothesis that the sibling nodes are both replaced by their parent, and consequently reducing the parameters from the two vectors θ u 1 and θ u 2 , which have been reduced to size R 1+d(r−1) in Step
replace the siblings u 1 = uw and u 2 = uw ′ with their parent u, updating
b) If at least one of H u 1 0 and H u 2 0 , for u 1 and u 2 siblings in τ (0) , was rejected, both u 1 and u 2 remain in the tree. Then sequentially test to prune the past most parameters in β u 1 and/or β u 2 , whichever had its hypothesis not rejected in Step 2, up to the root as follows. Let u 1 = y 0 −r+2 so that Step 4. Repeat Steps 2 and 3 with the updated trees τ (1) and τ Denote this pruned beta-context tree byτ n with associated parameter treeτ θ and corresponding beta-context functionĉ(·).
Consistency of the beta-Context Algorithm
In this section we show that the beta-context algorithm described in Section 2.2 will produce estimates for the beta-context tree as well for the parameters of the regression and the transition probabilities which are strongly consistent. In order to prove these results we will need a bound for the test statistic used for the regression parameter under the alternative hypothesis which will be given in Lemma 1 and the following assumptions concerning the cut-off parameter γ n and the size of the maximal tree:
C1: γ n → 0 such that nγ n = o(1).
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C2: γ n → 0 such that (1/n) log(1/γ n ) = o(1).
C3: The order of the initial maximal tree τ max is r = O(log(n)). Letτ n andτ θn = {(u,θ u n ) : u ∈τ n } be the estimated beta-context tree and its associated parameter tree computed using the beta-context algorithm described in Section 2.2. Theorem 1 established thatτ n converges almost surely to the the true data generating mechanism denoted by the tree τ . In addition, given a consistent estimatorτ n of τ ,τ θn is strongly consistent for τ θ in the sense that both the estimated parameter tree and its associated parameters converge almost surely to their population counterparts. 
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Finite State Spaces
For stochastic processes that take values on a finite state space Y = {1, . . . , p}, the beta-context function can be defined similarly to that of the binary case. The main difference is that the transition probabilities into each of the p states are built with distinct sets of parameters, which compose a multinomial regression model. As a consequence, the pruning steps of the beta-context algorithm must handle the multiple final nodes in the tree.
Definition 6 generalizes the beta-context function c(·) in Definition 1 to the multivariate case.
Definition 6. Let (Y t ) t∈Z be a stationary process with values Y t ∈ Y and (X t ) t∈Z a family of d-dimensional vectors of exogenous covariates with X t ∈ 
for h ≤ ℓ. We denote by θ := θ u = (α u 1 , . . . , α u p , β u 1 , . . . , β u p ), with β u j = β u j,0 , . . . , β u j,(−h+1) , the vector of coefficients associated with the past states
is the vector of coefficients corresponding to the d covariates at time t = 0, . . . , −h + 1. Then, c(·) is called the beta-context function for any t ∈ Z, and c(y 0 −∞ ) is called the beta-context for the transition at time 1 with associated parameter vector θ u .
For identifiability reasons, for each set (α u 1 , β u 1 ), . . . , (α u p , β u p ) we restrict one (α u j , β u j ) to be equal to a id + 1 vector of zeros, which is called the baseline category. For the special case where p = |Y| = 2, this corresponds to the logit link in the logistic regression addressed in Subsections 2.1-2.3.
A natural and direct generalization of the beta-context algorithm to handle the multiple siblings at the pruning steps can be formulated in the following way. First, Steps 1, 2, and 4 remain the same, only now the contexts may be composed transitions into any state in the state space
Step 3 can be modified as follows.
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Step 3. With respect to the tests performed in Step 2: a) If no H u j 0 , j = 1, . . . , p, for u 1 , . . . , u p siblings in τ (0) , was rejected then test whether all these siblings' final nodes can be dropped together:
is estimated under the null hypothesis that the sibling nodes are all replaced by their parent, and consequently reducing the parameters from the vectors θ u 1 , . . . θ up , which have been each reduced to size R 1+d(r−1) in Step 2, to the parameters in θ u ∈ R 1+d(r−1) . If π u 1...p = 1 − Ψ (p−1)(d(r−1)+1) (λ u 1...p ) ≥ γ n , This modification of the beta-context algorithm prunes all siblings together when they are not jointly significant. Showing the consistency of the estimated context function in this case, in the sense of Theorem 1, is trivial since the rates in equations (S1.4) and (S1.2) in the supplementary material become O(γ n p r+1 ) instead of O(γ n 2 r+1 ).
Simulations
In where the numbers in parenthesis represent the values of α u for each context u. Note that the length of the coefficient vector β 0111 is 2, which means that only the two observations x n−1 and x n−2 are relevant in this model for the context (0, 1, 1, 1) . For example, for the data (y 1 , . . . , y 5 ) = (0, 1, 1, 1, 0) and univariate exogenous variable observations x 5 1 = (x 1 , . . . , x 5 ), the probability that the next observation is a 1 is P (Y 6 = 1|Y 5 1 = (0, 1, 1, 1, 0), X 5 1 = x 5 1 ) = P (Y 6 = 1|Y 5 2 = (0, 1, 1, 1), X 5 2 = x 5 2 ) = exp(2 + 1.5x 5 + 2x 4 ) 1 + exp(2 + 1.5x 5 + 2x 4 ) .
This can be seen as if ℓ = 4 and h = 2 in (2.1).
The second model considered is
Model 2 y 0 0 0(0.5) 1(0.8)
The third model, Model 3, is defined exactly as Model 2 except that all β u = 0, so that the performance of the proposed test is evaluated when there is no information about the transition probability in any of the avail-able covariates, that is, under the model in Buhlmann and Wyner (1999) .
For Models 1, 2, and 3 the exogenous variables X i , i = 1, . . . , n were gener- and "alpha.c" for the VLMC model in Buhlmann and Wyner (1999) were chosen to minimize the BIC criterium.
For Models 1 and 2, the proposed beta-context algorithm estimates models with considerable smaller AIC and BIC criteria compared to those probably comes from the fact that the signal is weak (values of α u are small) and the proposed method performs more hypothesis tests than the vlmc.
To gain additional insight on the differences between the estimated tree and the original tree, we computed the frequency distribution of the number of missing and extra nodes out of the 1000 simulation runs. Table 4 shows the results for Models 1, 2, and 3 when n = 1000. These results suggest that for Model 1 the proposed method is missing 2 nodes, or one branch, most of the time, while vlmc is often estimating trees that miss more than 2 nodes, probably due to the failure to detect the signal coming from the exogenous covariate. The frequent extra nodes estimated by vlmc explains its low performance in detecting τ exactly, only 1.7%, shown in Table 1 . A similar pattern is observed for Model 2. In Model 3, the proposed procedure missed 4 nodes 321 times, which means that the signal was seldom strong enough given the multiple testing adjustment on γ. To assess the performance of the proposed method in estimating the vector of coefficients for the exogenous covariates, we computed the mean and standard deviation of the estimators when the non-zero coefficients were correctly identified. Table 5 shows the results for Models 1 and 2.
For parameters corresponding to short contexts, for instance u = (0, 0), the estimation is accurate and yield a small standard deviation. However, for contexts of longer strings, the estimation over-estimated the parameters with a large standard deviation. This is due to the fact that in n = 1000, based on the probabilities of the data generating mechanism, the contexts (0,1,1,0) and (0,1,1,1) did not appear many times in the data generated by Model 1, so that there were not enough observations for an accurate estimation of these 6 parameters. Similarly for the context (0,0,0) in the data generated by Model 2. To check for the consistency of the proposed method, the simulations of Models 1 and 3 were run with n = 2000 state transitions and the results are displayed in Tables 6 and 7 respectively. Model 2 was omitted as its true tree was identified 96.4% of the time with n = 1000. The results, in view of Tables 1 and 3, suggest that as the sample size increases, the proposed algorithm recovers the true data generating mechanism with higher accuracy. This is corroborated by the estimates of the exogenous variables coefficients in Table 8 , which were greatly improved when compared to those in Table   5 . (2018)), multivariate stochastic volatility (Asai and McAleer (2006) ), neural networks (Kumar (2009) ), among others. However, in the current globalized era, stock markets are known to be highly influenced by other markets, and thus, one might want to use available information in other markets to predict trends. Classical methods in time series and stochastic processes only use the information in the history of the process itself to forecast future observations, while regression models that utilize exogenous covariates as predictors of the future observations may miss the information its own context history may contain. The proposed methodology bridges this gap by using both the past history of the Hang Seng Index and the information available in other stock market trends.
In this analysis, we model the gains (1) and losses (0) β 11 = (50.5, 11.3, −9.2) ′ . The estimated context tree yields useful insight on the trend dependence structure Hang Seng Index in terms of the NYCI, Nasdaq, and Nikkei indices. The estimated tree suggests that a loss in the previous day composes a context, that is, the next day's gain or loss in the HSI given that a loss occurred in the previous day is independent of the remainder of the history.
However, a gain in the HSI in the previous day does not provide sufficient information about the future. Two successive gains are needed to constitute a context, which suggests that two days with positive results already determine the mood of the markets without the need to revisit anything prior to those days. Moreover, a positive result followed by a negative result does not seem to be enough information about what will happen next, so that a third order Markov Chain is required in this case. The signs of the estimated intercepts suggest that, after considering the covariates, if a loss (gain) occurred in the previous day, the process is slightly more (less) likely to have a gain the following day. The estimated covariate parameters indicate that the effect of the Nikkei is mostly negative when NYCI and Nasdaq are in the model, probably as a correction factor. Consider U. Because we only cut a context u together with its sibling (whole branch), we have P (U) ≤ u 1 =uw,u 2 =uw ′ ∈τ f u 1 ≀u 2 P π u 1 −|u 1 |+1 > γ n ∩ π u 2 −|u 2 |+1 > γ n ∩{π u 1 u 2 ≥ γ n |β u 1 −|u 1 |+1 = 0, β u 2 −|u 2 |+1 = 0} ≤ u 1 =uw,u 2 =uw ′ ∈τ f u 1 ≀u 2 P π u 1 −|u 1 |+1 > γ n = P (O p (n) < Ψ −1 d (1 − γ n )),
where π u 1 −|u 1 |+1 is the p-value for testing the coefficient corresponding to the covariate at step −|u| + 1 for context u, as in equation (2.3) in the paper.
By Lemma 1, P (U) goes to zero with the choice of γ n meeting condition C2 since |τ | is fixed.
We bound P (O) with the sum of the probabilities of overfitting writing P (O) ≤ u 1 ≀u 2 ∈τ u 1 =wu,u 2 =wv,w∈τ f ;u,v∈Y ∞ P π u 1 |u 1 | < γ n + P π u 2 |u 2 | < γ n +P (dont cut siblings replacing by parent even after both betas have been reduced)
= O(γ n 2 log(n) ) = O(γ n n) = o(1), (S1.2)
for the choice of γ n meeting condition C1. is defined as in equation (2.3) in the paper. Hence
For this probability to go to 0 it suffices to choose γ n such that Ψ −1 d (1 − γ n ) = o(n). By Inglot (), Ψ −1 d (1 − γ n ) ≤ d + 2log(1/γ n ) + 2 dlog(1/γ n ), so that the choice of γ n has to be such that (1/n) log(1/γ n ) → 0, which is guaranteed by condition C2. 2 i = O(γ n 2 r+1 ) = O(γ n 2 log(n) ) = O(γ n n) = o(1), (S1.4) by condition C1, where π u −j+1 is the p-value for H u 0 : β u −j+1 = 0, and r is the order of the maximal tree τ max , which by condition C3 is r = O(log(n)).
c) The result in part c) of the theorem follows from the fact thatΘ u is a maximum likelihood estimator, which is consistent for Θ.
