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Fractional exclusion statistics (FES) is a generalization of the Bose and Fermi statistics. Typically,
systems of interacting particles are described as ideal FES systems and the properties of the FES
systems are calculated from the properties of the interacting systems. In this paper I reverse the
process and I show that a FES system may be described in general as a gas of quasiparticles which
obey Bose or Fermi distributions; the energies of the newly defined quasiparticles are calculated
starting from the FES equations for the equilibrium particle distribution. In the end I use a system
in the effective mass approximation as an example to show how the procedure works.
INTRODUCTION
The concept of fractional exclusion statistics (FES)
was introduced by Haldane in Ref. [1] and the statistical
mechanics of FES systems was formulated by several au-
thors, employing different methods [2–8]. The FES have
been applied to the description of several types of in-
teracting particle systems [1–7, 9–12] and the properties
of FES systems in different numbers of dimensions and
trapping potentials have been studied [13–28]. A gen-
eral method for the description of Fermi liquid type of
systems as ideal FES gases have been proposed in Ref.
[29, 30] and have been applied in Refs. [31–34].
Typically, for systems described in the mean field ap-
proximation, like the ones analyzed in Refs. [29–34], one
employs Landau’s Fermi liquid formalism in which quasi-
particle energies are defined in such a way that the equi-
librium populations are Bose or Fermi distributions (de-
pending on whether we have bosons or fermions in the
system) over the quasiparticle energies. The quasiparti-
cle system is neither ideal, nor it is thermodynamically
equivalent with the initial interacting particle system,
but if one properly redefines the quasiparticle energies,
one may transform it into an ideal gas, thermodynami-
cally equivalent with the original system [32]. The ideal
gas thus obtained obeys FES.
The connection between FES and Fermi liquid theory
was investigated in more detail in Ref. [34] where it was
shown that the FES and Landau’s quasiparticle popula-
tions are identical if one makes the correspondence be-
tween the quasiparticle energies in both formalisms. Here
I reverse the process and I describe a FES distribution as
a Fermi or Bose distribution over a new set of quasipar-
ticle energies. The quasiparticle energies are determined
from the equations for the FES equilibrium particle dis-
tribution.
The paper is organized as follows. First I present FES
and the equations that give the equilibrium particle pop-
ulations. In these equations I introduce the ansatz for
Bose or Fermi distributions and I obtain a set of equa-
tions for the quasiparticle energies. I particularize these
equations for some common cases. In the end I give the
conclusions.
PARTICLE DISTRIBUTION IN FES
For the calculation of the particle distribution in FES
one can adopt three equivalent descriptions: bosonic,
fermionic [32, 35, 36] and the standard FES description
[4].
The bosonic description. We have a general FES sys-
tem of species (Gi, Ni, ǫi), where Gi is the number of
states, Ni is the number of particles, and ǫi is the single-
particle energy in the species. The FES parameters, α
(−)
ij ,
describe the change of the number of states, δGi at a
change of the number of particles, δNj : δGi = −α
(−)
ij δNj
for any i and j. The grandcanonical partition function is
Z(−) =
∑
{(Gi,Ni)}
Z
(−)
{(Gi,Ni)}
(1)
and if the particles are bosons the partial partition func-
tion, Z
(−)
{(Gi,Ni)}
, is [35, 36]
Z
(−)
{(Gi,Ni)}
=
∏
i
(Gi +Ni − 1)!
Ni!(Gi − 1)!
e−β(ǫi−µ)Ni (2)
If we maximize Z
(−)
{(Gi,Ni)}
subject to the variation of
the species populations we obtain the equations for the
equilibrium particle distribution [35, 36],
0 =
∂ logZ
(−)
{(Gi,Ni)}
∂Nk
= ln
1 + n
(−)
k
n
(−)
k
−
∑
i
α
(−)
ik ln(1 + n
(−)
i )
−β(ǫk − µ) (3)
where ni ≡ Ni/Gi
The fermionic description. Another way to look at
the same problem is to assume that while Gi is the num-
ber of available states in the species i, the actual number
of states is Ti ≡ Gi+Ni – like in the situation when there
are Ni fermions on Ti states. In such a case we define
2the FES parameters, α
(+)
ij , so that δTi = −α
(+)
ij δNj . The
partial partition function is
Z
(+)
{(Ti,Ni)}
=
∏
i
Ti!
Ni!(Ti −Ni)!
e−β(ǫi−µ)Ni (4)
and the maximization with respect to Nk gives
0 = ln
1− n
(+)
k
n
(+)
k
+
∑
i
αik ln(1− n
(+)
i )− β(ǫk − µ),(5)
where n
(+)
i = Ni/Ti.
The fermionic description is more appropriate for FES
in Fermi systems and changes into the bosonic descrip-
tion by the redefinitions α
(−)
ij ≡ δij + α
(+)
ij , Gi ≡ Ti −Ni
and n
(+)
i = n
(−)
i /(1− n
(−)
i ).
The general FES description. The usual description
of FES systems was originally proposed by Wu [4]. In
this case one defines the number of states in the species
i when no particles are in the system (Ni = 0 for any i):
G0i ≡ Gi+
∑
j α
(−)
ij Nj. Writing the partial partition func-
tion (2) in terms of G0i and defining n
(0)
i ≡ Ni/G
(0)
i =
n
(−)
i /[1+
∑
j(α
(−)
ij n
(−)
j Gj/Gi)], by the maximization pro-
cedure one obtains the system of equations,
(1 + wi)
∏
j
(
wj
1 + wj
)α(−)
ji
= e(ǫi−µ)/kBT , (6a)
∑
j
(δijwj + αijG
(0)
j /G
(0)
i )n
(0)
j = 1. (6b)
Equations (6a) should be solved to obtain Wu’s auxiliary
functions, wi, which then may be plugged into Eqs. (6b)
to calculate the equilibrium populations, n
(0)
j . Notice
that wi ≡ 1/n
(−)
i [36].
The FES distribution written as a Bose or a Fermi
distribution. We look for solutions of the form
n
(±)
i =
1
eβ(ǫ˜i−µ) ± 1
, (7)
for the Eqs. (3) and (5) – in what follows we shall always
use the upper signs for fermions and the lower signs for
bosons. Plugging (7) into Eqs. (3) and (5) we obtain a
self-consistent set of equations for the quasiparticle ener-
gies,
ǫ˜k = ǫk ∓ kBT
∑
i
αik ln
[
1∓ n
(±)
i
]
.
= ǫk ± kBT
∑
i
αik ln
[
1± e−β(ǫ˜i−µ)
]
(8)
In many situations, αij ≡ αδij (e.g. [6, 16–18, 31, 37]).
In such a case
ǫ˜k = ǫk ± αkBT ln
[
1± e−β(ǫ˜k−µ)
]
, (9a)
=
ǫk
1± α
±
α
1± α
[µ− lnn(±)(ǫk)]. (9b)
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FIG. 1: (Color online) The variation of x with respect to x˜
for αij = αδij and α = 0, 0.5, 1, from up to down (solid-blue,
dashed-green and dotted-red lines, respectively) for bosons
(a) and fermions (b).
or
x = x˜∓ α ln
(
1± e−x˜
)
, (9c)
where x ≡ β(ǫ − µ) and x˜ ≡ β(ǫ˜ − µ). The dependence
of x on x˜ is plotted in Fig. 1.
In Fig. 1(a) we observe that x˜ > 0 – as it should in
order to avoid divergent population of the ground state.
Moreover, at high energies x and x˜ become indistinguish-
able for both, bosonic and fermionic systems.
Another important situation is the quasi-continuous
case with the ansatz [35]
αij = α
(e)
ij + α
(s)
i δij , (10)
where α
(e)
ij ≡ aijGi are the “extensive” parameters. We
define the species by dividing the single-particle energy
axis, ǫ, into small intervals, δǫi, centered on ǫi, where
i = 0, 1, . . .. Each such interval represents a species with
Gi = σ(ǫi)δǫi and Ni = Gini. Using the ansatz (10) we
obtain the equations [35]
β(µ− ǫ) + ln
[1∓ n(±)(ǫ)]1±α
(s)
ǫ
n(±)(ǫ)
= ∓
∫ ∞
ǫ0
σ(ǫ′)
× ln[1∓ n(±)(ǫ′)]aǫ′ǫ dǫ
′, (11)
where σ(ǫ) is the DOS along the ǫ axis and ǫ0 is the
lowest particle energy. From Eqs. (11) and (7) we get
β(ǫ˜ − ǫ) = ∓α(s)ǫ ln[1∓ n
(±)(ǫ)]
∓
∫ ∞
ǫ0
σ(ǫ′) ln[1∓ n(±)(ǫ′)]aǫ′ǫ dǫ
′
= ±α(s)ǫ ln[1± e
−β(ǫ˜−µ)]±
∫ ∞
ǫ˜0
σ˜(ǫ˜′)
× ln[1± e−β(ǫ˜
′−µ)]aǫ(ǫ˜′)ǫ(ǫ˜) dǫ˜
′, (12)
where σ˜(ǫ˜) is the DOS along the ǫ˜ axis,
σ˜(ǫ˜) = σ(ǫ) |dǫ˜/dǫ|
−1
, (13)
3and ǫ˜0 ≡ ǫ˜(ǫ0) is the lowest quasiparticle energy. Equa-
tion (12) becomes identical with Eq. (9c) if we take
aǫ′ǫ = 0 for any ǫ
′ and ǫ.
If we define a function P(ǫ˜′, ǫ˜) such that
∂P(ǫ˜′, ǫ˜)
∂ǫ˜′
= σ˜(ǫ˜′)aǫ(ǫ˜′)ǫ(ǫ˜), (14)
then Eq. (12) becomes
β(ǫ˜− ǫ) = ±α(s)ǫ ln[1± e
−β(ǫ˜−µ)]∓ ln[1± e−β(ǫ˜0−µ)]
×P(ǫ˜0, ǫ˜) + β
∫ ∞
ǫ˜0
P(ǫ˜′, ǫ˜)
eβ(ǫ˜′−µ) ± 1
dǫ˜′
= ±α(s)ǫ ln[1± e
−β(ǫ˜−µ)]∓ ln[1± e−β(ǫ˜0−µ)]
×P(ǫ˜0, ǫ˜) + β
∫ ∞
ǫ˜0
P(ǫ˜′, ǫ˜)
σ˜(ǫ˜′)
n(ǫ˜′)σ˜(ǫ˜′) dǫ˜′.(15)
Equation (15) has the typical form of the Landau’s quasi-
particle energy,
ǫ˜L(t) = t+
∫ ∞
0
Vtt′n
(±)(t′) dt′, (16)
where t is the energy of the free particle (boson or
fermion) and Vtt′ is the interaction energy between two
particles in the single-particle states t and t′, respectively.
For fermionic systems in the low temperature limit Eq.
(12) may be simplified to
ǫ˜ = ǫ− kBTα
(s)
ǫ ln[1− n
(+)(ǫ)]
+
π2
12
(kBT )
2σ˜(µ)(aµ+µ + aµ−µ)
−
∫ µ
ǫ0
σ(ǫ′)aǫ′ǫ[ǫ˜(ǫ
′)− µ]dǫ (17)
where aµ+µ ≡ limǫ′ցµ aǫ′µ, aµ−µ ≡ limǫ′րµ aǫ′µ, and
σ˜(µ) ≡ σ˜(ǫ˜ = µ). If we neglect the terms proportional to
kBT and (kBT )
2, then
ǫ˜ = ǫ−
∫ µ
ǫ0
σ(ǫ′)aǫ′ǫ[ǫ˜(ǫ
′)− µ]dǫ (18)
As an application for this case let’s consider a mean-
field model with the effective mass approximation. The
total energy of the system is
E =
∑
k
h¯2k2
2m∗
nk (19a)
and
1
2m∗
=
1
2m
− r
N
V
≡
1
2m
− rρ, (19b)
where m∗ is the effective mass, N is the total particle
number, V is the volume, and ρ is the particle density
– ρ takes values only in a range such that m∗ > 0. For
simplicity, we assume that the particles have no spin.
This is a clear manifestation of FES. The kinetic energy
is ǫ ≡ h¯2k2/(2m∗) and in a d-dimensional system the
DOS along the ǫ axis is
σd(ǫ,m
∗) = VdCd
(
2m∗
h¯2
)d/2
ǫ(d/2)−1, (20)
where Cd ≡ d
[
2d+1πd/2Γ(d/2 + 1)
]−1
. At the addition
of a particle into the system the whole spectrum changes.
This changes the DOS. If the ǫ axis is divided into the
intervals δǫi, then the number of states in each of these
intervals changes with N and this implies FES. The FES
parameters are αǫ,ǫi = −δǫ[∂σ(ǫ,N)/∂N ], where
∂σd(ǫ,m
∗)
∂m∗
=
dV
2m∗
Cd
(
2m∗
h¯2
)d/2
ǫd/2−1, (21)
∂σ
∂N
=
∂σ
∂m∗
∂m∗
∂N
=
rdm∗
V
σd(ǫ,m
∗). (22)
Therefore
αǫ,ǫi = −δǫ(rdm
∗/V )σd(ǫ,m
∗), (23)
so aǫ,ǫi = −rdm
∗/V is a constant and α
(s)
ǫ = 0. If we
plug these into (12), we get
ǫ˜ = ǫ ± kBTCd
(
2m∗
h¯2
)d/2
rdm∗
∫ ∞
0
ǫ′
(d/2)−1
× ln
{
1∓ e−β[ǫ˜(ǫ
′)−µ]
}
dǫ′
= ǫ + Cd
(
2m∗
h¯2
)d/2
2rm∗
∫ ∞
0
ǫ′
d/2
n(±)(ǫ′) dǫ′
= ǫ + 2rm∗E/V (24)
where we noticed that ∂ǫ˜/∂ǫ = 1 and the function P is
P(ǫ˜′, ǫ˜) = Cd
(
2m∗
h¯2
)d/2
2rm∗ [ǫ˜′ − 2rm∗E/V ]
d/2
(25)
The standard method for the calculation of the thermo-
dynamic properties of the system is (following Landau’s
procedure) to define the population as
n(±) =
[
1± eβ(ǫ˜
L−µ)
]−1
, (26a)
where
ǫ˜Lk ≡
∂E
∂nk
= ǫk + 2rm
∗U/V (26b)
is Landau’s quasiparticle energy and is obtained from Eq.
(19). Now we see that Eqs. (24) and (26b) are identical.
CONCLUSIONS
In this paper I showed that a fractional exclusion
statistics (FES) system may be described as a system of
4quasiparticles which obey Bose or Fermi statistics. Us-
ing the FES equations for the equilibrium particle dis-
tribution, I derive the equations for the energies of the
newly defined quasiparticles. This is the reverse of the
process of describing interacting bosons and fermions as
ideal FES particles [29, 30, 34] and emphasizes the gen-
eral analogy and transformation methods between Bose,
Fermi, and fractional exclusion statistics.
In the end I used as example a gas of particles in the
effective mass approximation and I showed that by the
method proposed here I recover the standard Fermi liquid
theory solution.
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