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нением n-го порядка с несколькими соизмеримыми сосредоточенными и распределенными запаз-
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производных до порядка n − p включительно, а выход представляет собой k-мерный вектор ли-
нейных комбинаций состояния и его производных до порядка не более p − 1. Для этой системы
исследуется задача управления спектром с помощью линейной статической обратной связи по вы-
ходу с соизмеримыми сосредоточенными и распределенными запаздываниями. Получены необходи-
мые и достаточные условия разрешимости задачи произвольного размещения спектра посредством
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Введение
Задачам стабилизации и назначения спектра для систем с запаздыванием посвящено
большое количество работ, обзор некоторых из них представлен в [1]. Для линейных систем
с сосредоточенными запаздываниями рассмотрена задача частичного назначения спектра,
где крайние правые (доминирующие) собственные значения системы назначаются произ-
вольным желаемым образом в [2,3] с использованием подхода, опирающегося на функцию
Ламберта, в [4] на основе расширения теории Эрмита–Билера, с применением к постро-
ению пропорционально-интегрального (ПИ) регулятора и пропорционально-интегрально-
дифференцирующего (ПИД) регулятора [5,6]. В [7] экспоненциальная стабилизация систем
с постоянным и переменным запаздыванием обеспечивается решением задачи частичного
назначения спектра. Задача назначения полного бесконечного спектра для систем с сосредо-
точенным запаздыванием изучена в [8], в [9] c помощью алгебраического метода с алгорит-
мом минимизации спектральной абсциссы, в [10] c использованием метода аппроксимации
Галёркина.
Для линейных систем с распределенным запаздыванием задача спектральной стабили-
зации изучается в [11, 12]. Для таких же систем изучается задача частичного назначения
спектра в [13] с помощью исследования конформного отображения характеристического
квазиполинома системы, в [14] с помощью минимизации спектральной абсциссы, в [15,16]
с помощью функции Ламберта и подхода теории бифуркции.
Для систем с распределенным и сосредоточенным запаздываниями задача полного на-
значения спектра исследуется в [17], где представлен итерационный алгоритм назначения
полюсов и минимизации спектральной абсциссы; в [18,19] получены критерии разрешимо-
сти задачи модального управления в условиях полной и неполной информации.
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Данная работа продолжает исследования [20–23]. В настоящей работе получены необ-
ходимые и достаточные условия разрешимости задачи произвольного назначения спектра
посредством обратной связи по выходу для линейной управляемой системы, заданной диф-
ференциальным уравением n-го порядка с соизмеримыми сосредоточенными и распреде-
ленными запаздываниями в состоянии.
Работа посвящается памяти Евгения Леонидовича Тонкова.
§ 1. Основной результат
Пусть K = C или K = R; Kn = {x = col (x1, . . . , xn) : xi ∈ K} — линейное пространство
вектор-столбцов над полем K; Mm,n(K) — пространство матриц размерности m × n над
полем K; Mn(K) :=Mn,n(K); I ∈Mn — единичная матрица; a — комплексное сопряжение a;
T — операция транспонирования матрицы или вектора; ∗ — операция эрмитова сопряжения
вектора или матрицы, то есть A∗ = A
T
; SpH — след матрицы H ∈ Mn(K); для матрицы
H ∈ Mn(K) обозначим H
0 := I; J := {ϑij} ∈ Mn(R), где ϑij = 1 при j = i + 1 и
ϑij = 0 при j 6= i + 1; vec : Mm,n(K) → K
mn — отображение, которое «разворачивает»
матрицу H = {hij}, i = 1, . . . ,m, j = 1, . . . , n, по строкам в вектор-столбец vecH =
col (h11, . . . , h1n, . . . , hm1, . . . , hmn) ∈ K
mn.
Рассмотрим линейную стационарную управляемую систему, которая задана дифферен-
циальным уравнением n-го порядка с соизмеримыми сосредоточенными и распределен-
ными запаздываниями в состоянии, на вход которой подается линейная комбинация из m
сигналов и их производных до порядка (n − p) включительно (1 6 p 6 n), а измерению




(n−1)(t− h) + . . .+ a1sx
(n−1)(t− sh) + . . .



























gns(τ)x(t+ τ) dτ =
= bp1u
(n−p)
1 (t) + bp+1,1u
(n−p−1)
1 (t) + . . .+ bn1u1(t) + . . .
. . .+ bpmu
(n−p)
m (t) + . . .+ bnmum(t), t > 0,
(1)
y1(t) = c11x(t) + c21x
′(t) + . . .+ cp1x
(p−1)(t), . . . ,
yk(t) = c1kx(t) + c2kx
′(t) + . . .+ cpkx
(p−1)(t),
(2)
с начальными условиями x(n−i)(τ) = φi(τ), τ ∈ [−sh, 0]; здесь h > 0 — постоянное запазды-
вание, φi : [−sh, 0] → K — непрерывные функции; aij , blα, cνβ ∈ K, i = 1, n, j = 0, s, l = p, n,
α = 1,m, ν = 1, p, β = 1, k; giη : [−ηh,−(η − 1)h] → K — интегрируемые функции (i = 1, n,
η = 1, s); u = col (u1, . . . , um) ∈ K
m — вектор управления, y = col (y1, . . . , yk) ∈ K
k —
выходной вектор; p ∈ {1, n}; комплексное сопряжение к cνβ используется для удобства
обозначений (для единообразия с предыдущими работами).
Пусть управление в системе (1), (2) имеет вид линейной статической обратной связи по












Rκ(τ)y(t+ τ) dτ, (3)
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y(t) = 0, t < −sh. Здесь Qρ = {q
ρ
αβ} ∈ Mm,k(K) — постоянные матрицы (ρ = 0, θ),
Rκ(τ) = {r
κ
αβ(τ)} ∈ Mm,k(K), r
κ
αβ : [−κh,−(κ − 1)h] → K — интегрируемые функции





(ν−1)(t), β = 1, k. Таким образом,








































































































Обозначим через ϕ(λ) характеристическую функцию замкнутой системы (4). Тогда


























































Множество Λ = {λ ∈ C : ψ(λ) = 0} образует спектр системы (4). Если спектр систе-
мы (4) лежит в левой полуплоскости, то система (4) экспоненциально устойчива. Спектр
системы (4) однозначно определяется коэффициентами системы (4). Поэтому задача назна-
чения спектра системы (4) может рассматриваться как задача управления коэффициентами
характеристической функции (5) системы (4). Мы исследуем проблему назначения произ-
вольного спектра, который только может иметь замкнутая система (4).
О п р е д е л е н и е 1. Для системы (1), (2) разрешима задача назначения произвольного
спектра посредством регулятора (3), если для любого числа ℓ > 0, любых чисел γiµ ∈ K,
i = 1, n, µ = 0, ℓ, и любых интегрируемых функций δiξ : [−ξh,−(ξ − 1)h] → K, i = 1, n,
ξ = 1, ℓ, найдутся число θ > 0, матрицы Qρ ∈ Mm,k(K), ρ = 0, θ, и интегрируемые функ-
ции Rκ : [−κh,−(κ − 1)h] → Mm,k(K), κ = 1, θ, такие, что характеристическая функция
замкнутой системы (5) удовлетворяет равенству





















Для системы (1), (2), (3) без запаздываний задача назначения произвольного (конечного)
спектра исследовалась в работах [20,24,25]. Задача назначения произвольного бесконечного
спектра исследовалась в работе [23] для системы (1), (2), (3) с одним сосредоточенным и
распределенным запаздыванием в состоянии (s = 1) и одним сосредоточенным и распре-
деленным запаздыванием в обратной связи по выходу (θ = 1), в работе [22] для системы
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(1), (2), (3) с несколькими несоизмеримыми сосредоточенными запаздываниями, без рас-
пределенных западываний. Для линейной стационарной управляемой системы, заданной
системой дифференциальных уравнений размерности n, с несколькими входами и выхода-
ми, исследовались: задача назначения произвольного конечного спектра в работе [26] для
системы с одним или несколькими несоизмеримыми сосредоточенными запаздываниями,
в работе [27] для системы с одним или несколькими несоизмеримыми сосредоточенными и
распределенными запаздываниями; задача назначения произвольного бесконечного спектра
в работе [28] для системы с несколькими соизмеримыми сосредоточенными запаздывания-
ми, в работе [29] для системы с несколькими несоизмеримыми сосредоточенными запазды-
ваниями. Задача назначения конечного спектра для билинейных систем с запаздываниями
исследовалась в работах [30, 31].
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, p ∈ {1, . . . , n}.
Приведем вспомогательное утверждение [23, Лемма 2].
Л е м м а 1. Пусть F = {flα} ∈ Mn,m(K), G = {gβν} ∈ Mk,n(K) — произвольные мат-
рицы (l = 1, n, α = 1,m, β = 1, k, ν = 1, n) и Dj = GJ
jF (j ∈ {0, n− 1}), Dj = {d
j
βα},





Т е о р е м а 1. Задача назначения произвольного спектра для системы (1), (2) посред-
ством регулятора (3) разрешима тогда и только тогда, когда матрицы
C∗B, C∗JB, , . . . , C∗Jn−1B (6)
линейно независимы.
Д о к а з а т е л ь с т в о. Рассмотрим задачу назначения спектра для системы (1), (2) по-
средством регулятора (3). Пусть задана функция





















где γiµ ∈ K, δiξ : [−ξh,−(ξ − 1)h] → K — интегрируемые функции. Требуется найти число
θ > 0, матрицы Qρ ∈ Mm,k(K), ρ = 0, θ, и интегрируемые функции Rκ : [−κh,−(κ −
1)h] → Mm,k(K), κ = 1, θ, так, чтобы характеристическая функция замкнутой системы (4)
удовлетворяла равенству
ϕ(λ) = ψ(λ). (8)
Запишем характеристическую функцию (5) замкнутой системы (4) в виде
























































Заменим в (10) последний индекс ν на i = l − ν + 1. Поскольку ν изменяется от 1 до p,






















































































































































Пусть Di−1 = C
∗J i−1B, Di−1 = {d
i−1
βα }, i ∈ {1, n}, β = 1, k, α = 1,m. Применим лемму 1 к






Для каждого i ∈ {1, n}, рассмотрим матрицы C∗J i−1BQρ, ρ = 0, θ, C
∗J i−1BRκ(τ), κ = 1, θ.
Найдем их следы. Учитывая (12), получим для всякого ρ = 0, θ



































































Подставляя (15) в (9), получим









































Учитывая равенства (16), (8), (7), получаем, что для системы (1), (2) задача произвольного
спектра посредством регулятора (3) разрешима тогда и только тогда, когда найдутся θ > 0,
матрицы Qρ ∈ Mm,k(K), ρ = 0, θ, и интегрируемые функции Rκ : [−κh,−(κ − 1)h] →













































Положим θ = max {s, ℓ}, ζ = min {s, ℓ}. Рассмотрим два случая: ℓ 6 s и l > s.















































































































Равенства (19), (20), (21), (22) имеют место для всех i = 1, n тогда и только тогда, когда
для всех i = 1, n выполнены равенства
γiρ = aiρ − Sp (C
∗J i−1BQρ), ρ = 0, ζ,
0 = aiρ − Sp (C
∗J i−1BQρ), ρ = ζ + 1, θ, если ℓ 6 s,
γiρ = −Sp (C
∗J i−1BQρ), ρ = ζ + 1, θ, если ℓ > s,
(23)
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и для всех i = 1, n и почти всех τ ∈ [−κh,−(κ − 1)h] выполнены равенства
δiκ(τ) = giκ(τ)− Sp (C
∗J i−1BRκ(τ)), κ = 1, ζ,
0 = giκ(τ)− Sp (C
∗J i−1BRκ(τ)), κ = ζ + 1, θ, если ℓ 6 s,
δiκ(τ) = −Sp (C
∗J i−1BRκ(τ)), κ = ζ + 1, θ, если ℓ > s.
(24)
Каждая ρ-я система в (23) состоит из n уравнений с mk неизвестными элементами матриц
Qρ, ρ = 0, θ. Каждая κ-я система в (24) состоит из n уравнений с mk неизвестными эле-
ментами матриц Rκ(τ), κ = 1, θ. Перепишем системы (23), (24) в векторном виде. По опре-
делению отображения vec имеем Sp (XY ) = (vecX)T · (vecY T ) для любых X ∈ Mp,q(K),
Y ∈ Mq,p(K). Для всякого i = 1, n применим это равенство в системе (23) к матрице
X = C∗J i−1B и к матрицам Y = Qρ, ρ = 0, θ, а в системе (24) к матрице X = C
∗J i−1B и к
Y = Rκ(τ), κ = 1, θ. Построим матрицу
P := [vec (C∗B), vec (C∗JB), . . . , vec (C∗Jn−1B)] ∈Mmk,n(K). (25)
Обозначим vρ := vec (Q
T
ρ ) ∈ K
mk, ρ = 0, θ, fκ(τ) := vec (R
T
κ
(τ)) ∈ Kmk, κ = 1, θ,
wρ := col (a1ρ − γ1ρ, . . . , anρ − γnρ) ∈ K
n, ρ = 0, ζ,
wρ := col (a1ρ, . . . , anρ) ∈ K
n, ρ = ζ + 1, θ, если ℓ 6 s,
wρ := col (−γ1ρ, . . . ,−γnρ) ∈ K
n, ρ = ζ + 1, θ, если ℓ > s,
σκ(τ) := col
(
g1κ(τ)− δ1κ(τ), . . . , gnκ(τ)− δnκ(τ)
)
∈ Kn, κ = 1, ζ,
σκ(τ) := col
(
g1κ(τ), . . . , gnκ(τ)
)
∈ Kn, κ = ζ + 1, θ, если ℓ 6 s,
σκ(τ) := col
(
− δ1κ(τ), . . . ,−δnκ(τ)
)
∈ Kn, κ = ζ + 1, θ, если ℓ > s.
Тогда системы (23), (24) можно записать в векторном виде
P Tvρ = wρ, ρ = 0, θ, (26)
P Tfκ(τ) = σκ(τ) п.в. τ ∈ [−κh,−(κ − 1)h], κ = 1, θ. (27)
Для системы (1), (2) задача назначения произвольного спектра посредством регулятора (3)
разрешима тогда и только тогда, когда системы (26), (27) разрешимы относительно vρ,
ρ = 0, θ, и fκ(τ), κ = 1, θ, для любых γiµ ∈ K и для любых интегрируемых функций
δiξ : [−ξh, (ξ − 1)h, 0] → K, i = 1, n, µ = 0, ℓ, ξ = 1, ℓ. Условие линейной независимости
матриц (6) является необходимым и достаточным для разрешимости системы (26), (27).
В частности, система (26), (27) имеет решение
vρ = P (P
TP )−1wρ, ρ = 0, θ, (28)
fκ(τ) = P (P
TP )−1σκ(τ), κ = 1, θ. (29)
Искомые матрицы Qρ, ρ = 0, θ, и Rκ(τ), κ = 1, θ, находятся из равенств
Qρ = (vec
−1vρ)
T , ρ = 0, θ, Rκ(τ) = (vec
−1fκ(τ))
T , κ = 1, θ. 
§ 2. Следствия
Если характеристическая функция замкнутой системы (4) обращается в полином, то
спектр системы (4) конечен. Говорят, что для системы (1), (2) разрешима задача назначения
произвольного конечного спектра посредством регулятора (3), если для любых ωi ∈ K,
i = 1, n, найдутся число θ > 0, матрицы Qρ ∈ Mm,k(K), ρ = 0, θ, и интегрируемые функ-
ции Rκ : [−κh,−(κ − 1)h] → Mm,k(K), κ = 1, θ, такие, что характеристическая функция
замкнутой системы (4) удовлетворяет равенству
ϕ(λ) = λn + ω1λ
n−1 + . . .+ ωn.
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С л е д с т в и е 1. Задача назначения произвольного конечного спектра для системы (1),
(2) посредством регулятора (3) разрешима тогда и только тогда, когда матрицы (6) ли-
нейно независимы.
Следствие 1 вытекает из теоремы 1: рассматриваемая задача эквивалентна разрешимо-
сти системы (26), (27), где ℓ = 0, γi0 = ωi, i = 1, n: если матрицы (6) линейно независимы,
то система (26), (27) разрешима для любых ωi; если нет, то система (26), (27) разрешима не
для любых ωi, i = 1, n.
С л е д с т в и е 2. Если матрицы (6) линейно независимы, то система (1), (2) экспонен-
циально стабилизируема посредством статической обратной связи по выходу (3).






n−1 = (λ+ 1)n.
Далее, рассмотрим систему (1), (2), которая содержит только сосредоточенные запазды-



















Пусть управление в системе (30), (2) также содержит только сосредоточенные запазды-






О п р е д е л е н и е 2. Для системы (30), (2) разрешима задача назначения произвольного
спектра посредством регулятора (31), если для любого числа ℓ > 0 и любых чисел γiµ ∈ K,
i = 1, n, µ = 0, ℓ, найдутся число θ > 0 и матрицы Qρ ∈ Mm,k(K), ρ = 0, θ, такие, что
характеристическая функция замкнутой системы (30), (2), (31) удовлетворяет равенству









Т е о р е м а 2. Задача назначения произвольного спектра для системы (30), (2) посред-
ством регулятора (31) разрешима тогда и только тогда, когда матрицы (6) линейно неза-
висимы.
Доказательство теоремы 2 повторяет доказательство теоремы 1 с
giη(τ) ≡ 0, i = 1, n, η = 1, s, τ ∈ [−ηh,−(η − 1)h],
δiξ(τ) ≡ 0, i = 1, n, ξ = 1, ℓ, τ ∈ [−ξh,−(ξ − 1)h],
rκαβ(τ) ≡ 0, α = 1,m, β = 1, k, κ = 1, θ, τ ∈ [−κh,−(κ − 1)h].
С л е д с т в и е 3. Задача назначения произвольного конечного спектра для системы
(30), (2) посредством регулятора (31) разрешима тогда и только тогда, когда матрицы
(6) линейно независимы.
С л е д с т в и е 4. Если матрицы (6) линейно независимы, то система (30), (2) экспо-
ненциально стабилизируема посредством статической обратной связи по выходу (31).
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Далее, рассмотрим систему (1), (2), которая содержит только распределенные запазды-



























Пусть управление в системе (32), (2) также содержит только распределенные запазды-
вания и не содержит сосредоточенные запаздывания:







Rκ(τ)y(t+ τ) dτ. (33)
О п р е д е л е н и е 3. Для системы (32), (2) разрешима задача назначения произвольного
спектра посредством регулятора (33), если для любых чисел γi0 ∈ K, i = 1, n, для любого
числа ℓ > 0 и любых интегрируемых функций δiξ : [−ξh,−(ξ − 1)h] → K, i = 1, n, ξ = 1, ℓ,
найдутся матрица Q0 ∈Mm,k(K), число θ > 0 и интегрируемые функции Rκ : [−κh,−(κ −
1)h] →Mm,k(K), κ = 1, θ, такие, что характеристическая функция замкнутой системы (32),
(2), (33) удовлетворяет равенству

















Т е о р е м а 3. Задача назначения произвольного спектра для системы (32), (2) посред-
ством регулятора (33) разрешима тогда и только тогда, когда матрицы (6) линейно неза-
висимы.
Доказательство теоремы 3 повторяет доказательство теоремы 1 с
aij = 0, i = 1, n, j = 1, s,
γiµ = 0, i = 1, n, µ = 1, ℓ,
q
ρ
αβ = 0, α = 1,m, β = 1, k, ρ = 1, θ.
С л е д с т в и е 5. Задача назначения произвольного конечного спектра для системы
(32), (2) посредством регулятора (33) разрешима тогда и только тогда, когда матрицы
(6) линейно независимы.
С л е д с т в и е 6. Если матрицы (6) линейно независимы, то система (32), (2) экспо-
ненциально стабилизируема посредством статической обратной связи по выходу (33).
§ 3. Пример
Рассмотрим систему








x′′(t+ τ) dτ − 2
∫ 0
−h





x′(t+ τ) sin 2τ dτ +
∫ 0
−h










′(t), y2(t) = −x(t)− x
′(t), (35)
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x ∈ R, u = col (u1, u2) ∈ R
2, y = col (y1, y2) ∈ R
2. Имеем n = 3, k = 2, m = 2, p = 2, s = 2;
a10 = 0, a11 = −1, a12 = 4, a20 = 1, a21 = 0, a22 = −2, a30 = −1, a31 = 1, a32 = 0;
g11(τ) = sin τ, g12(τ) = 1, g21(τ) = −2 sin τ, g22(τ) = sin 2τ, g31(τ) = cos τ, g32(τ) = sin τ ;
b21 = 1, b22 = −1, b31 = 0, b32 = −1; c11 = 0, c21 = 1, c12 = −1, c22 = −1.















































Имеем rankP = 3 = n, следовательно, матрицы (36) линейно независимы. Таким образом,
по теореме 1 для системы (1), (2) разрешима задача назначения произвольного спектра
посредством регулятора (3). Построим такой регулятор. Пусть к примеру
ϕ(λ) = λ3 + λ2
(
2 + e−λh −
∫ 0
−h





1 + 2e−λh +
∫ 0
−h




Тогда ℓ = 1;
γ10 = 2, γ11 = 1, γ20 = 1, γ21 = 2, γ30 = 0, γ31 = 1,
δ11(τ) = − sin τ + cos τ, δ21(τ) = − sin 2τ + 2 cos τ, δ31(τ) = 0.
Тогда θ = 2, ζ = 1. Далее находим
w0 = col (a10 − γ10, a20 − γ20, a30 − γ30) = (−2, 0,−1),
w1 = col (a11 − γ11, a21 − γ21, a31 − γ31) = (−2,−2, 0),
w2 = col (a12, a22, a32) = (4,−2, 0),
σ1(τ) = col
(
g11(τ)− δ11(τ), g21(τ)− δ21(τ), g31(τ)− δ31(τ)
)
=





= (1, sin 2τ, sin τ).
Вычисляя v0, v1, v2, f1(τ), f2(τ) по формулам (28), (29), получим
v0 = col (−3,−1,−1,−1), v1 = col (0, 1, 1, 0), v2 = col (6, 1, 1, 0);
f1(τ) = col (4 sin τ + 2 cos τ − sin 2τ, sin τ − sin τ cos τ + 2 cos τ,
sin τ − sin τ cos τ + 2 cos τ, cos τ),








































4 sin τ + 2 cos τ − sin 2τ sin τ − sin τ cos τ + 2 cos τ





1− sin 2τ + sin τ − sin τ cos τ + sin τ







































x′(t+ τ)(3 sin τ − sin τ cos τ) dτ +
∫ 0
−h









x(t+ τ)(sin τ cos τ − sin τ) dτ,
u2(t) = x(t) + x
′(t− h) + x′(t− 2h) +
∫ 0
−h












x(t+ τ) sin τ dτ.
Система (34), (35) замкнутая регулятором (38) принимает вид




x′′(t+ τ)(sin τ − cos τ) dτ +
∫ 0
−h









Рис. 2. Решения замкнутой системы (39) при различных начальных условиях
Характеристическая функция замкнутой системы (39) совпадает с (37). В частности, (при
h = 1) система (39) экспоненциально устойчива. На рис. 1 изображен спектр системы
(39) при h = 1. На рис. 2 изображены решения системы (39) при h = 1, при некоторых
начальных условиях.
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