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Abstract The paper investigates two inertial extragradient algorithms for seeking a
common solution to a variational inequality problem involving a monotone and Lips-
chitz continuous mapping and a fixed point problem with a demicontractive mapping
in real Hilbert spaces. Our algorithms only need to calculate the projection on the
feasible set once in each iteration. Moreover, they can work well without the prior
information of the Lipschitz constant of the cost operator and do not contain any line
search process. The strong convergenceof the algorithms is established under suitable
conditions. Some experiments are presented to illustrate the numerical efficiency of
the suggested algorithms and compare them with some existing ones.
Keywords Variational inequality problem · Fixed point problem · Subgradient
extragradient method · Tseng’s extragradient method · Inertial method · Hybrid
steepest descent method
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1 Introduction
Throughout this paper, one assumes that H is a real Hilbert space with 〈·, ·〉 and ‖ · ‖
as its inner product and induced norm, respectively. LetC ⊂H be convex and closed,
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and let PC denote the metric (nearest point) projection of H onto C. Let A : C→ H
be a nonlinear operator. The problem of finding the variational inequality of x† ∈ C
(VIP for short) is considered as follows:
〈Ax†,x− x†〉 ≥ 0 , ∀x ∈C . (VIP)
The symbol Ω represents the solution set of the problem (VIP).
Variational inequality problems provide a useful and indispensable tool for inves-
tigating various interesting issues emerging in many areas, such as social, physics,
engineering, economics, network analysis, medical imaging, inverse problems, trans-
portation and many more, see, e.g., [1,2,3,4,5]. Variational inequalities theory has
been proven to provide a simple, universal, and consistent structure to deal with pos-
sible problems. In the past few decades, researchers have shown tremendous interest
in exploring different extensions of the variational inequality problems. Recently, var-
ious forms of computational approaches have been developed and proposed to solve
the problem of variational inequalities, such as projection-based methods, hybrid
steepest descent methods, and Tikhonov regularization methods. For some related
results, the reader can refer to [6,7,8,9,10].
We concentrate primarily on projection-based approaches in this study. The earli-
est and cheapest method of projection is called the projected gradient method. This
method contains only one iterative process in each iteration, and only needs to cal-
culate one projection on the feasible set. Unfortunately, the convergence condition
of this algorithm is very strong, that is, the cost operator is strongly monotone or
inverse strongly monotone, which limits the wide use of the algorithm. To prevent
the use of such strong assumptions, Korpelevich proposed the extragradient method
(EGM) [11], which can guarantee weak convergence under the condition that the cost
operator is only monotone and Lipschitz continuous. Looking back on the extragradi-
ent method, it can be seen that EGM needs to evaluate the value of the cost operator
twice and calculate two projections on the feasible set in each iteration. It should be
remembered that when the feasible set has a complex structure, it may be very expen-
sive to calculate the projection on the feasible set, which will further affect the effi-
ciency of the method used. Next, let us review two notable approaches to overcome
this shortcoming. The first one is the Tseng’s extragradient method [12] (TEGM for
short, it is also known as the forward-backward-forward algorithm), which is a two-
step iterative method. In the second step of TEGM, an explicit formula is used to
replace the second projection of EGM. So, this method calculates the projection only
once on the feasible set in every iteration. Another method is the subgradient extragra-
dient method (SEGM) proposed in [13], which is widely considered an improvement
of EGM. This method replaces the second projection of EGM with the projection on
a half-space. We know that projection on half-space can be calculated by an explicit
formula. Therefore, SEGM greatly improves the computational efficiency of EGM.
The second problem that we are interested in is the fixed point problem (FPP).
One recalls that the fixed point problem is described as follows:
find x† ∈ H such that x† = Tx† , (FPP)
where T : H → H is a general operator, and its fixed point set is represented as Γ =
{x : Tx = x}. We always suppose that the fixed point set of T is non-empty, i.e.,
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Γ 6= /0. Iterative approaches of fixed point problems of nonlinear operators have been
bustling fields of study for many scholars mainly due to its applications in engineering
and science recently. In recent years, iterative methods of fixed-point estimation for
nonexpansive operators and demicontractive operators are studied in [14,15,16].
In this paper, we are concerned about finding common solutions of variational in-
equality problems (VIP) and fixed point problems (FPP). More precisely, we consider
the following general problem:
find x† such that x† ∈ Ω ∩Γ , (VIPFPP)
where A : C → H and T : H → H are two nonlinear operators. The reason for ex-
ploring such problems is that they can be applied to mathematical models, and their
constraints can be represented as fixed-point problems and/or variational inequality
problems. In recent years, researchers have investigated and proposed many efficient
iterative approaches to find common solutions for variational inequalities and fixed-
point problems. We here list some of the iterative approaches to solve (VIP) and
(FPP) which motivate us to introduce our new scheme for solving (VIPFPP). Re-
cently, Kraikaew and Saejung [17] proposed an algorithm called Halpern subgradient
extragradient method (HSEGM) by connecting the subgradient extragradient method
with the Halpern method to solve (VIPFPP). Their algorithm is expressed as follows:

yk = PC(x
k−ψAxk) ,
Hk = {x ∈H : 〈xk−ψAxk− yk,x− yk〉 ≤ 0} ,
zk = θkx
0+(1−θk)PHk (xk−ψAyk) ,
xk+1 = ϕkx
k+(1−ϕk)Tzk ,
(HSEGM)
where x0 represents the initial fixed point, {θk} ⊂ (0,1) satisfies that ∑∞k=1 θk = ∞,
limk→∞ θk = 0, step size ψ ∈ (0,1/L), mapping A :H→H is L-Lipschitz continuous
monotone and mapping T : H → H is quasi-nonexpansive with (I−T ) being demi-
closed at zero. Under the assumption of Ω ∩Γ 6= /0, they proved that the sequence
{xk} formulated by (HSEGM) converges to an element u ∈ Ω ∩Γ in norm, where
u = PΩ∩Γ x0. However, HSEGM converges very slowly because it uses the initial
point x0 in each iteration. Another method to obtain strong convergence is called the
viscosity method. Recently, based on the extragradient-typemethod and the viscosity
method, Thong and Hieu [18] suggested two extragradient-viscosity algorithms in a
Hilbert space for solving (VIPFPP). Let {xn} be formulated by:

yk = PC(x
k−ψkAxk) ,
Hk = {x ∈ H : 〈xk−ψkAxk− yk,x− yk〉 ≤ 0} ,
zk = PHk(x
k−ψkAyk) ,
xk+1 = θk f (x
k)+ (1−θk)[(1−ϕk)zk+ϕkTzk] ,
(VSEGM)
and 

yk = PC(x
k−ψkAxk) ,
zk = yk−ψk(Ayk−Axk) ,
xk+1 = θk f (x
k)+ (1−θk)[(1−ϕk)zk+ϕkTzk] ,
(VTEGM)
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where algorithms (VSEGM) and (VTEGM) update the step size {ψk} by following:
ψk+1 =
{
min
{
φ‖xk−yk‖
‖Axk−Ayk‖ ,ψk
}
, if Axk−Ayk 6= 0;
ψk, otherwise,
where {θk} ⊂ (0,1) satisfies that ∑∞k=1 θk = ∞, limk→∞ θk = 0, {ϕk} ⊂ (a,1−ψ) for
some a> 0 and ψ0> 0, mapping A :H→H is monotone and L-Lipschitz continuous,
mapping T :H→H is ϑ -demicontractive such that (I−T ) is demiclosed at zero and
mapping f : H → H is ρ-contraction with constant ρ ∈ [0,1). It was proven that, if
Ω ∩Γ 6= /0, the sequence {xn} formulated by (VSEGM)) and (VTEGM) converges
strongly to u ∈ Ω ∩Γ , where u= PΩ∩Γ ◦ f (u). Note that (HSEGM) uses a fixed step
size, that is, it needs to know the prior information of Lipschitz constant of mappingA.
However, (VSEGM) and (VTEGM) do not require the prior information of Lipschitz
constants of the mapping, which makes them more flexible in practical applications.
It is worth noting that the above mentioned methods need to calculate at least one
projection in every iteration. We know that calculating the value of the projection is
equivalent to finding a solution to an optimization problem, which is computationally
expensive. A natural problem appears in front of us. Is there any way to prevent calcu-
lating projections and solve variational inequalities? Indeed, Yamada [19] proposed
the hybrid steepest descent method, which is read as follows:
xk+1 = (I−ψkφS)Txk ,
where mapping T : H → H is nonexpansive, mapping S :C→ H is κ-Lipschitz con-
tinuous and η-strong monotone, 0 < φ < 2η/κ2 and the sequence {ψn} ⊆ (0,1)
satisfies some conditions. He proved that the formulated sequence {xn} converges
to an element x† in norm, which is a unique solution of the variational inequality
〈Ax†,y− x†〉 ≥ 0,∀y ∈ Γ .
Very recently, Tong and Tian [20] combined the Tseng’s extragradient method
with the hybrid steepest descent method for solving (VIPFPP). In addition, they use
an adaptive criterion to update the step size. Indeed, the sequence {xn} is expressed
in the following form:

yk = PC(x
k−ψkAxk) ,
zk = yk−ψk(Ayk−Axk) ,
xk+1 = (1−σθkS)[(1−ϕk)zk+ϕkTzk] ,
(STEGM)
where mapping A :H →H is monotone and Lipschitz continuous, mapping T :H →
H is quasi-nonexpansive such that (I−T ) is demiclosed at zero, mapping S :H→H
is η-strongly monotone and κ-Lipschitz continuous for η > 0 and κ > 0. Further-
more, for any α > 0, ℓ ∈ (0,1), φ ∈ (0,1), the sequence {ψk} is selected as the
maximum ψ ∈ {α,αℓ,αℓ2, . . .} satisfying ψ‖Axk−Ayk‖ ≤ φ‖xk− yk‖. This update
criterion is called the Armijo line search rule. Under some suitable conditions, the
sequence {xn} formulated by (STEGM) converges to u ∈ Ω ∩Γ in norm, where
u = PΩ∩Γ (I−σS)u. It should be pointed out that using the Armijo-like line search
rule may require more computation time, because update the step size in each itera-
tion requires to calculate the value of A many times.
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On the other hand, problems in practical applications have the characteristics of
diversity, complexity and large-scale. How to build fast and stable algorithms be-
comes particularly important. Recently, many scholars have developed various types
of inertial algorithms by employing inertial extrapolation techniques. The inertial
method is based on the discrete version of the second-order dissipative dynamical
system originally proposed by Polyak [21]. The main feature of the inertial type meth-
ods is that they use the previously known sequence information to generate the next
iteration point. More precisely, the procedure requires two iteration steps and the sec-
ond iteration step is implemented through the preceding two iterations. Note that this
small change can greatly accelerate the convergence speed of the iterative algorithm.
In recent years, this technique has been investigated intensively and implemented
successfully to many problems, see, for instance, [22,23,24,25].
Encouraged and influenced by the above works, the purpose of this paper is to
develop two inertial extragradient algorithms with new step size for discovering a
common solution of the variational inequality problem containing a monotone and
Lipschitz continuous mapping and of the fixed point problem with a demicontrac-
tive mapping in real Hilbert spaces. Our algorithms consist of four methods: inertial
method, subgradient extragradient method, Tseng’s extragradient method and hybrid
steepest descent method. Our two algorithms only require to calculate the projection
on the feasible set once per iteration, which makes them faster. Strong convergence
results of the algorithms are established without the prior information of the Lips-
chitz constant of the operator. Lastly, some computational tests appearing in finite
and infinite dimensions are proposed to verify our theoretical results. Our algorithms
develop and summarize some of the results in the literature [17,18,20].
The organizational structure of our paper is built up as follows. Some essential
definitions and technical lemmas that need to be used are given in the next section.
In Section 3, we propose algorithms and analyze their convergence. Some numerical
experiments to verify our theoretical results are presented in Section 4. At last, in the
final section, the paper ends with a simple summary.
2 Preliminaries
Let C be a convex and closed set in a real Hilbert space H. The weak convergence
and strong convergence of {xk}∞k=1 to a point x are represented by xk ⇀ x and xk → x,
respectively. Here we state two inequalities that need to be used in the proofs. For any
x,y ∈H and θ ∈ R, we have
– ‖x+ y‖2≤ ‖x‖2+ 2〈y,x+ y〉;
– ‖θx+(1−θ )y‖2= θ‖x‖2+(1−θ )‖y‖2−θ (1−θ )‖x− y‖2.
For every point x ∈ H, there exists a unique nearest point in C, which is rep-
resented by PCx, such that PCx := argmin{‖x− y‖, y ∈ C}. PC is called the metric
projection of H onto C, and it is a nonexpansive mapping. The following two basic
projection properties will be used many times in subsequent proofs.
– 〈x−PCx,y−PCx〉 ≤ 0, ∀y ∈C;
– ‖PCx−PCy‖2 ≤ 〈PCx−PCy,x− y〉 , ∀y ∈H.
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Definition 2.1 Assume that T : H → H is a nonlinear operator with Γ 6= /0. Then,
I−T is said to be demiclosed at zero if for any {xk} in H, the following implication
holds:
xk ⇀ x and (I−T )xk → 0=⇒ x ∈ Γ .
Definition 2.2 For any x,y ∈H,z ∈ {x :Mx= x}, mappingM :H → H is said to be:
– nonexpansive if
‖Mx−My‖ ≤ ‖x− y‖ .
– L-Lipschitz continuouswith L> 0 if
‖Mx−My‖ ≤ L‖x− y‖ .
– monotone if
〈Mx−My,x− y〉 ≥ 0 .
– quasi-nonexpansive if
‖Mx− z‖ ≤ ‖x− z‖ .
– ρ-strictly pseudocontractivewith 0≤ ρ < 1 if
‖Mx−My‖2 ≤ ‖x− y‖2+ρ‖(I−M)x− (I−M)y‖2 .
– ϑ -demicontractive with 0≤ ϑ < 1 if
‖Mx− z‖2 ≤ ‖x− z‖2+ϑ‖(I−M)x‖2 , (1)
or equivalently
〈Mx− z,x− z〉 ≤ ‖x− z‖2+ ϑ − 1
2
‖x−Mx‖2 . (2)
Remark 2.1 According to the above definitions, we can easily see the following facts:
– The class of demicontractive mappings includes the class of quasi-nonexpansive
mappings.
– Every strictly pseudocontractivemappingwith a nonempty fixed point set is demi-
contractive.
The following three lemmas are crucial to prove the convergence of our algo-
rithms.
Lemma 2.1 Suppose that the mapping S : H → H is k-Lipschitz continuous and η-
strongly monotone with 0 < η ≤ k. Let the mapping U : H → H be nonexpansive.
Given σ > 0 and θ ∈ (0,1], the mapping Uσ : H → H is defined by Uσx = (I −
θσS)(Ux),∀x ∈ H. Then, Uσ is a contraction mapping provided σ < 2η
k2
, i.e.,
‖Uσx−Uσy‖ ≤ (1−θγ)‖x− y‖, ∀x,y ∈ H ,
where γ = 1−
√
1−σ(2η−σk2) ∈ (0,1).
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Proof Indeed, it follows that
‖(I−σS)(Ux)− (I−σS)(Uy)‖2 =‖Ux−Uy‖2+σ2‖S(Ux)− S(Uy)‖2
− 2σ〈Ux−Uy,S(Ux)− S(Uy)〉
≤‖Ux−Uy‖2+σ2k2‖Ux−Uy‖2− 2ση‖Ux−Uy‖2
=(1−σ(2η−σk2))‖Ux−Uy‖2 .
It follows from 0< η ≤ k that
1−σ(2η−σk2) = (σk− η
k
)2+ 1− η
2
k2
≥ 0 ,
Therefore, we get
‖(I−σS)(Ux)− (I−σS)(Uy)‖ ≤
√
1−σ(2η−σk2)‖x− y‖ .
From the definition ofUσx, one has
‖Uσx−Uσy‖= ‖(I−θσS)(Ux)− (I−θσS)(Uy)‖
= ‖θ [(I−σS)(Ux)− (I−σS)(Uy)]+ (1−θ )(Ux−Uy)‖
≤ θ‖(I−σS)(Ux)− (I−σS)(Uy)‖+(1−θ )‖x− y)‖ .
Thus, we conclude that
‖Uσx−Uσy‖ ≤ (1−θγ)‖x− y‖ .
where γ = 1−
√
1−σ(2η−σk2) ∈ (0,1) with 0< η ≤ k and σ < 2η
k2
.
Lemma 2.2 ([17]) Assume that mapping A : H → H is monotone and L-Lipschitz
continuous on C. Set T = PC(I− φA), where φ > 0. If {xk} ⊂ H satisfying xk ⇀ u
and xk−Txk → 0. Then u ∈ Ω = Γ .
Lemma 2.3 ([26]) Let {ak} be a nonnegative real number sequence. The sequence
{θk} ⊂ (0,1) satisfies ∑∞k=1 θk = ∞. Assume that the following inequality holds:
ak+1 ≤ (1−θk)ak+θkbk, ∀k ≥ 1,
where {bk} is a real number sequence such that limsupi→∞ bki ≤ 0 for every subse-
quence {aki} of {ak} satisfying liminfi→∞ (aki+1− aki)≥ 0. Then limk→∞ ak = 0.
3 Strong convergence of two inertial algorithms
In this section, we present two inertial extragradient methods with new step size for
searching a common solution of variational inequality problems and fixed point prob-
lems and analyze their convergence. The advantage of our two iterative algorithms
is that we only need to calculate the projection on the feasible set once in each iter-
ation, and we do not require to know the prior information of the Lipschitz constant
of the mapping. Before starting to introduce the algorithms, we first assume that our
iteration scheme meets the following five conditions.
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(C1) The mapping A :H →H is monotone and L-Lipschitz continuous on H.
(C2) The mapping T :H → H is ϑ -demicontractive such that (I−T ) is demiclosed at
zero.
(C3) The solution set of our problem is non-empty, i.e., Ω ∩Γ 6= /0.
(C4) The mapping S : H → H is η-strongly monotone and k-Lipschitz continuous,
where η and k are positive numbers.
(C5) Let {ζk} be a positive sequence satisfies limk→∞ ζkθk = 0, where {θk} ⊂ (0,1) such
that ∑∞k=1 θk = ∞ and limk→∞ θk = 0. Let {ϕk} be a real sequence such that ϕk ⊂
(a,1−ϑ) for some a> 0.
3.1 The self adaptive inertial subgradient extragradient algorithm
So far, we can state our first self-adaptive iterative algorithm, which is motivated by
the inertial subgradient extragradient method and the hybrid steepest descent method
with a new step size. Our algorithm is described as follows:
Algorithm 3.1 The self adaptive inertial subgradient extragradient algorithm
Initialization: Give ξ > 0, ψ1 > 0, φ ∈ (0,1), σ ∈ (0, 2ηk2 ). Let x0,x1 ∈ H be two initial points.
Iterative Steps: Calculate the next iteration point xk+1 as follows:
Step 1. Given two previously known iteration points xk−1 and xk(k ≥ 1). Calculate
uk = xk +ξk(x
k− xk−1) ,
where
ξk =

min
{
ζk
‖xk − xk−1‖ ,ξ
}
, if xk 6= xk−1;
ξ , otherwise.
(3)
Step 2. Calculate
yk = PC(u
k−ψkAuk) ,
Step 3. Calculate
zk = PHk (u
k−ψkAyk) ,
where Hk := {x ∈ H | 〈uk−ψkAuk− yk,x− yk〉 ≤ 0}.
Step 4. Calculate
xk+1 = (1−σθkS)qk ,
where qk = (1−ϕk)zk+ϕkTzk, and update
ψk+1 =

min
{
φ‖uk− yk‖
‖Auk−Ayk‖ ,ψk
}
, if Auk−Ayk 6= 0;
ψk, otherwise.
(4)
Remark 3.2 It follows from (3) and Condition (C5) that
lim
k→∞
ξk
θk
‖xk− xk−1‖= 0 .
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Indeed, we obtain ξk‖xk− xk−1‖ ≤ ζk for all k, which together with limk→∞ ζkθk = 0
implies that
lim
k→∞
ξk
θk
‖xk− xk−1‖ ≤ lim
k→∞
ζk
θk
= 0 .
Before we begin to state our main theorems, the following two lemmas are very help-
ful for the convergence analysis of the algorithms.
Lemma 3.4 The sequence {ψk} formulated by (4) is nonincreasing and satisfies
lim
k→∞
ψk = ψ ≥min
{
ψ1,
φ
L
}
.
Proof It follows from (4) that ψk+1 ≤ψk for all k ∈N. Hence, {ψk} is nonincreasing.
Furthermore, we get ‖Auk −Ayk‖ ≤ L‖uk − yk‖ since A is L-Lipschitz continuous.
Consequently, we can show that
φ
‖uk− yk‖
‖Auk−Ayk‖ ≥
φ
L
, if Auk 6= Ayk .
In view of (4), it follows that
ψk ≥min
{
ψ1,
φ
L
}
.
Thus, from the sequence {ψk} is nonincreasing and lower bounded, we get that
limk→∞ ψk = ψ ≥min
{
ψ1,
φ
L
}
.
Lemma 3.5 ([27]) Suppose that Conditions (C1) and (C3) hold. Let sequence {zk}
be formulated by Algorithm 3.1. Then, for any x† ∈ Ω , we get
‖zk− x†‖2 ≤ ‖uk− x†‖2− (1−φ ψk
ψk+1
)‖yk− uk‖2− (1−φ ψk
ψk+1
)‖zk− yk‖2 . (5)
Theorem 3.1 Suppose that Conditions (C1)–(C5) hold. Then the iterative sequence
{xk} formulated by Algorithm 3.1 converges to an element x† ∈Ω ∩Γ in norm, where
x† = PΩ∩Γ (I−σS)x†.
Proof According to Lemma 2.1, we get that (I−σS) is a contractive mapping. There-
fore, PΩ∩Γ (I − σS) is also a contraction mapping. By means of the Banach con-
traction principle, one concludes that there exists a unique point x† ∈ H such that
x† = PΩ∩Γ (I−σS)x†. Let x† ∈ Ω ∩Γ .
Claim 1. The sequence {xk} is bounded. On account of Lemma 3.4, we see that
limk→∞(1−φ ψkψk+1 ) = 1−φ > 0. Hence, ∃k0 ∈ N such that
1−φ ψk
ψk+1
> 0, ∀k ≥ k0 . (6)
Combining Lemma 3.5 and (6), it follows that
‖zk− x†‖ ≤ ‖uk− x†‖, ∀k ≥ k0 . (7)
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According to the definition of uk, we can write
‖uk− x†‖ ≤ ‖xk− x†‖+ ξk‖xk− xk−1‖
= ‖xk− x†‖+θk · ξk
θk
‖xk− xk−1‖ .
(8)
From Remark 3.2, one sees that
ξk
θk
‖xk−xk−1‖→ 0. Therefore, there exists a constant
Q1 > 0 such that
ξk
θk
‖xk− xk−1‖ ≤ Q1, ∀k ≥ 1 . (9)
By (7), (8) and (9), we have
‖zk− x†‖ ≤ ‖uk− x†‖ ≤ ‖xk− x†‖+θkQ1, ∀k ≥ k0 . (10)
On the other hand, from the definition of qk, (1) and (2), we get
‖qk− x†‖2 =‖(1−ϕk)(zk− x†)+ϕk(Tzk− x†)‖
=(1−ϕk)2‖zk− x†‖2+ϕ2k ‖Tzk− x†‖2+ 2(1−ϕk)ϕk〈Tzk− x†,zk− x†〉
≤(1−ϕk)2‖zk− x†‖2+ϕ2k ‖zk− x†‖2+ϕ2kϑ‖Tzk− zk‖2
+ 2(1−ϕk)ϕk
[‖zk− x†‖2− 1−ϑ
2
‖Tzk− zk‖2]
=‖zk− x†‖2+ϕk[ϕk− (1−ϑ)]‖Tzk− zk‖2 .
(11)
In view of {ϕk} ⊂ (0,1−ϑ) and (10), we get
‖qk− x†‖ ≤ ‖uk− x†‖ ≤ ‖xk− x†‖+θkQ1, ∀k ≥ k0 . (12)
Therefore, on account of Lemma 2.1 and (12), we have
‖xk+1− x†‖= ‖(I−σθkS)qk− (I−σθkS)p−σθkSx†‖
≤ ‖(I−σθkS)qk− (I−σθkS)p‖+σθk‖Sx†‖
≤ (1− γθk)‖qk− x†‖+σθk‖Sx†‖
≤ (1− γθk)‖xk− x†‖+ γθk
σ
γ
‖Sx†‖+ γθk
Q1
γ
≤max
{
‖xk− x†‖, σ‖Sx
†‖+Q1
γ
}
≤ ·· · ≤max
{
‖x0− x†‖, σ‖Sx
†‖+Q1
γ
}
,
where γ = 1−
√
1−σ(2η−σk2) ∈ (0,1). This means that the sequence {xk} is
bounded. Thus, the sequences {yk},{zk},{qk} and {(I−σS)xk} are also bounded.
Claim 2.
ϕk[1−ϑ −ϕk]‖zk−Tzk‖2+
(
1−φ ψk
ψk+1
)‖yk− uk‖2+ (1−φ ψk
ψk+1
)‖zk− yk‖2
≤ ‖xk− x†‖2−‖xk+1− x†‖2+θkQ4 , ∀k ≥ k0
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for some Q4 > 0. Indeed, on account of Lemma 2.1 and (11), it follows that
‖xk+1− x†‖2 = ‖(I−σθkS)qk− (I−σθkS)p−σθkSx†‖2
≤ ‖(I−σθkS)qk− (I−σθkS)p‖2− 2σθk〈Sx†,xk+1− x†〉
≤ (1− γθk)2‖qk− x†‖2+ 2σθk〈Sx†,x†− xk+1〉
≤ ‖qk− x†‖2+θkQ2
≤ ‖zk− x†‖2+ϕk[ϕk− (1−ϑ)]‖Tzk− zk‖2+θkQ2
(13)
for some Q2 > 0. In the light of Lemma 3.5, one has
‖xk+1− x†‖2 ≤‖uk− x†‖2− (1−φ ψk
ψk+1
)‖yk− uk‖2− (1−φ ψk
ψk+1
)‖zk− yk‖2
+ϕk[ϕk− (1−ϑ)]‖Tzk− zk‖2+θkQ2 .
(14)
In view of (10), we have
‖uk− x†‖2 ≤ (‖xk− x†‖+θkQ1)2
= ‖xk− x†‖2+θk(2Q1‖xk− x†‖+θkQ21)
≤ ‖xk− x†‖2+θkQ3
(15)
for some Q3 > 0. From (14) and (15), we get
‖xk+1− x†‖2 ≤‖xk− x†‖2− (1−φ ψk
ψk+1
)‖yk− uk‖2− (1−φ ψk
ψk+1
)‖zk− yk‖2
+ϕk[ϕk− (1−ϑ)]‖Tzk− zk‖2+θkQ2+θkQ3 .
which yields
ϕk[1−ϑ −ϕk]‖zk−Tzk‖2+
(
1−φ ψk
ψk+1
)‖yk− uk‖2+ (1−φ ψk
ψk+1
)‖zk− yk‖2
≤ ‖xk− x†‖2−‖xk+1− x†‖2+θkQ4 , ∀k ≥ k0 ,
where Q4 := Q2+Q3.
Claim 3.
‖xk+1−x†‖2≤ (1−γθk)‖xk−x†‖2+γθk
[2σ
γ
〈Sx†,x†−xk+1〉+ 3Qξk
γθk
‖xk−xk−1‖], ∀k≥ k0 ,
Indeed, by the definition of {uk}, one obtains
‖uk− x†‖2 = ‖xk+ ξk(xk− xk−1)− x†‖
= ‖xk− x†‖2+ 2ξk〈xk− x†,xk− xk−1〉+ ξ 2k ‖xk− xk−1‖2
≤ ‖xk− x†‖2+ 3Qξk‖xk− xk−1‖ ,
(16)
where Q := supk∈N
{‖xk− x†‖,ξ‖xk− xk−1‖}> 0. Using (12) and (13), we obtain
‖xk+1− x†‖2 ≤ (1− γθk)‖uk− x†‖2+ 2σθk〈Sx†,x†− xk+1〉 . (17)
12 B. Tan, L. Liu, X. Qin
Substituting (16) into (17), it follows that
‖xk+1−x†‖2≤ (1−γθk)‖xk−x†‖2+γθk
[2σ
γ
〈Sx†,x†−xk+1〉+ 3Qξk
γθk
‖xk−xk−1‖], ∀k≥ k0 ,
Claim 4. The sequence
{‖xk− x†‖2} converges to zero. From Lemma 2.3, we need
to show that limsupi→∞〈Sx†,x†− xki+1〉 ≤ 0 for every subsequence {‖xki − x†‖} of
{‖xk− x†‖} satisfying
liminf
i→∞
(‖xki+1− x†‖−‖xki− x†‖)≥ 0 .
For this purpose, one assumes that {‖xki − x†‖} is a subsequence of {‖xk− x†‖}
such that liminfi→∞(‖xki+1− x†‖−‖xki− x†‖)≥ 0. We obtain
lim
i→∞
inf(‖xki+1− x†‖2−‖xki− x†‖2)
= liminf
i→∞
[(‖xki+1− x†‖−‖xki− x†‖)(‖xki+1− x†‖+ ‖xki− x†‖)]≥ 0 .
From Claim 2 and Condition (C5), it follows that
limsup
i→∞
[(
1−φ ψki
ψki+1
)‖yki − uki‖2+ (1−φ ψki
ψki+1
)‖zki − yki‖2
+ϕki(1−ϑ −ϕki)‖Tzki − zki‖2
]
≤ limsup
i→∞
[‖xki − x†‖2−‖xki+1− x†‖2+θkiQ4]
≤ limsup
i→∞
[‖xki − x†‖2−‖xki+1− x†‖2]+ limsup
i→∞
θkiQ4
=− liminf
i→∞
[‖xki+1− x†‖2−‖xki− x†‖2]
≤ 0 .
Thus, we obtain the following results:
lim
i→∞
‖yki − uki‖= 0, lim
i→∞
‖zki − yki‖= 0 and lim
i→∞
‖Tzki − zki‖= 0 . (18)
Therefore, we have
lim
i→∞
‖zki − uki‖ ≤ lim
i→∞
‖zki − yki‖+ lim
i→∞
‖yki− uki‖= 0 , (19)
and
lim
i→∞
‖xki− uki‖= lim
i→∞
ξki‖xki − xki−1‖= lim
i→∞
θki ·
ξki
θki
‖xki− xki−1‖= 0 . (20)
Combining (19) and (20), we obtain
lim
i→∞
‖zki − xki‖ ≤ lim
i→∞
‖zki− uki‖+ lim
i→∞
‖uki− xki‖= 0 . (21)
From qki = (1−ϕki)zki +ϕkTzki , one sees that
‖qki− zki‖ ≤ ϕki‖Tzki − zki‖ ≤ (1−ϑ)‖Tzki − zki‖ .
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In view of (18), we get
lim
i→∞
‖qki− zki‖= 0 . (22)
Moreover,
‖xki+1− qki‖= σθki‖Sqki‖→ 0 as k→ ∞ . (23)
By (21), (22) and (23), we obtain
‖xki+1− xki‖ ≤ ‖xki+1− qki‖+ ‖qki− zki‖+ ‖zki− xki‖→ 0 as k→ ∞ . (24)
It follows from {xki} is bounded that there is a subsequence {xki j } of {xki} such
that x
ki j ⇀ z, where z ∈ H. From (20), we get uki ⇀ z as k → ∞. This together
with limi→∞ ‖uki − yki‖ = 0 and Lemma 2.2 implies that z ∈ Ω ∩Γ . According to
the definition of x† = PΩ∩Γ (I − σS)x†, using the property of projection, one has
〈(I−σS)x†− x†,z− x†〉 ≤ 0. Thus, we get
limsup
i→∞
〈Sx†,x†− xki〉= lim
j→∞
〈Sx†,x†− xki j 〉= 〈Sx†,x†− z〉 ≤ 0 . (25)
Combining (24) and (25), we obtain
limsup
i→∞
〈Sx†,x†− xki+1〉= limsup
i→∞
〈Sx†,x†− xki〉 ≤ 0 . (26)
Hence, combining (26), limk→∞
ξk
θk
‖xk− xk−1‖ = 0, Claim 3 and Lemma 2.3, it fol-
lows that limk→∞ ‖xk− x†‖= 0, namely, xk → x†. We have thus proved the theorem.
Next, we state a particular situation of Algorithm 3.1. When S(x) = x− x0 (x0 is
an initial point) in Theorem 3.1. It can be easily checked that mapping S : H → H is
strongly monotone and Lipschitz continuous with modulus η = k = 1. In this situa-
tion, by selecting σ = 1, we obtain a new self-adaptive inertial Mann-type Halpern
subgradient extragradient algorithm to solve (VIPFPP). More specifically, we have
the following result.
Corollary 3.1 Suppose that mapping A :H→H is L-Lipschitz continuous monotone
and mapping T : H → H is ϑ -demicontractive such that (I − T ) is demiclosed at
zero. Give ξ > 0, ψ1 > 0, φ ∈ (0,1). Let sequence {ζk} be positive numbers such
that limk→∞
ζk
θk
= 0, where {θk} ⊂ (0,1) satisfies limk→∞ θk = 0 and ∑∞k=0 θk = ∞. Let
{ϕk} be a real sequence such that ϕk ⊂ (a,1−ϑ) for some a > 0. With two start
points x0,x1 ∈ H, the sequence {xk} is defined by

uk = xk+ ξk(x
k− xk−1) ,
yk = PC(u
k−ψkAuk) ,
zk = PHk(u
k−ψkAyk) ,
Hk := {x ∈ H | 〈uk−ψkAuk− yk,x− yk〉 ≤ 0} ,
xk+1 = θkx
0+(1−θk)[(1−ϕk)zk+ϕkTzk] ,
(27)
where inertial parameter ξk and step size ψk are defined (3) and (4), respectively.
Then the iteration sequence {xk} formulated by (27) converges to x† ∈ Ω ∩Γ in
norm, where x† = PΩ∩Γ x0.
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3.2 The self adaptive inertial Tseng’s extragradient algorithm
Next, we introduce a new self-adaptive inertial Tseng’s extragradient algorithm to
solve (VIPFPP). The advantage of this algorithm is that only one projection needs to
be calculated in each iteration, and it can work without prior information of Lipschitz
constant of the mapping. This algorithm is read as follows.
Algorithm 3.2 The self adaptive inertial Tseng’s extragradient algorithm
Initialization: Give ξ > 0, ψ1 > 0, φ ∈ (0,1), σ ∈ (0, 2ηk2 ). Let x0,x1 ∈ H be two initial points.
Iterative Steps: Calculate the next iteration point xk+1 as follows:
Step 1. Given two previously known iteration points xk−1 and xk(k ≥ 1). Calculate
uk = xk +ξk(x
k− xk−1) ,
where
ξk =

min
{
ζk
‖xk − xk−1‖ ,ξ
}
, if xk 6= xk−1;
ξ , otherwise.
Step 2. Calculate
yk = PC(u
k−ψkAuk) ,
Step 3. Calculate
zk = yk−ψk(Ayk−Auk) ,
Step 4. Calculate
xk+1 = (1−σθkS)qk ,
where qk = (1−ϕk)zk+ϕkTzk, and update
ψk+1 =

min
{
φ‖uk− yk‖
‖Auk−Ayk‖ ,ψk
}
, if Auk−Ayk 6= 0;
ψk, otherwise.
The following lemma is very useful for studying the convergence of the Algo-
rithm 3.2.
Lemma 3.6 ([27]) Suppose that Conditions (C1) and (C3) hold. Let sequence {zk}
be formulated by Algorithm 3.2. Then, it follows that
‖zk− x†‖2 ≤ ‖uk− x†‖2− (1−φ2 ψ2k
ψ2k+1
)‖uk− yk‖2, ∀x† ∈ Ω ,
and
‖zk− yk‖ ≤ φ ψk
ψk+1
‖uk− yk‖ .
Theorem 3.2 Suppose that Conditions (C1)–(C5) hold. Then the iterative sequence
{xk} formulated by Algorithm 3.2 converges to an element x† ∈Ω ∩Γ in norm, where
x† = PΩ∩Γ (I−σS)x†.
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Proof Claim 1. The sequence {xk} is bounded. By Lemma 3.4, there exists a constant
k0 ∈ N such that 1−φ2 ψ
2
k
ψ2
k+1
> 0,∀k≥ k0. Thanks to Lemma 3.6, one sees that
‖zk− x†‖ ≤ ‖uk− x†‖, ∀k ≥ k0 . (28)
Using the same arguments as in the Theorem 3.1 of Claim 1, we get that {xk} is
bounded. Thus, sequences {yk},{zk},{qk} and {(I−σS)xk} are also bounded.
Claim 2.
ϕk[1−ϑ −ϕk]‖zk−Tzk‖2+
(
1−φ2 ψn2
ψ2k+1
)‖yk− uk‖2
≤ ‖xk− x†‖2−‖xk+1− x†‖2+θkQ4 , ∀k ≥ k0
for some Q4 > 0. From (13), (15) and Lemma 3.6, we can show that
‖xk+1− x†‖2 ≤‖zk− x†‖2+ϕk[ϕk− (1−ϑ)]‖Tzk− zk‖2+θkQ2
≤‖xk− x†‖2− (1−φ2 ψ2k
ψ2k+1
)‖yk− uk‖2+θkQ4
+ϕk[ϕk− (1−ϑ)]‖Tzk− zk‖2 , ∀k ≥ k0 ,
where Q4 := Q2+Q3, both Q2 and Q3 are defined in Claim 2 of Theorem 3.1.
Claim 3.
‖xk+1−x†‖2≤ (1−γθk)‖xk−x†‖2+γθk
[2σ
γ
〈Sx†,x†−xk+1〉+ 3Qξk
γθk
‖xk−xk−1‖], ∀k≥ k0 ,
This result can be obtained using the same arguments as in Theorem 3.1 of Claim 3.
Claim 4. The sequence {‖xk−x†‖2} converges to zero. The proof is similar to Claim
4 in Theorem 3.1. We leave it for the reader to check.
Now, we give a special case of Algorithm 3.2. When S(x) = x− f (x) in Theo-
rem 3.2, where mapping f : H → H is ρ-contraction. It can be easily verified that
mapping S : H → H is (1+ρ)-Lipschitz continuous and (1−ρ)-strongly monotone.
In this situation, by picking σ = 1, we get a new self-adaptive inertial viscosity-type
Tseng’s extragradient algorithm for solving (VIPFPP). Similar to corollary 3.1, we
can get the following results immediately.
Corollary 3.2 Suppose that mapping A :H→H is L-Lipschitz continuous monotone,
mapping T :H→H is ϑ -demicontractive such that (I−T ) is demiclosed at zero and
mapping f : H → H is ρ-contractive with ρ ∈ [0,√5− 2). Give ξ > 0, ψ1 > 0,
φ ∈ (0,1). Let sequence {ζk} be positive numbers such that limk→∞ ζkθk = 0, where
{θk} ⊂ (0,1) satisfies ∑∞k=0 θk = ∞ and limk→∞ θk = 0. Let {ϕk} be a real sequence
such that ϕk ⊂ (a,1−ϑ) for some a> 0. Let x0,x1 ∈ H and {xk} be defined by

uk = xk+ ξk(x
k− xk−1) ,
yk = PC(u
k−ψkAuk) ,
zk = yk−ψk(Ayk−Auk) ,
qk = (1−ϕk)zk+ϕkTzk ,
xk+1 = (1−θk)qk+θk f (qk) ,
(29)
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where inertial parameter ξk and step size ψk are defined (3) and (4), respectively.
Then the iteration sequence {xk} formulated by (29) converges to x† ∈ Ω ∩Γ in
norm, where x† = PΩ∩Γ ◦ f (p).
Remark 3.3 1. Set S(x) = x− f (x) in Theorem 3.1 and select S(x) = x−x0 in Theo-
rem 3.2. We can get two new algorithms to seek the common solution of problem
(VIP) and problem (FPP). Note that these algorithms all obtain strong conver-
gence results in Hilbert spaces. Furthermore, they can work without the prior
information about the Lipschitz constant of the operator.
2. The algorithms proposed in this paper improve and extend some recent results in
the literature [17,18,20]. Both of our algorithms embed inertial terms and use new
iteration steps, which makes them faster and more flexible. In addition, it is worth
noting that T in Algorithms (HSEGM) and (STEGM) is a quasi-nonexpansive
mapping, but ours is a demicontractive mapping. Therefore, our algorithms have
a wider range of applications.
4 Numerical examples
In this section, we provide some computational tests to illustrate the numerical behav-
ior of our proposed algorithms (Algorithm 3.1 (iSTEGM), Algorithm 3.2 (iSSEGM))
and compare them with some existing strong convergence methods, including the
Halpern subgradient extragradient method (HSEGM) [17], the viscosity-type sub-
gradient extragradient method (VSEGM) [18], the viscosity-type Tseng’s extragra-
dient method (VTEGM) [18], and the self-adaptive Tseng’s extragradient method
(STEGM) [20]. We use the FOM Solver [28] to effectively calculate the projections
ontoC and Hk. All the programs were implemented in MATLAB 2018a on a Intel(R)
Core(TM) i5-8250T CPT @ 1.60GHz computer with RAM 8.00 GB.
Our parameters are set as follows. In all algorithms, set θk = 1/(k+ 1) and ϕk =
k/(2k+1). For the proposed algorithms and the algorithms (VSEGM) and (VTEGM),
we choose ψ1 = 0.9, φ = 0.5. Setting f (x) = 0.5x in the algorithms (VSEGM) and
(VTEGM). Take σ = 0.5, ξ = 0.4, ζk = 1/(k+ 1)
2 in our proposed algorithms. For
the algorithm (STEGM), we select α = 0.5, ℓ = 0.5, φ = 0.4 and σ = 0.5. For the
algorithm (HSEGM), we pick out the step size as ψ = 0.99/L. In our numerical
examples, when the number of iterations is the same, we use the runtime in seconds
to measure the computational performance of all algorithms. In addition, the solution
x∗ of the problems are known. Thus, we use the function Dk = ‖xk− x∗‖ to measure
the k-th iteration error. Obviously, Dk = 0 means that x
k converges to x∗, which can
be regarded as an approximate solution to the problems.
Example 1 In first example, we consider a simple two-dimensional numerical test.
Let the nonlinear mapping A : R2 → R2 be defined as follows:
A(x,y) = (x+ y+ sinx;−x+ y+ siny) .
It is easy to verify that mapping A is Lipschitz continuous monotone with mod-
ulus L = 3. Assume that the feasible set C is a two-dimensional box with lower
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bounds li = [−1;−1] and upper bounds ui = [1;1]. Then the projection of a point
xi ∈ R2 on this box can be calculated explicitly by the following formula: PC(x)i =
min{ui,max{li,xi}}. Moreover, the mappingT :R2→R2 is defined by Tx= ‖D‖−1Dx,
whereD is a second-ordermatrix, defined asD= [1,0;0,2]. Themapping S :R2→R2
is selected as Sx= 0.5x. It can be easily seen that that mapping T is 0-demicontractive
and the mapping S is Lipschitz continuous and strongly monotone. We can easily
find the solution of this problem as x∗ = (0,0)T. In order to verify the effectiveness
of the algorithm, we select four different initial values x0 = x1 in MATLAB, namely,
(Case I): x1 = rand(2,1), (Case II): x1 = 5rand(2,1), (Case III): x1 = 10rand(2,1),
(Case IV): x1 = 20rand(2,1), and the maximum iteration 400 as the common stop
criterion. The numerical results are plotted in Figs. 1–4.
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Figure 1: Numerical results of Example 1 for x1 = rand(2,1)
Example 2 In the second example, we consider the form of linear operator A : Rn →
Rn (n= 100,200) as follows: A(x) =Gx+g, where g∈ Rn andG= BBT+M+E , ma-
trix B ∈ Rn×n, matrixM ∈ Rn×n is skew-symmetric, and matrix E ∈ Rn×n is diagonal
matrix whose diagonal terms are non-negative (hence G is positive symmetric defi-
nite). We choose the feasible set as C = {x ∈ Rn :−2≤ xi ≤ 5, i= 1, . . . ,n}. It can
be easily checked that mapping A is Lipschitz continuous monotone and its Lipschitz
constant L= ‖G‖. In this numerical example, both B,E entries are randomly created
in [0,2],M is generated randomly in [−2,2] and g= 0. Let T :H→H and S :H→H
be provided by Tx= 0.5x and Sx= 0.5x, respectively. We obtain the solution to the
problem is x∗ = {0}. The maximum iteration 400 as a common stopping criterion
and the initial values x0 = x1 are randomly generated by rand(n,1) in MATLAB. The
numerical results with elapsed time are described in Figs. 5–8.
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Figure 2: Numerical results of Example 1 for x1 = 5rand(2,1)
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Figure 3: Numerical results of Example 1 for x1 = 10rand(2,1)
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Figure 4: Numerical results of Example 1 for x1 = 20rand(2,1)
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Figure 5: Numerical results of Example 2 when n= 50
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Figure 6: Numerical results of Example 2 when n= 100
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Figure 7: Numerical results of Example 2 when n= 150
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Figure 8: Numerical results of Example 2 when n= 200
Example 3 In this numerical example, we focus on a case in Hilbert space H =
L2([0,1]). Its inner product and induced norm are defined as 〈x,y〉 := ∫ 10 x(t)y(t)dt
and ‖x‖ := (∫ 10 |x(t)|2dt)1/2, respectively. The unit ballC := {x∈H : ‖x‖ ≤ 1} as the
feasible set. Let the operator A :C→H be generated as follows:
(Ax)(t) =max{0,x(t)}= x(t)+ |x(t)|
2
.
It can be easily verified that A is monotone and Lipschitz continuous with modulus
L= 1. Moreover, the projection onto the feasible setC is explicit, and we can use the
following formula to calculate the projection:
PC(x) =
{
x
‖x‖
L2
, if ‖x‖L2 > 1;
x, if ‖x‖L2 ≤ 1.
We choose the mapping T : L2([0,1])→ L2([0,1]) is of form (Tx)(t) = ∫ 10 tx(s)ds, t ∈
[0,1]. A simple computation indicates that T is 0-demicontractive and demiclosed at
zero. Let mapping S :H →H be taken as (Sx)(t) = 0.5x(t), t ∈ [0,1]. It can be easily
proved that the mapping S is strongly monotone and Lipschitz continuous. The solu-
tion to this problem is x∗(t) = 0. Our parameter settings are the same as in Example 2,
and the maximum iteration 50 is used as the stopping criterion. With four types of
starting points: (Case I) x0(t) = x1(t) = t2, (Case II) x0(t) = x1(t) = 2t , (Case III)
x0(t) = x1(t) = et and (Case IV) x0(t) = x1(t) = t+0.5cos(t). The numerical behav-
iors of Dk = ‖xk(t)−x∗(t)‖ formulated by all the algorithms are shown in Figs. 9–12.
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Figure 9: Numerical results of Example 3 when x0(t) = x1(t) = t2
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Figure 10: Numerical results of Example 3 when x0(t) = x1(t) = 2t
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Figure 11: Numerical results of Example 3 when x0(t) = x1(t) = et
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Figure 12: Numerical results of Example 3 when x0(t) = x1(t) = t+ 0.5cos(t)
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Remark 4.4 1. From Figs. 1–12, we know that our proposed algorithms outperfor-
mance some existing algorithms in the literature. These results are independent of
the selection of initial values and the size of dimensions. Note that our algorithms
converge very quickly, and there are still some oscillations since the inertial ef-
fect.
2. The maximum number of iterations we choose is only 400. It should be noted that
the iteration error of Algorithm (HSEGM) is very big. In actual applications, it
may require more iterations to meet the accuracy requirements. Furthermore, we
point out that since the Algorithm (STEGM) uses the Armijo-like step size rule,
which leads to taking more execution time.
3. In our future work, we will improve the generality of the operators involved, for
example, consider the operator A is pseudo-monotone and uniformly continuous.
We will also consider how to reduce the oscillation effect caused by the inertial
term. In addition, the wide application in image processing and machine learning
deserves further consideration.
5 Conclusions
In this study, we investigated the problem of seeking a common solution to the varia-
tional inequality problem involving monotone and Lipschitz continuousmapping and
the fixed point problem with a demicontractive mapping. We proposed two inertial
extragradient methods with new step sizes to compute the approximate solutions of
problems in a Hilbert space. The strong convergence of the suggested methods is es-
tablished under standard and suitable conditions. Finally, some computational tests
are given to explain our convergent results. Our algorithms obtained in this paper
improve and summarizes some of the recent results in the literature.
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