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The vicinal order of a graph is a certain partial order derived from the neighborhood structure 
of the vertices in the graph. For trees, this partial order has height 1. We present a recognition 
algorithm for the vicinal orders of trees. 
1. Introduction 
All graphs and posets considered in this paper are finite. Graphs are assumed to 
be loopless and without multiple edges. G = (V, E) denotes a graph and [u, IJ] denotes 
an edge joining vertices u and u. For u E I’, N(u) = {u: [u, u] EE} is the neighborhood 
of u and N(u)=N(u)U (u> is the closed neighborhood of u. The vicinal preorder 
relation 5 is defined on Vas follows [4]: US u if and only if N(u) cAJ(u). It is easy 
to see that 5 is a preorder, i.e., a reflexive and transitive relation. Define u-u if 
and only if u 5 u and u 5 u. Distinct vertices u, u such that u = u are called duplicates. 
It is clear that = is an equivalence relation on I’. Denote the set of all its equivalence 
classes by I’/- and the equivalence class of u E I/ by [u]. Defining [u] 4 [u] if and 
only if usu (this definition is sound), we see that (I’/=, I) is a poset. It is called 
the vicinal order of G. The size of a largest antichain in (I’/=, I) is called the 
Difworth number of G. The height of a poset is the length of the largest chain in 
the poset. 
The relationship between (V, =) and several parameters of a graph has been 
studied in [4]. Graphs with Dilworth number 1 have been characterized as the 
threshold graphs [3]. A threshold characterization of graphs with Dilworth number 
2 is given in [ 11. This paper is motivated by the problem of recognizing vicinal orders 
[5], i.e., given a partial order, is it the vicinal order of some graph. In the special 
case that the graph is a tree, the vicinal order has height 1 (Lemma 2.1). We present 
a polynomial-time recognition algorithm for the vicinal orders of trees. 
We use the following notation and terminology: The degree of a vertex u in a 
graph will be written as deg(u). The distance between two vertices u and u, i.e., the 
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length of the shortest path between u and u, will be denoted by d(u, u). In a tree, 
any vertex of degree 1 will be called a leaf. Any other vertex is an internal vertex. 
A parent of a leaf is an internal vertex whose distance from the leaf is 1. In a 
poset (P, 5) 
U<D iff UID and not (OIU); 
U>U iff UIU and not (UIU); 
4u iff not (UC u) and not (US u). 
If we want to emphasize the underlying set, we write sP for 5. 
2. Preliminaries 
In this section we present two lemmas (Lemmas 2.2 and 2.3) used in proving the 
validity of the recognition algorithm. First we consider the extreme cases: The 
vicinal order of a tree with no internal vertices is a one-element partial order (Fig. 1). 
0 0 0 0 
Fig. 1. The two trees with no internal vertices and the Hasse diagram of the vicinal order. 
A tree with only one internal vertex is a star (on at least 3 vertices) and its vicinal 
order is a chain of height 1 (Fig. 2). 
Fig. 2. Star and the Hasse diagram of the vicinal order. 
Lemma 2.1. Let T be a tree with at least 2 internal vertices. Then the vicinal order 
of T has height 1. Further, there exists a tree T’ with the same vicinal order as T 
and such that T’ has no duplicates. 
Proof. It is easy to see that if u is an internal vertex of the tree, then i[u]l = 1. This 
implies that only leaves with the same parent can be duplicates. However, if from 
a collection of leaves with the same parent, we delete all but one leaf, we preserve 
the vicinal order and the identity of the internal vertices. Repeating this for every 
parent, we obtain a tree T’ with the same vicinal order as T and without duplication. 
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To show that the vicinal order of T has height 1, it is enough to observe that 
[u] /I [u] for any two distinct internal vertices u and u, and [p] I [q] if and only if p 
is a leaf and q is an internal vertex and d(p, q) I 2. 0 
Remarks. (1) In view of the above lemma we disregard the extreme cases and formu- 
late the problem as follows: A partial order P, with at least 4 elements, of height 
1 is given. Is it realizable as the vicinal order of a tree with lP1 vertices? 
(2) From now on, since we are dealing only with trees without duplication, we 
identify the vertices of the tree with the corresponding elements of the vicinal order 
and write u I u for [u] I [u]. 
Given a poset (P, 5) of height 1, partition P into 3 classes, 
U={u: 31 with u>l} (upper); 
L = (1: 3u with tl>l} (lower); 
Z={i: illo, for all u, u#i} (isolated). 
We indicate this partition by writing P(U, L, I) for P. 
Lemma 2.2. Let (P(U, L, I), I) be a poset of height 1 having at least 4 elements, 
and let T be a tree on the vertex set UUL UI. Then P is the vicinal order of T 
if and only if 
(1) every vertex in L is a leaf, 
(2) every vertex in UUZ is an internal vertex, 
(3) distinct vertices in L have distinct parents, 
(4) l<u ifand only ifd(l,u)<2, for all IEL and uEU, 
(5) d(l,i)r3, for all IEL and ieI. 
(Note that given P and T, the above conditions are easy to verify.) 
Proof. Let T be a tree satisfying (l)-(5). For clarity we shall denote the order rela- 
tion of P by sP and the vicinal order of T by I r. We need to show that usPu 
iff US ru. This is equivalent to showing the following: 
(1’) 1, II& for all llrlz E L, 1, flz, 
(2’) u1 /I + for all u,, u2 E UUI, u1 # u2, 
(3’) l<,u iff I<+ for all IEL, uE U, 
(4’) lII,i for all IEL, ifzI. 
It is clear that (1’) follows from (1) and (3), (2’) from (2), (3’) from (4), and (4’) 
from (5). The proof of necessity of (l)-(5) is similar. 0 
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In a poset (P( U, L, I), I ) of height 1, let 
A/={uE U: U>l}, for IEL, 
B,={IEL: u>l), for UE U, 
UEA,: B,c IJ B, , for [EL. 
fJEA,- {U) I 
Lemma 2.3. Let P(U, L, I) be a poset of height 1 with at least 4 elements, and 
assume that P is realizable as the vicinal order of a tree T without duplicates. Let 
f (1) be the parent of leaf 1 in T. Then, for all 1 EL, f (1) E St and UueS, B, c BfC,). 
Fig. 3. Illustrating the proof of Lemma 2.3. 
Proof. Let N(f(1)) = {I, ul, u2, . . . , u,,} (Fig. 3). Note that ul, .,. , up must be internal 
vertices as T has no duplicates, and p> 0 as there are at least 2 internal vertices. It 
follows that At= {f(l), ul, . . . . up}. For any x, f (1) > x implies that x = 1 or f(x) = ui 
for some i, in which case Ui>X. Thus f(1) E St. 
Let ui E S, and u;>x. It will be shown that x = 1 or d(ui, x) = 1. For otherwise, x# 1 
and d(ui, X) = 2 (d(Ui, X) > 2 implies UiIlx). Then d(f(l), X) = 3 and d(Uj, X) = 4 for 
j # i, so that x < f (1) and x K Uj for j # i, contradicting ui E Sl. Hence U; E Sl and Ui > x 
imply f (1) >x, and thus U u ES, B, c B,-(t). 0 
Remarks. (1) Note that if u E S, and UUEs, B, c B,, then Bf(,) = B,, i.e., exchanging 
u and f(1) gives an order automorphism of P. 
(2) From Lemma 2.3 it is clear that if S,=0 for some 1 EL, then no tree can 
realize the poset as its vicinal order. This gives an example of a poset of height 1 
which is not the vicinal order of any tree, but which can be realized as the vicinal 
order of some graph (Fig. 4). 
3. The recognition algorithm 
We now develop a 3-step algorithm for deciding whether a poset P of height 1 
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(a) (b) 
Fig. 4. (a) A poset of height 1 not realizable as the vicinal order of any tree (SI = 0). (b) A graph whose 
vicinal order is the poset of (a). 
is realizable as the vicinal order of some tree. The algorithm either constructs a tree 
T whose vicinal order is P or reports that no such tree exists. 
The first step is Algorithm 3.1, which picks a parent for each leaf. Its validity 
follows from Lemma 2.3 and the succeeding remarks. 
Algorithm 3.1. 
Input. A poset P(U, L, I) of height 1 with at least 4 elements. 
Output. Either a one-to-one function f: L-t U or a message that no tree realizes 
P. In casef is computed, the following is true: If P is realizable as the vicinal order 
of a tree, then it is realizable as the vicinal order of a tree in which for all 1 EL, f(l) 
is the parent of leaf 1. 
Method. 
For each u E U do mark u “unused”; 
for each 1 EL do 
begin 
S:={uES,: U,,s,B”cB,}; 
if (all UPS are marked “used”) then 
print “No tree realizes this poset” and halt 
else begin 
pick u ES marked “unused”; 
f(l) := u; 
mark u “used” 
end 
end. 
Once we have computed the function f, we can start constructing the tree as in 
Algorithm 3.2 by adding edges between the parent of any leaf and the potential 
“grandparents”. 
Algorithm 3.2. 
Input. A poset P(U, L, I) of height 1 and a function f: L-U computed by 
Algorithm 3.1. 
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Output. Either a forest T on the vertex set UULU I or a message that no tree 
realizes P. In case T is constructed, the following is true: 
(1) If P is realizable as the vicinal order of a tree, then it is realizable as the vicinal 
order of a tree containing T as a spanning forest; 
(2) for all I EL, deg(l) = 1 and [I,f(l)] is an edge of T; 
(3) for all u E U, deg(u)? 1; 
(4) for all u E (f(l): ICZ L}, deg(u) 2 2; 
(5) for all 1 EL, u E U, I < u iff d(1, u) I 2. 
Method. 
T:=0; 
for each 1~ L do add [I,./(l)] to T; 
for each 1~ L do 
for each u E U do 
if (l<u) and (~#f(l)) and ([f(l), u] $ T) then 
if u and f(l) are in different components of T then 
add [f(Z), u] to T 
else print “No tree realizes this poset” and halt 
end. 
Lemma 3.3. Algorithm 3.2 is correct. 
Proof. First assume that P can be realized as the vicinal order of a tree. Then, from 
Algorithm 3.1 we can assume that [I,f(l)] is an edge of the tree for all 1 EL. Thus 
if I< u and u #f(L), (4) of Lemma 2.2 forces us to add the edge [f(l), u]. This proves 
statement (1). It is also clear that if, in the process of adding the edges, we create 
a cycle, then no tree can realize the poset P, which justifies the negative printed 
message. It is easy to see the validity of statements (2) and (3). Statement (4) follows 
from the fact that for all 1 EL, IA,1 2 2 (IA,1 = 1 implies that S,= 0, and therefore 
no function f would be computed by Algorithm 3.1). 
We now have to verify statement (5). Assume first that I< u. Then either u =f(l) 
or [f(1), u] is an edge of T. In either case d(l, u)s 2. 
Fig. 5. Illustrating the proof of Lemma 3.3. 
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Conversely, let d(l, u) I 2. Then either d(l, U) = 1 (in which case u =f(/) and we are 
done) or [f(l), U] is an edge of T. We have added the edge [f(l), U] for one of two 
reasons: either I< u (in which case we are done), or u =f(r,) and f(l) > II. It will be 
shown that u =f(f,) and f(r) > 1, imply I< U. 
Assume this is not the case and 14:~. Then since f(l)~S, and I, EBB, there 
exists a u E U such that I< u and II < u (Fig. 5). Then Algorithm 3.2 must add the 
edges [f(l), u], [u, u] and [u,f(l)], create a cycle and halt, contradicting the fact that 
a forest T was constructed. 0 
Example. Figure 6 illustrates the Hasse diagram of a 
4 5 6 
BlKl 
1 2 3 
Fig. 6. A poset not realizable by a tree. 
Although Algorithm 3.1 will calculate a function f matching 123 to 456, Algo- 
rithm 3.2 will fail to construct a forest due to the creation of the cycle 456. Thus 
no tree can realize this poset. However it is the vicinal order of the graph illustrated 
in Fig. 7. 
Fig. 7. A graph realizing the poset of Fig. 6. 
If Algorithm 3.2 constructs a forest T, then T satisfies conditions (I), (3), (4) and 
(5) of Lemma 2.2 ((5) holds with d(l, i) = 03). In the third phase of the algorithm we 
try to extend T to a tree satisfying all five conditions of Lemma 2.2. By conditions 
(1) and (4), the new edges can be incident only to the vertices in the set QUI, where 
Q= U- (f(l): IeL}, 
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and compliance with these restrictions guarantees that (5) continues to hold, as well 
as (l), (3) and (4). Condition (2) requires that deg(x) 2 2 for all XE UUI. At present 
deg(x)?2 for XE {f(Z): /EL}, deg(x)> 1 for XEQ and deg(x)=O for XEZ. 
Thus the remaining task is to extend T to a tree so that the new edges are incident 
only with vertices in QU I, every vertex of I is incident with at least two new edges, 
and every vertex of B is incident with at least one new edge, where 
B={ueQ: deg(u)=l}. 
Let Ki, . . . . K,, K,+i, . . . . K,,, be the sets of vertices of the connected compo- 
nents of T, where K,.+,, . . . . K,.,, are the singleton components (vertices of I). Note 
that r-2 1. To avoid cycles there must be no new edges within any Kj and at most 
one new edge between any two Kj’S. For j = r + 1,. . . , r+ m the number of new 
edges incident with Kj must be at least 2. For j = 1, . . . , r this number must be at 
least lKjn B I, but must also be zero when Kjn Q= 0. These requirements can be 
conveniently summarized as follows: Contract all the edges of T, thus shrinking 
each Kj to a single vertex Sj. Then it is required to construct a tree Ts with vertices 
Sj such that 
degSj>IKjnBI, j=l 9 a.., r, 
deg Sj=O, if KjnQ=0, j= l,..., r, 
deg Sj22, j=r+ 1 ,...,r+m. 
With Ts at hand it is easy to obtain the desired extension of T: for j= 1, . . . . r 
expand the shrunken vertices Sj back to Kj and connect the edges of Ts at SJ to the 
vertices of Kjfl B, making sure that each vertex of Kjfl B receives at least one new 
edge (in case KjnB=O, connect all the new edges to arbitrary vertices in KjnQ). 
When does Ts exist? We have a problem of the existence of a tree Ts with given 
lower bounds on its degrees. It is well known [2] that the nonnegative integers 
d,,& . . . . d, are the degrees of a tree if and only if II = 1 and d, = 0 or II 2 2, djZ 1 
for all j and Es=, dj = 2n - 2. Such a tree can be found by an obvious construction. 
Therefore, given nonnegative integers Zi, . . . , I,, there exists a tree with degrees 
d,, . . . . d,, such that dj2lj for all j if and only if n=l, I,=0 or Cy=,max(l,Zj)r 
2n - 2. The first case translates into r= 1, m = 0 and B=0 and the second case 
translates into IKjflQlrl for j=l,...,r and CS=,max(l,IKjnBI)+2mr 
2(r + m) - 2. This establishes the following result: 
Lemma 3.4. The forest T constructed by Algorithm 3.2 can be extended to a tree 
whose vicinal order is P if and only if one of the following is true: 
(1) r= 1, m=O and B=0; or 
(2) KjnQ#O for j= 1, . . . . r and Cg=, max(1, IKjflBI)<2r-2. 
Example. Consider the poset illustrated in Fig. 8. 
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?V 6v 
1 5 
Fig. 8. A poset not realizable by a tree. 
3 4 7 8 
09 
09 
Fig. 9. The forest T after Algorithm 3.2. 
Algorithm 3.2 constructs the forest T illustrated in Fig. 9, or an isomorphic one. 
Here r = 2, m = 1 and B = {3,4,7, S}, violating both (1) and (2) of Lemma 3.4. 
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