It is well known that a direct integration of acoustic and language models (LM) into a Continuous Speech Recognition (CSR) system leads to low performances. This problem has been analyzed in this work as a practical numerical problem. There are two ways to get optimum system performances: scaling acoustic or language model probabilities. Both approaches have been analyzed from a numerical point of view.
Introduction
Integration of language and acoustic models in a Continuous Speech Recognition (CSR) system is invariably based on the well-known Bayes' rule, i.e., the recognizer must find the word sequenceΩ that satisfies: Ω = arg max Ω P (Ω)P (A/Ω) ( 1 ) where P (Ω) is the probability that the word sequence Ω ≡ ω 1 ω 2 . . . ω |Ω| from some previously established finite vocabulary Σ = {ω j }, j = 1 . . . |Σ|, will be uttered and P (A/Ω) is the probability of the sequence of acoustic observations A = a 1 a 2 ...a |A| for a given sequence of words Ω. Probabilities P (A/Ω) are represented by acoustic models, usually Hidden Markov Models (HMM). The a priori probabilities P (Ω) are given by the Language Model (LM). However, the combination of acoustic and LM probabilities obtained through Equation 1 usually leads to poor CSR system performances. In fact, it is well known that best performances of a CSR system are obtained when acoustic and language model probabilities in the Bayes' rule are modified by introducing exponential scaling factors [1] [2] [3] .
From a theoretical point of view, the scaling parameters are needed because acoustic and LM probability distributions are not real but approximations [1] . The two probability distributions are estimated independently using different stochastic models that model different knowledge sources. Moreover, the parameters of the acoustic and language models are estimated on the basis of speech and text data corpora, respectively. Thus, scaling parameters need to be applied to lessen these effects and then obtain good system performances.
In practice a numerical problem needs to be solved: the acoustic probabilities are normally much smaller than those of the LM. In addition, they appear more times. As a consequence, the contribution of LM probabilities could not be relevant [4] to obtain the most probable word sequenceΩ. Therefore, low CSR system performances are usually obtained.
Section 2 illustrates this problem through an example of word sequence recognition. The usual way to get better system performances is to reduce the LM probabilities using a scaling factor α > 1: P (Ω) α . Alternatively, the acoustic probabilities can be increased by using a scaling factor γ < 1: P (Ω/A) γ . The effects of both scaling procedures are also analyzed in Section 2. Section 3 shows an experimental evaluation of both scaling procedures. The CSR system performance was measured in terms of both the Word Error Rate (WER) and the involved computational cost, which are also related with the heuristic beam-search applied. The experiments were carried out on two Spanish application tasks including read and spontaneous speech respectively. Therefore these databases represent two different levels of difficulty. Finally, some concluding remarks are given in Section 4.
Scaling Factors over Acoustic and LM Probability Distributions
Most of the current CSR systems use the one-pass Viterbi algorithm to obtain a sequence of decoded words given a sequence of acoustic observations according to Equation 1. The Viterbi-based search solves a maximization problem at each time t by choosing the higher accumulated probability for each node of the trellis. The argument of the maximization, i.e. the node at time t − 1 leading to maximum accumulated probability at time t, is also saved. Thus, finally the algorithm recovers in a backward step the most probable path of trellis nodes according to the whole acoustic observations sequence and, as a consequence, the most probable sequence of words uttered. Figure 1 shows this procedure for a small vocabulary of five words: w 1 , ...w 5 at time t and time t + 1. −logP wi 1 represents accumulated probabilities corresponding to partial paths ending at each word w i , i.e. at trellis nodes that match the final state of word w i at time t. For these nodes, the LM has to be checked to get the −logP (w i /w j ).
Then, the accumulated probability −logP wi at time t + 1 is obtained through a new maximization procedure that includes this time combinations with LM probabilities. As a consequence of this maximization, a new word is added to the partial path under consideration.
The Viterbi based search choose at each time t the highest accumulated probability for each node of the trellis. −logPw i represents accumulated probabilities for nodes matching the final state of a word model at time t. For these nodes, the language model has to be checked to get the −logP (wi/wj ). Then, the accumulated probability −logPw i at time t + 1 is obtained through a new maximization procedure that includes this time combinations with language model probabilities. Figure 1 also shows the numerical problem previously discussed. The example in Figure 1 shows that the most probable partial path at time t ends at word w 3 and the less probable one ends at word w 5 . According to the bigram model probabilities P (w 1 /w j ) the most probable word to be added at time t to the partial path is word w 5 and the less probable is w 3 , when the word w 1 is considered at time t + 1. Then, a new maximization has to be solved to estimate the accumulated probabilities at time t + 1. For trellis node matching the initial state of word w 1 : Table 1 shows the accumulated probabilities −logP t+1 w1/wi at time t + 1 and initial state of word w 1 for all possible recognized word w i at time t for the Table 1 . Accumulated probabilities −logP t+1 w 1 /w i at time t + 1 and initial state of word w1 for all possible recognized word wi at time t for the example in Figure 1 .
example in Figure 1 . Maximization in 2 is solved by choosing among values in Table 1 . Thus word w 3 is selected to be added to this partial path, even if it is the less probable word according to the LM probabilities. This example illustrates the numerical problem when Equation 1 is directly applied to decodeingan utterance without any scaling probabilities. Accumulated probabilities at the end of each partial sequence of words in the Viterbi trellis mainly depend on the values of acoustic P(A/Ω) probabilities because they are usually much smaller than those of the LM P(Ω). Moreover, acoustic probabilities appear, i.e. should be multiplied (or be summed their minus logarithm), at each node of the trellis whereas LM probabilities are only considered for trellis nodes matching final states of each word in the task lexicon. The gap among accumulated probabilities is therefore usually bigger than the gap among LM probabilities (see Figure 1 ). The immediate consequence is that LM probabilities are irrelevant in most situations when choosing the best, most probable, partial path [4] . The scarce contribution of the LM probabilities leads to low CSR system performances.
There are two easy ways to avoid this situation: to increase the gap among LM probabilities or to decrease the gap among accumulated probabilities. In the first case the LM probabilities are scaled by an exponential parameter α > 1:(P (ω)) α . In the second one the acoustic model probabilities are scaled by γ < 1:(P (A/ω)) γ When LM probabilities are raised to a power α > 1: (P (ω)) α , all of them are attenuated, but this attenuation is higher for lower probability values. The gap between high and low probability values is now bigger. The LM probability values become more competitive with the increase of α values, up to a maximum where LM probabilities are overvalued. As a consequence, LM probabilities are now more relevant to choose the best partial path. Table 2 shows the accumulated probabilities at time t + 1 for the example in Figure 1 and Table 1 when LM probabilities have been scaled by different values of parameter α. This Table shows that word w 2 (α = 4 and α = 6) or w 4 (α = 8) could now be selected to be added to partial path, even if they correspond to partial paths with low accumulated probabilities (see Figure 1 ). When acoustic probabilities are raised to a power γ < 1: (P (A/ω)) γ , all of them are increased but the increase is higher for lower probability values. The gap among accumulated probabilities is reduced in this case because accumulated probability values mainly depend on acoustic probabilities. The LM probabilities are also more and more competitive when γ decreases down to a minimum. As a consequence, LM probabilities are now also more relevant to choose the best partial path. Table 3 shows the accumulated probabilities at time t + 1 for example in Figure 1 and Table 1 when acoustic probabilities have been scaled by different values of parameter γ. This Table shows that word w 2 (γ = 0.4), w 3 (γ = 0.5) or w 4 (γ = 0.3) could be now selected to be added to partial path, even if they correspond to partial paths with low accumulated probabilities at time t (see Figure 1 ). Table 2 . Accumulated probabilities −logP t+1 w 1 /w i at time t + 1 and initial state of word w1 for all possible recognized word wi at time t for the example in Figure 1 and Table  1 . LM probabilities have been scaled by α = 4, 6, 8. Table 3 . Accumulated probabilities −logP t+1 w 1 /w i at time t + 1 and initial state of word w1 for all possible recognized word wi at time t for the example in Figure 1 and Table  1 . Acoustic probabilities have been scaled by γ = 0.5, 0.4, 0.3. When no scaling factors are applied (α = 1 and γ = 1), the most probable partial path includes word w 3 (see Table 1 ). However, for α > 1 ( Table 2 ) and for γ < 1 (see Table 3 ) the most probable partial paths include word w 2 . High values of α and low values of γ are not usually considered since LM probabilities are overvalued leading to low recognition rates.
CSR systems introduce a beam-search in order to reduce the computational cost of the search. The maximum probability of all trellis nodes, i.e. of all partial path is calculated at each time t, 1 ≤ t ≤ |A|. Then, partial paths with accumulated probabilities under a percentage of this maximum are not considered any more. The value of an heuristic parameter 0 ≤ bf ≤ 1 controls the number of partial paths considered. This parameter should be adjusted to reduce the computational cost without reducing the recognition rate. The number of partial paths to be evaluated mainly depends on the gap among accumulated probabilities corresponding to different partial paths at each time t. Both scaling factors modify partial path probabilities. However, scaling LM probabilities (α > 1) increases the gap among accumulated probabilities whereas scaling acoustic probabilities (γ < 1) reduces it. As a consequence, the number of partial paths considered, and the involved computational cost, are expected to be very different for the two scaling procedures: higher for γ scaling than for α one.
Experimental Evaluation
The experimental evaluation was carried out on two Spanish databases with very different levels of difficulty: Bdgeo and Info Tren.
Bdgeo is a task-oriented Spanish speech corpus [5] consisting of 82000 words and a vocabulary of 1208 words. This corpus represents a set of queries to a Spanish geography database. This is a specific task designed to test integrated systems for automatic speech understanding. Acoustic models were previously trained over a phonetic database consisting of 1530 sentences uttered by 47 speakers. The ML training corpus consisted of 9150 sentences. The test set consisted of 600 sentences uttered by 12 speakers in a laboratory environment at 16KHz. Perplexity values for this task were 13.1 for n=2, 7,53 for n=3 and 7,17 for n=4.
Info Tren database was recorded as part of a Spanish project to develop a dialogue system. The task consisted of 227 Spanish dialogues on train information resulting in a vocabulary of around 2000 words. Info tren is a difficult task since it was recorded through the telephone (8Khz), applying the well known Wizard of Oz mechanism. Thus, it is a spontaneous speech database were many different types of disfluencies are found: speaker and background noises, filled pauses, lengthenings, etc. [6] . Info tren is the first spontaneous dialogue database recorded by Castilian Spanish speakers. The training corpus consisted of 191 dialogues uttered by 63 different speakers (1349 user turns resulting in 16500 words plus 5000 disfluencies). The test set consisted of 36 new dialogues uttered by 12 new speakers (308 user turns including 4000 words plus around 500 disfluencies). Perplexity values for this task were 36,8 for n=2, 34,8 for n=3 and 36,3 for n=4.
Uttered sentences were decoded by the time-synchronous Viterbi algorithm. In order to reduce the computational cost a beam-search algorithm was applied with different widths: high values of bf parameter for narrow beams and low values of bf for wide beams. The experiments were carried out using standard back-off n-gram models. Two series of experiments were carried out. In the first series LM probabilities were scaled by |α > 1 (P (ω)) α . Table 4 shows the CSR system performance measured in terms of both, the Word Error Rate (WER) and the Average number of Active Nodes (AAN) in the lattice, including both acoustic and language model states. It shows WER and ANN for α=1 . . . 7 and bf = 0.6, 0.5, 0.4 values for three different n-gram (n = 2, 3, 4) models. Optimum performances are emphatized and underlined.
These experiments confirm that the scaling Language Model probabilities clearly leads to better CSR systems performances. Table 4 shows that both the word error rate and the average number of nodes in the lattice increased with α (up to a minimum), for any n-gram model and value of bf parameter. This Table  also shows a relationship between the bf and α values required to get optimum performances: higher values of α are needed for wider beams search.
In the second series of experiments the acoustic probabilities have been scaled by γ < 1 (P (A/ω)) γ . Table 5 shows the CSR system performances obtained through these experiments: the word error rate and the average number of active nodes in the lattice for three different n-gram (n = 2, 3, 4) models and different values of bf and γ parameters. Optimum performances are also emphatized and underlined.
These experiments confirm that the scaling acoustic model probabilities clearly leads to better CSR systems performances measured in terms of word error rates. However, the reduction of word error rates is obtained along with important raises of the average number of active nodes in the lattice. Moreover, in this case a wide beam-search keeps a very high number of active hypotheses in the lattice increasing not only the involved computational cost but also the number of recognition errors. Table 5 also shows a relationship between the bf and γ values required to get optimum performances: lower values of γ are needed for wider beam search.
Concluding Remarks
In this work, we have experimentally analyzed the bad relationship between acoustic and LM probabilities when they are directly integrated using de Bayes' rule in CSR systems. A practical numerical problem arises since acoustic probabilities are much smaller than language ones. In addition they appear more times. As consequence, the contribution of LM probabilities could not be relevant when choosing the best path in the trellis. The gap among LM probabilities can be increased by scaling them by an exponential factor α > 1 or the gap among accumulated probabilities can be reduced by scaling acoustic probabilities by an exponential factor γ < 1. Both possibilities have been analyzed and tested on a CSR system over two Spanish databases. Both scaling approaches clearly led to important reductions of word error rates. However, α scaling of LM probabilities also led to important reductions of the computational costs whereas γ scaling of acoustic probabilities led to undesirable raises. It has also been shown that these effects are not independent of other heuristic phenomena in the system like the beam-search width. Thus, the values of scaling factors in CSR systems should be experimentally established along with other heuristic parameters.
