We review the recent literature that studies new, detailed microeconomic data on prices. We discuss implications of these data for macroeconomic models. We argue that these data are helpful for macroeconomic models, but not decisive. There is no simple mapping from the frequency of price changes in microeconomic data to impulse responses of prices and quantities to shocks. We discuss ideas that promise to deliver macroeconomic models matching the impulse responses seen in aggregate data while being broadly in line with micro price data.
Introduction
In his "Handbook of Macroeconomics" chapter written a decade ago, John B. Taylor took stock of the microeconomic evidence on price and wage setting available at the time. He summarized the micro evidence in four points (Taylor, 1999 (Taylor, , p. 1020 (Taylor, -1021 . First, Taylor concluded that studies of micro data did not support the casual observation that prices are changed more frequently than wages. Instead, he contended that studies of micro data suggest that price changes and wage changes have about the same average frequencyabout one year. Second, Taylor noted that there is a great deal of heterogeneity in price setting and wage setting. Third, he concluded that neither price setting nor wage setting are synchronized. Fourth, Taylor observed that the frequency of price changes and wage changes depends positively on the average rate of inflation.
Most of the microeconomic evidence on price setting that Taylor (1999) reviewed was based on a relatively narrow set of products such as magazines (Cecchetti, 1986 ) and goods sold from retail catalogs (Kashyap, 1995) . In the decade since Taylor wrote his assessment, economists have gained access to new, detailed micro data on prices. These include data collected in order to compute consumer and producer price indexes in a number of countries as well as scanner data from supermarket chains. In this paper, we review the literature that studies the new micro data, and the process revisit some of Taylor's conclusions. 1 Furthermore, we discuss implications of the new micro data for macroeconomic models.
The new micro data confirm that there is a great deal of heterogeneity in price setting, in terms of the frequency and the size of price changes, but also in terms of how often "sales" occur and what form sales take. Despite all the heterogeneity, micro price data display a number of regularities. First, prices remain constant for extended periods of time 1 The closing sentences of Taylor (1999 Taylor ( , p. 1044 ) call for more research: "Understanding these [staggered price and wage setting] models more thoroughly takes one well beyond macroeconomics into the heart of the price discovery and adjustment process in competitive and imperfectly competitive markets. Further research on the empirical robustness and microeconomic accuracy of staggered contracts models is thus both interesting and practically important." in many sectors of the economy. Second, prices appear to change less frequently in the euro area than in the United States. Depending on whether price changes related to sales and item substitutions are included or excluded, the median consumer price lasts about 4 to 9 months in the U.S. economy. The median consumer price lasts about 11 months in the euro area. Third, when prices change, on average these change by large amounts relative to inflation. This finding suggests that idiosyncratic shocks are a much more important cause of variation in prices than aggregate shocks. At the same time, many price changes are small. Fourth, new cross-country evidence confirms that the frequency of price changes depends positively on the average rate of inflation. Fifth, there is indeed little evidence of synchronization of price changes.
One reason why macroeconomic modelers are interested in micro price data is that in familiar and tractable macroeconomic models the frequency of price changes maps easily into impulse responses of prices and quantities to shocks. The New Keynesian model with Calvo pricing is a case in point. We provide two examples to show that there may be no simple mapping between the frequency of price changes in microeconomic data and the speed of impulse responses of prices and quantities to shocks. The first example involves time series models estimated using sectoral price data, as in Boivin, Giannoni, and Mihov (2007) and Maćkowiak, Moench, and Wiederholt (2008) . Both papers find that sectoral price indexes respond quickly to sector-specific shocks. In this sense, prices are not sticky.
At the same time, sectoral price indexes respond slowly to macroeconomic shocks. In this sense, prices are sticky. If the frequency of price changes were decisive for impulse responses, one would expect prices to respond with roughly equal speed to both kinds of shocks. It turns out that, in the data, the degree of price stickiness -defined as the speed in which prices respond to shocks -appears to be conditional on the source of the shock. This does not imply that the frequency of price changes is irrelevant. The frequency of price changes helps explain the speed of impulse responses of prices to macroeconomic shocks in a cross-section of sectors.
The second example involves the dynamic stochastic general equilibrium (DSGE) model of Smets and Wouters (2003) . When the Smets-Wouters model is estimated using macroeconomic data from, alternatively, the United States and the euro area, the estimated value of the Calvo parameter is somewhat larger for the euro area than for the United States.
The difference is not statistically significant. Equivalently, the slope of the New Keynesian Phillips curve is estimated to be somewhat lower in the euro area than in the United States. Therefore, the Smets-Wouters model reflects the notion that prices are changed less frequently in the euro area than in the United States, as is apparent from microeconomic data, but the model does so only weakly. Furthermore, the slope of the New Keynesian Phillips curve is estimated to be very low both in the United States and in the euro area.
Whether prices change on average every 4 months or every 11 months, nominal rigidity by itself does not suffice to explain the low slope of the New Keynesian Phillips curve in the Smets-Wouters model. 2 One needs to combine nominal stickiness with a sufficient degree of real rigidity. 3 The impulse responses, and therefore the predictions concerning the effects of macroeconomic shocks, depend on the entire DSGE model and all its parameters, not only on the price setting mechanism and the parameter governing the frequency of price changes.
In an ideal world, macroeconomists would set up, solve and understand a DSGE model with many heterogeneous firms and households, in which sellers and buyers in different sectors interact differently, and which matches in detail both microeconomic data and macroeconomic data. Realistically, all we can hope for, at least for some time, is a model that matches macroeconomic data well, while telling a reasonable story that is broadly in line with microeconomic data. Recent DSGE models have made progress in matching macroeconomic data. We survey the recent literature on models of price setting. We search for a story or a set of stories that would simultaneously: (1) imply persistent impulse responses to macroeconomic shocks, similar to the impulse responses in the Smets-Wouters model, and (2) be broadly in line with micro price data. We do not think that macroeconomists have developed such a story yet. The most promising lines of research, from our point of view, involve work with models in which prices can respond quickly and by large amounts 2 Similarly, whether prices are changed on average every 4 months or every 11 months, nominal rigidity by itself does not suffice to explain why the impulse response of real aggregate output to monetary policy shocks lasts two-three years in structural VAR models. See, for example, Christiano, Eichenbaum, and Evans (1999), Kim (1999) , and Leeper, Sims, and Zha (1996) . 3 The concept of real rigidity is due to Ball and Romer (1990) .
to idiosyncratic shocks and, at the same time, prices respond slowly and by small amounts to macroeconomic shocks. One line of research with this feature involves models in which a high degree of real rigidity arises conditionally on a macroeconomic shock. Another line of research with this feature involves imperfect information about macroeconomic shocks.
In both lines of research, some degree of flexibility at the microeconomic level can potentially coexist with a sizable amount of stickiness at the macroeconomic level. Both lines of research, or some combination of these, may eventually be capable of producing a DSGE model that fits macroeconomic data as well as, or better than the Smets-Wouters model, while providing a reasonable story that is broadly in line with micro price data.
Section 2 of this paper reviews the recent literature that studies new, more detailed microeconomic data on prices. In Section 3, we discuss the recent literature that compares standard models of price setting used in macroeconomics to the new micro price data. In Section 4, we argue that there is no simple mapping from the frequency of price changes in microeconomic data to impulse responses of prices and quantities to shocks. In Section 5,
we discuss promising lines of research. Concluding remarks are in Section 6.
What Do the New Micro Price Data Say?
In this section, we review the recent literature that studies new, detailed microeconomic data on prices from the United States, the euro area, and other countries. We begin by discussing the literature that studies U.S. data. Next, we discuss the literature that studies euro area data, and we summarize new cross-country evidence. At the end of this section, we discuss the evidence on causes of price rigidity from surveys of firms in the United States and the euro area.
Micro Price Data in the United States
The data underlying the consumer price index in the United States are so rich that questions of the form "what do the micro data say?" have no simple answers. The question "how frequently do prices change?" has no simple answer, because in microeconomic data there is a distribution of the frequency of price changes. Klenow and Kryvtsov (2008) Nakamura and Steinsson focus on the data from 1998. 4 Figure 1 shows the distribution of the frequency of price changes for ELIs from Nakamura and Steinsson (2008a) . The dispersion of the distribution is striking. The ELI with the lowest frequency of price changes, 1.6 percent, is "Legal Services". Only 1.6 percent of prices in the category "Legal Services" change on average from month to month. The ELI with the highest frequency of price changes, 100 percent, is "Used Cars". All prices in this category change from month to month. 5 Table 1 illustrates in another way the heterogeneity in the frequency of price changes. Figure 1 that there are a few ELIs for which price changes are very frequent. The implied mean price duration is 6.8 months.
What does the heterogeneity in the frequency of price changes imply for macroeconomic models? In these models, we almost always use the convenient assumptions of a representative firm or many homogenous firms. The new micro data show that, in the real world, there are many heterogenous firms and there is no "representative firm". In general, we cannot expect a macroeconomic model with many heterogenous firms to behave like a macroeco- Answering the question "how frequently do prices change?" is complicated further by the presence of "sales" and "forced item substitutions" in micro price data. BLS employees who visit retail outlets in order to collect data on prices record certain prices as "sale" prices. 8 Klenow and Kryvtsov (2008) price is more likely to differ from the previous sale price than a regular price is to differ from the previous regular price. Sales are stochastic, these are not a fixed discount from the regular price. Matters are complicated yet further by the fact that sales and forced item substitutions are important in some sectors but not in other sectors, and firms operating 8 According to the BLS, a "sale" price is (a) temporarily lower than the "regular" price; (b) available to all consumers; and (c) usually identified by a sign or statement on the price tag. 9 Removing all sale-related price changes from the data raises the estimated mean price duration from 6.8 months to 8.6 months. The estimated median frequency of price changes falls from 27.3 percent to 13.9
percent. The estimated mean frequency of price changes falls from 36.2 percent to 29.9 percent. 10 The corresponding estimates of Nakamura and Steinsson (2008a) What does the presence of sales and forced item substitutions in micro price data imply for macroeconomic models? An optimizing model of sales will, in general, predict that the magnitude, frequency and duration of sales respond to macroeconomic shocks. When aggregate productivity is growing quickly, products are likely to sell at bigger discounts, and to be marked down more frequently and for longer time spans. Holding the prior "exclude all sale-related price changes from macroeconomic models" may therefore be unjustified. (2004) analyze determinants of the frequency of price changes. They find that products sold in competitive markets, as measured by concentration ratios or wholesale markups, display more frequent price changes. However, this result disappears, once Bils and Klenow control for a good being energy-related, or a fresh food. In Section 2.2, we discuss the determinants of the frequency of price changes using evidence from the euro area.
We have argued that the question "how frequently do prices change?" has no simple
answer. There is no simple answer either to the related question of "by how much do prices change?". In micro price data, there is a distribution of the size of price changes, and it turns out that this distribution has fat tails. A typical price change is large, and many price changes are small. Klenow and Kryvtsov (2008) find that, conditional on a price change, the median absolute size of the price change is 11.5 percent. When sale-related price changes are excluded, the median absolute size of the price change falls somewhat to 9.7 percent. 13 11 We do not mean to suggest that the findings of Klenow and Willis (2007) Goods". Sales are very rare in the PPI data. 14 As in the case of consumer prices, there is a large amount of heterogeneity across PPI Major Groups with respect to the frequency of price changes. Nakamura and Steinsson estimate the median absolute size of price changes for finished producer goods to be 7.7 percent.
Nakamura and Steinsson (2008a) note that interpreting PPI data is difficult. The BLS collects this PPI data by means of a survey of firms. 15 This gives rise to the concern that 14 Unlike the CPI database, the PPI database does not record certain prices as "sale" prices. Nakamura
and Steinsson (2008a) use sales filters to assess the importance of sales in the PPI data. The sales filters identify very few sales. 15 In contrast, BLS employees who collect prices used to compile the CPI record prices of goods actually firms report "list" prices rather than transaction prices. The BLS attempts to address this concern by requesting the prices of actual shipments of goods. Furthermore, many prices collected in order to compile the PPI are likely to be part of explicit or implicit contracts.
This raises the possibility that Barro's (1977) criticism applies to some degree, and many observed producer prices do not map easily into allocations. An observed price in the data differs from the actual price faced by the buyer, and this actual price is unobserved by researchers. A related point made by Nakamura and Steinsson is that in wholesale markets suppliers may vary quality margins, such as delivery lags, instead of changing the price. We suspect that a version of Barro's criticism applies also to consumer prices in some sectors.
Repeated interactions arise also in some sectors of the retail economy. For example, longterm relationships could play a role in explaining why the ELI with the lowest frequency of price changes turns out to be "Legal Services". Furthermore, suppliers may vary quality margins also in retail markets. For example, consumers sometimes must wait in order to purchase a good at a published price. The unobserved cost of waiting affects the shadow price of the good to the consumer. 16 For these reasons, it may be wise to think of the available estimates of the frequency of consumer price changes as lower bounds.
A number of recent papers analyze scanner data from supermarket chains. Scanner datasets include data on quantities in addition to data on prices, and sometimes scanner datasets include also data on costs. Furthermore, typically scanner data have weekly frequency. This means that fewer price changes are "missed" compared with monthly data from national statistical authorities. On the other hand, scanner data are not as representative as data from national statistical authorities. Eichenbaum, Jaimovich and Rebelo (2008) study a new weekly scanner dataset from a major U.S. retailer that contains information on prices, quantities, and costs for over 1000 stores. They find that prices and costs fluctuate around reference values which tend to remain constant for extended periods of time. Prices have an average duration of three weeks. Reference prices have an average duration of about one year, where the reference price of a given item is defined as the most common price of that item during a given time interval. It is possible that variation in reference prices "on the shelf". 16 Think of waiting to get a haircut on a Saturday, and then getting it at the same published price as on a weekday.
captures most of the variation in prices that matters for macroeconomics, that is, most of the variation in prices reflecting the response to macroeconomic shocks. Deviations from reference prices tend to be transient, whereas macroeconomic shocks tend to be persistent.
Micro Price Data in the Euro Area
The analysis of microeconomic data on prices in the euro area has been carried out in a These comparisons are shown in the discount even when a sale is known to be in place. 20 Therefore, it is possible that the concept underlying the statement "the median price duration equals 10.6 months in the euro area" is closer to regular prices than to posted prices. Having said that, it does appear that consumer prices are changed less frequently in the euro area than in the United States.
An interesting research question is what explains this apparent difference in the degree of price rigidity between the two economies. what explains the differences in the frequency of price changes across sectors. Table 3 summarizes Klenow and Kryvtsov (2008) find that the mean absolute size of price changes is 14 percent and 11.3 percent excluding sale-related price changes. 22 Table 3 reproduces Table 8 
Cross-country Evidence

Survey Evidence
The IPN has surveyed euro area firms asking about their price setting behavior. matter in some wholesale sectors and in some retail sectors. Holding the prior that recurrent interactions matter only for producer prices appears unjustified. At the same time, it may be that considerations other than long-term relationships are the main cause of price rigidity in some sectors of the retail economy.
We also think that the survey evidence does not speak against all models of price setting with imperfect information. In the rational inattention model of , an individual firm is very well informed about its environment. The firm's private marginal value of information is low. Therefore, it is to be expected when conducting a survey that the firm will respond that it is very well informed.
Let us conclude Section 2 with a summary of the main points. The new micro price data from the United States and the euro area share a number of characteristics. Both in the United States and in the euro area, there is a lot of heterogeneity in the frequency of price changes, prices remain constant for extended periods of time in many sectors of the economy, prices change on average by large amounts relative to inflation, and the survey evidence indicates that firms perceive long-term relationships as the main reason why prices remain constant for some time. Consumer prices appear to change less frequently in the euro area than in the United States. In the U.S. economy the median consumer price lasts about 4 months, it lasts about 7 months when price changes related to sales are excluded, and lasts about 9 months when price changes related to both sales and forced item substitutions are excluded. The median consumer price lasts about 11 months in the euro area economy.
The frequency of price changes depends positively on the average rate of inflation in a cross-section of countries.
Rejecting the Null Hypothesis
In this section, we discuss the recent literature that compares standard models of price setting used in macroeconomics to the new micro price data. The main theme of this section is that the new micro price data support the basic premise underlying the New Keynesian or New Neoclassical Synthesis perspective: the prices of many goods and services remain constant for extended periods of time. At the same time, standard models of price setting used in macroeconomics are so simple that each of the models is bound to be "rejected".
Each of the models is at odds with some aspect of the detailed micro price data that we now have. 25 Klenow and Kryvtsov (2008) dataset, but also find that prices are state dependent. The probability of a price change is highest when a store's price differs substantially from the average of other stores' prices.
Macroeconomists recently gained access to new, detailed micro price data. We confront the data with familiar and tractable models of price setting. These models are such crude approximations to the real world and the microeconomic data are so detailed that, not surprisingly, the models fail. The microeconomic data are not only rich, in the sense that a lot goes on for a given product category, but also reveal a lot of heterogeneity across products. There is heterogeneity in terms of the frequency and size of price changes, but also in terms of how frequently sales take place, what form sales take, and how frequently forced item substitutions occur. The wholesale economy seems to differ from the retail economy. The heterogeneity in the microeconomic data makes us skeptical that economists should aim at developing "the model" of price rigidity. Different models of price rigidity may be necessary for different sectors of the wholesale and retail economy. Furthermore, it is an open question whether models of price rigidity that fit micro price data well will imply the kinds of impulse responses to macroeconomic shocks that we see in aggregate data.
Mapping Micro Price Data into Macroeconomic Models
One reason why macroeconomists are interested in microeconomic data on prices is that in familiar and tractable macroeconomic models the frequency of price changes maps easily into impulse responses of prices and quantities to shocks. In the Calvo model, a lower frequency of price changes implies larger and more persistent real effects of nominal shocks.
The same is typically true in a menu cost model. In this section, we argue that there is no simple mapping from the frequency of price changes in microeconomic data to impulse In these recent models, nominal shocks can have large and persistent real effects, despite the fact that individual prices are adjusted frequently. In the rest of this section, we would like to use our own separate research to illustrate anew, in two different ways, the point that mapping micro price data into macroeconomic models is complicated.
Impulse Responses of Sectoral Price Indexes
Maćkowiak, Moench, and Wiederholt (2008) Sectoral price indexes are very volatile relative to the aggregate price level. Figure 3 shows the cross-section of the impulse responses of sectoral price indexes to sector-specific shocks.
Note that this is a posterior distribution taking into account both parameter uncertainty and variation across sectors. 27 It is apparent that sectoral price indexes respond quickly to sector-specific shocks. Essentially 100 percent of the long-run response occurs within one month. In this sense, sectoral price indexes are not sticky at all. Figure 3 is reminiscent of the one-to-one impulse response of the aggregate price level to money in the Caplin-Spulber model. -defined as the speed of response of prices to disturbances -is conditional on the source of the disturbance. Prices in the same sector, which get assigned the same frequency of changes in microeconomic studies, respond quickly to sector-specific shocks, but only slowly to macroeconomic shocks.
The findings of Maćkowiak, Moench, and Wiederholt (2008) energy, and services. 29 We computed the impulse responses of the sectoral price indexes to a monetary policy shock. The impulse responses are plotted in Figure 5 , along with the impulse response of the euro-area harmonized index of consumer prices to the same 28 A positive relationship between the frequency of price changes and the size of sector-specific shocks is consistent with the menu cost model. 29 The data on sectoral consumer price indices were kindly provided by Benoît Mojon. See Altissimo,
Mojon, and Zaffaroni (2007).
shock. The sectoral price indexes fall slowly after a contractionary monetary policy shock, as does the aggregate price level. We assigned to each sectoral price index a frequency of price changes, based on the results of the IPN. Figure 6 shows a statistically significant, 
DSGE Models
The second example involves the DSGE model of Smets and Wouters (2003) . This model has a marginal likelihood that is comparable to that of an unconstrained, low-order VAR. The importance of the backward-looking elements for matching the macroeconomic data accords well with the idea that some form of imperfect information about macroeconomic shocks matters for aggregate dynamics. More generally, the fact that prices change does not imply that prices reflect all available information perfectly.
The likelihood of a DSGE model, such as the Smets-Wouters model, peaks in a region of the parameter space which implies that prices and quantities move slowly in response to most macroeconomic shocks. The Smets-Wouters DSGE model is capable of matching this pattern in the macroeconomic data via a combination of some Calvo rigidity and some form of sufficient real rigidity. How frequently prices change is not decisive. What is decisive is how price setting interacts with other features of the economy to produce sluggish impulse responses to macroeconomic shocks. 32 We discuss modeling different kinds of real rigidity 32 Sahuc and Smets (2008) compare impulse responses to a monetary policy shock in a model with a higher Calvo parameter like in the euro area with those in a model with a lower Calvo parameter like in the United in Section 5.2.
The Road Ahead
In an ideal world, macroeconomists would set up, solve and understand a DSGE model with many heterogeneous firms and households, in which buyers and sellers in different sectors interact differently, and which matches in detail both microeconomic data and macroeconomic data. Realistically, all we can hope for, at least for some time, is a model that matches macroeconomic data well, while telling a reasonable story that is broadly in line with microeconomic data. The recent DSGE models have made progress in matching macroeconomic data. In this section, we survey the recent literature on models of price setting. We search for a story or a set of stories that would simultaneously: (1) is the size of shocks that matters. Once a firm decides to adjust its price, the firm makes the price respond to all shocks, independent of which shock has triggered the price adjustStates, keeping the other frictions constant. They find that the differences are minimal.
ment. Since idiosyncratic shocks trigger price adjustments fairly frequently, prices respond to nominal shocks fairly quickly.
Furthermore, there is a selection effect in a state-dependent model. In the absence of macroeconomic shocks, some firms increase prices, and some firms decrease prices, in response to idiosyncratic shocks of sufficient magnitude. Suppose that an expansionary nominal shock arrives. Some firms that were going to decrease prices by a lot in the absence of the macroeconomic shock now keep prices constant. In an exogenous timing model, there are no such firms. Also, some firms that barely decided not to increase prices in the absence of the macroeconomic shock now increase prices by a sizable amount. In an exogenous timing model, there are no such firms either. Due to the selection effect, firms that were going to decrease prices in the absence of an expansionary nominal shock do keep prices constant when the shock occurs. Similarly, fewer firms that were going to keep prices unchanged in the absence of an expansionary nominal shock do increase prices when the shock occurs. The reason is that the density of price changes is leptokurtic. There is a small mass of firms near the points where the decision to change prices or not is made. 33 
Modeling the Kind of Real Rigidity that Works
Modelers who introduce real rigidity into a DSGE model usually do so at the level of individual firms. For example, with the Kimball aggregator the price elasticity of demand faced by an individual firm is increasing with the firm's relative price. As another example, with firm-specific inputs an individual firm's marginal cost function is increasing in the firm's output. In the presence of a real rigidity of this kind, firms find it optimal to change prices by small amounts in response to all shocks. 34 This kind of real rigidity is not easy to reconcile with micro price data, because in these data price changes are large relative to inflation. Furthermore, sectoral price indexes respond quickly to sector-specific shocks.
Conditional on having changed prices, firms do not seem to be worried about changing The kind of real rigidity that seems promising for macroeconomic models is one arising conditionally on aggregate shocks. What we have in mind are features of the economy such that firms find it optimal to change prices by large amounts in response to firm-specific and sectoral shocks and, at the same time, firms find it optimal to change prices by small amounts in response to aggregate shocks. Nakamura and Steinsson (2008b) develop a multi- 33 Gertler and Leahy (2006) also show how to dampen the selection effect in a menu cost model. In their model, price adjustments can only be triggered by idiosyncratic shocks. 34 Eichenbaum and Fisher (2007) conditions. The price level responds even less to a nominal shock, and so on. 
Modeling Rigid Prices Without a Menu Cost
Models in which prices remain constant for some time due to a menu cost are useful exploratory devices. The same can be said about models in which firms face different menu costs for different products, firms face different menu costs for changing regular prices and sale prices, or firms face menu costs that vary randomly with the variation being orthogonal to the firms' economic environment. Ultimately, one would like to know why fixed costs of changing prices arise and how such costs depend on firms' economic environment. The idea of customer markets seems promising in this regard. Nakamura and Steinsson (2008c) model the idea of customer markets by observing that if consumers form habits regarding individual goods, firms face a time-consistency problem. Consumers' habits imply that demand is forward-looking. Low prices in the future help attract consumers at present.
Therefore, firms want to promise low prices in the future. But when the future arrives, firms have an incentive to exploit consumers' habits and raise prices. Nakamura and Steinsson show that implicit contracts involving price rigidity can be sustained as equilibria in the infinitely repeated game played by a firm and its customers. 35 
Concluding Remarks
It is possible that several DSGE models will emerge consistent with the impulse responses in 
