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1. INTRODUCTION
Many techniques have been explored so far in the study of neural activations using the blood oxygenated level dependent (BOLD) signal in order to investigate
spontaneous brain activity. Among them, deconvolution methods are powerful since they do not require a priori knowledge about timing and duration of activations1.
In this work we propose a regularized deconvolution technique which uses an exponential operator, whose shape and performance can be adjusted by tuning an
appropriate parameter, and the Least-Angle Regression (LARS) algorithm, by using the least absolute shrinkage and selection operator (LASSO) model.
2. METHODS
MODEL
• The activity-inducing signal u[t] is simulated as a piece-wise constant signal,
so its derivative s[t] is sparse1,2.
• The activity-related signal is the convolution of a linear time-invariant
system, H, which describes the BOLD activation1,2,4, and the noisy
activity-inducing signal.
• The operator Iα is an exponential accumulation function:








• S is the normalization term
• εm and εa are, respectively, the model (peak-SNR=8dB) and the additive
Gaussian noise (peak-SNR=16dB).
• y[t] was simulated nr = 200 times.
PROBLEM
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where N is the number of samples, As = H{Iα{s}}, and λ is the regularization
parameter.
SOLUTION
• LARS algorithm by computing the Lasso path along the regularization
parameter. This outputs all 𝜆s of interest and their associate solutions ?̃? 5.
• L-curve is used for estimating the optimal solution ?̃?∗. The optimal 𝜆 is
selected as the nearest one to (0, 0)∈ R2.
4. DISCUSSION AND CONCLUSION
• Using Lasso for solving the optimization objective allowed us to obtain all the important λs and their relative solutions in one step, thus decreasing the computation
time. This way, we avoided the necessity of defining λ a priori.
• The use of an exponential operator depending on a parameter α, with respect to the finite difference, is worth exploring. It can improve results particularly in
presence of noise.
• Future works will incorporate the spatial regularization2.
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At the top: the L-curve (black dotted line) with the solution computed with our
approach (blue dot) and the one defined in [2] (red dot). At the bottom: the
reconstructed activity-inducing signals obtained using our approach with α = 1
(u*[t]; in blue), and using the method from [2] (u2*[t]; in red), superimposed on
the simulated activity-inducing signal (in black) and the noisy fMRI time series
(in green).
On the left: square roots of MSE ± STD over nr repetitions, computed for
different αs, between u[t] and the recovered u*[t] = Iα{?̃?∗}[t] (blue line) and the
ones obtained using the λ selection method from [2] (red line). On the right: the
recovered activity-inducing signal u*[t] for α = 0.3 (blue dotted line) and 5 (blue
solid line).
