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ABSTRACT
Column-density maps of molecular clouds are one of the most important observables in the context of molecular cloud- and star-
formation (SF) studies. With the Herschel satellite it is now possible to precisely determine the column density from dust emission,
which is the best tracer of the bulk of material in molecular clouds. However, line-of-sight (LOS) contamination from fore- or back-
ground clouds can lead to overestimating the dust emission of molecular clouds, in particular for distant clouds. This implies values
that are too high for column density and mass, which can potentially lead to an incorrect physical interpretation of the column density
probability distribution function (PDF). In this paper, we use observations and simulations to demonstrate how LOS contamination
aﬀects the PDF. We apply a first-order approximation (removing a constant level) to the molecular clouds of Auriga and Maddalena
(low-mass star-forming), and Carina and NGC 3603 (both high-mass SF regions). In perfect agreement with the simulations, we find
that the PDFs become broader, the peak shifts to lower column densities, and the power-law tail of the PDF for higher column densities
flattens after correction. All corrected PDFs have a lognormal part for low column densities with a peak at Av ∼ 2 mag, a deviation
point (DP) from the lognormal at Av(DP) ∼ 4−5 mag, and a power-law tail for higher column densities. Assuming an equivalent
spherical density distribution ρ ∝ r−α, the slopes of the power-law tails correspond to αPDF = 1.8, 1.75, and 2.5 for Auriga, Carina,
and NGC 3603. These numbers agree within the uncertainties with the values of α ≈ 1.5, 1.8, and 2.5 determined from the slope γ
(with α = 1 − γ) obtained from the radial column density profiles (N ∝ rγ). While α ∼ 1.5−2 is consistent with a structure dominated
by collapse (local free-fall collapse of individual cores and clumps and global collapse), the higher value of α > 2 for NGC 3603
requires a physical process that leads to additional compression (e.g., expanding ionization fronts). From the small sample of our
study, we find that clouds forming only low-mass stars and those also forming high-mass stars have slightly diﬀerent values for their
average column density (1.8 × 1021 cm−2 vs. 3.0 × 1021 cm−2), and they display diﬀerences in the overall column density structure.
Massive clouds assemble more gas in smaller cloud volumes than low-mass SF ones. However, for both cloud types, the transition of
the PDF from lognormal shape into power-law tail is found at the same column density (at Av ∼ 4−5 mag). Low-mass and high-mass
SF clouds then have the same low column density distribution, most likely dominated by supersonic turbulence. At higher column
densities, collapse and external pressure can form the power-law tail. The relative importance of the two processes can vary between
clouds and thus lead to the observed diﬀerences in PDF and column density structure.
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1. Introduction
Recent years have seen significant progress in understanding the
link between the column density and spatial structure of molec-
ular clouds and star formation. Molecular line surveys enabled
 Appendices are available in electronic form at
http://www.aanda.org
 Herschel maps as FITS files are only available at the CDS via
anonymous ftp to cdsarc.u-strasbg.fr (130.79.128.5) or via
http://cdsarc.u-strasbg.fr/viz-bin/qcat?J/A+A/575/A79
us to study the velocity structure of clouds and yielded substan-
tial results. Just to name a few, the very complex velocity struc-
ture of filamentary clouds was shown in a large Taurus survey
(Goldsmith et al. 2008; Hacar et al. 2013), the influence of large-
scale convergent flows as a possible formation mechanism for
molecular clouds was demonstrated by Motte et al. (2014), and
the importance of global collapse of filaments for the formation
of OB clusters was shown in Schneider et al. (2010). However,
molecular tracers are restrained by their critical densities and
optical depths eﬀects, thus limiting their functionality to study
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Table 1. Molecular cloud parameters from Herschel data.
Cloud D M Σ 〈N(H2)〉 ΔAv Av,pk Av (DP) ση s α
[kpc] [104 M] [M pc−2] [1021 cm−2] [mag] [mag] [mag]
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
High-mass SF regions
NGC 3603 7.0 50.4 (97.1) 60 (116) 3.24 (6.24) 3.0± 0.5 1.6 (4.8) 4.9 (8.1) 0.52 (0.27) –1.31 (–1.61) 2.53 (2.24)
Carina 2.3 34.5 (59.5) 50 (89) 2.79 (4.79) 2.0± 0.2 2.6 (4.4) 5.5 (7.4) 0.38 (0.20) –2.66 (–3.04) 1.75 (1.66)
Low-mass SF regions
Maddalena 2.2 35.2 (68.2) 37 (76) 2.13 (4.13) 2.0± 0.25 1.9 (3.9) 4.9 (7.8) 0.32 (0.20) –3.69 (–5.21) 1.54 (1.38)
Auriga 0.45 2.2 (3.7) 28 (47) 1.51 (2.52) 0.8± 0.1 1.4 (2.3) 3.5 (4.0) 0.45 (0.25) –2.54 (–3.05) 1.79 (1.66)
〈Corrected〉 44± 7 2.42± 0.38 1.88± 0.26 4.70± 0.42 0.42± 0.04 –2.55 ± 0.49 1.90± 0.22
〈Original〉 82± 14 4.42± 0.77 3.85± 0.55 6.83± 0.95 0.23± 0.02 –3.22 ± 0.74 1.74± 0.18
Notes. All values in parenthesis are the ones determined from the original maps before correction for LOS contamination. The last two lines
give the average values (and standard deviation) from the corrected and uncorrected maps. (1) Distance D of the cloud. (2) Mass M ∝ N(H2)D2.
The H2 column density determination assumes a mean atomic weight per molecule of 2.3. The total mass was determined above an Av level of
∼1 mag, which is a typical value for estimating molecular cloud extent (e.g., Lada et al. 2010). For the uncorrected maps, we determine the mass
within the same area (above a threshold of Av = 1 + ΔAv [mag]). We note that for Auriga, the mass estimated by Harvey et al. (2013) is slightly
higher (4.9×104 M) than our value. Both mass values were derived from an area of ∼13 deg2, while the mass of Auriga given in Lada et al. (2010)
of 1.1 × 105 M is determined from the whole cloud complex, covering 80 deg2. (3) Surface density (Σ = M/area). (4) Average column density
(above a level of 1021 cm−2). (5) Background/foreground level of visual extinction. The error is the root mean square from the pixel statistics used
to determine the contamination. (6) Peak of PDF in visual extinction. (7) Visual extinction value of the deviation point where the PDF starts to
deviate from the lognormal shape at high column densities. (8) Dispersion of the fitted lognormal PDF. (9) Slope s of the high-density tail of the
PDF, determined by linear regression (the χ2 value is given in the panels of the PDF). We excluded the noisier and less well sampled points at the
high column density end of the PDF. (10) Exponent of the spherical density distribution ρ ∝ r−α, determined from s with α = −2/s + 1 (Federrath
& Klessen 2013).
only certain gas phases (for example, low-J CO lines for low-
density gas or N2H+ for cold, high-density gas). On the other
hand, widefield extinction maps obtained by near-IR color-
excess techniques cover a wider range of column densities, typ-
ically from N(H + H2) ∼ 0.1−40 × 1021 cm−2 (Lada et al.
1994; Lombardi & Alves 2001; Lombardi 2009; Cambrésy et al.
2011, 2013; Rowles & Froebrich 2009; Schneider et al. 2011).
Some major results obtained from these studies are, for ex-
ample, that there is a relation between the rate of star forma-
tion and the amount of dense gas in molecular clouds (Lada
et al. 2010), that a universal threshold in visual extinction of
Av ≈ 6 mag for the formation of stars could exist (Froebrich
& Rowles 2010), and that there are characteristic size scales in
molecular clouds, indicating the dissipation and injection scales
of turbulence (Schneider et al. 2011).
The large-scale far-infrared dust emission photometric ob-
servations of Herschel1 (Pilbratt et al. 2010) allow us now to
make column density maps with a very wide dynamic range
N(H2) ∼ 1020 cm−2 to a few hundred 1023 cm−2 at an angular
resolution of ∼25′′ to ∼36′′ that provide an exceptional database
to better understand the composition and structure of the inter-
stellar medium. One result of Herschel is the importance of fil-
aments for the star-formation process. Though the filamentary
structure of molecular clouds has always been recognized, only
the detailed investigation of the column density structure of fila-
ments (Molinari et al. 2010; Arzoumanian et al. 2011; Palmeirim
et al. 2013), their link to core formation (e.g., André et al. 2010,
2014; Polychroni et al. 2013; Könyves et al., in prep.), and their
high mass input to form OB clusters (Schneider et al. 2012;
Hennemann et al. 2012) emphasized their role for the formation
of stars.
Despite this progress, there are still a number of impor-
tant questions that are open. 1. What is the relative importance
of turbulence, gravity, magnetic fields, and radiative feedback
for regulating the overall column density structure of molecular
clouds? 2. Are there diﬀerences in the column density structure
1 Herschel is an ESA space observatory with science instruments
provided by European-led Principal Investigator consortia and with
important participation from NASA.
of clouds forming low-mass stars or high-mass stars? 3. Is there
a universal (column) density threshold for the formation of self-
gravitating prestellar cores? 4. Does the star formation eﬃciency
(SFE) and star-formation rate (SFR) depend on the column
density structure of molecular clouds?
In a series of papers using column density maps obtained
with Herschel data and with near-IR extinction and the results
of numerical simulations, we address these questions. This pa-
per makes a start with a detailed study of the validity of column
density maps and their probability distribution functions (PDFs)
obtained from Herschel. We show that line-of-sight (LOS) con-
fusion, i.e., emission from diﬀuse dust mixed with low-density
gas as well as denser clouds in front or behind the bulk emis-
sion of the molecular cloud, leads to a significant overestimation
in the column density maps. Apart from this observational ap-
proach, we quantify how the PDF properties change by using
numerical simulations in which we add noise and foreground
and/or background emission to an uncontaminated PDF. Using
the corrected maps, we then study their PDFs and column den-
sity profiles to address the question of whether all molecular
clouds have a similar column density structure.
2. Line-of-sight confusion in continuum maps
A notorious problem of continuum maps (extinction maps or
column density maps derived from spectral energy distribution
(SED) fitting using Herschel) is LOS confusion. This is particu-
larly true in the Galactic plane and along spiral arms where dust
emission not related to the cloud can significantly add, hence
artifically increase, the derived column density for the cloud
studied at a single distance. However, it is not easy to distin-
guish between the bulk emission of the cloud and background
or foreground contribution from unrelated clouds if the distance
information is missing. A simple approach we present in this pa-
per is to determine a mean value for the contaminating column
density by averaging pixels outside the molecular cloud close
to the map borders. In the figures of column densities shown
in the Appendix, this area is outlined as a white, dashed poly-
gon. We find values between ΔAv ∼ 0.8 and 3 (see Table 1),
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with a standard deviation of 0.1 to 0.5, which are then sub-
tracted as an oﬀset from the original column density map. Such
a constant oﬀset subtraction is also intrinsically a part of the
NICER/NICEST extinction mapping techniques (see Lombardi
& Alves 2001; Lombardi et al. 2008); however, major uncer-
tainty in the background determination in our method comes
from the placement of the field and not so much from the vari-
ation within. It can be that the “reference field” is still too close
to the cloud itself and may contain contributions from the cloud.
We exclude this eﬀect for Carina and Maddalena by compar-
ing to the near-IR extinction maps (Bontemps, priv. comm., see
Schneider et al. 2011, for the method) of the large-scale environ-
ment of the clouds. For Auriga, we are also well outside of the
cloud, based on the extinction map shown in Lada et al. (2009). It
is only for NGC 3603 that such a selection bias could potentially
be a problem.
We emphasize that our approach is simple and ignores pos-
sible gradients and more generally the spatial variation of the
emission distribution of clouds that are located along the LOS.
(More distant background clouds are expected to be smaller
than foreground clouds that are assumed to be bigger in angu-
lar size.) This can lead to unrealistic features in the PDF (see
Sect. 6). For simplicity, we only consider correcting for fore-
ground/background contamination here by subtracting a con-
stant value, which already provides significantly more reliable
estimates of the true column density and masses.
An alternative method of estimating the contamination is to
use the velocity information from atomic hydrogen or molecular
lines and to translate the observed intensity into H2 +HI column
density. This has been done for Herschel studies of NGC 6334
(Russeil et al. 2013) and W3 (Rivera-Ingraham et al. 2013).
However, using 12CO or 13CO is of very limited use for more
distant and massive clouds because these tracers are only sen-
sitive up to an Av of typically 10 mag. Probability distribution
functions of CO (Goldsmith et al. 2008; Goodman et al. 2009)
are clipped at higher column densities owing to a high optical
depth. Only recently has a special method been developed to
obtain an H2 map from 13CO and C18O observations in W43
that suﬀers less from a cut-oﬀ at high column densities (Carlhoﬀ
et al. 2013). However, all methods are still subject to other un-
certainties, such as the variable CO/H2 conversion factor or the
variation in excitation temperature Tex (see Fig. 11 in Carlhoﬀ
et al. 2013 that shows how the PDF shifts by changing only a
few Kelvin Tex).
3. Probability distribution functions (PDFs)
of column density
3.1. PDFs in theory
The PDF of column density N is defined as the probability
of finding gas within a range [N,N + dN]. The column den-
sity N can be replaced by the visual extinction Av2. We define
η ≡ ln(N/〈N〉) as the natural logarithm of the column den-
sity N, divided by the mean column density 〈N〉, and the quantity
pη(η) then corresponds to the PDF of η with the normalization∫ +∞
−∞ pηdη =
∫ +∞
0 pN dN = 1.
Volume density PDFs are an important tool for character-
izing the properties of the interstellar medium (e.g., Padoan
et al. 1997; Vazquez-Semadeni & Garcia 2001; Burkhart
et al. 2013); models of SFR, in particular the stellar ini-
tial mass function (e.g., Hennebelle & Chabrier 2008, 2009;
2 N(H2) = Av0.94 × 1021 cm−2 mag−1 (Bohlin et al. 1978).
Padoan & Nordlund 2002); and the SFR (Krumholz &
McKee 2005; Federrath & Klessen 2012). However, the
3D-density distribution in a molecular cloud cannot be directly
observed; instead, only the 2D-projection, i.e. the column den-
sity field, is accessible. Numerical simulations show that the col-
umn density PDFs have a smaller width than the density PDFs
and can show slightly diﬀerent shapes in the high- and low-
density regimes (Federrath et al. 2010), but they are statistically
equivalent (Federrath & Klessen 2013). Any particular, single
column density projection can deviate from the volume density
PDF, but the column and volume density PDFs show the same
features if isotropy is assumed and/or if averaged over many
realizations and/or diﬀerent projections (Vazquez-Semadeni &
Garcia 2001; Fischera & Dopita 2004; Federrath et al. 2010). A
method using the column density power spectrum has been de-
veloped by Brunt et al. (2010) to approximate the 3D-PDF from
a 2D-PDF.
Generally, the shape and dispersion of the PDF are deter-
mined by the density variations in a turbulent medium due to the
contribution of compressive forcing, the velocity structure (ex-
pressed by the sonic Mach number), and magnetic pressure (e.g.,
Molina et al. 2012; Federrath & Klessen 2012). From a theoret-
ical point of view, the PDF of a molecular cloud shows a log-
normal distribution if the cloud structure is governed by isother-
mal supersonic turbulence alone and all turbulence modes are
suﬃciently statistically sampled in the observed density struc-
ture. If there are statistical density fluctuations and/or intermit-
tency due to locally compressive turbulence, some deviations
from the lognormal shape at higher column densities can be ob-
served as seen in the PDF of Polaris (Schneider et al. 2013).
Significant deviations are predicted when parts of the gas un-
dergo gravitational collapse and are thus governed by their self-
gravity (Klessen 2000; Federrath et al. 2008; Kritsuk et al. 2011;
Ward et al. 2014). Passot & Vazquez-Semadeni (1998) showed
that for nonisothermal gas, a power-law regime forms as well.
Depending on the polytropic exponent γp in the pressure term
P ∝ ργp with density ρ, a power-law tail forms in the case of
γp < 1 for high densities and γp > 1 for low densities. Several
authors (Ballesteros-Paredes et al. 2011; Cho & Kim 2011; Ward
et al. 2014) indicated that PDFs from hydrodynamic simula-
tions including gravity change during the cloud evolution, and
Federrath & Klessen (2013) showed in their models how the
slope of the high-density tail of the PDF flattens with increasing
SFE. Recently, Girichidis et al. (2014) have demonstrated ana-
lytically that free-fall contraction of a single core or an ensemble
of collapsing spheres forms a power-law tail.
3.2. PDFs from observations
To observationally determine PDFs, the most common method
so far has been to employ column density maps obtained from
near-IR extinction (see Sect. 1) and to derive a normalized dis-
tribution of pixels vs. column density in logarithmic bins. The
observed PDFs show a lognormal distribution over a range of
low column densities, typically between Av ∼ 0.5 to ∼4. A more
or less lognormal distribution was reported for clouds (Lupus,
Coalsack: Kainulainen et al. 2009; Polaris: Schneider et al. 2013;
Chamaeleon III: Alves de Oliveira et al. 2014) where none or
only a few pre- or protostellar cores were detected. Herschel
studies of several star-forming molecular clouds (Tremblin et al.
2014; Schneider et al. 2012, 2013) have shown that the lognor-
mal part of the PDF broadens in the presence of external pres-
sure (e.g., expanding H II regions) and that even a second peak –
indicating the compressed shell – can appear. Deviations from
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the lognormal shape in the form of a power-law tail are found for
low-to-intermediate-mass star-forming regions (Lombardi et al.
2008), where it was proposed that the excess at high column
densities is related either to star-formation activity (Kainulainen
et al. 2009) or to the pressure due to diﬀerent phases in the inter-
stellar medium (Kainulainen et al. 2011). Gravity as the clearly
dominating (over pressure and magnetic fields) process to form
a power-law tail was suggested by Froebrich & Rowles (2010)
and Schneider et al. (2013).
We here determine PDFs from Herschel column density
maps on a 14′′ grid (see Appendix B). The maps are on aver-
age large (>1◦) and have a size of a few hundred2 pixels up to a
few thousand2 pixels. We choose a binsize of 0.1 in η that pro-
vides the best compromise between resolving small features in
the PDF and avoiding low pixel statistics. In Appendix A, we
show that binning in smaller or larger bins or varing the pixelsize
and resolution does not change the PDF properties (width, peak,
slope of power-law tail). To derive the characteristic properties
of the PDF (width ση, peak Av,pk, deviation from the lognormal
shape Av (DP)), we fit the lognormal function
pη dη =
1√
2πσ2η
exp
⎡⎢⎢⎢⎢⎣− (η − μ)
2
2σ2η
⎤⎥⎥⎥⎥⎦ dη (1)
where ση is the dispersion and μ the mean logarithmic column
density. We do this systematically by performing several fits on
a grid of parameters for η and μ and then calculating the positive
and negative residuals. Since the power-law tail is expected to
cover higher η values than the lognormal part, we select fits with
the least negative residuals in the fitting procedure. We then de-
termine the range of lognormality, when the diﬀerence between
the model PDF (Eq. (1)), and the measured PDF pη is less than
three times the statistical noise in pη.
As shown by various authors (e.g., Kainulainen et al. 2009;
Hill et al. 2011; Russeil et al. 2013; Schneider et al. 2012, 2013),
a power-law tail for high column densities emerges for star-
forming regions. We perform a linear regression fit in order to
determine the slope s of the power-law tail. The values taken
into account start at the deviation point (DP) where the lognor-
mal PDF turns into a power-law distribution and stop where the
power law is no longer well defined (at high column densities)
because of the lower pixel statistics caused by resolution eﬀects.
In case the tail is only due to gravity, and if we assume spheri-
cal symmetry, the PDF slope s of the power-law tail is related to
the exponent α of the radial density profile (Federrath & Klessen
2013) with
ρ ∝ r−α (2)
and
α = −2/s + 1. (3)
4. Herschel column density maps
For our study, we obtained the raw data from the Herschel
archive for the following sources (see Table 1): Auriga-
California: RA(2000) = 4h21m, Dec(2000) = 37◦35′; l =
162.3663◦, b = −8.7607◦, OT1 PI: P. Harvey, see Harvey
et al. (2013); Maddalena: RA(2000) = 6h48m, Dec(2000) =
−3◦39′; l = 215.7908◦, b = −2.4273◦, OT2 PI: J. Kauﬀmann;
NGC 3603: RA(2000) = 11h15m, Dec(2000) = −61◦15′; l =
291.6000◦, b = −0.5180◦, Herschel Infrared GALactic plane
survey (Hi-GAL), Molinari et al. (2010); Carina: RA(2000) =
10h43m, Dec(2000) = −59◦24′; l = 287.2328◦, b = −0.5009◦,
OT1 PI: T. Preibisch, see Preibisch et al. (2012), Gaczkowski
et al. (2012), Roccatagliata et al. (2013). These clouds were se-
lected to cover diﬀerent masses, sizes, and levels of SF. The
Maddalena cloud is very massive but shows only a low level
of SF. Auriga is less massive but forms low-mass stars, and
Carina and NGC 3603 are high-mass SF regions with associated
OB clusters. The process of data reduction and determination
of column density maps at an angular resolution of ∼36′′ is ex-
plained in Appendix B where we also show the resulting column
density maps and individual 250 μm maps.
5. Column density maps and PDFs
Figure 1 shows the column density maps of the four clouds, cor-
rected for contamination that can directly be compared with the
original ones in the Appendix. (Both are plotted in the same col-
umn density range starting at zero.)
For a correct interpretation of the PDFs, the (non)-
completeness of the map needs to be considered. Our Herschel
maps cover most of the molecular cloud material but do not ex-
tend to the very low column density outskirts of the cloud. For
example, the extinction map of Auriga from Lada et al. (2009),
covers ∼80 deg2 including gas with Av  1, while our Herschel
map comprises an area of ∼13 deg2. The lowest continuous con-
tour that is about complete in this map corresponds roughly to
the completeness limit, i.e., Av ∼ 1 for the corrected Auriga map.
The limit determined this way is Av ∼ 0.9, 1.0, and 1.3 for
Maddalena, NGC 3603, and Carina (all for the corrected maps),
which also corresponds to the typical value taken for defining
molecular cloud extent (e.g., Lada et al. 2010). For simplicity,
we take Av = 1 for all clouds as the completeness limit, though
a strict upper limit is probably 30%–50% higher. For the un-
corrected column densities, the completeness level is then the
value determined from the corrected maps plus the contamina-
tion level. However, the additional uncertainty of determining
the back- and foreground contribution means that this level is
more uncertain.
We emphasize that even if we are not fully complete for the
lowest column densities, the higher statistics of these low col-
umn density pixels does not change the PDF shape significantly
as we show in Appendix A. There, we plot the PDF of Auriga
above diﬀerent thresholds of column density, starting with the
noise level of Av = 0.2. In summary, incompleteness/cropping
can remove parts of the lognormal low-column density part of
the PDF but it does not change the slope of the power-law tail.
Cropping can indeed become an important concern when study-
ing infrared dark clouds, because these can be embedded in a
dense molecular envelope (see Schneider et al. 2014, for exam-
ples). If the PDF is only constructed from higher column density
pixels, such a PDF underestimates the true, underlying PDF and
only the power-law tail remains. On the other hand, intentionally
selecting subfields in a map to construct PDFs can be useful for
the physical interpretation. This was done in Hill et al. (2011);
Schneider et al. (2012); Russeil et al. (2013); and Tremblin
et al. (2014) to seperate the eﬀects of turbulence, gravity, and
compression by ionization on the column density structure of a
cloud.
The LOS contamination correction significantly reduces (up
to a factor ∼2) the absolute values for average column den-
sity 〈N(H2)〉, mass, and surface density (Table 1). The total
mass of the cloud from the uncorrected maps was determined
above an Av-level of ∼1 mag, and for the uncorrected maps,
we determined the mass within the same area (above a thresh-
old of Av = 1 + ΔAv [mag]). The values for 〈N(H2)〉 range
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Fig. 1. Herschel column density maps (in [cm−2], all starting at zero) of Auriga, Maddalena, NGC 3603, and Carina after correcting for line-of-
sight contamination and removing noisy edges and areas where there was no overlap between PACS and SPIRE. The contour levels are 3, 6, 10,
and 50 × 1021 cm−2 for NGC 3606 and 5, 10, and 20 × 1021 cm−2 for Carina.
between 1.5 and 3.2 × 1021 cm−2 with an average value of
(2.4 ± 0.4) × 1021 cm−2. The surface density Σ varies between
28 for Auriga and 60 for NGC 3603 with an average value of
Σ = 44 M pc−2 (instead of 82 M pc−2 that was obtained from
the original maps)3. This value corresponds very well to the one
found by Heyer et al. (2009) with Σ = 42 M pc−2 from a sample
of clouds (>250) from the FCRAO Galactic Ring Survey investi-
gated with 13CO 1→0 emission, and to the value Σ = 41 M pc−2
obtained from extinction maps of five nearby clouds (Lombardi
et al. 2010). However, we note that our simple approach may still
under- or overestimate the LOS contamination. In a forthcoming
paper (Paper III), we will present a study of more than 20 clouds
to reach greater statistical significance.
The PDFs determined from the original and contamination
corrected maps are shown in Figs. 2 and 3. The low column
density regime of the uncorrected maps is limited by noise and
LOS contamination of the map (ΔAv-value listed in Table 1), the
vertical dashed line in Figs. 2 and 3 indicates the approximate
completeness level (see above). For Auriga, the pixels left of the
completeness limit still sample low-column density molecular
cloud material, though we most likely miss the larger extent of
this cloud component. We then fitted with a lognormal function
3 We use the threshold Av = 1 mag to “define” a molecular cloud.
Taking a higher value such as Av = 2 mag, we obtain a variation in Σ
between 47 and 90 M pc−2 with an average value of 63 M pc−2.
the lower extinction part of the PDF as explained in Sect. 3.14.
For the LOS-corrected maps, the low extinction values (left of
the PDF peak) do not neccessarily have a perfect lognormal dis-
tribution (e.g., Maddalena) because removing a constant oﬀset
can lead to negative pixels in the maps that are ignored during
the process to make the PDF.
As outlined in Sect. 6, noise and “overcorrection” can lead to
a Gaussian pixel distribution that shows up as a linear run in the
low column density range of the PDF. We therefore slightly iter-
ated the correction value for the contamination value in order to
avoid this eﬀect and optimized the threshold where we start the
lognormal fit. The original Auriga PDF (see also Harvey et al.
2013) shows a superposition of two PDFs where the first (low
extinction) peak is compatible with the contamination level of
the map and nearly disappears when a level of ΔAv = 0.8 is
removed. In the case of Auriga, the correction works very well
because the contamination is most likely a rather homogeneous
layer in front of or behind the Auriga cloud. Such a superposition
has already been observed in Pipe (Lombardi et al. 2006).
The LOS contamination correction has several eﬀects: (i) the
PDF is broader (increase of 〈ση〉 from 0.23 ± 0.02 to 0.42 ±
0.04); (ii) the slope becomes flatter; and (iii) the peak and devi-
ation point of the PDF from lognormal to excess (Av (DP) from
4 We keep the classical approach to fit one lognormal PDF to the low
column density range though other functional fits, such as a Gaussian,
can be possible as well (Alves et al. 2014).
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Fig. 2. PDFs derived from Herschel column density maps toward the low-mass star-forming regions Maddalena and Auriga. Left panel: PDF
from the original map, right: one from the corrected map. The vertical dashed line indicates the approximate completeness limit. The left y-axis
gives the normalized probability p(η), the right y-axis the number of pixels per log bin. The upper x-axis is the visual extinction and the lower
x-axis the logarithm of the normalized column density. The green curve indicates the fitted PDF. For Auriga, diﬀuse LOS-contamination (or a well
defined seperate cloud) shows up as an individual PDF at low extinctions. The red line indicates a power-law fit to the high Av tail. Inside each
panel, we give the value where the PDF peaks (Av,pk), the deviation point from lognormal to power-law tail (DP), the dispersion of the fitted PDF
(ση), the slope s and the X2 of the fit (linear regression), and the exponent α of an equivalent spherical density distribution. These values are also
summarized in Table 1.
now on) shift to lower values. In Sect. 6, we quantify these ef-
fects by an analytic model. The most dramatic change is ob-
served for the PDFs of high-mass SF regions (Fig. 3). The very
narrow distribution5 (ση = 0.27) for NGC 3603 becomes much
broader (ση = 0.52), the PDF peak shifts from Av = 4.8 mag to
1.6 mag, and Av (DP) from 8.1 mag to 4.9 mag. The same applies
for the Carina PDF with a change of ση = 0.2 to 0.38 after cor-
rection6. Other Herschel studies of high-mass SF regions, such
as NGC 6334 (Russeil et al. 2013) where a LOS contamination
of ΔAv ∼ 2−3 mag was estimated, show the same narrow PDFs.
It is thus essential to consider the contamination for a correct
interpretation of PDFs for high-mass SF regions.
In Table 1 the PDF properties are listed, and they reveal
that the correction leads to an equalization of the values for all
5 A low angular resolution (such as for extinction maps at a few ar-
cmin resolution) also naturally results in narrower PDFs since the high-
est density structures are not resolved well. This eﬀect can become
important for very distant clouds.
6 Our PDF is diﬀerent from the one shown in Preibisch et al. (2012)
because their column density map was obtained from a fit using only
the Herschel wavelengths 70 and 160 μm, which are not good tracers of
cold gas.
clouds. The PDF peak values now have a range of 1.4 mag to
2.6 mag instead of 2.3 mag to 4.8 mag, and Av (DP) changes to
3.5 mag to 5.5 mag with an average of 4.7 ± 0.4 mag. (Original
values are 4.0 mag to 8.1 mag with an average of 6.8±1.0 mag.)
A value of Av (DP) between 4 and 5 is less than what was
found in other studies using extinction maps (Av (DP) = 6 in
Froebrich & Rowles 2010), but consistent with recent hydrody-
namic models of turbulent and self-gravitating gas (Ward et al.
2014).
6. Simulations
6.1. Method
We modeled the eﬀect of LOS contamination in a numerical sim-
ulation, providing “ideal” PDFs consisting of a lognormal part
and a power-law tail. Maps were generated with 500× 500 pixels
matching the typical observational map size and grid investi-
gated in Sect. 5. To simulate maps that combine the given proba-
bility distribution of pixel values with spatial correlations among
the pixels that are characteristic of observed maps (needed in
Sect. 6.3), we started from fractional Brownian motion (fBm)
fractal maps (Stutzki et al. 1998) with a power spectral index
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Fig. 3. PDFs derived from Herschel column density maps toward the high-mass star-forming regions NGC 3603 and Carina. Left panel: the PDF
from the original map, right: one from the corrected map. All other parameters as in Fig. 1.
of 2.8, matching the typically observed spatial scaling behavior.
Because the fBm maps are characterized by a normal distribu-
tion of values, we obtained the desired PDF in a second step by
shifting each density by the value given by the ratio of the in-
verse integrals of the original and the desired PDFs. The result
is visualized in Fig. 4. Larger and smaller fields were tested to
verify the numerical accuracy of the method.
The generated field was then “contaminated” by adding a
constant level to all map values and finally “observed” including
Gaussian white noise typical of the Herschel observations. The
overall model is characterized by six parameters: the width and
the center Av of the lognormal PDF contribution, the exponent of
the power-law tail, the deviation point characterizing the transi-
tion from the lognormal to the power-law PDF, the additive con-
tamination ΔAv and the standard deviation of the observational
noise. To analyze the impact of the contamination we fixed all
other parameters to lie within a range obtained for the observa-
tions in Sect. 5, i.e., a center (peak) at Av = 2.0 mag, ση = 0.5,
s = −2.0, Av (DP) = 4.3 mag, and a noise rms σAV = 0.1.
6.2. Effect of LOS-contamination on PDF properties
In Fig. 5 it becomes obvious that the fit of the resulting mea-
surable PDFs provides parameters that clearly deviate from the
original input, in particular for the ΔAv = 3.0 case. One observes
that the lognormal part of the PDF is strongly compressed, con-
sistent with what we observe for the NGC 3603 cloud (Fig. 3).
The statistical sampling of that part becomes very rough. The
value for Av (DP) increases, and the slope of the power-law tail
Fig. 4. Simulated map (500 × 500 pixels) characterized by a PDF with
lognormal part and power-law tail, derived from a fractional Brownian
motion (fBm) map with a power spectral index of 2.8. The column
densities are expressed in Av.
becomes steeper than s = −2.0 that characterized the original
cloud7.
7 The oﬀset correction mathematically results in a modified function
without a power-law tail. However, the corrections are small enough, so
that fitting a power-law function and inferring a slope from this fitting
function is still a reasonable procedure.
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Fig. 5. Simulations of the PDF of an observed cloud with an originally
perfectly lognormal core and a power-law tail (solid line). The represen-
tation by a finite-size map introduces some uncertainties (dotted line).
The addition of an ΔAv = 1.0 (3) contamination distorts the shape of
the PDF and observational noise adds a low-exctinction component.
The deviation point Av (DP) shifts by ∼4 mag for a contamination of
ΔAv = 1.0 (3). The fit of the resulting PDF by a lognormal core and a
power-law tail does not recover the initial parameters.
To quantify this eﬀect systematically, we show in Fig. 6 the
change in the width of the PDF and the slope of the power-law
tail when measured as a function of LOS contamination, always
starting from the standard parameters of the underlying cloud
with ση = 0.5 and s = −2.0. The small irregularities in the curve
result from the discrete binning of the randomly sampled PDF.
We find a dramatic eﬀect in both parameters. For a contamina-
tion of ΔAv = 2, ση is already reduced by more than a factor two,
and the slope of the power-law tail has steepened from −2.0 to
−2.4. For an ΔAv ≈ 10, characterizing distant massive regions or
infrared dark clouds, ση has decreased by more than a factor of
five and the power-law tail has a slope of −3.4.
6.3. Effect of finite resolution on the PDF
Figure 7 shows the impact of a finite angular resolution on the
PDF shape, which is implemented here as a convolution with
a Gaussian beam of varying FWHM. We find the impact of
a reduced resolution at very low column densities and at col-
umn densities above Av = 15. When reducing the resolution,
the measured peak column densities drop. However, one clearly
sees that a finite resolution only detracts from the highest peaks
in the high-density PDF tail, but it does not change any of the
properties of the PDF (peak, width, deviation point, slope) that
we discuss here. However, lower resolution can lead to bumps
and distortions in the general power-law tail. In real maps with
(a)
(b)
Fig. 6. Dependence of the fitted width of the lognormal core of the PDF
a) and the fitted slope of the power-law tail b) as a function of the fore-
ground (and/or background) contamination for the standard parameters
of the molecular cloud PDFs.
Fig. 7. Influence of finite beam size on the PDF shape. Diﬀerent beam
size (expressed as pixel size of 2, 4, 8, 16, and 32) were chosen. The
convolution has a minor eﬀect for the high-column density tail of the
PDF and no influence on the lower-density lognormal distribution.
observational noise, the change at low densities would not be
visible because the low column density part is more strongly
aﬀected by noise.
6.4. Effect of noise and uncertainty on the correction
The addition of observational noise adds a contribution to the
structure that is hardly visible in the contaminated PDF, but that
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Fig. 8. Simulations of reconstructed PDFs observed with diﬀerent
amplitudes of noise σA, expressed in terms of visual extinction.
The reconstruction does not depend on the absolute value of the
foreground/background contamination.
may reappear as amplified after the correction of the contamina-
tion. The noise is assumed to have an approximately Gaussian
distribution providing a floor of small fluctuations with zero av-
erage. In the logarithmic binning, the core of this Gaussian gives
a linear contribution to the PDF for low densities, i.e. below the
lognormal part of the PDF of the observed structure. This ef-
fect is simulated in Fig. 8 where we varied the observational
noise from Fig. 5 and applied the contamination correction to
reconstruct the PDF of the original structure.
We find a clear excess at low column densities, which turns
close to the expected linear behavior for σAV = 0.8. Starting
from σAV = 0.4, we also find a slight, but noticeable, shift in the
PDF peak to higher Av. For actually observed data, this should
be taken into account. The eﬀect is independent of the contami-
nation that is added and subtracted in the PDF transformation.
The observed PDFs in Sect. 5 show the same kind of low-
column density excess as these simulations; in fact, the example
of the Maddalena cloud matches the simulation for σAV = 0.4
exactly. However, the pure observational noise in the column
density maps is much lower. This can be explained by addi-
tional small scale uncertainties and fluctuations in σA. They be-
have similarly to noise, but are not observational noise. They
may represent fluctuations in the overall cloud contamination,
either variations in the foreground screen or small background
contaminating clouds (see also discussion in Alves et al. (2014)
for correlated pattern of noise in extinction maps). As long as
the fluctuations are relatively small, their impact on the fit of the
main lognormal part of the PDF is negligible.
Very low column densities, giving rise to a linear contribu-
tion to the PDF for low Av, can also stem from an “overcor-
rection” of the contamination, however, shifting part of the real
cloud structure to column densities around zero. Therefore, us-
ing too high a value for the contamination correction by ΔAv,
leads to a similar eﬀect as increased noise. Figure 9 shows this
for an example calculated with negligible noise (σA = 0.01) for
diﬀerent levels of ΔAv. We find a similar linear distribution
for the low column-density pixels that becomes more important
for increasing ΔAv. In this case, the peak of the PDF shifts in the
other direction, compared to the addition of noise/fluctuations,
i.e., to lower column densities.
When evaluating the low-column-density excess, we find
that an overcorrection always has a stronger impact than noise
or fluctuations of the same amplitude. Therefore we can analyze
Fig. 9. Simulations of a PDF with negligible noise (σA = 0.01) when
applying values that are too high for the contamination correction ΔAv.
The reconstruction does not depend on the absolute value of the fore-
ground/background contamination but only on the diﬀerence between
actual contamination and subtracted contamination.
Fig. 10. Amplitude of the low column density in the PDF as a function
of the added level of noise or small-scale fluctuations, corresponding to
Fig. 8 for two points in the low-column density wing. The scatter in the
points results from the adaptive binning in the PDF computation.
the low-density excess in the observations to get an upper limit
of the uncertainty in the contamination correction when compar-
ing the excess with the noise impact. This uncertainty then repre-
sents either fluctuations in the contamination or an absolute error
in the contamination correction (in which case it would be some-
what overestimated). This is done through the simulation shown
in Fig. 10. It gives the amplitude of the PDF at AV = 0.2 and
AV = 0.5 as a function of the amplitude of the fluctuations; i.e.,
this quantifies the low-density excess in Fig. 8 for all possible
noise/fluctuation levels. For all observations, we used this ap-
proach to quantify the uncertainty of the contamination correc-
tion, then excluding the low-density part from the fit of the log-
normal part of the PDF of the actual cloud structure (see Sect. 5).
Figure 11 illustrates an example of this procedure where we
chose the “worst case” scenario for Maddalena. The PDF is plot-
ted over a wide column density range, and the Av = 0.5 mag level
corresponds to an amplitude of the PDF of ≈0.06. Using Fig. 7 as
a look-up table indicates that for this amplitude, the uncertainty
of the correction corresponds to approximately 0.5 mag.
In this way, we not only can estimate the contamination of
the cloud extinction by foreground or background material, but
also the uncertainty of the contamination. The uncertainty can be
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Fig. 11. PDF of Maddalena including the very low column density range
down to Av ∼ 0.2 mag. The dashed line indicates the Av = 0.5 mag
level used to derive the amplitude of the PDF (in this case ≈0.06) to
be compared to Fig. 10 in order to determine the uncertainty of the
correction (in this case ≈0.5–0.55).
due to random fluctuations or a systematic error. For any mea-
sured low-density excess, the systematic error is always smaller
than the random error, so that we provide an upper limit to the
total uncertainty by giving only the magnitude of the possible
fluctuations.
Summarizing, these findings clearly demand a correction of
the contamination when analyzing observed column-density or
extinction maps. As a first easy approach, the contamination can
be removed from the maps before the analysis, or Fig. 6 can be
used as a lookup table to obtain the original parameters from
the measured width and power-law slope. In the next section, we
discuss the physical implications (mean column density, column
density structure, and cumulative mass function) of the corrected
Herschel column density maps.
7. Discussion
7.1. Do all molecular clouds have the same mean column
density?
The third Larson law (Larson 1981) is an empirical relation
between the volume density ρ of a cloud and its size r with
ρ ∝ r−1.1, and this implies that all molecular clouds have ap-
proximately constant mean column densities. However, there
is a long-lasting controversy about its validity in theory (e.g.,
Ballesteros-Paredes & Mac Low 2002) and observations (e.g.,
Schneider & Brooks 2004; Heyer et al. 2009). Recently, a study
of Lombardi et al. (2010), using extinction maps of five molec-
ular clouds, has concluded that all clouds in their sample have
identical average column densities above a given extinction
threshold. However, their investigation does not include very
massive and dense clouds. (The only high-mass SF region in
their sample is Orion A with a column density below 1023 cm−2,
see, e.g. Polychroni et al. 2013.)
We show that a correction of column density maps for
the eﬀect of LOS contamination leads to a typical value of
1.5−3 × 1021 cm−2 for the average column density for the in-
dividual clouds with a total average for all clouds of 〈N(H2)〉 =
(2.4 ± 0.4) × 1021 cm−2. This range is fairly narrow, taking the
whole dynamic range of column densities of molecular clouds
into account across two magnitudes (a few 1021 cm−2 up to
a few 1023 cm−2). There is a tendency for the high-mass SF
clouds in our sample, NGC 3603 and Carina, to have slightly
higher average column densities and surface densities compared
to the low-mass SF clouds Auriga and Maddalena, but this dif-
ference in a sample of only four clouds is not yet significant and
needs further studies. In any case, similar mean column densities
for all cloud types do not imply that the global column density
structure of all molecular cloud types is the same, as we discuss
in the next section.
7.2. Radial column density profiles
Though the average column density in various cloud types shows
no strong distinction, there is still a small diﬀerence between
the low-mass SF regions Maddalena and Auriga (〈N〉 = 1.8 ×
1021 cm−2) and the high-mass SF regions Carina and NGC 3603
(〈N〉 = 3.0 × 1021 cm−2). Is this variation possibly because the
clouds have a diﬀerent column density structure across the cloud,
with a common low-density regime but accumulation of denser
gas in smaller volumes?
To test this, we determined radial column density profiles for
three of our clouds in the sample. Figure 12 shows NGC 3603
and Carina, which are centrally condensed enough to enable
such a study, while the Auriga cloud is very filamentary so that
we selected only one prominent clump (in the center of the fila-
ment, see Fig. 1) with a somewhat circular shape. We excluded
Maddalena because there is no such clump. We then determined
the column density at each point on the maps depending on the
distance to the center and plotted the resulting profiles in Fig. 13.
The clouds are “cropped” because we need to focus on these
spherical central regions.
At first glance, all profiles show no clear jump in column
density at a certain threshold level in column density or radius.
Because all clouds have significant substructure, some denser
clumps and filaments protrude as peaks in the column density
profile (e.g., at 6 pc for Carina). Ignoring these peaks, the pro-
files show a rather smooth slope, though there is a tendency to a
shallower slope for Carina and NGC 3603 toward the cloud cen-
ter, i.e. lower radii r. The profiles were not deconvolved from the
beam so that the result for NGC 3603 (resolution of 0.47 pc) is
less reliable. Tremblin et al. (2014) and Didelon et al. (in prep.)
have observed such a flattening of the slope toward the cloud
center in M16 and Mon R2, which are both regions with closely
associated H II regions. Most important, the slopes are not the
same for the three clouds. A fit of N ∝ rγ over the whole range
of column density and radii (starting at the resolution limit and
ignoring a possible flattening toward the cloud center) gives val-
ues of γ = −0.5 ± 0.08, −0.8 ± 0.1, and −1.5 ± 0.15 for Auriga,
Carina, and NGC 3603. The steeper slope of NGC 3603 already
becomes obvious purely by visual inspection. Assuming a cen-
trally condensed, spherical density distribution, this corresonds
to density profiles ρ(r) ∼ N r−1 ∼ rγ−1 ∼ r−α with α = 1.5, 1.8,
and 2.5. These values correspond reasonably well to the ones we
also derived from fitting the power-law tail of the PDF (1.78,
1.75, 2.5) where we assumed an equivalent density profile (see
the studies of the link between PDF and self-gravity by Klessen
2000; Kritsuk et al. 2011; Federrath & Klessen 2013; Girichidis
et al. 2014). In any case, we do not expect a one-to-one corre-
spondence because we do not sample exactly the same areas.
The collapse of an isothermal sphere has been studied for a
long time (Larson 1969; Penston 1969; Shu 1977; Whitworth
& Summers 1985), and though all models start with diﬀer-
ent initial conditions, they arrive at the same α = 2 for early
stages and α = 1.5 after a singularity formed at the center
of the sphere. Our slope determinations from the column den-
sity profiles and the power-law tails now clearly point toward
a scenario in which gravitational collapse is the dominating
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Fig. 12. Zoom into the column density maps of NGC 3603, Carina, and Auriga where we determined the column density profiles shown in Fig. 13.
Lower right panel: a temperature map of NGC 3603. The white, dashed circle includes all the pixels we included for the profile and the black,
dashed circles for NGC 3603 and Carina outline the area where we observe a possible slope change in the column density profile.
Fig. 13. Column density profiles for NGC 3603, Carina, and Auriga. The angular resolution is 0.03, 0.16, and 0.47 pc for Auriga, Carina, and
NGC 3603, respectively. The result of linear regression fits are plotted as a red (Auriga), gray (Carina), and black (NGC 3603) line, the slopes are
given in the panel (the error on the slopes is ∼0.1).
physical process. We cannot judge whether the cloud as a whole
is collapsing or only the individual clumps, cores, and fila-
ments inside the cloud. However, from a theoretical point of
view, this does not make any diﬀerence. Girichidis et al. (2014)
state that “If each density parcel collapses on its free-fall
timescale then the evolution of the overall PDF is independent
of the number of fragements and the details of the fragmentation
process”.
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Another argument for the importance of self-gravity comes
from the Jeans instability. The number of Jeans masses8 NJ =
M/MJ of our clouds in the sample is 2040 for NGC 3603,
1350 for Carina, 1100 for Maddalena, and 110 for Auriga. Even
under the simplified assumption of uniform density, which gives
a lower limit on the number of Jeans masses, all clouds are or-
ders of magnitude more massive than the average Jeans mass.
Moreover, from the structural analysis we see that all of the ob-
jects are not at uniform density, but are highly structured. The
Jeans mass in the regions of interest thus drops, which gives even
higher numbers. For a density contrast of 100, which is certainly
not an unrealistic assumption, the above values increase by an
order of magnitude, implying that we definitely should expect
signs of self-gravity.
It should be noted that for NGC 3603, we find an α that is
larger than two that does not correspond to free-fall alone. A
possible explanation is radiative feedback. Tremblin et al. (2014)
showed that the power-law tail of the PDF becomes flatter going
from the cloud center toward the interaction zone between an
HII region and the cloud. This implies that compression of gas
takes place and that self-gravity then takes over in the densest
regions to form cores and finally stars. The flat slope of the PDF
for NGC 3603 is thus probably also a consequence of radiative
feedback. In Fig. 12 we show a temperature map of NGC 3603
where the H II region becomes apparent as a high temperature
region southeast of the densest and coldest parts of the molecular
cloud.
Coming back to the question of whether all molecular cloud
types have the same column density structure, the answer seems
to be no. The structure is the same at low and moderate column
densities up to the start of the PDF tail, but from the column
density profiles and the flatter power-law tails in the PDF seen
for the massive SF regions NGC 3603 and Carina, we find an
assembly of denser gas in smaller cloud volumes compared to
low-mass SF regions. Studying the distribution of mass at diﬀer-
ent Av scales (see next section) illustrates this behavior.
7.3. Distribution of masses
Figures 14 and 15 show the fraction of mass in percent at dif-
ferent Av-levels, i.e. column density thresholds (in log-log space
and log-lin space to be consistent with Lada et al. 2010; and
Kainulainen et al. 2013). In general, the cumulative mass frac-
tion is dominated by the column densities (masses) making up
the power-law tail of the PDF. Figure 14 shows that the curves
follow a power-law with an exponent of s+ 1, resulting from the
direct integration of the PDF to obtain the cumulative mass func-
tion, until a fall-oﬀwhere the PDF becomes noisy due to a lower
statistics (which is also true for the cumulative mass functions,
see Figs. 14 and 15). In principle the cumulative mass function
is derived from the PDF as
M(AV ) ∝
∫ AV
0
dN(A′V )
dAV
A′VdA′V =
∫ AV
0
dN
dη
dη
dAV
A′VdA′V
=
∫ AV
0
dN
dη
A′V
A′V
dA′V =
∫ AV
0
dN
dη dA
′
V .
For any power-law range of the PDF with exponent s, we
thus expect the integral to have the corresponding slope s + 1.
8 MJ ∝ T 3/2 ρ−1/2 with temperature T = 20 K as a typical average
value, and density ρ = M/V , assuming uniform density, and volume
V = (M/Σ)3/2 with the mass M and surface density Σ of the cloud from
Table 1.
Fig. 14. Log-log display of the mass fraction in percent above the
Av-level indicated in the x-axis for the four clouds in our sample. The
curves with the respective slopes from the PDF are overplotted as
dashed lines. The short dotted vertical lines indicate the conservative
Av-level above the pixel number becomes low and thus less reliable.
The long dashed line outlines Av = 4.
Fig. 15. Log-lin display of the mass fraction in percent above the
Av-level indicated in the x-axis for the four clouds in our sam-
ple. The short dotted vertical lines indicate the conservative Av-level
above the pixel number becomes low and thus less reliable.
The main diﬀerence between the cumulative mass functions
therefore stems from the diﬀerent slopes s of the PDF tails.
NGC 3603 with the lowest exponent shows a shallow mass
function providing a large fraction of high-mass contributions.
However, the correspondence here with the slope of the power-
law tail slope of the PDF is not as good, probably because we
left out a larger fraction of high column densities. Comparing
this result with the models of Federrath & Klessen (2013) that
were used in Kainulainen et al. (2013), it becomes obvious that
NGC 3603 fits very well into the scenario where the higher frac-
tion of dense gas is due to compressive driving. In the extreme
case of simulations with only compressive modes, the flat slopes
are even nearly independent of the SFE. In the case of mixed
driving, magnetic fields have a small impact but more impor-
tantly, a higher SFE flattens the slope. Without going into a de-
tailed comparison to these models, which will be done in a forth-
coming paper, we conclude that external compression plays the
most important role in shaping the column density structure of
NGC 3603, consistent with what we deduced from the PDF and
column density profile study.
It is interesting to compare the behavior of Carina and
Auriga, both having about the same slope for the power-law tail
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of the PDF but a diﬀerent column density range of the power-
law fit. Consequently, the cumulative mass functions of both
maps have the same slope over the common mass range, but the
low-mass star-forming regions break oﬀ at lower masses/column
densities. In a linear mass scaling, the break-oﬀ behavior, i.e.
contributions around the upper column density where the power-
law tail ends, appear more prominent. They represent the few
densest cores that might be the places of high-mass or low-mass
star formation.
8. Conclusions
In this paper, we present column density maps of four molec-
ular clouds obtained from Herschel. These are the Auriga
and Maddalena clouds, forming low-mass stars, and Carina
and NGC 3603 that are UV-illuminated, high-mass star-forming
GMCs. We present a simple method of correcting for LOS con-
tamination from fore- or background clouds by removing a con-
stant layer of emission and then study the eﬀect of this procedure
on the resulting column density structure and the PDFs of col-
umn density in observations and simulations. Our findings are:
– The PDFs for all observed clouds become broader, the peak
shifts to lower column densities, and the power-law tail of
the PDF for higher column densities flattens after correction.
– We simulated the eﬀect of LOS contamination by generat-
ing a PDF with typical observational parameters, consisting
of a lognormal part and a power-law tail, and then “contam-
inated” this PDF by adding a constant level to all map val-
ues. The simulations show that LOS-contamination strongly
compresses the lognormal part of the PDF, consistent with
what is observed for distant clouds. The peak of the PDF and
the value where the PDF turns from lognormal into a power-
law tail (Av (DP)) increases, and the slope of the power-law
tail becomes steeper.
– We created plots in which for various contamination levels
the change in the PDF width (ση) and slope of the power-law
tail (s) can be assessed. For a contamination of ΔAv = 2 mag,
ση is already reduced by more than a factor two, and s has
steepened from −2.0 to −2.4.
– The convolution of the map with the beam has only a mi-
nor eﬀect on the high-column density tail of the PDF and
no influence on the lower density lognormal distribution.
Resolution eﬀects are thus less important when analyzing
column density PDFs and cumulative mass functions.
– All observed PDFs that were corrected for LOS-
contamination have a lognormal part for low column
densities with a peak at Av ∼ 2 mag and a deviation point
(DP) from the lognormal at Av (DP) ∼ 4−5 mag. For higher
column densities, all PDFs have a power-law tail with an
average slope of −2.6 ± 0.5.
– Assuming an equivalent spherical density distribution ρ ∝
r−α, this average slope corresponds to an exponent αPDF =
1.9 ± 0.3 consistent with the view that the gas in the power-
law tail is dominated by self-gravity (local free-fall of indi-
vidual cores and global collapse of gas on larger scales, such
as filaments).
– Our PDF study suggests that there is a common column den-
sity break at Av ∼ 4−5 mag for all cloud types where the tran-
sition between supersonic turbulence and self-gravity takes
place. Our value is lower than the one found by Froebrich &
Rowles (2010) with Av = 6.0 ± 1.5 mag but consistent with
cloud simulations of self-gravitating turbulent gas (Ward
et al. 2014).
– The average column density for low-mass SF regions (1.8 ×
1021 cm−2) is slightly lower than the one for high-mass
SF clouds (3.0 × 1021 cm−2). Because of the small sample
(four clouds), and the uncertainties introduced by cropping
eﬀects, it is not clear whether this diﬀerence is statistically
significant.
– Radial column density profiles of three clouds in our sample
show a distribution that is compatible with (global) gravi-
tational collapse for Auriga and Carina (slopes correspond
to α = 1.5 and 1.8), but requires an additional compression
process for NGC 3603 (α = 2.5). We suggest that compres-
sion from the expanding ionization fronts from the associ-
ated H II region leads to a forced collapse. This is consistent
with the higher mass fraction at higher column densities in
the cumulative mass function and corresponds well with nu-
merical simulations based on compressive driving.
– In view of the diﬀerences observed for the slopes of the
power-law tail of the PDF and the variation in the run of
the column density profiles, we find that the column den-
sity structure of clouds forming low-mass stars and the ones
forming massive stars are not the same.
– The cumulative mass distributions for high-mass SF regions
is shallower than the one for low-mass SF clouds for high
column densities, indicating a higher concentration of dense
gas in smaller cloud volumes.
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Fig. A.1. PDFs obtained from the orginal (not LOS-corrected) Auriga column density map with diﬀerent bin sizes (0.05, 0.1, and 0.2) and a PDF
with a binsize of 0.1 but on a grid of 36′′ (lower, right panel). The vertical dashed line indicates the noise level of the map. The left y-axis gives
the normalized probability p(η), the right y-axis the number of pixels per log bin. The upper x-axis is the visual extinction and the lower x-axis
the logarithm of the normalized column density. The green curve indicates the fitted PDF (we fixed the width of the PDF in order to avoid the low
column density component being included). The red line indicates a power-law (linear regression) fit to the high Av tail (the start- and end-point
were fixed to the same values for each PDF). Inside each panel, we give the value where the PDF peaks (Apk), the deviation point from lognormal
to power-law tail (DP), the dispersion of the fitted PDF (ση), the slope s and the X2 of the fit, and the exponent α of an equivalent spherical density
distribution.
Appendix A: Effects of binning and cropping
on the PDF
Figure A.1 shows the eﬀect on the PDF of varying the binsize.
We started first from the original column density map on a 14′′
grid, which approximately corresponds to Nyquist sampling for
an angular resolution of the data of 36′′. It becomes obvious that
there is basically no eﬀect on the derived values of Av (peak),
Av (DP), and slope. For the fit, we fixed only the width of the
PDF in order to avoid the lower column density peak, arising
from a seperate component, being taken into account. A bin-
size of 0.1 turns out to be the best choice for our data because
finer sampling (0.05) increases the statistical noise for the higher
column density range, and a lower sampling (0.2) smoothes out
features in the PDF that can still be significant.
In Fig. A.2 we investigate the eﬀect of “field-cropping”,
which is how the PDF shape changes when only pixels above a
certain threshold are considered, using the Auriga cloud as an
example. First, we observe that for high column density ranges,
i.e. above the peak of the lognormal distribution, the PDF is only
represented by a power-law tail all with the same slope, inde-
pendent of Av-threshold. Small variations in the PDF shape are
due to the normalization process. (The average column density
changes for each threshold-value). As a consequence, PDFs ob-
tained by “cropping” images at high column densities, such as
PDFs for IRDCs in IR-quiet molecular clouds, should thus be
strongly dominated by the power-law tail. This was recently con-
firmed observationally by Schneider et al. (2014). Toward the
low column density range, we constructed PDFs above thresh-
old values of Av = 0.2 (noise level), Av = 0.5, and Av = 0.8
(background level). We do not observe a significant eﬀect on the
PDF shape when we change the threshold, though it is clear that
for the lowest column densities, the clouds in our Herschel maps
are not completely sampled.
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Fig. A.2. Left: column density map of Auriga (without correction for LOS-contamination), showing the emission distribution at various thresholds
of Av. The colors correspond to the PDFs (right panel) constructed above Av levels of 0.8, 2, 4, 6, and 8. The y-axis gives the normalized
probability p(η), and the x-axis the visual extinction.
Fig. B.1. Left: Herschel column density map of the Auriga cloud in [cm−2]. The black dashed polygon indicates the pixels from which the PDF
was determined. This is the common overlap region of SPIRE and PACS in which the column density map was determined from the SED fit using
the 4 wavelengths. Outside this polygon, the fit relies only on SPIRE and it less reliable. The white polygon outlines the area used for determining
the background/foreground level of contamination of the map. Right: SPIRE 250 μm map in units [MJy/sr].
Appendix B: Herschel maps of molecular clouds
All maps presented in this paper – and in the furthcoming ones
– were treated in the same way with regard to data reduction and
determination of the column density maps. For the data reduc-
tion of the Herschel wavelengths, we used the HIPE10 pipeline,
including the destriper task for SPIRE (250, 350, 500 μm),
and HIPE10 and scanamorphos v12 (Roussel et al. 2013) for
PACS (70′′ and 160′′, Poglitsch et al. 2010). The SPIRE (Griﬃn
et al. 2010) maps include the turnaround-data (when the satellite
changed mapping direction for the scan) and were calibrated for
extended emission.
The procedure for making column density and temperature
maps is independent of the data reduction process and follows
the scheme described in Schneider et al. (2012). The column
density maps were determined from a pixel-to-pixel graybody fit
to the red wavelength of PACS (160 μm) and SPIRE (250, 350,
500 μm). We did not include the 70 μm data because we focus
on the cold dust and not UV-heated warm dust (see Sect. 4.1 in
Russeil et al. 2013 for more details on this issue). The maps were
first convolved to have the same angular resolution of 36′′ and
then regridded on a 14′′ raster. All maps have an absolute flux
calibration, using the zeropointcorrection task in HIPE10
for SPIRE and IRAS maps for PACS.
The correction for SPIRE works in such a way that that a
cross-calibration with Planck maps at 500 and 350 μm is per-
formed. We emphasize that such a correction is indispensable for
accurately determining column density maps. For the SED fit,
we fixed the specific dust opacity per unit mass (dust+gas)
approximated by the power law κν = 0.1 (ν/1000 GHz)β cm2/g
and β = 2 and left the dust temperature and column den-
sity as free parameters. We checked the SED fit of each
pixel and determined from the fitted surface density the
H2 column density. For the transformation H2 column den-
sity into visual extinction, we used the conversion formula
N(H2)/Av = 0.94 × 1021 cm−2 mag−1 (Bohlin et al. 1978). The
angular resolution of the column density maps is ∼36′′, and
they are shown in Figs. B.1 to B.4, together with SPIRE 250 μm
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Fig. B.2. Left: Herschel column density map of the Maddalena cloud in [cm−2]. All other parameters as in Fig. B.1. Right: SPIRE 250 μm map in
units [MJy/sr].
Fig. B.3. Left: Herschel column density map of NGC 3603 in [cm−2]. The contour levels are 3, 6, 10, and 20 × 1021 cm−2. All other parameters as
in Fig. B.1. Right: SPIRE 250 μm map in units [MJy/sr]. The gray star indicates the location of the central cluster.
Fig. B.4. Left: Herschel column density map of Carina in [cm−2]. The contour levels are 5, 10, and 20 × 1021 cm−2. All other parameters as in
Fig. B.1. Right: SPIRE 250 μm map in units [MJy/sr]. The gray stars indicate the location of the OB clusters Tr14 and Tr16.
images. We estimate the final uncertainties in the Herschel
column density maps to be around ∼30–40%, mainly arising
from the uncertainty in the assumed form of the opacity law, and
possible temperature gradients along the LOS (see Roy et al.
2014, for details on the dust opacity law and Russeil et al. 2013,
for a quantitative discussion on the various error sources).
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