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Abstract
For bipartite quantum states we obtain lower bounds on two important
entanglement measures, concurrence and negativity, studying the inequali-
ties for the expectation value of a projector on some subspace of the Hilbert
space. Several applications, including analysis of stability of entanglement
under various perturbations of a state, are discussed.
1 Introduction
Entanglement as a resource is a central concept in quantum information theory.
The important question is to tell whether a given quantum composite system state
is entangled or separable. One of the first remarkable results in this direction
was the positive partial transposition (PPT) criterion [1] as necessary condition
for separability of bipartite mixed states. This simple but extremely useful obser-
vation by Asher Peres has generated further considerable research. It was proved
that PPT condition is necessary and sufficient for separability of 2⊗ 2 and 2⊗ 3
states [2]. Over time several other necessary or/and sufficient criteria were devel-
oped [2, 3, 4, 5, 6], among which entanglement witnesses [3, 4] and the CCNR
criterion [5, 6] proved to be important tools in detecting entanglement.
At the same time, considerable research was devoted to developing various
entanglement measures [7]. Among the most important measures are the concur-
rence [8] and the negativity [9, 10]. Some of the known results connect these en-
tanglement measures to specific separability criteria via inequalities giving lower
bounds on these quantities. For example, the connection between the concurrence
of a bipartite m⊗n state ρ and the PPT and realignment criteria was established in
Ref. [11]:
C(ρ)≥
√
2
m(m−1)
(
max(‖ρTA‖,‖R(ρ)‖)−1
)
, (1)
1
where ‖‖ – trace norm, ρTA – partial transposition of ρ with respect to subsystem
A, and R(ρ)i j,kl = ρik, jl .
Recently [12] lower bounds on the two entanglement measures were obtained
with the use of Bloch repfesentations.
In the present paper we obtain lower bounds on concurrence and negativity
studying inequalities for the expectation value of a specific operator in a state de-
scribed by a given density operator. The operator is chosen to be a projector ΠV
on some subspace V of the Hilbert space. The main result of this paper is the
following inequality
C(ρAB) > max
(√
2
m(m−1)
Tr{ρAB ΠV}− λ¯V1
λ¯V1
, 0
)
(2)
for the concurrence of a bipartite m⊗n state ρAB and the inequality
NCREN(ρAB) > max
(
Tr{ρAB ΠV}− λ¯V1
2λ¯V1
, 0
)
(3)
for the convex-roof extended negativity (defined further). Here λ¯V1 — the supre-
mum of the largest Schmidt coefficient squared taken over all vector states in the
subspace V .
The essential tool in the derivation of the bounds is the von Neumann’s trace
inequality [13] which relates the trace of a product of two matrices with their sin-
gular values. Obtained results generalize some known estimates for the entangle-
ment measures. The underlying separability criterion was investigated earlier in
Ref. [14].
2 Definitions
Throughout this paper we consider bipartite pure and mixed states.
The concurrence of a pure bipartite state ψ is defined as follows:
C(ψ) =
√
2
(
1−Tr{ρ2A}), (4)
where ρ = |ψ〉〈ψ | is the density operator of the pure state |ψ〉, and ρA = TrB{ρ} –
the reduction of ρ on subsystem A.
Given the Schmidt decomposition |ψ〉= ∑i
√
λi |αiβi〉, the concurrence can be
expressed in the following way [15]:
C(ψ) = 2
√
∑
i< j
λiλ j. (5)
A mixed state ρ can be expressed via various ensemble decompositions of the
form
ρ = ∑
a
pa |ψa〉〈ψa| (6)
2
By definition, the concurrence of a mixed state ρ is given by the convex roof con-
struction, the minimum average concurrence taken over all ensemble decomposi-
tions of ρ :
C(ρ) = min
{(pa,ψa)} ∑a
paC(ψa). (7)
The negativity of ρ is defined as follows:
N(ρ) =
1
2
(
∥∥ρTB∥∥
1
−1), (8)
where ρTB is the partial transpose of ρ with respect to party B, and ‖A‖1=Tr
{√
A†A
}
is the trace norm of A.
N(ψ) can also be expressed in terms of the Schmidt coefficients [15]:
N(ψ) = ∑
i< j
√
λiλ j. (9)
From the definition of N it is seen that entanglement of states with a positive
partial transpose (PPT states) is not detected by this measure.
The convex-roof extended negativity [16] (CREN) is given by
NCREN(ρ) = min
{(pa,ψa)} ∑a
paN(ψa). (10)
The convex roof measures presented in Eqs. (7) and (10) detect all entangled
states, but they are very hard to compute, so lower and upper bounds on these
quantities play important role in entanglement theory.
3 Derivation of bounds
We proceed to the lower bounds on the concurrence and the convex-roof extended
negativity.
Let ρAB be a bipartite density operator acting on a tensor product of Hilbert
spaces HA⊗HB with dimHA = m 6 dimHB = n. Let
ρAB = ∑
µ
qµ
∣∣Φµ〉〈Φµ ∣∣AB , (11)
be an ensemble decomposition of ρAB with ensemble probabilities qµ and vector
states
∣∣Φµ〉.
LetV be an l-dimensional subspace of HA⊗HB spanned by orthonormal vec-
tors {|Ψk〉}, k= 1, . . . , l. Consider the expectation value of ΠV = ∑k |Ψk〉〈Ψk|, the
projector on V , in the state ρAB:
Tr{ρAB ΠV}= Tr
{
∑
µ
qµ
∣∣Φµ〉〈Φµ ∣∣∑
k
|Ψk〉〈Ψk|
}
= ∑
µ
qµ ∑
k
∣∣〈Φµ ∣∣Ψk〉∣∣2. (12)
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Now let us look at the expression ∑k
∣∣〈Φµ ∣∣Ψk〉∣∣2 on the right-hand side of Eq. (12).
Let |Ψ〉 be some vector state in V with decomposition
|Ψ〉= ∑
k
ck |Ψk〉 , ∑
k
|ck|2 = 1. (13)
Vector
∣∣Φµ〉 can be decomposed as∣∣Φµ〉=∑
k
tk |Ψk〉 +
∣∣∣Φ⊥µ〉 , ∑
k
|tk|2 6 1, (14)
where
∣∣Φ⊥µ 〉 belongs to the orthogonal complement of V .
Next, by the Cauchy-Schwarz inequality we have:
∣∣〈Φµ ∣∣Ψ〉∣∣2 =
∣∣∣∣∣∑
k
ck
〈
Φµ
∣∣Ψk〉
∣∣∣∣∣
2
6
6 ∑
j
∣∣c j∣∣2 ∑
k
∣∣〈Φµ ∣∣Ψk〉∣∣2 = ∑
k
∣∣〈Φµ ∣∣Ψk〉∣∣2. (15)
Let us assume1 that ∑k |tk|2 6= 0 and let α denote a number such that |α |2 ∑k |tk|2 =
1. If
∣∣Φµ〉 is fixed, the upper bound in Eq. (15) is achieved and the inequality
becomes equality when a specific vector |Ψ〉 is chosen:
|Ψ〉= ∑
k
αtk |Ψk〉 , (16)
i. e., |Ψ〉 is proportional to the projection of vector
∣∣Φµ〉 onto subspace V . Conse-
quently, we can write:
∑
k
∣∣〈Φµ ∣∣Ψk〉∣∣2 =max
Ψ∈V
‖Ψ‖=1
∣∣〈Φµ ∣∣Ψ〉∣∣2, (17)
and Eq. (12) transforms to
Tr{ρAB ΠV}= ∑
µ
qµ max
Ψ∈V
‖Ψ‖=1
∣∣〈Φµ ∣∣Ψ〉∣∣2. (18)
Let c(Φµ ) and c(Ψ) denote the matrices of the vectors
∣∣Φµ〉 and |Ψ〉 respectively,
given in the computational basis of HA⊗HB:
|Ψ〉= ∑
i, j
c
(Ψ)
i j |i〉A⊗| j〉B ,
∣∣Φµ〉=∑
i, j
c
(Φµ )
i j |i〉A⊗| j〉B . (19)
Eq. (18) can be rewritten as:
Tr{ρAB ΠV}= ∑
µ
qµ max
Ψ∈V
‖Ψ‖=1
∣∣∣Tr{c(Φµ )† c(Ψ)}∣∣∣2. (20)
1otherwise, inequality in Eq. (15) is trivial
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We can give an upper bound on the trace on the right-hand side of Eq. (20) with
the use of the property [13, 17, 18] that is often referred to as the von Neumann’s
trace inequality:
|Tr{A†B}|6
q
∑
i=1
σi(A)σi(B), (21)
where A,B – complex m×n matrices, q =min{m,n}, σi(A), σi(B) – singular val-
ues of A and B arranged in non-increasing order: σ1(A)> σ2(A)> . . .> σq(A).
Let us denote as
√
λ
(Φµ )
i and
√
λ
(Ψ)
i the Schmidt coefficients of the vectors∣∣Φµ〉 and |Ψ〉 respectively, arranged in non-increasing order: √λ (Φµ )1 >
√
λ
(Φµ )
2 >
. . . >
√
λ
(Φµ )
m ;
√
λ
(Ψ)
1 >
√
λ
(Ψ)
2 > . . . >
√
λ
(Ψ)
m . By definition of the Schmidt
coefficients, the relation with the singular values of c(Φµ ) and c(Ψ) is as follows:√
λ
(Φµ )
i = σi(c
(Φµ )),
√
λ
(Ψ)
i = σi(c
(Ψ)). (22)
Making use of Eqs. (21), (22), we obtain the following chain of inequalities:
∣∣∣Tr{c(Φµ )†c(Ψ)}∣∣∣2 6
(
∑
i
√
λ
(Ψ)
i λ
(Φµ )
i
)2
6
6
(
∑
i
√
λ
(Φµ )
i
)2
λ
(Ψ)
1 6
(
∑
i
√
λ
(Φµ )
i
)2
sup
Ψ∈V
‖Ψ‖=1
λ
(Ψ)
1 (23)
Let us denote
λ¯V1 ≡ sup
Ψ∈V
‖Ψ‖=1
λ
(Ψ)
1 .
Eqs. (20) and (23) yield:
Tr{ρAB ΠV} 6 λ¯V1 ∑
µ
qµ
(
∑
i
√
λ
(Φµ )
i
)2
=
= λ¯V1 ∑
µ
qµ
(
∑
i
λ
(Φµ )
i +2∑
i< j
√
λ
(Φµ )
i λ
(Φµ )
j
)
=
= λ¯V1
(
1+2∑
µ
qµ ∑
i< j
√
λ
(Φµ )
i λ
(Φµ )
j
)
. (24)
From Eqs. (9), (10), and (24) we obtain a lower bound on the extended convex-roof
negativity of ρAB:
NCREN(ρAB) > max
(
Tr{ρAB ΠV}− λ¯V1
2λ¯V1
, 0
)
. (25)
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Noticing that there are at most m(m−1)/2 terms in the sum ∑i< j
√
λ
(Φµ )
i λ
(Φµ )
j
and using the Cauchy-Schwarz inequality again, we can write:
∑
i< j
√
λ
(Φµ )
i λ
(Φµ )
j 6
√
m(m−1)
2
√
∑
i< j
λ
(Φµ )
i λ
(Φµ )
j (26)
Using Eqs. (5), (7), (24), and (26), we obtain a lower bound on the concurrence of
an m⊗n density operator ρAB:
C(ρAB) > max
(√
2
m(m−1)
Tr{ρAB ΠV}− λ¯V1
λ¯V1
, 0
)
. (27)
When we choose a one-dimensional projector ΠV = |Φ〉〈Φ| on some pure entan-
gled state |Φ〉, λ¯V1 is equal to the square of the largest Schmidt coefficient of |Φ〉:
λ¯V1 = λ
(Φ)
1 . As an example, if we choose ΠV = |Φ+〉〈Φ+|, a one-dimensional pro-
jector on the maximally entangled state
∣∣Φ+〉= 1√
d
d−1
∑
j=0
| j j〉 ,
then, for the concurrence of a d⊗ d state ρ Eq. (27) gives a bound that was men-
tioned in Ref. [15]:
C(ρ) > max
(√
2d
d−1
[〈
Φ+
∣∣ρ ∣∣Φ+〉− 1
d
]
, 0
)
. (28)
In addition, when ΠV = |Φ〉〈Φ|, a more tight bound than the one following directly
from Eq. (27) can be given for the concurrence: again, we start from the first
inequality of Eq. (23):
∣∣∣Tr{c(Φµ )†c(Φ)}∣∣∣2 6
(
∑
i
√
λ
(Φ)
i λ
(Φµ )
i
)2
=
= ∑
i
λ
(Φµ )
i λ
(Φ)
i +2∑
i< j
√
λ
(Φ)
i λ
(Φ)
j
√
λ
(Φµ )
i λ
(Φµ )
j . (29)
The first term on the right-hand side is majorized by λ
(Φ)
1 :
∑
i
λ
(Φµ )
i λ
(Φ)
i 6 λ
(Φ)
1 ∑
i
λ
(Φµ )
i = λ
(Φ)
1 . (30)
For the second term we use the Cauchy-Swartz inequality and the expression (5)
for the concurrence of a pure state:
∑
i< j
√
λ
(Φ)
i λ
(Φ)
j
√
λ
(Φµ )
i λ
(Φµ )
j 6
6
√
∑
i< j
λ
(Φ)
i λ
(Φ)
j
√
∑
i< j
λ
(Φµ )
i λ
(Φµ )
j =
1
4
C(Φ)C(Φµ ). (31)
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Eq. (20) along with Eqs. (29)-(31) yields:
C(ρAB) > max

2
[
〈Φ|ρAB |Φ〉−λ (Φ)1
]
C(Φ)
, 0

 , (32)
for any entangled pure state |Φ〉.
For comparison, in this case Eq. (27) would have given a bound:
C(ρAB) > max
(√
2
m(m−1)
〈Φ|ρAB |Φ〉−λ (Φ)1
λ
(Φ)
1
, 0
)
. (33)
The bound in Eq. (32) has advantage over the one in Eq. (33) only when the state
ρAB is entangled and its entanglement is detected by violation of the condition:
〈Φ|ρAB |Φ〉6 λ (Φ)1 .
Since CREN and the concurrence are invariant under local unitariesUA andUB
, the inequalities in Eqs. (25) and (27) can be optimized over all such transforma-
tions:
NCREN(ρAB) > max
(
FV (ρAB)− λ¯V1
2λ¯V1
, 0
)
, (34a)
C(ρAB) > max
(√
2
m(m−1)
FV (ρAB)− λ¯V1
λ¯V1
, 0
)
, (34b)
where
FV (ρAB) = max
UA,UB
Tr
{
(UA⊗UB)ρAB(UA⊗UB)†ΠV
}
(35)
is the generalization of the fully entangled fraction introduced in Ref. [8].
4 Applications
4.1 Bounds for some states
In this subsection we use the derived inequalities to calculate the bounds for some
well-known states.
For isotropic states,
ρF =
1−F
d2−1
(
I− ∣∣Φ+〉〈Φ+∣∣)+F ∣∣Φ+〉〈Φ+∣∣ , (36)
the lower bounds for CREN and the concurrence, obtained from Eqs. (25) and (27)
with ΠV equal to |Φ+〉〈Φ+|, are easily calculated:
NCREN(ρF) > max
(
Fd−1
2
, 0
)
, (37a)
C(ρF) > max
(√
2d
d−1 (F−1/d) , 0
)
. (37b)
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For Werner states,
ρW =
2(1−W )
d(d+1)
(
d−1
∑
k=0
|kk〉〈kk|+∑
i< j
|Ψ+i j〉〈Ψ+i j |
)
+
2W
d(d−1) ∑
i< j
|Ψ−i j〉〈Ψ−i j | , (38)
with ∣∣∣Ψ±i j〉= (|i j〉± | ji〉)/√2,
to “extract” the parameterW , we need to consider the projector on the anti-symmetric
subspace:
ΠV = ∑
i< j
∣∣∣Ψ−i j〉〈Ψ−i j ∣∣∣ .
In this case,
Tr{ρWΠV}=W.
As for the supremum λ¯V1 , we state the following
Lemma 1. For vector states in the anti-symmetric subspace of the Hilbert space
the supremum of the largest Schmidt coefficient squared, λ¯V1 , is equal to
1
2
.
Proof. We can notice that to each linear combination of the vector states {Ψ−i j}
corresponds some anti-symmetric matrix (defined in the same way as those in
Eq. (19)). According to Ref. [19], the nonzero singular values of an arbitrary anti-
symmetric matrix A are σ1(A), σ1(A), . . . , σr/2(A), σr/2(A), where r = rankA is
always even; each nonzero singular value is repeated twice. Consequently, for any
vector state |Ψ〉 in the anti-symmetric subspace λ (Ψ)1 6 1/2; otherwise, there would
be two coefficients, λ
(Ψ)
1 , λ
(Ψ)
2 , such that: λ
(Ψ)
1 = λ
(Ψ)
2 > 1/2, which is impossible
since their sum cannot exceed 1. The upper bound, λ¯V1 = 1/2, is achieved, for
example, on the vector states {Ψ−i j} themselves.
Using this result, from Eqs. (25) and (27) we obtain:
NCREN(ρW ) > max
(
2W −1
2
, 0
)
, (39a)
C(ρW ) > max
(√
2
d(d−1) (2W −1), 0
)
. (39b)
The lower bounds of Eqs. (37a), (37b), and (39a) turn out to be the exact CREN 2
and concurrence values for isotropic and Werner states obtained in Refs. [16] and
[20].
2In Ref. [16] there is an additional factor, 2/(d−1), in the definition of the negativity of a pure
state, which should be taken into account
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Consider a density operator
ρ =
2F
d(d−1) ∑i< j
∣∣∣Ψ−i j〉〈Ψ−i j ∣∣∣+(1−F) ∣∣Φ+〉〈Φ+∣∣ . (40)
Combination of convexity property with Eq. (25) can give quite informative upper
and lower bounds on the negativity. Applying Eq. (25) with ΠV = ∑i< j
∣∣∣Ψ−i j〉〈Ψ−i j ∣∣∣
and then with ΠV = |Φ+〉〈Φ+|, we obtain:
NCREN(ρ)>max
(
F−1/2, 1
2
[d(1−F)−1] , 0
)
.
By convexity of CREN,
NCREN(ρ)6
2F
d(d−1) ∑
i< j
NCREN
(∣∣∣Ψ−i j〉〈Ψ−i j ∣∣∣)+
+(1−F)NCREN (∣∣Φ+〉〈Φ+∣∣)= 1
2
(d−1− (d−2)F) ,
where we have used known expressions:
NCREN
(∣∣∣Ψ−i j〉〈Ψ−i j ∣∣∣)= 12 ,
and
NCREN
(∣∣Φ+〉〈Φ+∣∣)= d−1
2
.
Combining all bounds, we have:
1
2
(d−1− (d−2)F) > NCREN(ρ) >
>


1
2
(d(1−F)−1) , 06 F 6 d
d+2
F−1/2, d
d+2
6 F 6 1.
(41)
When d > 2, the lower bound is always positive, and ρ is entangled. When d = 2,
from the PPT criterion it follows that the state is separable at F = 1/2, and the
lower bound of Eq. (41) gives exact CREN values for three points: F = 0, 1/2, 1.
Since there is no larger convex function with graph coming through these three
points, the lower bound of Eq. (41) coincides with the exact CREN value in this
case:
NCREN(ρ) = |F−1/2| for d = 2.
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4.2 Separability criterion
From Eq. (25) (or Eq. (27)) the following condition can be obtained:
If ρAB is separable then for a projector ΠV on some subspace V of HA⊗HB
Tr{ρAB ΠV} 6 λ¯V1 . (42)
This criterion, along with its remarkable consequences, was derived earlier in
Ref. [14] with the use of the theory of entanglement witnesses. One interesting
consequence of this criterion:
If ρAB is separable then for any its ensemble decomposition ρAB =∑µ qµ
∣∣Φµ〉〈Φµ ∣∣AB
the following inequality holds:
λ
(Φµ )
1 > qµ . (43)
4.3 Robustness of entanglement
Let us suppose that the entanglement of some m⊗n state ρAB is detected by viola-
tion of inequality (42):
Tr{ρAB ΠV} = λ¯V1 +δ , δ > 0. (44)
Since λ¯V1 is fixed for the chosen subspace V , it is convenient to estimate how stable
the entanglement of the state is under various perturbations.
We begin with analyzing general Hermitian perturbations ∆ satisfying
Tr{∆}= 0; ρAB+∆ > 0, (45)
i. e., those ∆ for which ρAB +∆ remains to be the state. Let k – dimension of the
subspace V . Using the von Neumann inequality (21) for Hermitian operators ΠV
and ∆ and the fact that ΠV has k eigenvalues equal to one and the rest eigenvalues
equal to zero, we obtain:
|Tr{ΠV∆}| 6 ‖∆‖(k), (46)
where ‖A‖(k) – the Ky Fan k-norm [21] of a matrix A, the sum of k largest singular
values of A:
‖A‖(k) =
k
∑
i=1
σi(A). (47)
When A is Hermitian (as with ∆), the norm turns into the sum of k largest absolute
values of the eigenvalues of A.
The same reasoning applied to Eq. (44) yields an upper bound on δ itself:
δ 6 ‖ρAB‖(k)− λ¯V1 . (48)
Combining Eqs. (44) and (46), we obtain the following result:
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For perturbations ∆ satisfying, in addition to Eq. (45), the condition
‖∆‖(k) < δ , (49)
the state ρAB +∆ is entangled.
As a more physical example, we can consider mixing taking place between
an entangled state ρ and another state ρM. Following Refs. [22], [23], we define
robustness of ρ relative to ρM as the minimal p ∈ [0; 1] for which (1− p)ρ + pρM
is separable. We will investigate “robustness from spectrum” — robustness of
ρ relative to states ρM with some given information about their spectrum. The
following property [24] is important in such an analysis:
Let A and B be Hermitian and have respective vectors of eigenvalues λ (A) =
[λi(A)]
n
i=1 and λ (B) = [λi(B)]
n
i=1. Then
n
∑
i=1
λi(A)
↓λi(B)↑ 6 tr{AB} 6
n
∑
i=1
λi(A)
↓λi(B)↓, (50)
where ↑ and ↓ denote increasing and decreasing ordering of lambda’s respectively.
Using the above property, we obtain:
n
∑
i=1
λi(ρM)
↑
6 tr{ΠVρM} 6
n
∑
i=1
λi(ρM)
↓. (51)
Due to the fact that tr{ρM}= 1 the last expression can be rewritten in terms of Ky
Fan norms:
1−‖ρM‖(mn−k) 6 tr{ΠVρM} 6 ‖ρM‖(k). (52)
Let us assume that equality in Eq. (44) holds for ρ . Making use of Eq. (52), we
obtain:
tr{ΠV ((1− p)ρ + pρM)}− λ¯V1 > δ + p(1−‖ρM‖(mn−k)− λ¯V1 −δ ). (53)
From the last expression it follows that for p satisfying
p <
δ
λ¯V1 +δ +‖ρM‖(mn−k)−1
(54)
the state (1− p)ρ + pρM is entangled.
Eq. (54) gives a lower bound on robustness of entanglement of ρ relative to
states ρM with the given Ky Fan norm ‖ρM‖(mn−k).
In a particular case when subspace V coincides with the span of eigenvectors
of ρ corresponding to nonzero eigenvalues and λ¯V1 < 1, we have:
λ¯V1 +δ = tr{ΠVρ}= 1; δ = 1− λ¯V1 ,
and Eq. (54) transforms into
p < (1− λ¯V1 )‖ρM‖−1(mn−k). (55)
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Example 1. If we choose the Bell state, ρ = |Φ+〉〈Φ+|, then λ¯V1 = 1/d, k = 1 (V
is a one dimensional subspace spanned by |Φ+〉), and from Eq. (55) we obtain that
entanglement is preserved under mixing when
p<
d−1
d ‖ρM‖(d2−1)
=
d−1
d(1−λmin(ρM)) .
One may try to increase the minimal eigenvalue of the mixing noise as much as
possible to achieve greater robustness of entanglement in this case.
Example 2. For a state
ρ =
2
d(d−1) ∑i< j
|Ψ−i j〉〈Ψ−i j | ,
which is in fact a Werner state of Eq. (38) corresponding to W = 1, we have:
λ¯V1 = 1/2, k = d(d−1)/2, and the bound for probability of mixing p is:
p <
1
2
‖ρM‖−1(d(d+1)/2).
5 Conclusions
Our main results are the inequalities in Eqs. (25), (27), (32) and their optimized
over local unitaries versions - Eqs. (34a) and (34b). Some of their consequences
generalize previously known results: Eq. (32) is an extension of the estimate in
Eq. (28) known from the Schmidt number witness [25].
In general, the supremum of the largest Schmidt coefficient squared, λ¯V1 , is hard
to evaluate for an arbitrary many-dimensional subspace V : direct calculations of
singular values and a maximization procedure over a large number of parameters
are needed. In some special cases it can be obtained from general results of matrix
theory - we did this for the case of the anti-symmetric subspace. We applied this
result to Werner states, and our bound on the convex-roof extended negativity gave
the best possible result - the exact value of this measure. It would be interesting to
find other examples of subspaces with relatively low values of λ¯V1 .
The von Neumann’s trace inequality played a crucial role in derivation of our
results: it allowed us to relate the Schmidt coefficients with the expectation val-
ues of specific operators. An interesting direction of further research would be
to analyze other trace inequalities and properties of singular values which could
potentially give some information about entanglement measures.
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