A new communication mode for the dissemination of information among processors of interconnection networks via vertex-disjoint paths is introduced and investigated. In this communication mode, in one communication step two processors communicating via a path P send their pieces of information to all other processors on this path, too. The complexity of a communication algorithm is measured by the number of communication steps (rounds). In this paper we will design optimal broadcast, accumulation, and gossip algorithms for various classes of networks including paths, cycles, and hypercube-like networks. The main results are optimal accumulation and gossip algorithms for the two-dimensional grid. The technique used for the design of these algorithms is based on ÿnding Hamiltonian paths in the grid with certain endpoints or center points.
Introduction
The study and the comparison of the computational power of distinct interconnection networks as candidates for the use as parallel architectures for existing parallel computers is an intensively investigated research branch of current theory of parallel computing. One of the fundamental approaches helping to search for the best (most e ective) structures of interconnection networks is the study of the communication facilities of networks (i.e., of the complexity (e ectivity) of solving fundamental communication tasks of information dissemination).
Some of the basic communication tasks are broadcast, accumulation, and gossip (an overview of the study of their complexity according to one-and two-way communication modes can be found in [8] [9] [10] ). accumulation and gossip algorithms for the two-dimensional grid. This is not straightforward, if the number of nodes in the grid is odd, and thus, the grid does not contain a Hamiltonian cycle. In this case the design of our algorithms is based on ÿnding Hamiltonian paths with certain endpoints or center points in the grid and in certain subgraphs of the grid.
Deÿnitions
In this section we will give the basic deÿnitions that we need throughout the paper. First, we ÿx some graph-theoretic notations that are frequently used in this paper. For an overview of more basic notions in graph theory which are not deÿned here, we refer to [2, 4] . Let G = (V; E) be a graph and let v ∈ V . The degree of v is deÿned as deg(v) = |{x | {v; x} ∈ E}|, the (maximum) degree of G as deg(G) = max{deg(v) | v ∈ V }. If deg(v) = 1, then v is called a leaf of G. Let V 0 ⊆ V , and let E 0 := {{u; v} ∈ E | u; v ∈ V 0 }. The graph G 0 = (V 0 ; E 0 ) is called the subgraph of G induced by V 0 . Let G = (V ; E ) be a subgraph of G. G\G is deÿned as the subgraph of G induced by V \V . For any graph G = (V; E), V (G) = V denotes the set of vertices of G, and E(G) = E denotes the set of edges of G. Now, we continue with deÿning the broadcast, accumulation, and gossip complexity. The complexity of a communication algorithm A = A 1 ; : : : ; A r , denoted by com(A), is the number r of rounds of A. A communication algorithm that solves the broadcast (accumulation) problem for a graph G and a vertex v ∈ V (G) is called a broadcast (accumulation) algorithm for G and v. A communication algorithm that solves the gossip problem for a graph G is called a gossip algorithm for G.
For a graph G and a vertex v ∈ V (G) the broadcast complexity for v and G in the 2LVDP mode is deÿned as The accumulation complexity for v and G in the 2LVDP mode is deÿned as The gossip complexity for G in the 2LVDP mode is deÿned as R 2lv (G) := min{com(A) | A is a gossip algorithm in the 2LVDP mode for G}:
For a detailed analysis of the communication algorithms we need the following notations: Let G be a graph, let A = A 1 ; : : : ; A r be a communication algorithm for G with r rounds. For any x ∈ V (G), 06i6r, we deÿne I i (x) as the set of pieces of information that the vertex x knows after i rounds of A. Particularly, I 0 (x) = I (x) holds. Furthermore, we deÿne I i (M ) := x∈M I i (x) for any M ⊆ V (G), 06i6r. A node that knows the cumulative message I (G) after k rounds of A is called an accumulation point or accumulation node of G after k rounds of A. A set of nodes M with I k (M ) = I (G) is called a cumulative set of G after k rounds of A.
Finally, we provide the deÿnitions of most of the interconnection networks that are studied in this paper. The deÿnitions of the hypercube-like networks can be found in [18] . The complete graph with n nodes K n is deÿned by V (K n ) := {1; : : : ; n} and E(K n ) :={{i; j} | i; j ∈ {1; : : : ; n}; i = j}. The star of n nodes S n is deÿned by V (S n ) = {0; 1; : : : ; n − 1} and E(S n ) := {{0; i} | 16i6n − 1}. The path with n nodes P n is deÿned by V (P n ) := {1; : : : ; n} and E(P n ) := {{i; i+1} | 16i¡n}. The cycle of n nodes C n is deÿned by V (C n ) := {0; : : : ; n− 1} and E(C n ) := {{i; i + 1} | 06i¡n − 1} ∪ {{n − 1; 0}}.
The two-dimensional (k × ')-grid G k; ' is deÿned by
As an example the two-dimensional (4 × 3)-grid G 4; 3 is shown in Fig. 1 .
Communication in general graphs
In this section we will prove some general bounds on the communication in the 2LVDP mode which hold for any graph. First we show the following simple technical lemma: Lemma 3.1. Let G = (V; E) be a graph; and let A be a communication algorithm for G in the 2LVDP mode. For any x ∈ V and k¿0 the following holds:
Proof. Since the active paths in one round of A are vertex-disjoint, every node can receive at most two messages in one round. The claim follows immediately by induction on k.
Now we are able to prove the following general bounds:
Theorem 3.2. For any n¿3 and any graph G = (V; E) with n vertices:
(e) log 3 n 6R 2lv (G)6n + n=2 − 2.
Proof. The lower bounds in (a) and (b) are obvious. There exists at least one path P = x; y; z of length 2 with di erent x; y; z in G. Thus, an optimal algorithm for broadcasting from the node x needs at most n − 2 rounds: In the ÿrst round x and z communicate, after this round y also knows the information. In the other n − 3 rounds the vertex x sends its information to the other n − 3 nodes of G. Thus, B 2lv min (G)6n − 2. B 2lv (G)6n − 1 follows immediately from the broadcast algorithm for a node v that sends the message from v to a node x with B 2lv (x; G) = B 2lv min (G) in one round and broadcasts from x in at most n − 2 rounds.
The lower bounds in (c) -(e) follow directly from Lemma 3.1. For the proof of A 2lv min (G)6 n=2 we consider a spanning tree T of G. It su ces to show that A This algorithm obviously achieves an accumulation in T , it needs n=2 rounds since the size ofT is reduced by 2 in each loop. The upper bound on A 2lv (G) follows immediately from the upper bound in (c). To prove the upper bound on the gossip complexity we distinguish two cases: If G contains a simple path P = x; y; z; w of four nodes, one can achieve gossip in G by accumulating in x and sending the cumulative message from x to w via P in one round and to the other n − 4 nodes in at most n − 4 additional rounds. Thus, gossip is possible in A 2lv (G) + n − 3 = n + n=2 − 2 rounds. If G does not contain a simple path of four nodes, then G is a star S n of n nodes. If n is odd, consider the following gossip algorithm: accumulate the messages I (3); : : : ; I (n−1) in the vertex 0 in the ÿrst (n − 3)=2 rounds. Then communicate between 0 and 2 in one round and between 1 and 2 in another round. Finally, send the cumulative message from 1 to 3; : : : ; n−1 in n−3 rounds. This algorithm needs (n − 3)=2+2+n−3 = n + n=2 − 2 rounds.
If n is even, consider the following gossip algorithm: Accumulate the messages I (2); : : : ; I(n − 1) in the vertex 0 in the ÿrst (n − 2)=2 rounds. Then communicate between 0 and 1 in one round. Finally, send the cumulative message from 1 to the nodes 2; : : : ; n−1 in n−2 rounds. This algorithm needs n−2+(n − 2)=2+1 = n+ n=2 −2 rounds. Proof. For the lower bounds on the broadcast complexity we consider the cycle C n with n nodes. B 2lv (C n ) = B 2lv min (C n ) holds, since C n is vertex-symmetric. Thus, it su ces to consider broadcasting from the node 0: One communication on the path 0; 1; : : : ; n − 1 obviously solves the broadcast problem for 0 and C n . For the upper bounds on the broadcast complexity we consider the star S n with n nodes. There are no vertex-disjoint paths in S n . Thus, there exists only one active path in each round, and in each round of a broadcast algorithm only one leaf of S n can learn the message. Thus, for broadcasting from a leaf v at least n − 2 rounds are needed to inform the other n − 2 leaves, and for broadcasting from the center node at least n − 1 rounds are necessary to inform the n − 1 leaves. Thus, B 2lv (S n )¿n − 1 and B 2lv min (S n )¿n − 2. The strictness of the lower bounds on the accumulation and gossip complexity will be shown in Theorem 4.1.
For the upper bounds on the accumulation complexity we consider the star S n for any odd n¿3. The size of a minimal cumulative set can be reduced at most by 2 in each round. Thus, at least (n − 1)=2 = n=2 rounds are necessary to obtain an accumulation node. Hence, A 2lv min (S n )¿ n=2 . In any algorithm for accumulation in a leaf v of S n there exist at least two vertices x; y = v that have not sent their information in the ÿrst (n − 3)=2 rounds. It obviously takes at least two rounds to send I (x) and I (y) to v. Thus, A 2lv (v; S n )¿(n − 3)=2 + 2 = n=2 + 1.
For the upper bound on the gossip complexity, let A be a gossip algorithm for S n . In each round of A at most two nodes send their information. Thus, there exists a vertex x ∈ V (S n ) that has not sent in the ÿrst (n − 1)=2 = n=2 rounds. Thus, I (x) has still to be sent to all other nodes after n=2 rounds. This needs at least n − 2 additional rounds. Thus, R 2lv (S n )¿n + n=2 − 2.
Communication in several classes of networks
In this section we will present our results for complete graphs, paths, cycles, and hypercube-like networks.
Communication in complete graphs
In this subsection we will determine the exact broadcast, accumulation, and gossip complexity in the 2LVDP mode for the complete graph.
Proof. (a) Broadcast in K n can be done by one communication on a Hamiltonian cycle of K n (cf. the proof of Lemma 3.3).
(b) The lower bound on the accumulation complexity follows directly from Theorem 3.2. A cumulative set S of 3 · m nodes after round i can be reduced to a cumulative set of m nodes after round i + 1 by communicating on m vertex-disjoint paths, each consisting of three nodes of S. By induction on i, A 2lv (K n )6 log 3 n . (c) The lower bound on the gossip complexity in the case 3 m ¡n62 · 3 m follows from Theorem 3.2. We prove the lower bound in the case 2 · 3 m ¡n63 m+1 indirectly: Suppose that R 2lv (K n )6 log 3 n = m + 1. Since A 2lv min (K n ) = m + 1, there exists no accumulation point after m rounds. Since there are only two senders on every active path in round m+1, these two senders have to be a cumulative set after m rounds. This implies that at least one of these senders has collected the information of k¿ n=2 ¿3 m nodes in the ÿrst m rounds. This contradicts Lemma 3.1. Thus, R 2lv (K n )¿ log 3 n + 1. The upper bound in the case 3 m ¡n62 · 3 m can be shown using the following gossip algorithm:
m . 2. Accumulate in the subgraph induced by V i in m rounds in a vertex v i for i ∈ {1; 2}. 
Communication in the path
In this subsection we will determine the exact broadcast, accumulation, and gossip complexity of the path P n . We will see that even in this simple network the communication tasks can be solved nearly optimally.
Theorem 4.2. For any n¿3:
(e) R 2lv (P n ) = log 3 n if some m ∈ N exists with n = 3 m + 1; log 3 n + 1 if some m ∈ N exists with 3 m + 1 ¡ n63 m+1 :
Proof. (a), (b) To broadcast from a node i, i sends its information to the nodes 1 and n. This obviously needs two rounds, if i is an inner node since the active paths have to be vertex-disjoint. If i = 1 or i = n, then one communication with the other endpoint obviously su ces to broadcast I (i).
(c) A 2lv min (P n )¿ log 3 n follows directly from Theorem 3.2. We prove A 2lv min (P n )6 log 3 n by induction over m := log 3 n . The claim obviously holds for m = 1, since m = 1 implies n = 2 or n = 3. As induction hypothesis, let A 2lv min (P n )6 log 3 n for all n63 m . For the induction step let 3 m ¡n63 m+1 . This implies log 3 n = m + 1. Let path(i; j) := ({i; : : : ; j}; {{k; k + 1} | i6k¡j}) denote the subpath of P n containing exactly the vertices i; : : : ; j for any i; j ∈ {1; : : : ; n} with i6j.
If 3 m ¡n62·3 m , then divide P n into the two subpaths P L := path(1; 3 m ) and P R := path (3 m + 1; n). By induction hypothesis there exist vertices x ∈ V (P L ) and y ∈ V (P R ) with
Accumulate in m rounds in P L in the vertex x and in P R in the vertex y and communicate in one additional round between x and y. Then x, y, and all vertices between x and y are accumulation points of P n after m + 1 rounds.
If 2 · 3 m ¡n63 m+1 , then divide P n into the three subpaths P L := path(1; 3 m ), P M := path(3 m +1; 2·3 m ), and P R := path(2·3 m +1; n). By induction hypothesis there exist ver-
M in the vertex y, and in P R in the vertex z and communicate in one additional round between x and z. Then y is an accumulation point of P n after m + 1 rounds.
(d) If (3 m+1 + 1)=2¡n63 m+1 for some m ∈ N, then A 2lv (P n )6 log 3 n + 1 follows directly from (c). In order to prove A 2lv (P n )¿ log 3 n + 1 we consider an endpoint x of P n . It can be shown by a similar induction as in the proof of Lemma 3.1 that
for any vertex x with deg(x) = 1. Thus, x cannot be an accumulation point after m + 1 = log 3 n rounds, this implies A 2lv (P n )¿ log 3 n + 1. If 3 m ¡n6(3 m+1 + 1)=2 for some m ∈ N, then A 2lv (P n )¿ log 3 n follows directly from Theorem 3.2. We prove A 2lv (P n )6 log 3 n by induction over m: For m = 0 this is obvious. As induction hypothesis let A 2lv (P n )6 log 3 n = m+1 for all n with 3 m ¡n6(3 m+1 +1)=2. Furthermore A 2lv (P n )6m + 1 holds for all n63 m . For the induction step let 3 m+1 ¡n6(3 m+2 + 1)=2. For accumulation in the vertex i ∈ V (P n ); i¿n=2, divide P n into the two subpaths P := path(1; 3 m+1 ) and P := path (3 m+1 + 1; n). Accumulate in P in a node x with A 2lv (x; P) = A 2lv min (P) and x6i. This is possible since one can show with a similar argument as in (c) that A 2lv ( k=2 ; P k ) = A 2lv min (P k ) for any k ∈ N, and since |V (P)|=2 = (3 m+1 )=2 ¡n=2. This accumulation needs m + 1 rounds according to (c). Accumulate in P in the endpoint n. Since
=2 holds, this is also possible in at most m + 1 rounds, according to the induction hypothesis.
With one additional communication between x and n the node i receives the complete cumulative message of P n . If i¡n=2, the proof is analogous. (Divide P n into the two subpaths P := path(n − 3 m+1 + 1; n) and P := path(1; n − 3 m+1 ).) Thus, A 2lv (P n )6 m + 2 = log 3 n .
(e) If n = 3 m + 1 for some m ∈ N, then R 2lv (P n )¿ log 3 n follows directly from Theorem 3.2. For the proof of R 2lv (P n )6 log 3 n we consider the following gossip algorithm: Divide the path P n into the two subpaths P := path(1; n=2) and P := path(n=2+ 1; n), and accumulate in these subpaths in the endpoints 1 and n. Since P and P have n=2 = (3 m + 1)=2 vertices each, this accumulation is possible in log 3 n=2 = m rounds. One additional communication between the nodes 1 and n completes the gossip. Thus, R 2lv (P n )6m + 1 = log 3 n . If 3 m + 1¡n63 m+1 for some m ∈ N, ÿrst, we prove by contradiction that R 2lv (P n )¿ m + 2 = log 3 n + 1 holds: Suppose that R 2lv (P n )6m + 1 = log 3 n . Theorem 4.2(c) implies, that A 2lv min (P n ) = m + 1. Thus, there exists no accumulation point after m rounds. This implies that every node lies on an active path in round m + 1. We show the following claim:
There exists only one active path in round m + 1 with the nodes 1 and n as senders:
(1)
Proof of the Claim (1): We prove (1) by contradiction: Suppose that the two endpoints of P n lie on two di erent active paths in round m + 1. Let this be path(1; x) and path(y; n). Let P x := path(x; n) and P y := path(1; y). This situation is shown in Fig. 2 . The vertices 1 and x, and also the vertices y and n, form a cumulative set of P n after m rounds. Thus, x is an accumulation point of P x after m rounds, since 1 and x are a cumulative set of P n after m rounds, and every information from P x that is known to 1 has been sent to 1 via x. With the same arguments, y is an accumulation point of P y after m rounds. But y is also an accumulation point of P x \P y since every information from P x \P y has been sent to x via y. Thus, y is an accumulation point of P n after m rounds in contradiction to Theorem 4.2(c). This completes the proof of (1) .
From (1) we know that the two endpoints of P n form a cumulative set after m rounds. This implies that one of these endpoints knows at least n=2 pieces of information. W.l.o.g. we assume that 1 is this endpoint. Let A be an accumulation algorithm for P n s.t. the vertex 1 knows '¿ n=2 pieces of information after m rounds of A, namely I (i 1 ); I(i 2 ); : : : ; I(i ' ) for some nodes i 1 ¡i 2 ¡ · · · ¡i ' . For all 16j6' there is a vertex v ∈ {i 1 ; i 2 ; : : : ; i ' } that sends the information I (i j ) to the vertex 1. Note that if 1 would get the information I (i j ) from a vertex u = ∈ {i 1 ; i 2 ; : : : ; i ' } then it would get the information I (u) at the same time. This contradicts u = ∈{i 1 ; i 2 ; : : : ; i ' }. Thus, for the accumulation in the vertex 1 it su ces to consider those active paths that contain an endpoint in {i 1 ; i 2 ; : : : ; i ' }. We can construct an accumulation algorithm B for G = ({i 1 ; i 2 ; : : : ; i ' }; {{i j ; i j+1 } | 16j¡'}) and the vertex 1 = i 1 from the algorithm A. Obviously, G is isomorphic to P ' . Thus, there exists an accumulation algorithm for P ' and 1 with m rounds. In the same way we can construct an accumulation algorithm for P n=2 and 1 from B. Thus, we get
Together with the fact A 2lv (1; P n ) = A 2lv (n; P n ) = A 2lv (P n ) this implies A 2lv (P n=2
(P n=2 ) = log 3 n=2 = m + 1. This contradicts (2) in both cases, and this contradiction implies R 2lv (P n )¿m + 2. It remains to show that R 2lv (P n )6m +2. If 3 m + 1¡n6(3 m+1 + 1)=2, we know from (d), that A 2lv (P n ) = m+1. This implies R 2lv (P n )6m+2, since there exists a gossip algorithm that accumulates in one endpoint and communicates between the two endpoints in one additional round. If (3 m+1 +1)=2¡n63 m+1 , we consider the following gossip algorithm: Divide P n into the two subpaths P := path(1; n=2 ) and P := path( n=2 + 1; n), and accumulate in these subpaths in the nodes 1 and n. This can be done in m + 1 rounds, according to Theorem 4.2(d), since P and P have at most n=2 6(3 m+1 +1)=2 nodes each. Then communicate in one additional round between 1 and n. This algorithm implies R 2lv (P n )6m + 2.
Communication in the cycle
In this subsection we determine the exact broadcast, accumulation, and gossip complexity of the cycle C n . Theorem 4.3. For any n¿3:
The broadcast and accumulation complexity of C n follow directly from the results for the path since C n is vertex-symmetric. For the proof of the gossip complexity we ÿrst deÿne a generalization of the accumulation problem, that we will use for P n : pieces of information after m rounds. Thus, v cannot be an accumulation point and this contradiction implies that A 2lv 2 (P n )¿m holds. ⇐: Let 3 m ¡n¡3 m+1 for some m ∈ N. A 2lv 2 (P n )¿ log 3 n follows directly from Theorem 4.2. A 2lv 2 (P n )6 log 3 n can be proven analogously to the proof of Theorem 4.2(d).
Proof of Theorem 4.3(c). For this proof we distinguish four cases:
Case 1: 3 m ¡n¡2 · 3 m − 1 for some m ∈ N: Consider the following gossip algorithm for C n : Divide C n into two paths P; P of length 63 m − 1 as shown in Fig. 3 . Accumulate the cumulative message of P in the adjacent vertices u and v, and accumulate the cumulative message of P in the adjacent vertices u and v . This needs m rounds according to Lemma 4.5. Communicate between u and u and between v and v in round m + 1. This implies R 2lv (C n )6m + 1 = log 3 n . R 2lv (C n )¿ log 3 n follows from Theorem 3.2.
Case 2: 2 · 3 m ¡n63 m+1 for some m ∈ N: R 2lv (C n )¿ log 3 n + 1 follows from Theorem 4.1. For the proof of R 2lv (C n )6 log 3 n + 1 we consider the gossip algorithm that accumulates in some node in log 3 n rounds and broadcasts the cumulative message from the accumulation point in one round.
Case 3: n = 2 · 3 m for some m ∈ N: R 2lv (C n )6 log 3 n + 1 follows from (b) as in Case 2.
We prove R 2lv (C n )¿ log 3 n +1 by contradiction: suppose that R 2lv (C n ) = log 3 n = m + 1. (R 2lv (C n )¡m + 1 is not possible according to Theorem 3.2.) Then there exists a cumulative set {x; y} of cardinality 2 after m rounds, since there is no accumulation point after m rounds according to m . This implies that x and y were not active as a sender in the ÿrst m rounds (cf. the argument in the proof of Lemma 4.5).
All other nodes have sent in the ÿrst m rounds since {x; y} is a cumulative set. Thus, all other nodes have ¡3 m pieces of information after m rounds. Thus, {x; y} is the only cumulative set with exactly two vertices after m rounds.
To achieve gossip in C n , x and y have to communicate with each other in round m+1, and all other nodes have to be informed by this communication. This is obviously impossible, if x and y are not adjacent. But if x and y are adjacent, they have been inner nodes of the same active paths in all of the ÿrst m rounds. Thus, I m (x) = I m (y). But this implies that {x; y} is no cumulative set after m rounds. This contradiction implies R 2lv (C n )¿ log 3 n + 1. Case 4: n = 2 · 3 m − 1 for some m ∈ N: R 2lv (C n )6 log 3 n + 1 follows from Theorem 4.3(b). We prove R 2lv (C n )¿ log 3 n + 1 by contradiction: Suppose that R 2lv (C n ) = log 3 n = m + 1. (R 2lv (C n )¡m + 1 is not possible according to Theorem 3.2.)
First we consider the case m¿2. Every cumulative set after m rounds with exactly two nodes contains one node that knows 3 m pieces of information, i.e. that has not sent in the ÿrst m rounds. Furthermore every cumulative set contains all the nodes that have not sent so far. Thus, after m rounds there are at most two nodes that know 3 m pieces of information, since there exists a cumulative set of cardinality 2 after m rounds.
If there are two nodes with 3 m pieces of information each after m rounds, these two nodes form the only cumulative set of cardinality 2 after m rounds. This leads to a contradiction as in Case 3. Thus, after m rounds there exists exactly one node x with 3 m pieces of information. This node x forms a cumulative set after m rounds together with a node y that knows 3 m − 1 pieces of information. In round m + 1 the nodes x and y have to communicate with each other, and all other nodes have to be informed by this communication. This is obviously impossible, if x and y are not adjacent. But if x and y are adjacent, then I m (x) ∩ I m (y) = ∅, since y can be active as a sender only in the ÿrst round (otherwise y is not able to accumulate 3 m − 1 pieces of information). In the rounds 2; : : : ; m the nodes x and y lie as inner nodes on the same active paths. Thus, {x; y} is no cumulative set after m rounds. This contradiction leads to R 2lv (C n )¿ log 3 n + 1. The case m = 1 can be shown with a similar argument.
Communication in some hypercube-like networks
In this subsection we will use the results for the cycle to determine the broadcast, accumulation, and gossip complexity for the hypercube network H k , the cube-connectedcycles network CCC k , the butter y network BF k , and the DeBruijn network DB k .
The formal deÿnitions of these networks and a discussion of their properties can be found in [10, 15, 18] . Theorem 4.6. For any k¿2 and for X k ∈ {H k ; CCC k ; BF k ; DB k } and for n :
Proof. All of these networks contain a Hamiltonian cycle [18] . Thus, the upper bounds follow directly from the results for the cycle. The lower bounds follow from the results for the complete graph, since n = 2 · 3 m and n = 2 · 3 m − 1 holds for all m ∈ N and for all of these networks.
Communication in the two-dimensional grid
In this section we will determine the broadcast, accumulation, and gossip complexity for the two-dimensional grid G k; ' , using the results for P n and C n .
We will use the following notation for any subgrid G of a two-dimensional grid G k; ' : Let (i min ; j min ) be the upper left corner of G. Then we deÿne
(e) For any k; '¿2 :
Proof of Theorem 5.1(a) -(c). (a) B
2lv min (G k; ' ) = 1 is obvious since every grid contains a Hamiltonian path.
(b) B 2lv (G k; ' ) = 1 in the case k · ' even follows from the fact that every grid with an even number of vertices contains a Hamiltonian cycle. In the case k · ' odd B 2lv (G k; ' ) = 2 holds since in every grid with an odd number of vertices there exists a vertex that is not the endpoint of a Hamiltonian path. This can be shown as follows: Every grid is bipartite, the two components of G k; ' are V 0 (G k; ' ) and V 1 (G k; ' ), satisfying |V 0 (G k; ' )| = k · '=2 and |V 1 (G k; ' )| = k · '=2 . If both k and ' are odd, |V 1 (G k; ' )| = |V 0 (G k; ' )| − 1 holds. Since every Hamiltonian path has to alternate between V 0 (G k; ' ) and V 1 (G k; ' ), it has to start in V 0 (G k; ' ).
(c) A 2lv min (G k; ' ) = log 3 (k · ') follows immediately from Theorem 4.2 since G k; ' contains a Hamiltonian path.
In the rest of the section we will present our main results, optimal accumulation and gossip algorithms for grids with an odd number of vertices.
The idea behind the accumulation algorithm for the grid with an odd number of vertices is the following: Divide the grid into three parts of equal size (up to one vertex), accumulate in these parts s.t. the desired accumulation point for the whole grid becomes an accumulation point in its part and communicate on a path between the other two accumulation points of the parts in the last round. Since the parts are generally not grids but "fragments" of grids we need the following deÿnition. In a technical lemma we will show how to accumulate in these fragments. The idea therefore is to ÿnd suitable Hamiltonian paths in the fragments.
Deÿnition 5.2. For k; '¿2 and '
As an example, the (3,2)-fragment F Proof. We can assume w.l.o.g. that ' 1 6' 2 holds. For the proof we distinguish four cases:
Case 1: k even and ' 1 odd: this implies ' 2 odd, since k · ' − ' 1 − ' 2 is even. This situation is shown in Fig. 5 .
Let G 1 ; G 2 ; G 3 be the subgrids of F '1; '2 k; '
as shown in Fig. 5 . G 3 has a Hamiltonian cycle containing the edge {(2; ' 2 + 1); (3; ' 2 + 1)}. Case 1.1: ' 1 ¿3: Then G 1 has a Hamiltonian cycle containing the edge {(2; ' 1 ); (3; ' 1 )}.
Case 1.1.1:
We construct a Hamiltonian cycle for F '1; '2 k; ' from the Hamiltonian cycles for G 1 and G 3 as follows: We remove the edges {(2; ' 1 ); (3; ' 1 )} and {(2; ' 2 +1); (3; ' 2 +1)}, and we add the edges {(2; ' 1 ); (2; ' 1 +1)} and {(3; ' 1 ); (3; ' 1 + 1)}. Case 1.1.2: ' 1 ¡' 2 : Then G 2 has a Hamiltonian cycle containing the edges {(2; ' 1 + 1); (3; ' 1 + 1)} and {(2; ' 2 ); (3; ' 2 )}. We construct a Hamiltonian cycle for F '1; '2 k; ' from the Hamiltonian cycles for G 1 , G 2 , and G 3 by removing the edges {(2; ' 1 ); (3; ' 1 )}; {(2; ' 1 +1); (3; ' 1 +1)}; {(2; ' 2 ); (3; ' 2 )} and {(2; ' 2 +1); (3; ' 2 +1)} and adding the edges {(2; ' 1 ); (2; ' 1 + 1)}; {(3; ' 1 ); (3; ' 1 + 1)}, {(2; ' 2 ); (2; ' 2 + 1)}, and {(3; ' 2 ); (3; ' 2 + 1)}. 
Case 2: k even and ' 1 even: This implies ' 2 even, since k · ' − ' 1 − ' 2 is even. This situation is shown in Fig. 6 .
The construction of the Hamiltonian cycle for F '1; '2 k; ' from the Hamiltonian cycles of the subgrids G 1 ; G 2 ; G 3 can be done in the same way as in Case 1.
Case 3: k odd and ' 1 even: This implies ' 2 odd, since k · ' − ' 1 − ' 2 is even. This situation is shown in Fig. 7 .
The construction of the Hamiltonian cycle for F edges {{(i; ' 2 ); (i + 1; ' 2 )} | i ∈ {1; 3; : :
Case 4: k odd and ' 1 odd: This implies ' 2 even, since k · ' − ' 1 − ' 2 is even. This situation is shown in Fig. 8 .
A Hamiltonian cycle for F '1; '2 k; '
can be constructed as shown in Fig. 9 .
Deÿnition 5.4. For k; '¿1; 16i 1 6i 2 6k, and 16j 1 6j 2 6' we deÿne grid((i 1 ; i 2 ); (j 1 ; j 2 )) as the subgraph of G k; ' induced by the vertices {(x; y) | i 1 6x6i 2 ; j 1 6y6j 2 }.
Now we are able to prove Theorem 5.1(d). 
Proof of Theorem 5.1(d).
A 2lv (G k; ' )¿ log 3 (k · ') follows directly from Theorem 3.2. It remains to show that A 2lv (G k; ' )6 log 3 (k · ') holds. For the proof we distinguish ÿve cases.
Case 1: k · ' even: Then G k; ' contains a Hamiltonian cycle. Thus, the proposition follows from Theorem 4.3. Case 2: k · ' = 3 m for some m¿2: In this case there exist r; s ∈ N with k = 3 r and ' = 3 s . We prove the proposition by induction over m = r + s: If m = 2, then k = ' = 3 and r = s = 1 holds and the accumulation in G 3; 3 in any node is possible in two rounds as shown in Fig. 10 .
As induction hypothesis we assume that the proposition holds for G 3 r ; 3 s , r; s ∈ N. Now we consider the grid G 3 r+1 ; 3 s : We divide G 3 r+1 ; 3 s into the three subgrids G 1 := grid ((1; 3 r ); (1; 3 s )); G 2 := grid((3 r +1; 2 · 3 r ); (1; 3 s )), and G 3 := grid((2 · 3 r +1; 3 r+1 ); (1; 3 s )). To accumulate in a vertex (x; y) ∈ V (G 3 r+1 ; 3 s ) we ÿrst accumulate in G i in the node v i = ((i − 1) · 3 r + (x mod 3 r ); y) for 16i63, where a mod b := ((a − 1) mod b) + 1 for a; b ∈ N. This accumulation in the subgrids needs r + s rounds according to the induction hypothesis. After this we communicate in an additional round between the two nodes v i and v j with v i ; v j = (x; y) via (x; y). This is possible since r ¿ 0. Thus, the accumulation in G 3 r+1 ; 3 s is possible in r + s + 1 = log 3 (3 r+1 · 3 s ) rounds. For the grid G 3 r ; 3 s+1 this can be proven in exactly the same way.
Case 3: k; ' odd, k¿13, and k · ' = 3 i for all i ∈ N: We deÿne m := log 3 (k · ') . To accumulate in a vertex v ∈ {(i; j) | i6k=2} we divide G k; ' into three fragments F 1 ; F 2 ; F 3 as shown in Fig. 11 with the following additional condition:
Then v lies in F 1 or in F 2 , and |V (F 1 )| = |V (F 2 )|6m is even. Since k¿13, we have
; ' − 1} and ' 2 = ' − 1, then both F 1 and F 2 contain a Hamiltonian cycle according to Lemma 5.3 . Thus, the accumulation in F 1 and F 2 in any node is possible in m rounds. F 3 obviously contains a Hamiltonian path and |V (F 3 )|6m holds. Thus, there exists a node in F 3 , in which the accumulation in m rounds is possible. This implies A 2lv (G k; ' ) = m + 1 = log 3 (k · ') for ' 1 = ∈ {1; ' − 1} and ' 2 = ' − 1. In the following we distinguish three cases:
Case A: ' 1 = 1 and
holds, then the accumulation in v can be done as described above since F 1 contains a Hamiltonian path, and thus, there is a node x in F 1 in which accumulation in F 1 is possible in m rounds.
If v ∈ V (F 1 ) holds, we consider the fragment F 1 that can be constructed from F 1 by adding the nodes (k 1 + 1; 2) and (k 1 + 1; 3) (and the incident edges). Then k 1 is odd (otherwise F 1 and F 1 would have an odd number of nodes) and F 1 has the form as shown in Fig. 6 . Thus, there exists a Hamiltonian cycle in F 1 that contains the set of edges M := {{(k 1 − 1; '); (k 1 ; ')}; {(k 1 − 1; ' − 1); (k 1 ; ' − 1)}; {(k 1 ; ' − 1); (k 1 ; ')}}. We deÿne F 1 as the subgraph of G k; ' induced by V (F 1 )\{(k 1 ; ' − 1); (k 1 ; ')} and F 2 as the subgraph of G k; ' induced by V (F 2 ) ∪ {(k 1 ; ' − 1); (k 1 ; ')}. This situation is shown in Fig. 12 .
We construct a Hamiltonian cycle for If v ∈ V (F 2 ), we consider the fragment F 2 that can be constructed from F 2 by adding the nodes (k 1 + 1; ' − 2) and (k 1 + 1; ' − 1) (and the incident edges).
If k 2 is odd, then ' 2 is odd and F 2 has the form as shown in Fig. 7 , if k 2 is even, then ' 2 is even and F 2 has the form as shown in Fig. 6 . In both cases there exists a Hamiltonian cycle in F 2 that contains the set of edges M := {{(k 1 + 2; 1); (k 1 + 3; 1)}; {(k 1 + 2; 2); (k 1 + 3; 2)}; {k 1 + 2; 1); (k 1 + 2; 3)}}. We deÿne F 2 as the subgraph If v lies in F 2 , and ' 1 = ' − 1 holds, this case can be treated in the same way as Case B. In the following we assume v ∈ V (F 2 ) and ' 1 = ' − 1. This implies that k 2 is even, and the fragment F 2 , that can be constructed from F 2 by adding the nodes (k 1 + 1; ' − 1); (k 1 + 1; ' − 2); (k 2 ; ' − 1); (k 2 ; ' − 1) and the incident edges, has the form as shown in Fig. 6 . Thus, there exists a Hamiltonian cycle in F 2 that contains the set of edges M := {{k 1 + 2; 1)(; k 1 + 2; 2)}; {k 1 + 3; 1)(; k 1 + 3; 2)}; {k 1 + 2; 1)(; k 1 + 3; 1)}; {k 2 − 2; 1)(; k 2 − 2; 2)}; {k 2 − 1; 1)(; k 2 − 1; 2)}; {k 2 − 2; 1)(; k 2 − 1; 1)}}. We deÿne F 2 as the subgraph of G k; ' induced by V (F 2 )\{(k 1 + 1; 1); (k 1 + 2; 1); (k 2 − 2; 1); (k 2 − 1; 1)} and
We construct a Hamiltonian cycle for F 2 from the Hamiltonian cycle for F 2 by removing the edges in M and adding the edges {(k 1 + 1; 2); (k 1 + 2; 2)} and {(k 2 − 2; 2); (k 2 − 1; 2)}. Both F 1 and F 3 contain a Hamiltonian path. Thus, accumulation in v is possible in m + 1 rounds.
The complexity of accumulation in a vertex v ∈ {(i; j) | i¿k=2} can be determined in the same way.
Up to now we have proved A 2lv (G k; ' ) = log 3 (k · ') for all k¿13 and '¿3, and thereby also for all k¿3 and '¿13 because of the symmetric properties of the grid. The proposition remains to be shown for k; '611 odd. In the following we can assume w.l.o.g. that k6' holds. For (k; ') ∈ {(3; 3); (3; 9); (9; 9)} the proposition was already proved in Case 2. For the other values of k and ' we distinguish the following two cases:
Case 4: (k; ') ∈ {(3; 11); (5; 7); (9; 11); (11; 11)}: In this case the proposition follows directly from Theorem 4.2, since every grid contains a Hamiltonian path, and 3 m ¡k · ' ¡ (3 m+1 + 1)=2 holds for some m. Case 5: (k; ') ∈ {(3; 5); (3; 7); (5; 5); (5; 9); (5; 11); (7; 7); (7; 9); (7; 11)}: Because of the symmetric properties of the grid, it su ces to show that A 2lv (v; G k; ' ) = log 3 (k · ') holds for v ∈ M := {(i; j) | 16i6(k + 1)=2; 16j6(' + 1)=2}.
We divide G k; ' into two subgraphs G 1 and G 2 with V (G 1 ) = M and V (G 2 ) = V (G k; ' )\M . We deÿne m := log 3 (k · ') . Then |V (G 1 )|63 m and |V (G 2 )|6 2 · 3 m holds. Obviously, G 2 contains a Hamiltonian path. Thus, it is possible to generate a cumulative set {x; y} of cardinality 2 in G 2 within m rounds.
If (k; ') = ∈ {(5; 5); (5; 9)}, then G 1 contains a Hamiltonian cycle. Thus, in this case accumulation in G 1 in any node is possible within m rounds. If (k; ') = (5; 5), then G 1 = G 3;3 holds and according to Case 2 the accumulation in G 1 in any node is possible within m = 2 rounds. With one additional communication between x and y via v accumulation in G k; ' in the node v is possible in m + 1 rounds. If (k; ') = (5; 9), then G 1 = G 3; 5 holds. As it was proved above, the accumulation in any node of G 3; 5 is possible in 3 rounds. This implies A 2lv (G 5;9 ) = 4 = log 3 (5 · 9) .
The idea behind the gossip algorithm for the grid with an odd number of vertices is the following: Divide the grid into two fragments of the same size (up to one vertex). Accumulate in the two halves and communicate between the two accumulation points on a Hamiltonian path of the grid in the last round. In the following two technical lemmata we prove that it is always possible to accumulate in the fragments in such vertices that are endpoints of a Hamiltonian path of the grid.
Lemma 5.5. Let G be a grid G k; ' for some k; '¿2.
Let C := {(1; 1); (1; '); (k; 1); (k; ')} be the set of corner nodes of G. (a) If k · ' is odd; then there exists a Hamiltonian path of G between any two distinct nodes x; y ∈ C. (b) If k · ' is even; then there exists a Hamiltonian path of G between any two nodes x ∈ C ∩ V 0 (G) and y ∈ C ∩ V 1 (G).
Proof. (a)
We consider only Hamiltonian paths from (1; 1) to (1; ') and from (1; 1) to (k; '). The other paths can be constructed symmetrically. Hamiltonian paths from (1; 1) to (1; ') and from (1; 1) to (k; ') are shown in Fig. 13 .
(b) First we consider the case that k is odd and ' is even. Then (1; 1); (k; 1) ∈ V 0 (G k; ' ) and (1; '); (k; ') ∈ V 1 (G k; ' ) holds. Hamiltonian paths from (1; 1) to (1; ') and from (1; 1) to (k; ') are shown in Fig. 14 . The other paths can be constructed symmetrically. The case that k is even and ' is odd can be treated analogously. In the case that both k and ' are even, (1; 1); (k; ') ∈ V 0 (G k; ' ) and (1; '); (k; 1) ∈ V 1 (G k; ' ) holds. A Hamiltonian path from (1; 1) to (1; ') can be constructed in the same way as in the case k odd and ' even. The construction of the other paths is symmetric.
Lemma 5.6. For any odd k; '¿3 and for any (i; j) ∈ V 0 (G k; ' )\{(k; ')} there exists a Hamiltonian path in G k; ' from (i; j) to (k; ').
Proof. For the proof we distinguish ÿve cases:
Case 1: Let i = 1. If j = ' then the claim follows directly from Lemma 5.5. If j¡' then divide G k; ' horizontally into two subgrids G 1 ; G 2 such that (1; j) is the lower left corner of G 1 . Then G 1 is a (k; j)-grid and G 2 is a (k; ' − j)-grid. A Hamiltonian path for G k; ' from (k; ') to (1; j) can be constructed by concatenating a Hamiltonian path of G 2 from (k; ') to (k; j + 1) and a Hamiltonian path of G 1 from (k; j) to (1; j). These Hamiltonian paths in the subgrids exist according to Lemma 5.5 since k · j is odd, k · (' − j) is even, and (k; ') ∈ V 1 (G 2 ), (k; j + 1) ∈ V 0 (G 2 ).
Case 2: Let j = 1. This case can be treated analogously to Case 1. Case 3: Let i = k. If j = 1 then the claim follows directly from Lemma 5.5. If j¿1 then divide G k; ' horizontally into two subgrids G 1 ; G 2 such that (k; j) is the lower
Conclusion
In this paper, we have constructed broadcast, accumulation, and gossip algorithms in the 2LVDP mode for many networks and we have proven their optimality. The main results were optimal accumulation and gossip algorithms for two-dimensional grids.
We have seen that the broadcast, accumulation, and gossip problem can be solved optimally or nearly optimally for all networks containing a Hamiltonian path. The main open problem we see left is the design of optimal accumulation and gossip algorithms for networks that do not contain a Hamiltonian path, e.g. for complete k-ary trees.
