Abstract-Clustering task is aimed at classifying elements into clusters, which is applied to different fields of the human activity. In this paper, an efficient clustering method by fast search and find of density peaks (FSFDP) is used for medical data applications. Different computing methods of the local density are compared and analyzed. For datasets composed by a small number of points, the local density might be affected by large statistical errors. Kernel local density is more accurate for estimating the density. Experiments were conducted to validate the efficiencies of the clustering method based on different local density for UCI benchmark and real-life datasets. The results show the feasibility and efficiency of the method for medical data clustering analysis.
INTRODUCTION
The clustering methods are mainly to classify abstract or physical elements into various clusters including similar elements on the basis of their similarity. Several different clustering strategies have been proposed [1] - [3] , such as Kmeans [4] , K-medoids [5] , distribution-based algorithms [6] , etc. In K-means [4] and K-medoids [5] methods, each cluster contains the groups of data characterized by a small distance to the corresponding cluster center. However, because data points are always assigned to the nearest center, these methods cannot be used to detect nonspherical clusters [6] . Distribution-based algorithms are to reproduce the observed realization of data points as a mix of predefined probability distribution functions [7] . The accuracy of such methods depends on the capability of the trial probability to represent the data. The aforementioned clustering methods cannot be suitable for the clusters with arbitrary shapes.
Clusters with an arbitrary shape are significant for practical applications. It is shown that clusters with an arbitrary shape are easily detected by the approaches based on the local density of data points [8] . Recently, a simple and effective clustering method by fast search and find of density peaks (FSFDP) was proposed, which has its basis in the assumptions that cluster centers are surrounded by neighborhoods with lower local density and that they are at a relatively large distance from any points with a higher local density. This idea forms the basis of a clustering procedure in which the number of clusters arises intuitively, outliers are automatically spotted and excluded from the analysis, and clusters are recognized regardless of their shapes and the dimensionality of embedded space [9] . The FSFDP clustering method has extensive application prospect for various fields, which can be used for the delimitation of species, disease prevention and preprocess for other kinds of analysis methods, etc.
In this paper, the clustering method by fast search and find of density peaks (FSFDP) is used for medical data applications. Firstly, the FSFDP clustering method is illustrated in details for understanding the superior characteristics. Then, to understand in depth the influences of local density and cut-off distance for FSFDP clustering method, different computing methods of the local density and the significance of cut-off distance are analyzed and compared. It is shown that kernel local density is more accurate measurement for FSFDP clustering method. Finally, the UCI benchmark and real-life datasets in the medical field are used to validate the efficiencies of FSFDP clustering method.
The sections of this paper are organized as following. In section II, FSFDP clustering method is presented in details. In section III, different computing methods of the local density and the significance of cut-off distance for FSFDP clustering method are analyzed and discussed. Section IV illustrates the experiments for UCI benchmark and real-life datasets in the medical field. Conclusions are outlined in the last section.
II. CLUSTERING METHOD BY FAST SEARCH AND FIND OF DENSITY PEAKS
The clustering method by fast search and find of density peaks (FSFDP) was proposed in 2014 [9] , which is very attractive because it is a simple and effective clustering method for arbitrary shape clusters. Moreover, it is robust for practical datasets with outliers because of the effective allocation process of clusters. FSFDP is mainly based on the distances of data points and the idea that cluster centres are surrounded by neighbourhoods with lower local density and that they are at a relatively large distance from any points with a higher local density.
To understanding the superior characteristics of FSFDP clustering method, the procedures of the algorithm are illustrated in details. The influences of dimension and the measuring unit of the original data for FSFDP are improved by the standardization. Moreover, after the standardization, the Euclidean distances of all data points are computed for the clustering method in this paper.
Then, for each data point i , the FSFDP clustering method computes two quantities: its local density i ρ and its distance ρ is equal to the number of points that are closer than c d to point i . It is obvious that cluster centres have anomalously large local density than other data points in the corresponding cluster. The distance i δ from the point with higher density is measured by computing the minimum distance between the point i and any other point with higher density:
For the point with highest density, the method conventionally takes ( )
It is noted that i δ is much larger than the typical nearest neighborhood distance only for points that are local or global maxima in the density. Thus, cluster centres are recognized as points for which the value of i δ is anomalously large.
In summary, cluster centers are characterized by the points with anomalously large i ρ and i δ . It is noted that the FSFDP algorithm is sensitive to the relative magnitude of i ρ in different points, implying that, for large datasets, the results of the analysis are influenced by the choice of c d . The observation of the cluster centres is the core of the algorithm. The several points with high δ and relatively high ρ are defined as the cluster centres.
After the cluster centres have been found, each remaining point is assigned to the same cluster as its nearest neighbourhood of higher density. The cluster assignment is performed in a single step. To distinguish normal data and outliers, a discrimination function used in FSFDP is as follows: where i l is the clustering label of data point i . For data point i , when (4) holds, the data point i is identified as a outlier. Therefore, FSFDP clustering method can be suitable for datasets with outliers, which is attractive for practical applications.
Using the FSFDP clustering method [9] , clusters can be recognized regardless of their shape and the dimensionality of the space in which they are embedded. It is mainly based on the distances of data points, the parameter selection of cut-off distance and local density measurement. Moreover, it is common that there are outliers in practical datasets while FSFDP clustering method is robust and effective for datasets with outliers. However, its performance is mainly influenced by the parameter selection of cut-off distance and local density measurement. In the following section, the characteristics of FSFDP clustering method about local density measurement and the significance of cut-off distance are presented.
III. CHARACTERISTICS OF FSFDP
Local density measurement and the selection of cut-off distance parameter are crucial for the performance of FSFDP. Selecting cluster centres, clustering allocation process and identifying outliers are all influenced by local density measurement. As described in [9] , the results of the FSFDP clustering analysis are robust with respect to the choice of c d for large data sets. Moreover, as a rule of thumb, one can choose c d so that the average number of neighbourhood is around 1 to 2% of the total number of points in the dataset. However, the choice of c d may also affect the clustering performance and identifying outliers.
For datasets composed by a small number of points, i ρ might be affected by large statistical errors [9] . In these cases, it might be useful to estimate the density by more accurate measures [10] - [11] . For computing the density for cases with few points, we adopted the kernel local density [11] :
FSFDP clustering algorithm is sensitive mainly to the relative magnitude of i ρ in different points, implying that, for different datasets, the results of the analysis have some influence with respect to the choice of c d . It is shown that cut-off distance is the basis of computing local density and identifying outliers in (2), (5) and (6) . If it is larger, local density and the threshold of data point i for the recognition of outliers will be larger. Larger cut-off distance may lead to increasing outliers and reduced cluster centres in the clustering results. Whereas, in contrast, small cut-off distance may lead to a variety of unaccountable clusters and outliers cannot be recognized.
By using kernel local density and selecting appropriate cut-off distance parameter for FSFDP, the influences of statistical errors are improved and satisfactory clustering results can be obtained. Moreover, outliers can be recognized effectively. As a rule of thumb, cut-off distance c d is robust in a small area for clustering results, such as selecting c d so that the average number of neighborhood is around 1 to 1.3% or 1.7 to 1.9% of the total number of points in the dataset. In order to evaluate the FSFDP clustering method for medical data applications, we investigate its performance on one UCI benchmark [12] and one actual real-life datasets, which are from medical areas. FSFDP clustering method is implemented in MATLAB environment. Different computing methods of the local density and values of cut-off distance parameter are compared and analysed. In order to assess and understand the effectiveness and characteristics of FSFDP clustering method, one UCI benchmark dataset named as Dermatology is used in the experiment. It is taken from UCI machine learning repository [13] . Next, we describe the dataset in details. Dermatology: This dataset studies the erythemato-squamous disease in dermatology. This dataset contains 34 attributes, 33 of which are linear valued and one of them is nominal. Patients were first evaluated clinically with 12 features. Afterwards, skin samples were taken for the evaluation of 22 histopathological features. In the dataset constructed for this domain, the family history feature has the value 1 if any of these diseases has been observed in the family, and 0 otherwise. The age feature simply represents the age of the patient. Every other feature (clinical and histopathological) was given a degree in the range of 0 to 3. Here, 0 indicates that the feature was not present, 3 indicates the largest amount possible, and 1 and 2 indicate the relative intermediate values.
IV. EXPERIMENTS

A. UCI Benchmark Datasets
The values of the histopathological features are determined by an analysis of the samples under a microscope. The diseases in this group are psoriasis, seboreic dermatitis, lichen planus, pityriasis rosea, cronic dermatitis, and pityriasis rubra pilaris [12] . We study that FSFDP clustering method is used for Dermatology dataset by different local density and cut-off distance parameters. The missing values are firstly deleted because the Euclidean distance cannot be computed for the data points with missing values, and then the standardization preprocessing is performed. Subsequently, the Euclidean distances of each data point are obtained for clustering. Finally, the local density and kernel local density according to (2) and (6) respectively are computed and the FSFDP clustering method is performed. Moreover, different cut-off distance parameters are used for understanding its influences on the performance of FSFDP clustering method. The clustering results by local density and kernel local density are shown in Figs. 1 and 2 , respectively. In the decision graph of Figs. 1 and 2, four thick points with different colours are selected as the cluster centres by the artificial observation based on high δ and relatively high ρ . Other black points denote interior points of four clusters. In the view of 2D nonclassical multidimensional scaling, it is evident that kernel local density is more accurate measure and FSFDP clustering method by kernel local density has better performance than by local density in (2) . It is shown that there is no outlier in Dermatology dataset. Moreover, by using kernel local density, the Dermatology dataset is roughly divided into four clusters: 1) psoriasis, 2) lichen planus, 3) seboreic dermatitis and pityriasis rosea, 4) cronic dermatitis and pityriasis rubra pilaris. The results show that FSFDP clustering method is effective for medical data applications, which has extensive application prospect for medical field. Based on kernel local density, the clustering results by using smaller and larger cut-off distances are shown in Figs. 3 and 4, respectively. In Fig. 3 , smaller cut-off distance leads to increasing clusters, which are indecipherable for Dermatology dataset. In the view of 2D nonclassical multidimensional scaling, it is shown that FSFDP with smaller cut-off distance has dissatisfactory performance. In Fig. 4 , larger cut-off distance leads to reduced clusters and the clustering results are comparable with the results in Fig. 2 . By using kernel local density with larger cut-off distance, the Dermatology dataset is roughly divided into three clusters: 1) psoriasis, 2) lichen planus, 3) seboreic dermatitis, pityriasis rosea, cronic dermatitis and pityriasis rubra pilaris. The results show that FSFDP clustering method is robust in a small area for clustering results.
B. Real-life Datasets
One real-life medical examination dataset is used to validate the efficient and feasible of FSFDP for actual medical data clustering, which was extracted from a community hospital in Beijing, China. These dataset includes 110 individuals who aged 50+ years old and some individuals were suffering from diabetes mellitus. The dataset is consisting of 15 examination factors, including demographic characteristics, physical factors, liver function test data, renal function test data, routine blood test data, blood fat test data, etc. The examination factors are shown in Table I . For the real-life medical examination dataset, the FSFDP clustering method can be used for population division, disease prevention and preprocessing for other kinds of analysis methods, etc. We study that FSFDP clustering method is used for the medical examination dataset by different local density and cutoff distances. The preprocessing included deleting missing values and standardization is performed. The local density and kernel local density according to (2) and (6) respectively are used for clustering analysis. The clustering results by different local density are shown in Figs. 5 and 6. It is obvious that FSFDP clustering method by kernel local density is better than by local density in (2) . It is shown that there is no outlier in Dermatology dataset. Moreover, by using kernel local density, the medical examination dataset is roughly divided into two clusters: 1) the patients with abnormal renal function serum creatinine and blood serum low density lipoprotein cholesterol, 2) the patients with normal renal function serum creatinine, combination bilirubin of liver function, renal blood sodium concentration, Renal function blood urea nitrogen and blood lipid triglycerides. The results also show that FSFDP clustering method is fit for actual medical data applications. Using kernel local density for medical examination dataset, FSFDP clustering results of smaller and larger cut-off distances are shown in Figs. 7 and 8, respectively. In Fig. 7 , it is shown that the decision graph is difficult for selecting cluster centres and smaller cut-off distance leads to increasing clusters, which are indecipherable for medical examination dataset. In the view of 2D nonclassical multidimensional scaling, it is shown that FSFDP with smaller cut-off distance has dissatisfactory performance. In Fig. 8 , larger cut-off distance leads to reduced clusters and all data points is located in one same cluster. The clustering results in Fig. 8 are insignificant for population division, disease prevention and preprocessing for other kinds of analysis methods, etc. The results show that selecting appropriate cut-off distance is crucial for FSFDP clustering method. In summary, more accurate local density measurement and appropriate cut-off distance parameter can improve the performance of FSFDP clustering method.
V. CONCLUSIONS
In this paper, an efficient clustering method by fast search and find of density peaks (FSFDP) is used for medical data applications. Kernel local density and local density are compared and analyzed for FSFDP clustering method, which shows more accurate local density measurement improves the influences of statistical errors. Moreover, the significance of cut-off distance for FSFDP clustering method is discussed and analyzed. Experiment results show that FSFDP clustering method is efficient and significant for medical data applications. For Dermatology and medical examination datasets, kernel local density is the superior measurement for FSFDP clustering method. Cut-off distance is one crucial parameter of FSFDP clustering method. Large cut-off distance leads to reduced clusters in the clustering results. Whereas, in contrast, smaller cut-off distance leads to a variety of unaccountable clusters. Effective clustering analysis for medical dataset can help understand the characteristics of population and disease prevention, which has extensive application prospect for various fields.
