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Abstract
This thesis is concerned with the probabilistic relaxation labelling algorithm and its 
application to low level image analysis. In general terms there exists a labelling problem 
of assigning one of a set of labels to each of the nodes of a lattice. If the initial information 
based on measurements on each node is inconclusive due to noise or uncertainty in the 
measurement process, contextual information in the form of constraints imposed by the 
mutual relationships between individual nodes may be used to reduce or even resolve the 
ambiguity. The probabilistic relaxation algorithm is a method of achieving this. A review 
of the main topics in the field of probabilistic relaxation is presented. A revised approach, 
developed recently for the generalized graph labelling problem, that incorporates the use of 
binary measurements was adopted for the case when the objects to be labelled are arranged 
in a rectangular grid with known adjacency relations. There is a large number of problems 
within the field of image analysis which may be formulated as such labelling problems. 
In this case a dictionary of permissible label configurations is available. The novelty 
of this work lies on the inclusion of measurements concerning binary relations between 
the objects to be labeled. These are compared with the corresponding binary relations 
between the nodes of the dictionary. This way, one of the major objections to probabilistic 
relaxation, namely the disregard of the data after the initial assignment of probabilities, 
is removed. This is then compared with previous methods. We show that the inclusion 
of binary relations greatly improves the performance of algorithms for edge detection 
and compare our approach with previously developed dictionary based approaches, both 
theoretically and experimentally. Also, a comparison with other edge-postprocessing 
strategies is provided. The probabilistic relaxation method developed was also applied as 
a postprocessing technique to the problem of line labelling with aim to refine the initial 
labelling via contextual information. In this particular problem the assumptions made by 
the theory are more closely applicable than in any other case, due to the way the results 
from the filtering stage were used.
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Chapter 1 
Introduction
1.1 Decision Making in Context
In the last couple of decades, research interest has focused on two types of pattern recog­
nition processes. Firstly, neurologists, physiologists and psychologists have intensified 
their investigation on the mechanism of the pattern recognition system possessed by living 
organisms. Their activity has been complemented by engineers and scientists concerned 
with the development of theories and techniques for computer implementation of a given 
recognition task. Unfortunately, to date no unifying theory is available that would permit 
a direct application of the findings established in life sciences to the problem of emulation 
of pattern recognition capabilities of biological systems to machine perception. Thus, ma­
chine pattern recognition is developing independently from biological sciences by means 
of finding a mathematical formulation of the pattern recognition task and by developing 
corresponding solution.
In science, pattern recognition is concerned with object labelling and it is therefore 
a central part of computer vision, speech recognition, character recognition, text reading 
and many other perceptual activities. The identification of each object is based on a set 
of measurements for each object which are extracted from the sensory data. For example, 
the extraction of a set of objects in a scene from the background by assigning to each of 
the pixels in the image either the label “object” or “background” according to their gray 
level values can be viewed as a pattern recognition task. Edge detection, similarly, is a 
pixel labelling problem where the possible labels may be “edgel” or “non-edgel” and the
1
2 Chapter 1: Introduction
measurements are the local directional derivatives of the image luminance function. At 
a higher level, scene analysis may start with a pre-segmented image and attempt to label 
those segments in terms of shape primitives. The set of measurements in this case may 
comprise the Fourier descriptions of the segmented boundary.
In general there are two distinct sources of information available to aid in the solution 
of a particular labelling problem. Firstly, there is the localized information obtained as a 
result of making one or more measurements on each individual object. Such measurements 
may lead to an unambiguous decision concerning which label should be assigned to the 
object. However, more often it may be the case that this information is inconclusive 
due to noise or uncertainty in the measurement process. The conventional decision 
making techniques which base the decision simply on the information contained in the 
measurements would then produce errors. However, objects in the real world do not exist 
in isolation and are invariably ordered in some sense. The form of constraints imposed by 
the mutual relationships between individual objects may be used to reduce or even resolve 
the ambiguity. This is the second source of information available in most of the cases. 
By context we mean here the a priori knowledge about the interaction between labels on 
the objects. Depending on the rules which describe the relationships between objects, the 
presence of an object in a collection imposes constraints on or support for certain classes 
of objects and may therefore aid their interpretation. A classical example comes from the 
text recognition where individual characters are an integral part of larger objects such as 
words or sentences. It is quite easy for a person to read the sentence:
TAE CAT SAT ON TAE MAT
even thought the As and Hs are identical. Early labelling procedures utilising only the 
measurement information to decide whether individual objects belong to a particular 
“class” of labels will lead to ambiguity. The use of “contextual” information conveyed, 
for instance, by the knowledge of what words are possible eliminates the ambiguity.
Two general type of classification methods have been proposed to cope with the idea 
of contextual decision making: the object centered and the message centered methods. 
This thesis is concerned with the solution of such labelling problems using the object 
centered method. A variety of related methods exist for handling such problems under 
the heading of relaxation labelling techniques, stemming from the early ad hoc method of 
Rosenfeld, Hummel and Zucker [10]. In this thesis we shall concentrate in a particular 
subset of relaxation processes, referred to as probabilistic relaxation.
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1.2 Probabilistic Relaxation
Relaxation labelling techniques are developed for classification of multiple objects when 
the classes of these objects are in some way interrelated. They have been applied to many 
areas of computation in general, particularly to the solutions of simultaneous nonlinear 
equations and to optimization problems.
The idea of using contextual information in vision is very old. Huffman [6] and 
Clowes [3] were among the first researchers who developed methods for labelling a line 
drawing of an object using constraints between straight line interactions. The pioneering 
work in relaxation labelling is considered to be the filtering algorithm by Waltz [11] who 
addressed the problem of line drawing interpretation studied by Clowes and Huffman. 
His algorithm allowed only unambiguous interpretation of line segments, developing a 
dictionary of possible consistent labellings based on the constraints. Furthermore, it was 
assumed that no information for each line segment is available which is not a reasonable 
assumption for a real imagery problem. The basic relaxation method is the one of 
“probabilistic relaxation”. This term is used because the decision variables have the general 
properties of probabilities. Other forms of relaxation are also possible where the decision 
variables do not resemble probabilities. An example is the “Fuzzy Relaxation” [12] where 
the decision variables represent degrees of “fuzzy set membership” and the “Discrete 
Relaxation” where the decision variables are either 1 or 0.
The probabilistic model developed by Rosenfeld, et al. attaches a level of certainty or 
a probability to each label for each object. These probabilities are initially derived from 
the measurements or the observations made on the objects. The label probabilities for 
each object are iteratively updated by the relaxation algorithm which takes into account 
the contextual information.
Faugeras and Berthod [4] and Hummel and Zucker [7] among other researchers con­
sidered the problem of consistent labelling as an optimization problem. The advantages of 
such an approach is that the label probabilities may be updated optimally using alternative 
schemes whose convergence properties are better understood.
In spite of these developments the relaxation process design methodology remained 
very heuristic until the publication of the work of Kittler and Hancock [5, 8] which was 
based on the Bayesian framework.
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1.3 Objectives and Layout of This Thesis
Although extensive research on probabilistic relaxation has been carried out in the past 
two decades, a number of questions relating to the algorithm design still remain. The aims 
of this study are: firstly, to review major work performed in the field of the probabilistic 
relaxation, to examine the relationships between existing approaches and to appreciate 
any strengths or pitfalls associated with each one of them. Using the review as a guide and 
reference, we then develop a novel probabilistic relaxation algorithm which overcomes 
inefficient features of the existing methods. The main distinctive contribution of our 
approach is the incorporation of binary relations in the relaxation process. The solutions 
developed are relevant to objects arranged in lattice configuration, as exemplified in the 
case of pixels.
The organization of this thesis is as follows. In chapter 2, a survey of the main topics 
in the field of probabilistic relaxation is presented including: the motivation for the use 
of probabilistic relaxation techniques, the main problems of the classical Rosenfeld et a l 
algorithm, the optimization approaches and a neural network approach for the labelling 
problem. Chapter 3 reports the results of a comparative study of probability updating 
algorithms, which is the main mechanism of the probability relaxation process. That is 
done for a simple test problem and also for a more realistic application of probabilistic 
relaxation technique, the edge labelling problem. In chapter 4 we develop a new theory 
which incorporates binary relations between the objects to be labeled when the objects 
are arranged in a regular grid structure. In the subsequent chapters 5 and 6 we apply the 
above theory to the problem of edge labelling and line labelling. The edge/line labelling 
is an important task in image processing. A great deal of literature exists on the subject 
{eg [1, 2, 9]). Although, a lot of effort has been put into the design relating to the 
filtering stage of the problem, the non-linear stage of the process, namely that of post 
processing, has been largely neglected. We put more emphasis on edge/line modelling 
and on exploiting the information in the postprocessing stage which uses the probabilistic 
relaxation algorithm developed. Also the formulae needed for applying the algorithm 
to these two problems are provided. Finally, conclusions and worthwhile directions for 
further research are presented in the last chapter.
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Chapter 2 
Probabilistic Relaxation: An Overview
2.1 Introduction
This section provides a literature survey of the main topics in the field of Probabilistic 
Relaxation. Firstly, the motivation of using probabilistic relaxation is discussed, and its 
various advantages are highlighted. In section 2.3 the classical probabilistic relaxation 
labelling algorithm of Rosenfeld, Hummel and Zucker is reviewed. The problem of 
deriving suitable support functions is discussed in section 2.4 and is followed by a detailed 
description of the optimization approach in sections 2.5 and 2.5.2. Finally, section 2.6 
considers a new approach based on neural networks.
2.2 Motivation
Many problems exist in image processing and artificial intelligence that can be formulated 
in terms of assigning labels to objects in a manner that is consistent with some domain- 
specific constraints. They are referred to in the literature as consistent labelling problems. 
Probabilistic relaxation is a labelling method which provides a framework for combining 
observational information about objects with contextual information conveyed by their 
environment. The method was conceived by Rosenfeld, Hummel and Zucker [28] in 1976 
and since its publication it has attracted considerable interest. The problems they tackle 
can also be posed more generally, for example as pattern classification problems with 
contextual information. By context we mean the a priori knowledge about interactions
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between labels on the object in the network.
The practical probabilistic relaxation labelling algorithm introduced by Rosenfeld et 
al. [28] makes use of contextual information to update iteratively the label probability 
distribution until convergence to a consistent assignment of labels is achieved. This 
algorithm has been used in many applications since its development.
Notwithstanding its practical potential, the early applications of probabilistic relax­
ation unveiled many theoretical problems, including inherent bias which was exhibited 
in no information experiments, questions relating to convergence, interpretation of the 
probabilities computed by the iterative updating process, and specification of compatibil­
ity coefficients and support functions [8, 15, 27]. A detailed account of the attempts to 
overcome these problems can be found in [19].
Most of the above problems were resolved in two key papers published in the nine­
teen eighties [12, 18]. In [12] Hummel and Zucker laid the theoretical foundations of 
probabilistic relaxation by formally defining the concept of consistency and by showing 
that under certain assumptions the optimization of a simple functional was synonymous 
with improving the consistency of object labelling. They also developed a constrained 
optimization procedure to optimize the functional by extending the work of Faugeras and 
Berthod [2].
In spite of these developments the relaxation process design methodology remained 
very heuristic until the publication of the work of Kittler and Hancock [18] which was 
aimed at providing theoretical underpinning of probabilistic relaxation using the Bayesian 
framework. It led to the development of an evidence combining formula which fuses 
observational and a priori contextual information in a theoretically sound manner. Further, 
the polynomial combinatorial complexity was reduced by using the concept of label 
configuration dictionary. This methodology is applicable especially to low level labelling 
problems such as edge or line postprocessing [4, 5, 24].
The next three sections survey the theoretical and methodological developments of 
probabilistic relaxation. First the classical probabilistic relaxation algorithm [28] will be 
examined.
2.3 Classical Probabilistic Relaxation 9
i-2
a.i+2.
i+1.
Figure 2.1: Objects in general network topology.
2.3 Classical Probabilistic Relaxation
2.3.1 Formulation of the problem
Let us consider a collection A  =  {u;}£i, of N objects a*, (i = 1 ,2,..., TV) where each 
object is characterized in terms of a set of measurements ^ . The objects in the collection 
are assumed to have spatio-temporal organization with well defined physical adjacency 
relations. Figure 2.1 shows this structure where nodes represent objects and links between 
two nodes denote this adjacency. Each object, has associated with it a class identity 9i 
that assigns it to one of the label classes. Let us represent the set of possible labels which 
can be assigned to node i by f li and the individual label (elements of by the variable 
ujQj, Q = {^0 , cui,. . . ,  wm;} where (Mi +  1) is the total number of labels in the set. For 
simplicity, we will assume that the set of possible labels is the same for all objects and 
drop the subscript i from ft,* and Af{.
So in a general labelling problem one is given:
10 Chapter 2: Probabilistic Relaxation: An Overview
• a set of objects, A = {a*, i = 1 , 2 , N },
•  a set of possible labels for the objects, Q =  {o;o, wi, . . . ,  % } ,
• a neighborhood relationship over the objects that specifies which pairs (or N-tuples) 
of objects constrain each other, and
• a set of constraints over labels at pairs (or N-tuples) of neighboring objects.
A solution to the labelling problem is an assignment of labels to each object in a 
manner that is consistent with respect to the set of constraints. If the constraints are the all 
or none type, that is an object either has one single label or not, then the constraints can 
be expressed as relations over some sets of objects, and we then have a discrete labelling 
problem [7]. However, if we want to allow a continuous range of preferences for possible 
labels at neighboring objects, then the constraints have to be real-valued functions and we 
have a continuous labelling problem.
A probability model assigns a probability value to each possible label for every object, 
given a set of measurements x lt x 2, . . . ,  x N concerning the objects. If P(9{ =  ug. \ xf) 
is the probability of object az- to have label ugi given the measurement x{, the following 
probability axioms have to be satisfied for all i:
£  p(ei= w ei | £i) =  i  (2.i)
ojq .%
P(0i =Ugi \ x i) > 0 VWfl.
One interpretation of these label probabilities which we have already tacitly assumed 
is that they are equivalent to the posterior probabilities of labels given the relevant obser­
vational information. From now on we shall refer to them as P(9i =ujgi).
The contextual information is represented in terms of a support function, Q(9i = u>gi), 
which quantifies the information conveyed by the neighborhood for a label a)gi at object
The prototype algorithm first introduced by Rosenfeld et al. is presented in the next 
subsection and some drawbacks of this algorithm are discussed.
2.3.2 The RHZ Algorithm
The classical algorithm is an iterative, parallel procedure analogous to the label discarding 
rule used in discrete relaxation. Specifically, for each object aj and each possible label
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ug., at each step s of the iteration scheme, one computes the support function:
N
Qs(0i=W<) = E cik E r(9i=u>ei,0k=u;et)Ps(dk=uek) (2.2)
ft;
where
• k scans all objects in the set with the weights satisfying J2k=i Cik = 1,
•  r(6i = u)Qi, 6k = uok) are the compatibility measures between label ug. assigned to 
object a,i and label ugk assigned to object a^,
• p s(0i=uei) denotes the probability value for the label ug. to be assigned to object 
a,i at the current (sth) iteration.
With the basic notation introduced it is now possible to write down the expression 
suggested by Rosenfeld et al. for computing updated probabilities of the object labels. 
The probability of object i having label ui at the (s +  l ) th iteration is defined as:
' P,(Bi=uei)Q’(9i=wei)
' E ^ n P s(8 i= u )Q ^ 9 i = u})
where the normalization term in the denominator guarantees that the updated quantities in 
the (s +  l ) th iteration satisfy the axiomatic properties of probabilities 2.1.
The probability updating formula in equation 2.3 is largely intuitive and its basis is that 
the current label probabilities at each object should be adjusted according to the relative 
support conveyed for the different labels by the complete network. In other words, label 
probabilities with high support should be enhanced at the expense of labels that have 
smaller support. The above approach is often referred to as the nonlinear probabilistic 
relaxation scheme. A linear updating algorithm was developed also by Rosenfeld et al. 
aimed at determining label probabilities satisfying:
P s ( e i = u ei) =  Q s ( 0 i = u 0i) V u 6i e  Q  ( 2 . 4 )
But the linear relaxation algorithm has been shown to yield a unique solution independent 
of any relevant information that may be contained in measurements^, that is irrespective of 
the initial probabilities. This undesirable property for the algorithm led to the development 
of the nonlinear model 2.3. The latter algorithm generated considerable interest in the last
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18 years which is reflected in the number of its applications reported in the literature [1, 
12, 28, 31]. A lot of these applications have shown that the consistency of labelling 
assignment increases from one iteration step to the next, but the rate of convergence is 
sometimes slow [32].
The next section reviews the literature concerned with the development of more effi­
cient compatibility measures and support functions.
2.4 Compatibility coefficient and Support Functions
As pointed out by several authors (Hummel and Rosenfeld [13], Haralick et a l [9], and 
Kittler and Foglein [17]), the selection of suitable compatibility measures and support 
functions is one of the main problems in designing a relaxation labelling process.
Rosenfeld et al. proposed compatibility coefficients for groups of objects (pairs or 
triplets) denoted by r(6i = ug^Ok = u)gk). The coefficient measures the degree of 
compatibility between label ug. at object a; and label togk at object a^.
The support function for a label cugi at the object az- is given by:
which is an arithmetic average version of equation 2.2. For compatibility coefficients 
Rosenfeld et al. suggested:
• Conditional probabilities, i.e.
Q s { 8 i = U 6 i )  =  j t Y I  r { 0 i = u e i , 6 k = U f ) k) P s ( 9 k = u e k ) ’IV u —i s -n
(2.5)
k = l  ugk GO
r(0i =U>ei,ek=Ugk) =  P{0i = UJgi I dk =Ugk) (2.6)
•  Mutual information, i.e.
(2.7)
where p(6i=cjgi) is the prior probability that object a; has label-a;#..
Because of their heuristic basis, the compatibility and support functions have been found 
to suffer from a number of drawbacks. These coefficients are defined in a pairwise manner 
and this means that objects a and b are considered to be independent when the support for
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object c is computed. However, a and b are dependent when the support either for a or b 
is calculated.
Several researchers have tried to determine more efficient compatibility measurements 
and support functions. Zucker and Mohammed [34] considered more general forms for 
combining the support from the objects conveying contextual information. They showed 
that the arithmetic average is an approximation of the geometric average and advocated 
the use of the latter. Also, they suggested a simple transformation which permitted the 
compatibility coefficients to be viewed as conditional probabilities.
In a more interesting approach the compatibility measures and the support function 
have been derived using probability theory. Kirby [15] showed that the support function 
should have a product form. This result provided a theoretical justification for the heuristic 
geometric-average rule of Zucker and Mohammed [34]. Peleg [27] also derived a product 
rule for the support function under the assumption that the compatibility measure is in the 
form of a conditional probability. This new scheme used statistical relations among node 
labels and allowed more general neighborhoods.
A more general approach has been developed by Hancock and Kittler [4], and Kittler 
and Foglein [17] based on contextual statistical classification. This approach is reviewed 
next.
2.4.1 A statistical approach to derive the support function and label 
processes
Object labelling using the conventional non contextual Bayes minimum error rule requires 
to assign Oj -» co0j if
P(0j=ujQj | xj) = m&xP(9j = A | Xj) (2.8)
In contrast, the idea of the contextual decision making approach is to formulate the 
classification problem as one of maximizing the a posteriori probability of labelling 
given all the evidence. One of two basic formulations of the problem can be adopted. The 
message centered labelling [3] aims to maximize the a posteriori probabilities of the 
joint labelling. In the object centered labelling [4] the focus is on a single object at a time 
and attempts are made to find the label assignment 9j = oj0j by maximizing the posterior 
probability P(9j =woj \ I = 1 , . . . ,  N) over all possible labellings, i.e. 
assign 9j —> uj0. if:
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P(Oj = cj0j | x_i, for I = 1 , . . . ,  N) = m axP(0j =  A | Xj, for j  = 1 , . . . ,  N) (2.9)
A
We assume now that there are nodes in the network which interact directly and nodes 
which interact indirectly through low adjacency relations. We denote the set of nodes 
interacting directly with node j ,  by I*. The set of nodes I? including node j  will be called 
the contextual neighborhood of object a,j and referred to by Ij. Now assume that all the 
contextual information in the network relating to node j  is conveyed by measurements Xj, 
VI G Ij. This can be expressed as:
P(9j = u ) \x i ,  for I = 1 , . . . ,  N) = P{0j = u \ x h \/l e  Ij) (2.10)
Applying the Bayes formula for conditional probabilities this can be expressed as:
P(3h, VI G Ij | Qj =  cj)p(6j = uj)
P(9j  =  u  | £z, V/ G Ij)  =
p ( xh VI G Ij)
(2.11)
Applying the theorem of total probability and assuming conditional independence of the 
measurements for directly interacting objects, i.e.
p ( x 1, . . . , x N \ 9 i = u 6l, . . . , 9 N =uoN) = Y[  p ( x j \ 9 j  =  u 6j)
j e N 0
n  v / n 1 „ ,
=  11 (2-12)
j e N 0 P (6j=ut>s)
we obtain:
P(9j  = u  | x h VI G Ij)  = (2.13)
P ( 0 j= U \x . )  ^  f  
p ( 0 j = u ) £0,VZe/?* y
n  P(0fw0/ \xt) 
llz e /j p(0t=u}9l) p(9j =  u,9i  = u 0n V I  G I J) |
P{Qj—Ur /  
2 s r = 0 p[0^—(j}r ) y
p { e 1=w01\xl ) 
1 uei] p{0r=uje i) p ( 9 j = u , 9 i r = u 6nVl G I | ) j
wher &p(9i = cj0i) is the prior probability of label uq. being assigned to object a* andp [xj'j 
is the mixture probability density of measurement Xj.
The evidence combining formula in 2.13 defines how the contextual probability of 
label uj at node j  can be computed from the current evidence in the contextual neighbor­
hood I*.  The repeated updating would eventually enable us to acquire global contextual
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information from the whole network because at each updating the current probabili­
ties reflect contextual evidence from gradually increasing neighborhoods. Consider now 
such an iterative probabilistic updating process to be an artifact of filtering the mea­
surements Xi, I = 1 , N . Let x\n  ^ be the filtered measurements associated with 
object ai after n  stages of filtering. Let us assume that the contextual probability 
P(0j  = uqj | Xjn\  VZ G Ij)  is equal to the posterior probability P(6j  =  uqj | ^ n+1 )^ 
corresponding to the filtered variable ^ n+1\  i.e.
P(9j  =  u  | x$n\  VZ G I j )  =  P{6j  =  lo | 4 ”+1)) (2.14)
Taking into consideration that the filtering process is entirely implicit, the underlying 
filtering variables x*-n+1  ^need not be evaluated. We can express this indirect computation 
of P(6j  = u) | ^ n+1')), which does not involve x ^ ^  explicitly, by introducing an 
abbreviated notation:
P n+\Qj =qj) = P(0j  = u  | 4 n+1)) (2.15)
Substituting 2.14 and 2.15 into 2.13 the formula can be expressed as:
P*»(B Pn[f>’ = =  W) <2 16>
) ET=0 P n( 0 j = U r ) Q n{ej = U r )
where Qn(dj =  o j )  is playing the role of a support function and is:
p(0J = w ,0,=we„ V le ir )  K2.17)EP\yj ^  uBlesi,viei;
TT P Tl{Ql—Wol)
H  p(6>i=o;0I)lei;
The main advantage of this approach is that the support function and the updating 
scheme have been derived rather than specified. This avoids internal inconsistencies 
in the support calculation. The a priori probabilities of joint labelling assume the role 
of compatibility measures avoiding the problem of their heuristic definition. Also the 
computed quantities always satisfy the axiomatic properties of probabilities without the 
need for any heuristic normalization.
It has been demonstrated [25] that the updating formula 2.16 satisfies the important 
property of being unbiased. The important test cases are:
• The independent node case which was first studied by Pavlidis [26], and means that 
the objects in the network do not convey any contextual information about each 
other.
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Figure 2.2: Contextual neighbourhoods.
•  The no information experiment which arises when the measurements contain no 
useful information.
Unfortunately, the above formula (2.17) has an obvious drawback. It is of exponential 
complexity in terms of the size (number of objects) of the contextual neighborhood 
system. Simplifications of this formula have been considered for the development of 
practical support functions. Two major approaches to reduce the exponential complexity 
have been suggested [16]. The first is based on a factorization of the prior joint probability 
p(6j =  u r, 9t=ujQl,Vl G I j)  and the second is based on a dictionary look up [4].
2.4.1.1 Factorization
The general approach is to factorize the joint prior probability in terms of conditional 
probabilities and then obtain them in terms of probabilities of low order interactions 
(pairs, triplets, etc.). The problem here is that the factorization depends on the interactions 
in the neighborhood system. So the factorization process which follows is based on a 
specific neighborhood system, namely the one shown in figure 2.2.a. In the case of the 
4-neighborhood the joint prior probability can be expressed in terms of the product of 
conditional probabilities P(9i=ljq1 \ 0O =  u), i.e.,
4
p(90 = uj,9x = ug1\ . . . 194 = ujqa) =p{90 = uj)Y[P {9i = U0l \ 90 =  u) (2.18)
i=i
Substituting 2.18 to 2.17 the support function becomes:
< m = « )  =  m  E  1 =*«>)} (2-i9)i=i p{V o-w )
which has the familiar form of the product rule support function [17,27, 34].
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Now, under the assumption that the contextual information content of the nodes in the 
4-neighborhood is low, that is P(90 = u  \ 9t = uj01) is close to p(90 = w ) , w e  may write:
p V o = - u \ 6i= w ,,)= 1 +  W  =  1
P(9q =  u)
where a  is small. Then we can approximate the support function 2.19 by the first order 
terms of the product as:
Q"(*, = w) = 1 + E{ E P{9°= ^  ]i 7u$,i7m  = “W . =<*,)} (2-21)1=1 P\»o =  w)
It is interesting to note that this arithmetic average support function is equivalent to the 
heuristic support function introduced by Rosenfeld et al. [28].
The next subsection describes another approach to reduce the exponential complexity 
of equation 2.17 based on the dictionary look up method.
2.4.1.2 Dictionary look up
Although the joint probability p(9t =  ujei, V / e  I j)  is of exponential complexity, as 
pointed out in [4], the number of permissible (logical) combinations of labels in the 
contextual neighborhood is very small. The permissible combinations can be then listed 
in a dictionary denoted as D j,  which contains all the admissible combinations of object 
labels, each drawn from in neighbourhood Ij .  Z j  denotes the number of entries in 
the dictionary and the dictionary for each object neighborhood is partitioned into M  +  1 
sections. Denoting by (uj0i) the k-th entry of the dictionary and by u$ the label on the 
neighbour indexed by j ,  then the support function (equation 2.17) becomes:
„  f  ( a - . . . )
P(9i=(oei)
(2 .22)
Although the contextual information is often adequately encapsulated in such a small 
neighbourhood, it has been demonstrated [4, 20, 21] that the final label probabilities 
eventually reflect contextual evidence drawn from a neighbourhood which is of much 
greater size than that used by the support function at each iteration. The iterative updating 
procedure helps to enhance the mutual influence among pixels over a greater spatial extent. 
This support function enables us to use information concerning the label assignments to 
the full context-conveying network. We will see later how efficient this dictionary look-up 
method can be.
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2.5 Updating schemes: An Optimization Approach
In this section, the second component of the relaxation labelling problem, i.e. the opti­
mization of a criterion of a labelling consistency will be examined. In spite of the initial 
success of the original algorithm of Rosenfeld et al. [6, 27, 31], no explicit measure of 
consistency and ambiguity were used in its specification. This led to difficulties in finding 
proofs for its performance and the characterization of fixed points defining target solu­
tion [32, 33]. Moreover, it has been observed that the convergence of the algorithm can 
be slow [32]. To overcome the convergence difficulties, several researchers [2, 29, 22] 
have taken an approach based on optimization theory and have seen the problem as one of 
minimizing a cost function subject to constraints. The cost function may, for example, be 
a measure of ambiguity and consistency [2] and the constraints might be that probabilities 
are non-negative and sum to one. The advantages of such an approach are that a range of 
techniques is already available for solving optimization problems and that the convergence 
of these techniques is assured.
One of the first attempts to handle the problem as an optimization problem was made 
by Faugeras and Berthod [2]. They introduced an objective function which comprises two 
components:
•  a criterion of consistency and
• a criterion of ambiguity.
These measures are combined to form a global criterion of labelling. Hummel and 
Zucker [12] have introduced a definition of consistency in extending the notion of con­
straint satisfaction. This functional was used to derive a new relaxation labelling operator. 
The projected gradient method was suggested as a suitable search technique.
The next subsection is concerned with the definitions of consistency and ambiguity 
according to Faugeras and Berthod and Hummel and Zucker.
2.5.1 Consistency, Ambiguity and Global Criteria
The aim is to measure quantitatively the quantities of consistency and ambiguity. 
Measuring Consistency: For every object a; we define a consistency vector
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such that:
n (t i \ =  uj) n
q,{ ]) zr= iQ (0i= u i)
The vector $  can be thought of as an estimation of the label probability vector P i9 which 
is formed by the components P(0i=ugi), based on the contextual information. Faugeras 
and Berthod [2] used this fact to define a consistency measure for the labelling of an object 
a,i in terms of the vector norm:
Q  = || Pi -  cfi || (2.24)
Global consistency can then be measured by the average of the local consistency measures, 
taken over the set of objects, i.e.
C =  w  E I I  3  -  «  II (2-25)
i=l
This definition of consistency measures the degree of agreement for a label between itself 
and its neighborhood. Therefore, a maximum consistency of labelling is reached when 
the C i is minimum.
Measuring Ambiguity: The entropy associated with an object a*, given stochastic 
labelling, is defined to be:
m m
H i = Y, P (6 i  =  fc'tXl -  P{6i  =  u k))  =  1 ~'£P(6i = wk)2 (2.26)
k = l  k = l
It is obvious that H i  is a positive quantity equal to zero if and only if the probability vector 
Pi is a unit vector, and has a maximum equal to (m — 1 ) /m  when the P(9i = ujk) =  l /m ,  
for k — 0, . . . ,  m. Therefore, an unambiguous labelling corresponds to the minimum
value of H i  for every object az-.
It was also defined, as a measure of the ambiguity of the stochastic labelling, the sum 
of the entropies of the individual objects, i.e.
H  = Y l Hi = N - Y 'W  Pi II (2.27)
i=l i=l
A Global Criterion: To define a global criterion of consistent and unambiguous 
labelling, we must redefine first the consistency and ambiguity measurements so that they 
vary between 0 and 1, i.e.
C  =  2 ^  E I I  P  -  fi II <2-28)
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and
m  — 1 [i -  j f  E I I  ^  111-iV i = l
(2.29)
A global criterion can be defined as:
G = olC  +  (1 -  a)H (2.30)
where the coefficient a, which ranges between 0 and 1, weighs the relative importance of 
the respective criteria. Then the labelling problem can be formulated as:
minimize G ( P )  =  a C  +  (1  — a )  H (2.31)
subject to the constraints:
P(6i =  «) =  1
0 < P ( 6 i  = u )  < 1 Vo; G $2, for all % — 1 , . . . ,  N (2.32)
An alternative criterion, based on a system of inequalities formed from the sup­
port function used as a definition of consistency, has been introduced by Hummel and 
Zucker [12]. Their definition of consistency is based on a mathematically rigorous ap­
proach. First formal definitions of unambiguous and ambiguous labelling assignments are 
given.
An unambiguous labelling assignment is a mapping from the set of objects into the 
set of labels so that each object is associated with exactly one label. The mapping can be 
represented by a collection of binary digits, P(9i =  u), indicating whether a certain label 
u  is assigned to objects a* or not:
1 if a>0. =  v  
0 otherwise. (2.33)
Obviously P(0i = cu) must satisfy the condition:
Y ,  P{8i =w) = l (2.34)
The space of unambiguous labelling /C*is defined by
/C* =  { P  G R mN : P T = {PT i , . . . ,  P t n )',
P T i =  ( P { 0 i  =  W i ) ,  • • ■, P ( 0 i  =  i0m))  e  R m \
P(6i  — uj) =  0 or  1 Vo; G for all % — 1 , . . . ,  A; 
J 2  P{6i  =  w) =  1, f o r  i = 1 , . . . ,  N  }
(2.35)
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where PT  is the unambiguous labelling assignment for object a,-.
The extension to the probabilistic labelling assignments JC can be done by replacing 
the condition P(0Z- =  u) =  0 or 1 by the condition 0 < P (6i = u) <  1 for all % and u. 
So, the definition of the space of ambiguous label assignments, JC becomes:
K  = { P e  R mN : P T = {PTi , . . . ,  P t n ); (2.36)
P Ti =  (P(6i =  Wi),. . . ,  P (0i =  u>m)) € R m;
0 <  P(9i =  (v) < 1 Vto e  Cl, for all i =  1 , . . . ,  jV; 
p (si = w) = l, fo r  i = l , . . . , N  }
It can now be defined the consistency measure for an unambiguous labelling, given the
component Q(6i =  u)  of the support vector
Definition I: Let P  £ JC* be an unambiguous labelling. Suppose that u i , . . . ,  cu^ are 
the labels which are assigned to objects ai} i =  1 , . . . ,  N  respectively, by the labelling P. 
The unambiguous labelling P  = (ewi, . . . ,  eWiV) is consistent in JC* provided the support 
for the label of each object is maximal:
Q(6i =uj0i) > Q(6i =  ui) Vo; € for % =  1 , . . . , IV; (2.37)
It is important to realize that consistency in JC* corresponds to a system of inequalities. 
The condition for consistency in JC* can be restated as:
X  P (0i= V 6i)Q{0i=W0i) > X  v (Oi=UJ0i)Q(6i = ujgi) for i =  1, . . .  ,N . (2.38) 
for all labellings V  E JC*.
•4 ~4
Definition II: In the case of the ambiguous labelling P  £ JC, P  is strictly consistent 
provided that
£  2  vr(ei = ^ i)Q(0i =  ^ i) v f e / c - { - p }  (2.39)
Gfi Gfi
Hummel and Zucker [12] using this condition established a theorem which shows that 
achieving consistency is equivalent to solving a variational inequality.
The Hummel - Zucker Theorem 
A labelling P  E JC is consistent if and only if:
P  e  K ■ E  E  Q(8i=ue>)\V{0i= uei) -  P(9i=u>0l)] < 0  W  € K. (2.40)
i=1 Gfi
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It has been shown [12] that the maximization of the global measure of consistency of the 
labelling (the average local consistency measure), defined by:
F (P ) =  ^ P ( « p U,,)« (« F U ) |) (2.41)
i=1 u}0iE^ l
is equivalent to solving the variational inequality 2.40.
The problem is formulated as follows:
maximize F ( P )  (2.42)
subject to the linear constraints:
Z u ,enP (0 i= u) = 1 
0 <  P{6i = uj)< 1 Vu; G ft, for 2 =  1 , . . . ,  2V (2.43)
To find local maxima of F(P),  the gradient ascent algorithm has been suggested by both 
Faugeras and Berthod [2], and Hummel and Zucker [12]. This method is described in the 
following section.
2.5.2 The Projected Gradient Method
The gradient ascent technique is well known in many problems. This optimization tech­
nique is based on the principle of moving from an initial point in the direction of the
gradient uk, which is the direction of most rapid change of the function. Let P° be
—* .*
the initial point in the assignment space JC. The vector P L is derived by updating each 
component of P° as:
P 1^ . ^ )  =  P°(fli =w (i) +  a°«? (2.44)
where a  is the distance moved.
In the case of the problem at hand, the labelling assignment P  must be constrained 
to lie in 1C, whereas gradA(P) may point out of this region as illustrated in Figure 2.3. 
Thus, the assignment P  should be updated by moving a small step in the direction which 
maximizes the directional derivatives while still staying in JC. With this linear constraint 
the method is modified and is called the projected gradient method.
When a point lies in the interior of the space defined by the condition 2.43, its gradient 
direction would also lie in the interior of that space. For a point on the boundary the
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P(*3)
Figure 2.3: The space o f probabilistic labelling assignments fo r  the case o f 
a single object with three labels and the tangent directions at a 
point P  that lies on a boundary.
gradient direction is projected back into the permissible space by means of a projection 
operator p  given by:
p  =  v -
nn  
I n
(2.45)
where U is the unit matrix and nT = [1,1, . . . ,  1] defines the normal vector to the 
constraining hyper-plane. Mohammed et al. [23] developed an algorithm for evaluating 
the gradient projection. Details of this algorithm are given in appendix B.
Another approach to the optimization problem has been developed by Lloyd [22]. She 
was using the same objective function as Hummel and Zucker [12] defined by:
N
F {P )  =  E  E
and has rewritten the original probability formula as:
P ‘+\ e {=u,Sl) =  P ‘ {Oi=wti) + o P u \
(2.46)
s
i,V0i (2.47)
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where
P s(9i =  u ei)[Qs(9i =  w6i) -  £ m . e n P ‘ (0i =  ojei)Q s(0i =  o;e i)]_______________________________ _l____________________________ (2.48)
where a 0 >  0 so that F (P  +  a 0?/) is minimized and
P 8(ei= u6i) +  oPusijugi > 0 Vi,ugt (2.49)
This means that a 0 < m  where
m  = mm (2.50)
It can be shown easily that these definitions of a 0 and w| W0 ensure that the updating 
probabilities satisfy the axiomatic properties of probabilities. She showed that the proba­
bility updating formula 2.47, leads to an extremal point of objective function F  and that the 
original nonlinear probabilistic relaxation algorithm corresponds to setting the step-size 
operator a 0 equal to unity. In contrast with Lloyd’s approach, the optimization process 
introduced by Hummel and Zucker is not terminated when any one of the probabilities is 
zero. Even zero probabilities are updated, provided the new values are positive as a result 
of the updating.
2.6 Relaxation Labelling: A Neural Network approach
Potential applications of neural networks appear widespread although few concrete exam­
ples of practical networks are currently available. One approach which has recently gained 
interest is that of analogue computation. Neural network approaches for several constraint 
satisfaction problems have been presented in the literature. Hopfield and Tank [10] have 
shown that networks of analogue components can be extremely effective in solving op­
timization problems, including the traveling salesman problem [11] and associative and 
content addressable recall problems in the presence of noise [10]. The major feature which 
makes this approach attractive is the ability to model massive, interacting systems, and to 
arrive rapidly at solutions.
The general structure of an analogue computational network is composed of parallel 
input channels, parallel output channels, and interconnectivity between processing ele­
ments (Figure 2.4. a)
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Figure 2.4: a) A Hopfield network b) The sigmoid function
A Hopfield net is characterized by symmetric connections between units (T^ = Tji), 
continuous output values V% (measured in terms of voltages), sigmoidal output functions 
(Figure 2.4.b), linear activation functions, f  (the input current injected into the element i), 
and an appropriate global energy function which is to be minimized. Hopfield has shown 
that a network with symmetric connections always converges to a stable state in which the 
outputs of all the units are constant. The energy function is of the form:
E(V) = I£  E TfjViVj + E Vilj (2.51)
i j i
We can rewrite this equation:
E(V) = \ E E E E Ti,jmvuv jm + E E (2-52)
i I j m i l
The Hopfield and Tank network could be used for the labelling problem when a simpli­
fication of the support function 2.17 is employed. Recall the support function calculated 
from a 4-pixel neighborhood shown in figure 2.2.a has the form:
QV*  =  Q =  £ £  m )  m  =  "> ) (2 -5 3 )
With this pairwise form of the support function, the labelling problem can be described 
in terms of an analogue computational network with label probabilities calculated by
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amplifiers with output voltages Vn, the connections (compatibility measurements) between 
pairs of elements being the conductances Tn,jm, and the initial probability values being 
represented by the input currents In- We can view the average local consistency as our 
energy function:
HP) = £ £  Pfa = l)Q(0i = l) (2.54)
i I
It is apparent then that Tnjm corresponds to the coefficient of P (6i = I) Q(6i = I). This 
gives:
m = I \ Oj = m)
ildm =  p{6i =  I) (2-55)
The initial input, In, is obtained by forming a consistency equation which includes the 
constraints imposed on the system, for example,
F(P) = £  £  P(9 i  =  t )Q(9i  =  0  +  £  £  (P(8i = 0 - 1 )  (2.56)
i I i I
This formula will find a minimum of the cost function in the feasible region which 
corresponds to the stable states of the analogue network. Successful approaches of the 
labelling problem using the neural nets has been reported by Jamison and Schalkoff [14] 
and Yu and Tsai [30]. However the examples were chosen to be trivial, well behaved and 
constrained. The performance of the algorithm needs to be assessed for over-constrained 
and noisy problems as well as for higher order relational constraints.
2.7 Discussion
A survey of the literature concerning with probabilistic relaxation was presented here. As a 
result of the literature review, a number of research issues have been identified. First of all, 
it would be of interest to compare the various probability updating schemes to confirm the 
theoretical properties of the various methods. Such a study will be performed in the next 
chapter. The second most important issue is that none of the existing schemes appears 
to make any use of the measurement once the relaxation process has been initialized. 
Subsequent chapters of the thesis will address this very shortcoming of probabilistic 
relaxation techniques. It will be shown that the problem can be remedied by means of 
explicitly incorporating binary relations measurements into the relaxation process. The 
complementary methodology developed for objects in lattice configurations will be shown 
to be superior to existing techniques.
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Chapter 3 
Probabilistic Relaxation Applications
h
3.0.1 Introduction
In the previous chapter we showed that many significant advances have been made since 
Rosenfeld, et al. [7] first introduced the probabilistic relaxation labelling algorithm. In 
this chapter, the behaviour of various support functions in relation with different updating 
rules is reported. We choose two different applications: a simple test problem and a more 
realistic application of the probabilistic relaxation techniques which is the edge labelling 
problem.
Several researchers have investigated the relaxation process on particular simple graph 
structures with only a few labels. The most famous one is the three-node-four-label toy 
triangle problem. Despite its simplicity it is a nontrivial example which produces a range 
of solutions dependent on both the initial probabilities and the assumed compatibilities 
between labels of connected nodes. This example is particularly useful to understand the 
nature of fixed points of the relaxation process.
The main aim of the experimental study, reported in this chapter, is to investigate 
empirically the relative merits of the updating algorithms, using the following criteria for 
comparison:
(a) rate of convergence,
(b) computational complexity,
(c) global versus local nature of computation,
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(d) bias, and
(e) effect of the form of the support function.
Edge-labelling is an important task in image processing. It has frequently been used 
as a test problem for the relaxation labelling approach [3, 9]. Faugeras and Berthod [2] 
illustrated their optimization technique for relaxation using four edge labels and a non­
edge label. In their work the compatibility coefficients were derived empirically and the 
initial probabilities were derived using the normalized output of a differencing 3X3 edge 
operator. Firstly the model of the edge process is described and the calculation of the 
gradient vector and the optimal step size is given in 3.2.1. The results obtained are given 
in section 3.2.2 and the problems encountered are discussed in section 3.2.3.
3.1 Applications to a Toy Problem
The toy-triangle test problem is chosen to facilitate the comparison of our results with pre­
vious work and also because of its simplicity. The triangle labelling problem, introduced 
by Rosenfeld, et al. [7], involves the classification of the sides of the triangle according to 
the edge type.
3.1.1 Problem Definition
In this problem each side of a triangle is to be labeled by one of the following labels:
+=convex fold — = concave fold 
-f- = occluding edge —>• = occluding edge
forward object above forward object below
This problem gives 43 =  64 possible combinations, of which only 8 are physically 
realizable (figure 3.1).
As we can see, four of these combinations involve the case where the triangle protrudes 
towards the viewer. The other four involve the case where the triangle recedes away from 
the viewer. So we can reduce the dimensionality of the problem considering the second 
case only. This means that we have a set of two possible labels only {-, —>}. We assume 
that each realistic case is equally likely:
P ( —>, — —>) =  P (—»■, —>,—) =  P (—>,—, ~ =  P (—, —>) =  j  (3.1)
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Figure 3.1: Simple example o f scene labelling
and for the non-realistic cases:
P(- —, —) = P(~, —, -►) = P(- -►,—) = PK —, —) = 0 (3.2)
This gives that the a priori probabilities of labels on anyone object are:
p ( -0  =  f .  p ( - )  =  j
In addition, the conditional probabilities for pairs of objects can be evaluated by:
| =  £  p (*  .= ”*>% = < *,,% =  » *)  
a~en 2 =  w„2)
Three forms of support functions are compared:
• Case 1. Arithmetic average support function.
nntf) . A _  1 , V  /  V  =UJ\@l =  Uei) ~p(00 = pn,Q _  (n A\Q ( 6 , - . ) -  1 + g  |E n ^ (ft -■*.) j (3-4)
• Case 2. Product rule support function.
= « )  =  n{ £  = <*,)) (3.5)
(=1 U ,e fi PW - w) J
34 Chapter 3: Probabilistic Relaxation Applications
Case 3. Evidence-combining rule support function.
« • « - " >  =  < i6>
* E
j j  P n(0i — coet)
l e i :'* p{0i = uJet)
p(6j = u,6i = u 0n\fl e  /*)
The evidence-combining rule support function is the generic form of the support function 
developed by Kittler and Foglein [5]. The product rule and the arithmetic average sup­
port functions are simplifications of this formula considering the 4-neighborhood system 
shown in figure 2.2.a. In the case in hand the three edges are dependent so we cannot 
assume pairwise interactions only. So, strictly speaking the support functions given by 
equations 3.4 and 3.5 do not apply to this problem. However, we use these two support 
functions to investigate if the pairwise form causes any undesirable results.
For each of these three forms of support function three updating schemes are consid­
ered.
•  RHZ—Rosenfeld et a l The updating rule given by equation 2.3 with unit stepsize,
•  Lloyd [6]— The updating rule given by equation 2.47, with optimal stepsize,
•  HZM—Hummel et al. The updating rule given by equation 2.44, the projected 
gradient update.
3.1.2 Network analysis
Before presenting the experimental results, the analytical properties of each support func­
tion are presented. The aim of this is to identify all the possible stationary points that may 
be reached by iterative optimization.
A generally accepted criterion of good labelling is the average local consistency F, 
defined by equation 2.46, which we repeat here for convenience:
F(P) = E E P(0i=v*)QPi=u»,)  (3-7)
i= 1 coo.EQI
For the sake of simplicity we shall also introduce a short hand notation:
p = p (e 1 = “-s-”)
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q  =  P(02 =  
s =  P{03 = “- T )
We can calculate F  for each of the three support functions:
(a). Arithmetic average:
F  = 2 {pqh  +  psk2 +  qsk3 +  pkA +  qk5 +  sk6 +  k7} -  3 (3.8)
(b). Product rule:
F  = {pqski +  pqk2 +  psk3 +  qsk± +  pk5 +  qk6 +  sk7 +  A:8 }  (3.9)
(c). Evidence-combining:
F  — 3 {pqski +pqk2 +p s k3 +  qsk^ + p k 5 +  qk6 +  sk7 + k8} (3.10)
The constants k \ , . . . ,  k8 are combinations of the appropriate a priori probabilities and 
they can be found in Appendix A.
Differentiating these functions with respect top, g, s and setting the first partial deriva­
tives to zero we find for all functions the same solution, (.75,.75,.75), which corresponds 
to a saddle point. Because of this, the maxima or minima of the function F  must lie on the 
boundary of the permissible region. This in our case is a 3-D cube illustrated in figure 3.2. 
The maxima and minima will lie on the faces of the cube. By analyzing the properties
(1.0,1)
(1.1 ,1)
! (o.o.o)
(1.1.0)
Q
Figure 3.2: Feasible labelling region
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of the consistency function on each face of the cube we found that the function in each 
of the three cases considered has one stationary point which is also a saddle point so the 
maxima or minima of the function must lie on the cube edges. In fact, the maxima lie 
on the vertices (1,1,0), (0,1,1), (1,0,1), and (1,1,1). Table 3.1 gives the face saddle points
Face saddle points for each form of the support function Q
Arithmetic average Product rule Evidence combination
(0.5 , 1.0 . 0.5) (0.57 . 1.0 , 0.57) (0.6 , 1.0 , 0.6)
(0.5 , 0.5 , 1.0) (0.57 , 0.57 . 1.0) (0 .6 , 0 .6 , 1.0)
( 1.0 , 0.5 , 0.5) (1.0 . 0.57 , 0.57) (1.0 , 0.6 , 0.6)
Table 3.1
of function F  for each of the three cases considered. Starting from an arbitrary point 
within the feasible region any algorithm optimizing the function F  should reach one of 
the following -solutions:
•  global saddle point
•  face saddle point (Table 3.1)
•  local optimum.
3.1.3 Experimental Results and Discussion
The three updating schemes were considered and compared for each of the three forms of 
the support function. Tables 3.2, 3.3 and 3.4 contain the results. Each row of any table 
contains the initial values of probabilities p,q,s and the value of the consistency measure 
F, the final values of the same probabilities and the local average consistency F, and the 
number, M , of iterations needed to achieve convergence, for each of the three algorithms.
3.1.3.1 Support functions
Interior points: Cases 1,2,3 and 4 are examples of the relaxation process when it is
started from points not very close to the vertices. It is seen that the behaviour of the
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Evidence combining support function
Initial
Probabilities Classic RHZ algorithm Lloyd algorithm HZM algorithm
(p,q,s)
1)
(.5,.5,.5) (.75,.75„75)
M=7
(.75,.75,.75)
M=2
(.75, .75,.75)
M=2
F=2.22 F=3.0 F=3.0 F=3.0
2)
(.5,.4,.5) (1.0.1)
M=19
(1,0,1)
M=4
(1.0.1)
M=4
F=2.04 F=5.33 F=5.33 F=5.33
3)
(.3,.3,.5) (.6,.6.1)
M=23
(.545, .545,1)
M=5
(.5,.5,1)
M=5
F=1.44 F=3.2 F=3.2 F=3.2
4)
(.2..3,.5) (0,1,1)
M=17
(0,1.1)
M=6
(0,1,1)
M=6
F=1.23 F=5.3 F=5.3 F=5.3
5)
(.75,.75,.75) (.75,.75,.75)
M=1
(.75,.75,.75)
M=1
(.75,.75,.75)
M=1
F=3.0 F=3.0 F=3.0 F=3.0
6)
(1.1.1) (1.1.1)
M=1
(1.1.1)
M=1
(.75, .75..75)
M=1
F=1.78 F=1.78 F=1.78 F=3.0
7)
(.0..0..9) (.0..0..9)
M=1
(.0,.0,1)
M=1
(.6,.6,1)
M=1
F=0.0 F=0.0 F=0.0 F=3.2
8)
(.0..0..1) (.0,.0,.l)
M=1
(•0,.0,1)
M=1
(.6,.6,1)
M=1
F=0.0 F=0.0 F=0.0 F=3.2
9)
(.01..01..1) (.6,.6,1)
M=16
(.545,.545,1)
M=4
(.6,.6,1)
M=4
F=0.01 F=3.2 F=3.2 F=3.2
10)
(0.0,0) (0,0,0)
M=1
(0,0,0)
M=1
(.75,75,.75)
M=1
F=0.0 F=0.0 F=0.0 F=3.0
Table 3.2
updating algorithm was similar for each of the three support functions for all these starting 
points. Also it is useful to notice that different initial probabilities lead to convergence to 
different stationary points. The stationary point is not always an unambiguous labelling 
point. Case 1 converges to the global saddle point, case 3 to a face saddle point and, cases 
2, and 4 to unambiguous points.
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Product rule support function
Initial
Probabilities
(p,q/s)
Classic RHZ algorithm Lloyed algorithm HZM algorithm
(.5,.5,.5)
1)
F=2.52
(,75,.75,.75)
M=5
F=3.0
(.75,.75,.75)
M=2
F=3.0
(.75,.75,.75)
M=2
F=3.0
(.5,.4,.5)
2)
F=2.4
(1,0,1)
M=18
F=4.15
(1,0,1)
M=4
F=4.15
(1.0.1)
M=4
F=4.15
(.3,.3,.5)
3)
F=1.97
(.55,.55,1)
M=13
F=3.13
(.55,.55,1)
M=5
F=3.13
(.55,.55,1)
M=5
F=3.13
(.2,.3,.5)
4)
F=1.83
(0,1,1)
M=17
F=4.15
(0.1,1)
M=6
F=4.15
(0.1,1)
M=6
F=4.15
(.75,.75,.75)
5)
F=3.0
(.75,.75,.75)
M=1
F=3.0
(,75,.75,.75)
M=1
F=3.0
(.75,.75,.75)
M=1
F=3.0
(1.1.1)
6)
F=2.37
(1,1,1)
M=1
F=2.37
(1.1,1)
M=1
F=2.37
(.75,.75,.75)
M=1
F=3.0
(.0..0..9)
7)
F=1.5
(.0,.0,1)
M=2
F=1.77
(•0,.0,1)
M=1
F=1.77
(.55,.55,1)
M=3
F=3.13
(.0..0..1)
8)
F=1.5
(.0,.0,1)
M=6
F=1.77
(.0,.0,1)
M=2
F=1.77
(.55,.55,1)
M=3
F=3.13
(.01..01..1)
9)
F=0.214
(.55,.55,1)
M=14
F=3.13
(.55,.55,1)
M=4
F=3.13
(.55,.55,1)
M=4
F=3.13
(0,0,0)
10)
F=0.0
(0,0,0)
M=1
F=0.0
(0,0,0)
M=1
F=0.0
(.75,.75,.75)
M=1
F=3.0
Table 3.3
Boundary points: Cases 7,8 and 9 are examples of the behaviour of the relaxation
process when the initial probabilities are very close to or actually on one of the cube 
edges. Cases 7 and 8 show that for both, the arithmetic average support function and the 
product rule support function, the RHZ and Lloyd algorithms lead straight to the nearest 
vertex although this is not a stationary point. With the evidence-combining support 
function the RHZ and Lloyd algorithms do not move away from the starting point. Case 
9 shows the effect of moving away from the edge by a small amount. Case 5 shows the
3.1 Applications to a Toy Problem 39
Arithmetic average support function
Initial
Probabilities Classic RHZ algorithm Lloyd algorithm HZM algorithm
(p,q,s)
1)
(.5,.5,.5) 
F=2.33
(.75,.75,.75)
F=3.0
M=5
(.75,.75,.75)
F=3.0
M=2
(.75,.75,.75) 
F=3.0
M=2
2)
(.5,.4,.5) (1,0,1)
M=22
(1.0,1)
M=4
(1.0,1)
M=4
F=2.155 F=4.11 F=4.11 F=4.11
3)
(.3,.3,.5) (.5,.5.1)
M=13
(.5,.5,1)
M=4
(.5,.5,1)
M=3
F=1.48 F=3.22 F=3.22 F=3.22
4)
(.2,.3,.5) (0,1,1)
M=18
(0,1,1)
M=18
(0.1,1)
M=4
F=1.23 F=4.11 F=4.11 F=4.11
5)
(.75,.75,.75) (.75,.75,.75)
M=1
(.75,.75,.75)
M=1
(,75,.75,.75)
M=1
F=3.0 F=3.0 F=3.0 F=3.0
6)
(1,1,1) (1.1.1)
M=1
(1.1,1)
M=1
(.75,.75,.75)
M=1
F=2.33 F=2.33 F=2.33 F=3.0
7)
(.0..0..9) (.0,.0,1)
M=4
(•0,.0.1)
M=3
(.5,.5,1)
M=3
F=1.8 F=2.33 F=2.33 F=3.22
8)
(.0,.0,.l) (•0..0.1)
M=3
(.0,.0,1)
M=3
(.5,.5,1)
M=3
F=-2.47 F=2.33 F=2.33 F=3.22
9)
(.01..01..1) (.5,.5,1)
M=5
(.5,.5,1)
M=2
(.5,.5,1)
M=4
F=-2.37 F=3.22 F=3.22 F=3.22
1 0 )
(0,0,0)
F=-3.0
(0,0,0)
F=-3.0
M=1
(0,0,0)
F=-3.0
M=1
(.75,.75,.75) 
F=3.0
M=1
Table 3.4
effect of initiating the relaxation process from the global saddle point. Finally, cases 6 
and 10 are cases when one starts from a vertex point. Case 10 starts from an impossible 
labelling while case 6 corresponds to an acceptable labelling.
The role of the exact form of the support function seems to be secondary. One can 
say that the evidence combining support function seems to be marginally better. This is 
demonstrated in cases 7 and 8 which start from nearly impossible labellings no updating 
takes place using the evidence combining support function while if one uses the arithmetic
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average and the product rule support functions the final solution end up in some other 
impossible labellings.
3.1.3.2 Updating schemes
Interior points: It was evident from the results that the behaviour of the updating
algorithms was similar for starting points within the volume of the cube (cases 1-4). But 
the number of iterations for RHZ was about 3-4 times greater than for the other two 
algorithms. The last statement may not be true for a problem with higher dimensionality 
as the calculations for both, the optimal stepsize, and the gradient directions can slow 
down the HZM and Lloyd algorithms.
Boundary points: For the cases 7-8 the RHZ and Lloyd algorithm do not move from 
the initial points even though these points are not stationary points of the average local 
consistency function. The HZM algorithm converges to a saddle point or to a local 
maximum. Also in case 10 we see again this inability of the RHZ and Lloyd algorithms to 
move from zero probability points. However, the HZM in case 10 moves away from the 
minimum and finds the most consistent global saddle point in the interior of the labelling 
cube. A drawback of the HZM algorithm is that in case 6 it moves away from an acceptable 
labelling and converges to the global saddle point.
In summary, one can infer that the evidence combining support function and the HZM 
method satisfy most of the criteria and thus they must be preferred, as they are theoretically 
better justified than the RHZ and Lloyd methods.
3.2 Application to Edge Labelling
The results from the test problem discussed in the previous section provide some insight 
into the behaviour of the updating schemes under various conditions. The projected 
gradient method of update produced very encouraging results for the test problem. This 
section is concerned with a more realistic application of probabilistic relaxation techniques, 
namely the edge labelling problem. The application of relaxation algorithms to edge 
detection in gray-scale images has been an important consideration, since the development 
of the RHZ algorithm. The projected gradient method has also been applied to edge- 
detection problems by several authors [1,2,8]. However, most of the previous applications
3.2 Application to Edge Labelling 41
adopt the pairwise support formulation to represent contextual information which uses the 
a priori information on pairs of pixels only. The computational problems involved for 
other forms of support are not clear.
Faugeras [1] elaborated on the practical problems in object recognition, conjecturing 
that as the dimensionality increases the known techniques may become difficult to use 
and may create new problems. To investigate such observations, the projected gradient 
method of update is studied in this section in comparison to the RHZ algorithm for an 
edge-detection problem.
3.2.1 The model of the edge process
The aim of this experimentation is to assign labels to pixels. In order to apply the different 
probabilistic algorithms we must provide the following features:
1. The objects to be labelled, i.e. the pixels in the image, which are arranged in a 
regular square lattice structure. The neighbourhood involved in the calculation of support 
is assumed to consist of the 8 pixels surrounding the pixel of interest, i.e. the 8-pixel 
neighbourhood shown in figure 2.2.b.
2. A set of class labels to describe the edge-process. The edge process may be represented 
by several label sets which are appropriate for use on a regular square pixel lattice. The 
label set with the minimal cardinality denotes whether a pixel belongs to the edge class 
or to the non edge class. A more complex set is chosen for the implementation described 
here. This consists of the four labels which represent the edge labels in the directions 
parallel and anti-parallel to the two lattice axes and a non-edge label. The symbolic 
representation of these labels is Q =  {«-, f , b  0}- According to this representation the 
four arrows are orthogonal to the gradient directions of physical edges and 0 represents 
possibility that a pixel belongs to the non-edge class.
3. The initial estimate of posterior probabilities is evaluated by the following method 
which is adopted from Hancock and Kittler [3]. The raw measurements are derivatives 
of the image luminance function. First we filter the image luminance function in order 
to suppress the effect of any thermal noise. The vector of first differences c is obtained
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So 8.
Figure 3.3: Gray-level values.
by the linear transformation of the gray-scale values c =  Ar g where c =  (cl, c2)T, 
g =  (9o, 9u 92)t  shown in figure 3.3 and
A =
Using this linear transformation we obtain:
(3.11)
ci =  g o -  g i 
C2 = go — 92 (3.12)
According to this model, the density function for the derivatives associated with the non­
edge class is multi-variable Gaussian being characterized by the standard deviation a of 
an additive noise component in the image luminance function. The posterior probability 
for the non-edge derived from this density function is:
2  , 2 - c£+c£-c1c2
P(6i =  0 | ci, c2) =  e 3<r2 (3.13)
The residual probability which may be assigned to the four edge labels is then P residuai =  
1 — P(0i =  0 | ci, C2). This is done on the basis of the responses of c\ and C2 , i.e.
7- ) / / )  . 1  \  f  Presiduai  if C2 ^  0
=  C1’C2) =  (  0 otherwisit i e.
P(0i =41 ci,c2) residual
 if Ci ^  0
otherwise.
p{e i = j[ \cu c2) =  [  ^ ~ Presidual lfCl-°
( 0 otherwise.
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P(8i =-s-| C l ,  c2) =  (  lf c2 -  0
( 0 otherwise.
where
A = | C! | +  | c2 | (3.14)
It should be noted that this method uses the smallest mask size to estimate the derivatives 
of the luminance function and it does not require a detailed model of the appearance of 
the variety of edge profiles expected in normal image. From the modelling point of view 
this is a great advantage.
Other methods for evaluating the initial posterior probabilities have been suggested, 
for example in [2] and [8], based on a set of directional difference masks. Any of these 
methods is acceptable and it depends on the ability of the algorithm to improve the initial 
label probabilities which is of interest.
4. Hancock and Kittler have developed a probabilistic model of the edge process, which 
lists the permissible label configuration for the eight pixel context-conveying neighbour­
hood, referred to as dictionary. The properties of this model are first that edges are one 
pixel wide and second that permissible edges propagate continuously in one direction 
or undergo changes in the direction of f . This dictionary reduces dramatically the total 
number of possible combinations of labels from 59 to 181. The dictionary consists of 
Z=181 entries from which the a priori label frequencies for the central pixel are found to 
be:
/ K )  =  / ( t)  =  /(< -)  =  f(i) = 17
/(0 ) =  113 (3.15)
giving a priori label probabilities equal to:
p(cu) = Vw G (3.16)
Zj
As it has been shown in section 2.4.1 this dictionary model of the label process results 
in a critical simplification of the evidence-combining support function, i.e.
Qn{<>i= ao =  e  ( n  Z f = } 4  (3.17)
For this form of support function two updating schemes are considered:
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•  RHZ-Rosenfeld et al. [7] The updating scheme defined by equation 2.3 with unit 
stepsize,
•  HZM—Hummel et al. [4] The updating scheme defined by equation 2.44, the 
projected gradient update.
For the projected gradient method we have to calculate the gradient vector and the optimal 
stepsize.
The gradient calculation
From the definition of the criterion function F(P)  (equation 2.46) and for the selected 
neighbourhood a component of the gradient vector for pixel a* labelled ujgi is given by:
dF . . 1 ( nr€J,*-{»} -^ (^ 1 — x, v
-T - Q  { O i - v ei) +  7 ^ !  E E “ Fr n ( Q = t ) u \  ^ 9i ~Jfe=l I HrG/,* P\ 1 ^6,) >3.18)dP(6i=Wgi
The term S(ujQi = u dk) is the Kronecker delta function defined as:
P/ \ f 1 if the kth entry of the dictionary object a* has label ug.\ /0 15K = utt) = | Q Qtherwise (3.19)
This calculation is complicated because it requires an inclusion of label probabilities for
another layer around the 3x3 neighbourhood. Therefore, the neighbourhood of interest 
becomes a 5x5 arrangement.
The optimal stepsize calculation
The optimal stepsize, (p, is calculated as in section 2.6 by considering the minimum value 
between the two following distances, d and a, i.e.
tp = min {d, a}  . (3.20)
where
J . f P (9,= ut,)d = mm <----------------
Uii,ue;
and a  is obtained by optimising the function F (P  +  cm).
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The calculation of a  in this case involves a polynomial of order 8 which is obtained 
from the equation:
F(P  -t- cm) = (3.22)
r  r  n .  /  1  Z ^ ’ ( t t  P t f i  =  w „ f )  +  a u i { u > e } )
E E  s  i s — r n ^ f )—ieN we.en
Now,
JJ (P ( 0 l  =  u 0k) + aui{Ugk)) =
IGI;
Then P(fii = cjffk) +  a Eag/? ux{UJeO Ehe^ ; P{Qi =  +
1 A 1
a2 Eag/? E*e/f Wa(^ )Wx( )^ n»e/f P(0i = Ofy*) + 0(«3) • • • (3.23)
l ^ X ,  X
Let
(3.24)
zGAT Mg. GO
* (* = « * ,)  E S " ’ E a^ - » > K )  ¥>n(M ' + «*<(“ ».) e ;s
P{Ql—Ugk)
z(ug.)  I l / e j *  p (ei - wef)
and
(3.25)B  =  i Z Z
iG-Af tiJ#. Gf^%
n.«? p (ei - u ek)
P {ei= uei) E L ?*  Eae/? E.6/? ¥Xn(M------ +x^ A
ILe/? P(9i=0Jek)
« f k )  e S T  E a6/; « a ( ^ )  ¥X'n (M
where n(ft, z) =  EirG/t =  ^ 0*) Applying the approximation 3.23 we can show that:
F{P  +  cm) -  F(P)  = a A  +  a 2B  (3.26)
3.2.2 Experimental Results
This section describes experimentation results undertaken to investigate the performance 
of the two algorithms.
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(C) (d )
Figure 3.4: Results obtained for RHZ algorithm, (a) Original image after 
filtering, (b) Initial labelling, (c,d) Labellings obtained after 2 
and 5 successive iterations respectively.
3.2.2.1 The RHZ algorithm
Both synthetic and natural images have been used to evaluate the behaviour of the algo­
rithm. The synthetic 64x64 pixel image is a dark circle (gray level value 64) in a bright 
background (gray level value 194). This image is selected in order to evaluate the ability 
of the algorithm to detect edges of varying orientation. Results have been obtained both 
from a non-noisy image and from a noisy one. The noise is additive Gaussian noise with 
signal-to-noise ratio y . Figures 3.4 and 3.5 show a sequence of labellings obtained after
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(a) (b ) (c)
(d ) (e)
Figure 3.5: Results obtained by RHZ algorithm, (a) Original image, (b)
Initial labelling, (c-e) Labellings obtained after 1,5 and 7 suc­
cessive iterations respectively.
each iteration of the relaxation procedure.
The RHZ algorithm performed very well for this problem. The algorithm converged 
to a point which is close to the global optimum of function F(P).  The global optimum 
was found by evaluating F ( P ) for an image with no edge labels. The criterion value at 
the global optimum was found to be 3600. The RHZ algorithm for the non-noisy image 
converged to the point 3596 after 7 iteration and for the noisy image converged to the 
point 3544 after 10 iterations. Experiments have been performed on real images as well. 
Figure 3.6 and 3.7 are examples of the performance of the algorithm. We can see the 
capability of the RHZ relaxation algorithm to locate the important edges without labelling 
an unacceptable number of non-edge features as edges.
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(a) (b)
(c ) (d ) (e)
Figure 3.6: Results obtained with the RHZ algorithm, (a) Original image 
after filtering, (b) Initial labelling, (c-e) Labellings obtained 
after 1,3, and 6 successive iterations respectively.
3.2.2.2 The projected gradient algorithm
The projected gradient algorithm was applied only for the synthetic, non-noisy image 
because of the problems which it raised. First the stepsize for each iteration was extremely 
small. The updating probabilities were still very close to the initial ones after several 
iterations. The convergence was a result of rounding error rather than the result of 
reaching an optimum. The time was extremely long comparing with the RHZ algorithm 
which took only 35 sec. per iteration.
An alternative strategy used to overcome the problem of small stepsize is to have for 
each pixel a different stepsize factor, selected as follows:
Pi = min {dita} (3.27)
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Figure 3.7: Results obtained with the RHZ algorithm, (a) Original image 
after filtering, (b) Initial labelling, (c-e) Labellings obtained 
after 2,9, and 17 successive iterations respectively.
where
d; = min < —
lL1,^ 9-
(3.28)
This strategy is heuristic and it alters the gradient vector as its components are multiplied 
with different factors. Using this technique and a small threshold the result obtained 
for the synthetic image is shown in figure 3.8. The edge of the circle consists of two 
concentric rings. This boundary separation into two concentric circles is due to the 
filtering procedure. Because we smooth the image luminance function, the step edges are 
converted into ramps and, the derivative of the image has a constant value over several 
pixels so that the algorithm fails to converge to a single thin circle.
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(a) (b )
(d)(c)
Figure 3.8: Results obtained with the Projected gradient algorithm, (a) 
Original image after filtering, (b) Initial labelling, (c,d) La­
bellings obtained after 6 and 15 iterations respectively.
3.2.3 Discussion
This section was concerned with a more realistic application of the probabilistic relaxation 
techniques which is the edge labelling problem. The model of the edge process was 
described and the calculation of the gradient vector and the optimal step size was given.
The original RHZ algorithm converged to a solution which produces a reasonably 
good edge-map. The convergence time was short, and computationally there were very 
few problems. The projected gradient method of update failed to perform reliably for 
this problem. This is due to the complexity of calculating the components of the gradient 
vector and a suitable stepsize.
The large dimensionality contributed towards the small numbers obtained for the 
stepsize. Using different scale factors for each pixel, improved the method in terms of the
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distance moved, but the ramp edges were detected as double lines.
3.3 Conclusions
This chapter studied practical aspects of the probabilistic relaxation processes by applying 
them to two different problems. Three updating rules have been studied on a test problem 
and on a more realistic problem concerned with the detection of edges in images. In theory 
the projected gradient method of update is better justified. In practice, for the simple 
test problem, the method produced unbiased results and convergence to the solutions 
predicted by the analysis. However, the projected gradient method failed to live up to 
the expectations once the dimensionality of the problem increased. Thus for practical 
problems it was found that the classical RHZ algorithm was to be preferred. We have 
adopted the classical updating algorithm in the studies related in the rest of the thesis.
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Chapter 4 
Combining evidence in probabilistic 
relaxation
4.1 Introduction
The effectiveness of probabilistic relaxation labelling approach has been demonstrated on 
numerous applications including edge and line detection [9, 10, 13, 15], correspondence 
matching [1, 11], remote sensing and 3D object recognition and has shown success or 
great promise in many different areas [8].
An outstanding criticism of probabilistic relaxation was the inefficiency with which 
it utilized observational data. The process did not make use of measurements, with the 
exception of the initialization stage where observations were used to compute the initial 
noncontextual probabilities for the candidate labels at each object. Although this limitation 
was known very widely, a less widely appreciated but equally serious shortcoming is that 
the richest source of observational information contained in object relations was never 
tapped by existing probabilistic relaxation processes.
This chapter is presenting the theoretical foundations for the probabilistic relaxation 
process which significantly advance the mathematical apparatus developed in Hancock and 
Kittler [7] and make it applicable to labelling problem with known adjacency relationships. 
The object labelling problem is formulated in the Bayesian framework for contextual label 
assignment. The novel feature of the formulation is the explicit inclusion of binary 
relations among the conditioning variables of the contextual probability defining the label
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probability updating expression. The formulation leads to an evidence combining formula 
which prescribes in a unified and consistent manner how unary relation measurements 
relating to single entities, binary relation measurements relating to pairs of objects in the 
regular lattice, and prior world knowledge encapsulating the known interactions of objects 
should be jointly brought to bear on the object labelling problem.
In a recent work of Christmas etal. [1] the role of binary relations was considered in the 
context of object arrangement in the form of a general graph. In this thesis we are assuming 
that the objects to be labelled are arranged in a rectangular grid with known adjacency 
relations. Such a situation arises when the objects to be labelled are, for example, the 
pixels of an image. The knowledge of the adjacency relations between the objects to be 
labeled allows, as in [7], the computational complexity of the approach to be curbed by 
means of a label configuration dictionary which implicitly sets the a priori probability 
of all physically infeasible object label configurations to zero. The evidence combining 
scheme will be shown to be unbiased.
The compatibility coefficients of the process are defined in terms of the binary relation 
measurement error distributions. In consequence, measurements enter all iterations of the 
relaxation process. The support function was also derived from the formulation, rather 
than being specified ad hoc. Further, the theoretical framework also suggested how the 
probabilistic relaxation process should be initialized based on unary measurements. This 
overcomes the heuristic evaluation of the initial probabilities suggested in [3] and [15].
The chapter is organized as follows: In section 4.2 we formulate the general problem 
of object labelling and derive the necessary formulae which make use of the binary 
measurements and the regular grid structure assumed. The neighborhood concept is used 
to make the formulae amenable to the Dictionary look up approach of domain knowledge 
representation which is fully exploited in section 4.3. In the same section we also discuss 
the relationship of the present approach to the work presented in [7]. Our conclusions are 
given in section 4.4.
4.2 Theoretical framework for object labelling using 
probabilistic relaxation
In this section we repeat the formulation of the labelling problem for the regular grid 
structure which we are trying to solve, in the framework of Bayesian probability theory
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and derive the necessary formulae for the relaxation labelling approach.
4.2.1 Formulation of the Problem
In a general labelling problem one is given the following:
• A set A  of N  objects which in our case are assumed to be arranged in a regular 
square lattice structure, i.e. the pixels in the image:
A  =  { a i ,  a,2, . . . ,  o /v}
•  A set fli of Mi + 1  possible labels which can be assigned to object a*. For simplicity, 
we will assume that the set of possible labels is the same for all objects and drop the 
subscript i from f2* and Mz-:
Q =  {o;o,o;i,. . . , % }
Each object a* has associated with it a class identity 9i that assigns it to one of the 
label classes in the set Q. At the end of the labelling process, we expect each object 
to have one unambiguous label value. However, we allow more than one objects to 
have the same label.
•  For each object az- we have a set of measurements corresponding to the unary 
attributes of the object:
r  _  /-(!) T(2) r (mih
where mi is the number of unary attributes per object.
• Further, for each pair of object a* and cij we have a set of bilateral measurements 
symbolized by A i f
a . .  —  /  a .X1) a . . ( 2) J . . ("»2 ) l
u T X ij ----  \ S \ l J  ,  'ST-IJ  3 ■ ■ • 3 J
Examples of binary relations are the relative position of one object with respect to 
the other, relative size, orientation etc. Let us say that we have m 2 binary relations 
in total for each pair of objects, A i j ^  symbolizing the numerical value of the kth 
binary relation between objects a* and a,j, being a vector, a scalar or a matrix.
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For convenience, we introduce two sets of indices defined as:
N o =  { 1 ,2 , . . . ,7V}
Ni =  {1,2, —l,z +  1 , ]V}
Also, for brevity, we shall use the following notation: A i j j ^  meaning all the binary 
relations object a* has with the other objects in the set, i.e.
• • • 5 A n~lj ^m+Ij • • • j
Finally, for simplicity, we shall use the abbreviation:
E = E ••• E (4-D
with similar interpretation for ieN.i anc* meaning the sum over all possible
values of label 0;.
4.2.2 Probabilistic Relaxation using the Bayesian framework
As we have seen in chapter 2 (section 2.4.1) in the object centered interpretation the 
emphasis is on one node at a time. Contextual information is used to reduce the ambiguity 
of labelling a single object. Note that object centered interpretation does not guarantee 
that the global interpretation makes sense. The use of context merely reduces the chance 
of the global labelling being inconsistent. The label 0; of an object a* will be given the 
value ug{, provided that it is the most probable label given all the information we have for 
the system, i.e. all unary measurements and the values of all binary relations between the 
various objects and thus, we may say that the most appropriate label of object ai is ug. 
that satisfies:
P{Oi =Ljgi \x1, . . . , x N,A kj,V k  G N 0ij  G Ni) =  
m axP  (0{ =  A|£1} A kj, Vk e  iV0, j  G N t) (4.2)
One can argue that for certain types of binary relations used, the label of an object is only 
affected by the values of the binary relations in which it is directly involved, and there is 
no need for the consideration of ternary and higher order relations. Such a type of binary 
relations are metric relations which specify uniquely one object given the identity of the
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others. An example is: object ai is at 135° angle from object aj and at distance 25 units 
from it. Topological or symbolic relations like object ai is on the top o f object aj are not 
appropriate for this type of formalism. Surprisingly, however, many standard labelling 
problems in computer vision fall into the admissible category. For the binary relations 
described above it can be shown by Mathematical Induction that there is no need for the 
inclusion of all binary relations of all objects in order to identify an object, and thus, we 
may say that the most appropriate label of object az- is ug. that satisfies:
P  (Oi = v ei\xl t . . . ,  x N, AijjeNi) = m axP  {Oi = • • •, £jv, A jje w )  (4.3)Ac' *
The above formulation of the problem is similar to the one described in [1]. The 
basic difference between that work and ours is that here we assume a regular lattice that 
represents objects to be labelled. This kind of spatio-temporal organization results in well 
defined physical adjacency relations between the objects and also to the same relationship 
over objects and constraining relations over labels on objects to exist through all the lattice.
Applying the Bayes formula for conditional probabilities, equation 4.3 can be ex­
pressed as:
p U  nr A... \ — P 1? • • 'AijjeNi) (A A\P  \yi ^ 6i |—15 • • • 3 Si-N: Ajjj'giVi) / . \ (4*1vp 3 • • • 3 XN, A.ij,j£Ni)
From the theorem of total probability the right-hand side can be expanded to:
.  . .  .  ^2u>g.ieN. P  ( ^ 1  =UJ0i 3 • • }  9N  ~  W 0 J V 3  ” 3 * £ . / V 3  ^ i j , j £ N i )
P  \Gi=tOQi | . . . ,  x N ,  A . i j j z N j  —  _  -  _  — -  2 \  ( 4 - 3 )
^-JU>el ,leN0 P  ( '  1  ^  1 3 * ’ 3 ^N W&N 3 ^ 1 3  ” 3 £-Nl ^ i j , j& N i )
The joint probability function which appears in the numerator and the denominator of the 
above equation can be expressed as:
P  i f  1  ^01  3 • • ■ 3 @N ^On  ’  — 1  3 ’  ’ ’ 3 2LN 3
P  {x.\  3 • • • 3 & N  I ^ 1  Lrf0l 3 • • • 3 @N ^0N  > ^ i j j E N i  )
xp  (01 =  uj0i , . . . ,  eN = U0N, Aij,jeNi) (4.6)
•  Assuming that the binary measurements do not add more information for the unary 
measurements when the labelling information is given:
P  fei, ■ • • , XN \9i —U)q15 . . . , ON=UgN, A i j fjeNi) — 
p  (®1 , . ■ • ,XN \9i = u 01, . . . , 0N =  UgN) (4.7)
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•  Further, assuming conditional independence of the measurements for directly interacting 
objects, equation 4.7 can be simplified to:
p ( x 1:. . .  , x N\91=ug1, . . .  ,9n  = u 0n) = J J  p(x_j \9j = u 0j) (4.8)
jeN0
Using Bayes formula once more we can write:
P (9j = uj0j \xj) , v 
V 5 0n =uj6n) =  J J  —f j -  3—y ~ p  [XjJ (4.9)
jeNo P y& j-vej)
where p(9i = u 0.) is the prior probability of label u 0i being assigned to object a*-, and 
p [xj'j is the mixture probability density of measurement Xj.
Turning to the first factor on the right-hand-side of equation 4.6, we can factorize it as 
follows:
P (^1  ^ 6\ 5 • • ’ j ^ 0i 3 • • • @N ^On 5 (4> 10)
P [Ai\ | A i2i • ’ • 3 A-H—13 . . . 3 v4 fjV3 ^1 ^ 0i 3 • • • 3 ^0jv) ^
P (Ai2 | A ^ , . . . ,  A a-u  Aa+i, • • •, AiN, ^i=^0i3 • • • 3 Qn=w0n) x 
. . .  X p(AiN  I 9i=txJ01, • • • 3 Qn= Uon ) x p(9i=Ug1, . . . ,ON =CU0n )
where p (9i = u 01, . . . ,  9n = uj0n) is the prior probability for the particular label configu­
ration to arise.
•  We assume that the binary relations in the set A ijjem  are independent of each other; 
in other words, A i^  by itself provides no information about A%j2 without knowledge of 
A jij2, which is not in the set A ijjem  anyway. We also assume that the value of the binary 
relation A ij depends on the labels of objects a* and aj only. Then the above expression is 
simplified to:
p (0-L =  U)01} . . . 3 9i = Ug., . . . 9N =  UgN, Aijj^Ni) =
{ I I  P { ^ ij  I Oj=LJ0j ,9i=UJg^ > X p(91=Ug1, . . . ,9i = Wgi, . . .9N =aJgN)(4.1\)
Finally substituting from equations 4.9 and 4.11 into 4.6 and subsequently into 4.5 we 
obtain:
P  ( 9i — wQi \x.-± , . . . , X_jy, AijJ(zN{ )
P i e ^ g . )  ]CMC|tt6W. | I I i€W< PVs=»9 j ) • (4 .12)
p ( 8 i = u s ) ^ 2 u , g h l e N . P ( 8 j = ^ g . ) J P (  ^ = W 8N )
4.2 Theoretical framework for object labelling using probabilistic relaxation 59
where the probability density functions p (xj'j have been cancelled.
The desired solution to the problem of labelling, as defined by equation 4.3 can be 
obtained by using equation 4.12 in an iterative scheme where the probabilities conditioned 
on the unary measurements that appear on the right hand side of the equation are calculated 
at one level of the iteration process, and the probability on the left hand side is the updated 
probability of a certain labelling [5] [7].
Thus, the iterative updating rule can be obtained, i.e.
is the support function expressing the contextual support a certain labelling receives at the 
nth iteration step from all other possible labels in the scene, taking into consideration the bi­
in the above expression represents the error distribution in the measurement of the binary 
relation Aij given that object a* has been identified with label and object aj has been 
identified with label ujq. . Clearly, in the absence of noise, this probability would be a delta 
function at the value of the corresponding binary relation between the two labels.
by the unary measurements only.
4.2.3 Exploiting The Regular Object Arrangement
Clearly, the above formula is of high complexity. The number of binary relations required 
if every object were to interact with every other is far too large for computational efficiency. 
However, due to the nature of the binary relations assumed, in practical situations many 
of them are not directly relevant to the labelling of a particular object. If one considers 
only a subset of the binary relations for object interpretation, the situation is simplified 
enormously. Formally we assume that there are nodes in the network which interact
(4.13)
P in) {Of =  to.) Q("> (6i =  to.)
where,
Q ^(ei= toei) = (4.14)
P (n) (6j -  u 0j) p  (Ajj  | Oj = u 6i, 6j -  u)q. )
p{ej =u0j) p  (6j =  ujG., M j  e  N o )
nary relations that exist between them and object a*. The quantity p (Aij | di = , 9j = uqj )
The iterative scheme is initialized by assigning to all objects the probabilities dictated
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directly and nodes which interact indirectly through low adjacency relations. The latter is
denote the set of nodes interacting directly with node i, by I* C N{. The set of nodes I* 
plus node i will be called the contextual neighborhood of object a* and referred to by 
Under this assumption the evidence combining formula derived above becomes:
current evidence in the contextual neighborhood The repeated updating would eventu­
ally enable us to acquire global contextual information from the whole network because at 
each updating the current probabilities reflect contextual evidence from gradually increas­
ing neighborhoods. This is after all the essence of and philosophy behind probabilistic 
relaxation algorithms in general.
Indeed, equation 4.3 can be viewed as a system of N  x  (M  +  1) equations with 
N  x (M + 1) unknowns, the probabilities of each possible label assignment. It effectively 
says that the most probable label of an object depends on the most probable labels of 
all other objects. It is a well known mathematical trick to solve such nonlinear systems 
of equations by iteration. It is also known, however, that such schemes do not always 
converge to the solution. Thus, it is clear that the global convergence of the scheme is an 
open question and it is only answered here experimentally. Generally, relaxation labelling 
procedures will find a local unambiguous extremum or a local ambiguous saddle point. 
This is not necessarily considered a drawback [2, 3], as a local optimum is more likely to 
reflect the information content introduced by the unary measurements.
4.2.4 Test cases
We shall demonstrate that the updating formula satisfies the important property of being 
unbiased in the following two cases:
evident in a lattice structure where we know the adjacency relations between objects. We
p{6j = u G Ii)
(4.15)
which now provides a contextual label probability at node i which is extracted from the
•  All nodes are independent:
The independent node case was first studied by Pavlidis [12], and requires that the
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objects in such a network do not convey any contextual information about each 
other, and therefore the initial probabilities must remain unchanged by the updating 
formula. It has been shown by Pavlidis that the original algorithm [14] did not 
exhibit this property. It will been shown now that the present updating scheme 
satisfies this property under the independent node assumption, i.e.
p(0i = u)r , 0j =  loq.\fj 6 I*) = p(0i = u r) J I  p(0j = LJ0j) (4.16)
jgj;
indicating a total lack of prior world knowledge.
One can obtain two different results depending on the kind of the binary measure­
ments used:
-  We assume that the binary relations do not convey any relevant information,
i.e.
V ( A j  I Qi=uei,0j =uj0j y) =  p  (Aij)  (4.17)
where p  (Aij)  is the prior probability for a certain value of the binary measure­
ment to arise.
Indeed, by substituting 4.16 and 4.17 into 4.14 and subsequently into 4.13 
and noting that the term flje/t P(0j = ^ 0j) appears both in the numerator and 
the denominator (and thus cancels out) we find that:
P n+1(0i =  ujr) =  P n(8i =  u}r) (4.18)
which is the correct result.
-  We assume that the binary relations provide extra information. Then 
the error distribution in the measurements of the binary relation 
p{Aij\9i = u)r , 0j — LO0j ) cannot be independent from the actual labels. In 
this case the binary relations act as links between the nodes and render them 
dependent. Thus, the updating rule still holds and the evidence combining 
formula becomes:
Q ^ i e ^ e , )  = £  n  P<"> 104=w»„ * ,=< *,)
(4.19)
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where only pairwise interactions between nodes are considered and no a priori 
knowledge is present which is actually the case examined in [6].
• Absence of any measurement information
This means that x u  . . . ,  x N, Aijj<zNi do not convey any information, and then, for 
every i E N 0 and every j  G Ni and every uji G £1, we have
P (Oi=uoi\xi) = p(0j= u e.) (4.20)
P ('Aij\0j=wej , Oi =  fda) =  p (Aij) (4.21)
If we substitute in equation 4.12, and distribute the factors of the product between 
the corresponding summation signs we obtain
P  (6 i= ue, |xjJ€h, A i j ja t )  = p(6i=U0i) (4-22)
as might have been expected.
Notice that even if the unary measurements do not convey any information, the 
binary measurements may still be informative. That is the reason why schemes 
which almost ignore the unary relations, but use binary ones, are able to find good 
solutions to the labelling problem (eg [11]). In such a case equation 4.21 does not 
hold, but equation 4.20 holds and the updating scheme takes the form:
P  (@i \ s i j j e l i  1 'A -ijjZ li  )  (4.23)
S o { r i j e i j *  P (^ ij  I 5 ^ Oj) } P (^1  ^ 615 • • ■ 3 u &N)
E W.6SI E w,J>lef. I Si =  0Js,9j=we^ ) ’p{el =ujei, . . .  ,e N = ^eN)
As it can be seen from the above equation no updating is needed and simply we 
have to choose the label coBi that maximizes the expression on the right hand side.
4.3 Dictionary look up
Unfortunately, the above formulae (4.13, 4.15) still have an obvious drawback. They are 
of exponential complexity in terms of the number of possible combinations of labels in the 
contextual neighborhood. Indeed, the presence of the joint probability p(6i = ujel, \fl G /*) 
in the formula for the support function implies that there are (M  + l ) k terms in the multiple
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sum on the right hand side, where k is the number of elements in I{. As we have seen 
in 2.4.1.2 an approach for reducing the exponential complexity is based on the dictionary 
look up method. The dictionary of allowable label configurations in this case becomes 
a dictionary of allowable local label configurations and the number of its entries reduces 
significantly [4].
Assume that D i , i = 1, . . . ,  N , is the dictionary of all physically realizable config­
urations of labels in /*. Z{ is the number of entries in the dictionary, Z{ = | D{ |, and the 
dictionary is partitioned into m  sections A ( ^ )  which have cardinalities Z^ujq^. Each 
section contains all the configurations which assign the same label to the central object. 
Then the kth entiy in the dictionary is a set of labels which we denote by:
n ? K )  =  {ft =  ««.. % =  v-?'e  <4-24)
Since the probability measure associated with any logically impossible configuration is 
zero, i.e.
p ({0; =  u>i, 0j = wej, Vj e  / ;}  $ DjiweS) =  0, (4.25)
the relevant formulae remain the same except equation 4.15 for the support function which 
is replaced by:
-  w b s  <4-26>
z < K )  r  p ( n )  ( e ^ u ^ p f A a  1 0i = u } e . , 0j = u j j ; ) )
E II —  ^ - A }k\  . #(«?K))
*=i belt P \ i = ) J
This support function enables us to use information concerning the label assignments 
to the full context-conveying neighborhood.
4.3.1 Relation to previous work
We show in 2.4.1 that Kittler and Hancock [7] derived the support function for the labelling 
problem as:
1 Zi{uJ6i) { P {n) (Q j=uke ) \
Q<»>(*i=U tl) = £  n  k c  [ p ( n ? K ) )  (4 .2 7 )
P W - w o J  k=1 [ j e / .  p { 0 j = i o l j )  J
Comparing this with the support functions given by equation 4.26 we note that in their 
approach, no binary relations were taken into consideration. In fact, the only measurements
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used were the unary measurements, which were used to assign the initial label probabilities 
only. During the subsequent iteration steps the process tended to be dominated by the 
model rather than the data. To accommodate for the lack of binary information in the 
present framework, one should set p (Aij \ Qi =  uje., 9j =  uj6j) =  constant for every i and 
every j  £ and every ajg., uoej £ Q indicating a total lack of preference for any label 
combination.
The advantage of the support function derived in this paper is that it is defined in terms 
of the binary relation measurement error distributions. In consequence, measurements 
enter all iterations of the relaxation process. In contrast the one derived in [7] does not 
make use of measurements with the exception of the initialization stage. In the next two 
chapters, we shall show many examples where the two approaches are compared.
4.4 Discussion and Conclusions
We have developed a general methodology for object labelling when the items to be 
labelled are arranged in a regular grid structure. In such cases, it is possible to encode 
our domain knowledge in the form of a dictionary which contains all permissible local 
label configurations. Our approach uses unary and for the first time binary measurements 
in the framework of a rigorous probabilistic theory to derive formulae which allow us to 
update the probabilities with which we assign various labels to the objects taking into 
consideration pairwise interactions between neighboring objects. This way, one of the 
major objections to probabilistic relaxation, namely the disregard of the data after the 
initial assignment of probabilities, is removed.
The significance of the theoretical foundation developed is manifold. It not only offers 
a better understanding of the probabilistic relaxation labelling process and removes its 
heuristic components, but most importantly, it offers a clear methodology for designing 
such processes. It was shown that the measurements on both unary and binary relations 
enter the process in the most natural way through measurement error distributions which 
in most applications are likely to be known.
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Chapter 5 
The edge detection problem
I L
5.1 Introduction
We shall apply the theory developed in the previous chapter to the problem of edge 
labelling. The edge-labelling is an important task in image processing. A great deal 
of literature exists on the subject (eg [2, 10, 12]). The more recent algorithms can 
be categorized to: optimal filtering (eg [3],[11]), surface-fitting (eg [7]) and sequential 
contour tracing techniques (eg [4],[8]). Despite this amount of work the edge detection 
problem remains a difficult one.
By far the most common approach is that of the filtering, and in particular of linear 
filtering. And although a lot of effort has been put into the filtering stage of the problem, 
the non-linear stage of the process, namely that of post processing, has been largely 
neglected. In general, the output of most algorithms tends to be fragmented and noisy, 
requiring careful post-processing. The main drawback of many of the edge detection 
algorithms is that the classification of a pixel as an edge is made without taking into 
consideration the edge structure in the neighbourhood of the pixel. Our approach to the 
problem concentrates on detecting the edges as well as preserving their lateral continuity. 
To achieve this, we put more emphasis on edge line modelling and on exploiting the 
information in the postprocessing stage which uses the probabilistic relaxation algorithm 
developed to refine iteratively the initial probability estimates via contextual constraints 
imposed by neighbouring objects.
The organization of this chapter is as follows: Firstly, the model of the edge process is
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1 2 3
4 c 5
6 7 8
Figure 5.1: Contextual neighbourhood
described in 5.2 and then the calculation of the distributions of the raw measurements and 
of the binary relations assumed are given in 5.3 and 5.5. The results obtained are given in 
section 5.6. Finally, discussion and conclusions are presented in 5.7.
5.2 The edge model
As it was shown in 3.2.1 in order to apply the probabilistic algorithm we have to provide 
the following features:
(a). The neighbourhood structure, i. e. the size and form of the immediate neighbourhood 
of a pixel involved in the calculation of the support function. In the current example 
it is assumed that the neighbourhood of a pixel consists of the 8 pixels surrounding 
it. (fig. 5.1).
(b). A set of class labels. The edge process may be represented by several label sets which 
are appropriate for use on a regular square pixel lattice. The set Q =  {<-, ^ , —i►, b  0} 
chosen for the implementation described here consists of the four labels which 
represent the edge labels in the directions parallel and anti-parallel to the two lattice 
axes and a non-edge label.
(c). The dictionary which in our case will consist of the set of 3 x 3 permissible pixel 
configurations.
The dictionary which we are going to use is the one developed by Hancock and 
Kittler [5] eight pixel context-conveying neighbourhood. Their dictionary is based on 
the assumptions that edges are one pixel wide and that permissible edges propagate 
continuously in one direction or undergo orientation changes by no more than 7t/2.
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t  
t
Figure 5.2: Example entries o f the dictionary
This dictionary reduces dramatically the total number of possible combinations of labels 
from 59 to 181. Examples of entries which are included in the dictionary are shown in 
figure 5.2. The a priori probability p (Oj = u)q. ) can be determined by using the appropriate 
configuration-frequencies from the dictionary. Here we have assumed that all dictionary 
items are equally likely. This model leads to the value p(£lk) =  1/181.
In the subsections that follow, we shall discuss the basic “ingredients” needed for the 
application of the proposed algorithm and how they can be extracted from the image itself 
and the knowledge of the assumed type of noise.
5.3 The raw measurements
The raw measurements are derived from the image luminance function l g. In this appli­
cation a convolution mask will be used which has the following form:
A =
an,n — 1 
l ,n  l,ra—1
l,n  Q"n— l ,n —1
—an,n Q"n,n— 1
®n,0
1,0
0
- a n- i,o 
tin, 0
®n,n—1 ®n,n
l ,n —1 t l n — 1,7
0 0
®n—l,n —1 l,n
®n,n—1 ®n,n
(5.1)
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and the raw measurements are calculated as:
cx (k,m) = Y % = - n Y ! j = - n X g { k  + i , m  + j ) A ( n  + i , n  + j)
cy (k, m) = E£=-n E j= -n Zg (k + i , m  + j)  A  ( n j , n  + i)
We assume that we are dealing with additive Gaussian noise in the image with standard 
deviation ag. Then the vector c =  (cx, cy)T is normally distributed [6] with mean
j l=  (/xcos(a), /xsin(a))r
and covariance matrix:
£  =  <*
E i  E j  A '2 (i, j)  E i  E j  A  (i, j )  A  ( j ,  i )  
E j  E j  A  (j , i) A  ( i , j )  D i  E j  A 2  (j, i) (5.3)
where
fi: is the actual magnitude and
a: is the actual orientation
of the edge in the noise-free image.
Because the mask is symmetric in the horizontal direction and antisymmetric in the 
vertical one,
E i E j  A  0, j )  A  0 , *) =  0 and
s =  (5.4)
where I_ is the unit matrix.
So the random variables cx and cy are independent with probability density function:
1 (cx-At cos(q))2+(cy-fj sin(a))2
fcx,cy{cxt cy) =  2£72
where a2 = a2 E i E j  A j 2
Note that for the non-edge case (/x =  0) we have:
ft,Cy <h,) = (5'6>
We shall use the Sobel edge mask for which n — 1, an = 1, and ai0 =  2. The Sobel 
mask was adopted for the following reasons:
•  The Sobel filters are very common and their use allows the comparison between 
relaxation and other post-processing techniques.
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• Better edge localization can be achieved and more details of the image can be 
preserved by using small filters values than by using larger ones.
•  As Sobel filters cannot cope well with noise, their use will allow the evaluation of 
the ability of our algorithm to improve the initial label probabilities and demonstrate 
the power of a good postprocessing technique to improve even poor filter outputs 
obtained with the minimum number of operations per pixel.
The raw measurements cx and cy associated with each pixel are going to play the role of 
the unary measurements for our application. As we mentioned earlier, the initialization 
of the a posteriori probabilities should be done on the basis of these attributes. Thus, we 
shall discuss in this section how these initial posterior probabilities are chosen.
Equation 5.6 of the previous section expresses nothing else than the joint conditional 
probability density function for the filtered non-edge pixels, p (c| 0,- =  0), which, therefore 
is Gaussian with zero mean and covariance matrix X given by equation 5.4.
Following the methodology in [5] and [6], and using the relative probability densities 
(equation 5.6) of the zero and non-zero responses of the filters, we obtain a lower bound 
on the a posteriori probability for the non-edge label i.e.
The residual probability which may be assigned to the four edge labels is then P residuai — 
1 — P(0i =  0 | c). This assignment is done on the basis of the responses,cx and cy, of the 
filters, i.e.
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(5.7)
Taking the lower bound for the probability P ^ ( 6 t =  0|c), we have:
Presiduai if cx > 0 
0 otherwise.
= \ I c) =  /  i Presidual if Cy > 0 
1 ~ \  0 otherwise.
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p{Q. =^| c) =  < ^ residual if Cy ^  0
1 0 otherwise.
p^Q.   .^| qJ   /  ^residual if Cx ^  0
% ~ \  0 otherwise.
where
A = | cx I +  I Cy  I . (5.8)
5.5 The Binary Relations Density Functions
We consider two binary relations, namely the difference of the magnitude A i / 1^ and the 
relative orientation between the gradient values assigned to the two edgels A i / 2\  The 
probability density functions of the values of these binary relations need to be defined next. 
First we assume that the binary measurements associated with each pixel are independent 
from each other and from one pixel to the next.
This assumption is not strictly correct especially after the filtering process. Thus, 
the extent of its validity and the consequences of its obvious violation will have to be 
established experimentally. In the subsections that follow we shall derive the probability 
density functions of the relative magnitude and relative orientation of two neighbouring 
pixels for various label combinations. It will be shown at the end of this subsection that 
the real distributions (estimated experimentally) are quite close to the approximated ones.
We start by computing first the probability density functions of the magnitude and 
orientation of the gradient function at each pixel position. We shall calculate here these 
probability density functions for the edge and non-edge cases. From the raw measurements 
for each pixel we can calculate the magnitude (r) and the orientation (6) of the local gradient 
vector:
r  — \ J c x 2 +  c y 2 , 6  = arctanf — J
\ C X /
For such a case we know that (see Papoulis [9] page 146) the joint density function for the 
random variables r and 6 is given by:
f r A r>6) =  r fcx,cy {r COS(0), r  sin(0)) (5.9)
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Upon substitution from equation 5.5 we get:
T  ( t  c o s (O)  — h  c o s (a ) )2 + ( r  s in (0 ) — f i  s in ( a ) ) 2
f r A r ' 6) = J ^ e 2’2 (5' 10)
which can be written as:
T  r / j  cos(i9) r 2 u 2
f r A r’fi) =  O 2 e 47 ^ 2^  r > 0, |$| < 7T (5.11)
ATT a *
where d = 9 — a is the error in the computed orientation of an edgel which has true 
magnitude fi and true orientation a. A plot of the joint density function / r^(r, i9) is shown 
in figure 5.3a.
1. The non-edge case (/1 = 0)
When fi =  0 the random variables r and d are independent, with density functions:
fr(r) = r  > 0 (5.12)
M # ) =  h  W < *  (5-13)
Notice that /,?($) is a uniform distribution while f r(r) is a Rayleigh distribution shown in 
figure 5.3b.
2. The edge case (fi /  0)
In this case r and i3 are dependent random variables. We can calculate the probability 
density function of the magnitude f r(r) by integrating the joint probability density function 
f r A ri fi) over possible angles &.
f X  T  r 2 +M 2 — 2 r ) i  cos(t9)
f r ( r ) =  /  / r>tf(r, •&)dd= /    r e  ^  dti (5.14)
J —7r J —7r ATT (7
This integral is given by:
/ r(r) =  i 5 e - ^ I o ( ^ )  r > 0  (5.15)
where
leLz) =  r  ez (5.16)
ATT J —7T
is the modified Bessel function of the first kind. A plot of the density function f r(r) can 
be seen in figure 5.3c. It can be seen that it looks like a Rayleigh function. By expanding
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(a) The joint density function $)
o f the gradient magnitude r, and the error 
d  in the gradient orientation when p  =  1 
and cr =  l  (100% noise).
(b) Density function / r (r) o f the com ­
puted gradient magnitude r  for the non­
edge case when the true magnitude is 
/ i  =  0  and (7 =  1.
0.4'
0.3
(c) The marginal density function f r ( r )  (d) The marginal density function /# ($ )
o f the gradient magnitude r  for the edge o f the gradient orientation $  =  6  — a  for
case (/Li =  1 and cr =  1 ) .  the edge case (/Li =  1.2 and a  =  1).
Figure 5.3: Probability densities functions o f the computed magnitude and 
orientation error for the edge and non-edge cases.
expression 5.15 for small values of /i/cr, we can show that f r(r) is indeed a Rayleigh 
function ( as expected according to equation 5.12) modified by some terms that depend 
on p:
=  ^ 6 f 1 + ^
- 2 a 2'
(5.17)r2 ^ ‘ 4cr4 J 
Similarly, we can calculate the probability density function /# (i9) by integrating the
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joint probability density function f r^  (r, d) over all possible magnitudes r :
£  f  0 \  f ° °  £  {  Q \J  1  ^  Sin('19)2 f ° °  _  (r ~M cos(i?))2
h W =  /  f r A r^ ) d r = n  2e 2<T /  r e  ^I ' K  J o
This integral can be expressed in terms of the error function e//(z) =  ^  / 0Z e“*2 dt as:
„ / n v 1 _ J i i .  >/2/ZCOS($) , ,  ^/ZCOSf#)., M2 sin(i?)2/ , W  =  _ c ^ + _ ^ [ l  +  ^ i L ;^ 2 ) ] e (5.18)
This function is plotted in figure 5.3d. As it can be seen from this figure, the function 
has a Gaussian shape and thus, we will try to approximate it by a Gaussian. Note that 
the maximum of the function occurs when d =  0, i.e. the observed orientation is equal 
with the actual orientation of the edge (6 =  a), since cos(0) =  1, sin(0) =  0 and thus 
e 2 "^  and eif[^ c^ p ) take their maximal possible values. Thus, the most significant 
value of f&(d) we want to match is around d = 0. So we expand about that point. We use 
the following auxiliary expansion formulae:
cos($) ~  1 — -y 
sin (d) ~  d
~  l  _  M2ain(J)a ~  1 -  ^
e r A ^ )  *  -  ? ) )  = U j b i  ~  T )
Expanding now ~  I f ) f°r smaH $ we obtain:
- ?> - ’Kir) - <s«
Substituting all these expansions into equation 5.18 and keeping only the 0th order terms 
we can estimate the standard deviation a for the approximating Gaussian function :
— 2 e ~ &  a  +  ( l +  e r f ( ^ ^ X \  ~
47TCT \  \ 2 o  ) )  2 V 7T cr
a  ~  2 ------- 5-------------------  (5.20)
2 e- 2 ^  o- +  /i ( l  +  e r f i^ p ) )
Note that for large // the first term in the denominator of the above expression dies much 
faster than the second term which becomes 1 and thus, for large /i, a ~  and for very 
small values of fi a a  \f2ir which gives for values of d about zero f#(d) ~  ^  which is 
correct since it corresponds to the non-edge case.
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■ Approximated (,(d)
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0 . 1-
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1
i.s
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j  0.4
_
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-X  0 * -X  0 *
(c) p / (7 =  2 (d )  p / (7 = 3
Figure 5.4: The exact ($) function and the Gaussian approximation o f it 
for different values o f signal to noise ratio (= ( true edge strength)
/ ( standard deviation o f noise)).
Figure 5.4 shows the exact /#($) function and the Gaussian approximation of it. As 
we see, the two functions are very close for a wide range of p/cr values and even for 
levels of noise as high as 100% (p/a = 1). Thus, for the experimentation, instead of 
equation 5.18 we shall use:
/„  (tf) =  (5.21)
y/2ira
where a  will be computed from equation 5.20.
Formulae 5.12,5.13,5.15 and 5.21 will be used in what follows to derive the distribu­
tions of the binary measurements, i.e. the density distributions of the relative magnitude
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and relative orientation between two pixels.
We know (see Papoulis [9] page 136) that the probability density function of the 
difference of two random variables is given by the cross correlation function of the 
probability density functions of the two random variables. Thus, if z = x  — y we have:
/ CO fx(z + y ) f y(y)dy  (5.22)-CO
where f z, f x, f y are the probability density functions of variable z, x  and y respectively. 
In what follows we shall apply this formula to all possible label combinations, and for 
both binary measurements namely relative magnitude and relative orientation.
5.5.1 Difference of Magnitudes
1. The non-edge / non-edge case
Applying the above formula and using equation 5.12 for the density function of the gradient 
magnitudes of two neighbouring pixels labeled non-edge, and taking into consideration 
that we are only interested in the absolute difference in magnitude (z = \x — y\), we 
obtain:
1 *2 
f z (z) =  — t=— e 4^  
W  2\/2cr4
\/2  a2 z  \p2nt a f  9 z2 . , . . ~
•e 4*2 +  —  [a 2 -  — 1 -  erj{—- (5.23)
2 2 V 2 J V 2cr
This is another very complicated function difficult to handle in practice. Its maximum 
value is at z = 0 which is plausible as it is expected that in the absence of signal the 
gradient should be everywhere the same, equal to zero. We expand the above expression, 
therefore, assuming z  is very small, near zero, and obtain:
If we were to approximate this by a Gaussian, we should choose the variance a of the 
Gaussian so that the first term of the expansion is matched i.e. we choose
a  =  (5.25)
7r
In figure 5.5 we plot the exact function 5.23 and a Gaussian with variance given by 5.25. 
We see that the two functions are very close, so that for our experiments we are going to 
use
p (.A\j =  z\u)t. = 0,a)#. = 0) =  (5.26)
with a  is given by equation 5.25.
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Figure 5.5: The approximated f£(z) and non-approximated f z{z) density 
function o f the difference in magnitudes z for the non-edge/non- 
edge case (cr = 10). It can be seen that the two functions are 
very close.
2. The edge / edge case
For the case that both pixels considered are labeled as edge pixels, we must repeat the 
above calculation using equation 5.15 which can be re-expressed as:
T (r  —m )2 ( ry,) f  r  LL\
fr(r ) = - 2 e 2<j2 e ^  ") r - °  5^-27^
We can see that this function is the product of two factors:
( r —fi )2
(a). The first factor ^  e 2^2 has the following properties:
• Maximum value for rmax = +4or- which for large values of SNR (p/a)
is close to p.
•  The function decays fast away from r = rmax.
A plot of this factor for different values of p  and o  can be seen in figure 5.6a.
_  (rf j .)  /  \
(b). The second factor e or2 is relatively constant in the range where the first
factor is significantly different from zero. A plot of this function for different 
values of p  and o can be seen in figure 5.6b. Also in figure 5.6c the function
{r — y f  (r ^ t) /  \
f r{r) and the two composites factors of it e 2^  and e T0 f J) can be 
seen. Because the first factor kills the whole product for small r, we are interested
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o
(i—>0
(a) The first factor ^  e 2 0 - 2  0f  the 
function / r (r) for different SNR ( f i  =
2 ,3 ,4  and cr =  1)
(b) The second factor e ° f
the function f r  (r) for different SNR ( f i  =
2 ,3 ,4  and a  =  1).
0
0
0
0
(c) The two factors and the function f r  (d) The factor e ^  2 o (^ r )  and its ap-
for / i  =  4 and cr =  1. A:First factor, proximation. It can be seen that the two
B:Second factor, T:Function f r  factors are very close.
Figure 5.6: The two factors o f the function f r
in large arguments of the Bessel function only. The Bessel function can now be 
approximated with the following asymptotic expansion [1]:
T M _  e* fi  , 1 , W f 0) , (1)(9)(25) 1
H z )  -  i :1 +  8 ^ +  2 W  3! (8 2 ) 3 + " 7  (5'28)
A plot of the second factor and its approximation using the first term of the expansion 
only can be seen in figure 5.6d.
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Figure 5.7: The density function f z for difference in magnitude in the 
edge/edge case (p, = 30 and cr =  10j and its approximation. 
It can be seen that the two functions are very close.
Thus, the density function for the magnitudes can be approximated by:
U£ f—r (r-fi)2 (r/i) e°2 yjr (^ -m)2
f r ( r )  = — e 2^  e ^  r -  =  . — e 2^  (5.29)
V2WJia
In order to calculate the probability density function for the difference of magnitude z we 
have to calculate the integral:
/oo f r(z + r ) f r(r)dr
-CX)
I
CX)
00 \pr \ / z  +  r z2-2p.z+2rz-4rn+2r2+2ti2
v e 2 a2 dr
max(0,—z)  2 7T <J^  p
.2
e  4cr2 C00    _  (2 r —2 fi+z)2
- --------^ +  r  \ f r  e  ^  dr  (5.30)
2lT(Jz p Jmax(0,-z)
The largest value of function f z{z) is obtained for z  =  0. We can try, therefore, to 
approximate it with a Gaussian that matches this value. If we expand f z(z) about z = 0 
and keep only the 0th order term, we get Therefore, the approximating Gaussian 
should have standard deviation y/2a. In figure 5.7 we plot the exact function 5.30 and its 
approximation with a Gaussian. We see that the two functions are very close, so that for 
our experiments we are going to use for the probability density function for the difference 
in magnitude in edge/edge case:
/  \  1  z2
P — z\u#. G {<*—, t j  ~ £ {*-, t) “ 5S'U'j =  4<r (5.31)
5.5 The Binary Relations Density Functions 81
- 4 1 - 2 6 2 4 6z
Figure 5.8: The density function f z fo r difference in magnitude in the 
edge/non-edge case (p =.5,1,1.5,2,3,4,5,6 and a — 1) and its 
approximation with a sigmoid function.
3. The edge /  non-edge case
The edge/non-edge difference in magnitudes density function will be the convolution of 
the density function f y(y) given by equation 5.15 and the Rayleigh density function f x(x) 
given by equation 5.12, i.e.
This integral cannot be computed analytically. In order to see the behavior of this function 
for different values of p /a  we calculate the integral with numerical methods. We plot this 
function for different values of p  and for o — 1 in figure 5.8. It is evident from the graph 
that for large values of p/a,  the function resembles a Gaussian with deviation independent
a certain threshold, we will use the envelope of this family of the functions resulting by 
joining the maxima of the functions for p / o  grater than a threshold, let us say, p/cr > 2 . 
In particular, one should consider for f z(z) in this case a curve consisting from two parts: 
The first part would be (ascending) section of the curve in figure 5.8 that corresponds to 
the threshold p / a  = 2 up to the point the peak is reached. The second part of f z (z) then 
would be the envelope of all the curves that have p / a  greater than the threshold. Such
(5.32)
of p. Since we are not really interested in the exact value of p but for values larger than
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a curve is pretty much like a sigmoid. So, for simplicity, we decided to adopt for it the 
following form:
+ (533>
Parameter t was chosen to fit with the ascending part of the sigmoid the ascending part 
of the curve ///cr =  2 of figure 5.8. It turned out that for this choice of the threshold t 
should be equal to 1.66 x cr. The factor was introduced so that the asymptotically 
flat part of the sigmoid was passing through the maxima of the curves with ///cr >  2. 
Empirically it was found that all these curves resembled Gaussians with more or less the 
same standard deviation d ~  1.18 a. In figure 5.8 a plot of this sigmoid function is also 
illustrated. Thus, for the application we shall use:
v  (4  = = 0> € {<-. t, ;}) = ^  [i + (5-34)
where d = 1.18<r.
5.5.2 Difference of Orientation
1. The non-edge /  non-edge case
We know that for the non-edge case the distribution of d is uniform given by equation 5.13 
and then the probability density function f^($)  of the difference </> in orientation between 
two non-edge pixels will be the correlation of two uniform functions (as defined by 
equation 5.22), which yields a triangular function f^($) in the range [—27r, 27t]. Since 
we are interested in the acute difference of orientation, </> has to be transformed from the 
range of [—2tt, 27t] to a new angle (j) which is in the range [—n, n] i.e.
' <t> if \<t>\ <  7T
4> = < —2ir -f- $ if </> > 7r (5.35)
k 2ir -f 0 if ^ < —7r
So the density function for the random variable 4> is the summation of three triangular
functions as it is shown in figure 5.9a. Therefore, the resulting density function is uniform
in the range of [—7r, 7r]:
U 6 )  =  I  + ^  +  2^  + ~  2?r) =  ^  if  1^ 1 - n  (5 36)|  q otherwise
So, in the experiments we used:
p (Jgj = # =  0, u». =  0) =  ^  (5.37)
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2. The edge /  edge case
We saw earlier that the density of the orientation for the edge case can be approximated 
with the Gaussian of equation 5.21. Thus, the density /^(0) of the difference in orientation
must compare this result with what we would get if the approximation was not used. 
Plots of the non-approximated difference in orientation /^ (</>) (calculated with numerical 
methods and using equation 5.18 for the orientation) and the approximated (using the 
approximation with Gaussian) can be found in figure 5.9b. From this plot is clear that the 
approximation is good, so in the experimentation we shall use:
non-edge pixel, will be the correlation of a uniform density function in the range [—7r, 7r] 
with a Gaussian with standard deviation a  given by the equation 5.20.
This yields:
Therefore, the density function for the transformed difference of the orientation (f) is given
(j) between two edge pixels is the correlation of two Gaussian functions, which yields a 
new Gaussian with standard deviation a = \f2a. Therefore, the density function for the 
transformed difference of the orientation (j) is again given by:
otherwise
As the Gaussian distribution of the orientation of a pixel is only an approximation, we
P — 01 w#i £ —? 1"? — -JJj 6 {«—, t ,  —>•, (5.39)
(5.40)
where a  is given by 5.20.
3. The edge /  non-edge case
The probability density function of the difference in orientation </>, between an edge and a
■/"</> (0) 4 7t\/ct (5.41)
by:
if \(j)\ <  7r
otherwise
(5.42)
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which, since |0| < 1r, can be approximated by:
/ ,(* )  ~  if |*| <  * (5.43)__
The last approximation comes about from the realization that for large signal to noise 
ratio we are interested in, (since we examine the edge/non-edge case), a defined from 
equation 5.20 becomes very small and thus the argument of the error function becomes 
very large. However, the approximation seems to be valid even for values of noise as high 
as 200% (fi/a =  .5). This can be seen from the figure 5.9c where the three functions 
f^($) that added according to equation 5.37 are shown alongside the resultant function
5.5.3 Recapitulation
We repeat here the formulae we derived above for the probability density functions of the 
binary measurements between two neighbouring pixels in an image which is assumed to 
have additive Gaussian noise with standard deviation ag:
where a is given from equation 5.3. Therefore, in our experiments a2 = 12a2 since we 
are using the Sobel filters.
5.5.4 Simulation
Thus, in our experiments we shall use:
P (*4*j — 01 — 0, a)$. £ {«—, t, —4}) — ^ (5.44)
P — z \v#i £ — 2 vWe *"
P ij — Z\ ^ i  — 0’ e 4} ) -  1.18^ 8(7 t1
P (A l  = (f>\u#{ = 0, . = 0) = ±
x
(5.45)
p fa i j  — 01 e 4}) —
We assumed for the previous calculations that the random variables between two pixels are 
independent which is not true because of the filtering process. In order to check whether
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real distributions are quite close to the approximated ones we performed the following 
experiment:
• We added a 10% Gaussian noise to an image with constant gray level value and to 
an other image with 20 edges in different orientations but with constant gray level 
difference.
• Then we performed the filtering and the calculation of the binary relations for each 
possible combination of labels and for all binary relations.
A comparison (figures 5.10,5.11) of the histograms obtained from the theoretical 
distributions under the independence assumption and those computed from the simulated 
image, verifies that the theoretical distributions match quite close the empirical ones.
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(a) The uniform density function 
for the acute difference in orientation 
in the non-edge/non-edge case as a 
summation o f three shifted triangular 
functions.
(b) The approximated and non­
approximated density function
of the difference in orientation </> for 
the edge/edge case (///cr =  1). It can 
be seen that the two functions are very 
close.
.10
.06
(c) Density function for acute dif­
ference in orientation in the edge/non­
edge case (///cr =  1) as a summation 
of three shifted Gaussian functions.
Figure 5.9: The density functions for difference in orientation for each 
possible labelling pair.
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Histogram for the Difference in Orientation
(non-edge/non-edge case)
 Theoretical
Experimental
0
-2 k -3 0 4 0 0 2 2k-K K
Histogram for the Difference in Magnitudes
(non-edge/non-edge case)
- - - -  Theoretical 
Experimental
-200.0 - 100.0 0.0 100.0 200.0
Figure 5.10: Comparison between the derived density functions and the ones
obtained by simulation.
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Histogram for the Difference in Orientation
(edge/edge case)
 Theoretical
  Experimental
0
Histogram for the Difference in Magnitudes
(edge/edge case)
  Experimental
 Theoretical
-200.0  - 100.0  0.0  100.0  200.0
Figure 5.11: Comparison between the derived density functions and the ones
obtained by simulation.
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(a) (b) (c) (d) (e) (f)
Figure 5.12: a. Original image (20% noise), b. Initial labelling, c,d,e,f 
results after successive iterations.
This section describes the experimentation carried out in order to demonstrate the appli­
cability of the proposed algorithm for the edge-labelling process. Both synthetic and real 
images have been used to evaluate the robustness of the algorithm to different levels of 
noise. Also, we compare our results obtained with the new scheme with those obtained 
using dictionary based relaxation but without the use of binary relations [5] and with 
those of Canny’s postprocessing applied to the intensity gradient of the image. For all 
of the different algorithms the intensity gradient at each pixel position is derived by the 
convolution of the image with the Sobel masks as described before.
The first synthetic 64x64 pixels image is a dark circle on a bright background. This 
image, as it was explained in 3.2.2, is selected in order to evaluate the ability of the 
algorithm to detect edges of varying orientation. Because of the fact that the sampled 
edges of physical objects in natural scenes will not be step-profiles, we have filtered the 
image with a low-pass filter to generate sigmoid edge profiles which are more realistic. 
Subsequently different levels of thermal noise were added to the image. The second 
synthetic 256x256 pixels image is a stamp and was selected in order to evaluate the 
ability of the algorithm to detect edges of varying orientation and also reconstruct corners. 
Finally, the algorithm was tested using real images.
In order to examine the performance of the algorithm in comparison with other tech­
niques, a series of images with different additive Gaussian noise (10% ,20%, 30%, 40%, 
50%) was used. Figure 5.13 shows the results obtained for each image.
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(a) 10% noise (b) New 
Scheme (5)
(f) New
Scheme (6)
(c) Old
Scheme (7)
(g) Old
Scheme (9)
(d) Canny’s 
Postproc.
(h) Canny’s 
Postproc.
(e) 20% noise
(i) 30% noise (j) New (k) Old (1) Canny’s
Scheme (7) Scheme (10) Postproc.
(m) 40% noise (n) New 
Scheme (9)
(o) Old
Scheme (11)
(p) Canny’s 
Postproc.
(q) 50% noise (r) New
Scheme (11)
(s) Old
Scheme (17)
(t) Canny’s 
Postproc.
Figure 5.13: Results obtained by applying the three different processes to a
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(a) 25% noise (b) New Scheme (7)
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(c) Old Scheme (11) (d) Canny’s postprocessing
Figure 5.14: Results obtained by applying the three different processes to a 
test image (inside the parenthesis is the total number o f steps 
required for the relaxation process)
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(a) 50% noise (b) New Scheme (15)
(c) Old Scheme (25) (d) Canny’s postprocessing
Figure 5.15: Results obtained by applying the three different processes to a 
test image (inside the parenthesis is the total number of steps 
required for the relaxation process)
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(a) Original Image (b) New Relaxation (7)
T thr\
(d) Canny’s postprocessing(c) Old Relaxation (12)
Figure 5.16: Results obtained by applying the three different processes to a
real image.
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(a) Original Image (b) New Relaxation (7)
(d) Canny’s postprocessing(c) Old Relaxation (13)
Figure 5.17: Results obtained by applying the three different processes to a
real image.
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The results presented here for the Canny’s postprocessing technique are the best that 
could be obtained by varying the different parameters. Also, the number of iteration steps 
required for convergence for each relaxation scheme is given in brackets.
Figure 5.12 shows the results of successive iterations of the dictionary-based labelling 
algorithm applied to the circle image (panel a) generated with 20% additive Gaussian 
noise. The second panel shows the initial probabilities as grey level values: the darker 
the pixel, the higher the probability to be an edge. Panel c is the output after one iteration 
step. This output is equivalent to the output of a gradient edge detector which performs 
non-maxima suppression. The circle is interrupted in several places and there are various 
segments present due to noise. The subsequent panels are the outputs after successive 
iterations. It can be seen that the gaps in the edges were gradually filled and the noisy 
segments were removed as the process converged.
Figures 5.14 and 5.15 show the results obtained for the second synthetic image. It can 
be seen from the above results that the dictionary-based relaxation technique performs 
most satisfactory for each of the different noisy images. We can conclude also that the 
relaxation technique that is presented in this paper is generally more satisfactory than 
the scheme where no binary information was used and it requires a smaller number of 
iterations.
It is also worth noting that the comers in the second image were reasonably well 
reconstructed even for high levels of noise. Better results could be produced using a 
wider mask for the calculation of the intensity gradient which can suppress the noise 
effects, although there is a tradeoff here with poorer edge localization and bad comer 
detection [12].
Figures 5.16 and 5.17 show the results of applying the same process to real images. 
Dictionary-based relaxation techniques proved more capable of locating the important 
edge information without an unacceptable number of false edges. For the image in 
figure 5.17 Canny’s postprocessing proved unable to cope with high levels of noise and 
could not detect the important edges. Finally the new relaxation scheme performed always 
better producing fewer noisy segments and edges with better connectivity than the other 
algorithms. Again, as can be seen form the figures, the number of iterations required for 
the proposed new scheme is always less than the number of iterations needed when binary 
information is ignored.
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5.7 Conclusions
We applied the algorithm which was developed in the previous chapter to the problem of 
edge labelling and demonstrated our results on both synthetic and real images. The way 
we formulated the problem, the result after one iteration step is equivalent to non-maxima 
suppression performed on the output of a gradient edge detector. The subsequent iterations 
fill up gaps and remove extraneous noisy segments from the edge map. Our approach uses 
unary and binary measurements. The advantage of our approach over ordinary hysteresis 
linking is the fact that it does not rely on global thresholds. It could be said that it is an 
adaptive linking process which uses local relationships and measurements.
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Chapter 6 
Contextual postprocessing for line 
detection
6.1 Introduction
The problem of line detection is an important task in image processing. For example, 
in the case of remotely sensed images the recognition of the river network or the road 
network of a region may be very useful for automatic navigation or recognition. The 
most common approach for line detection is that of filtering. The need to design filters 
for line detection different from those used for edge detection arises from the fact that 
the commonly used edge detectors have been designed to respond optimally to step edges 
and they usually detect as double edges wide linear features. A great deal of literature 
exists on the subject and especially on optimal filtering. Canny [1] developed some line 
detection filters but he fixed the size of the filters. As it was shown later, however, the size 
of the filter is the most important parameter that determines the filter response, so Canny’s 
line filters were not really optimal [4]. This was shown by Petrou who derived a set of 
criteria like Canny’s appropriate for the characterization of filters for wide linear features 
and optimized them in order to define filters of various sizes. Ziou [5] also developed such 
optimal filters which are appropriate for roof or line edges.
Although a lot of effort has been put into the filtering stage of the problem, the non­
linear stage of the process, namely that of post processing, has been largely neglected. 
In general, the output of most algorithms tends to be fragmented and noisy, requiring
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careful post-processing. The main drawback of many of the line detection algorithms is 
that the classification of a pixel as a line is made without taking into consideration the line 
structure in the neighbourhood of the pixel. Our approach to the problem concentrates 
on automatically locating the linear features as well as preserving their lateral continuity. 
To achieve this, we consider a two stage process which utilizes a probability relaxation 
labelling technique to improve the results. Firstly, an initial measurement at each image 
point is given by combining the image convolution outputs obtained from four directional 
filters. This measurement is evidence used for compiling an initial estimate of the prob­
ability of the pixel belonging to the class of line segment. Then the dictionary-based 
probabilistic relaxation developed in chapter 4 is applied in order to refine iteratively the 
initial probability estimates via contextual constraints and binary relations imposed by 
neighbouring objects. In doing so, support is incorporated from an increasingly larger 
neighbourhood; the final label assignment eventually reflects the global structure which 
should give a consistent and well connected line map.
This chapter is organized as follows: In section 6.2 we review the theory of optimal 
convolution filtering. The peculiarities of the probabilistic relaxation algorithm for line 
detection are discussed in section 6.3. In section 6.4 we develop further the theory 
developed in chapter 4 for the case of the line detection assumed here. Finally, we present 
the experimental results in 6.5 and our conclusions are given in section 6.6.
6.2 The Optimal Directional Filters
We shall briefly summarize first the theory of optimal convolution filters for line detection 
developed by Petrou in [4]. This theory is based on Canny’s approach for edge detection. 
First, it is assumed that the feature which needs to be detected consists of the signal plus 
additive Gaussian noise and presents itself to the filter perpendicularly to the direction of 
convolution. The profile of the feature is modelled by the following function:
f A\e~lx — A 2e~sx for x > d
c(x) = < A 5 cosh(srr) — A 4 cosh(Za;) +  A 5 for d > x > — d (6.1)
k A \elx — A 2esx for — d > x.
The parameters A \-A$  are given by:
Ao =  [s2(l — e~u ) — l2(l — e-5<i)]-1 
Ai = A qs2 sinh(Zd)
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A 2 = A 0l2 sinh(sd)
A 3 = A 0l2e~sd 
A 4 = A 0s2e~ld 
As =  A)(s2 — I2)
where d is the half of the width of the feature, s determines the slope of its sides and I 
was fixed, for simplicity, to 10 d~l . There are three criteria for optimality which have to
Optimum filter
Figure 6.1: Example o f a linear feature and its optimum detection filter.
be maximized: good signal to noise ratio, maximal accuracy in the location of the feature 
and maximal suppression of false responses. The solution of the problem depends on the 
choice of the function which models the feature one is trying to identify. The function 
used by Petrou to model the feature is flexible since various profiles of linear features can 
be modelled. The optimal filters developed are very easy to implement and have been 
shown [4] to be very efficient since only two one-dimensional convolutions of the image 
are required. Further, they are not very sensitive to the feature width and thus they can be 
used for detecting features with varying widths within a certain range. Figure 6.1 shows 
such a linear feature and its optimum detection filter designed with the method described 
in [4]. Figure 6.2 shows the profile of such a linear feature with the response of the filter. 
It can be seen that the filter enhances the linear feature. It was also shown that the response 
of the filter to a ramp edge is antisymmetric with zero response at the position of the edge.
As the filters are model based, the algorithm Petrou [4] proposed was taking advantage 
of this. Some representative line profiles from the image are modelled by the function
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Figure 6.2: Example o f a linear feature and its filter response.
given above and the filter is tuned to the particular profile. If the image is subsequently 
convolved with the chosen filter, it is expected to respond optimally to all linear features 
which can be adequately modelled with the model used and the values of the parameters 
chosen, that present themselves at a 90° angle with respect to the direction of convolution. 
Optimal response in the case means that the output will have a local extremum at the 
middle of the linear feature with two local extrema of the opposite sign on either side 
and the swing between these extrema being large, much larger than the swing one would 
get if the Sombrero filter, for example, was used instead of these optimal filters. The 
output for features, much narrower than the assumed feature model, would be only a small 
fluctuation and the output for features, much wider than the assumed feature model, would 
be the same as for two step edges of the opposite sign: one local extremum followed by 
another local extremum of the opposite sign. However, the output of the filter for features 
which were no wider or no narrower than a factor of 1.5 from the feature to which the 
filter was tuned was shown to be more or less optimal. This characteristic makes the filter 
appropriate for the enhancement of all linear features with widths within a certain range. 
It is a very useful coincidence that if the ideal feature presents itself at a random angle 
with respect to the direction of convolution, its effective width that presents to the filter 
falls within the above range provided that the orientation of the feature is within ±50° 
away from the orientation of the filter. This allows the detection of all features for which 
the filter is tuned to be achieved by two ID convolutions performed one along the x  and
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one along the y axis of the image (since any feature will then be within ±45° from at least 
one of the directions of convolution).
The model based approach characteristic to this problem was exploited even further 
to this context: Petrou showed that there is a 2:1 relationship between the orientation of 
the detected feature and the ratio of the responses of the filter computed from the two 
orthogonal convolutions. The relationship is 2:1 and not 1:1 because of the ambiguity in 
the profile of a feature when it is presented to the filter at an angle cp or an angle tt — cp: 
the two profiles would be identical. To resolve this ambiguity and in order to calculate 
the orientation of the linear filter detected, Ng and Petrou [2] performed four instead of 
the two ID convolutions along the x  and the y axes and two extra convolutions performed 
along the diagonals of the image. From any pair of two mutually orthogonal convolutions 
and with the help of the sign of the other two convolutions, the orientation of the linear 
filter that lies at angles p  between 22.5° and 67.5° and between 112.5° and 175.5° was 
decided with the help of a look up table. The application of the table was restricted to 
these two ranges because it was noticed that the relationship between the orientation and 
the ratio of the two responses was most sensitive in that range and there was no reason 
not to make full use of the advantage offered by the four convolutions. For the purpose 
of the diagonal convolutions the filter chosen for the image had to be rescaled to adjust 
to the fact that along the diagonal the inter-sample distance is a / 2  times the inter-sample 
distance along the x  and y axes.
As these filters respond with a “wavelet-like” pattern to the various features in the 
image, the identification of the desirable features could not be achieved by a simple 
detection of local extrema. The model based approach was utilized again: Since we 
know the best model for the features we want to detect we can compute the profile of 
the expected output when a desirable feature is encountered by the filter. Petrou took 
advantage of this and proposed a least squares template matching process between the 
expected output (used as template) and the local output at the vicinity of a local extremum. 
Thus, with an appropriately chosen threshold, all extrema caused by the steps edges were 
ignored. The local extrema which passed this least squares template matching test were 
marked as candidate linear features of the desirable type and were assigned a “magnitude” 
which was the swing in amplitude between the central extremum and the side lobe extrema 
of the opposite sign. This was called the “contrast” of the linear feature. Subsequently 
hysteresis thresholding was applied to these line elements (“linels”) according to their
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contrast.
6.3 Peculiarities of the Probabilistic Relaxation algorithm
for line detection
The above described algorithm for the detection of linear features offers the ground 
for a very interesting application of the theory of probabilistic relaxation we developed 
in chapter 4. Although the problem is similar to that of edge detection, it has its own 
peculiarities and its own advantages that stem from the description of the filtering approach 
described above. For a start, the set of labels used has to be different as one can have linear 
features brighter than their surroundings and linear features darker than their surroundings. 
Next and most important the filtering approach offers the opportunity to apply the theory 
developed in a problem where the assumptions made by the theory are more closely 
applicable than in any other case where probabilistic relaxation with binary relations 
was used. Although the assumption in the development of the theory was that the binary 
measurements concerning pairs of objects that had to be labelled were independent from the 
unary attributes of individual objects, in all applications so far, including the one presented 
in this thesis on edge detection, the binary measurements were either derived from the 
unary attributes directly or were closely related to them, thus the independence assumption 
was violated. However, the results in each case vindicated the approach, and the robustness 
offered by the iterative application of the method wiped out any discrepancies between 
theory and application. In the present case, we can use the template fitting part of the 
output to calculate the unary attribute of each pixel as the residual error of the fitting 
process and the contrast and orientation measurements for the derivation of the binary 
measurements between neighbouring pixels. Thus, unary and binary measurements will 
convey completely different information.
The other peculiarity of the problem is the fact that the magnitude or strength of an 
element in this case is not the magnitude of a vector that is the case in edge detection. A 
linel is endowed with the contrast and the orientation which are two scalars related in a 
peculiar way while an edgel is endowed with the magnitude and orientation of the same 
local vector, namely the local gradient.
In the next section we shall discuss how to handle all these peculiarities of the problem.
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6.4 Application of the Probabilistic Relaxation to line de­
tection
In order to apply the probabilistic relaxation algorithm we have to provide the following 
features:
(a). The neighbourhood structure, i. e. the size and form of the immediate neighbourhood 
of a pixel involved in the calculation of the support function. In the current example 
it is assumed that the neighbourhood of a pixel consists of the 8 pixels surrounding 
it (fig. 5.1).
(b). A set of class labels. The set chosen for the implementation described here consists 
of the four labels which represent the line labels in the directions parallel to the two 
lattice axes and to the contrast which the linear feature has with its environment 
(filled circle for linels darker than their surroundings and open circles for linels 
brighter than their surroundings). We also have to include again the no-line label. 
The symbolic representation of these labels is f , —o —,-<|>, 0}.
1
1
1
1
1
1
Figure 6.3: Example entries o f the dictionary.
(c). The dictionary which in our case will consist of the set of 3 x 3 permissible linel 
configurations. We have developed a dictionary based on the one used for the edge 
detection. The two dictionaries are different since the labels in the line case indicate
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orientation and relative brightness. This results to 181 permissible combinations 
of labels where 90 are combinations of lines with positive contrast and an other 
90 identical but referring to lines with negative contrast. This is a useful feature 
from the implementation point of view since it halves the number of combinations 
for which the binary measurements will be calculated. The last dictionary entry 
consists of all blank pixels. Examples of entries which are included in the dictionary 
are shown in figure 6.3. The a priori probability p (6j = cuoj) is determined using, 
as for the edge detection case, the appropriate configuration-frequencies from the 
dictionary.
In the subsections that follow, we shall discuss the basic “ingredients” needed for the 
application of the proposed algorithm and how they can be extracted from the image itself 
and the assumed type of noise which in this case is again additive Gaussian.
6.4.1 The calculation of the initial probabilities
As it was mentioned earlier the template fitting part of the filtering could be used to 
calculate the unary attribute of each candidate linel which can be further used to initialize 
the label probabilities for each linel in a similar fashion as it was done for the edge case.
The peculiarity of the problem here is that one has to go from fitting residuals to 
probabilities. We will try to do so in this section. It is known (Papoulis [3] pages 199-200) 
that if we have n independent random variables { z \ . . .  zn) Gaussianly distributed with 
mean Z{ and standard deviation o then the quantity:
j=n (z- -  z-)2 x  =  £  (6 2)
has a x2 probability density function with n  degrees of freedom given by equation:
/  (X) =  /or /  ^ e 2* ^ > 0 (6.3)J K ’ 2n/2r  (to/2) -  v
where V (n) is the gamma function or as it called the generalized factorial.
The complication in our case, however, is that the shape of the filter output in not only 
distorted by noise but also by the misalignment of the direction of the convolution and 
the direction orthogonal to the linear feature. Thus, in order to be able to apply the above 
formula to the output of the filter in order to determine the probability with which this
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output has been caused by the presence of a linear feature of the specified type, we must 
first remove the orientation effect. For this purpose, the following procedure has to be 
followed: We can imagine that we have a whole library of templates which correspond to 
the right parameters, one for each possible feature amplitude and possible orientation. At 
each pixel position we match all these templates in turn and choose the best match v to be 
the minimum among the calculating quantities:
where variable Rj denotes the local output of the filter, 7 l f c is the expected response of the 
convolution, at position j ,  when the model is oriented at (j) with respect to the convolution,
response at orientation </> is 2 k# +  1.
We assume that we are dealing with additive Gaussian noise in the image with standard 
deviation ag. Then the variable Rj  is independent Gaussian distributed random variable
where /*• are the filter weights and M is the size of the filter.
Thus, the quantity v has probability density function which follows equation 6.3 with 
n  =  2 kj) — M  degrees of freedom (since the center value is fixed and the sample are 
correlated by the size of the filter). Where </> is the orientation where the best match was 
found.
In practice, of course, we do not have to have such an extensive library of templates. 
For a start, we need only one template per filter parameter set which can be scaled with the 
local amplitude of the output since the optimal filters are amplitude independent. Thinking 
in terms of a library of output templates, however, helps us deal with the problem of scaling 
which may obscure the issue when dealing with noise. Also, we have a library of templates 
corresponding to various orientations that are 5° apart.
Now each linear feature is usually visible by both orthogonal convolutions (unless 
it is very closely aligned with one of the axis) and thus, when we apply this template 
fitting process in each output separately in order to remove the effect of orientation from
i= -^
(6.4)
centered at 0 and with contrast c such as Kjj’c =  B 0. The length of the expected template
with mean "Rj and variance a 2 given by:
M
£ / ? (6.5)
i=1
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the calculation of the residual, we may get inconsistent answers. For example, imagine 
that we check the best fitting template in the output of the horizontal convolution and 
we conclude that the template that fits best is the one with orientation 50° implying that 
the linear feature is at orientation 50° with respect to the horizontal axis. Then we could 
compute the probability P  (Oi=^\v) to be:
(6.6)p{v)
where the term p(v\0i  =  j) is the chi-square (xik) density function with n (n = 2k — M ) 
degrees of freedom and the second term is fixed to a constant.
Repeating the same procedure, however, for the output from the vertical convolution we 
might find that the best fitting orientation is 60° with respect to the vertical axis leading 
to a value of the probability P  (0; = -♦ -|u ). Not only the two orientations found for the 
linear feature are inconsistent with each other but also the two probabilities we computed 
for the vertical and horizontal label may add up to a number greater than 1! To avoid this 
problem, we decided to treat the outputs of the two convolutions as one output, by simple 
concatenation: For each possible orientation of the linear feature we expect to have a 
certain output in the horizontal and a certain output in the vertical direction. We choose 
first which of these concatenated templates fits best the concatenated filter outputs and 
thus we decide upon the true orientation of the possible linear feature. This is done by 
computing the quantity:
3=1*4, ( r n - n f 0) 2 ( R f  - n f 1^ 0) 2
S V V+, E d L (6-7)
j —  j —  & ( 90 — <j>)
from the two outputs combined. In this expression we use the superscript 0 or 90 to the 
quantity R j  to indicate which convolution output. This quantity is expected to follow the 
probability density function given by equation 6.3 with n  =  2  (A^  +  A)9o_^) — M  degrees 
of freedom. The number of degrees of freedom is decided on the basis that two center 
values in the summation have been fixed and the values are correlated to each other by the 
filter which is of size M . Thus, we subtract from the total number (2  (k<j, +  kg0-</>) +  2) of 
terms in the summation M  +  2  degrees of freedom.
From this analysis we effectively compute the probability of the pixel under examina­
tion to be a linear feature at all. The complement of this probability with respect to 1 gives 
the probability of the no-line label. The issue then arises of distributing in a meaningful
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way the probability of a line label between the two labels, the vertical and the horizontal. 
This could be done in one of two ways: We could say that if the deduced orientation of 
the line was <p, then the probability of the vertical label is the total probability of a line 
times sin2 <p\ while the probability of the horizontal label is the total probability of the 
line times cos2 <p. Although this approach seems attractive, it does not seem to have direct 
relevance to the problem we are solving. When one quantizes the possible orientations of 
a line to two, by adapting only a vertical and a horizontal label, the question one really 
asks when a line of orientation tp is given, is the following: How many items like this 
and how many items like that + do I need to concatenate in order to represent this line? 
Then it becomes obvious that the probability of the line label has to be distributed to the 
two labels according to the ratio of the necessary vertical and horizontal linels needed to 
represent the line, leading to the distribution done according to tan (j). Thus, the following 
scheme was adopted:
=  — ) = 'P (line|«)'l+tS{SJ if -Rj <  0
0  otherwise.
p(o)(0 j= + ) =  { P O i n e K O ^  i f p f < 0
* 1 0  otherwise.
P(0- =  -* -)  =  i  p  (lineW 1+=W if ^  0
\  0  otherwise.
P (f t= + )  = | p(lineW iS
I 0  otherwise.
(6 .8)
6.4.2 The Binary Relations Density Functions
We consider two binary relations, namely the difference in contrast A ij^  and the relative 
orientation between the values assigned to the two linels A i / 2\  In order to define the 
probability density functions of the values of these binary relations we assume as in the 
case of the edge detection that the binary measurements associated with each pixel are
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independent from each other and from one pixel to the next. We will compute first the 
probability density functions of the contrast and orientation for each linel position for the 
line and no-line cases separately and then compute the probability density functions of the 
relative values of these quantities.
6.4.2.1 Probability density function of the contrast measurement
As mentioned earlier, the contrast of a linel is measured as the difference between the 
filter output at the position of the linel minus the average filter output at two symmetric 
positions on either side of the linel. We want to find the probability density function 
of this measurement under the assumption of additive Gaussian noise. For the sake of 
simplicity let us forget for the moment the complicated line model used for the derivation 
of the optimal filters and let us say that the profile of the linear features we wish to detect 
are square pulses with average amplitude A  and width 2d identical to the width of the 
elaborate model of equation 6.1 used for the derivation of the filters. The local extremum, 
obtained when the signal is convolved with the corresponding filter, occurs when the 
center of the filter exactly coincides with the center of the pulse (see figure 6.4a). In this 
position it is obvious that the maximum will be equal to the sum of the weights of the 
central lobe of this filter times A. The extrema of the opposite side of this extremum are 
obtained when this pulse coincides exactly with each of the negative side lobes of the 
filter (see figure 6.4b). Thus, the value of these side extrema is expected to be the sum 
of the weights of the filter of one of its negative lobes times A. Therefore, the average 
expected contrast must be the difference between the positive filter weights minus half 
of the negative weights times the average amplitude of the pulses to be detected. As we 
assume additive Gaussian noise, we may say then that the average expected value for the 
central extremum is Gaussian distributed with mean.
M
A  £  f<
fi> 0
i = 1
and variance a2 given by equation 6.5.
Similarly, the average expected value for the side extremum is expected to be Gaus- 
sianly distributed with mean:
M
~A  £  fi
f i < 0
i = 1
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A
(a) Central extremum (b) Side lobe extremum
Figure 6.4: Linear feature with square pulse profile and the detection filter.
and the same as above variance. Given that the contrast is measured by the difference of 
those two values, we may say that its probability density function would be a Gaussian 
with mean c give by:
( \
M 1 M
c =  A E ju-\ E ft (6.9)
Si >o fi< oV i = 1 i — 1
M
and variance 2 < j^^  /? .
i
Thus, we decided to adopt the following probability density functions for the contrast 
variable:
• For the line label:
fc(c) = (6.10)2y/7r o
• For the no-line label:
fc(c) = (6.11)
7T (J
6.4.2.2 Probability density function of the orientation measurement
As mentioned earlier, the orientation of a linel is estimated from the ratio of the responses 
along two orthogonal directions with the help of a look up table. The results of the
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Approximation
Look up table
Figure 6.5: The lookup table for the orientation and its approximations when 
s =  3.
convolutions along the remaining two directions are only used in a consultative way to 
resolve the two fold ambiquity in orientation. Only part of the look up table is used as 
the table is not very sensitive for orientations between -22.5° and +22.5° and larger than 
67.5°. In figure 6.5 we plot an example of the entries of such a look up table where along 
the horizontal axis we measure the ratio of the responses of the two convolutions and 
along the vertical axis we measure the orientation of the linel. In order to estimate the 
probability density function of the estimated orientation (0), we need first to approximate 
this look up table by an analytic function, to calculate the probability density function of 
the ratio (z) of two orthogonal outputs and then using the analytic function to derive the 
probability density function of the orientation. After some trial and error it was found that 
the best way to approximate this function was to use:
0 =  15 +  45 ------- , , , .  . (6.12)
2  l  +  e ( - ( z - l ) s )  '
the best fitting was found when the variable s which controls the slope of the function was 
equal to 3. A plot of this function can be seen in figure 6.5.
It is well known that the probability density function of the ratio z  =  |  of two random 
variables is given by:
/oo \y\fx(zy)fv{y)dy  (6.13)
-oo
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where f x(x) is the probability density function of x  and f y(y) is the probability density 
function of y. In the case the two variables are Gaussianly distributed with mean cx and 
cy respectively and the same variance a2, this formula reduces to:
n / \ 1 (  {^yZ Cx) \
h {z)  =  (2na(z2 +  1 )V») 6X \ ~ 2 (z2 +  l)g 2 J X
(2 <r\/ z2 -i-1 exp( - F 2) +  V2tt{zcx +  cy) erf(F)) (6.14)
where
F =  Z. Cx + Cy (6.15)
\ / V  + 1 )
In our case cx and cy are the expected contrasts of filter responses along the two axes for 
a given line orientation a  and o  is given by equation 6.5. We would like to express the 
values of the actual contrast in each direction as a function of the contrast c (when the 
filter is orthogonal to the direction of the line) and the actual orientation of the line a.
Contrast Cy
Approximation
Figure 6 .6 : The expected value o f cx and cy for different orientations a with 
their approximated functions for B  =  .1  and C =  22.5
In order to do this we plot in figure 6 .6  the values of the contrast with respect to the 
actual orientation a  as computed analytically. These relations can be aproximated with 
the following analytical functions:
cx =  c ( l - e - s (“- cl) (6.16)
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cy = c ( l - e “-B((90~a)~c'>) (6.17)
the values of B  and C  which fit these functions best to the real ones were found to be 
B  = .1 and C = 22.5. A plot of the above functions can be also seen in figure 6 .6 .
It can be proved (Papoulis [3] pages 86-100) that the probability density function of 
random variable 6 given by equation 6 .1 2  is:
45 ,  (In
s{0 _  _  g)MO) =  _,a 45w 135 I ~ V13V2"9y +  1 ) (6.18)
By substituting the values of cx, cy to the equation 6.14 and subsequently to the equa­
tion 6.18 it can be found that the probability density function of the estimation of the
orientation 6 is:
= (2tta(G 2 + 1)3/2) exp(_1/27^+i)^" )  X (6'19)
( 2 a s /G 2 + 1 ex p (-F 2) +  V2H{G K 2 + K J  erf(F)) (6 .2 0 )
where
In rg-45/2 \
G _  V135/2—6> y 1
s
K i =  c ( l - e (- 7+“/10))
K 2 =  c ( l - e < 2+“/10)) 
p  = G K i  + K !
\/2 (G2 +1)
Several plots of this function for different values of the actual orientation a  with c =  3 
and s = 3 can be seen in figure 6.7. It is evident from the graph that the density function 
depends on the true orientation a. This situation is complicated and since we do not know 
the true orientation we will adopt as representative probability density function for the 
estimated orientation the one which occurs when the true orientation a  is 45°. We plot this 
function for different values of signal to noise ratio c /d  in figure 6 .8 . It is evident from 
the figure and can also be proved that the probability density function takes its maximum 
value when 6 = a  = 45. As it can be seen from this figure, the function has a Gaussian 
shape and thus, we will approximate it by a Gaussian. Thus, the most significant value 
of fo(Q) we want to match is around 9 = a = 45. So we expand about that point and we
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Figure 6.7: The probability density function fo for actual orientation a  =
25,30,35,45,55,60from left to right.
found that the value which fits best the Gaussianly approximated function to the real one, 
when 6 is measured in rads, is:
= ~ c o = .9 x — 
a
Figure 6 .8  shows the exact fe(6) function and the Gaussian approximation of it. As we 
see, the two functions are very close.
Thus, in what follows we shall assume that the probability density function of the 
orientation for the line case is given by:
1 (0-<*)2
fe  (9) =  —f = = : e  (6 .21)
yZ'KG
On the other hand, linels which arise as a result of noise are expected to be uniformly 
distributed in all possible orientations. Thus we shall assume that the probability density 
function of the orientation for the no-line case is given by:
h{& ) = -  |t f | <  t t / 2  ( 6 . 2 2 )
7r
Formulae 6.10,6.11,6.21 and 6.22 will be used in what follows to derive the distri­
butions of the binary measurements, i.e. the probability density function of the relative 
contrast and relative orientation between two pixels. We shall use again formula 5.22
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The exact function 
and its approximation
The exact function 
Its approximation
Figure 6.8: The exact f 0(6) function and the Gaussian approximation of it 
for different signal to noise ratio.
(which for convenience is repeated below) that gives the probability density function of 
the difference of two random variables as the cross correlation function of the probability 
density functions of the two random variables. Thus, if z =  x — y we have:
/ oo fx{z + y ) f y{y)dy (6.23)
-00
6.4.2.3 Difference of Contrasts
1. The no-line / no-line case
Applying the above formula and using equation 6.11 for the density function of the
contrasts of two neighbouring pixels labeled no-line it can be seen that the density function
is a Gaussian, with variance 4cr2. Therefore, for our experiments we are going to use:
P (Alj = z\u*. =  0, u)0 . =  0) =  2 6^ '24)
2. The line / line case
For the case that both pixels considered are labeled as line pixels, it is also evident that the 
probability density function for the difference of contrast z is a Gaussian with variance
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4a2. So that for our experiments we are going to use for the probability density function 
for the difference in contrast in the line/line case:
P =  z\coif e  ft, -o -} , € ft, -o -} )  =  2  (6.25)
3. The line /  no-line case
The line/no-line difference in contrast {z) density function will be the convolution of the 
density function f y(y) given by equation 6 .1 0  and the density function f x(x) given by 
equation 6 .1 1 , i.e.
fz(z) = 4 -  e~LT $ -  (6.26)Ay Ik a
This is not right since the assumption that the pixel labeled no-line which is next to the 
pixel labeled line has zero contrast in not valid. Instead of the equation 6.11 we should 
use equation 6 .1 0  for the no-line pixel with contrast c —a where a is the actual difference 
of contrast between the two adjusted pixel labeled line and no-line. Then density function 
for this case becomes:
/oo f x ( x) f y ( x  -  z ) d x  (6.27)
-oo
1 (z-o)2■e s<7-
2  \/27r a
Since we are not really interested in the exact value of a but for values larger than a 
certain threshold, we will use as in the case of edge/non-edge a sigmoid which approxi­
mates the envelope which the family of the functions creates by joining their maxima for 
a greater than a threshold a = Sa (see figure 6.9). Thus, for the application we shall use:
P =  z\u*  =  0, u^j € f t, -o -} )  =  g J jj  [l +  e t f ( £ ) \  (6.28)
6.4.2.4 Difference of Orientation
1. The no-line /  no-line case
Since the random variable of the orientation is uniform given by equation 6.22 as it was 
shown in the previous chapter for the case of edges the density function for the acute 
difference of orientation in the random variable $ in the no-line / no-line case is also
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Figure 6.9: The density function f z for difference in contrast in the line/no­
line case (a =0,1,2,3,5 and o = 1) and its approximation with 
a sigmoid function.
uniform in the range o f [—7t/2 , 7t/2]: So, in the experiments we used:
P % =  4>\^i =  0, = 0) =  ^  (6.29)
2. The line / line case
We saw earlier that the density of the orientation for the edge case can be approximated 
with the Gaussian of equation 6.21. Again as it was shown in chapter 5 for the edge case 
the density function for the acute difference of the orientation f  is again given by:
/  \  1 (  _ {<j> —  7 r ) 2  _  ( 0  +  7 r ) ^  \
P = 4\u*> e ft, € ft, - O - } )  = I e +  e 4** + e 4#2 j
(6.30)
3. The line / no-line case
It is evident from the expected filter response that the no-line pixel next to line pixel will 
have its orientation Gaussianly distributed and not uniformly as it is assumed for the one 
further from the linear feature. Thus we shall assume that the probability density function 
of the difference of the orientation will be as in the line / line case i.e.
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6.5 Experimental Results
Our main objective is to robustly and unambiguously extract line features from imagery 
containing lines, noise and edges as well. Such a problem arises when for example the aim 
is the identification of a road network in a remotely sensed image. Edge contamination 
comes from structures such as field boundaries and urban areas. We are using first a
I
(a) Original Im­
age
(b) Initial la­
belling
(c) First Itera­
tion
(d) Final La­
belling after 5 it­
erations
(e) Initial la­
belling
(f) First Iteration (g) Final La­
belling after 7 it­
erations
Figure 6.10: Results obtained by applying the relaxation processes for dif­
ferent thresholds crg = 1,10 .
synthetic 128x128 pixels image consisting of a circle one part of which is on a dark 
background and the other part on a bright background. The image includes ramp edges as 
well. This image is selected in order to evaluate the ability of the algorithm to detect lines of 
varying orientation without detecting as double lines the ramp edges. Figure 6.10 and 6.11 
illustrates that the selection of a suitable og, which is the standard deviation of noise in 
the image, is important for avoiding the detection of the ramp edge. Figure 6.12 shows 
the results of successive iterations of the dictionary-based labelling algorithm applied to a
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(a) Original Im­
age (40% noise)
(b) Initial la­
belling
(c) Final La­
belling after 5 it­
erations
(d) Initial la- (e) Final La­
belling belling after 7 it­
erations
Figure 6.11: Results obtained by applying the relaxation processes for dif­
ferent thresholds og =  30, 50 to a noisy image.
real image (panel a). The second panel shows the initial probabilities as grey level values: 
the darker the pixel, the higher the probability to be a line. Panel c is the output after one 
iteration step. The subsequent panels are the outputs after successive iterations. It can be 
seen that the gaps were gradually filled and most of the noisy segments were removed as 
the process converged.
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(a) Original Image (b) Initial labelling (c) First Iteration
(d) Second Iteration (e) Final Labelling
(8)
Figure 6.12: a. Original image, b. Initial labelling, c,d results after succes­
sive iterations, e. Final labelling.
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(b ) (c)
Figure 6.13: Original image, b. Initial labelling, c. Final labelling( 11).
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(b) (c)
Figure 6.14: Original image, b. Initial labelling, c. Final labelling( 13).
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Figures 6.13 and 6.14 show the results of applying the same process to real images. 
The image in figure 6.13 is from a Spot-Panchromatic scene with lOmx 10m resolution and 
the image in figure 6.14 is from an aerial photograph. The results are very encouraging. 
Since the relaxation uses an explicit dictionary model of the junction structures most of 
the junctions are accurately detected. Moreover, objects delineated by intensity edges are 
largely ignored.
6.6 Conclusions
We have applied here the theory of probabilistic relaxation to the problem of the detection 
of linear features. We have described a statistical framework which can be used to combine 
the responses of an optimal filter and give a probabilistic representation which is suitable 
for refinement by the relaxation process developed in chapter 4. We have demonstrated 
these results on synthetic and remotely sensed images.
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Chapter 7 
Conclusions and Future Work
In this final chapter, we restate the main objectives in this thesis and summarize how we 
succeeded to meet them. The motivation for our work was the practical potential offered by 
the relaxation labelling algorithm in many applications. Previously developed relaxation 
labelling schemes did not utilize the data efficiently because they used them only at the 
initialization step allowing the model to take over in the subsequent steps. Recently this 
problem was addressed by means of explicitly incorporating binary measurements into the 
relaxation process. In this thesis the relevant methodology was adapted and developed for 
the case of objects arranged in a square lattice. We demonstrated the method by applying 
it to the problem of extracting lines and edges from images. However, this work is only an 
investigation into the challenging problems of automatic pixel labelling and interpretation. 
Although the new approach developed in this study offers some effective alternatives to 
the existing methodology, it is equally important to recognize what its limitations are. 
Thus, this chapter concludes by identifying several aspects for further research that would 
extend and refine our work.
7.1 Summary and Conclusions
The introduction to this thesis, presented in chapter 1, showed the central role of contextual 
decision making in image analysis and pattern recognition in general. The solution of 
many image analysis tasks can be formulated in terms of determining the labelling of each 
of the nodes in a graph. The labelling problem in the case of square lattice is thus of 
considerable interest and has been the central topic of this thesis. In general, there are
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two distinct sources of information available to help in the solution of such a labelling 
problem: information obtained from measurements made on each node and contextual 
information given by a priori knowledge about a collection of nodes. The type and the 
amount of information available from these two sources is dependent on the labelling 
problem which we are trying to solve. In particular this thesis included an investigation 
of the problem of edge and line detection with the aid of strong contextual information in 
the form of edge/line continuity constraints.
The mechanism used in this thesis for employing extended information as an aid to the 
labelling problem was the technique of probabilistic relaxation conceived by Rosenfeld, 
Hummel and Zucker [14] in 1976 which since its publication has attracted considerable 
interest. Chapter 2 reviewed the main topics in the field of probabilistic relaxation with 
a general conclusion that the method is of value, having been successful when applied 
to a number of practical problems. Examples of the problem domains where relaxation 
labelling has been effective include edge and line detection [6,7,12,17], correspondence 
matching [1, 2, 8 ], scene analysis [3], 3D object recognition and segmentation [9]. The 
main two components of the relaxation labelling problem were examined: the selection 
of suitable compatibility measures and support functions; and the various probability 
updating schemes. Most approaches, including the original method of Rosenfeld et 
al. [14], made ad hoc assumptions regarding three main areas; the assignments of initial 
probabilities for candidate labels; the representation of contextual information via pairwise 
compatibility coefficients; and the probability updating scheme. Because of these ad hoc 
aspects, interpretation of the meaning of the updated probabilities led to the idea of global 
ambiguity reduction and consistency maximization. However, it was shown that the 
interpretation for the probabilities computed by the updating procedure is less important 
when compatibility and support functions are derived as advocated by Hancock and 
Kittler [5], as the assumptions underlying the updating process are stated a priori. This 
work established close links between the recursive implementation of these algorithms and 
the support functions and compatibility coefficients. In chapter 3 three different support 
functions in relation with the different updating rules are discussed. An artificial labelling 
problem was dealt with first. The problem of labelling a triangular graph was considered, 
as it has become a standard framework for the evaluation of relaxation labelling algorithms. 
This problem is artificial but it is useful when evaluating the behaviour of a relaxation 
process. The second problem considered was that of edge labelling and it has frequently
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been used as a test problem for the relaxation labelling approach. A principal result of the 
investigations described above was that the projected gradient method of update although 
theoretically justified, failed to live up to the expectations once the dimensionality of 
the problem became large. Thus, we adopted the classical updating algorithm in the 
subsequent sections and did not pursue any further the projected gradient method. Also, 
it was found that the evidence combining support function performed better than the 
arithmetic average and the product rule support function. Finally, the inefficiency of all 
the above schemes to utilize the information obtained from measurements made on pairs 
of objects was identified.
A new approach, using the mathematical apparatus developed by Christmas et al. [2] 
concerning the labelling of irregular graphs, was discussed in chapter 4 and developed 
for the case of square lattice. This new approach resolves the deficiency present of 
other methods, namely the absence of information conveyed from measurements after the 
initialization step. The novel feature of the formulation is the explicit inclusion of binary 
relations among the conditioning variables of the contextual probability involved in the 
label probability updating expression. The formulation proposed describes in a unified 
and consistent manner how unary relation measurements, binary relation measurements 
relating to pairs of objects, and prior world knowledge should be jointly brought to bear 
on the object labelling problem. The knowledge of the adjacency relations between the 
objects in a rectangular grid suggests the use of a label configuration dictionary, as in [5] 
which curbs the computational complexity of the approach.
With the links made between the new algorithm and the existed ones consideration was 
then given to their comparative behaviour in two labelling problems of image analysis. 
The analysis was not intended to be exhaustive, due to the large number of the problems 
where the relaxation algorithm can be applied. The main section of practical interest in 
chapter 5 was the application of the new theory developed to the problem of edge detection.
Our approach uses probabilistic relaxation as post processing technique to resolve 
ambiguities and inconsistencies created from the filtering process. The advantage of our 
approach is that it uses unary and binary measurements. The binary measurements used 
were the difference in orientation and magnitude of edgels. This was done on the basis that 
edges are continuous and locally they must have continuous magnitude and orientation. It 
was shown that our approach performs as a non-maxima suppression technique in the first 
step and as an adaptive linking process which uses local relationships and measurements
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in the subsequent steps. We compare our algorithm with two other methods: Canny’s 
postprocessing which was proved to be unable to cope with high levels of noise and could 
not detect the important edges; and a similar relaxation algorithm which is not using 
binary measurements. The new relaxation scheme performed always better producing 
fewer noisy segments and edges with better connectivity.
An other image analysis problem, that of line detection, was investigated in chapter 6  of 
this thesis. The objective of line detection is to extract linear feature in the image without 
detecting noisy segments or edge segments. This problem has a wide applicability since 
there are a lot of image processing problems in which it is required to enhance and extract 
curvelinear or line-like structures such as roads and streams in remotely sensed images 
or cracks on inspected surfaces [15] or seismic horizons from seismic images [10]. The 
problem looks similar to that of edge detection, however, it has its own peculiarities and 
its own advantages that originate from the filtering approach used. The convolution filters 
used were developed by Petrou in [13] and are optimal for the line model with which the 
lines one is trying to identify can be modelled. The model based approach characteristic to 
this problem was exploited even further in the calculation of the distributions for the binary 
measurements used and also offers the opportunity to use binary measurements which are 
not directly derived from the unary attributes. We have demonstrated the applicability of 
the algorithm to extract linear features from remotely sensed images.
In conclusion, this thesis has made a significant contribution to the theoretical foun­
dations of probabilistic relaxation labelling by the introduction of information conveyed 
from the binary measurements for the case of labelling regular graphs. The second main 
contribution of this thesis was the application of the new method to practical image anal­
ysis problems and it has been shown that it behaves in a robust way even for very noisy 
situations.
7.2 Future work
Although success has been demonstrated in the practical application of the new relaxation 
algorithm, we can identify several limitations, suggest areas for improvement but also 
applications where the new algorithm can be performed.
The main practical applications of relaxation labelling for square lattice structure dealt 
with in this thesis were edge and line detection. There remain a number of possible
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extensions to the work carried out. For instance, it would be beneficial to evaluate the new 
method in image segmentation where larger feature vectors, for example the seven bands 
of Landsat TM data, and large label sets can be considered. A larger context conveying 
neighborhood, say 5x5, has also to be examined. Such extensions will increase the 
computational requirements of the current implementation. However, the computational 
cost can be reduced by a parallel implementation because of the parallel nature of relaxation 
algorithms. Furthermore, the problem of optic flow appears to be a good candidate. There 
are also possible applications outside the field of image analysis, for example in artificial 
intelligence problems where complex reasoning situations are solved using heuristics and 
contextual information [11,16].
Furthermore, questions relating to convergence, interpretation of the probabilities 
computed by the iterative updating process for the theory developed still remain. A 
possible research area could be the integration of the new support function developed here 
with the work of Hummel and Zucker [4] in the context of maximizing a consistency 
function of object labelling. Therefore, it appears that probabilistic relaxation will remain 
a fertile area of research and will be further investigated for a number of years to come.
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Appendix A 
Constants for the Consistency Function
The function F for each of the three support functions is:
(a). Arithmetic average:
F  =  2 {pqh  +  psk2 +  qsk3 +  pkA +  qk5 + sk6 +  k7} — 3
(b). Product rule:
F  = {pqski +  pqk2 +  psk3 +  qsk 4 +  p h  +  q h  +  sk7 +  k8}
(c). Evidence-combining:
F  =  3 {pqski +  pqk2 +  psk3 +  qsk 4 +  pk5 +  #A;6 +  +  &8}
The constants k i , . . . ,  k8 are combinations of appropriate a priori probabilities and they 
are:
1. Arithmetic average
h  = k2 = k3 = —
(A.l)
&7 =  0 (A.2)
133
134 Appendix A
2. Product rule
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h  = 27
16k2 = k3 = k4 = —  (A.3)
16
&5 =  &6 =  k'j = — (A.4)
h  =  0 (A.5)
3. Evidence-combining
Appendix B 
Gradient Projection
Mohament et.al. present a method of obtaining the gradient projection for use in the 
context of labelling problems. The problem is developed from the following information 
which is known:
• The set of ambiguous labelling assignments, K , given by:
K = { p \ p p i = i ’ ^ > ov4
• The tangent set Tp. For any vector P  e  K , T p  is given by:
Tp =  I ui -  0 if Pi =  0 }
• The set of feasible directions at P , defined by:
Fp = Tp f ) { u € B n | ||m|| <  1}
Given a “current point” P  G K,  and an arbitrary direction g, the problem is defiened 
by: Problem P: Find u 6  Fp such that
gu > gv Vv G Fp
The solution method to determine u comes from the theory of feasible directions. The 
algorithm which solves Problem P is given below.
The algorithm
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1 Given P  G K  and g G R n, set k =  1, Sk = 0 , D =  i \ Pi =  0
2. Loop:
t k = ^ w k S / i
S k + 1 =  ^ £  D  | Qi ^  tj~
i f  S k + 1 =  then EXIT LOOP
k = h + 1
END LOOP
3. Compute y where:
_  J 0 if i G S* 
Vl ~  I & -  tk i f i g  Sk
4. Compute w where:
J O  if y =  0  
Ul ~  I tAt otherwise
This u is the desired solution.
u n iv e r sit y  o f
