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GRAPH CEPSTRUM: SPATIAL FEATURE
EXTRACTED FROM PARTIALLY CONNECTED MICROPHONES
Keisuke Imoto
Ritsumeikan University, Japan
ABSTRACT
In this paper, we propose an effective and robust method of
spatial feature extraction for acoustic scene analysis utilizing
partially synchronized and/or closely located distributed mi-
crophones. In the proposed method, a new cepstrum feature
utilizing a graph-based basis transformation to extract spa-
tial information from distributed microphones, while taking
into account whether any pairs of microphones are synchro-
nized and/or closely located, is introduced. Specifically, in
the proposed graph-based cepstrum, the log-amplitude of a
multichannel observation is converted to a feature vector uti-
lizing the inverse graph Fourier transform, which is a method
of basis transformation of a signal on a graph. Results of
experiments using real environmental sounds show that the
proposed graph-based cepstrum robustly extracts spatial in-
formation with consideration of the microphone connections.
Moreover, the results indicate that the proposed method more
robustly classifies acoustic scenes than conventional spatial
features when the observed sounds have a large synchroniza-
tion mismatch between partially synchronized microphone
groups.
Index Terms— graph cepstrum, graph signal processing,
acoustic scene analysis, spatial cepstrum
1. INTRODUCTION
Analyzing scenes from sounds, which is called acoustic scene
analysis (ASA) [1], has many applications such as systems for
monitoring elderly people or infants [2, 3], automatic surveil-
lance systems [4–6], automatic file-logging systems [7–9],
and advanced multimedia retrieval [10–13].
Manymethods of ASA utilizing spectral information have
been developed; for instance, Eronen et al. [7] and Mesaros
et al. [14] have proposed methods based on mel-frequency
cepstral coefficients (MFCCs) and Gaussian mixture models
(GMMs). Han et al. [15] and Jallet et al. [16] have proposed
methods based on mel-spectrograms and the convolutional
neural network (CNN). Kim et al. [17] and Imoto et al. [8,18]
have developed methods utilizing Bayesian generative mod-
els of acoustic word sequences.
More recently, ASA based on spatial information has also
been proposed [19–23]. Many of these methods extract spa-
tial information based on time differences or sound power ra-
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Fig. 1. Example of microphone connections
tios between channels; therefore, it is necessary that the mi-
crophones are synchronized between channels and the micro-
phone locations or array geometry are known. To synchronize
the multiple microphones and determine the microphone lo-
cations or array geometry, we need multiple A/D converters
controlled by a common temporal clock and a dedicated mi-
crophone array. However, in realistic situations, this is not
always feasible.
To extract spatial information using unsynchronized dis-
tributed microphones whose locations and array geometry are
unknown, Ku¨rby et al. [24] devised scene classification meth-
ods based on the late fusion of scene classification results
obtained with each microphone. Imoto and Ono have pro-
posed a spatial cepstrum that can be applied under the unsyn-
chronized and blind condition [25, 26]. In the extraction of a
spatial cepstrum, log-power observations recorded by multi-
ple microphones are converted to a feature vector by a basis
transformation similarly to the cepstrum, except that principal
component analysis (PCA) is applied for the basis transforma-
tion.
Recently, the numbers of smartphones, smart speakers,
and IoT devices that have multiple microphones have rapidly
been increasing. A microphone array composed of these
multiple microphones are often partially synchronized and
closely located as shown in Fig. 1, where we collectively
refer to synchronized or closely located microphones as con-
nected microphones. The time delay and sound power ratio
between channels are significant cues for extracting spatial
information even when microphones are partially connected.
However, in conventional methods of spatial feature extrac-
tion using a distributed microphone array, it is not considered
whether microphones are partially connected.
In this paper, a spatial feature extraction method for a dis-
tributed microphone array that can take into account whether
any pairs of microphones are connected is proposed. To con-
sider whether any pairs of microphones are connected, we uti-
lize a graph representation of the microphone connections, in
which the power observations and microphone connections
are represented by weights of the nodes and edges, respec-
tively. Using the proposed method, we then extract spatial in-
formation by applying a graph Fourier transform, which en-
ables spatial feature extraction considering the connections
between microphones.
The rest of this paper is structured as follows. In section
2, the cepstrum and spatial cepstrum, which are respectively
used for conventional spectral and spatial feature extraction,
are introduced. In sections 3, the proposed spatial feature ex-
traction for partially connected distributed microphones and
the similarity of the proposed method to the cepstrum and
spatial cepstrum are discussed. In section 4, results of exper-
iments using the proposed and conventional spatial features
are reported. In section 5, this paper is concluded.
2. CONVENTIONAL CEPSTRUM FEATURES
In this section, we discuss the cepstrum and spatial cepstrum
[25, 26], which are the conventional spectral and spatial fea-
tures, respectively.
Suppose that a multichannel observation is recorded by
N microphones and let sω,τ,n be the short-time Fourier trans-
form (STFT) representation of an observation for microphone
n, where ω and τ represent the frequency and time frame, re-
spectively. We then designate the amplitude component of
sω,τ,n as aω,τ,n = |sω,τ,n|.
2.1. Cepstrum as Spectral Feature
Let us consider the frequency-based log-amplitude vector
pτ =


log a¯1,τ
log a¯2,τ
...
log a¯ω,τ
...
log a¯Ω,τ


, (1)
where Ω is the number of frequency bins and
a¯ω,τ =
√
1
N
∑
n
a2ω,τ,n (2)
is the root mean square (RMS) of the amplitude spectrum over
the channels. The inverse discrete Fourier transform (IDFT)
of pτ , which is defined as
cτ = ZΩpτ , (3)
is called the cepstrum, where ZΩ ∈ R
Ω×Ω is called the IDFT
matrix. The mel-frequency cepstrum coefficient (MFCC),
which has been widely used as a spectral feature, is also
defined using the discrete cosine transform (DCT) for a mel-
frequency representation similarly to the cepstrum.
2.2. Spatial Cepstrum as Spatial Feature
As an extraction technique of spatial information for unsyn-
chronized distributed microphones whose locations and array
geometry are unknown, the spatial cepstrum (SC), which is
an extension of the cepstrum feature to the spatial domain
feature, has been proposed [25, 26].
In unsynchronized distributed microphones, synchroniza-
tion over channels is a challenging problem; thus, phase in-
formation, which is susceptible to synchronization mismatch,
may be unreliable. To design a more robust spatial feature to
synchronization mismatch, the SC also utilizes only the log-
amplitude vector
qτ =


log a˜τ,1
log a˜τ,2
...
log a˜τ,n
...
log a˜τ,N


, (4)
where
a˜τ,n =
√
1
Ω
∑
ω
a2ω,τ,n (5)
is the RMS of the amplitude spectrum over the frequency bins
at each time frame. In the case of the cepstrum feature, since
a˜ω,τ represents the amplitude at each subband, which is uni-
formly spaced on the linear frequency or mel-frequency axis,
the basis transformation using the IDFT can be applied. How-
ever, when the distributed microphones are non-uniformly lo-
cated, we cannot apply the basis transformation such as the
IDFT or DCT; thus, PCA is applied to extract the SC.
LetRq be the covariance matrix of qτ given by
Rq =
1
T
∑
τ
qτq
T
τ , (6)
where T is the number of time frames. SinceRq is a symmet-
ric matrix, the eigendecomposition ofRq can be represented
as
Rq = EDE
T, (7)
where E and D are the eigenvector matrix and the diagonal
matrix whose diagonal elements are equal to the eigenvalues
in descending order, respectively. Using this eigenvector ma-
trix E, the SC is defined as
dτ = E
Tqτ . (8)
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Fig. 2. Example of observations on undirected graph and rela-
tionship between microphone connections and adjacency ma-
trix
The SC can extract spatial information without information
on microphone locations or the array geometry, although it
requires training with sound data to estimate the eigenvector
matrix E by PCA. Moreover, since the SC does not consider
whether any pairs of microphones are synchronized or closely
located, prior information about microphone connections or
partial location information of the microphones cannot be uti-
lized for spatial feature extraction.
3. SPATIAL FEATURE EXTRACTION BASED ON
GRAPH CEPSTRUM
Consider the situation that a microphone array is composed of
multiple generic acoustic sensors mounted on smartphones,
smart speakers, or IoT devices, where some of the micro-
phones mounted on each device are connected. To extract
spatial information from these microphones, methods of blind
synchronization between devices can be applied [27–30].
However, it is still not easy to synchronize these micro-
phones accurately. Moreover, synchronization is not always
satisfactory because recorded sounds are easily affected by
background noise, reverberation, and reflection. The use of
the SC has been proposed to address these difficulties; that is,
the SC can robustly extract spatial information using a dis-
tributed microphone array. However, the SC cannot extract
spatial information considering whether microphones are par-
tially connected. In this paper, we propose a new method of
spatial information extraction taking this advantage of the SC
and taking partial connections of microphones into account.
In the proposed method, we use a graph representation of
multichannel observations and microphone connections, and
then apply the graph Fourier transform (GFT) [31], which
enables us to take into account the pairs of microphones that
are connected.
We suppose the logarithm powers of the observations on
the undirected graph shown in Fig. 2, where the log-power of
observation log a˜τ,n and the weight of the microphone con-
nection are represented by the weights of the node and edge,
respectively. Here, theN×N adjacency matrix, which repre-
sents the weights of the connections between all microphone
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Fig. 3. Microphone arrangement and sound source locations.
Channel indices (1–13) and group indices of synchronized
microphones (I–V) are also indicated.
Table 1. Conditions of recording and scene classification ex-
periment
Sampling rate 48 kHz
Quantization bit rate 16 bits
Sound clip length 8 s
Frame length/FFT point 20 ms/2,048
Connection weight α 0.01
Structure of CNN 3 conv. & 3 dense layers
Pooling in CNN layers 2 × 2 max pooling
Activation function ReLU, softmax (output layer)
# channels of CNN 32, 24, 16
# units of dense layers 128, 64, 32
Optimizer Adam
# acoustic topics in sATM 20
pairs, is defined as
A(m,n) =
{
1 if channelsm and n are connected
0 or α otherwise,
(9)
where α is an arbitrary weight of the connection, which is
in the range of 0.0–1.0. We also consider the N ×N degree
matrixD, which is a diagonalmatrix whose diagonal elements
are represented as
D(m,m) =
∑
n
A(m,n). (10)
The degree matrix indicates the number of microphones con-
nected with microphone m. Then, the unweighted graph
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Fig. 4. IGFT matrixU in red-blue map representation
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Fig. 5. Red-blue map representation of GC weight uk,n at
each microphone
Laplacian is represented as
L , D−A, (11)
where L is also a symmetric matrix since both D and A are
symmetric matrices. Thus, the eigendecomposition of L is
expressed as
L = UΛUT, (12)
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Fig. 6. SC matrix in red-blue map representation
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Fig. 7. Red-blue map representation of SC weight ek,n at
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where U and Λ are the eigenvector matrix and the diagonal
matrix whose diagonal elements λm are equal to the eigenval-
ues in ascending order, respectively. The eigenvector matrix
UT and its transposeU are the GFT and inverse graph Fourier
transform (IGFT) matrices, respectively, which enable the ba-
sis transformations considering the connections between mi-
crophones.
Thus, the proposed spatial feature, in which the connec-
tions betweenmicrophones are considered, is defined in terms
of the IGFT of the log-amplitude vector qτ as
eτ = Uqτ . (13)
Because the proposed spatial feature also resembles the
conventional cepstrum and SC as described in Appendix, we
call it the graph cepstrum (GC). The GC can extract a spatial
pattern without any training data, which are required for the
extraction of the SC if we have information on microphone
connections.
4. EVALUATION EXPERIMENTS
4.1. Experimental Conditions
To evaluate characteristics of the GC and its effectiveness
for acoustic scene analysis, we investigated the behavior of
the GC and conducted classification experiments on acoustic
scenes using spatial information. Since most of the public
datasets for acoustic scene analysis including TUT Acoustic
Scenes 2017 [32] and AudioSet [33] are provided in sin-
gle or stereo channels, we recorded a multichannel sound
dataset with 13 synchronized microphones in a real envi-
ronment. The sound dataset includes nine acoustic scenes,
“vacuuming,” “cooking,” “dishwashing,” “eating,” “reading
a newspaper,” “operating a PC,” “chatting,” “watching TV,”
and “doing the laundry,” which occur frequently in a liv-
ing room. The sound source locations and the microphone
arrangement are shown in Fig. 3. Each arabic number and
roman number indicate the microphone index and the group
index of synchronized microphones, respectively. The sound
dataset consists of 257.1 min recordings, which were ran-
domly separated into 5,180 sound clips for model training
and 2,532 sound clips for classification evaluation, where
no acoustic scene overlapped with another scene in all the
sound clips. To evaluate the scene classification performance
using microphones with synchronization mismatch among
the microphone groups, the recorded sounds for classification
evaluation were misaligned with various error times among
the microphone groups shown in Fig. 3. The error times
were randomly sampled from a Gaussian distribution with
µ = 0 and various variances σ2. The other recording and
experimental conditions are listed in Table 1.
4.2. Spatial Information Extracted from Graph Cep-
strum
To investigate how the GC extracts spatial information, we
examined the IGFT matrix U calculated using the connec-
tion weightA(m,n), which is 1.0 whenmicrophones are con-
nected, and 0.01 otherwise. This is because sounds can prop-
agate to all of the microphones, and it is expected that the
observations of microphones will be slightly correlated.
Table 2. Similarity between IGFT and SC matrices
IGFT
SC
α = 1.0 0.1 0.01 0.001 0.00001
IGFT
α=1.0 - 16.802 15.469 16.616 17.005 10.741
α=0.1 16.802 - 5.584 10.209 5.252 9.385
α=0.01 15.469 5.584 - 9.450 8.695 8.926
α=0.001 16.616 10.209 9.450 - 7.875 10.044
α=0.0001 17.005 5.252 8.695 7.875 - 10.359
SC 10.741 9.385 8.926 10.044 10.359 -
Fig. 4 shows the IGFT matrix U as a red-blue map. The
kth-row vector ofU corresponds to the kth eigenvector of the
graph Laplacian L. The kth-order GC is calculated using the
kth-row vector ofU as follows:
eτ,k = ukqτ =
N∑
n=1
uk,nqτ,n, (14)
where eτ,k, uk, uk,n, and qτ,n are the kth-order GC, the kth-
row vector ofU, the (k, n) entry ofU, and the nth element of
qτ , respectively. This indicates that the kth-order GC is ob-
tained by a linear combination of log-amplitudes qτ,n, where
uk,n is the weight of the linear combination. In Fig. 5, we also
show the weights at each microphone position to investigate
how the GC extracts spatial information.
From Figs. 4 and 5, it can be interpreted that the first-order
GC represents the average sound level in the whole space be-
cause all the weights uk are positive and the same values. For
the middle-order GC (from second order to fifth order), the
signs of the weights among the closely located microphones
are similar. This means that the middle-order GC can extract
rough spatial information as the middle-order cepstrum co-
efficients capture the spectral envelope. For the higher-order
GC, the weights of only part of the connected microphone
group are active and the summation of the weights uk,n in the
microphone groups is close to zero. When a sound source is
far from the microphone group, the log amplitudes qτ,n are
approximately equal between the microphones, and eτ,k be-
comes close to zero. Thus, the higher-order GC coefficients
capture spatial information of sound sources close to the mi-
crophone group.
4.3. Comparison of Spatial Information Extracted from
Graph Cepstrum and Spatial Cepstrum
To compare spatial information extracted from the GC with
the SC, we also show the transformation matrixET of SC (re-
ferred to as a SCmatrix) as a red-bluemap in Figs. 6 and 7. To
calculate the SC matrix, the synchronized original recordings
were used. The kth-row vector of the SC matrix corresponds
to the kth eigenvector of the covariance matrixRq of qτ . The
kth-order SC is calculated using the kth-row vector of ET as
follows:
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(b) IGFT matrix for α = 0.001
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(c) IGFT matrix for α = 0.0001
Fig. 8. IGFT matrixU in red-blue map representation with various connection weights α
dτ,k = e
T
kqτ =
N∑
n=1
ek,nqτ,n, (15)
where dτ,k, e
T
k , ek,n, and qτ,n are the kth-order SC, the kth-
row vector of ET, the (k, n) entry ofET, and the nth element
of qτ , respectively. Similarly to the GC, the kth-order SC is
calculated as a linear combination of log-amplitudes, in which
ek,n act as the weights of the linear combination.
Considering that the signs of the eigenvalue decomposi-
tion can be flipped, Figs. 4–7 show that the GC and SC ex-
tract similar spatial information. Thus, the experimental re-
sults show that the GC can extract a similar spatial pattern to
the SC without any training data for learning the spatial pat-
tern, which is required for the extraction of the SC.
4.4. Spatial Information Extracted from Graph Cep-
strum with Various Connection Weights
Further investigation of spatial information extracted from
GC with various connection weights α was conducted. In
this experiment, we calculated the IGFT matrix U using
the connection weight A(m,n), which is 1.0 when micro-
phones are connected and α = 0.1, 0.001, and 0.0001 oth-
erwise. Figs. 8 (a)–8 (c) show the IGFT matrix U with
α = 0.1, 0.001, and 0.0001, respectively. Considering that
the signs of the eigenvalue decomposition can be flipped,
Figs. 4 and 8 indicate that the GC extracts spatial patterns
without strongly depending on α because the active channels
are similar for IGFT matrices with various α.
We then evaluated the similarity between IGFT and SC
matrices in terms of the sum of squares error calculated as
follows:
rα1α2 =
N∑
i,j=1
(|u
(α1)
i,j | − |u
(α2)
i,j |)
2, (16)
rα1SC =
N∑
i,j=1
(|u
(α1)
i,j | − |ei,j |)
2, (17)
where rα1α2 is the sum of squares error between IGFT matri-
ces whose α values are α1 and α2. rα1SC indicates the sum
of squares error between IGFT and SC matrices. For com-
parison, we evaluated the similarity using α = 1.0, which
indicates that all microphones are connected. As shown in
Table 2, when α1 and α2 are 0.1, 0.01, 0.001, and 0.0001,
the IGFT matrices are more similar to each other than the SC
matrix and the IGFT matrix with α = 1.0. Thus, the GC can
extract spatial patterns with robustness against α.
4.5. Acoustic Scene Classification Utilizing Spatial Infor-
mation
To evaluate the effectiveness of the GC for acoustic scene
analysis, scene classification experimentswere conducted. As
the acoustic feature, the 13-dimensional GC coefficients and
512-dimensional bag-of-acoustic words (BoW) [8, 34] calcu-
lated from the GC were used. Acoustic scenes were then
modeled and classified with respect to each sound clip using a
GMM, a supervised acoustic topic model (sATM) [8,34], and
a CNN. Specifically, the GMM was applied to acoustic fea-
ture vectors eτ and dτ for each acoustic scene x, and acoustic
scene x of sound clip c was estimated by calculating the prod-
uct of the likelihoods over the sound clip as follows:
xc = arg max
x
Tc∏
τ=1
pτ (fτ |x), (18)
where Tc, fτ , and pτ (fτ |x) are the number of frames in sound
clip c, an acoustic feature vector at time frame τ such as dτ
or eτ , and the likelihood of acoustic scene x, respectively.
The sATM is a method for ASA based on a Bayesian gener-
ative model, which learns the relationship between acoustic
scenes and the event sequence. As other methods of acoustic
scene classification utilizing a distributed microphone array,
we also evaluated classifiers using a classifier stacking-based
method [24]. These acoustic features and classifiers were se-
lected with reference to [26].
The performance of classifying acoustic scenes is shown
in Fig. 9. For each experimental condition, the acoustic scene
modeling and classification were conducted ten times with
various synchronization error times sampled randomly. The
results show that when the synchronization error between mi-
crophone groups is small, the GC and conventional SC ef-
fectively classify acoustic scenes. When the synchronization
error between microphone groups increases, the scene classi-
fication performance of the GC slightly decreases. This is
because the proposed GC less considers weakly connected
microphones; therefore, the GC is less affected by the syn-
chronization error and is more robust against synchroniza-
tion error. In contrast, the classification accuracy decreases
rapidly when using the conventional SC. This is because only
the sounds recorded by the synchronized microphones were
used to obtain the eigenvector matrix E; thus, the synchro-
nization error led to an inappropriate basis transformation.
5. CONCLUSION
In this paper, an effective spatial feature extractionmethod us-
ing partially synchronized and/or closely located distributed
microphones was proposed. In the proposed method, the
graph cepstrum (GC), which is defined as the inverse graph
Fourier transform of the logarithm power of a multichannel
observation, is derived. Then it was demonstrated that the GC
in a ring graph is identical to the cepstrum and spatial cep-
strum in a circularly symmetric microphone arrangementwith
an isotropic sound field. The experimental results show that
the proposed GC robustly extracts spatial information with
consideration of the microphone connections. Moreover, the
experiments using real environmental sounds showed that the
GC enables more robust classification of acoustic scenes than
conventional spatial features even when the synchronization
mismatch between partially synchronizedmicrophone groups
is large.
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Appendix: Graph Cepstrum on Ring Graph
As a special case, let us consider a circularly connected condition,
namely, the ring graph condition shown in Fig. 10. Under the ring
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Fig. 10. Examples of ring graph condition (left) and circularly
symmetric microphone arrangements (right)
graph condition, a graph Laplacian is represented as the circulant
matrix
Lsym =


2 −1 0 · · · 0 0 −1
−1 2 −1 · · · 0 0 0
0 −1 2 · · · 0 0 0
..
.
..
.
..
.
. . .
..
.
..
.
..
.
0 0 0 · · · 2 −1 0
0 0 0 · · · −1 2 −1
−1 0 0 · · · 0 −1 2


. (19)
Considering that a circulant matrix is diagonalized by an IDFT ma-
trix ZN [35] defined by
ZN=
1√
N


1 1 1 · · · 1 1
1 ζ1 ζ2 · · · ζN−2 ζN−1
1 ζ2 ζ4 · · · ζ2(N−2) ζ2(N−1)
.
..
.
..
.
..
. . .
.
..
.
..
1 ζN−2 ζ2(N−2) · · · ζ(N−2)2 ζ(N−1)(N−2)
1 ζN−1 ζ2(N−1) · · · ζ(N−2)(N−1) ζ(N−1)2


(20)
ζ = e
j2pi/N
, (21)
the IGFT is identical to the IDFT. Thus, under the ring graph condi-
tion, the GC is identical to the definition of the cepstrum. Moreover,
it is also identical to the SC under the condition of circularly sym-
metric microphones in an isotropic sound field [26]. This means that
the ring connection in the GC domain corresponds to the circularly
symmetric arrangement of microphones in an isotropic sound field.
