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2-LOCAL DERIVATIONS ON ASSOCIATIVE AND JORDAN
MATRIX RINGS OVER COMMUTATIVE RINGS
SHAVKAT AYUPOV1 AND FARHODJON ARZIKULOV2
Abstract. In the present paper we prove that every 2-local inner derivation
on the matrix ring over a commutative ring is an inner derivation and every
derivation on an associative ring has an extension to a derivation on the matrix
ring over this associative ring We also develop a Jordan analog of the above
method and prove that every 2-local inner derivation on the Jordan matrix
ring over a commutative ring is a derivation.
1. Introduction
The present paper is devoted to 2-local derivations on associative and Jordan
matrix rings. Recall that a 2-local derivation is defined as follows: given a ring
ℜ, a map ∆ : ℜ → ℜ (not additive in general) is called a 2-local derivation if for
every x, y ∈ ℜ, there exists a derivation Dx,y : ℜ → ℜ such that ∆(x) = Dx,y(x)
and ∆(y) = Dx,y(y).
In 1997, P. Sˇemrl [25] introduced the notion of 2-local derivations and described
2-local derivations on the algebra B(H) of all bounded linear operators on the
infinite-dimensional separable Hilbert space H. A similar description for the finite-
dimensional case appeared later in [14]. In the paper [20] 2-local derivations have
been described on matrix algebras over finite-dimensional division rings. In [3]
the authors suggested a new technique and have generalized the above mentioned
results of [25] and [14] for arbitrary Hilbert spaces. Namely they considered 2-
local derivations on the algebra B(H) of all linear bounded operators on an
arbitrary (no separability is assumed) Hilbert space H and proved that every
2-local derivation on B(H) is a derivation. In [2], [5] the authors extended the
above results and give a proof of the theorem for arbitrary von Neumann algebras.
After a number of paper were devoted to 2-local derivations, weak-2-local
derivations, Weak-2-local ∗-derivations, 2-local triple derivations, 2-local Lie iso-
morphisms, 2-local *-Lie isomorphisms and so on.
Results on 2-local derivations on finite dimensional Lie algebras were obtained
in [6], [16]. Articles [10], [22], [23] are devoted to weak-2-local derivations, and
[11], [17], [18], [21] are devoted to 2-local ∗-Lie isomorphisms and 2-local Lie
isomorphisms. A number of theorem on 2-local triple derivations were proved
in [13], [15]. Other classes of 2-local maps on different types of associative and
Jordan algebras were studied in [4], [7], [8], [9], [12] and [24].
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In this article we develop an algebraic approach to investigation of derivations
and 2-local derivations on associative and Jordan rings. Since we consider suffi-
ciently general cases of associative rings we restrict our attention only on inner
derivations and 2-local inner derivations. In particular, we consider the following
problem: if a derivation on an associative ring is a 2-local inner derivation then
is this derivation inner? The answer to this question is affirmative if the ring is
generated by two elements (Theorem 3.5).
In section 2 we consider 2-local derivations on the matrix ring Mn(ℜ) over an
associative ring ℜ. It is proved that, given a commutative ring ℜ, an arbitrary
2-local inner derivation on Mn(ℜ) is an inner derivation. This result extends the
one obtained in [20] to the infinite dimensional case but for a commutative ring ℜ
and in [1] to the case of a commutative ring but only for 2-local inner derivations.
In section 3 we show that every derivation on an associative ring ℜ has an
extension to a derivation on the matrix ring Mn(ℜ) of n× n matrices over ℜ.
In section 4 the relationship between 2-local derivations and 2-local Jordan
derivations on associative rings is studied.
In section 5 2-local derivations on the Jordan matrix ring over a commutative
associative ring are studied. Namely, we investigate 2-local inner derivations on
the Jordan ring Hn(ℜ) of n-dimensional matrices over a commutative associative
ring ℜ. It is proved that every such 2-local inner derivation is a derivation. For
this propose we use a Jordan analog of the algebraic approach to the investigation
of 2-local derivations applied to matrix rings over commutative associative rings
developed in section 2. Thus the method developed in this paper is sufficiently
universal and can also be applied to Jordan and Lie rings. Its respective modifi-
cation allows to prove similar problems for Jordan and Lie rings of matrices over
a ∗-ring.
2. 2-local derivations on matrix rings
Let ℜ be a ring. Recall that a map D : ℜ → ℜ is called a derivation, if
D(x + y) = D(x) + D(y) and D(xy) = D(x)y + xD(y) for any two elements x,
y ∈ ℜ.
A map ∆ : ℜ → ℜ is called a 2-local derivation, if for any two elements x, y ∈ ℜ
there exists a derivation Dx,y : ℜ → ℜ such that ∆(x) = Dx,y(x), ∆(y) = Dx,y(y).
Now let ℜ be an associative ring. A derivation D on ℜ is called an inner
derivation, if there exists an element a ∈ ℜ such that
D(x) = ax− xa, x ∈ ℜ.
A map ∆ : ℜ → ℜ is called a 2-local inner derivation, if for any two elements x,
y ∈ ℜ there exists an element a ∈ ℜ such that ∆(x) = ax− xa, ∆(y) = ay − ya.
Let ℜ be a unital associative ring, Mn(ℜ) be the matrix ring over ℜ, n > 1, of
matrices of the form

a1,1 a1,2 · · · a1,n
a2,1 a2,2 · · · a2,n
...
...
. . .
...
an,1 an,2 · · · an,n

 , ai,j ∈ ℜ, i, j = 1, 2, . . . , n.
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Let {ei,j}
n
i,j=1 be the set of matrix units in Mn(ℜ), i.e. ei,j is a matrix with
components ai,j = 1 and ak,l = 0 if (i, j) 6= (k, l), where 1 is the identity element,
0 is the zero element of ℜ and a matrix a ∈Mn(ℜ) is written as a =
∑n
k,l=1 a
k,lek,l,
where ak,l ∈ ℜ for k, l = 1, 2, . . . , n.
First, let us prove some lemmata which will be used in the proof of Theorem 2.4.
Throughout the paper, ℜ denotes a unital associative ring where 2 is invertible,
Mn(ℜ) denotes the ring of n×n matrices over ℜ, n > 1. Let ∆ : Mn(ℜ)→Mn(ℜ)
be a 2-local inner derivation. Let us fix a subset {a(i, j)}ni,j=1 ⊂Mn(ℜ) such that
∆(ei,j) = a(i, j)ei,j − ei,ja(i, j),
∆(
n−1∑
k=1
ek,k+1) = a(i, j)(
n−1∑
k=1
ek,k+1)− (
n−1∑
k=1
ek,k+1)a(i, j).
Put ai,j = ei,ia(j, i)ej,j, for all pairs of distinct indices i, j and let
∑
k 6=l ak,l be
the sum of all such elements.
Lemma 2.1. Let ∆ : Mn(ℜ) → Mn(ℜ) be a 2-local inner derivation. Then the
identity
ek,ka(i, j)ei,j = ek,ka(i, k)ei,j
holds for any pair i, k of distinct indices from {1, 2, . . . , n} and for any j ∈
{1, 2, . . . , n}, and the equality
ei,ja(i, j)ek,k = ei,ja(k, j)ek,k.
holds for any pair j, k of distinct indices from {1, 2, . . . , n} and for any i ∈
{1, 2, . . . , n}.
Proof. Let d ∈Mn(ℜ) be such element that
∆(ei,j) = dei,j − ei,jd,∆(ei,k) = dei,k − ei,kd.
Then
a(i, j)ei,j − ei,ja(i, j) = dei,j − ei,jd,
a(i, k)ei,k − ei,ka(i, k) = dei,k − ei,kd,
and
ek,ka(i, j)ei,j = ek,kdei,j, ek,ka(i, k)ei,k = ek,kdei,k.
Hence
ek,ka(i, k)ei,kek,j = ek,kdei,kek,j = ek,kdei,j
and
ek,ka(i, k)ei,j = ek,kdei,j = ek,ka(i, j)ei,j .
Similarly,
ei,ja(i, j)ek,k = ei,ja(k, j)ek,k.

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Lemma 2.2. Let ∆ : Mn(ℜ) → Mn(ℜ) be a 2-local inner derivation. Then for
any pair i, j of distinct indices in {1, 2, . . . , n} the following equality holds
∆(ei,j) = (
n∑
k,l=1,k 6=l
ak,l)ei,j − ei,j(
n∑
k,l=1,k 6=l
al,k) + a(i, j)
i,iei,j − ei,ja(i, j)
j,j,
where a(i, j)i,i, a(i, j)j,j are the appropriate components of the matrices ei,ia(i, j)ei,i,
ej,ja(i, j)ej,j respectively.
Proof. We have
∆(ei,j) = a(i, j)ei,j − ei,ja(i, j) =
n∑
k=1
ek,ka(i, j)ei,j −
n∑
k=1
ei,ja(i, j)ek,k
=
n∑
k=1,k 6=i
ek,ka(i, j)ei,j −
n∑
k=1,k 6=j
ei,ja(i, j)ek,k + ei,ia(i, j)ei,j − ei,ja(i, j)ej,j
=
n∑
k=1,k 6=i
ek,ka(i, k)ei,j −
n∑
k=1,k 6=j
ei,ja(k, j)ek,k + a(i, j)
i,iei,j − ei,ja(i, j)
j,j
=
n∑
k=1,k 6=i
ak,iei,j −
n∑
k=1,k 6=j
ei,jaj,k + a(i, j)
i,iei,j − ei,ja(i, j)
j,j
= (
n∑
k,l=1,k 6=l
ak,l)ei,j − ei,j(
n∑
k,l=1,k 6=l
al,k) + a(i, j)
i,iei,j − ei,ja(i, j)
j,j
by Lemma 2.1. 
Let xo =
∑n−1
k=1 ek,k+1. From the hypothesis there exists an element c ∈Mn(ℜ)
such that
∆(xo) = cxo − xoc.
Let c =
∑n
i,j=1 ci,j be the decomposition of c with respect to {ei,j}
n
i,j=1, where
ci,j = ei,icej,j, i, j = 1, 2, . . . , n.
Lemma 2.3. Let ∆ : Mn(ℜ)→ Mn(ℜ) be a 2-local inner derivation. Let k, l be
an arbitrary couple of distinct numbers in {1, 2, . . . , n}, and let b ∈Mn(ℜ) be an
element such that
∆(xo) = bxo − xob.
Then ck,k − cl,l = bk,k − bl,l, where ci,i = c
i,iei,i, bi,i = b
i,iei,i, c
i,i, bi,i ∈ ℜ,
i = 1, 2, . . . , n.
Proof. We may assume that k < l. We have
∆(xo) = cxo − xoc = bxo − xob.
Hence
ek,k(cxo − xoc)ek+1,k+1 = ek,k(bxo − xob)ek+1,k+1
and
ck,k − ck+1,k+1 = bk,k − bk+1,k+1.
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Then for the sequence
(k, k + 1), (k + 1, k + 2) . . . (l − 1, l)
we have
ck,k − ck+1,k+1 = bk,k − bk+1,k+1, ck+1,k+1 − ck+2,k+2 = bk+1,k+1 − bk+2,k+2, . . .
cl−1,l−1 − cl,l = bl−1,l−1 − bl,l.
Hence
ck,k − bk,k = ck+1,k+1 − bk+1,k+1, ck+1,k+1 − bk+1,k+1 = ck+2,k+2 − bk+2,k+2, . . .
cl−1,l−1 − bl−1,l−1 = cl,l − bl,l.
Therefore ck,k−bk,k = cl,l−bl,l, i.e. ck,k−cl,l = bk,k−bl,l. The proof is complete. 
Let ai,i = ci,i for i =, 2, . . . , n and a¯ =
∑n
i,j=1 ai,j.
The following theorem is the main result of the paper.
Theorem 2.4. Let ℜ be a commutative associative unital ring, and let Mn(ℜ) be
the ring of n × n matrices over ℜ, n > 1. Then any 2-local inner derivation on
the matrix ring Mn(ℜ) is an inner derivation.
Proof. Let ∆ : Mn(ℜ) → Mn(ℜ) be a 2-local inner derivation, x be an arbitrary
matrix in Mn(ℜ). Let a¯ be the element described in previous paragraphs. We
shall show that ∆(x) = a¯x− xa¯. Let d(i, j) ∈ Mn(ℜ) be an element such that
∆(ei,j) = d(i, j)ei,j − ei,jd(i, j), ∆(x) = d(i, j)x− xd(i, j)
and i 6= j. Then by Lemma 2.2 we have
∆(ei,j) = d(i, j)ei,j − ei,jd(i, j)
= ei,id(i, j)ei,j − ei,jd(i, j)ej,j + (1− ei,i)d(i, j)ei,j − ei,jd(i, j)(1− ej,j)
= a(i, j)i,iei,j − ei,ja(i, j)j,j + (
∑
k 6=l
ak,l)ei,j − ei,j(
∑
k 6=l
ak,l)
for all i, j in {1, 2, . . . , n}.
Since ei,id(i, j)ei,j − ei,jd(i, j)ej,j = a(i, j)i,iei,j − ei,ja(i, j)j,j we have
(1− ei,i)d(i, j)ei,i = (
∑
k 6=l
ak,l)ei,i,
ej,jd(i, j)(1− ej,j) = ej,j(
∑
k 6=l
ak,l)
for all pairs of distinct numbers i and j in {1, 2, . . . , n}.
Hence
ej,j∆(x)ei,i = ej,j(d(i, j)x− xd(i, j))ei,i
= ej,jd(i, j)(1−ej,j)xei,i+ej,jd(i, j)ej,jxei,i−ej,jx(1−ei,i)d(i, j)ei,i−ej,jxei,id(i, j)ei,i
= ej,j(
∑
k 6=l
ak,l)xei,i − ej,jx(
∑
k 6=l
ak,l)ei,i + ej,jd(i, j)ej,jxei,i − ej,jxei,id(i, j)ei,i.
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We have
∆(
n−1∑
k=1
ek,k+1) = a(i, j)(
n−1∑
k=1
ek,k+1)− (
n−1∑
k=1
ek,k+1)a(i, j)
by the definition of a(i, j). Then by Lemma 2.3 we have
a(i, j)j,j − a(i, j)i,i = cj,j − ci,i,
where
ck,k = c
k,kek,k, c
k,k ∈ ℜ, k = 1, 2, . . . , n,
a(i, j) =
n∑
kl=1
a(i, j)k,lek,l, a(i, j)
k,l ∈ ℜ, k, l = 1, 2, . . . , n.
Since
d(i, j)ei,j − ei,jd(i, j) = a(i, j)ei,j − ei,ja(i, j)
we have
ei,id(i, j)ei,j − ei,jd(i, j)ej,j = ei,ia(i, j)ei,j − ei,ja(i, j)ej,j
and
(d(i, j)i,i − d(i, j)j,j)ei,j = (a(i, j)
i,i − a(i, j)j,j)ei,j ,
where d(i, j) =
∑n
kl=1 d(i, j)
k,lek,l.
Hence
d(i, j)i,i − d(i, j)j,j = a(i, j)i,i − a(i, j)j,j,
i.e.
d(i, j)j,j − d(i, j)i,i = a(i, j)j,j − a(i, j)i,i.
Therefore
ej,jd(i, j)ej,jxei,i − ej,jxei,id(i, j)ei,i = d(i, j)
j,jxj,iej,i − x
j,id(i, j)i,iej,i
= (d(i, j)j,j − d(i, j)i,i)xj,iej,i = (a(i, j)
j,j − a(i, j)i,i)xj,iej,i
= (cj,j − ci,i)xj,iej,i = c
j,jxj,iej,i − x
j,ici,iej,i = (c
j,jej,j)ej,jxei,i − ej,jxei,i(c
i,iei,i)
= aj,jej,jxei,i − ej,jxei,iai,i,
where x =
∑n
kl=1 x
k,lek,l.
Hence
ej,j∆(x)ei,i = ej,j(
∑
k 6=l
ak,l)xei,i − ej,jx(
∑
k 6=l
ak,l)ei,i + aj,jej,jxei,i − ej,jxei,iai,i
= ej,j(
∑
k 6=l
ak,l)xei,i − ej,jx(
∑
k 6=l
ak,l)ei,i + ej,j(
n∑
k=1
ak,k)xei,i − ej,jx(
n∑
k=1
ak,k)ei,i
= ej,j(
n∑
kl=1
ak,l)xei,i − ej,jx(
n∑
kl=1
ak,l)ei,i = ej,j(a¯x− xa¯)ei,i.
Let d(i, i), v, w ∈M be elements such that
△(ei,i) = d(i, i)ei,i − ei,id(i, i), △(x) = d(i, i)x− xd(i, i),
△(ei,i) = vei,i − ei,iv,△(ei,j) = vei,j − ei,jv,
and
△(ei,i) = wei,i − ei,iw,△(ej,i) = wej,i − ej,iw.
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Then
(1− ei,i)a(i, j)ei,i = (1− ei,i)vei,i = (1− ei,i)d(i, i)ei,i,
and
ei,ia(j, i)(1 − ei,i) = ei,iw(1− ei,i) = ei,id(i, i)(1− ei,i).
By Lemma 2.2 we have
∆(ei,j) = a(i, j)ei,j − ei,ja(i, j)
= (
∑
k 6=l
ak,l)ei,j − ei,j(
∑
k 6=l
ak,l) + a(i, j)i,iei,j − ei,ja(i, j)j,j
and
(1− ei,i)a(i, j)ei,i = (
∑
k 6=l
ak,l)ei,i.
Similarly
ei,ia(j, i)(1− ei,i) = ei,i(
∑
k 6=l
ak,l).
Hence
ei,i∆(x)ei,i = ei,i(d(i, i)x− xd(i, i))ei,i
= ei,id(i, i)(1−ei,i)xei,i+ei,id(i, i)ei,ixei,i−ei,ix(1−ei,i)d(i, i)ei,i−ei,ixei,id(i, i)ei,i
= ei,ia(j, i)(1−ei,i)xei,i+ei,id(i, i)ei,ixei,i−ei,ix(1−ei,i)a(i, j)ei,i−ei,ixei,id(i, i)ei,i
= ei,i(
∑
k 6=l
ak,l)xei,i − ei,ix(
∑
k 6=l
ak,l)ei,i + ei,id(i, i)ei,ixei,i − ei,ixei,id(i, i)ei,i
= ei,i(
∑
k 6=l
ak,l)xei,i − ei,ix(
∑
k 6=l
ak,l)ei,i + 0
= ei,i(
∑
k 6=l
ak,l)xei,i − ei,ix(
∑
k 6=l
ak,l)ei,i + ci,iei,ixei,i − ei,ixci,iei,i
= ei,i(
∑
k 6=l
ak,l)xei,i − ei,ix(
∑
k 6=l
ak,l)ei,i+
ei,i(
n∑
k=1
ak,k)xei,i − ei,ix(
n∑
k=1
ak,k)ei,i
= ei,i(
n∑
kl=1
ak,l)xei,i − ei,ix(
n∑
kl=1
ak,l)ei,i = ei,i(a¯x− xa¯)ei,i.
By the above conclusions we have
∆(x) =
n∑
kl=1
ek,k∆(x)el,l =
n∑
kl=1
ek,k(a¯x− xa¯)el,l = a¯x− xa¯
for all x ∈Mn(ℜ). The proof is complete. 
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3. On extensions of derivations and 2-local derivations
Lemma 3.1. Let M2(ℜ) be the ring of 2× 2 matrices over an associative unital
ring ℜ and let D be a derivation on the subring ℜe1,1 and δ be a derivation on ℜ
induced by D. Then the map
D¯
([
λ µ
ν η
])
=
[
δ(λ) δ(µ) + µ
δ(ν)− ν δ(η)
]
, λ, µ, ν, η ∈ ℜ,
is a derivation.
Proof. It is easy to check that for a, b ∈M2(ℜ) we have D¯(ab) = D¯(a)b+ aD¯(b).
Indeed, the map D¯ is equal to δ¯ + dU , where
δ¯
([
λ µ
ν η
])
=
[
δ(λ) δ(µ)
δ(ν) δ(η)
]
, λ, µ, ν, η ∈ ℜ,
and dU is the inner derivation induced by the matrix[
1
2
0
0 −1
2
]
.

Let M¯m(ℜ) be the subring of Mn(ℜ), m < n, generated by the subsets
ℜei,j , i, j = 1, 2, . . . , m
in Mn(ℜ). It is clear that
M¯m(ℜ) ∼= Mm(ℜ).
Lemma 3.2. Let ℜ be an associative ring, and let Mn(ℜ) be the ring of n × n
matrices over ℜ, n > 2. Then every derivation on M¯2(ℜ) can be extended to a
derivation on Mn(ℜ).
Proof. By Lemma 3.1 every derivation on M¯2(ℜ) can be extended to a derivation
onM4(ℜ). In its turn, every derivation on M¯4(ℜ) can be extended to a derivation
on M8(ℜ) and so on. Thus every derivation ∂ on M¯2(ℜ) can be extended to a
derivation D on M2k(ℜ). Suppose that n ≤ 2
k. Let e =
∑n
i=1 ei,i and
D¯(a) = eD(a)e, a ∈ M¯n(ℜ).
Then D¯ : M¯n(ℜ) → M¯n(ℜ) and D¯ is a derivation on M¯n(ℜ) by [22, Proposition
2.7]. At the same time, the derivation D¯ coincides with the derivation ∂ on
M¯2(ℜ). Therefore, D¯ is an extension of ∂ to M¯n(ℜ). Hence every derivation ∂
on M¯2(ℜ) can be extended to a derivation on Mn(ℜ). 
Thus, in the case of the ring M2(ℜ) for any derivation on the subring ℜe1,1 we
can take its extension onto the whole M2(ℜ) defined as in Lemma 3.1, which is
also a derivation.
Theorem 3.3. Let ℜ be an associative ring, and let Mn(ℜ) be the ring of n ×
n matrices over ℜ, n > 2. Then every derivation on ℜ can be extended to a
derivation on Mn(ℜ).
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Proof. Let δ be an arbitrary derivation on ℜ and D be the derivation on the
subring ℜe1,1 such that δ is induced by D. By Lemma 3.1 every derivation
on ℜe1,1 has an extension to a derivation on the matrix ring M¯2(ℜ) and every
derivation on M¯2(ℜ) has an extension to a derivation on the matrix ring Mn(ℜ)
by Lemma 3.2. Thus the statement of the theorem is valid. 
Remark 3.4. As for 2-local derivations, by [1, Theorem 3.5] the lattice P (M) of
projections in a von Neumann algebraM is not atomic if and only if the algebra
S(M) of all measurable operators affiliated with M admits a 2-local derivation
which is not a derivation. Hence, if ℜ is the algebra S(M) and P (M) is not
atomic then by [1, Theorem 4.3] there are 2-local derivations on ℜe1,1 which have
no extension to a 2-local derivation on Mn(ℜ), n > 1.
We conclude the section by the following more general observation.
Theorem 3.5. Let ∆ : ℜ → ℜ be a derivation on an associative ring ℜ. Suppose
that ℜ is generated by its two elements. Then, if ∆ is a 2-local inner derivation
then it is an inner derivation.
Proof. Let x, y be generators of ℜ, i.e. ℜ = Alg({x, y}), where Alg({x, y}) is an
associative ring, generated by the elements x, y in ℜ. We have that there exists
d ∈ ℜ such that
∆(x) = [d, x],∆(y) = [d, y],
where [d, a] = da− ad for any a ∈ ℜ.
Hence by the additivity of ∆ we have
∆(x+ y) = ∆(x) + ∆(y) = [d, x+ y].
Since ∆ is a derivation we have
∆(xy) = ∆(x)y + x∆(y) = [d, x]y + x[d, y] = [d, xy],
∆(x2) = ∆(x)x+ x∆(x) = [d, x]x+ x[d, x] = [d, x2],
∆(y2) = ∆(y)y + y∆(y) = [d, y]y + y[d, y] = [d, y2],
Similarly
∆(xk) = [d, xk],∆(ym) = [d, ym],∆(xkym) = [d, xkym]
and
∆(xkymxl) = ∆(xkym)xl + xkym∆(xl) = [d, xkym]xl + xkym[d, xl] = [d, xkymxl].
Finally, for every polynomial p(x1, x2, . . . , xm) ∈ ℜ, where x1, x2, . . . , xm ∈ {x, y}
we have
∆(p(x1, x2, . . . , xm)) = [d, p(x1, x2, . . . , xm)],
i.e. ∆ is an inner derivation on ℜ. 
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4. 2-local derivations on Jordan rings.
This section is devoted to derivations and 2-local derivations of Jordan rings.
Given subsets B and C of a Lie algebra with bracket [·, ·], let [B,C] denote the
set of all finite sums of elements [b, c], where b ∈ B and c ∈ C.
Consider a Jordan ring ℜ and let m = {xM : x ∈ ℜ}, where xM denotes
the multiplication operator defined by (xM)y := x · y for all x, y ∈ ℜ. Let
aut(ℜ) denotes the Lie ring of all derivations of ℜ. The elements of the ideal
int(ℜ) := [m,m] of aut(ℜ) are called inner derivations of ℜ.
Let ∆ be a 2-local derivation of the Jordan ring ℜ. ∆ is called a 2-local inner
derivation, if for each pair of elements x, y ∈ ℜ there is an inner derivation D
of ℜ such that ∆(x) = D(x), ∆(y) = D(y). Let A be an associative unital
ring. Suppose 2 = 1 + 1 is invertible in A. Then the set A with respect to the
operations of addition and Jordan multiplication
a · b =
1
2
(ab+ ba), a, b ∈ A
is a Jordan ring. This Jordan ring we will denote by (A, ·). For any elements a1,
a2, . . . , am, b1, b2, . . . , bm ∈ A the map
D(x) =
m∑
k=1
Dak ,bk(x) =
m∑
k=1
(ak · (bk · x)− bk · (ak · x)), x ∈ A
is a derivation. Therefore every inner derivation of the Jordan ring (A, ·) is an
inner derivation of the associative ring A. And also it is easy to see, that every
inner derivation of the form Dab−ba(x) = (ab − ba)x − x(ab − ba), x ∈ A is an
inner derivation of the Jordan ring (A, ·). Indeed, we have
Dab−ba(x) = D 1
4
4(ab−ba)(x)
=
1
4
[(4ab− b4a)x− x(4ab− b4a)] = ((4a) · (b · x)− b · ((4a) · x)).
Let ∆ be a 2-local inner derivation of the Jordan ring (A, ·). Then for every pair of
elements x, y ∈ A there is an inner derivation D of (A, ·) such that ∆(x) = D(x),
∆(y) = D(y). But D is also an inner derivation of the associative ring A. Hence,
∆ is a 2-local inner derivation of the associative ring A. So, every 2-local inner
derivation of the Jordan ring (A, ·) is a 2-local inner derivation of the associative
ring A.
Now, let A be an involutive unital ring and Asa be the set of all self-adjoint
elements of the ring A. Suppose 2 is invertible in A. Then, it is known that
(Asa, ·) is a Jordan ring. We take a1, a2, . . . , am, b1, b2, . . . , bm ∈ Asa and the
inner derivation
D(x) =
m∑
k=1
Dak ,bk(x) =
m∑
k=1
(ak · (bk · x)− bk · (ak · x)), x ∈ Asa.
Then
m∑
k=1
Dak ,bk(x) =
m∑
k=1
D 1
4
[ak ,bk]
(x), x ∈ Asa.
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At the same time the map
m∑
k=1
D 1
4
[ak,bk]
(x), x ∈ A
is an inner derivation on the ∗-ring A and it is an extension of the derivation
D. Therefore every inner derivation of the Jordan ring (Asa, ·) is extended to
an inner derivation of the ∗-ring A. Such extension of derivations on a special
Jordan algebra are considered in [26]. As to a 2-local inner derivation, in this
case it is possible discuss extension of a 2-local inner derivation of the Jordan ring
(Asa, ·) to a 2-local inner derivation of the involutive ring A. However, till now it
was not possible to carry out such extension without additional conditions. This
problem shows the importance of the main result in the following section.
5. 2-local derivations on the Jordan ring of matrices over a
commutative ring
Throughout of this section let ℜ be a commutative unital ring, Mn(ℜ) be the
associative ring of n × n matrices over ℜ. Suppose 2 is invertible in ℜ. In this
case the set
Hn(ℜ) = {


a1,1 a1,2 · · · a1,n
a2,1 a2,2 · · · a2,n
...
...
. . .
...
an,1 an,2 · · · an,n

 ∈Mn(ℜ) : ai,j = aj,i, i, j = 1, 2, . . . , n}
is a Jordan ring with respect to the addition and the Jordan multiplication
a · b =
1
2
(ab+ ba), a, b ∈ Hn(ℜ).
This Jordan ring is denoted by Hn(ℜ). Let e¯i,j = ei,j +ej,i and a¯i,j = {ei,iaej,j} =
(ei,ia)ej,j + ei,i(aej,j) for every a ∈ Hn(ℜ) and distinct i, j in {1, 2, . . . , n}.
Lemma 5.1. Let D =
∑m
k=1Dak ,bk be an inner derivation on Hn(ℜ), generated
by a1, a2, . . . , am, b1, b2, . . . , bm ∈ Hn(ℜ). Then
m∑
k=1
[ak, bk]
i,i = 0, i = 1, 2, . . . , n.
Proof. Indeed, let i be an arbitrary index in {1, 2, . . . , n}. Then for every k ∈
{1, 2, . . . , m} we have
[ak, bk]
i,i =
n∑
l=1
a
i,l
k b
l.i
k −
n∑
l=1
b
i,l
k a
l.i
k = 0
since ak and bk are symmetric matrices. This completes the proof. 
Lemma 5.2. Let ∆ be a 2-local derivation onH2(ℜ) and let
∑m
k=1Dak ,bk ,
∑m
k=1Dck,dk
be inner derivations on H2(ℜ) such that
∆(e1,1) =
m∑
k=1
Dak,bk(e1,1) =
m∑
k=1
Dck,dk(e1,1).
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Then
e1,1(
m∑
k=1
[ak, bk])e2,2 = e1,1(
m∑
k=1
[ck, dk])e2,2,
e2,2((
m∑
k=1
[ak, bk]))e1,1 = e2,2((
m∑
k=1
[ck, dk]))e1,1.
Proof. We have
m∑
k=1
Dak ,bk(e1,1) = D 1
4
∑
m
k=1
[ak,bk]
(e1,1),
m∑
k=1
Dck,dk(e1,1) = D 1
4
∑
m
k=1
[ck,dk]
(e1,1).
Hence
D 1
4
∑
m
k=1
[ak,bk]
(e1,1) = D 1
4
∑
m
k=1
[ck,dk]
(e1,1).
Therefore from
D 1
4
∑
m
k=1
[ak ,bk]
(e1,1) =
1
4
(
m∑
k=1
[ak, bk])e1,1 − e1,1
1
4
(
m∑
k=1
[ak, bk])
=
1
4
(
m∑
k=1
[ck, dk])e1,1 − e1,1
1
4
(
m∑
k=1
[ck, dk]) = D 1
4
∑
m
k=1
[ck,dk]
(e1,1)
it follows that
(
m∑
k=1
[ak, bk])e1,1 − e1,1(
m∑
k=1
[ak, bk]) = (
m∑
k=1
[ck, dk])e1,1 − e1,1(
m∑
k=1
[ck, dk])
and
e2,2(
m∑
k=1
[ak, bk])e1,1 = e2,2(
m∑
k=1
[ck, dk])e1,1,
e1,1(
m∑
k=1
[ak, bk])e2,2 = e1,1(
m∑
k=1
[ck, dk])e2,2.
This completes the proof. 
Theorem 5.3. Every 2-local inner derivation on H2(ℜ) is an inner derivation.
Proof. Let ∆ be an arbitrary 2-local inner derivation on H2(ℜ) and
∑m
k=1Dak,bk
be an inner derivation on H2(ℜ) such that
∆(e1,1) =
m∑
k=1
Dak ,bk(e1,1).
We prove that
∆(x) = D 1
4
∑
m
k=1
[ak,bk]
(x), x ∈ H2(ℜ).
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Let x ∈ H2(ℜ) and c1, c2, . . . , cm, d1, d2, . . . , dm be elements in H2(ℜ) such
that
∆(e1,1) =
m∑
k=1
Dck,dk(e1,1),∆(x) =
m∑
k=1
Dck,dk(x).
Let a = 1
4
∑m
k=1[ak, bk] and d =
1
4
∑m
k=1[ck, dk]. Then by Lemma 5.2 we have
∆(x) =
m∑
k=1
Dck,dk(x) = D 1
4
∑
m
k=1
[ck,dk]
(x) = dx− xd
= e1,1de1,1x+ e1,1de2,2x+ e2,2de1,1x+ e2,2de2,2x
−xe1,1de1,1 − xe1,1de2,2 − xe2,2de1,1 − xe2,2de2,2
= e1,1de1,1x+ e1,1ae2,2x+ e2,2ae1,1x+ e2,2de2,2x
−xe1,1de1,1 − xe1,1ae2,2 − xe2,2ae1,1 − xe2,2de2,2.
Here we have
e1,1de1,1x+ e2,2de2,2x− xe1,1de1,1 − xe2,2de2,2
=
2∑
k=1
(e1,1de1,1e1,1xek,k − ek,kxe1,1e1,1de1,1)
+
2∑
k=1
(e2,2de2,2e2,2xek,k − ek,kxe2,2e2,2de2,2)
=
2∑
k=1
(d1,1x1,ke1,k − x
k,1d1,1ek,1) +
2∑
k=1
(d2,2x2,ke2,k − x
k,2d2,2ek,2)
= d1,1x1,2e1,2 − x
2,1d1,1e2,1 + d
2,2x2,1e2,1 − x
1,2d2,2e1,2
= (d1,1 − d2,2)x1,2e1,2 + (d
2,2 − d1,1)x2,1e2,1 = 0
= (a1,1 − a2,2)x1,2e1,2 + (a
2,2 − a1,1)x2,1e2,1 = . . .
= e1,1ae1,1x+ e2,2ae2,2x− xe1,1ae1,1 − xe2,2ae2,2
by Lemma 5.1. Hence
∆(x) = e1,1de1,1x+ e1,1ae2,2x+ e2,2ae1,1x+ e2,2de2,2x
−xe1,1de1,1 − xe1,1ae2,2 − xe2,2ae1,1 − xe2,2de2,2
= e1,1ae1,1x+ e1,1ae2,2x+ e2,2ae1,1x+ e2,2ae2,2x
−xe1,1ae1,1 − xe1,1ae2,2 − xe2,2ae1,1 − xe2,2ae2,2 = D(x).
Hence
∆(x) =
m∑
k=1
Dak,bk(x) =
m∑
k=1
(ak(bkx)− bk(akx)), x ∈ H2(ℜ). (1)
From (1) it follows that ∆ is linear and
∆(xy) = ∆(x)y + x∆(y)
for all elements x, y ∈ H2(ℜ) with respect to the Jordan multiplication. Hence
∆ is an inner derivation. The proof is complete. 
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Now, we prove Theorem 5.3 forHn(ℜ) with an arbitrary natural number n > 1.
Throughout the rest part of the paper let ∆ be an arbitrary but fixed 2-local inner
derivation on Hn(ℜ). Then we have the following lemma.
Lemma 5.4. Let i, j be arbitrary distinct indices, e = ei,i + ej,j and ∆(ei,i) =∑m
k=1Dak,bk(ei,i) for some a1, a2, . . . , am, b1, b2, . . . , bm in Hn(ℜ). Then the
mapping
∆i,j(x) = e∆(x)e, x ∈ eHn(ℜ)e
is a derivation on eHn(ℜ)e and
∆i,j(x) =
1
4
e(
m∑
k=1
[ak, bk])ex−
1
4
xe(
m∑
k=1
[ak, bk])e, x ∈ eHn(ℜ)e.
Proof. Similar to proof of [22, Proposition 2.7] it can be proved that ∆i,j is a
2-local derivation. Let x be an arbitrary element in eHn(ℜ)e and
∆(ei,i) =
m∑
k=1
Dck,dk(ei,i),∆(x) =
m∑
k=1
Dck,dk(x).
Similar to Lemma 5.2 we have
ei,i[a, b]ej,j = ei,i[c, d]ej,j, ej,j[a, b]ei,i = ej,j[c, d]ei,i.
The rest part of the proof repeats the proof of Theorem 5.3 for ei,i and ej,j instead
of e1,1 and e2,2 respectively. The proof is complete. 
Let a1, a2, . . . , am, b1, b2, . . . , bm, d(ii) be elements in Hn(ℜ) such that
∆(ei,i) =
m∑
k=1
Dak,bk(ei,i), d(ii) =
1
4
m∑
k=1
[ak, bk].
Under this notations we have the following lemma.
Lemma 5.5. For each pair i, j of indices the following equalities are valid
ei,id(ii)ei,i = ej,jd(ii)ej,j, ei,id(ii)ei,i = ej,jd(jj)ej,j,
ei,id(ii)ej,j = ei,id(jj)ej,j, ej,jd(ii)ei,i = ej,jd(jj)ei,i,
and for every k 6= i, j
ei,id(ii)ek,k = ei,id(jj)ek,k, ek,kd(ii)ej,j = ek,kd(jj)ej,j,
ej,jd(ii)ek,k = ej,jd(jj)ek,k, ek,kd(ii)ej,j = ek,kd(jj)ej,j.
Proof. The equality
ei,id(ii)ei,i = ej,jd(ii)ej,j, (2)
is proved similar to Lemma 5.1. The equality
ei,id(ii)ei,i = ej,jd(jj)ej,j
follows from Lemma 5.4 and equality (2). We have
d(ii)ei,i − ei,id(ii) = d(jj)ei,i − ei,id(jj)
by Lemma 5.4. Hence
(d(ii)ei,i − ei,id(ii))ej,j = (d(jj)ei,i − ei,id(jj))ej,j,
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ej,j(d(ii)ei,i − ei,id(ii)) = ej,j(d(jj)ei,i − ei,id(jj))
and
ei,id(ii)ej,j = ei,id(jj)ej,j, ej,jd(ii)ei,i = ej,jd(jj)ei,i.
Similarly, from
d(ii)ej,j − ej,jd(ii) = d(jj)ej,j − ej,jd(jj)
it follows that
ej,jd(ii)ek,k = ej,jd(jj)ek,k, ek,kd(ii)ej,j = ek,kd(jj)ej,j.
The proof is complete. 
Let i, j be arbitrary distinct indices from {1, 2, . . . , n}, let
ai,i = ei,id(ii)ei,i, a
i,iei,i = d(ii)
i,iei,i, a
i,i ∈ ℜ, d(ii)i,i ∈ ℜ,
ai,j = ei,id(ii)ej,j, a
i,jei,j = d(ii)
i,jei,j, a
i,j ∈ ℜ, d(ii)i,j ∈ ℜ
and
a¯ =
n∑
k,l=1
ak,l.
By Lemma 5.5 a¯ is defined correctly.
Lemma 5.6. For each pair i, j of distinct indices the following equality is valid
△(e¯i,j) = a¯e¯i,j − e¯i,ja¯. (3)
Proof. Let k be an arbitrary index different from i and let c1, c2, . . . , cm, d1, d2,
. . . , dm ∈ Hn(ℜ) be elements such that
∆(e¯i,j) =
m∑
k=1
Dck,dk(e¯i,j),∆(ek,k) =
m∑
k=1
Dck,dk(ek,k).
Then
∆(e¯i,j) = D 1
4
∑
m
k=1
[ck,dk]
(e¯i,j),∆(ek,k) = D 1
4
∑
m
k=1
[ck,dk]
(ek,k)
and
ek,k∆(e¯i,j)ei,i = ek,kD 1
4
∑
m
k=1
[ck,dk]
(e¯i,j)ei,i = ek,k
1
4
(
m∑
k=1
[ck, dk])ej,i − 0
= ek,kd(kk)ej,i − 0 = ek,kak,jej,i − ek,ke¯i,j(
n∑
k,l=1
ak,l)ei,i
= ek,k(
n∑
k,l=1
ak,l)e¯i,jei,i − ek,ke¯i,j(
n∑
k,l=1
ak,l)ei,i
= ek,k[a¯e¯i,j − e¯i,j a¯]ei,i.
Similarly,
ei,i∆(e¯i,j)ek,k = ei,i(a¯e¯i,j − e¯i,ja¯)ek,k, ei,i∆(e¯i,j)ei,i = ei,i(a¯ei,i − ei,ia¯)ei,i.
Since i and j are mutually symmetric we have
ej,j∆(e¯i,j)ek,k = ej,j(a¯e¯i,j − e¯i,j a¯)ek,k, ek,k∆(e¯i,j)ej,j = ek,k(a¯e¯i,j − e¯i,j a¯)ej,j
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and
ej,j∆(e¯i,j)ej,j = ej,j(a¯ei,i − ei,ia¯)ej,j.
Hence
∆(e¯i,j) =
n∑
k,l=1
ek,k(∆(e¯i,j))el,l
=
n∑
k=1
ek,k(∆(e¯i,j))ei,i +
n∑
l=1
ei,i(∆(e¯i,j))el,l
+
n∑
k=1
ek,k(∆(e¯i,j))ej,j +
n∑
l=1
ej,j(∆(e¯i,j))el,l +
n∑
k,l=1,k,l 6=i,j
ek,k(∆(e¯i,j))el,l
=
n∑
k=1
ek,k[a¯e¯i,j − e¯i,j a¯]ei,i +
n∑
l=1
ei,i[a¯e¯i,j − e¯i,ja¯]el,l
+
n∑
k=1
ek,k[a¯e¯i,j − e¯i,j a¯]ej,j +
n∑
l=1
ej,j[a¯e¯i,j − e¯i,ja¯]el,l +
n∑
k,l=1,k,l 6=i,j
ek,k[a¯e¯i,j − e¯i,ja¯]el,l
= a¯e¯i,j − e¯i,ja¯.
Hence the equality (3) is valid. This completes the proof. 
Theorem 5.7. Every 2-local inner derivation on Hn(ℜ) is a derivation.
Proof. We prove that the 2-local inner derivation ∆ on Hn(ℜ) satisfies the con-
dition
∆(x) = Da¯(x) = a¯x− xa¯, x ∈ Hn(ℜ)).
Let x be an arbitrary element in Hn(ℜ) and let c1, c2, . . . , cm, d1, d2, . . . ,
dm ∈ Hn(ℜ) be elements such that
∆(ei,i) =
m∑
k=1
Dck,dk(ei,i),∆(x) =
m∑
k=1
Dck,dk(x).
Then
∆(ei,i) = D 1
4
∑
m
k=1
[ck,dk]
(ei,i),∆(e¯i,j) = D 1
4
∑
m
k=1
[ck,dk]
(e¯i,j),
∆(x) = D 1
4
∑
m
k=1
[ck,dk ]
(x)
by Lemma 5.4. Let d = 1
4
∑m
k=1[ck, dk]. Then
∆(e¯i,j) = dei,i − ei,id and ∆(x) = dx− xd.
By Lemma 5.6 we have the following equalities
∆(e¯i,j) = de¯i,j − e¯i,jd = (ei,i + ej,j)de¯i,j − e¯i,jd(ei,i + ej,j)
+(1− (ei,i + ej,j))de¯i,j − e¯i,jd(1− (ei,i + ej,j)) = a¯e¯i,j − e¯i,j a¯
for all i. We have
(ei,i + ej,j)de¯i,j − e¯i,jd(ei,i + ej,j) = (ei,i + ej,j)a¯e¯i,j − e¯i,ja¯(ei,i + ej,j)
and
(1− (ei,i + ej,j))dei,i = (1− (ei,i + ej,j))a¯ei,i,
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ei,id(1− (ei,i + ej,j)) = ei,ia¯(1− (ei,i + ej,j))
for all i. Also we have
ai,j = ei,idej,j, aj,i = ej,jdei,i
by Lemma 5.5, and
ei,idej,j = ei,ia¯ej,j, ej,jdei,i = ej,ja¯ei,i.
Hence
(1− ei,i)dei,i = (1− ei,i)a¯ei,i, ei,id(1− ei,i) = ei,ia¯(1− ei,i) (4)
for all i. Therefore we have
{ei,i∆(x)ej,j} =
1
2
[ei,i∆(x)ej,j + ej,j∆(x)ei,i]
=
1
2
[ei,i(dx− xd)ej,j + ej,j(dx− xd)ei,i]
=
1
2
[ei,id(1− ei,i)xej,j + ei,idei,ixej,j − ei,ix(1− ej,j)dej,j − ei,ixej,jdej,j
+ej,jd(1− ej,j)xei,i + ej,jdej,jxei,i − ej,jx(1− ei,i)dei,i − ej,jxei,idei,i]
=
1
2
[ei,ia¯(1− ei,i)xej,j + ei,idei,ixej,j − ei,ix(1− ej,j)a¯ej,j − ei,ixej,jdej,j
+ej,ja¯(1− ej,j)xei,i + ej,jdej,jxei,i − ej,jx(1− ei,i)a¯ei,i − ej,jxei,idei,i]
=
1
2
[ei,ia¯(1− ei,i)xej,j − ei,ix(1− ej,j)a¯ej,j + ei,id(ii)ei,ixej,j − ei,ixej,jd(ii)ej,j
+ej,ja¯(1− ej,j)xei,i − ej,jx(1 − ei,i)a¯ei,i + ej,jd(ii)ej,jxei,i − ej,jxei,id(ii)ei,i]
=
1
2
[ei,ia¯(1− ei,i)xej,j − ei,ix(1− ej,j)a¯ej,j + ai,ixej,j − ei,ixaj,j
+ej,ja¯(1− ej,j)xei,i − ej,jx(1− ei,i)a¯ei,i + aj,jxei,i − ej,jxai,i]
= {ejj(a¯x− xa¯)eii}
by Lemma 5.5. Also by equalities (4) we have
eii △ (x)eii = eii(dx− xd)eii
= eiid(1− eii)xeii + eiideiixeii − eiix(1− eii)deii − eiixeiideii
= eiia¯(1− eii)xeii + eiideiixeii − eiix(1− eii)a¯eii − eiixeiideii
= eiia¯(1− eii)xeii + eiid(ii)eiixeii − eiix(1− eii)a¯eii − eiixeiid(ii)eii
= eii(a¯x− xa¯)eii.
Hence
∆(x) = a¯x− xa¯
for all x ∈ Hn(ℜ), and ∆ is a derivation on Hn(ℜ). Therefore ∆ is a derivation
on Hn(ℜ). Since ∆ is chosen arbitrarily every 2-local inner derivation on Hnℜ is
a derivation. The proof is complete. 
18 SH. AYUPOV AND F. ARZIKULOV
References
[1] Sh. Ayupov, A. Alauadinov, K. Kudaybergenov, 2-Local derivations on matrix algebras
over commutative regular algebras, Linear Algebra Appl. 439 (2013) 12941311.
[2] Sh. Ayupov, F. Arzikulov, 2-Local derivations on semi-finite von Neumann algebras, Glas-
gow Math. Jour. 56 (2014) 9-12.
[3] Sh. Ayupov, K. Kudaybergenov, 2-local derivations and automorphisms on B(H), J. Math.
Anal. Appl. 395 (2012) 15-18.
[4] Sh. Ayupov, K. Kudaybergenov, 2-local automorphisms on finite-dimensional Lie algebras,
Linear Algebra Appl. 507 (2016) 121-131.
[5] Sh. Ayupov, K. Kudaybergenov, 2-Local derivations on von Neumann algebras, Positivity
19 (2015) 445-455.
[6] Sh. Ayupov, K. Kudaybergenov, I. Rakhimov, 2-local derivations on finite-dimensional Lie
algebras, Linear Algebra Appl. 474 (2015) 1-11.
[7] M. Burgos, F.J. Ferna´ndez-Polo, J. Garce´s, A.M. Peralta, A Kowalski-Slodkowski theorem
for 2-local *-homomorphisms on von Neumann algebras, Rev. R. Acad. Cienc. Exactas Fis.
Nat. Ser. A Math. RACSAM 109 (2015) 551-568.
[8] M. Burgos, F.J. Ferna´ndez-Polo, J. Garce´s, A.M. Peralta, 2-local triple homomorphisms
on von Neumann algebras and JBW*-triples, J. Math. Anal. Appl. 426 (2015) 43-63.
[9] J.C. Cabello, A.M. Peralta, Weak-2-local symmetric maps on C∗-algebras, Linear Algebra
Appl. 494 (2016) 32-43.
[10] J.C. Cabello, A.M. Peralta, On a generalized Sˇemrl’s theorem for weak-2-local derivations
on B(H), Banach J. Math. Anal. Avialable from: <http://arXiv/abs/1511.07987/>.
[11] L. Chen, L. Huang, F. Lu, 2-local Lie isomorphisms of operator algebras on Banach spaces,
Studia Math. 229 (2015) 1-11.
[12] Z. Chen, D. Wang, 2-local automorphisms of finite-dimensional simple Lie algebras, Linear
Algebra Appl. 486 (2015) 335-344.
[13] J. Hamhalter, K. Kudaybergenov, A.M. Peralta, B. Russo, Boundedness of completely
additive measures with application to 2-local triple derivations, J. Math. Phys. 57 (2016)
021709.
[14] S. Kim, J. Kim, Local automorphisms and derivations on Mn, Proc. Amer. Math. Soc. 132
(2004) 1389-1392.
[15] K. Kudaybergenov, T. Oikhberg, A.M. Peralta, B. Russo, 2-local triple derivations on von
Neumann algebras, Illinois J. Math. 58 (2014) 1055-1069.
[16] X. Lai, Z.X. Chen, 2-local derivations of finite-dimensional simple Lie algebras (Chinese),
Acta Math. Sinica (Chin. Ser.) 58 (2015) 847-852.
[17] Ch. Li, F. Lu, 2-local ∗-Lie isomorphisms of operator algebras, Aequationes Math. 90
(2016) 905-916.
[18] Ch. Li, F. Lu, 2-local Lie isomorphisms of nest algebras, Oper. Matrices 10 (2016) 425-434.
[19] H. Li, J. Zhang, 2-Local derivations on digraph algebras, Acta Mathematica Sinica, Chinese
Series. 49 (2006) 1411-1416.
[20] Y. Lin, T. Wong, A note on 2-local maps, Proc. Edinb. Math. Soc. 49 (2006) 701-708.
[21] L. Liu, 2-local Lie derivations on semi-finite factor von Neumann algebras. Linear Multi-
linear Algebra 64 (2016) 1679-1686.
[22] M. Niazi and A.M. Peralta, Weak-2-local derivations on Mn, FILOMAT. Avialable from:
<http://arXiv/abs/1503.01346/>.
[23] M. Niazi and A.M. Peralta, Weak-2-local ∗-derivations on B(H) are linear ∗-derivations,
Linear Algebra Appl. 487 (2015) 276-300.
[24] A.M. Peralta, A note on 2-local representations of C∗-algebras, Oper. Matrices 9 (2015)
343-358.
[25] P. Sˇemrl, Local automorphisms and derivations on B(H), Proc. Amer. Math. Soc. 125
(1997) 2677-2680.
[26] H. Upmeier, Derivations on Jordan C∗-algebras, Math. Scand. 46 (1980) 251-264.
2-LOCAL DERIVATIONS ON MATRIX RINGS 19
1 Institute of Mathematics, National University of Uzbekistan, Tashkent,
Uzbekistan.
E-mail address : sh−ayupov@mail.ru
2 Department of Mathematics, Andizhan State University, Andizhan, Uzbek-
istan.
E-mail address : arzikulovfn@rambler.ru
