ABSTRACT In this paper, we propose a Resetting-Label Network based on Fast Group Loss for Person Re-Identification (RLFGL-ReID). The major challenge of Re-ID lies in how to preserve the similarity of the same person against large variations caused by complex background, different illuminations, and various view angles while discriminating different individuals. To address the above-mentioned problems, we propose the RLFGL-ReID that includes resetting-label (RL) and fast group loss (FGL). Two main contributions of our network are as follows. First, a new method, the resetting-label method, which resets the ID labels, is proposed for the Re-ID network. Resetting the ID labels of each pedestrian is beneficial in maximizing the inter-group distances between each people, achieving better performance on classifying different individuals. Second, a fast group loss, i.e., an advanced version of variance group loss (VGL), is proposed to simplify the training process and accelerate the loss computation. By doing so, the network can eliminate the restriction of inputting the whole group of data when training the network. To confirm the effectiveness of our method, we extensively conduct our method on several widely used person Re-ID benchmark datasets. As the result shows, our method achieves rank@1 accuracy of 98.38% on CUHK03, 95.46% on Market1501, and 91.2% on DukeMTMC-reID, outperforming the state-of-the-art methods and confirming the advantage of our method.
I. INTRODUCTION
Person re-identification (Re-ID) [1] - [5] , as a retrieval problem, is a challenging task in computer vision. It aims to match images of the same person across disjoint camera views in a Re-ID mode. Since the matching results are ranked by the possibility of being the same identity, it is called ranking model. The problem is still extremely challenging due to large appearance variations caused by complex background, light conditions and various view angles, as shown in Figure 1 . Current research interests can be coarsely divided into two mainstreams [6] : (1) those focus on designing robust visual descriptors [4] , [7] - [10] to accurately model the appearance
The associate editor coordinating the review of this manuscript and approving it for publication was Xi Peng. of person; (2) those seek for a discriminating metric [11] - [18] , in which the intra-group distance is minimized and the inter-group distance is maximized.
Recently, deep learning based methods are becoming increasingly popular in the person re-identification application [19] - [24] because they can incorporate feature representation and distance metric into an integrated framework. The feature representation and distance metric are performed as two different components [25] : (1) a deep CNN that extracts feature representations from the input images, and (2) a designed metric that back-propagates gradients of the loss function. Benefiting from the powerful representation capability of the deep CNN, the deep learning based methods have achieved state-of-the-art performance on the benchmark datasets of person re-identification. The traditional loss function in Re-ID area is the softmaxloss. Softmax-loss, one of the most widely used loss function in classification as well as segmentation, is actually composed of softmax and cross-entropy loss. For its elegant and brief expression, it is universally applied in machine learning. Softmax-loss performs remarkably well in optimizing the inter-group distances between groups. However, the softmaxloss itself is not good at optimizing the intra-group distances within groups. It is easily ignored that the feature vector of an image is usually far from the label vector we assigned. Through our observation, if that happens, the training process may cost a lot of time to converge and even fail to converge.
In person re-identification model, after an initial trainingresult is obtained, a good practice consists of adding resettinglabel method and improving loss function. It is expected that the relevant person image will receive respectively a more appropriate ID label. A suitable loss function will be applied to re-training for higher accuracy. In this paper, we thus focus mainly on the resetting-label and fast group loss issues.
A. RESETTING-LABEL
Re-ranking has been mostly studied in generic instance retrieval [26] - [29] . The main advantage of many re-ranking methods is that it can be implemented without requiring additional training samples, and that it can be applied to any initial ranking result [30] . The effectiveness of re-ranking depends heavily on the quality of the initial ranking list. A number of previous works exploited the similarity relationships between top-ranked images (such as the k-nearest neighbors) in the initial ranking list [26] - [29] , [31] , [32] . We have observed that the re-ranking is actually a rearrangement of a feature sequence after training. Inspired by the method of re-ranking, we think from another perspective and propose the method of resetting-label, rearranging features before training.
B. FAST GROUP LOSS
Fast Group loss (FGL) is the improved-training method inspired by the method of Variance group loss (VGL).
VGL was proposed for avoiding simultaneous decrease of intra-group and inter-group distances by Triplet loss (TL). However, training with VGL requires simultaneous image input of one ID while the computation of VGL is quite complex. Therefore, we propose the FGL to settle the problems.
Given the above considerations, this paper introduces a resetting-label network based on fast group loss for Person Re-identification.
In the followings, we overview the main components of our method and summarize the contributions of this paper:
• We propose a resetting-label method and a fast group loss function. The resetting-label method can maximize the inter-group distances between each people, achieving better performance on classifying different individuals. The fast group loss function can be performed more easily than VGL and TL on model training.
• Our approach does not require any human interaction or annotated data, and can be applied to any person Re-ID ranking result in an automatic and unsupervised way.
• The proposed method effectively improves the person Re-ID performance on several datasets, including Market-1501, CUHK03 and DukeMTMC-reID. And we achieve the state-of-the-art accuracy on these dataset in both rank@1 and mAP.
II. RELATED WORK
Extensive works have been studied to address the problems in Re-ID, focusing on re-ranking, loss function and part-based deep convolutional baseline. Relevant studies are presented in the following.
A. RE-RANKING
Re-ranking (RK) is an efficient method that has been successfully studied to improve object retrieval accuracy. After obtaining the image features extracted from CNN, most current works would choose the L2 Euclidean distance to compute the similarity score for a ranking or a retrieval task. References [6] , [25] , [30] applied an additive re-ranking method to achieve higher recognition accuracy. Recently, several researchers [8] , [32] - [39] have focused on re-ranking based methods in the Re-ID area. Instead of requiring human interaction and label supervision in [6] , [37] , [40] , we pay attention to an automatic and unsupervised method. A relative information and direct information of near neighbors of each pair of images based method is applied to re-ranking in [36] . In [34] , an unsupervised re-ranking model is constructed based on the content and context information in the ranking list, eliminating the influence of vague samples to achieve better performance. In [35] , a bidirectional ranking method is introduced to re-rank the initial list, following the new similarity computed as the fusion of both content and contextual similarity. Recently, the several nearest neighbors of different baseline methods are being applied to re-ranking tasks [8] , [32] . Ye et al. [32] takes the nearest neighbors of global and local features into account, considering them as VOLUME 7, 2019 new queries and re-ranking the initial list. In [8] , the k-nearest neighbor set is applied to compute the similarity as well as dissimilarity from various baseline methods and re-ranks the initial list. In [30] , candidates are searched based on the probe. If the candidate's k-reciprocal nearest neighbors include the probe, it is more likely to be a true match and would be reranked to a topper place. Using k-nearest neighbor to achieve reordering directly can improve the recognition rate of the model. Re-ranking is in fact the rearrangement of the model after training. Therefore, we come up with resetting-label as a method to rearrange the model before training.
B. LOSS FUNCTION
Loss function is universally acknowledged to be vital in Re-ID, which helps optimizing features. Loss function evaluates the ability of a model to predict the result. Researchers have designed various loss functions to optimize extracted features in the training process. In [41] - [43] , contrastive loss function based on binary inputting is applied when the very small feature distances of positive sample pairs and large feature distances of negative sample pairs are required. A number of previous works made advancements based on softmax loss. Weighted softmax loss has been proposed to optimize classification problems. Softer softmax loss is introduced to fit in transfer learning. Large-Margin softmax loss can reduce the intra-group distance within each group. Angular softmax loss pays attention to the angle between feature vectors. L2-contrained softmax loss can enforce the differences of features. Additive margin softmax loss makes forward and back propagation easier. Since the Softmax loss can make good use the label information, the network trained by it often achieves high accuracy on some large scale datasets. In the approaches based on triples inputting, triplet loss [44] is used in [45] , [46] . Each time in training, multiple triplets are constructed, each of which contained two images with the same identity label and one with different identity label. The object function requires that the feature distance of positive sample pairs must be smaller than that of the negative sample pairs. However, in practice, a problem exists in TL that the feature distance between positive and negative sample pairs may reduce simultaneously. In order to solve the problem, the Variance Group loss (VGL) function is proposed in a previous work. Fast Group loss proposed in this paper is based on VGL.
C. PART-BASED CONVOLUTIONAL BASELINE
The Part-based Convolutional Baseline (PCB) does not explicitly partition the images. PCB takes a whole image as the input and outputs a convolution feature. Being a classification net, the architecture of PCB is concise, with slight modifications on the backbone network. The PCB module has been put forward in work [47] and applied in Re-ID network. PCB reduces the dimensions of the last layer feature extracted from the network, and obtains six column vectors h of 256-dim. Finally, each h is input into a classifier, which is implemented with an FC layer and a following Softmax function, to predict the identity of the input. We are fascinated by the effectiveness of PCB and we also introduce PCB module in our model.
III. ALGORITHM A. RESETTING-LABEL METHOD
According to the previous researches, in the common model of re-ID, one pedestrian is considered as one kind with a unique ID label. Different pedestrians are attached to different ID labels and all the labels form the ID label sequence. The matches of ID labels and pedestrians have deep influence on the training process. The model will work well if the inter-group distances of features learned by the ID label training model between each kind can be maximized while the intra-group distances of features within a kind can be minimized. In the traditional method of training, the ID labels of pedestrians are originally assigned in the dataset. Through our observation, the ID label assigned in the dataset cannot guarantee the optimal solution. Therefore, we propose a method which resets the label of each people to make to best use of Resetting-Label sequences (RLS) in the model training process, achieving better performance.
Taking into account what has been mentioned above, it can be easily seen that RL sequences will play an important role in feature optimization. In general, the ID label sequences given by the dataset is usually fixed, and the ID group labels of each camera are sorted randomly. Few people have noticed the effect of label sequences on the accuracy of recognition. However, we find out that different label sequences may lead to different rank@1 accuracies and the differences between them are very large. The reason for various accuracies of recognition is that the initial model label sequences of the dataset are sorted randomly. It may result in two groups far away but matched closely, making it impossible to distinguish each other by feature distance. The result is not consistent with our expectation that the inter-group distances between features have to be minimized and vice versa. After applying the Resetting Label sequences (RLS), the accuracy of recognition will increase if meeting the expectation mentioned above. In the work of deep learning, how to sort the ID label sequences of datasets is lack of research, so it is necessary to focus on the resetting label sequences.
The schematic diagram of the resetting label sequences is shown in Figure 2 . The intuition of our method of Resetting Label sequence is the various ID label sequences of datasets result in various performance. So there exists an optimal ID label sequence. The goal is to input the original dataset into the network, hoping to get the real Labels sequence of the original dataset ID features. It carries out a linear transformation of the model Label sequences of the dataset itself to get the real Labels sequence and then train the model.
B. RESETTING-LABEL SEQUENCES
We illustrate our method to construct the Resetting-Label sequences (RLS) by an example of a dataset consisting of We illustrate our method to construct the RLS by an example of a dataset consisting of three ID labels. The traditional Re-ID model is shown in Figure 3(a) . During the training process, A, B and C will be moving towards (1,0,0),(0,1,0),(0,0,1) and eventually converge to it. Our ID Resetting-Label method is shown in Figure 3(b) . The method aims to find the shortest path along which A, B and C will be moving towards (1,0,0),(0,1,0),(0,0,1).
three ID labels. Our thought can be expressed in Figure 3 . We assume that the ID label sequences of the three ID labels are (1,0,0), (0,1,0), (0,0,1). The average features extracted from the three IDs are point A, B and C in Figure 3 . The traditional Re-ID model is shown in Figure 3(a) . In some cases, the ID labels assigned to A, B and C are (1,0,0),(0,1,0),(0,0,1). During the training process, A, B and C will be moving towards (1,0,0),(0,1,0),(0,0,1) and eventually converge to it. In general, each ID in the dataset is attached to a unique ID label. Therefore, average features tend to move towards to corresponding specific point during the training process. However, the number of possible matches in the cases consisting of three IDs is 3!=6. In theory, cases consisting of n IDs have n! possible matches. In these matches, the one that requires shortest path to converge demonstrates that the convergence is easier and faster to achieve, confirming better performance of the model. Our method finds out the best match among all n! matches which requires shortest path to converge. The method for cases composed of three IDs is shown in Figure 3(b) . Algorithms to find the shortest path in n! matches is worth researching. In this paper, we follow the principal of maximizing the inter-group distance and propose our Resetting-Label method. We summary the main steps of our method as follows. Firstly, average feature of each ID is extracted by the tradition Re-ID model. Secondly, average features of all IDs are sorted in ascending order. Then, Resetting-Label sequences are constructed following the principal of maximizing the inter-group distances. Finally, new average feature of each ID is extracted by the new Resetting-Label network.
After extracting the new average feature, we continue the previous training process. We keep training the model to update the Resetting-Label sequences until the model can meet our need.
C. FAST GROUP LOSS
Based on the researches on Triplet loss (TL) and Variance Group loss (VGL), we propose the Fast Group loss (FGL) to optimize the deep neural networks. TL, one type of loss functions in deep learning, is used to train the network in which the feature maps are less diverse. The input of TL is a triplet containing one pair of positive samples and one pair of negative samples. In the triplet, there are 3 images named anchor, positive image and negative image, respectively. The TL works by making the distance between the features of anchor and positive image shorter than that of anchor and negative image, which is used to compute the similar samples, as shown in Figure 4 .
The TL is formulated as
where N is the number of triplets possibly extracted, d(a i , p i ) is the feature distance between anchor and positive image, d(a i , n i ) is the feature distance between anchor and negative image and α is a parameter.
The loss TL will gradually decrease during the training. Meanwhile, d(a i , p i ) − d(a i , n i ) will decrease, which will possibly result in model's collapse. However, the VGL avoids the problems of TL which does not need to set α before training and optimizes the inter-and intra-group distance by the reciprocal of inter-group distance.
The VGL is formulated as
where m is the number of IDs, intraavg(F i ) is the average feature of group i, n i is the number of images in group i, y i,j is the feature of the jth picture in group i. According to our research on TL and VGL, we find out that there are still problems stated as follows:
1) Simultaneous input of three images, or a group of images is required, making the model training complex. 2) A large amount of computation exist that should be simplified. Then, we propose FGL, which does not require simultaneous input of images and relatively reduce the computation. where M is the gallery of images, m i is the ith picture in group m, n j is the jth picture in group n, x m i n j is the feature's norm difference between m i and n j . The p mn is formulated as
We compare TL Formula (1), VGL Formula (2) and FGL Formula (3). The calculation of Formula (1) involves three different image features which are calculated in summation symbols. And one-step calculation of Formula (2) involves a whole group of image features which have the same ID. The one-step calculation of Formula (3) involves only one image feature. So models with Formula (3) can receive random image input instead of sequential image input, making the training model simple. When calculating the numerical value of the three formulas, the Formula (1) needs to compute more terms. The Formula (2) contains six summation symbols and two square calculations which require a lot of calculation. The Formula (3) is much less computational which has only a few additions and multiplications. Plainly, our proposed FGL has better operational performance than TL and FGL. Figure 5 shows the sketch map of 3D-Transpose Feature Extraction (3DTFE) method vividly. Given an person image of which the size is h × w × c (h =height, w =width,c =channel), conventional feature extraction methods shown in the left of the Figure 5 tend to use the filter to conduct the convolutional operation on each image block on the h×w level. For each image block with the size equaling to that of the filter, it only contains the channel information for specific parts of the image e.g., the RGB colors, but hardly represents the spatial information of entirety. In the method shown in the right of the Figure 5 , 3DTFE transpose the person image into the size of h × w × c (h = h, w = c, c = w) firstly. And then 3DTFE use the filter to conduct the convolutional operation on each bar in the width direction on the new h × w level. The difference is that the image bar of each channel in our method would not just focus on several channels. It contains more spatial information in horizontal direction which will be fully utilized in the following feature representation.
D. 3D-TRANSPOSE FEATURE EXTRACTION

IV. EXPERIMENTS A. DATASETS AND SETTINGS
We test our methods on two datasets CUHK03 and Market-1501 for Re-ID. Both contain labelled images of person captured by different cameras. Table 1 shows the detailed information of these datasets. Figure 6 shows some samples of image pairs from two datasets.
CUHK03 contains 13,163 images with 1,360 identities. Images of each identity are captured by 2 cameras in the CUHK campus. In our experiments, the training subset of CUHK03 with 12186 images and 1260 identities is divided into training and validation part: 11,219 images with 1160 identities for training, 967 images with 100 identities for validation. The testing subset is also divided into galley and query part: 491 images with 100 identities for gallery, 486 images with 100 identities for query. DukeMTMC-reID is a subset of the newly-released multi-target, multi-camera pedestrian tracking dataset [75] . The original dataset contains eight 85-minute highresolution videos from eight different cameras. Handdrawn pedestrian bounding boxes are available. In this work, we use a subset of [75] for image-based re-ID, in the format of the Market-1501 dataset [49] . We crop pedestrian images from the videos every 120 frames, yielding 36,411 total bounding boxes with IDs annotated by [75] . The DukeMTMC-reID dataset for re-ID has 1,812 identities from eight cameras. There are 1,404 identities appearing in more than two cameras and 408 identities (distractor ID) who appear in only one camera. We randomly select 702 IDs as the training set and the remaining 702 IDs as the testing set. In the testing set, we pick one query image for each ID in each camera and put the remaining images in the gallery. As a result, we get 16,522 training images with 702 identities, 2,228 query images of the other 702 identities and 17,661 gallery images.
Our Baseline model is a two-stage feature representation learning based on group loss and labels interval extension for person re-identification (TFRL-ReID). And our model is proposed based on Baseline in which the RLS module is introduced and the VGL is replaced by FGL.
Our model shares some parameters with TFRL-ReID, an AlignedReID based model with three major components including a 3D-Transpose Feature Extraction which targets at extracting features in horizontal direction, a Labels Interval Extension which aims at enlarging inter-group distance by extending the interval of image labels and a VGL which reduces the intra-group distances.
Our experiments can be divided into two sets. Firstly, to validate the effectiveness of FGL in our model, we conduct experiments in which RLS and FGL are used to train the baseline network separately on dataset. In the second set of experiment, we respectively test the effectiveness of the parameter β on dataset. In our RLS model, β is the parameter representing the times of enlarging the inter-group distance. This paper reports the rank@1 accuracy and mean average precision (mAP) using single query.
B. IMPLEMENTATION DETAILS
3DTFENet is the Baseline (BL) of our model whose architecture is shown in Figure 7 . In the following, the BL with FGL is named FGL-ReID and FGL-ReID with RLS model is called RLFGL-ReID. We conduct RLFGL-ReID with six loss functions, using gradient descent of Momentum Optimizer with initial learning rate(lr) of 0.01 and a momentum of 0.9. Learning rate decays in Formula (5), where s is the training step.
The training process of the whole RLFGL-ReID is as follows: Firstly, following the parameter settings above, we conduct the FGL-ReID for training. After the training, we obtain features of all images. Secondly, we divide the features into different groups based on the ID label, compute the average feature norm of each group and sort them in ascending order. To find out a RLS that maximizes inter-group distance, we take the No. Figure 8 , where β = 5. We then retrain the network with the RLS obtained. After the training, we save features of all images. We can continue to retrain the network until we get a better RLS that meets our need. We conduct RLFGL-ReID with β = 10, 15, 15 on CUHK03, Market-1501 and DukeMTMC-reID respectively. When testing the model on target ReID datasets, we remove the multiple FC layers and add a fusion layer instead which uses a 2048 × 6-dimension fused feature for classification. The 2048 × 6-dimension fused feature come from six pool layers. We test the proposed model traditionally by comparing the distances between features. To further evaluate our model with some related state-of-the-art models, we apply Re-Ranking [30] protocol on our proposed method, denoted as RLFGL-ReID(RK).
C. COMPARISON WITH BASELINE 1) EXPERIMENTS ON MARKET-1501
In this section, we first evaluate our method on the largest image-based re-ID dataset, Market-1501, adding RLS and FGL into the baseline network. In this dataset, we set β in RLS to 15 In Conv.2 the kernel-size is 7, the stride is (2,3) and the padding is 3. Our model uses these Conv. and 3DTFE to extract the feature map. Then the feature maps from Conv.B4 were split in six 4 × 12 × 2048 feature maps. They reach FC layers followed through pool layers separately. Finally, the whole network is optimized by minimizing the Loss consisting of Loss1 to Loss6. are shown in Table 2 in which VGL is replaced by FGL for reducing computational complexity and model training troubles. Our method consistently improves the rank@1 accuracy. The accuracy of our method gains 0.42% higher than that of Baseline in rank@1 accuracy.
2) EXPERIMENTS ON DUKEMTMC-REID
On the DukeMTMC-reID dataset, we set β in RLS to 15, where the settings of β values are related to the number of images per ID of the data set. The more number of images of per ID exist in the data, the larger β should be. Experiments results in Table 3 in which VGL is replaced by FGL show that, in all cases, our method significantly improves rank@1 accuracy. Especially, our method gains an increase of 0.8% in rank@1 accuracy on DukeMTMC-reID.
3) EXPERIMENTS ON CUHK03
Following the single-shot setting protocol in [48] , we split the dataset into a training set containing 1,160 identities and a testing set containing 100 identities. In this dataset, we set β in RLS to 10. Experiments results in Table 4 show that, in all cases, our method significantly improves rank@1 accuracy. Especially, our method gains an increase of 0.85% in rank@1 accuracy on CUHK03. Same as above on Market-1501 and DukeMTMC-reID, our method outperforms the Baseline and the experimental results show that the addition of methods RLS and FGL in the model has significant effect. To further compare the computational complexity, we conducted experiments on CUHK03 using different loss functions (e.g. FGL, VGL and TL), shown in Table 5 . All are trained with 100 epoches by one TITAN XP GPU. Results indicate that adopting FGL can achieve higher accuracy and make training faster. So, it will be easier to be implemented in reality scenarios. 
D. COMPARISON WITH STATE-OF-THE-ART
We conduct the experiments on dataset CUHK03 using baseline network and our RLFGL-ReID. Results are compared in Table 6 which shows that RLFGL-ReID (β = 5) gets 0.85% promotion in rank@1 accuracy than the baseline. According to results in Table 6 , our RLFGL-ReID outperforms the previous works and achieves a margin advances compared with the state-of-the-art results in rank@1 accuracy.
Extensively, we carry out the experiments on Market-1501 and DukeMTMC-reID using baseline network and RLFGL-ReID network with β = 15. From Table 7 and 8, we clearly see that RLFGL-ReID devotes the best performance compared to other models, and gains 0.42% on Market-1501 and 0.80% on DukeMTMC-reID accuracy promotion than that of baseline. Same as above on CUHK03, our method outperforms the previous works and achieves a margin advances compared with the state-of-the-art results in rank@1 accuracy on Market-1501 and DukeMTMC-reID.
Specifically, the rank@1 accuracy of RLFGL-ReID rises up to 98.38% on CUHK03, 95.46% on Market-1501 and 91.2% on DukeMTMC-reID. Compared to other existing methods, our RLFGL-ReID has achieved a better performance, validating the effectiveness of our work and encouraging us to research deeper in future study.
E. PARAMETERS ANALYSIS
The parameter β in our model is analyzed in this subsection. The baseline methods is TFRL-ReID. We evaluate the influence of β on rank@1 accuracy on the Market-1501 dataset and CUHK03 dataset. Figure 9 shows the impact of β on rank@1 accuracy on CUHK03. It can be seen that, our method consistently outperforms the baselines on the rank@1 accuracy with various values of β. The rank@1 accuracy rises in the beginning. After arriving at the optimal point around β = 10, it starts to drop. With a too large value of β, there will be more false matches whose the inter-group distance had been separated overly large, resulting in a decline in performance. Figure 10 shows the impact of β on rank@1 accuracy on Market-1501. From the Figure 10 we can see the rank@1 accuracy rising in fluctuation with the rise of β. It arrives at the optimal point around 28. Because dataset Market-1501 contains more data than CUHK03, a larger value of β is needed to distinguish ID features. With the larger value of β, the inter-group distance can be separated sufficiently large, resulting in a rising accuracy. Those experimental results demonstrate that the proposed parameter β is effective for rank@1 accuracy.
V. CONCLUSION
This paper mainly proposes a novel network named Resetting-Label Network based on Fast Group loss for Person Re-Identification (RLFGL-ReID). We propose an ID Label rearrangement method named Resetting-Label (RL) which targets at separating effectively the inter-group distance. In order to calculate loss function more quickly and make loss function have better training effect, we propose an improved loss function named Fast Group loss (FGL) which could help reduce the amount of calculation in training. Experimental results indicate that RLFGL-ReID has stronger robustness and is better at learning image features, outperforming existing methods by a margin. It is worth mentioning that our approach can fully continue cyclical training, and can be easily implemented to any resetting label sequence result. 
