Применение модели иерархической временной памяти в распознавании изображений by Болотова, Юлия Александровна et al.
Задачи распознавания образов, чтения текстов,
понимания речи и ориентации в пространстве, яв
ляющиеся элементарными для человека, до сих
пор не были решены машиной. Американские уче
ные Дилип и Хокинс совместно с Редвудским Ин
ститутом нейробиологии выдвинули два ключевых
отличия функционирования человеческого мозга
от работы современных систем распознавания об
разов.
Первым отличием является способность мозга
учитывать роль временно' й составляющей в про
цессе зрения. Это выражается в способности отно
сить близкие по времени видимые объекты к одной
и той же категории изображений [1, 2].
Вторым отличием является иерархичность.
Мозг иерархичен по своей структуре. Нейроны, со
ставляющие неокортекс, находятся в иерархиче
ской связи друг с другом и образуют несколько
уровней иерархии. Чем выше уровень иерархии,
тем с более абстрактной информацией он работает.
Следовательно, в системе распознавания образов
сложные объекты должны быть иерархически свя
заны с более простыми их составляющими [1–4].
Целью работы является реализация системы
распознавания образов на основе модели иерархи
ческой временной памяти, а также оценка резуль
татов работы системы в зависимости от ее структу
ры и количества распознаваемых категорий.
Структура сети
Система иерархической временно' й памяти ор
ганизована в виде иерархической сети, предста
вляющей собой древовидную структуру. Каждый
уровень состоит из набора узлов. Узлы одного
уровня не связаны между собой. Узел верхнего
уровня получает информацию с нескольких узлов
предыдущего уровня. Самый верхний уровень со
стоит из одного узла и в терминах распознавания
изображений оперирует образами объектов.
На рис. 1 приведен пример сети, состоящей из 3х
уровней.
Рис. 1. Схема передачи информации между уровнями
На вход узлов первого уровня подается видео
последовательность из кадров плавно перемещаю
щихся во времени объектов. Так обеспечивается
временная составляющая сигнала. Тестирование
и обучение сети происходит последовательно.
В первую очередь обучаются нижние уровни, по
том, на основе их данных обучаются последующие
уровни.
Структура узла
Входной информацией для узла, независимо
от уровня иерархии, является бинарный вектор.
Для узлов первого уровня это вектор пикселей изо
бражения. Каждый узел содержит набор групп. За
дача узла  – выбрать группу, которой больше всего
соответствует входная последовательность. Выбор
группы происходит в 2 этапа. На первом этапе
сравнивается пространственное расположение эл
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ементов в векторе (пространственное объедине
ние), в результате чего выбирается наиболее подхо
дящий пространственный центр. На втором этапе
выбирается временная группа, в которой объедине
ны близкие по времени появления пространствен
ные центры (временное объединение). На рис. 2
изображена структура узла первого уровня.
Рис. 2. Структура узла. Пример узла первого уровня: с1–с5 –
пространственные центры; g1, g2 – временные группы
Пространственное объединение
Пространственное объединение необходимо
для фильтрации и компрессии входных данных
и их первичного обобщения.
На этапе обучения в узле из входящих бинар
ных векторов формируются пространственные
центры. Чтобы определить, был ли данный центр
уже сохранен, рассчитывается евклидово расстоя
ние di между входным вектором и существующими
центрами. Если di<, где  – заданная погрешность
распознавания, то такой центр уже присутствует
в узле, иначе, добавляем в узел новый центр. Об
учение происходит до тех пор, пока скорость по
явления новых центров не снизится до некоторого
малого значения.
Если узел не является узлом входного уровня,
его пространственные центры представляют собой
вектора из индексов временных групп предыдуще
го уровня.
Временное объединение
В процессе обучения сети, помимо запомина
ния пространственных центров, происходит
их объединение во временные группы. В одну
группу попадают пространственные центры, часто
приходящие на вход узла друг за другом. Для этого
составляется матрица смежности T, хранящая в се
бе количество следований одного центра за дру
гим. По матрице T строится цепь Маркова, где но
мера пространственных центров являются верши
нами, а частота их взаимных переходов – весом ре
бер. После того, как обучающий сигнал закончил
ся, из вершин цепи Маркова формируются вре
менные группы. В одну временную группу отбира
ются вершины, соединенные ребрами с наиболь
шими весами. На рис. 3 приведены примеры ма
трицы смежности T (рис. 3, а) и цепи Маркова, со
стоящей из 5 пространственных центров. В резуль
тате выделились 2 временные группы: g1 и g2
(рис. 3, б).
Рис. 3. Формирование временных групп: а) матрица смеж-
ности T; б) цепь Маркова g1: c1, c4, c5; g2: c2, c3
Ключевым элементом в работе сети, связываю
щим этапы пространственного и временного объе
динения, является матрица P(C|G), строки которой
соответствуют временным группам, а столбцы –
пространственным центрам. Если какойлибо
из центров не содержится в определенной времен
ной группе, то на пересечении соответствующего
столбца и строки матрицы P(C|G) стоит «0», иначе
этот элемент матрицы содержит относительную
нормированную вероятность, равную отношению
частоты возникновения данного пространственно
го центра во входном сигнале к частоте возникно
вения всех пространственных центров данной вре
менной группы.
Обучение узла верхнего уровня сети может про
изводиться с учителем – элементом, который по
зволяет правильно разбивать пространственные
центры узла по временным группам на основе яр
лыков, присвоенных обучающим данным. В этом
случае каждая временная группа верхнего узла од
нозначно соответствует определенному классу
объектов во входном сигнале.
Тестирование сети
В случае идеального тестирования (без помех)
используется стратегия «победитель получает все»:
находится пространственный центр, наиболее
соответствующий входному сигналу (с наимень
шим отклонением по евклидовой метрике), после
 c1 c2 c3 c4 c5 
c1 0 1 1 0 5 
c2 0 0 8 1 0 
c3 0 0 0 0 0 
c4 0 0 0 0 5 
c5 0 0 0 0 0 
?
?
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чего выбирается временная группа, в которую этот
центр входит. Информацию о временной группе –
«победителе» узел подает на вход узлу вышестоя
щего уровня.
В процессе основной работы сети входной сиг
нал, как правило, подается с помехами. Соответ
ствующий пространственный центр находится
по формуле Гаусса, с помощью которой рассчиты
ваются вероятности совпадения входного вектора
с существующими пространственными центрами:
где d – степень отклонения входного вектора от те
кущего центра по евклидовой метрике;  – на
страиваемый нормировочный параметр, соответ
ствующий степени предполагаемого отклонения
(пропорционален степени зашумления входных
данных).
Пример распределения вероятности совпаде
ния входного вектора с пространственными цен
трами для узла первого уровня (рис. 4): p(c1)=0,1;
p(c2)=0,02; p(c3)=0,7.
Рис. 4. Выбор соответствующего центра квантизации во вре-
мя пространственного объединения. Этап тестирова-
ния с шумом
Таким образом, в ходе пространственного объе
динения строится вектор распределения вероятно
сти по пространственным центрам y(cj). Получен
ный вектор умножается на матрицу P(C|G), резуль
татом является распределение вероятности по вре
менным группам (gi) для текущего узла, которое
подается на вход узла следующего уровня:
Если узел находится на втором уровне и выше,
вероятность совпадения входного сигнала с суще
ствующими в его памяти пространственными цен
трами находится перемножением вероятностей
вхождения временных групп из нижестоящих
узлов в соответствующий центр:
где M – число присоединенных узлов; rjk – индекс
временной группы kго узла, входящей в jй про
странственный центр;  – нормировочный пара
метр.
Выходной информацией из узла на этапе тести
рования является вектор распределения вероятно
сти входного вектора по временным группам (gi).
Выходом верхнего слоя является вектор распреде
ления вероятности по классам объектов.
Результаты численных экспериментов
Авторами данной статьи была реализована си
стема распознавания образов на основе модели ие
рархической временной памяти. Система предста
вляет собой сеть минимально возможной конфигу
рации – двухслойную, с 64мя узлами на первом
уровне и 1м на втором. Входными данными слу
жили бинарные изображения 3232 («0» – белый
цвет  – отсутствие сигнала, «1» – черный цвет –
сигнал). На вход каждого узла первого уровня по
давалась область изображения 44 пикселя. В ка
честве обучающей и тестовой информации для
классификации были подготовлены изображения
цифр, состоящих только из горизонтальных и вер
тикальных линий. Минимальный размер цифры
на изображении должен был быть не меньше обла
сти видимости двух узлов (84 пикселя), макси
мальный был ограничен зоной 3030 пикселей
(для возможности создания обучающего видео).
Для каждого класса цифр было создано 30 обучаю
щих изображений, рис. 5.
Рис. 5. Примеры обучающих изображений
Было поставлено три задачи классификации –
разделение по 2, 4 и 10 классам объектов. В первой
задаче для обучения использовались 60 изображе
ний цифр «3» и «7», во второй 120 изображений
цифр «3», «5», «7», «9», а в третьей 300 изображений
всех десяти цифр.
Одной из существенных трудностей было зада
ние общих настроечных параметров, влияющих
на функционирование сети, число которых было
порядка десяти. Для их получения использовался
эволюционный алгоритм, создающий популяции
из сетей, обучающий их, тестирующий на обучаю
щей выборке и отбирающий особей с лучшими ре
зультатами для кроссинговера и мутаций. Таким
образом, изучалась чувствительность сети к на
строечным параметрам и ее зависимость от коли
чества классов, по которым требуется разделить
входные данные. Для первой популяции сетей па
раметры задавались случайным образом в рамках
допустимых значений. Когда эволюционный алго
ритм сходился (средний коэффициент распознава
ния по популяции не увеличивался несколько по
колений), из популяции отбирались наиболее
удачные особи для прохождения набора тестов. Ре
зультаты тестов приведены в табл. 1.
Тестовые данные были созданы в специальной
программе путем искажения обучающей выборки
(рис. 6).
Как можно видеть из результатов, сеть обладает
устойчивостью работы по отношению к значениям
настроечных параметров, т. к. при их случайных
значениях (I поколение) полученный результат
распознавания выше случайного угадывания.
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Таблица 1. Результаты тестирования на искаженных изобра-
жениях, % распознавания
Рис. 6. Пример тестовых данных
Рис. 7. Примеры неправильно распознанных изображений
Сеть с 4 классами распознавания была проте
стирована на всех 300 тестовых изображениях для
того, чтобы выяснить, не находит ли сеть зависи
мости, общие не для одного, а для нескольких
классов цифр сразу. Результаты тестирования при
ведены в табл. 2.
Из табл. 2 можно заключить что, распределение
«неизвестных» цифр по обученным классам проис
ходит неравномерно (например, склонность к рас
познаванию «1» и «4» как «7»). Однако, погреш
ность такого распознавания гораздо выше погреш
ности распознавания «знакомых» цифр. Следова
тельно, найденные сетью закономерности или
свойства для каждого обученного класса не явля
ются обобщающими для нескольких классов цифр.
Таблица 2. Распределение 10 классов изображений по 4,
на которых производилось обучение сети
Выводы
1. Реализована система распознавания образов на основе модели
иерархической временной памяти.
2. Предложен и разработан эволюционный метод подбора коэф
фициентов сети, что положительно сказалось на результатах
тестирования.
3. Программа апробирована на примере распознавания стилизо
ванных цифр. Лучшие результаты работы сети получились при
коэффициентах, полученных на 7ом поколении эволюции,
и составляют 95…96 % правильно распознанных бинарных
изображений цифр на тестовой выборке, искаженной на 20 %
по сравнению с обучающей.
4. Исследована зависимость процента распознавания системы
от количества категорий цифр.
Распознаны как: «3» «5» «7» «9»
«0» 6 2 11 11
«1» 7 1 22 0
«2» 9 9 2 10
«3» 29 1 0 0
«4» 2 0 23 5
«5» 2 28 0 0
«6» 2 10 12 6
«7» 1 0 29 0
«8» 6 6 4 14
«9» 0 0 1 29
Всего по классам 64 57 104 75
«4» ??? «1» «8» ??? «0» «7» ??? «1» «9» ??? «7» 
? ?
Результат распознавания
Количество классов изо-
бражений
2 4 10
Лучшие особи сети (VII поколение эволюции)
На обучающей выборке 100,0 100,0 99,0
На тестовой выборке 96,7 95,8 95,0
Средний результат распознавания на обучающей выборке
I поколение (случайные значения) 85,8 66,8 51,3
III поколение 98,2 96,8 94,3
V поколение 99,0 98,2 97,8
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