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Abstract
The Wheeler-DeWitt equation is investigated and used to examine a state
after a quantum tunneling with gravity. To make arguments definite we treat
a discretized version of the Wheeler-DeWitt equation and adopt the WKB
method. We expand an Euclidean wave function around an instanton, by us-
ing a deviation equation of a vector field tangent to a congruence of instantons.
The instanton around which we expand the wave function corresponds to a
so-called most probable escape path (MPEP). It is shown that, when the wave
function is analytically continued, the corresponding state of physical pertur-
bations is equivalent to the vacuum state determined by positive-frequency
mode functions which satisfy appropriate boundary conditions. Thus a quan-
tum field theory is effective to investigate a state after a quantum tunneling
with gravity. The effective Lagrangian describing the field theory is obtained
by simply reducing the original Lagrangian to a subspace spanned by the
physical perturbations. The result of this paper does not depend on the op-
erator ordering and can be applied to all physical perturbations, including
gravitational perturbations, around a general MPEP.
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I. INTRODUCTION
The universe is thought to have been experienced phase transitions many times. Some of
these phase transitions may be due to quantum tunneling. Hence there arises an intellectual
and practical urge to know a state after a quantum tunneling. For this purpose many authors
investigated the Schrodinger equation of scalar fields in flat spacetime [1,2] in the multi-
dimensional tunneling approach [3]. They showed that a state after a quantum tunneling in
flat spacetime is the vacuum state determined by positive-frequency mode functions which
satisfy appropriate boundary conditions. The result says that a quantum field theory of
the scalar fields is effective to seek a particle spectrum after a quantum tunneling if the
boundary conditions are attached on the mode functions. The effectiveness makes it possible
to calculate a CMB anisotropy of the universe theoretically in some inflationary scenarios [4].
However the calculated anisotropy is based on the formalism developed in flat spacetime,
as mentioned above. Since gravitational effects can be significant in some cases [5], we want
to generalize the formalism to include gravity. As far as only the scalar fields’ perturbations
are concerned, the generalization was done in Ref. [6], by neglecting gravitational pertur-
bations. In this case, a state of the scalar fields’ perturbations after a quantum tunneling
with gravity is obtained by the same method as in flat spacetime, except evolution equations
of mode functions is replaced by those on the curved background. Thus a quantum field
theory of the scalar fields in curved spacetime is effective to investigate a state of the scalar
fields’ perturbations after a quantum tunneling, provided that gravitational perturbations
are neglected. However, when we intend to investigate a state of gravitational perturbations
after a quantum tunneling (for example, when we calculate a spectrum of the primordial
gravitational waves), we have to include gravitational perturbations. The corresponding
formalism must be derived from a more fundamental level.
When we investigate a classical dynamics of gravitational perturbations, so-called gauge
invariant variables play a important role. The gauge invariant variables are those linear
combinations of perturbations which are invariant to linear order under coordinate trans-
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formations, and a maximal set of them describes all physical degrees of freedom of linear
perturbations. For several background geometries, it was shown that classical dynamics
of the gauge invariant variables can be described by some auxiliary scalar fields (Ref. [7]
for Minkowski background, Ref. [8] for the Robertson-Walker background, Ref. [9] for the
Milne background, and Ref. [10] for the one-bubble inflationary background). Hence we can
expect that a quantum field theory of the auxiliary scalar fields can be applied to investigate
a state of gravitational perturbations after a quantum tunneling, although the equivalence
is established only in a classical level.
At this point, we can expect that a quantum field theory will be effective to investigate a
state of all physical perturbations after a quantum tunneling with gravity. Thus we want to
show from a quantum theory of gravity that the expectation is true. In all papers with this
aim [11], the Wheeler-DeWitt equation is expanded by some collective coordinates around
a background. Our strategy in this paper is to expand not the Wheeler-DeWitt equation
but a wave function itself covariantly. Anyway, due to the result of this paper, we can safely
use the quantum field theory of perturbations in order to calculate a CMB anisotropy, a
spectrum of the primordial gravitational waves, etc. in some inflationary scenarios.
Now let us review a quantum theory of gravity based on a canonical formalism. Con-
sider a system of a n-dimensional spacetime (M, gµν) without boundary and scalar fields χ
a
described by the action
IE−KG =
∫
dnx
√−g
[
1
2κ2
R− 1
2
gµνγab(χ
c)∂µχ
a∂νχ
b − V (χa)
]
, (1.1)
where γab is an arbitrary positive-definite matrix. In the ADM decomposition [7] of the
spacetime
ds2 = −Λ2⊥dt2 + qij(dxi + Λidt)(dxj + Λjdt) , (1.2)
functional derivatives of the action IE−KG with respect to Λ⊥ and Λ
i give the following
constraints.
H⊥x = 0 ,
3
Hix = 0 , (1.3)
where
H⊥x ≡ κ2Gijklpiijpikl + 1
2
√
q
γabpiapib
+
√
q
[
−
(n−1)R
2κ2
+
1
2
qijγab(χ
c)∂iχ
a∂jχ
b + V (χa)
]∣∣∣∣∣
x
,
Hix ≡ −2√qDj
(
piji√
q
)
+ pia∂iχ
a
∣∣∣∣∣
x
. (1.4)
The former is called Hamiltonian constraints and the later is called momentum constraints.
In the expressions, piij is a momentum conjugate to qij , pia is one conjugate to χ
a, Dj denotes
a covariant derivative compatible with qij , and
Gijkl ≡ 1√
q
(
qikqjl + qilqjk − 2
n− 2qijqkl
)
(1.5)
for n 6= 2,
Gijkl ≡ 1√
q
(qikqjl + qilqjk) (1.6)
for n = 2. It is well-known that Poisson brackets among the above constraints are given by
{fH⊥, gH⊥}P = (fDig − gDif)Hi ,
{f iHi, gH⊥}P = (f i∂ig)H⊥ ,
{f iHi, gjHj}P = (f jDjgi − gjDjf i)Hi , (1.7)
where fH⊥ and f iHi denote ∫ dxf(x)H⊥x and ∫ dxf i(x)Hix, respectively. These show that
the constraints are first class. A method to quantize a system with first class constraints was
given by Dirac [12] and leads the following simultaneous differential equations for a wave
functional Ψ.
Hˆ⊥xΨ = 0 ,
HˆixΨ = 0 , (1.8)
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where Hˆ⊥x and Hˆix are differential operators obtained by replacing piij with −ih¯δ/δqij , pia
with −ih¯δ/δχa in H⊥x and Hix, respectively. Equation (1.8) is called the Wheeler-DeWitt
equation [13]. In defining the differential operators, there is a problem of operator ordering.
The first principle to determine the operator ordering is requiring the following algebra [14]:
[
fHˆ⊥, gHˆ⊥
]
Ψ = ih¯(fDig − gDif)HˆiΨ , (1.9)[
f iHˆi, gHˆ⊥
]
Ψ = ih¯(f i∂ig)Hˆ⊥Ψ , (1.10)[
f iHˆi, gjHˆj
]
Ψ = ih¯[f, g]iHˆiΨ (1.11)
for an arbitrary functional Ψ. The algebra is a quantum version of (1.7), and is called the
Dirac algebra [12]. The condition (1.9-1.11) is necessary in order for the equation (1.8) to
give a consistent quantum theory.
The remaining part of this paper is organized as follows. In Sec. II we investigate a
simultaneous differential equations, which become the Wheeler-DeWitt equation in a limit.
We expand an Euclidean wave function around an instanton, by using a deviation equation
of a vector field tangent to a congruence of instantons. The instanton around which we
expand the wave function corresponds to a so-called most probable escape path (MPEP).
In Sec. III, by analytically continuing the wave function, it is shown that the corresponding
state of physical perturbations after a quantum tunneling is the vacuum state determined
by positive-frequency mode functions which satisfy appropriate boundary conditions. Hence
a quantum field theory is effective to investigate a state after a quantum tunneling. Sec. IV
is devoted to summarize this paper.
II. EUCLIDEAN WAVE FUNCTION FOR A DISCRETIZED
WHEELER-DEWITT EQUATION
Let (Mx, Gxαβ) be a family of D-dimensional pseudo-Riemannian manifolds parame-
terized by an integer x (= 1, 2, · · · , xmax). A configuration space we consider is a pseudo-
Riemannian manifold constructed from them as
5
(M, Gαβ) = ⊕x(Mx, Gxαβ) . (2.1)
Then we consider the following simultaneous differential equations for a complex function
Ψ on M.
Hˆ⊥xΨ = 0 ,
HˆIΨ = 0 , (2.2)
where x = 1, 2, · · · , xmax, I = 1, 2, · · · , Imax and
Hˆ⊥x ≡ − h¯
2
2
Gαβx DαDβ + Vx ,
HˆI ≡ −ih¯vαIDα (2.3)
are linear differential operators on M. As usual we call a solution of this equation a wave
function. In the expression D is a covariant derivative compatible with the metric Gαβ,
{Vx} is a set of functions on M, and {vαI } is a set of linearly independent vectors on
M. The Wheeler-DeWitt equation (1.8) can be written in this form provided that it is
properly discretized and the operator ordering problem is ignored. Hˆ⊥x corresponds to the
Hamiltonian constraint at the point x on a spacelike hypersurface, and HˆI corresponds to
the momentum constraint for a point and a direction both of which are specified by I. For
example,
Gqij(x
′)qkl(x
′′)
x = 2κ
2Gijkl(x)δxx′δxx′′ ,
Gqij(x
′)χa(x′′)
x = 0 ,
Gχ
a(x′)χb(x′′)
x =
1√
q(x)
γab(x)δxx′δxx′′ (2.4)
for the system considered in Sec. I, where Gijkl is defined by (1.6). We mention that terms
linear in the derivative, which may appear when the operator ordering problem is solved,
were not included in H⊥x for concreteness, since they do not change our conclusion.
For the equations to be solved consistently it must be assumed that any commutators
between the linear operators can be written as linear combinations of themselves when they
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operate on an arbitrary function on the configuration space. Equivalently they must generate
a Lie algebra with respect to the commutators. In this paper we adopt the following algebra
of commutators between the differential operators.
[
Hˆ⊥x, Hˆ⊥x′
]
Ψ = ih¯c
(1)I
xx′ HˆIΨ , (2.5)[
HˆI , Hˆ⊥x
]
Ψ = ih¯c
(2)x′
Ix Hˆ⊥x′Ψ , (2.6)[
HˆI , HˆJ
]
Ψ = ih¯c
(3)K
IJ HˆKΨ (2.7)
for an arbitrary function Ψ on M. Note that the right hand side of (1.9), (1.10) and
(1.11) are linear in HˆiΨ’s, Hˆ⊥Ψ’s and HˆiΨ’s, respectively while the right hand side of (2.5),
(2.6) and (2.7) are linear in HˆIΨ’s, Hˆ⊥xΨ’s and HˆIΨ’s, respectively. Hence the algebra
(2.5-2.7) is a generalization of the discretized version of the Dirac algebra (1.9-1.11). We
include the case when the ’structure constants’ c(1), c(2) and c(3) depend on a position in
the configuration space M. Although confirmation of the algebra requires a knowledge of
short distance behaviors of the theory, we simply assume that the algebra does hold. After
detailed investigation of the discretized system, we will extract results independent of not
only the operator ordering but also a way of the discretization. Note that since a dicretized
version of the Dirac algebra (1.9-1.11) can be written in the form (2.5-2.7), the system we
consider includes the discretized Wheeler-DeWitt equation as an important example. Now,
for later conveniences we rewrite the assumption (2.5-2.7) as follows. It is equivalent to the
following set of equalities
Gαβx ∂βVx′ −Gαβx′ ∂βVx = −c(1)Ixx′ vαI , (2.8)
Gαγx Dγv
β
I +G
βγ
x Dγv
α
I = c
(2)x′
Ix G
αβ
x′ , (2.9)
vαI ∂αVx = −c(2)x
′
Ix Vx′ , (2.10)
[vI , vJ ]
α = −c(3)KIJ vαK (2.11)
and
Gαβx DαDβVx′ −Gαβx′ DαDβVx = 0 , (2.12)
Gαβx DαDβv
γ
I = −Gαβx vδIRγαδβ , (2.13)
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where R is a curvature tensor of D:
R(X, Y )Z = DXDY Z −DYDXZ −D[X,Y ]Z . (2.14)
Note that, while (2.12-2.13) are affected by the operator ordering, (2.8-2.11) are not. In
particular the fact that {vαI } is integrable is independent of the operator ordering since it is
a consequence of (2.11). We denote the integral surface G. In this paper the quotient space
M/G plays a important role since the second equation of (2.2) shows that G has nothing to
do with physical degrees of freedom. In the case of the usual Wheeler-DeWitt equation the
quotient spaceM/G is called a superspace. Hence we call the quotient space a superspace in
our case, too. Evidently, the superspace is a space of all physically distinct configurations.
Next we investigate a classical mechanical system whose quantum version corresponds
to the equations (2.2). Let us consider a phase space (T ∗M, dpα ∧ dqα) and a Hamiltonian
of the form 1
H = Λx⊥H⊥x + ΛIHI , (2.15)
where Λx⊥ ( 6= 0) and ΛI are Lagrange’s multipliers and
H⊥x ≡ 1
2
Gαβx pαpβ + Vx ,
HI ≡ vαI pα. (2.16)
In the expression, pα (∈ T ∗M) is a momentum conjugate to a coordinate qα ofM. (2.8-2.11)
is equivalent to the following algebra of Poisson brackets.
{H⊥x,H⊥x′}P = c(1)Ixx′ HI ,
{HI ,H⊥x}P = c(2)x
′
Ix H⊥x′ ,
{HI ,HJ}P = c(3)KIJ HK . (2.17)
1 Hereafter we apply the Einstein’s summation rule unless otherwise stated.
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The equivalence is consistent with the well-known fact that the operator ordering does not
affect the corresponding classical dynamics. The classical equations of motion in the config-
uration space M is obtained from the constraint equations and the Hamilton’s equation as
follows 2.
1
2
GxαβN˜ αN˜ β + (Λx⊥)2 Vx = 0 ,
vαI GαβN˜ β = 0 ,
N˜ βDβN˜ α = −Gαβ∂βV + Gαβvγ (∂βwγ − ∂γwβ) , (2.18)
where
N˜ α ≡ dq
α
dt
− vα ,
v
α ≡ ΛIvαI ,
Gαβ ≡ Λx⊥Gαβx ,
Gαβ ≡
(
G−1
)
αβ
,
V ≡ Λx⊥Vx , (2.19)
and
wα ≡ GαβN˜ β . (2.20)
In the expression D is a covariant derivative compatible with the metric Gαβ.
Now we return to the problem of solving the simultaneous differential equations (2.2) to
obtain a wave function. To extract those properties of the equations which are independent
of the operator ordering we adopt the WKB method. First, without loss of generality, we
can expand the wave function Ψ as
Ψ = exp
[
−1
h¯
(W (0) + h¯W (1) + · · ·)
]
, (2.21)
where W (0), W (1), · · · are complex functions onM. Next we solve the differential equations
order by order in h¯, considering h¯ as a small parameter.
2 Here the Einstein’s summation rule is not applied with respect to x.
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A. Lowest-order WKB wave function
To the lowest order in h¯ the differential equation (2.2) is reduced to the following simul-
taneous differential equations for W (0).
1
2
Gαβx ∂αW
(0)∂βW
(0) = Vx ,
vαI ∂αW
(0) = 0 . (2.22)
These determines W (0) as a function on M, provided that a suitable boundary condition is
attached. When W (0) is real in a region of the configuration space, we call the corresponding
wave function Ψ an Euclidean wave function. We call the region an Euclidean region. In
the remaining of this paper we investigate the Euclidean wave function. Physical meaning
of the Euclidean wave function will become clear in the following arguments.
For the real function W (0) we can define a family of vector fields {Nαx } parameterized by
the integer x:
Nαx ≡ Gαβx ∂βW (0). (2.23)
Operating the differential operator Gαβx′ Dβ on the first equation of (2.22), we obtain the
following equation.
NβxDβN
α
x′ = G
αβ
x′ ∂βVx , (2.24)
where we have used the fact that the covariant derivative D is torsion free and compatible
with Gxαβ. Note that the compatibility with Gxαβ is a result of the direct-sum structure
(2.1) of (M, Gαβ).
Since the first of (2.22) is of the form of the Hamilton-Jacobi equation, we may regard
(2.24) as the corresponding equations of motion for the system. In fact, if we define a vector
field N α by
N α ≡ Λx⊥Nαx , (2.25)
then we can show that
10
12
GxαβN αN β − (Λx⊥)2 Vx = 0 ,
vαI GαβN β = 0 ,
N βDβN α = Gαβ∂βV . (2.26)
Since ∂βωγ − ∂γωβ = 0 in this case, these equations show that N α satisfies the classical
equations of motion (2.18) in which Vx is replaced by −Vx, where ωα ≡ GαβN β. Therefore
N α defined by (2.25) is a tangent vector field of a congruence of instantons. In this sense
the Euclidean wave function define a congruence of instantons. Conversely, if a congru-
ence of instantons satisfies the condition vγ(∂βwγ − ∂γwβ) = 0, then we can construct the
corresponding lowest-order Euclidean wave function as follows. Introduce a parameter τ by
(
∂
∂τ
)α
= N˜ α , (2.27)
and
∂W (0)
∂τ
= 2V . (2.28)
B. Expansion of the Euclidean wave function around an instanton
In this subsection we consider a real solution of (2.22) and expand it around an instanton.
An expansion of the corresponding Euclidean wave function is obtained from that.
The second of the constraint equations (2.2) or the second of (2.22) suggests that any
equations for physical degrees of freedom can be written in forms invariant under any dif-
feomorphism of G. Hence we can expect that there is a set of real functions {λx⊥} such that
a weighted metric λx⊥G
αβ
x and a weighted ’potential’ λ
x
⊥Vx are invariant under the diffeo-
morphism. We first investigate the weighted metric. With the help of (2.9) it can be shown
that the condition  LvI (λ
x
⊥G
αβ
x ) = 0 is equivalent to
vαI ∂αλ
x
⊥ = λ
x′
⊥c
(2)x
Ix′ , (2.29)
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where  L represents a Lie derivative in the configuration space M. The invariance of the
weighted ’potential’  LvI (λ
x
⊥Vx) = 0 is equivalent to (2.29), too. Therefore both of λ
x
⊥G
αβ
x
andλx⊥Vx are invariant under the diffeomorphism if and only if {λx⊥} satisfies (2.29). What
is the meaning of the condition (2.29)? c
(2)x
Ix′ is the ’structure constant’ which appears in
the algebra (2.5-2.7) and represents a way of transformation of the constraint Hˆ⊥x under a
group generated by {HˆI}, which corresponds to G. Hence the condition (2.29) means that
the coefficient λx⊥ must change covariantly under the group transformation. In order for
the equation (2.29) to be solved consistently, the following integrability condition must be
satisfied:
c
(3)K
IJ c
(2)x
Kx′ + c
(2)x′′
Ix′ c
(2)x
Jx′′ − c(2)x
′′
Jx′ c
(2)x
Ix′′ + v
α
I ∂αc
(2)x
Jx′ − vαJ∂αc(2)xIx′ = 0 . (2.30)
It can be easily confirmed that (2.30) is actually satisfied as a consequence of (2.10) and
(2.11) 3. Let {λ x⊥x′} be such a complete set of linearly independent real solutions of (2.29)
that
λ x⊥x′|ξI˜=ξI˜
0
= δxx′ , (2.31)
where {ξ I˜} is a coordinate system of G and {ξ I˜0} is a set of constants. Then a general
positive solution of (2.29) can be written as a linear combination of these solutions:
λx⊥ = Λ¯
x′
⊥λ
x
⊥x′ , (2.32)
where {Λ¯x⊥} is a set of positive functions on the superspace M/G in the sense that it is a
set of positive functions onM satisfying  LvI Λ¯x⊥ = 0. In the remaining of this subsection we
restrict λx⊥ to this form.
From the set of coefficients {λ x⊥x′} we can define a set of ’metric’ {G′αβx } and a set of
’potentials’ {V¯x} by
3 The consistency condition (2.30) can be understood as a consequence of Jacobi identities derived
from the commutators (2.5-2.7).
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G′
αβ
x ≡ λ x
′
⊥x G
αβ
x′ ,
V¯x ≡ λ x′⊥x Vx′ . (2.33)
Here both of V¯x and G
′αβ
x are invariant under the group transformation of G. However, since
G′αβx may have components in the direction of G, it can not be regarded as a tensor on the
superspace M/G without any modification, while V¯x can be. We want to modify it in order
to regard it as a tensor field on M/G. For this purpose define the following ’projection
operators’.
G¯αβ ≡ G ′αβ − vαI γIJvβJ ,
G¯αβ ≡ G ′αµG¯µνG ′νβ ,
G¯αβ ≡ G¯ανG ′νβ ,
G¯ βα ≡ G ′αµG¯µβ , (2.34)
where
G ′αβ ≡ Λ¯x⊥G′αβx ,
G ′αβ ≡
(
G ′−1
)
αβ
,
γIJ ≡ G ′αβvαI vβJ ,
γIJ ≡
(
γ−1
)IJ
. (2.35)
It can be easily confirmed by using (2.11) that
 LvI G¯αβ =  LvI G¯αβ =  LvI G¯αβ =  LvI G¯ βα = 0 . (2.36)
Then define the modified tensor G¯αβx by
G¯αβx ≡ G¯αµG′µνx G¯ βν . (2.37)
It is evident that G¯αβx can be regarded as a tensor field on the superspace M/G since
 LvI G¯
αβ
x = 0 and G¯
αβ
x G¯βγvγI = 0. Note that G¯αβ equals to a weighted sum of G¯αβx as
G¯αβ = Λ¯x⊥G¯αβx , (2.38)
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and it can also be regarded as a metric tensor of the superspace M/G. In terms of the
metric tensor we can rewrite the (2.22) as the following simultaneous differential equations
on M/G for a real function W (0) on M/G.
1
2
G¯αβx ∂αW
(0)∂βW
(0) = V¯x . (2.39)
Our final goal in this subsection is to expand a solution of (2.39) around an instanton
in the superspace. For this purpose we consider such a congruence of instantons in the
superspace that each instanton is an integral curve of the vector field N¯ α defined by
N¯ α ≡ G¯αβ∂βW (0) , (2.40)
and introduce an Euclidean time τ¯ as a coordinate variable in M/G by
(
∂
∂τ¯
)α
= N¯ α . (2.41)
If we define a set of vector fields {N¯αx } by
N¯αx ≡ G¯αβx ∂βW (0) , (2.42)
then
N¯ α = Λ¯x⊥N¯αx , (2.43)
and N¯αx generates a time reparameterization. Commutators between N¯
α
x and N¯
α
x′ is zero
by using (2.8) and the fact that the covariant derivative D¯ is compatible with G¯αβx . Hence
the set of vector fields {N¯αx } is integrable in M/G. Then a coordinate system {τ¯ , ηx˜, ϕn¯}
of M/G can be introduced so that {τ¯ , ηx˜} is a coordinate system of the integral surface
of {N¯αx }. For these definitions, dependence of W (0) on {τ¯ , ηx˜} is completely determined by
(2.39) as
N¯αx ∂αW
(0) = 2V¯x . (2.44)
Note that there is a one-to-one map from {ϕn¯} to a space of all integral surface of the set
of vector fields {N¯αx }. Moreover {ϕn¯} is a maximum set of coordinate variables on which
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W (0)’s dependence is not completely determined by (2.39). Thus we can say that the set
of coordinates {ϕn¯} represents all physical degrees of freedom of perturbations around the
instanton. The coordinate τ¯ represents an Euclidean time of the congruence of instantons,
and {ηx˜} represents degrees of freedom of time reparameterizations.
Now let us investigate the dependence of W (0) on the physical coordinates {ϕn¯}. For
this purpose we derive a deviation equation of a vector field in Appendix A. Applying the
resulting deviation equation to the vector fields N¯ α and Z¯αn¯ ≡ (∂/∂ϕn¯)α in the superspace
(M/G, G¯αβ), we obtain
D¯F⊥Z¯αn¯ = ⊥Z¯βn¯⊥G¯αγD¯γD¯βW (0) , (2.45)
D¯2F⊥Z¯αn¯ = ⊥Z¯βn¯⊥G¯αγ
(
D¯γD¯βV¯ − R¯γρβσN¯ ρN¯ σ − 3
2V¯ ∂γV¯∂βV¯
)
, (2.46)
where D¯ is a covariant derivative compatible with the metric G¯αβ , D¯F denotes a Fermi
derivative along N¯ α made from D¯, and
⊥Z¯
α
n¯ ≡ Z¯αn¯ −
(
G¯(N¯ , Z¯n¯)/G¯(N¯ , N¯ )
)
N¯ α ,
⊥G¯αβ ≡ G¯αβ − N¯ αN¯ β/G¯(N¯ , N¯ ) ,
R¯(X, Y )Z = D¯XD¯Y Z − D¯Y D¯XZ − D¯[X,Y ]Z . (2.47)
The second equation (2.46) makes it possible to investigate how the vector field ⊥Z¯
α
n¯ evolves
along a integral line of N¯ α: it corresponds to a linearized equation of motion for the physical
degrees of freedom of perturbations around an instanton. With the help of the evolution
equation of perturbations, then, the first equation (2.45) says that the second derivative of
W (0) in the direction of {⊥Z¯αn¯} is determined as follows.
⊥Z¯
α
m¯⊥Z¯
β
n¯D¯αD¯βW (0) = ⊥G¯αβ⊥Z¯αm¯D¯F⊥Z¯βn¯ . (2.48)
Using these results we can expand a real solution W (0) of the guide equation around an
instanton. For this purpose let us introduce a set of new variables {⊥ϕn¯}, each of which is
an affine length of a geodesic normal to the instanton such that ⊥ϕ
n¯ = 0 along Γ and(
∂
∂⊥ϕn¯
)α
= ⊥Z¯
α
n¯ along Γ . (2.49)
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Here Γ denotes the instanton around which we intend to expand a real solution W (0) of the
guide equation. Denote the value of ηx˜ along the instanton Γ by ηx˜0 . Then we can expand
W (0) by ⊥ϕ
n¯ around the instanton Γ as follows.
W (0)(τ¯ , ηx˜0 , ⊥ϕ
n¯) =W (0)(τ¯ , ηx˜0 , 0) +
1
2
Ωαβ(τ¯ )⊥Z¯
α
m¯⊥Z¯
β
n¯⊥ϕ
m¯
⊥ϕ
n¯ +O
(
⊥ϕ
3
)
, (2.50)
where the matrix Ωαβ is defined by
Ωαβ(τ¯) ≡ ⊥G¯αγ
(
⊥Z¯
−1
)n¯
β
D¯F⊥Z¯γn¯
∣∣∣∣
ηx˜=ηx˜
0
,⊥ϕn¯=0
, (2.51)
and ⊥Z¯
α
n¯ follows the evolution equation (2.46). In the expression,
(
⊥Z¯
−1
)n¯
α
is defined by
⊥Z¯
α
n¯
(
⊥Z¯
−1
)m¯
α
= δm¯n¯ , (2.52)
and so that
(
⊥Z¯
−1
)n¯
α
⊥Z¯
β
n¯ is a projection operator to a subspace generated by {⊥Z¯αn¯}.
As a result, a general real solution of (2.39) can be expanded as follows.
W (0)(τ¯ , ηx˜0 , ⊥φ
α) =W (0)(τ¯ , ηx˜0 , 0) +
1
2
Ωαβ(τ¯ )⊥φ
α
⊥φ
β +O
(
⊥φ
3
)
, (2.53)
where the new variables {⊥φα} are defined by
⊥φ
α ≡ ⊥Z¯αn¯⊥ϕn¯ , (2.54)
provided that its dependence on {τ¯ , ηx˜} is fixed by (2.44). Note that the set of variables
{⊥φα} represents all physical degrees of freedom of perturbations around the instanton.
From the expansion (2.53) we obtain the corresponding expansion of the Euclidean wave
function.
Ψ(τ¯ , ηx˜0 , ⊥φ
α) = Ψ0(τ¯ ) exp
[
−1
h¯
{
1
2
Ωαβ(τ¯)⊥φ
α
⊥φ
β +O
(
⊥φ
α3, ⊥φ
αh¯
)}]
, (2.55)
We have expanded a general real solution of (2.39) around an instanton Γ. Finally let
us restrict a class of instantons by imposing a specific boundary condition on the expanded
wave function. We impose the condition that the matrix Ω is positive definite in the subspace
generated by {⊥Z¯αn¯} along the instanton Γ until a possible turning point, where a turning
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point means a point on Γ at which V¯ becomes zero. The positivity of the matrix means
that probability falls off leaving from the instanton to all physical directions which are
orthogonal to the instanton. It seems satisfied if the instanton corresponds to a so-called
most probable escape path (MPEP) [3]. In general, if any first class constraints exist for a
system, they associate with symmetries of the system and there arises a zero mode problem.
However, since by definition Ω is a matrix on a linear space of only physical degrees of
freedom, Ω has no zero modes which associate with the first class constraints (2.2). Thus
the positivity is necessary for the instanton to have a meaning of a MPEP. Note that we can
attach this condition for only a class of instantons, while the expansion (2.53) is possible
around an arbitrary instanton. That is because the condition on Ω may restrict behaviors
of the corresponding wave function and may violate some physical criterion (eg. asymptotic
behavior, etc.). Hereafter we restrict a space of all instantons to the class of those for
which we can attach the positivity of Ω, and we adopt the positivity condition. We derive
significant results from this condition in the next section.
III. QUANTUM FIELD THEORY OF PERTURBATIONS
In this section let us see how a quantum field theory of perturbations is derived from
the Euclidean wave function expanded in the previous section. First we discuss a continu-
ation of the wave function through the turning point. After that we give a field-theoretical
interpretation of the wave function.
A. Analytic continuation of the Euclidean wave function
As shown in the previous section, the Euclidean wave function is expanded around an
instanton Γ as
Ψ(τ¯ , ηx˜0 , ⊥φ
α) = Ψ0(τ¯ ) exp
[
−1
h¯
{
1
2
Ωαβ(τ¯)⊥φ
α
⊥φ
β +O
(
⊥φ
α3, ⊥φ
αh¯
)}]
,
17
where ⊥φ
α = 0 corresponds to the instanton Γ. If we regard ⊥φ
α as a quantity of order
O(h¯p) (0 < p < 1), then we can neglect the terms of order O(⊥φ
α3, ⊥φ
αh¯) as a consistent
approximation:
Ψ(τ¯ , ηx˜0 , ⊥φ
α) = Ψ0(τ¯) exp
[
− 1
2h¯
Ωαβ(τ¯)⊥φ
α
⊥φ
β
]
. (3.1)
It is well known that near a turning point the WKB method is not good. So we need
a matching condition of WKB wave functions at the turning point. It is one of the most
difficult problems in the WKB approach to the Wheeler-DeWitt equation. The difficulty is
mainly due to the following two facts: (1) the configuration space M is multi-dimensional
(infinite dimensional in a continuous limit); (2) the ‘super metric’ G¯αβ is not positive definite
in the subspace generated by {⊥Z¯αn¯}. Vachaspati and Vilenkin [15] attacked the problem by
using a simple model and neglecting the second difficulty. They investigated a Schrodinger
equation in a two dimensional configuration space with a positive definite ‘super metric’
and obtain the following matching condition of lowest-order WKB wave functions for the
tunneling boundary condition [16]: if the exponent of the wave function is expanded around
a classical solution to second order in perturbations orthogonal to it, then the wave function
of perturbations is continuous at a turning point. Moreover their result insist that a proper
WKB wave function beyond the turning point is obtained by an analytic continuation. As
a result the matching problem for their system is equivalent to one for a one-dimensional
quantum system. Returning to our system, if the weighted ’potential’ V¯ does not depend
on ϕn¯ near the turning point with an enough accuracy, then the matching problem for our
system seems equivalent to one for a one-dimensional quantum system. Hence, in this case,
we can expect that their procedure does work. Then we obtain the following form of the
wave function beyond the turning point by the analytic continuation with τ¯ → it¯.
Ψ = Ψ0(it¯) exp
[
− 1
2h¯
Ωαβ(it¯)⊥φ
α
⊥φ
β
]
, (3.2)
where the curve ⊥φ
α = 0 corresponds to that solution of the classical equation of motion
(2.18) which is the analytic continuation of the instanton Γ, and {⊥φα} denotes physical
perturbations around the classical path. Here the matrix Ωαβ can be written as
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Ωαβ(it¯) = −i⊥G¯αγ
(
⊥Z¯−1
)n¯
β
D¯F⊥Z¯γn¯ , (3.3)
where D¯F denotes a Fermi-derivative along the analytically-continued classical path and
⊥Z¯αn¯ is the analytic continuation of ⊥Z¯αn¯ .
B. Field-theoretical interpretation
In quantum field theory, normalized mode functions play a central role. The mode
functions are normalized in terms of a so-called Klein-Gordon inner product. Thus, for our
discretized system, we propose the following definition of an inner product between two
complex vector fields: for complex vector fields Xα and Y α on the superspace M/G,
(X, Y )KG ≡ −i⊥G¯αβ
(
⊥X
αD¯F⊥Y ∗β − ⊥Y ∗αD¯F⊥Xβ
)
, (3.4)
where ∗ denotes a complex conjugation. For this definition, it can be easily proved that the
inner product between {⊥Z¯αn¯} is constant along the classical path:
∂
∂t¯
(⊥Z¯m¯, ⊥Z¯n¯)KG = 0 . (3.5)
We want to normalize the set of vectors {⊥Z¯αn¯} since each of them is a solution of
perturbed equation of motion and corresponds to the mode function in a continuous limit.
By introducing a complex regular matrix ζ n¯k whose elements are constant, we take linear
combinations of complex conjugates of {⊥Z¯αn¯ } as
⊥u
α
k ≡ ζ n¯k ⊥Z¯∗αn¯ . (3.6)
Evidently ⊥u
α
k is a candidate for the normalized mode function. By using (3.3) we can
express the inner product between {⊥uαk} in terms of Ω as
(⊥uk, ⊥uk′)KG =
[
⊥u(Ω + Ω
†)⊥u
†
]
kk′
. (3.7)
The positivity of the Ω in the Euclidean region, which has been introduced in the last
paragraph of subsection IIB, means that the matrix (⊥uk, ⊥uk′)KG calculated in (3.7) is
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positive definite at the turning point. Hence, due to the constancy of the matrix elements
implied by (3.5), we can choose the transformation matrix ζ n¯k so that
(⊥uk, ⊥uk′)KG = δkk′ (3.8)
along the analytically-continued classical path. Then {⊥uαk} is specified as a set of orthonor-
malized solutions of the simultaneous equations
D¯2F⊥uαk = −⊥uβk⊥G¯αγ
(
D¯γD¯βV¯ + R¯γρβσ
(
∂
∂t¯
)ρ (
∂
∂t¯
)σ
− 3
2V¯ ∂γV¯∂βV¯
)
, (3.9)
0 = G¯αβN¯ α⊥uβk , (3.10)
and is a complete set of basis vectors in a subspace generated by {(∂/∂⊥ϕn¯)α}. Equa-
tion (3.9-3.10) is a linearized evolution equation of orthogonal perturbations around the
analytically-continued classical path. The boundary condition of ⊥u
α
k is that the matrix Ωαβ
defined by
Ωαβ ≡ −i⊥G¯αγ(⊥u−1)∗kβ D¯F⊥u∗γk (3.11)
is real and positive definite in the subspace generated by {⊥Z¯αn¯} when it is analytically-
continued back to the Euclidean region (see arguments in the last paragraph of subsec-
tion IIB), where ∗ denotes a complex conjugation and (⊥u−1)kα is defined by
⊥u
α
k (⊥u
−1)k
′
α = δ
k′
k , (3.12)
and so that (⊥u
−1)kα⊥u
β
k is a projection operator to the subspace generated by {(∂/∂⊥ϕn¯)α}.
Finally we show that the wave function (3.2) can actually be interpreted in terms of
a quantum-mechanical system, which will become a quantum field theory in a continuous
limit. Consider a quantum-mechanical system described by the hamiltonian
Hˆ =
1
2
(
⊥G¯αβ⊥pˆiα⊥pˆiβ + ⊥Vαβ⊥φˆα⊥φˆβ
)
, (3.13)
and the equation of motion
ih¯D¯F Oˆ =
[
Oˆ, Hˆ
]
(3.14)
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for an arbitrary operator Oˆ, where ⊥pˆiα is a momentum conjugate to ⊥φˆ
α and
⊥Vαβ ≡ ⊥G¯µα⊥G¯νβ
(
D¯µD¯νV¯ + R¯µρνσ
(
∂
∂t¯
)ρ (
∂
∂t¯
)σ
− 3
2V¯ ∂µV¯∂ν V¯
)
. (3.15)
The equation of motion says that the operator ⊥φˆ
α can be expanded as follows.
⊥φˆ
α = h¯1/2
∑
k
(
aˆk⊥u
α
k + aˆ
†
k⊥u
∗α
k
)
, (3.16)
where aˆk and aˆ
†
k are annihilation and creation operators which satisfy
[
aˆk, aˆ
†
k′
]
= δkk′ ,
[aˆk, aˆk′] = 0 ,[
aˆ†k, aˆ
†
k′
]
= 0 . (3.17)
For the representation (3.16) with the normalization (3.8), the annihilation operator aˆk can
be expressed as a linear combination of terms of the form
⊥pˆiα − iΩαβ⊥φˆβ . (3.18)
Hence the wave function (3.2) is annihilated by all the annihilation operators:
aˆkΨ = 0 (3.19)
for all k. This says that the wave function (3.2) represents the vacuum state determined
by the vectors {⊥uαk}. Thus, in a continuous limit, the corresponding wave function can be
interpreted in terms of a quantum field theory: it represents the vacuum state determined
by that set of positive-frequency mode functions which is a continuous limit of {⊥uαk}.
C. Reduced Lagrangian
When we intend to apply the formalism developed in this paper, what we have to do
is: (1) to fix a MPEP; (2) to give a coordinate system in a space of all gauge-invariant
perturbations (physical perturbations) around the MPEP; (3) to seek explicit form of the
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effective Hamiltonian (3.13) and the matrix (3.11); (4) to calculate any wanted quantities
by using the quantum field theory described by the effective Hamiltonian. The positive-
frequency mode function is defined so that the matrix (3.11) is real and positive definite in
the subspace spanned by the gauge-invariant perturbations in the Euclidean region.
In this subsection we show that the effective Hamiltonian and the matrix can be ob-
tained from an reduced Lagrangean of the gauge-invariant perturbations. Thus the reduced
Lagrangean gives a convenient prescription to perform the procedure (3).
The classical Hamiltonian (2.15) corresponds to the Lagrangian
L = pαq˙
α −H
=
1
2
Gαβ(q˙α − vα)(q˙β − vβ)− V . (3.20)
This Lagrangian describes a dynamics in the full configuration space M. When we go to
the superspace M/G, the corresponding reduced Lagrangian L¯ in M/G is
L¯ =
1
2
G¯αβ ˙¯qα ˙¯qβ − V¯ , (3.21)
where {q¯α} is a coordinate system in M/G. The kinetic part for the gauge-invariant per-
turbations is 4
1
2
⊥G¯αβ⊥φ˙α⊥φ˙β (∈ L¯) . (3.22)
Thus the form of ⊥G¯αβ , which is necessary and sufficient to obtain the explicit form of the
matrix (3.11), can be read from the kinetic part of the reduced Lagrangian.
When the dot ˙ is identified with D¯F , L¯ must derive the field equation (3.9) with ⊥uαk
replaced by ⊥φ
α since by definition the field equation (3.9) is nothing else the evolution
equation of the orthogonal perturbations. From this fact, the quadratic part of the reduced
Lagrangian must be of the form
1
2
⊥G¯αβ⊥φ˙α⊥φ˙β − 1
2
⊥Vαβ⊥φ
α
⊥φ
β (∈ L¯) , (3.23)
4 Note that terms linear in ⊥φ
α is automatically zero because of the background equation.
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where ⊥Vαβ is defined by (3.15). The effective Hamiltonian (3.13) can be obtained from the
effective action by usual prescription. Thus, in a continuous limit, the reduced Lagrangian
leads us to the effective quantum field theory considered in the previous subsection.
After all, when we intend to investigate a state of the physical perturbations after a
quantum tunneling, what we have to do is: (a) to fix a MPEP; (b) to give a coordinate
system in a space of all gauge-invariant perturbations around the MPEP; (c) to obtain the
reduced Lagrangian of the gauge-invariant perturbations by simply reducing the original
Lagrangian to the space of all gauge-invariant perturbations; (d) to use the quantum field
theory of the perturbations constructed from the reduced Lagrangian. From the effective
action we can read off the form of the matrix (3.11), which must be real and positive in the
subspace generated by gauge-invariant perturbations in the Euclidean region.
IV. SUMMARY AND DISCUSSION
Throughout this paper, we have investigated the simultaneous differential equations (2.2)
with the algebra (2.5-2.7) by using the WKB method. We have mentioned that, in a contin-
uous limit, (2.2) and (2.5-2.7) become generalizations of the Wheeler-DeWitt equation (1.8)
and the Dirac algebra (1.9-1.11), respectively. We have defined an Euclidean wave function
as that solution of the equations (2.2) whose lowest-order part in the WKB expansion (2.21)
is real in a region of the configuration space. We have called the region an Euclidean region.
The lowest-order part in h¯ has been expanded in the superspace around an instanton, by
using a deviation equation of a vector field tangent to a congruence of instantons. The
instanton around which we expand the wave function corresponds to a so-called most prob-
able escape path (MPEP). Then we have shown that, when the expanded wave function
is analytically-continued beyond the Euclidean region, the continued wave function can be
understood in terms of a quantum-mechanical system, which will become a quantum field
theory in a continuous limit. The corresponding state of physical perturbations around the
analytically-continued classical path is the vacuum state determined by ’positive-frequency
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mode functions’ {⊥uαk}. Each ’mode function’ must be normalized with respect to the norm
(3.4) and satisfy the evolution equations (3.9-3.10), which correspond to linearized classi-
cal equations of motion for perturbations orthogonal to the analytically-continued classical
path. The positive-frequency mode functions must satisfy also the following boundary con-
dition: the matrix Ωαβ defined by (3.11) must be real and positive definite in the subspace
generated by {⊥Z¯αn¯} when it is analytically-continued back to the Euclidean region. Note
that the boundary condition of the mode functions is dependent of the matching condition
of the WKB wave functions. In subsection IIIA, in the case that the weighted ’potential’ V¯
does not depend on ϕn¯ near the turning point with an enough accuracy, we have adopted
such a matching condition that the WKB wave functions are analytic continuations of each
other. If a future analysis for more general case gives a different matching condition of the
WKB wave functions, then the mode functions must be matched with those in the Euclidean
region in a different way and the corresponding matrix Ωαβ must be real and positive definite
in the subspace generated by {⊥Z¯αn¯}. Anyway, the state of perturbations after a quantum
tunneling is determined uniquely by the positive-frequency mode functions. Thus a quan-
tum field theory is effective to investigate a state of physical perturbations after a quantum
tunneling. We have shown that the effective Lagrangian describing the field theory is ob-
tained by simply reducing the original Lagrangian to the subspace spanned by the physical
perturbations around the MPEP.
The result of this paper does not depend on the operator ordering since we have con-
centrated only on (2.8-2.11) and (2.22), which are independent of the operator ordering.
Moreover the result can be applied to a general background, which corresponds to a most
probable escape path (MPEP). Thus, for a general MPEP, a quantum field theory is ef-
fective to investigate a state of all physical perturbations after a quantum tunneling with
gravity. Due to the result of this paper we can safely use the quantum field theory to obtain
a CMB anisotropy, a spectrum of primordial gravitational waves, etc. in some inflationary
scenarios. For example, in the one-bubble inflationary scenario, Tanaka and Sasaki [10]
calculated the reduced Lagrangian and quantized the gravitational perturbations. Although
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they did not justify their treatment from the point of view of the Wheeler-DeWitt equation,
the result of this paper do justify it without writing down the explicit form of the perturbed
Wheeler-DeWitt equation.
Finally we propose a possible definition of a two point function to strengthen the field
theoretical interpretation. For a function f on M/G, define a one-parameter family of
expectation values 〈 f 〉t¯ along the analytically-continued classical path.
〈 f 〉t¯ ≡


∫
(
∏
n¯ d⊥ϕ
n¯)
√
| det′ ⊥G¯| |Ψ|2 f∫
(
∏
n¯ d⊥ϕ
n¯)
√
| det′ ⊥G¯| |Ψ|2


t¯,ηx˜=ηx˜
0
, (4.1)
where det′ represents a determinant of the followed matrix restricted to the subspace gen-
erated by {(∂/∂⊥ϕn¯)α}. It is evident that for the wave function (3.2) the expectation value
of ⊥φ
α is zero: 〈⊥φα〉t¯ = 0. On the other hand the expectation value of {⊥φα, ⊥φβ} is not
zero:
〈
{
⊥φ
α, ⊥φ
β
}
〉t¯ ≈ h¯
[
(Ω + Ω†)−1
]αβ
+ h¯
[
(Ω + Ω†)−1
]βα
, (4.2)
where the right hand side is calculated on the classical path. Note that ’≈’ means that
the difference between the right and the left hand side is sufficiently small when the wave
function is so peaked along the classical path that an orthogonal transformation of the
hermite part of Ω and the evaluation of the expectation value is approximately commutable.
From (3.7) we can show that
(Ω + Ω†)−1 = ⊥u
†(⊥u, ⊥u)
−1
KG⊥u , (4.3)
and
〈
{
⊥φ
α, ⊥φ
β
}
〉t¯ ≈ h¯
[
⊥u
†(⊥u, ⊥u)
−1
KG⊥u
]αβ
+ h¯
[
⊥u
†(⊥u, ⊥u)
−1
KG⊥u
]βα
. (4.4)
In subsection IIIB we have shown that the matrix ζ n¯k can be chosen so that (⊥uk, ⊥uk′)KG =
δkk′. For this choice of ζ
n¯
k , the two point function is reduced to
〈
{
⊥φ
α, ⊥φ
β
}
〉t¯ ≈ h¯
∑
k
(
⊥u
∗
k
α
⊥u
β
k + ⊥u
α
k⊥u
∗
k
β
)
. (4.5)
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The right hand side of (4.5) can be understood as a two point function of the quantum-
mechanical system introduced in subsection IIIB as follows. The representation (3.16) leads
the two point function
〈0|{⊥φˆα, ⊥φˆβ}|0〉 = h¯
∑
k
(
⊥u
∗α
k ⊥u
β
k + ⊥u
α
k⊥u
∗β
k
)
, (4.6)
where the state |0〉 is the vacuum state of the quantum-mechanical system:
aˆk|0〉 = 0 (4.7)
for ∀k. The two point function (4.6) is the right hand side of (4.5) itself. Thus the two
point function based on the wave function (3.2) is equivalent to that based on the quantum-
mechanical system.
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APPENDIX A: DEVIATION EQUATION OF A VECTOR FIELD
In this appendix we derive a deviation equation for a spacelike (and timelike) vector
field in a pseudo-Riemannian manifold. By spacelike (timelike) we mean that its norm with
respect to the metric is positive (negative).
Let (M, gαβ) be a pseudo-Riemannian manifold and N
α be a vector field on M . It is
assumed that gαβN
αNβ 6= 0 in a region E (∈ M). Then introduce another vector field Zα
in E such that
[N,Z]α = 0 . (A1)
Locally this condition is a necessary and sufficient condition in order for Nα and Zα to define
independent coordinate variables by
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(
∂
∂τ
)α
= Nα ,
(
∂
∂λ
)α
= Zα . (A2)
When we apply equations derived in this appendix to the system investigated in subsec-
tion IIB, Nα corresponds to a gradient vector filed (2.40) of a real solution of (2.39). Then
λ corresponds to a coordinate ϕn¯ distinguishing physically different integral lines of Nα.
The condition (A1) can be written explicitly as
Z˙α = Zβ∇βNα , (A3)
where ∇ is a covariant derivative compatible with gαβ and
X˙α ≡ Nβ∇βXα (A4)
for Xα ∈ TM . Operating Nβ∇β to it, we obtain the following equation.
Z¨α = Zβ∇βN˙α −RαρβσNρNσZβ , (A5)
where R(X, Y )Z = ∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z.
Without any modification, these equations are not effective enough to investigate the
dependence of the wave function on the perturbation around the instanton. It is because
Zα may have a component in the direction of Nα. We want to modify these equations so
that Zα appears as a vector projected to a hypersurface orthogonal to Nα in the modified
equations. To make the modification possible, we define a so-called Fermi transported basis.
First a Fermi derivative ∇F along Nα is defined by
∇FXα = X˙α + 1
N2
g(X, N˙)Nα − 1
N2
g(X,N)N˙ (A6)
for Xα ∈ TM , where N2 ≡ g(N,N) [17]. Note that N2 is positive (negative) when Nα is
spacelike (timelike). The Fermi derivative has the following well known properties.
1. If Nα is tangent to a congruence of geodesics, then ∇FXα = X˙α for Xα ∈ TM .
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2. ∇F⊥Xα = ⊥( ⊥X )˙ α for Xα ∈ TM , where ⊥Xα ≡ Xα −Nαg(N,X)/N2.
3. ∇F (Nα/
√
|N2|) = 0.
4. If Xα and Y α (∈ TM) satisfy ∇FXα = ∇FY α = 0, then Nα∂αg(X, Y ) = 0.
The first and the second properties suggest that the Fermi derivative is effective for our
purpose. From the third and the forth properties, along an integral curve of Nα the Fermi
transported basis can be defined by
eα0 ≡ Nα/
√
|N2| ,
∇F eαi = 0 , (A7)
and so that g(e0, ei) = 0 and g(ei, ej) = ηij , where ηij is a constant regular matrix. By using
this basis, we can expand Zα as
Zα = Z0eα0 + Z
ieαi , (A8)
where Z0 ≡ g(Z, e0)/g(e0, e0) and Z i ≡ (η−1)ijg(Z, ej). Substituting (A8) into (A3) and
(A5), we can show by explicit calculation that
∂
∂τ
Z i = Zj∇jN i ,
∂2
∂τ 2
Z i = Zj∇jN˙ i − RiρjσNρNσZj −
1
N2
N˙ iZjηjkN˙
k − 1
N2
N˙ iZj∇jN2 , (A9)
where
N˙ i ≡ (η−1)ikgαβeαk N˙β ,
∇jN i ≡ (η−1)ikgαβeαkeγj∇γNβ ,
∇jN˙ i ≡ (η−1)ikgαβeαkeγj∇γN˙β ,
Riρjσ ≡ (η−1)ikgαβeαkeγjRβργσ ,
∇j(N2) ≡ eαj ∂α(N2) . (A10)
The result can be rewritten as a covariant form:
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∇F⊥Zα = ⊥Zβ⊥(∇βN)α ,
∇2F⊥Zα = ⊥Zβ⊥(∇βN˙)α − ⊥RαρβσNρNσ⊥Zβ −
1
N2
g(⊥Z, N˙)⊥N˙
α
− 1
N2
g(⊥Z,∇N2)⊥N˙α , (A11)
where
⊥(∇βN)α ≡ ∇βNα − N
αNγ
N2
∇βNγ ,
⊥(∇βN˙)α ≡ ∇βN˙α − N
αNγ
N2
∇βN˙γ ,
⊥R
α
ρβσ ≡ Rαρβσ −
NαNγ
N2
Rγρβσ . (A12)
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