We present a conception of the slow diffusion processes in the Euclidean spaces R m , m ≥ 1, based on the theory of random flights with small constant speed that are driven by a homogeneous Poisson process of small rate. The slow diffusion conditions that, on long time intervals, lead to the stationary distributions, are given. The stationary distributions of slow diffusion processes in some Euclidean spaces of low dimensions, are presented.
the speed of the process is sufficiently large. However, it was fairly quickly discovered that in the cases when the speed is small, this model yields unsatisfactory results. This fact can easily be explained if we take into account that the Einstein-Smoluchowski's model is based on the Brownian motion, that has the infinite speed of propagation and the Brownian particle changes its direction infinitely many times per unit of time. These fairly artificial and somewhat paradoxical properties of the Brownian motion are the main reason of the unsatisfactoriness of the classical Einstein-Smoluchowski's infinite-velocity transport model for describing the processes with slow speed of propagation.
That is why an alternative approach for describing the transport processes with a finite speed of propagation, was suggested. In contrast to the Einstein-Smoluchowski's model, it was assumed that in this case the transport is carried out by the particles that move at finite speed and change their directions a finite number of times. A random walk in a plane with steps of a fixed finite length and random directions was first introduced and studied in the works by K. Pearson [30, 31] . The three-dimensional counterpart of such random walk was presented by J.W.S. Rayleigh [34] (for more details on these stochastic motions see also [33, Chapter 4] ). It is clear that, since the steps have fixed length, the changes of direction occur at discrete (non-random) time instants. These works are the milestones that contain a hidden hint of the finite-velocity transport by the particles whose motion represents a stochastic process with finite speed of propagation. This idea was realized in the pioneer works by S. Goldstein [12] and M. Kac [14] who were the first to associate the finite-velocity random walk and the telegraph equation. The subject of their interest is the stochastic motion of a particle that, at the initial time t = 0, starts from the origin x = 0 of the real line R 1 and moves with a constant finite speed c by alternating two possible directions (positive and negative) at random time instants that form a homogeneous Poisson flow of rate λ > 0. Since the speed c is finite then, at arbitrary time t > 0, the support of the distribution of the particle's position X(t) represents the closed interval [−ct, ct]. In these works it was shown that the probability density p(x, t), x ∈ R 1 , t > 0, of the process X(t) at arbitrary time t > 0 satisfies the following hyperbolic partial differential equation of second order with constant coefficients:
(which is known as the telegraph or damped wave equation) and can be found by solving (1.1) with the initial conditions: 
where
is the modified Bessel function of order zero and Θ(x) is the Heaviside unit-step function
Note that the telegraph equation can also be considered in a more general context as a particular case of the Maxwell equation (see [43, Section 2, subsection 6]). The first term of (1.3) represents the density of the singular component of the distribution of X(t) (in the sense of generalized functions) concentrated at the two terminal points ±ct of the interval [−ct, ct], while the second term is the density of the absolutely continuous component of the distribution concentrated in the open interval (−ct, ct).
The hyperbolicity of the governing telegraph equation (1.1) is the main peculiarity of this approach initiated by S. Goldstein [12] and M. Kac [14] and developed then in the works by C.R. Cattaneo [4] , P. Vernott [42] , E.V. Tolubinsky [40] and some other authors. This fact can obviously be explained by the finite velocity of the particle's motion because, from the general PDEs' theory, it is well known that the processes with a finite speed of propagation are described just by hyperbolic partial differential equations. This approach, that leads to the hyperbolic telegraph equation (1.1), enables to avoid many strangenesses and paradoxes inherent in the Einstein-Smoluchowski's infinite-velocity model governed by the parabolic heat equation. These reasonings allow us to assert that the diffusion processes, whose speed of propagation is not too big, can effectively be simulated by the Goldstein-Kac stochastic motion rather than the Einstein-Smoluchowski's model.
The remarkable fact noted by M. Kac [14] is that, if both the speed of motion c and the intensity of alternating the directions λ tend to infinity in such a way that the following scaling condition fulfils After the appearance of the Goldstein-Kac telegraph process many efforts were made to generalize it for the case of finite-velocity motions in the high-dimensional Euclidean spaces R m , m ≥ 2. This problem, fisrt formulated by M. Kac, sounds as follows: Can the finitevelocity random motion in higher dimensions be described by the multidimensional telegraph equation similarly to the one-dimensional case? This question has become the subject of intense discussions among specialists. Some of them, based on the above mentioned analogy between the telegraph process and the one-dimensional Brownian motion, tried to describe such stochastic motions by means of the multidimensional telegraph equation similar to (1.1), in which the spatial operator ∂ 2 /∂x 2 was formally replaced by the Laplace operator ∆ of respective dimension. Other researchers claimed that such a formal replacement was highly doubtful and unjustified from the mathematical point of view. Bartlett [2, p. 705] wrote that "such equivalence is more doubtful in the multidimensional case". Tolubinsky [40, p. 49 ] has characterized such attempts as "unjustified". The final solution of this problem was given in [22] where it was shown that the multidimensional finite-velocity random motions (also called the Markov random flights or, in a more general context, the random evolutions [33] ) are driven by much more complicated equations than the telegraph one, namely, by the hyperparabolic operators represented by the infinite series composed of the integer powers of the telegraph and Laplace operators. Nevertheless, the Kac's scaling condition (1.5) keeps working in the multidimensional case as well providing the transformation of the hyperparabolic operators into the heat operator of respective dimension (see [22, Theorem 2] ). Moreover, the more strong result states that, under Kac's condition (1.5), the transition density of the symmetric Markov random flight in the Euclidean space R m of arbitrary dimension m ≥ 2 is convergent to the transition density of the m-dimensional homogeneous Brownian motion with zero drift and diffusion coefficient 2ρ 2 /m (see [17, Theorem 4] ). All these facts lead us to the conclusion that the Kac's scaling condition (1.5) has an universal character in the space of arbitrary dimension and, therefore, it can be treated as the fast diffusion condition indeed. Note that no scaling conditions, similar to (1.5), were obtained so far for the finite-velocity stochastic motions driven by various non-Markovian processes studied in a series of recent works [3, [24] [25] [26] [27] .
While the fast diffusion processes are of a certain interest in studying many real phenomena, there are numerous important dynamic processes that can be interpreted as the slow diffusion ones. Such processes are characterized first of all by the slow and super-slow speed of propagation and their evolution can last very long time (months, years and even decades). They are of a special importance due to their numerous applications in physics, chemistry, biology, environmental science and some other fields (see, for instance, [1, 5, 10, 11, 32, 41, 44, 45] and the bibliographies therein). The mathematical methods applied in some of these works are mostly based on differential equations [1, 45] .
In this article we present a conception of the slow diffusion processes based on the theory of Markov random flights in the Euclidean spaces developed in recent years. The important point of this approach relies on the fact that the main probabilistic characteristics of such processes (transition densities, for instance) in some spaces of low dimensions were obtained in explicit forms (see [16, 19, 21, 28, 36, 37] ) that can be used for deriving the stationary distributions of slow diffusion processes. The crucial point is to determine the conditions on the parameters of the motion under which the random flight generates a slow diffusion process (similarly like the Kac's conditions (1.5) generates a fast diffusion one). However, in contrast to the fast diffusion condition (1.5), we should determine the appropriate conditions not only for the speed of motion and the intensity of switchings, but also for the time variable. The slow speed of propagation implies that we should consider the process on large time intervals and this leads to the respective stationary distributions.
The article is organized as follows. In Section 2 we give a description of the multidimensional symmetric Markov random flight and present a condition (in fact, a set of conditions) under which it generates a slow diffusion process in the Euclidean space of arbitrary dimension. This means that such slow diffusion condition has an universal character like the Kac's fast diffusion one (1.5). This condition connects the slow speed of propagation and the small rate of Poisson switchings through the time and, on long time intervals, lead to stationary distributions. In Section 3 we apply this slow diffusion condition to the known distributions of the symmetric Markov random flights in the Euclidean spaces
and obtain closed-form expressions for their stationary distributions. In the space R 3 such a stationary distribution is given in an asymptotic form under the additional condition of the smallness of the mean value (the expectation) of the number of switchings on the respective time interval.
Random Flights and Slow Diffusion Condition
The multidimensional counterpart of the Goldstein-Kac telegraph process is the symmetric Markov random flight represented by the stochastic motion of a particle that, at the initial time instant t = 0, starts from the origin 0 = (0, . . . , 0) of the Euclidean space R m , m ≥ 2, and moves with some constant finite speed c. The initial direction is a random m-dimensional vector uniformly distributed on the unit sphere
The motion is governed by a homogeneous Poisson process of rate λ > 0 as follows. At each Poissonian instant, the particle instantaneously takes on a new random direction distributed uniformly on S m 1 and keeps moving with the same speed c until the next Poisson event occurs, then it takes on a new random direction again and so on.
The particle's position X(t) = (X 1 (t), . . . , X m (t)) at time t > 0 is referred to as the mdimensional symmetric Markov random flight. At arbitrary time instant t > 0 the particle, with probability 1, is located in the closed m-dimensional ball of radius ct centred at the origin 0:
Denote by Φ(x, t) = Pr {X(t) ∈ dx} , x ∈ B m ct , t ≥ 0, the distribution function of the process X(t), where dx ⊂ R m is an infinitesimal element in R m . At arbitrary time instant t > 0, the distribution function Φ(x, t) consists of two components.
The singular component is referred to the case when no Poisson events occur on the time interval (0, t) and it is concentrated on the sphere
In this case, at time t, the particle is located on the sphere S m ct and the probability of this event is: Pr {X(t) ∈ S ct , t > 0, denote the probability density of distribution Φ(x, t). Structurally, it has the form:
The singular part of density p(x, t) is given by the formula:
where δ(x) is the Dirac delta-function. This is the density of the uniform distribution on the surface of sphere S m ct . The absolutely continuous part of density p(x, t) has the form:
where f (ac) (x, t) is some positive function absolutely continuous in int B m ct and Θ(x) is the Heaviside unit-step function.
Markov random flights in the Euclidean spaces of different dimensions were studied in a series of works [8, 9, 13, [15] [16] [17] [18] [19] [20] [21] [22] 28, 33, 36, 37] . In the spaces R 2 , R 4 , R 6 their distributions were, surprisingly, obtained in explicit forms [16, [19] [20] [21] 28, 36, 37] . These results will be used in the next section for deriving the stationary distributions of slow diffusion processes. However, first of all, we should determine a condition (in fact, a set of conditions) under which such stationary distributions exist.
Thus, we are interested in the conditions under which the m-dimensional Markov random flight X(t) can serve as an appropriate mathematical model for a slow diffusion process D(t) in the Euclidean space R m , m ≥ 2. First, since D(t) has a slow speed of propagation, then the random flight X(t) must have a slow speed too. Therefore, we should assume that the speed c of process X(t) tends to zero. From this fact, as well as by taking into account some obvious physical reasonings, we can conclude that the intensity of switchings λ should also tend to zero. It is clear that, in order to obtain important characteristics of the slow diffusion process D(t), we should consider random flight X(t) for large time t, that is for t → ∞. This latter condition implies that we are interested in the stationary distribution of D(t). Since the parameters λ and c of the Markov random flight X(t) are connected with each other through the time, namely λ is the mean number of changes of direction per unit of time and c is the distance passed per unit of time, then we should assume that the products λt and ct must tend to some finite limits. Note that λt is the mean number of changes of direction that have occured until time instant t, while ct is the distance passed by time instant t.
All these reasonings lead us to the following slow diffusion condition (SDC):
Condition (2.1) has very clear physical sense. A slow diffusion process D(t) can be simulated by the symmetric Markov random flight X(t) with small speed and intensity of switchings. This smallness of the values of the parameters c and λ of X(t) implies that we should study the process on very long time intervals on which its probabilistic characteristics become stable and tend to the stationary ones. In the next section we will show that SDC (2.1) leads to the stationary distributions indeed and, therefore, such random flights can be applied for modelling the slow diffusion processes in the Euclidean spaces of arbitrary dimension.
Stationary Densities in Low Dimensions
Let, as above, p(x, t), x ∈ R m , t > 0, denote the transition density of the symmetric Markov random flight X(t). In this section we derive, under the SDC (2.1), the densities
of the stationary distributions of X(t) in some Euclidean spaces of low dimensions that can be treated as the stationary densities of the slow diffusion processes. The derivation is based on the closed-form expressions for the transition densities of X(t) obtained in some previous works. In the space R 3 the stationary density is presented in an asymptotic form.
Stationary Density on the Line. The one-dimensional Markov random flight is represented by the Goldstein-Kac telegraph process described above. Its density is given by formula (1.3). Taking into account the well known relation I ′ 0 (z) = I 1 (z) connecting the modified Bessel functions of the zero and first orders, we can rewrite density (1.3) in the alternative form (see also [23, formula (2.5.3)]):
is the modified Bessel function of first order and Θ(x) is the Heaviside unit-step function given by (1.4) .
Under the SDC (2.1), density (3.1) transforms into the stationary density:
The shape of the absolutely continuous part of stationary density q(x) given by formula (3.2) is presented in Fig. 1 . One can see that, for increasing a and fixed ̺, this curve becomes more and more peaked. On the other hand, for increasing ̺ and fixed a, this graphics becomes more even with decreasing peak.
Stationary Density in the Plane. The transition density of the symmetric Markov random flight X(t) in the Euclidean plane R 2 is given by the formula (see [21, 28, 36, 37] ):
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, t > 0. Under the SDC (2.1), density (3.3) transforms into the stationary density: The shape of the section of the absolutely continuous part of stationary density q(x) given by formula (3.4) is plotted in Fig. 2 . It shows the behaviour of q(x) as the distance x from the origin 0 ∈ R 2 grows. We see that q(x) has local maximum at the origin 0 and it is decreasing, as x grows. Note also that density q(x) becomes infinite near the border x = ̺, that is, lim x →̺−0 q(x) = ∞. This follows from the form of stationary density (3.4).
Stationary Density in the Space R 4 . The transition density of the symmetric Markov random flight X(t) in the four-dimensional space R 4 has the form (see [20, formula (19) ]):
, t > 0. Under the SDC (2.1), density (3.5) transforms into the stationary density:
The shape of the section of the absolutely continuous part of stationary density q(x) given by formula (3.6) is presented in Fig. 3 . We see that stationary density (3.6) takes maximal value at the origin and decreases smoothly up to the boundary. It is continuous and takes its minimal value on the boundary of the diffusion area.
Stationary Density in the Space R 6 . The transition density of the symmetric Markov random flight X(t) in the six-dimensional space R 6 has the form (see [16, the Theorem]):
, t > 0, where
is the Gauss hypergeometric function. Under the SDC (2.1), density (3.5) transforms into the stationary density: 8) x ∈ R 6 , a > 0, ̺ > 0. given by formula (3.8) is plotted in Fig. 4 . This figure shows that the six-dimensional stationary density (3.8) behaves very likely to its four-dimensional counterpart (see Fig. 3 ), namely, it takes maximal value at the origin and decreases smoothly up to the boundary. On the boundary it is continuous and takes its minimal value. As we will see in the next subsection, in the three-dimensional space R 3 , under an additional condition of smallness of the parameter a, the behaviour of the stationary density changes drastically.
Asymptotic Stationary Density in the Space R 3 . The above stationary densities of the Markov random flights in the spaces R 1 , R 2 , R 4 , R 6 were derived from the explicit forms of their transition densities in these spaces obtained in a series of previous works [16, 19-21, 23, 28, 36, 37] . As to the finite-velocity random motions driven by a Poisson process in the three-dimensional space R 3 is concerned, the situation is more complicated. This motion was the subject of research in some works [17, 28, 36] and a few interesting results were obtained. In particular, the explicit form of the Laplace-Fourier transform of the transition density of the three-dimensional symmetric Markov random flight was derived by different methods (see [17, p. 1054] , [28, formula (45) ], [36, formula (5.8)]). However, the problem of inverting this Laplace-Fourier transform and obtaining a closed-form expression for the density remains still open. That is why an alternative approach was developed in [15] yielding an asymptotic formula for the transition density of the symmetric Markov random flight in the space R 3 that will be used in this subsection for obtaining an asymptotic stationary density of the process.
Let X(t) = (X 1 (t), X 2 (t), X 3 (t)), t > 0 be the symmetric Markov random flight in the Euclidean space R 3 with constant speed c > 0 and the intensity of switchings λ > 0. Let p(x, t), x ∈ R 3 , t > 0, denote the transition density of X(t). It was shown in [15, Theorem 3 and comments on page 447] that, for arbitrary t > 0, the following asymptotic relation holds:
Therefore, under the SDC (2.1) and the additional condition 0 < a ≪ 1, density (3.9) transforms into the asymptotic stationary density:
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The shape of the section of the absolutely continuous part of asymptotic stationary density q(x) given by formula (3.10) (for ̺ = 5, a = 0.01, x < 5), is presented in Fig. 5 . The error of calculations in this graphics does not exceed 10 −6 . We see the essential difference in the behaviour of the three-dimensional density and those in the even-dimensional spaces R 2 , R 4 , R 6 . All the densities in these even-dimensional spaces have almost the same behaviour, namely, they are mostly concentrated near the origin and are decreasing, as the distance from the origin grows. Near the border x = ̺ these densities take minimal values (except the two-dimensional density that is infinite on the border, but the probability of being near the border is, nevertheless, small like in other evendimensional cases). In contrast to these even-dimensional spaces, the stationary density in the space R 3 takes minimal value at the origin and is slowly growing, as the distance from the origin grows. Thus, one can say that there is a rarefaction area near the origin. When approaching the border, the density begins to rise sharply and it becomes infinite on the border. Therefore, one can conclude that the overwhelming part of density is concentrated near the border and this fact looks very similar to the behaviour of the fundamental solution (the Green's function) of the three-dimensional wave equation which is concentrated on the surface of the diffusion sphere (see, for instance, [43, section 11, subsection 7] ). This analogy becomes particularly relevant if we take into account that random flights are, in fact, a sort of wave processes and, therefore, one can expect that they should possess some their main properties. In particular, the well-known difference in the behaviour of wave processes in the Euclidean spaces of even and odd dimensions caused by the feasibility of the Huygens principle can, apparently, be a reasonable explanation of the difference in the behaviour of the densities of Markov random flights in the spaces of even and odd dimensions.
Conclusions
The presented conception of slow diffusion processes based on Markov random flights gives a tool for describing their distributions on long time intervals in the Euclidean spaces of low, most important, dimensions. The core of this conception is the slow diffusion condition (2.1) connecting the speed of propagation and the intensity of switchings of the process with the time interval of its evolution. On long time intervals, such distributions tend to the respective stationary distributions and this is valid in any dimension (asymptotically in the space R 3 ). The slow diffusion condition (2.1) can, therefore, be considered as the slow-velocity counterpart of the classical Kac's fast diffusion condition (1.5).
