Abstract-Multilingual keyword spotting is of immense interest in the Indian context with as many as 30 languages spoken across the country, and more than one language spoken in most cities. In this paper, we present the details of a gender independent multilingual keyword spotting system developed using lattices generated by a multilingual phone decoder for two of the most widely spoken Indian languages, Hindi and Tamil. For building the multilingual phone decoder, we used phonetic as well as acoustic similarities to map phones across the two languages, and see that the approach offers promising results. A distance measure based on Kullback-Leibler divergence is used for measuring the acoustic similarity of phones. We used a hybrid hidden Markov model -neural network implementation of the phone decoder for all our experiments reported in this work.
I. INTRODUCTION
Keyword spotting (KWS) systems are widely used for detection of selected words in speech utterances. Searching for various words or terms is needed in applications such as spoken document retrieval (SDR) or information retrieval or in security related applications. While large vocabulary continuous speech recognition (LVCSR) based KWS [5] is the most popular approach, it suffers from the out of vocabulary (OOV) problem. Further, LVCSR based KWS systems are not suitable for multilingual applications when words or part of sentences are borrowed across languages. This is primarily due to the difficulty in training a multilingual language model catering for more than one language at the same time. When two languages are mixed, the resulting sentence would either follow the syntax of the primary language spoken, when words alone are substituted or follow the syntax of the second language for that part of the sentence borrowed from the new language. Training the language model becomes extremely difficult when the languages are of diverse linguistic characteristics, such as Tamil and Hindi. Another approach that is widely popular uses lattices generated by a phone recognizer [5] , [6] . This approach has the advantage that it can be easily ported to multilingual environments, unlike the LVCSR based approach. Reference [5] gives a comparison of different KWS approaches.
People speaking some of the languages like Tulu and Kongini are spread across the country mixing with people speaking other major languages. Thus, the accent of the people speaking these languages is influenced by many languages. Also, the number of people speaking these languages is less than a few millions, and this makes the creation of a good quality database extremely difficult. In such situations, it would be advantageous to relate the phones in the language to the phones of the major language spoken in every region and develop a multilingual solution, rather than trying to develop a phone recognizer exclusively for the language. It is also worth noting that the importance of a language related technology is not directly related to the number of people speaking that language, but could be many other reasons, or even be political at times when the security threat perception arising out of people speaking that language changes.
One plausible solution to address KWS in the multilingual environments may be to run many monolingual phone decoders in parallel to generate lattices and merge these lattices for a multilingual keyword spotting system. The main difficulty with this approach is the score normalization necessary with acoustic scores generated by different decoders due to the possible mismatch caused by potential differences in acoustic and recording conditions [9] , and is often done empirically. To apply this in a general multilingual framework where the number of languages can change is not so direct, and also not reliable. A truly multilingual approach would be interesting for this kind of situations wherein we do not need to do any normalization of the scores with a single system working for multiple languages at the same time.
Phone recognition accuracy and KWS accuracy are very closely related. In [3] , [4] , a hybrid hidden Markov model -neural network (HMM-NN) approach was used to enhance the phone recognition accuracy using split temporal context (STC) features. This approach was reported [4] to offer state-of-the-art phone recognition performance. In this work, we use the hybrid HMM-NN phone recognizer for all our experiments. Across most of the Indian languages, there is an overlap of phones; they do share some phones across languages. The natural choice to share data across languages would be by mapping phones across languages based on phonetic information. This approach is widely used in many systems [11] , [12] , [13] , [14] , and [14] reports that phone mapping based on phonetic knowledge outperformed the automatic mapping of phones based on Bhattacharyya distance. The main disadvantage of using IPA/SAMPA for mapping phones across languages is that there may be cases where there will be more than one phone in the recognition system corresponding to the same IPA/SAMPA symbol. This is more so in the case of phone recognition systems to cater for the allophonic variations of the same phoneme, while it is not so important in speech recognition systems where the Keyword Spotting in Multilingual Environments C. P. Santhosh Kumar and V.P. Mohandas allophonic variations could be captured in the triphones. It is quite natural therefore to suggest that acoustic similarity also should be taken into consideration while merging phones across languages, rather than using phonetic information alone. In this work, we use acoustic similarities guided by phonetic knowledge to decide if two phones across the languages could be mapped. We use KL divergence [7] to measure the acoustic similarity of phones.
We use lattice based keyword spotting approach [5] , [6] using an HMM-NN decoder. Our experiments are evaluated using Figure-of-Merit (FOM) [10] , which is the average of correct detections per 1, 2, . . . 10 false alarms per hour.
II. HYBRID HMM-NN SYSTEM
In the hybrid HMM-NN system, critical band energies are obtained in the conventional way [1] , [3] . Speech signal is divided into 25 ms long frames with 10 ms shift. The Mel filterbank is emulated by triangular weighting of FFT-derived short-term spectrum to obtain short-term critical-band logarithmic spectral densities. Temporal Patterns (TRAP) feature vector describes a segment of temporal evolution of critical band spectral densities within a single critical band. The central point is the current frame and 15 frames from the past make a left context (LC) feature and similarly 15 frames from the future make the right context (RC) feature vector.
Subsequently, these feature vectors are processed for dimensionality reduction. We used Discrete Cosine Transform (DCT) for its simplicity to reduce the 16 dimensional LC and RC feature sizes to 11 [1] , [2] , [3] , [4] .
To further enhance the accuracy of the system, we concatenated 15 critical band features to generate input to two separate LC and RC neural networks. Outputs of these classifiers are subsequently merged together using another neural net. Outputs of all neural networks represent phone state posterior probabilities, and phone models have three states each. Details of the implementation can be found in [3] , [4] .
III. DISTANCE MEASURE FOR PHONES
KL-divergence [7] between two HMM models is defined as [8] : 
It may be noted that the optimum state sequence opt S is obtained by the force alignment of the observations against the correct transcription. The target phone being considered to be mapped to is assumed to follow the same state sequence. Also, in [8] , it is shown that distance between two HMM models is more sensitive to the observation probability and is less sensitive to the state transition probability. Our experiments suggest that the recognition accuracy of the HMM based systems did not change with using tied state transition matrices across all models, so we used a tied state transition matrix system, where all the models share the same state transition matrix. The effect of the state transition matrix on (.) μ may be set to a constant multiplication factor, since (.)
μ for all the models share the same state sequence, and thus (3) may be simplified as:
and the distance 1 2 ( , )
D λ λ may thus be modified as: (5) reflects the frame recognition accuracy, and to make it reflect the phone recognition accuracy as desired, we modify (5) to:
IV. EXPERIMENTS AND RESULTS
In all our experiments reported in this work, we used 2.0 hours of Hindi and 1.2 hours of Tamil telephone quality speech recorded at 8 kHz. The number of phones used for Hindi is 57, 43 for Tamil. We used the most frequently occurring 80 and 60 words for Hindi and Tamil respectively for KWS evaluation. All systems used in this experiment use 300 neurons to model the probability distributions and all phone models have three states each. The size of the network was chosen to match the limited data available.
A. Monolingual systems
We first built monolingual systems for Hindi and Tamil. The phone recognition accuracy and KWS performance of the two systems are listed in Table I and Table II respectively.
B. Multilingual system for Hindi and Tamil
Any similarity measure for a phone should be indicative of how likely is the source phone to be confused with the target phone to which it should be mapped. We used KL divergence in (6) for mapping the phones across languages. We noticed that (5) and (6) did not lead to any difference in the results, though (6) is more accurate from the phone recognition accuracy considerations while (5) is indicative of frame recognition accuracy. The size of the multilingual phone set was varied by choosing different thresholds for the phone distance. For the development of the multilingual system, we attempt to map the phones of Tamil to an acoustically and phonetically similar phone in Hindi. We refer to Tamil as the source language and Hindi as the target language. Phones are grouped into phonetically motivated clusters for the source and the target languages, with names of the clusters matching if they represent the same group. Subsequently, the distance of every phone in the source language, Tamil, to every phone in the target language, Hindi, in the same phonetic cluster to which the source language phone belongs is calculated. The closest phone in the target language is chosen for mapping if the distance is below a chosen threshold value. This threshold can be effectively used to control the number of phones in the multilingual decoder. Table III shows some examples of the phone clusters used for developing the multilingual system. If more than one source language phone is mapped to a target language phone, we let only the closest source language phone to be mapped and the rest of the phones will have language specific acoustic models. This approach helps maintain the acoustic resolution of both the languages. Table  IV and V respectively show how consonants and vowels in Tamil are mapped to phones in Hindi in the multilingual system with 70 phones, that was found to be the optimum configuration for phone mapping. Phone recognition and KWS accuracy are evaluated across language specific phones of the multilingual phone decoder for a meaningful comparison with their monolingual counterparts. Table VI and VII list the phone recognition and KWS accuracy respectively.
V. CONCLUSION
We presented the results of a multilingual gender independent keyword spotting system using a multilingual phone recognizer for languages Hindi and Tamil. The approach is particularly of interest for languages that are acoustically similar, but linguistically (lexicon, grammar, etc.) different. The approach offers the capability to bootstrap an existing system to a new language with minimum amount of training data, and is very relevant in the Indian context where words/phrases across languages, are shared during normal conversations in the native language.
