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Abstract
Dans ce papier, nous abordons le proble`me de mode´lisation et de commande des
syste`mes a` e´ve´nements discrets avec des ressources partage´es repre´sente´s par une classe
particulie`re des re´seaux de Petri temporise´s. Pre´cise´ment, nous conside´rons des Re´seaux
de Graphes d’Eve´nements Temporise´s en Conflit (RGETC) soumis a` des contraintes tem-
porelles strictes. Premie`rement, une formalisation alge´brique en termes de syste`mes a` com-
mutation Max-Plus est propose´e pour de´crire le comportement dynamique des RGETCs.
Deuxie`mement, des lois de commande en boucle ferme´e sont calcule´es pour garantir le
respect de ces contraintes de temps impose´es a` certaines places du re´seau. Des conditions
suffisantes pour l’existence de telles lois de commande ont e´te´ fournies. Finalement, nous
appliquons les re´sultats the´oriques de´veloppe´s pre´ce´demment pour controˆler un syste`me
ferroviaire de croisement de train a` temps critique.
1 Introduction
Le vocable syste`mes a` e´ve´nements discrets de´signe les syste`mes dont l’e´volution de´pend de
l’occurrence d’e´ve´nements. On rencontre ces syste`mes dans plusieurs domaines d’application
tels que les syste`mes de production, les re´seaux de transport et les re´seaux de communication.
Pour mode´liser ce type de syste`me, on retrouve des outils comme: les re´seaux de Petri, les
files d’attente, les automates [7] et les chaˆınes de Markov. Chaque outil permet de traiter un
proble`me d’analyse et/ou de commande particulier. L’outil Re´seau de Petri (RdP) permet de
traiter avec le meˆme formalisme des proble`mes de conception, d’analyse et de conduite des
syste`mes a` e´ve´nements discrets. En outre, ils permettent de mode´liser les phe´nome`nes de syn-
chronisation, paralle´lisme et de concurrence rencontre´s lorsqu’on s’inte´resse a` cette classe de
syste`me.
Les Graphes d’Eve´nements Temporise´s (GETs) sont une classe des RdPs qui mode´lise unique-
ment les situations de synchronisation et de paralle´lisme. La dynamique d’un GET peut eˆtre
mode´lise´e par des e´quations line´aires dans les alge`bres tropicales (Max-plus ou Min-plus)[5][6].
Notons que les GETs ne permettent pas de mode´liser des syste`mes avec partage de ressources.
Ceci est duˆ au fait que, dans un GET, chaque place comporte au plus une transition d’entre´e
et une transition de sortie. Une classe plus ge´ne´rale que les GETs est celle des re´seaux de
graphes d’e´ve`nements temporise´s en conflit (RGETCs). Ces mode`les graphiques permettent
de repre´senter le fonctionnement de partage de ressources dans le contexte des syste`mes a`
e´ve´nements discrets non de´terministes. Dans la litte´rature, plusieurs travaux sont de´die´s a`
l’analyse et l’e´tude de cette cate´gorie de syste`mes et des re´sultats inte´ressants sont propose´s
[10, 17, 16, 9, 1, 2].
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Dans [10] les auteurs ont propose´s une mode´lisation sous forme de GETs d’ateliers production
avec concurrence pour ressources du type job-shop et flow-shop. En particulier, ils proposent
de mode´liser les se´quences d’entre´e sur les machines par des circuits de controˆle. Un algo-
rithme d’optimisation et une allocation cyclique de ressources sont propose´s. Les auteurs dans
[16, 17] s’inte´ressent au syste`me de fabrication flexible avec partage de ressources. La me´thode
de´veloppe´e repose sur la construction de GET a` partir d’un mode`le du re´seau de Petri en
dupliquant des transitions communes. Les auteurs ont propose´ dans [9] une proce´dure de
de´termination base´e sur la comple´tion de mode`les de tas. Pour revenir a` la RDP a` partir de
laquelle le mode`le de pie`ces est construit, cela signifie qu’une repre´sentation de´terministe (Max-
plus) peut eˆtre obtenue si deux partages sont partage´s. Dans les travaux [1, 2], les auteurs se
sont inte´resse´s a` repre´senter le comportement dynamique de RGETCs par des e´quations Max-
Plus re´currentes.
La synthe`se de controˆleur pour les SEDs doit re´pondre a` des spe´cifications pouvant se
pre´senter sous diffe´rentes formes (contraintes sur l’e´tat, e´che´ances, intervalles de temps, dure´e
de validite´, · · · ). Dans la litte´rature, plusieurs approches ont e´te´ propose´es pour la commande
des SEDs sous diffe´rentes contraintes et spe´cifications.
De nombreux auteurs ont traite´ de la construction de controˆleurs pour garantir la satisfaction
d’exigences temporelles critiques impose´es pour le comportement du syste`me. La contribution
dans [8] est base´e sur l’utilisation des automates temporise´s pour mode´liser a` la fois le syste`me
et les spe´cifications. Les auteurs ont e´tendu le cadre de la the´orie de Ramadge et Wonham
[14] et ont de´fini le concept de controˆlabilite´ pour les SEDs temporise´s. Ces approches sont
inte´ressantes et pertinentes mais le proble`me de l’explosion combinatoire limite leur domaine
d’application. Pour surmonter ce proble`me, souvent rencontre´ lorsqu’il s’agit de mode`les auto-
mates, des me´thodes base´es sur l’utilisation des Graphes d’Eve´nements Temporise´s et l’alge`bre
des dio¨ıdes sont propose´es dans [3, 4, 11, 15, 12]. Les auteurs dans [12, 15] traitent des proble`mes
de synthe`se de controˆleurs par retour d’e´tat pour garantir que les syste`mes conside´re´s e´voluent
sans violer les restrictions de temps impose´es a` l’e´tat. Les travaux dans [3] et [4] concernent
la synthe`se de loi de commande en boucle ferme´e pour les graphes d’e´ve´nements temporise´s
soumis a` des contraintes de temps strictes. Dans ces approches , les contraintes de temps sont
exprime´es dans l’alge`bre Max-Plus par des ine´galite´s line´aires sur le vecteur d’e´tat.
Dans ce travail, nous proposons une me´thodologie pour la mode´lisation et la commande sous
contraintes de temps des RGETCs. Premie`rement, nous de´finissions un nouveau cadre de
repre´sentation analytique pour de´crire le comportement des RGETCs . Cette mode´lisation
nous permet par la suite de calculer, dans un second temps, des lois de commande en boucle
ferme´e qui garantissent la satisfaction de contraintes temporelles strictes.
L’article est organise´ de la manie`re suivante: La section 2 rappelle certaines notions de base
sur les RdPs et l’alge`bre (Max, +). Dans la section 3, une mode´lisation des RGETCs base´e sur
les syste`mes Max-plus line´aires a` commutation est pre´sente´e. La section 4 est consacre´e a` la
synthe`se de loi de commande pour les RGETCs sous contraintes de temps. Nous appliquons la
me´thode propose´e a` un syste`me de croisement ferroviaire a` temps critique a` la section 5. Enfin,
une conclusion et des perspectives sont donne´es a` la section 6.
2 Ge´ne´ralite´s sur les re´seaux de Petri
Un re´seau de Petri est un graphe biparti compose´ de deux types de sommets : les places et
les transitions. Les places sont repre´sente´es par des cercles et les transitions par des barres
(ou rectangles). Des arcs oriente´s relient certaines places a` certaines transitions ou certaines
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transitions a` certaines places. Un arc ne relie jamais deux sommets de meˆme nature. Chaque
place peut contenir une ou plusieurs marques, repre´sente´es par des points ou jetons. Le mar-
quage d’un re´seau de Petri est un vecteur a` composantes entie`res positives ou nulles, et dont
la dimension est e´gale au nombre de places. La j e´me composante de ce vecteur repre´sente le
nombre de marques que contient la j e´me place du re´seau de Petri.
De manie`re plus formelle, un RdP est un cinq-uplet R = (P, T, Pres, Post,M0) avec :
• P est un ensemble fini de places, P = {p1, p2, · · · , |P |} , ou` |·| repre´sente la cardinalite´
d’un ensemble.
• T est un ensemble fini de transitions, T = {t1, t2, · · · , |T |}.
• Pre : P ×T → {0, 1} est une application dite d’incidence avant, telle que : Pre(pi; tj) est
le poids de l’arc qui relie la transition tj a` la place pi.
• Post : P × T → {0, 1} est une application dite d’incidence arrie`re, telle que : Post(pi, tj)
est le poids de l’arc qui relie la place pi a` la transition tj .
• M = [M1,M2, · · · ,M|P |]T est le vecteur marquage avec Mi correspond au nombre de
jetons dans la place pi. Nous notons par M0 =
[
M01 ,M02 , · · · ,M0|P |
]T
le marquage
initial du RdP.
Une place pi est dite place d’entre´e (de sortie) d’une transition tj s’il existe un arc oriente´
reliant pi a` tj (resp. tj a` pi ).
Un RdP P-temporise´ est un couple N = (R,Tempo), ou :
− R est le RdP marque´.
− Tempo est une application de l’ensemble des places P vers l’ensemble des rationnels non
ne´gatifs Q+ , Tempo(pi)=τi. Avec τi la temporisation associe´e a` la place pi.
Un Graphe d’Eve´nements Temporise´ (GET) est un RdP temporise´ ou` chaque place posse`de
au plus une transition en amont et une transition en aval.
Une place pi est dite binaire (marquage sauf) si quelque soit l’e´volution du RdP son marquage
n’exce`de pas un jeton (i.e. Mi ≤ 1).
Un conflit structurel correspond a` l’existence d’une place qui posse`de au moins deux
transitions de sortie. On de´signe un conflit structurel par la paire forme´e d’une place et
de l’ensemble de ses transitions de sortie K = {p˜, {t1, t2, . . .}}. Un conflit effectif note´
KE = {p˜, {t1, t2, . . .} ,Mp˜} est un conflit structurel avec un nombre de jetons Mp˜ dans la
place p˜ infe´rieur au nombre de ses transitions de sortie.
2.1 Mode´lisation Max-Plus line´aire des GETs
Un dio¨ıde D est un ensemble muni de deux lois internes note´es ⊕ et ⊗ telles que : (D,⊕) est un
semi-groupe commutatif et (D,⊗) un semi-groupe. Les e´le´ments neutres sont respectivement
ε et e. La loi ⊗ est distributive par rapport a` la loi additive ⊕ a` gauche et a` droite. ⊕ est
idempotente et ε est absorbant pour ⊗. Si de plus, ⊗ est commutative alors le dio¨ıde est dit
commutatif.
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L’ensemble des re´els R muni du max note´ additivement et de la somme usuelle note´e multi-
plicativement est un dioide note´ Rmax. Les deux ope´rations ⊕ et ⊗ sont de´finies comme suit :
Pour x, y ∈ Rmax : x⊕ y = max(x, y) et x⊗ y = x+ y. L’e´le´ment neutre de ⊕ est ε = −∞ et
l’e´lement neutre de ⊗ est e = 0. Dans le cas matriciel, on note par Rn×nmax le dioide des matrices
a` coefficients dans Rmax. Soient A,B ∈ Rn×nmax, nous avons :
(A⊕B)ij = Aij ⊕Bij
(A⊗B)ij =
⊕
k
(Aik ⊗Bkj)
La matrice nulle est repre´sente´e par , tous ses e´le´ments sont e´gaux a` ε. La matrice identite´,
note´e I posse`de des e´le´ments diagonaux e´gaux a` e et les autres a` ε.
Pour repre´senter le comportement dynamique d’un GET dans l’alge`bre Max-plus, on asso-
cie a` chaque transition du re´seau conside´re´ une fonction dateur. Pour distinguer les transitions
d’entre´es des autres transitions, on de´signe par uj(k) la fonction dateur d’une transition d’entre´e
tuj et par xi(k) la fonction dateur d’une transition interne ti.
La repre´sentation d’e´tat Max-Plus des GETs (e´ventuellement apre`s duplication des places con-
tenant plus d’un jeton), est donne´e par [6] :
x(k) = A⊗ x(k − 1)⊗B ⊗ u(k) (1)
avec, A ∈ Rn×nmax, B∈ Rn×mmax . Les vecteurs x(k) et u(k) repre´sentent respectivement le vecteur
d’e´tat (fonctions dateurs des transitions internes) et le vecteur de commande.
The´ore`me 1. [6] La solution minimale de l’e´quation x = A⊗x⊕B, ou` (A ∈ Rn×nmax, B ∈ Rn×mmax ),
est donne´e par x = A∗ ⊗B,
ou` la matrice A∗ =
⊕
i∈NAi est l’e´toile de kleene de A.
3 Mode´lisation des RGETCs par des syste`mes line´aires
a` commutation dans l’alge`bre Max-Plus
Le comportement dynamique des graphes d’e´ve´nements temporise´s est de´crit par des e´quations
line´aires dans l’alge`bre des dio¨ıdes. Cependant, les GETs ne permettent pas de repre´senter les
phe´nome`nes de concurrences ou de choix multiples qui caracte´risent les syste`mes avec partage
de ressources. Pour pre´tendre a` l’analyse et a` la commande de syste`mes plus complexes une
mode´lisation des conflits est ne´cessaire. Dans cette partie, les RGETCs sont repre´sente´s par des
syste`mes Max-plus line´aire a` commutation. Cette mode´lisation a e´te´ introduite re´cement par
[13], en utilisant la notion de dateur ge´ne´ralise´ et de chemins de jetons dans les places de conflit.
Dans ce pre´sent papier, la mode´lisation repose sur l’introduction de la notion de commutateurs.
Plus pre´cise´ment pour chaque place en conflit, on associe un ensemble de commutateurs, la
connaissance de la position des commutateurs est base´e sur le routage des jetons des places de
conflit. Pour chaque position des commutateurs un mode`le Max-plus line´aire est obtenu.
De´finition 1. [2] Un Re´seau de Graphes d’e´ve´nements Temporise´s en Conflit (RGETC) est un
ensemble de GETs (serveur, machine, robot..etc) note´ G = {g1, g2, g3, · · · , gq} , connecte´ a` un
ensemble de places de conflit (ressources partage´es) P˜ = {p˜1, p˜2, p˜3, · · · , p˜L}. La temporisation
associe´e a` la place p˜i est note´e τ˜i.
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D’un autre coˆte´, chaque place de conflit p˜i posse`de, au plus, une transition de sortie et une
transition d’entre´e appartenant a` un GET.
Un exemple de tels graphes est donne´ par la figure 1.
p1
p2
p3 p1
p2
p3
p1
p2
p3
G1 G2 GN
..............
tj
ti
tj
ti
tj
ti
Figure 1: Exemple de RGETCs
Pour pouvoir de´crire le comportement des RGETCs, on introduit deux types d’objets qui
permettent de faciliter la mode´lisation.
De´finition 2. Un commutateur arrie`re B est de´fini par une place de conflit vide p˜ qui posse`de
plusieurs transitions d’entre´es tinj et une unique transition de sortie t
out. On dira que le couple
(tinj , t
out) de´termine la dynamique d’un re´seau de Petri N si le tir de la transition tout est une
conse´quence du tir de la transition tinj , figure 2.
De´finition 3. Un commutateur avant F est de´termine´ par une place de conflit vide p˜ qui
contient une unique transition en amant tin et plusieurs transitions en aval toutj . on de´note
que le paire (tin, toutj ) de´termine la dynamique d’un re´seau de Petri N si le tir de la transition
d’entre´e tin est suivi du tir de la transition de sortie toutj , figure 2.
Figure 2: Commutateurs
De´finition 4. Une configuration Ci d’un re´seau de Petri N correspond a` une position donne´e
des commutateurs.
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Soit C = {C1, C2, · · · , CN} est l’ensemble des configurations possibles des commutateurs (B
et F) d’un re´seau N donne´, avec N repre´sente le nombre de configurations possibles. On peut
toujours repre´senter une place de conflit par une composition constitue´e par deux commutateurs
en se´rie (B et F), comme montre´ a` la figure 3.
Figure 3: Exemple de configuration (t1, t5)
En plus de la notion de commutateur, on de´finit la notion de dateur ge´ne´ralise´ et de syste`me
line´aire Max-plus a` commutation qui vont eˆtre utiles pour la compre´hension des re´sultats e´tablis
dans la suite de ce document.
De´finition 5. [13] Nous attribuons a` chaque transition ti du RGETC G, un dateur ge´ne´ralise´
θi(k) qui est une fonction non de´croissante qui indique la date du dernier franchissement de la
transition ti pour la k
e´me exe´cution du graphe.
Cette notion de dateur ge´ne´ralise´ est explicite´e par l’exemple suivant :
p˜c
ti
tj
τj
τi
tu
M0i
tr
Figure 4: Exemple d’une situation de conflit
L’expression du dateur ge´ne´ralise´ associe´e a` la transition ti est donne´e par :
θi(k + 1) =

τi ⊗ θu(k)⊕ τi ⊗ θr(k −M0pi), si le jeton est alloue´ a ti
θi(k), autrement
(2)
Dans le the´ore`me qui suit, on exprime l’e´volution dynamique des RGETCs par des syste`mes
Max-plus line´aires a` commutations introduits par [18]. Un syste`me Max-Plus line´aire a` commu-
tation commute entre diffe´rents modes de fonctionnement. Dans chaque mode, la dynamique
du syste`me est donne´e par un syste`me line´aire dans l’alge`bre (max,+).
The´ore`me 2. Le comportement dynamique d’un RGETC est un syste`me Max-Plus line´aire
a` commutation. Chaque configuration Ci des commutateurs de´finie par un mode de fonction-
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nement. La dynamique dans chaque mode est repre´sente´e par l’e´quation Max-Plus line´aire
ci-dessous :
θ(k + 1) = A
q(k)
0 ⊗ θ(k + 1)⊕Aq(k)1 ⊗ θ(k)⊕Bq(k)0 ⊗ u(k + 1), (3)
ou`:
q(k) ∈ {1, · · · , N} est une fonction qui retourne l’indice du mode;
N est le nombre total des modes;
k est le compteur d’e´ve´nements;
θ(k) est le vecteur d’e´tat;
u(k) est le vecteur de commande;
A
q(k)
0 , A
q(k)
1 ∈ Rn¯×n¯max ;
B
q(k)
0 ∈ Rn×m¯max .
Preuve. La preuve de ce the´ore`me est intuitive a` partir de la de´finition de dateur ge´ne´ralise´
et de la notion de configuration.
Remarque 1. L’e´quation 3 peut eˆtre e´crite sous forme d’e´tat en utilisant le The´ore`me 1.
θ(k + 1) = Aq(k) ⊗ θ(k)⊕Bq(k) ⊗ u(k + 1) (4)
Remarque 2. Il est note´ qu’une position donne´e des commutateurs ne correspond pas toujours
a` un fonctionnement correct des RGETCs. La connaissance d’une se´quence de transitions
re´alisable permet d’obtenir une se´quence de configuration correcte.
3.1 Exemple
Conside´rons le re´seau du graphe d’e´ve´nements temporise´s en conflit de la figure 5, constitue´ de
deux GETs relie´s par une place de conflit avec un marquage sauf.
Figure 5: Mode`le de RGETC
On appelle θi(k) la fonction dateur associe´e a` la transition ti et τj la temporisation associe´e
a` pj tel que (0 ≤ i, j ≤ 4).
On a quatre configurations possibles pour les commutateurs. Chaque configuration corre-
spond a` un mode qu’on mode´lise par une e´quation line´aire Max-Plus :
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pour le MODE 1, le jeton du conflit est consomme´ par le GET2 au (k)
e´me franchissement et
par le GET1 au (k + 1)
e´me franchissement. Nous obtenons les e´quations suivantes :
θ1(k + 1) = 1⊗ θ2(k)⊕ θ4(k)⊕ u1(k + 1)
θ2(k + 1) = 3⊗ θ2(k)⊕ 2⊗ θ4(k)⊕ 2⊗ u1(k + 1)
θ3(k + 1) = θ3(k)
θ4(k + 1) = θ4(k)
La forme matricielle re´sultante est :
θ(k + 1) =

ε e ε e
ε 3 ε 2
ε ε e ε
ε ε ε e
⊗ θ(k)⊕

e ε
2 ε
ε ε
ε ε
⊗ u(k + 1)
Pour le MODE 2 : le jeton de conflit est consomme´ par le GET1 au (k)
e´me franchissement et
de meˆme au (k + 1)e´me, on a :
θ1(k + 1) = 1⊗ θ2(k)⊕ u1(k + 1)
θ2(k + 1) = 3⊗ θ2(k)⊕ 2⊗ u1(k + 1)
θ3(k + 1) = θ3(k)
θ4(k + 1) = θ4(k)
La forme matricielle est donne´e par :
θ(k + 1) =

ε 1 ε ε
ε 3 ε ε
ε ε e ε
ε ε ε e
⊗ θ(k)⊕

e ε
2 ε
ε ε
ε ε
⊗ u(k + 1)
De manie`re similaire, les mode`les des modes 3 et 4 sont donne´es par les e´quation suivantes :
Mode 3 : θ(k + 1) =

e ε ε ε
ε e ε ε
ε e ε 1
ε 4 ε 5
⊗ θ(k)⊕

ε ε
ε ε
ε e
ε 4
⊗ u(k + 1)
Mode4 : θ(k + 1) =

e ε ε ε
ε e ε ε
ε ε ε 1
ε ε ε 5
⊗ θ(k)⊕

ε ε
ε ε
ε e
ε 4
⊗ u(k + 1)
——————————————————————————
4 Synthe`se d’une loi de commande pour les RGETCs sous
contraintes temporelle
Plusieurs approches ont e´te´ de´veloppe´es pour la commande des GETs sous contraintes du
temps [3, 4]. Les me´thodes propose´es sont base´es uniquement sur l’utilisation des GETs et de
l’alge`bre des dio¨ıdes. Dans cette e´tude, nous ge´ne´ralisons ces travaux pour re´soudre le proble`me
de commande des RGETCs soumis a` des contraintes temporelles strictes.
4.1 Contrainte temporelle
On conside`re une place pi, soumise a` une contrainte temporelle stricte, un intervalle de temps[
τmini , τ
max
i
]
est associe´ a` cette place comme illustre´ dans la figure 6.
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Figure 6: Contrainte temporelle
Cette contrainte se traduit dans l’alge`bre Rmax par :
τmini ⊗ xj(k −M0i) ≤ xi(t) ≤ τmaxi ⊗ xj(k −M0i) (5)
Ou` M0i de´signe le marquage initial de la place pi. L’ine´quation de droite est satisfaite en
tenant compte de la de´finition d’un graphe d’e´ve´nements temporise´ et d’un mode`le Max-Plus
line´aire associe´ a` son comportement. La deuxie`me ine´quation donne´e par :
xi(k) ≤ τmaxi ⊗ xj(k −M0i) (6)
est une contrainte supple´mentaire a` satisfaire. La condition impose que le temps de se´jour
d’un jeton dans la place pi ne doit pas de´passer τ
max
i . On souhaite calculer des lois de commande
u(k) qui permettent de garantir le respect de cette contrainte de temps.
4.2 Formalisation du proble`me de commande
Dans le cadre de ces travaux, nous avons pris en compte quelques hypothe`ses que nous relaxons
a` court terme dans les perspective futures.
Hypothe`se 1. On suppose dans la suite de me´thodologie de commande propose´e que :
• Il y a une seule contrainte de temps dans chaque GET.
• Chaque GET gi posse`de une unique transition de commande tui.
Hypothe`se 2. Toutes les transitions de RGETC sont commandables. (il existe un chemin
de la transition de commande a` chaque transition interne du GET).
Hypothe`se 3. Il existe dans chaque GET gi d’un RGETC au moins un chemin ρi vide (sans
jetons) qui relie la transition source tui a` la transition d’entre´e tj de la place sous contrainte
de temps.
Soit un RGETC qui contient q GET et L places de conflit avec des marquages saufs.
Chaque GET de ce re´seau comporte une seule contrainte de temps a` respecter. On sait que le
comportement dynamique d’un RGETC est donne´ sous la forme (7).
x(k + 1) = Aq(k) ⊗ x(k)⊕Bq(k) ⊗ uq(k)(k + 1) (7)
ou`: q(k) ∈ {1, 2, . . . , N}, θ ∈ Rnmax, A ∈ Rn×nmax, B ∈ Rn×pmax, k ∈ N.
Le ie´me composante de l’e´quation (7) est exprime´e par :
xi(k + 1) =
⊕q(k)
δ=1
ANiδ ⊗ xδ(k)⊕
⊕Z
δ=1
(Bq(k))iδ ⊗ uq(k)(k + 1) (8)
Z est le nombre de transitions sources connecte´es au RGETC.
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Les contraintes temporelles impose´es pour chaque place d’un GET peuvent se traduire sous
la forme de l’ine´quation suivante :
xi(k + 1) ≤ τmaxi ⊗ xj(k + 1) (9)
L’objectif est de synthe´tiser des lois commande (retours d’e´tat ou feedbacks causaux) de la
forme (10) pour satisfaire les contraintes temporelles repre´sente´es par les e´quations dans (9).
Les feedbacks sont associe´s aux dateurs des transitons sources ui(k) pour empeˆcher la violation
des contraintes temporelles :
u(k + 1) = Fi ⊗ xi(k − 1) (10)
Les vecteurs Fi sont des gains de retour d’e´tat a` calculer pour satisfaire les contraintes tem-
porelles 9.
Le The´ore`me 3 pre´sente une condition suffisante pour l’existance d’une loi de commande
par retour d’e´tat pour la classe des RGETCs sous contraintes de temps.
The´ore`me 3. Etant donne´ un RGETC qui satisfait les hypothe`ses (1, 2 et 3). Le controˆleur
de´fini par l’e´quation :
uq(k)(k + 1) = F q(k) ⊗ x(k),
avec F q(k) =
⊕N
δ=1((A
q(k))iδ − τmaxi −Bq(k)iδ )
assure le respect des contraintes les contraintes temporelles (9) si les conditions sont
ve´rifie´es.
Z⊕
δ=1
(Bq(k))iδ ≤
Z⊕
δ=1
(τmaxi (B
q(k))jδ)
Preuve. Du fait qu’il existe un chemin ρi qui relie la transition tui a` la transition tj , et a`
partir de la de´finition de la fonction dateur des transitions tj . La relation entre la transition
source et la transition d’entre´e de la place sous contrainte est donne´e par :
xj(k + 1) ≥
⊕Z
δ=1
((Aq(k))mρ ⊗Bl)jδ · uq(k)(k + 1−mρ) (11)
En conside´rant que Mρ = 0 (qui est une hypothe`se conside´re´e initialement ), l’e´quation (11)
devient :
xj(k + 1) ≥
⊕Z
δ=1
(Bq(k))jδ · uq(k)(k + 1) (12)
En remplac¸ant l’e´quation (8) dans (9), on obtient :⊕N
δ=1
(A
q(k)
iδ )xδ(k)⊕
⊕Z
δ=1
((Bq(k))iδ)u
q(k)(k + 1) ≤ τmaxi xj(k + 1) (13)
En prennat en conside´ration l’hypothe`se 1 et la fonction (12) on, on de´duit :
N⊕
δ=1
(A
q(k)
iδ )x(k)⊕
Z⊕
δ=1
((Bq(k))iδ)u
q(k)(k + 1) ≤
Z⊕
δ=1
(τ q(k)maxB
q(k)
jδ )u(k + 1) (14)
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La contrainte temporelle est satisfaite si les deux ine´quations suivantes sont ve´rifie´es :
N⊕
δ=1
(A
q(k)
iδ )xδ(k) ≤
Z⊕
δ=1
(τ q(k)max (B
q(k))jδ)u
q(k)(k + 1) (15)
Z⊕
δ=1
((Bq(k))iδ)u
q(k)(k + 1) ≤
Z⊕
δ=1
(τ q(k)max (B
q(k))jδ)u
q(k)(k + 1) (16)
Les deux conditions (15) et (16) peuvent s’e´crire comme suit :
uq(k)(k + 1) ≥
N⊕
δ=1
[
(Aq(k))iδ − τ q(k)max −Bq(k)jδ
]
xδ(k) (17)
Z⊕
δ=1
((Bq(k))iδ u
q(k)(k + 1)) ≤
Z⊕
δ=1
(τ q(k)max (B
q(k))jδ)u
q(k)(k + 1) (18)
L’ine´quation (17) repre´sente la loi de commande et l’ine´quation (18) correspond a` la condi-
tion a` ve´rifier.
5 APPLICATION : Gestion d’un croisement de lignes
ferroviaires
Dans cette section, nous abordons un cas d’e´tude re´aliste qui concerne un syste`me de croisement
des rails ferroviaires repre´sente´ par la figure 7. Ce re´seau de transport est compose´ de trois
lignes unidirectionnelles note´es : L1, L2 et L3. Chaque ligne comporte trois feux de signalisation,
pre´sente´es comme suit :
• L1 : (a a´ b).
• L2 : (c d e).
• L3 : (f f´ g).
Un feu de signalisation permet d’autoriser ou interdire a` un train de franchir ce feu et de
parcourir le tronc¸on en aval jusqu’au feu suivant. Par exemple, le train qui empreinte la ligne
unidirectionnelle L2 va devoir franchir trois feux selon l’ordre suivant : c, d puis e. Le croisement
ferroviaire comporte alors 9 feux de signalisation : a, a´, b, c, d, e, f et f´ auxquels on associe les
dure´es respectives : 2, 1, 2, 2, 1, 1, 1, 1 et 2 unite´s de temps.
Une telle dure´e de passage traduit le temps ne´cessaire au train, s’il y est autorise´, pour
traverser le feu et parcourir le tronc¸on jusqu’au prochain feu. Par exemple, le train traversant
la ligne L1 met 2 unite´s de temps a franchir le feu a et arriver au feu a´. Afin d’e´viter les
collisions, le tronc¸on [cd] de la ligne L2 ne pourra pas eˆtre traverse´ si un train se pre´sente sur
la ligne L1 (c’est-a`-dire, si un train est pressent sur le tronc¸on [aa´] ou sur le tronc¸on [a´b]).
De meˆme, le tronc¸on [de] de la ligne L2 sera ferme´ si un train est pre´sent sur la ligne L3.
Re´ciproquement, la ligne L1 (respectivement L3) n’est pas autorise´e quand un train passe sur
le tronc¸on [cd] (respectivement [de]) de la ligne L2. D’autre part, les feux sont utilise´s pour
garantir la pre´sence d’un seul train sur les tronc¸ons de lignes. Plus pre´cise´ment, le feu a
(respectivement f) autorise le passage d’un train a` la condition qu’aucun autre train ne soit
11
Aberkane, Kara and Amari
Figure 7: Re´seau du croisement des 3 rails
pre´sent sur les tronc¸ons [aa´] et [a´b] (respectivement [f´f] et [´fg]). Sur la ligne L2, un seul train
est autorise´ par tronc¸on.
Sur la ligne L2, un seul train est autorise´ par tronc¸on. Cette gestion des trains sur le
croisement est mode´lise´ par le re´seau de Petri de la figure 8.
t2
t3
t4
t6
t7
t8
t9
T10
T11
t1 T5
Tu2 Tu3
P1
P2 P3
P4
P5
P6
P7
P8
P9
P10
P11
2
1 [1 5]
2
[2 7]
1
1
1
[1 3] 1
2
0 0 0
T12
Tu1
L1:TEG1 L2:TEG2 L3:TEG3
Figure 8: Mode`le RGETC pour le syste`me de Croisement de 3 rails ferroviaires
• Mode 1 : les jetons des conflits p˜1 et p˜2 sont consomme´s par le GET1 et le GET3.
• Mode 2 : les jetons des conflits p˜1 et p˜2 sont consomme´s par le GET2 .
5.1 Mode`les Max-Plus line´aire a` commutations du re´seau ferroviaire
D’apre`s la figure 8, nous avons deux places de conflit p˜1 ET p˜2, ce qui se traduit par 16 modes
de fonctionnement. Pour cette application, nous conside´rons uniquement deux modes pour
illustrer les re´sultats de´veloppe´s.
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5.1.1 Mode´lisation des RGETC selon les mode 1 et mode 2
En appliquant le The´ore`me 2, nous obtenons le syste`me d’e´quations pour le mode 1 :
x1(k + 1) = x7(k) ⊕ u11(k + 1)
x2(k + 1) = 2 ⊗ x7(k) ⊕ 2 ⊗ u11(k + 1)
x3(k + 1) = 3 ⊗ x7(k) ⊕ 3 ⊗ u11(k + 1)
x4(k + 1) = 5 ⊗ x7(k) ⊕ 5 ⊗ u11(k + 1)
x5(k + 1) = e ⊗ x5(k)
x6(k + 1) = e ⊗ x6(k)
x7(k + 1) = e ⊗ x7(k)
x8(k + 1) = e ⊗ x8(k)
x9(k + 1) = x8(k) ⊕ u13(k + 1)
x10(k + 1) = 1 ⊗ x8(k) ⊕ 1 ⊗ u13(k + 1)
x11(k + 1) = 2 ⊗ x8(k) ⊕ 2 ⊗ u13(k + 1)
x12(k + 1) = 4 ⊗ x8(k) ⊕ 4 ⊗ u13(k + 1)
Le mode`le peut s’e´crire sous la forme d’e´tat suivante :
x(k + 1) = A1 ⊗ x(k)⊕B1 ⊗ u1(k)
x(k + 1) =

ε ε ε ε ε ε e ε ε ε ε ε
ε ε ε ε ε ε 2 ε ε ε ε ε
ε ε ε ε ε ε 3 ε ε ε ε ε
ε ε ε ε ε ε 5 ε ε ε ε ε
ε ε ε ε ε e ε ε ε ε ε ε
ε ε ε ε ε ε e ε ε ε ε ε
ε ε ε ε ε ε ε e ε ε ε ε
ε ε ε ε ε ε ε ε e ε ε ε
ε ε ε ε ε ε ε ε e ε ε ε
ε ε ε ε ε ε ε ε 1 ε ε ε
ε ε ε ε ε ε ε ε 2 ε ε ε
ε ε ε ε ε ε ε ε 1 ε ε ε
⊗ x(k)⊕

e ε ε
2 ε ε
3 ε ε
5 ε ε
ε ε ε
ε ε ε
ε ε ε
ε ε ε
ε ε e
ε ε 1
ε ε 2
ε ε 4
⊗ u
1(k)
Une de´marche similaire est adopte´e pour le mode 2. Nous aboutissons aux e´quations Max-Plus
ci-dessous :
x1(k + 1) = x1(k)
x2(k + 1) = x2(k)
x3(k + 1) = x3(k)
x4(k + 1) = x4(k)
x5(k + 1) = x4(k) ⊕ u22(k + 1)
x6(k + 1) = 2 ⊗ x4(k) ⊕ 2 ⊗ u22k + 1) ⊕ x12(k)
x7(k + 1) = 3 ⊗ x4(k) ⊕ 3 ⊗ u22k + 1) ⊕ 1 ⊗ x12(k))
x8(k + 1) = 4 ⊗ x4(k) ⊕ 4 ⊗ u22k + 1) ⊕ 2 ⊗ x12(k)
x9(k + 1) = x9(k)
x10(k + 1) = 1 ⊗ x10(k)
x11(k + 1) = 2 ⊗ x11(k)
x12(k + 1) = 4 ⊗ x12(k)
Le mode`le d’e´tat est donne´ par :
x(k + 1) = A2 ⊗ x(k)⊕B2 ⊗ u2(k),
avec:
x(k + 1) =

e ε ε ε ε ε ε ε ε ε ε
ε e ε ε ε ε ε ε ε ε ε
ε ε e ε ε ε ε ε ε ε ε
ε ε ε e ε ε ε ε ε ε ε
ε ε ε e ε ε ε ε ε ε ε
ε ε ε 2 ε ε ε ε ε ε e
ε ε ε 3 ε ε ε ε ε ε 1
ε ε ε 4 ε ε ε ε ε ε 2
ε ε ε ε ε ε ε e ε ε ε
ε ε ε ε ε ε ε ε e ε ε
ε ε ε ε ε ε ε ε ε e ε
ε ε ε ε ε ε ε ε ε ε e
⊗ x(k)⊕

ε ε ε
ε ε ε
ε ε ε
ε ε ε
ε e ε
ε 2 ε
ε 3 ε
ε 4 ε
ε ε ε
ε ε ε
ε ε ε
ε ε ε
⊗ u
2(k)
5.2 Commande du re´seau ferroviaire a` temps critique
Dans cette section, nous synthe´tisons un controˆleur qui permet de garantir la satisfaction des
contraintes temporelles impose´es aux places p2, p5 et p9 respectivement des GETs : GET1,
GET2 et GET3 du RGETC de la figure 8.
Le syste`me a trois transitions de commande (chaque GET a une seule transition source),
le The´ore`me 3 est applique´ pour calculer des lois de commande causales (feedbacks) afin de
garantir le respect des contraintes impose´es au syste`me de croisement ferroviaire.
• les places p3, p5 et p9 des GET1, GET2 et GET3 Sont soumises a` des contraintes
de temps. Les contraintes a` satisfaire sont donne´es successivement par des equations
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suivantes :
x3(k) ≤ 5⊗ x2(k) (19)
x6(k) ≤ 7⊗ x5(k) (20)
x11(k) ≤ 3⊗ x10(k) (21)
Une commande pour le MODE 1 :
Nous de´terminons des lois de commande qui vont satisfaire simultane´ment les contraintes
impose´es sur les places p3 et p5.
• Puisqu’il existe un chemin vide ρ1 qui relie la transition tu1 a` la transition t2, nous
avons :
B12δ =
[
2 ε ε
]
, B13δ =
[
3 ε ε
]
A13δ =
[
ε ε ε ε ε ε 3 ε ε ε ε ε
]
Nous ve´rifions que :
N⊕
δ=1
B13δ =
N⊕
δ=1
τmaxp2 ⊗B12δ (22)
Nous remarquons que la condition du The´ore`me 3 est ve´rifie´e. Alors il exite une com-
mande qui satisfait la contrainte impose´e sur le GET1, cette loi est donne´e par l’e´quation
suivante :
u11(k + 1) =
N⊕
δ=1
(A13δ − τp2max −B12δ)⊗ xδ(k) (23)
En remplac¸ant par les valeurs des matrices e´tablies en section 5.1, on obtient la loi de
commande ci-dessous :
u11(k + 1) =
N⊕
δ=1
(A1)3δ − 5− 3)⊗ xδ(k) (24)
Comme le terme ((A1)3δ − 5− 3) ≤ 0, nous pouvons le remplacer par l’e´le´ment neutre e.
Finalement le controˆleur est donne´ par l’e´quation 25.
u11(k + 1) = e⊗ x7(k) (25)
En suivant la meˆme de´marche, on retrouve une loi de commande pour satisfaire la con-
trainte temporelle du GET 2. Ce feedback est donne´ comme suit :
u13(k + 1) = e⊗ x8(k) (26)
La commande pour le MODE 2:
Nous suivons le meˆme raisonnement pour calculer la loi de commande du Mode 2.
• Nous remarquons qu’il existe e´galement un chemin vide ρ2 qui relie la transition tu2 a` la
transition t5. Nous avons :
B25δ =
[
ε e ε
]
, B26δ =
[
ε 2 ε
]
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A26δ =
[
ε ε ε 2 ε ε ε ε ε ε ε e
]
Nous ve´rifions que :
N⊕
δ=1
B26δ =
N⊕
δ=1
τpmax5 ⊗B25δ (27)
La condition du The´ore`me (3) est bien ve´rifie´e, alors il existe une loi de commande qui
satisfait la contrainte impose´e sur la place p5 du GET2. Cette loi de commande est donne´e
par l’e´quation suivante :
u22(k + 1) =
N⊕
δ=1
(A2)6δ − τpmax5 −B25δ)⊗ xδ(k) (28)
ce qui s’e´crit :
u22(k + 1) =
N⊕
δ=1
(A2)3δ − 5−B25δ)⊗ xδ(k) (29)
Due, la loi de commande pour le mode 2 est donne´e :
u22(k + 1) = e⊗ x4(k)
⊕
e⊗ x12(k) (30)
La loi de commande qui permet de satisfaire les contraintes de temps impose´es au re´seau
de croisement ferroviaire est le vecteur suivant : u11(k + 1)u13(k + 1)
u22(k + 1)
 =
 e⊗ x7(k)e⊗ x8(k)
e⊗ x4(k)
⊕
e⊗ x12(k)
 (31)
Ces lois de commande sont repre´sente´es par des places de controˆle (en double cercle sur
la figure 9), marque´es et temporise´es et qui sont connecte´es au mode`le initial du re´seau.
Le roˆle de ces places de controˆle est de garantir le respect des contraintes temporelles
pendant le fonctionnement du syste`me.
Figure 9: RGETC controˆle´ du re´seau de croisement des 3 rails
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6 Conclusion
Dans ces travaux, nous nous sommes inte´resse´s a` la description analytique et a` la com-
mande sous contraintes temporelles des re´seaux de graphes d’e´ve´nements temporise´s en
conflit. Nous avons dans un premier temps, repre´sente´ le comportement des RGETCs
par des e´quations Max-Plus line´aires a` commutations. Par la suite, et sous certaines hy-
pothe`ses, nous avons ge´ne´ralise´ les travaux existants sur la commande des GETs soumis a`
des contraintes de temps strictes pour la classe des RGETCs. Plus pre´cise´ment, une nou-
velle approche alge´brique de commande par retour d’e´tat des RGETCs est propose´e. Pour
cela, des conditions suffisantes pour l’existence de lois de commande qui assurent le respect
des contraintes temporelles strictes impose´es a` certaines places du RGETC sont de´finies.
Les lois de commande calcule´es sont repre´sente´es par des places de controˆle connecte´es
au RGETC initial qui permettent d’empeˆcher la violation des contraintes de temps. Fi-
nalement, nous avons illustre´ les approches the´oriques de´veloppe´es pour la synthe`se de
commande d’un croisement de lignes ferroviaires soumis a` des spe´cifications temporelles.
Plusieurs perspectives de ces re´sultats sont envisageables pour des travaux futurs. Il serait
inte´ressant de relaxer l’hypothe`se sur la cyclicite´ des RGETCs et de conside´rer d’autres
politiques de partage de ressources. On pourrait e´galement ge´ne´raliser les travaux pour
traiter des contraintes temporelles impose´es aux chemins des RGETCs.
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