Introduction {#Sec1}
============

As SARS-CoV-2 (the virus) infection continues to spread worldwide, the scientific community is working to characterize the pathophysiology of COVID-19 (the disease) in the hopes of developing effective therapeutics to ease the burden being caused by this pandemic. Whereas insights from SARS-CoV-1 and MERS-CoV have been helpful, it has become clear that SARS-CoV-2 is more contagious and displays idiosyncrasies that separate it from the other zoonotic coronaviruses.[@CR33] Impressive strides have been made across various fields, but a great deal of information on this virus continues to elude us. With a heavy reliance on endpoint clinical data, it is difficult to determine the dynamics and timing of this dangerous infection. Infection seemingly occurs in the nasal passage and continues to spread to the lower airway, the gut, the heart, and other tissues through an unidentified route.[@CR39],[@CR131] In addition to location of spread, the timing seems to be of utmost importance. The innate and adaptive immune system work in concert to respond to this virus, and when this rhythm is disrupted, it can lead to unhampered viral spread and hyperinflammation, causing cytokine storm.[@CR138],[@CR192] The release of inflammatory cytokines at the wrong time can be the difference between mild and severe disease. Even the symptoms of COVID-19 are unpredictable and appear to abruptly change over time. Given the disease's effects on a wide range of tissues as well as its mysterious progression, there are many unresolved questions. Engineering approaches and innovative model design could aid in understanding the pathophysiology of this disease. There is an unmet need for models that allow for collection of spatiotemporal information on how the virus spreads and how the body reacts to it. In this perspective, we will highlight critical areas of need, such as determination of how and where the virus propagates through the body and the intricate immune response that follows, factors that could increase risk, and the ramifications of early life exposure, as well as emerging engineering tools that could address these needs.

The Respiratory Tract: SARS-CoV-2 Viral Infection {#Sec2}
=================================================

Unsurprisingly with a coronavirus, the respiratory tract is the primary focus of attention to understand pathophysiology. SARS-CoV-2, along with SARS-CoV-1, uses the transmembrane protein angiotensin converting enzyme (ACE) 2 as an entry point into cells.[@CR103],[@CR278] SARS-CoV-2 cell entry is mediated by the viral spike protein (S) binding to transmembrane ACE2 on the outer cell membrane via a receptor-binding domain (RBD). The transmembrane serine protease TMPRSS2 cleaves S protein enabling cell internalization by virus-plasma membrane fusion.[@CR103],[@CR206] Investigation of scRNA-seq datasets from the Human Cell Atlas Consortium showed that TMPRSS2 is more broadly expressed throughout the body compared to ACE2, suggesting that ACE2 expression is the limiting factor for viral entry.[@CR221] Indeed, ACE2 is expressed in alveolar epithelial type II cells along with nasal epithelial cells.[@CR221] The nasal epithelium was found to express more ACE2 compared to the lower airway epithelium, and *in vitro* experiments based on infecting primary cultures with recombinant SARS-CoV-2 showed an infection gradient that favored the upper airways.[@CR106] The same study found that infected nasal epithelial cells displayed more robust viral replication compared to large airway epithelial cells.[@CR106]

In severe cases, COVID-19 appears to result in acute respiratory distress syndrome (ARDS), which is caused by widespread pulmonary inflammation.[@CR208],[@CR258] ARDS, which is commonly caused by sepsis and pneumonia, is characterized by pulmonary capillary permeability and neutrophil invasion, causing an acute inflammatory response along with edema.[@CR93] However, COVID-19 patients appear to present with an atypical form of ARDS with relatively high respiratory system compliance, indicating preserved lung gas volume, and low shunt fraction, while displaying severe hypoxemia.[@CR87]

Temporal Immune Dynamics in COVID-19 {#Sec3}
------------------------------------

As with any viral infection, a sophisticated immune response is critical in resolving disease and hindering the propagation of damage. Immune kinetics in successful responses are fine-tuned, and the temporal control of events ensures the balance of the inflammatory state is maintained. Similar to many airborne viruses, SARS-CoV-2 infects the pulmonary epithelium, initiating the first stage in the immune response. Inflammatory cytokines, such as interferons and interleukin (IL) -6, are released by infected epithelial cells to recruit innate immune intervention.[@CR137] At this stage, tissue resident macrophages in the lung parenchyma and leukocytes from the blood arrive at the site of infection. Through a variety of mechanisms, this leg of the response is designed to clear extracellular virus and viral debris, minimizing the burden in the lung. At the same time, tissue resident dendritic cells capture viral antigens and migrate to nearby lymph nodes. It is here in the lymph node that antigen presentation is performed to activate T and B lymphocytes, initiating the adaptive immune response.[@CR215] This phase of the response is much more specific and targeted, as infected cells are destroyed, and the production of antibodies aids in obstruction of virus and labeling of virus for further processing and disposal by immune cells.[@CR62] While the adaptive immune response is incredibly robust and efficient in responding to pathogens, the main cost of this specificity is the time required to develop the response. It is paramount that during this transient period of priming the adaptive immunity that the innate immune response sufficiently holds off progression of the infection. For this reason, timing and coordination of the response can be one of the most crucial factors in disease outcome. Early clinical findings indicate that SARS-CoV-2 actively avoids some of these early innate immune mechanisms and can dysregulate proper timing of the response.[@CR63],[@CR73] This disruption of the response and delayed resolution has been shown to lead to a hyperinflammatory state in COVID-19 patients and can result in cytokine storm, or hypercytokinemia, and ARDS.[@CR110],[@CR143]

Although data on SARS-CoV-2 has been limited and will likely be more readily available in the coming months, its similarity to SARS-CoV-1 and MERS-CoV, 80 and 50% RNA homology respectively, provides a place to start in the investigation of these immune evasion mechanisms.[@CR150] One such mechanism characterized in SARS-CoV-1 and believed to be involved in SARS-CoV-2, is the suppression of the type 1 interferon (T1IFN) response.[@CR73],[@CR192] Typically, the presence of viral RNA is discovered by pathogen recognition receptors (PRRs), such as toll-like receptors (TLRs), on the cell membrane or inside endosomes and retinoic-acid inducible gene I (RIG-I)-like receptors in the cytoplasm (RLRs).[@CR135],[@CR148] In SARS-CoV-1, these important signaling receptors are suppressed, which prevents the nuclear translocation and activation of NF-κB and IRF3. Both of these transcription factors are involved in the expression of major pro-inflammatory cytokines such as T1IFN, IL-1, IL-6, and TNF-α.[@CR145],[@CR192] By evading immune recognition transiently after infection, the innate immunity is delayed, and the finely tuned timing of the response is disrupted. In SARS-CoV-1, this pathway of immune evasion leads to rapid viral replication and highly correlates to poor disease outcome. It is suspected that the immune response to SARS-CoV-2 similarly involves this mechanism.[@CR36],[@CR121]

In addition to immune evasion techniques that allow the virus to rapidly replicate in the lung, evidence is also emerging that the virus can directly infect or obstruct immune cells. Some early studies have shown evidence that SARS-CoV-2 is capable of infecting CD169^+^ macrophages within the lymph node.[@CR38] The infection of these macrophages resulted in the destruction of lymph node architecture, lymphocyte death, and upregulation of inflammatory markers such as IL-6. The removal of an effective adaptive immune response would directly contribute to a poor disease resolution, characteristic of the severe cases of COVID-19. While still early, this initial finding confirms similarities to SARS-CoV-1, which also results in monocyte and macrophage infection.[@CR264] Additionally, this mechanism could contribute to the consistent findings of lymphopenia in severe COVID-19 cases.[@CR194] One COVID-19 hallmark includes depressed lymphocyte counts and a high neutrophil-lymphocyte ratio (NL ratio), pointing to an overactivation of non-specific innate immune responses and/or depressed adaptive response. Thus, NL ratio is an effective tool for determining disease prognosis, and high NL ratio is a predictor of poor outcomes.[@CR259] Unfortunately, the exact mechanism of systemic lymphopenia in SARS-CoV-2 infection remains unclear with numerous outstanding hypotheses, including a weak or delayed overall adaptive response, poor lung-specific lymphocyte recruitment, T cell exhaustion, or triggered apoptosis following SARS-CoV-2 infection.[@CR6],[@CR224]

Another hallmark of SARS-CoV-2 infection is the "cytokine storm" or hypercytokinemia. Severe cases of hypercytokinemia lead to critical conditions such as ARDS or multiple organ failure.[@CR7],[@CR162],[@CR230] In SARS-CoV-1 and MERS-CoV, the delay in initial immune response at the beginning of infection gives the virus time for uncontrolled replication. This replication is then met with the influx of activated leukocytes, specifically neutrophils and inflammatory monocytes, that contribute to the high NL ratio consistently observed in severe cases.[@CR187] Finally, the combination of increased presence of virus and innate immune cells at the site of infection results in the high expression of T1IFN, IL-1, IL-6, and TNF-α.[@CR73] While counterintuitive, early-stage immune evasion could potentially be the cause of the hyperinflammatory state seen in later-stage severe COVID-19 pathology[@CR192] (Fig. [1](#Fig1){ref-type="fig"}). In over-correcting for the initial sluggish response, the non-antigen-specific innate immune response is unleashed and runs unchecked, contributing to the morbidity and mortality of the disease.[@CR275] In fact, immunocompromised rhesus macaques infected with MERS-CoV displayed high viral load, yet minimal lung pathology.[@CR248] This result illustrates the significance of the immune response in patient outcome and points to a potential target for therapeutic interventions by halting the runaway producers of these pro-inflammatory cytokines. Studies on COVID-19 patients in Wuhan show increased neutrophils, decreased total lymphocytes, and increased serum IL-6 and c-reactive protein,[@CR278] which is further exaggerated in ICU patients compared to non-ICU patients.[@CR256] In addition to increased plasma IL-6 levels, increased bronchoalveolar lavage fluid (BALF) IL-6 levels are associated with poor outcomes in ARDS.[@CR157] IL-6 inhibition has emerged as an intriguing target in the fight against COVID-19. However, IL-6 KO mice displayed greater bronchoalveolar inflammation compared to wild-type mice in a model of ARDS, indicating that an approach more nuanced than simply blocking IL-6 may be needed.[@CR238] Additionally, the timing of IL-6 is critical as IL-6 is necessary for the early immune response in fighting COVID-19 and other viral infections in the early stages of infection. Low IL-6 levels in the early stages of infection could result in uncontrolled viral replication. Rather than attempting to abolish IL-6 release from macrophages, a better strategy may be to regulate it.Figure 1Overview of potential immune effects of SARS-CoV-2. Immune evasion, lymphopenia, and NETosis are all potential mechanisms leading to the severe immunopathology seen in patients infected with SARS-CoV-2, which includes hypercytokinemia, endothelial damage, edema, and fibrosis.

Another component of the hyperinflammation associated with cytokine storm are the T helper 17 (Th17) cells. Not only have elevated Th17 responses previously been seen in MERS and SARS patients, but COVID-19 patients also display elevated Th17 cells in their peripheral blood.[@CR255] Increased hyperactivation and concentration of proinflammatory Th17 cells were also observed in a COVID-19 case study.[@CR258] Similarly, severe H1N1 response is associated with overaction of Th17 cells.[@CR17] Th17 activity causes increased IL-17 release, and its reduction reduces mortality, inflammation, and lung damage in a murine model of influenza-induced lung injury.[@CR50] Therapies that suppress Th17 function have already been suggested as a way to combat COVID-19-associated mortality.[@CR255]

Although we have much more to learn about the specifics of SARS-CoV-2, its similarity to SARS-CoV-1 and MERS-CoV has allowed us to recognize connections in immunopathology. It is clear that the immune response is dysregulated, and the kinetics of this response play a major role in disease progression. Inflammatory signaling, innate immunity, and adaptive immunity are designed to work in unison and in a timely manner to respond to the disease. However, the potential for immune evasion mechanisms by SARS-CoV-2 could point to the delayed and uncontrolled innate immune response, the poor involvement of the adaptive immune response, and the hypercytokinemia consistent with severe COVID-19 cases.

ACE2/RAS Connecting Vascular/BP to Gut and Renal {#Sec4}
================================================

To virologists, ACE2 is the SARS-CoV-2 receptor, however to physiologists, ACE2 is a vital enzyme in the renin angiotensin system (RAS), which plays a major role in maintaining blood pressure. The systemic RAS functions mainly though cleavage of one main peptide, angiotensinogen (agt), to peptides of different lengths and, therefore, different functions (Fig. [2](#Fig2){ref-type="fig"}). Importantly, an enzyme similar to ACE2, ACE, is responsible for the production of angII. AngII typically functions as a vasoconstrictive peptide, but also has pro-inflammatory and pro-fibrotic functions.[@CR16] ACE2 cleaves the vasoconstrictive peptide angII to the vasodilatory peptide ang(1--7) thereby reducing the concentration of angII and increasing the concentration of ang(1--7). The balance between ACE/ACE2 and angII/ang(1--7) is important for homeostasis and can cause disease when dysregulated.[@CR228],[@CR251] For example, ACE2 has been shown to be protective against experimentally induced fibrosis and is down-regulated in human lung fibrosis.[@CR139] Interestingly, ACE2 is downregulated by SARS-CoV-1,[@CR126] and a similar mechanism is believed to occur in SARS-CoV-2 infection as well. Downregulation of ACE2 leads to increased levels of angII[@CR252] and decreased levels of ang(1--7) which can lead to lung injury[@CR108],[@CR126] as well as cardiac and renal injury.[@CR174] However, soluble ACE2 decreased SARS-CoV-1 pseudovirion transduction in HEK cells,[@CR114] and exogenous ACE2 partially rescues lung injury *in vivo.*[@CR108] Therefore, the use of ACE2 as the viral entry receptor for SARS-CoV-2 may contribute to the pathology of COVID-19.[@CR22]Figure 2The RAS is vital for maintaining blood pressure. The RAS functions in the systemic circulation after renin is released from the kidneys. ACE2 is expressed in the pulmonary endothelium to cleave angII to protective ang(1--7). SARS-CoV-1, and likely SARS-CoV-2, down regulate ACE2.

ACE2 is generally expressed as a membrane bound protein by alveolar epithelium, vascular endothelium, and gastrointestinal epithelium.[@CR98],[@CR113] The function of ACE2 in the vascular endothelium (blood pressure maintenance[@CR59],[@CR229]) and GI epithelium (amino acid transport[@CR25]) is known, while the function in the alveolar epithelium is not well characterized. However, it is at this site where SARS-CoV-2 initially enters cells to begin an infection.

Underlying conditions, specifically those related to the cardiovascular system, are large risk factors for COVID-19. However, the question remains of whether the underlying condition itself puts patients at higher risk for becoming infected or having a more severe case, or if the underlying physiology that put the patient at risk for the co-morbidity also puts the patient at risk for becoming infected with SARS-CoV-2. ACE2 has been shown to be expressed by cardiac pericytes, but not cardiomyocytes[@CR39]; however direct infection of the heart has not been common. In order for other organ systems to be infected, the virus must cross the epithelial barrier of the lung and the endothelial barrier in the capillaries to enter the blood. How this translocation occurs is unclear; however the pulmonary epithelium is damaged and leaky due to the infection, so it is not unreasonable that the virus would be able to access endothelial cells from the basal surface. Expression of ACE2 must then be present on the basal surface, which has not been established as of now. From *in vitro* studies, the vascular endothelium can become infected[@CR163] which has been seen to cause inflammation[@CR234],[@CR272] and impaired function of the endothelium clinically. The endothelium, specifically in the lung, highly expresses ACE2 as part of the systemic RAS. After pulmonary vascular infection, resulting dysregulation of the ACE/ACE2 and angII/ang(1--7) balance is likely. Increased angII concentrations result in lung injury and vasoconstriction leading to hypertension. Accordingly, hypertension is the most common co-morbidity with COVID-19, including a higher proportion admitted to the ICU.[@CR241]

The kidney is highly involved in the RAS and regulation of blood pressure. The kidney secretes renin, the first enzyme in the RAS pathway, and regulates water content in the blood to regulate blood pressure. ACE2 is strongly expressed in the brush border of proximal tubular cells and weakly expressed in parietal epithelium and podocytes.[@CR98] There is elevated risk of acute kidney infection in COVID-19 patients, and it is associated with higher disease severity and is an adverse prognostic sign.[@CR41] As the kidney is so heavily involved in the RAS, dysregulation of the system plays a major role in kidney function. Therefore, it is not surprising that acute kidney infection is correlated with worse COVID-19 outcomes.

The other common site of initial infection, as it is also exposed to the environment, is the GI tract. ACE2 is highly expressed in the upper and stratified epithelium of the esophagus, as well as in the absorptive enterocytes of the ileum and colon.[@CR270] Clinically, symptoms of nausea and diarrhea provide evidence that many people can become infected with SARS-CoV-2 within the gut. In fact, viral DNA has been found in stool[@CR104],[@CR225]; however whether or not the samples are infectious has yet to be clarified. Interestingly, ACE2 expression in the gut epithelium is known to be involved in amino acid transport, not RAS regulation. ACE2 is commonly co-localized with an amino acid transporter, B0AT1. Using computer modeling, it was shown that when ACE2 is complexed with B0AT1, interaction with TMPRSS2, the cleavage enzyme necessary for viral entry, is reduced.[@CR207] B0AT1 is not commonly expressed in pulmonary epithelium, so the complexation between B0AT1 and ACE2 in the gut epithelium may be protective against infection.

There is much to be understood about the interaction and regulation between the virus and ACE2. Since SARS-CoV-1 downregulates ACE2,[@CR126] SARS-CoV-2 is expected to downregulate ACE2 as well. This downregulation is what disrupts the systemic and pulmonary RAS. However, the downregulation is thought to occur because ACE2 is internalized with the virus, meaning that only epithelial cells at the site of infection, most likely pulmonary, experience the downregulation of ACE2. Since the endogenous function of ACE2 is unknown in the pulmonary epithelium, we do not know what the downregulation does in this system. However, it is assumed that the downregulation occurs systemically as well, as that is where ACE2 functions in the RAS to reduce vasoconstriction and hypertension. How the systemic ACE2 concentration becomes reduced if most of the viral infection occurs in the epithelium is yet to be answered. There is also a question as to why ACE2 is downregulated. Why and how the virus downregulates ACE2 is important to know to understand the pathology of the infection and potentially to be able to treat the disease. In addition, ACE2 expression is known to be homeostatically regulated through many intra- and extra-cellular pathways which are not well understood.[@CR45],[@CR46],[@CR74],[@CR125],[@CR130],[@CR184],[@CR203],[@CR231] Correctly interpreting responses of dynamically regulated systems to perturbations is complicated by the presence of regulation, and usually requires a model-based approach.[@CR44] Animal models that can be infected by SARS-CoV-2 and show similar dysregulation in the RAS would be excellent tools to study the connection between these two factors.

Early Life Exposure {#Sec5}
===================

Viral infection during pregnancy can result in an array of complications (reviewed in Ref. [@CR266]). The effects of SARS-CoV-2 on the fetus are unclear. It is important to consider the impact that the virus has on the mother's health and immune profile, placental function, and whether it is able to reach the developing fetus.

Vertical transmission between mother and fetus has not been demonstrated and is not a pre-requisite for maternal viral infection to cause fetal harm.[@CR266] For example, elevated maternal IL-17a release from RORγt-dependent Th17 cells is associated with greater IL-17a in the fetal brain, resulting in autism spectrum disorder-like phenotypes in offspring in a rodent model of maternal immune activation (MIA).[@CR43] This effect can be induced simply through IL-6 injection,[@CR212] suggesting that future studies on the immune response to COVID-19 in the placenta would be important.

It has not conclusively been determined whether or not the placenta can be infected with SARS-CoV-2.[@CR185] The epithelium of the placenta expresses ACE2, TMPRSS2, as well as other genes necessary for viral replication and budding. Single cell RNA-seq reveals that stromal cells, decidual perivascular cells, villous cytotrophoblasts, and syncytiotrophoblasts (STB) in the human placenta express ACE2.[@CR136] Specifically, ACE2 and TMPRSS2 are expressed by first trimester STB and second trimester extravillous trophoblasts (EVT).[@CR8] Although EVTs did not express ACE2 in early stages, ACE2 expression increased by 24 weeks gestation.[@CR136] Histological studies performed on human placenta similarly indicated ACE2 expression in the cytotrophoblasts and STB, as well as the villous blood vessel endothelium and vascular smooth muscle cells, with increased STB ACE2 expression in tissues from spontaneous miscarriages.[@CR232] ACE2 expression was also observed in the intravascular trophoblasts and decidual cells of the maternal stroma and in the umbilical cord endothelial and smooth muscle cells.[@CR232]

While the effect of maternal infection has yet to have been able to be fully studied, as the virus has not been circulating in the human population longer than the gestational length of human pregnancy, it is becoming clear that the placenta is not resistant from SARS-CoV-2 infection. Placentas from women infected with SARS-CoV-2 were more likely to have histological pathologies associated, such as maternal vascular malperfusion, atherosis and fibrinoid necrosis, and hypertrophy of arterioles;[@CR205] however the placentas were not tested for SARS-CoV-2. To date, there has been no cases of vertical transmission of SARS-CoV-2; however neonatal infants can contract the disease.[@CR4]

The matter of whether or not vertical SARS-CoV-2 transmission occurs is controversial.[@CR132] A study performed on six SARS-CoV-2 positive pregnant women found no evidence of SARS-CoV-2 RNA in the newborns but did indicate elevated virus-specific antibodies in their sera.[@CR267] There are reports of two neonates born to SARS-CoV-2 positive mothers testing positive for SARS-CoV-2 infection based on nasopharyngeal swab.[@CR181] In these cases, the placentas displayed chronic intervillositis with macrophage infiltration, and SARS-CoV-2 RNA was detected in the STB.[@CR181] Others have similarly detected SARS-CoV-2 RNA in placental samples though it was unclear whether it occurred on the maternal or fetal side, and there was no evidence of fetal infection.[@CR185] Drawing conclusions from these studies is difficult as current SARS-CoV-2 tests often suffer from poor accuracy. Apart from vertical transmission, there are questions regarding the impact of maternal COVID-19 diagnosis on gestational outcomes. One case study displayed placental abruption with acute fetal distress in a SARS-CoV-2 positive mother.[@CR127] While the link to COVID-19 is inconclusive, the patient's lack of risk factors along with to the relative rarity of this phenomenon led the authors to recommend increased surveillance in SARS-CoV-2 positive women. In a cohort study on pregnant women with severe COVID-19, 75% delivered preterm with no neonatal deaths or evidence of vertical transmission.[@CR190] It is important to note that the majority of these patients were receiving treatment in the form of hydroxychloroquine or remdesivir.[@CR190] These drugs have had limited to no controlled studies regarding their safety during pregnancy; however the limited data has not shown an increased risk to fetal health.[@CR49],[@CR78] A meta-analysis confirmed elevated risk of preterm birth, preeclampsia, and perinatal death associated with COVID-19.[@CR57]

Controlled studies on pregnant women with COVID-19 present ethical limitations. It is therefore important to develop models that allow for deeper insight regarding the likelihood of vertical transmission as well as mechanisms through which maternal immune response could cause harm to the developing fetus. 3D *in vitro* models of the placenta that capture the transport dynamics and infection potential at this interface throughout gestation could prove useful in determining whether the virus is capable of crossing the fetal barrier. Apart from fetal infection, it is also important to determine how maternal infection could alter placental phenotype. Trophoblast behavior, placental endothelial cell barrier function, and immune cell cytokine release are all important outputs for determining how maternal infection could possibly affect placental function. These factors also have implications for pre-term birth, which is known to be associated with inflammation and infection. There would also be great value in applying models of neuroinflammation and development to determine how COVID-19-associated cytokine profiles may cause changes in the developing brain.

Exacerbants {#Sec6}
===========

Circadian Rhythms and Potential Chronotherapeutics {#Sec7}
--------------------------------------------------

One intriguing component of this disease is its cyclic nature. Anecdotal reports of patients feeling well during the day and taking a turn for the worse at night are common. This is not surprising as pulmonary illnesses such as ARDS and chronic obstructive pulmonary disease (COPD) have long been understood to follow circadian rhythms.[@CR220] Infectious diseases, such as influenza A or bacterial infection, are known to disrupt these circadian rhythms. Greater circadian disruption is associated with poor outcomes following viral infection.[@CR156] A shift in the circadian patterns could cause a discordance across tissues and exacerbate disease state, especially given the importance of these rhythms in the immune system. The importance of understanding the influence of circadian rhythms becomes especially apparent when one considers the fact that over a third of medical workers displayed symptoms of insomnia during the COVID-19 outbreak in China.[@CR274] Furthermore, in addition to existing vulnerable shift workers, shelter-in-place orders may result in labor rearrangements that cause an increase in circadian rhythm sleep-wake disorders in the work force.[@CR112]

Circadian rhythms largely rely on fluctuations in a collection of transcription factors. Disruptions to these fluctuations can strengthen or weaken immune function. Interestingly, macrophages are able maintain circadian rhythms *ex vivo*. In fact, \~8% of the macrophage transcriptome displays circadian oscillations, including parts of the TLR4/TNFα pathway.[@CR119] Similarly, expression of TLR9, which plays an important role in viral recognition, fluctuates throughout the day, and the time of infection impacts disease severity in a murine model of sepsis.[@CR210] Modulation of circadian rhythms has long been appreciated as a method of regulating the immune response. Melatonin, a molecule that is strongly associated with regulating sleep cycles, has been suggested as a possible adjuvant treatment for COVID-19 due to its anti-inflammatory and anti-oxidation qualities.[@CR273] Bmal1 is an important transcription factor that maintains circadian rhythms and exerts anti-inflammatory effects, and Bmal1 knock out mouse models display enhanced viral infection and viral load,[@CR154] as well as increased reactive oxygen species accumulation and IL-1b release.[@CR67] Circadian rhythms are also important in lymph node biology because they modulate promigratory factor expression, resulting in oscillations in lymphocyte activity with homing peaking at night and egress peaking during the day.[@CR61] Healthy lung function also displays circadian rhythms, with peak performance midday and relatively decreased performance early morning.[@CR13],[@CR220] Interestingly, ARDS survivors display high incidences of disturbed sleep patterns following hospital discharge, and chronotherapy (in which a drug is administered at the optimal time based on circadian rhythms) has been recommended as a method to offset this phenomenon and improve patients' quality of life.[@CR261] ACE2 expression also displays circadian rhythms in some tissues,[@CR101] indicating that similar patterns may occur in the airway and that the virus's ability to enter cells may vary throughout the day.

REV-ERBα and RORγ are counteracting nuclear receptors that stabilize the oscillations of circadian rhythms.[@CR69] They both act as transcription co-factors that control the expression of other circadian genes as well as genes related to metabolism, immune function, and other important processes. REV-ERBα activity is linked to the repression of pro-inflammatory signals in macrophages,[@CR69] particularly IL-6,[@CR90] which could be important in staving off the hyperinflammation associated with cytokine storm. Interestingly, REV-ERBα activity is associated with decreased IL-6 release in LPS-challenged alveolar macrophages.[@CR90] Furthermore, high tidal volume mechanical ventilation decreases REV-ERBα mRNA and protein in rats,[@CR142] suggesting a mechanism through which standard end-stage COVID-19 treatment could exacerbate inflammation. In fact, REV-ERBα agonism reduced ventilator induced lung injury-associated edema and inflammation in the same model.

RORγ activity is crucial for Th17 differentiation and activity,[@CR214] and others have already suggested the use of RORγ inhibitors for COVID-19 treatment in the hopes of suppressing excessive Th17 activity.[@CR255] PPARγ has been found to repress RORγ in models of autoimmunity in the CNS, resulting in decreased Th17 differentiation.[@CR124] PPARγ is generally considered to be anti-inflammatory and has also been suggested as a potential target for COVID-19 treatment[@CR28],[@CR68] as its anti-inflammatory actions may lessen the severity of the disease. PPARγ also displays circadian rhythms, and its activation results in increased REV-ERBα transcription and decreased RORγ transcription.[@CR40],[@CR77]

Given that both immune and pulmonary function are highly cyclical, it is important to consider temporal fluctuations in any *in vitro* or *in vivo* model. Targets such as REV-ERBα, RORγ, Bmal1, and Per2 could reveal interesting infection patterns. Detecting any type of phase shift in viral replication and the immune response could be important in fighting this disease. Establishing a zeitgeber into experiments and incorporating greater temporal resolution would aid in understanding how timing of infection impacts the course of the disease and what time of day interventions are most appropriate. Understanding how circadian rhythms impact the progression of COVID-19 could aid in the development of chronotherapeutics.[@CR51] Simply knowing what time of day is optimal for administering a therapeutic could make a difference in the body's ability to clear the virus. Maintaining a regular sleep schedule promotes healthy immune function and is a simple step that can help lower the chances of a poorly timed immune response.

Pollution, Smoking, and Vaping as Environmental Exacerbants {#Sec8}
-----------------------------------------------------------

Particulate matter (PM) in the form of air pollution is quickly emerging as a risk factor for COVID-19 mortality. SARS patients from regions with a high or moderate air pollution index had an 84% increased risk of death compared to patients from regions with low air pollution.[@CR52] Similar trends are occurring for SARS-CoV-2 infection in Northern Italy, which is one of the most polluted areas in Europe, experiencing some of the highest lethality rates in the world.[@CR48] A study in China found that a 10 *µ*g/m^3^ increase in PM was associated with \~3% increase in daily confirmed cases, and a similar American study showed that an increase of 1 *µ*g/m^3^ of PM resulted in an 8% increase in COVID-19 mortality.[@CR253],[@CR279] Traffic related PM has also been shown to increase ACE2 expression in both pulmonary and nasal epithelial cells *in vitro.*[@CR159] Independent of COVID-19, exposure to PM is heavily correlated to cardiovascular disease.[@CR222],[@CR233] PM exposure causes barrier dysfunction and elevated IL-6 production in HUVEC cultures[@CR55] as well as the formation of intracellular reactive oxygen species (ROS) and eventual cellular senescence, even at relatively low levels.[@CR24] The effects of PM exposure on lung function have been widely studied in the context of both air pollution, cigarette smoke, and nanoparticles. For example, diesel exhaust particles (DEP) are readily taken up by the pulmonary epithelium, resulting in altered cytokine production leading to inflammation.[@CR20] Nanoparticle inhalation in mice results in lung inflammation through increased NF-kB, IFNα, IFNβ, IL-1β, and IL-6.[@CR146] PM in general is associated with an increased inflammatory response, causing increased production of TNFα and IL-6 in LPS-challenged macrophages.[@CR88] In fact, mice treated with PM displayed a dose-dependent increase in pro-inflammatory cytokines in the lung and systemically along with greater cell infiltration into the alveoli.[@CR179] PM-induced cytokine production in macrophages could also cause a systemic inflammatory response with increased circulating platelets, leukocytes, and prothrombotic proteins,[@CR102] further contributing to COVID-19-associated mortality. Additionally, one of the hallmarks of ARDS is increased pulmonary vascular permeability, which allows excess fluid and immune cell infiltration into the lung.[@CR93],[@CR128] PM is also known to decrease vascular barrier function,[@CR54],[@CR55],[@CR245] suggesting that exposure could render COVID-19 patients more susceptible to ARDS. PM exposure likewise causes oxidative stress and inflammation in the pulmonary endothelium.[@CR56],[@CR97]

Meanwhile, exposure to PM in the form of cigarette smoke is associated with decreased REV-ERBα transcript in the lung tissue and dysregulated cytokine release in response to LPS challenge[@CR262] and greater inflammation and cellular senescence in REV-ERBα KO mice.[@CR219] Given that cigarette smoke is associated with greater RORγ and IL-17 expression in a murine model of COPD, it is likely that PM exposure could play a role in Th17 hyperactivation in COVID-19.[@CR64] Interestingly, cigarette smoke and air pollution, both of which are risk factors for COVID-19 mortality, also disrupt circadian rhythms,[@CR242] further suggesting a role for the dysregulation of these crucial patterns in COVID-19. E-cigarettes represent a growing public health concern, especially among youths, and they are associated with exposure to PM in the form of ultrafine particles, as well as nicotine.[@CR75],[@CR193] Even sub-chronic exposure to e-cigarettes resulted in increased macrophage and T cell influx into the lung along with increased inflammatory cytokine release and increased ACE2 expression.[@CR244]

Exposure to PM comes with a litany of health risks (hypertension, obesity, diabetes), many of which are common co-morbidities for severe COVID-19. Recapitulating these phenotypes could aid in the development of effective therapeutics for the most vulnerable populations. Co-culture with PM-exposed immune cells or even conditioned media from PM-exposed immune cells could more accurately model the pathogenesis of severe cases.

Outstanding Questions in Prevalence {#Sec9}
===================================

Sex-Differences, Infection vs. Death Prevalence {#Sec10}
-----------------------------------------------

Trends indicate that males are more susceptible to COVID-19-associated mortality.[@CR257] Whereas the higher mortality from SARS-CoV-2 infection in men may be in part due to behavior reasons (higher risk taking, more likely to smoke, less likely to follow safety guidelines),[@CR18],[@CR116] there is also a genetic basis. ACE2 is on the X-chromosome, and ACE2 transcript expression is higher in Asian men than Asian women.[@CR277] Higher expression of ACE2 may result in a higher risk for contracting the disease. Publicly available data from China indicates that the proportion of males who succumbed to COVID-19 is 2.4 times that of females, independent of age.[@CR115] This is not particularly shocking as immune function and phenotype strongly vary between the sexes.[@CR176] For example, females have a higher proportion of CD4^+^ T cells, and males have a higher number of CD8^+^ T cells.[@CR134] Females also generate more activated CD4^+^ T cells in response to T cell receptor (TCR) signaling and exhibit stronger antibody responses, higher B cell numbers, and basal immunoglobulin levels.[@CR85],[@CR199] Generally speaking, females would appear to have more responsive immune systems. Females also have more numerous tissue resident leukocytes along with a higher density of toll-like receptors (TLRs). This is further illustrated by the fact that females are more prone to autoimmune diseases, while males are more likely to succumb to sepsis.[@CR176],[@CR202] Looking more specifically at COVID-19 pathology, it is possible that males are more prone to elevated IL-17 similar to what has been observed in males with ankylosing spondylitis, an autoimmune disorder that is associated with increased Th17 counts in males but not females.[@CR95]

One possible factor in the observed differences in male and female immune systems is the transcription factor PPARγ. Interestingly, females express more PPARγ in their T cells.[@CR66],[@CR271] PPARγ acts as a negative regulator of T cell activation and suppresses cytokine production.[@CR260] Female PPARγ-deficient cells display increased cytokine levels following TCR activation, but this effect is not seen in males, indicating that PPARγ is more important in female immunity than male immunity. PPARγ deficiency in female T cells also skews T cell differentiation. Interestingly, treating male T cells with estradiol results in greater PPARγ expression.[@CR178] PPARγ appears to have a stronger effect on inflammatory diseases in an estrogen-replete environment. These differences are also observed in the lymph node as female PPARγ knock out mice show increased germinal center responses, as well as increased spontaneous antibody production, whereas male mice do not.[@CR177] Interestingly, many of the immune differences observed between males and females become less pronounced if the ovaries are removed,[@CR202] indicating hormones produced and released by the ovaries, progesterone and estrogen, are driving factors in this difference.

Racial/Ethnic Differences {#Sec11}
-------------------------

ACE2 expression is regulated by a variety of factors including behavioral, environmental, and genetic conditions. Asthma, COPD, hypertension, smoking, obesity, and male sex are associated with higher expression of ACE2 in bronchial biopsies, BAL, or blood samples.[@CR195] An ACE2 allele associated with higher expression is more common in the East Asian population compared to Europeans.[@CR27] Higher expression of ACE2 may result in a higher risk of contracting COVID-19, but it also may be protective of lung injury as more ACE2 is available to compensate for downregulation. Expression of ACE2 is at a lower level in the black population, which puts this group at higher risk of arterial hypertension and end organ damage.[@CR47] However, the black population in the United States is being affected by the virus at higher rates. While there are confounding factors, such as socioeconomic status, it is thought decreased expression of ACE2 may limit initial infection rates by SARS-CoV-2. However, if infection does occur, it is more severe due to physiology that is directly related to the limited ACE2 expression, like arterial hypertension.[@CR236] However, there may also be genetic factors involved for the severity of the disease as well.

Opportunities for Bioengineers to study Respiratory Viral Lifecycle {#Sec12}
===================================================================

Immune System Therapeutics {#Sec13}
--------------------------

Using SARS-CoV-1 and MERS-CoV along with the stream of new clinical reports, potential therapeutic targets for COVID-19 continue to be identified. Although many antiviral therapeutics are being investigated, such as remdesivir which targets viral polymerase,[@CR172] managing the host immune response is equivalently, if not more so, important. In the same way different antivirals can target a distinct point of the viral life cycle, the timing coordination of the immune system allows for targeting distinct stages in the response.

Halting the contributions of infiltrating neutrophils and inflammatory monocytes is a clear opportunity for therapeutic intervention. One potential target could be the neutrophil extracellular traps (NETs). NETs are extracellular networks of fibers created by neutrophils, to capture and destroy pathogen. While NETs are highly protective of tissue damage during acute inflammation, they have been increasingly implicated in pathology of immune related disorders.[@CR175] From clinical data, it has been found that a higher NL ratio is seen in more severe cases and in SARS-CoV-1, increased neutrophil infiltration is associated to poor prognosis. One reason for this is the linkage between NETs and thrombosis, as many severe cases of COVID-19 show incidence of thrombosis and hypercoagulation.[@CR123] NETs can act as a thrombosis promoter, as they act as a scaffold to collect platelets and induce coagulation.[@CR133] In multiple clinical studies of COVID-19, patients with severe disease state presented with elevated levels of NET remnants, such as cell-free DNA, myeloperoxidase-DNA complexes, and citrullinated histone H3.[@CR14],[@CR280] Targeting these complexes has been a major interest for potential therapeutics for SARS-CoV-2 and requires further investigation. Beyond identification of NET-specific inhibitors, halting the migration of inflammatory cells into the airspace may represent an additional approach. Previous work has demonstrated that intravenous injection of relatively inert, biocompatible nanoparticles can serve as "distractions" to otherwise migratory leukocytes, stopping their travel to sites of chronic inflammation and halting their pathological contribution. Particles with no added stimulatory or tolerizing moieties demonstrated robust anti-inflammatory preclinical responses to treat West Nile virus, inflammatory bowel disease,[@CR89],[@CR198] sepsis,[@CR34] and acute lung injury,[@CR80] driven by particle phagocytosis and subsequent cell "distraction" of inflammatory monocytes and neutrophils, respectively. This approach has shown potential for mitigating ARDS in COVID-19,[@CR166] with a multitude of other immune-engineering materials approaches currently in development.

In addition to cellular targets, modulation of humoral immunity and soluble factors has been a potential solution to COVID-19 pathology. Convalescent plasma therapy has been tested for safety and efficacy. Due to the importance of neutralizing antibodies for SARS-CoV-2 and the delayed production typically seen, a study has shown that delivering convalescent plasma from recently recovered patients was successful in improving patient outcomes.[@CR19] Clinical symptoms were improved as patients displayed increased oxyhemoglobin saturation, increased lymphocyte counts, and decreased C-reactive protein.[@CR65] This therapy has been shown to have great potential but has some logistical issues to consider, such as patient compliance in donating plasma, collecting high enough quantities to effectively treat enough patients, and determining what populations are most in need of convalescent plasma therapy. Additionally, cytokine-based interventions have been suggested as a response to hypercytokinemia.[@CR110] Drugs such as Tocilizumab, an anti-IL-6R mAb, have been successful in the blocking of IL-6 as treatment for various autoimmune disorders.[@CR276] While these therapies might have potential, the most important cytokine to target and the correct dosing need to be determined, as a full blocking of the pro-inflammatory signature could have deleterious effects.

Finally, as with many highly infectious viruses, many are looking into the development of vaccines for prophylactic protection. Possibilities for vaccines are wide ranging, including RNA/DNA vaccines, recombinant protein vaccines, vectored vaccines, inactivated vaccines, or live attenuated vaccines.[@CR5] Certainly, consideration to the route of administration may prove most valuable, with intranasal and pulmonary vaccination leading to the most robust mucosal protection for respiratory infections.[@CR81],[@CR149],[@CR169] With over 100 COVID-19 vaccines currently in development and many techniques at the disposal of vaccine developers, time remains one of the most crucial factors. Typical vaccines take many years to test for safety and efficacy, but a pandemic scenario has mandated the speeding up of this process.[@CR153] However, caution is still warranted in SARS-CoV-2 vaccine development. Evidence from prior SARS-CoV-1 vaccination studies in rhesus macaques demonstrated that generation of antibodies towards some Spike protein domains led to antibody-dependent enhancement (ADE).[@CR144],[@CR246] These non-neutralizing antibodies instead promote viral uptake into host innate cells such as macrophages and monocytes through Fc-mediated receptors, leading to activation and exacerbation of their pro-inflammatory response.[@CR105],[@CR109] While such potential epitopes are being removed from most vaccine candidates, care must be taken in promoting *protective* and complete immune responses.[@CR105] The difficulty of promoting neutralizing antibody responses while avoiding ADE is the reason why no highly effective vaccine exists for HIV, and why most HIV vaccine candidates actually increased infection rates.[@CR72],[@CR282] So while developing a vaccine remains a major promise, the likelihood of aiding in our current pandemic status remains unclear.

Molecular Pathways and Medical Dosing {#Sec14}
-------------------------------------

Great strides are being made in developing or re-appropriating therapeutics for COVID-19, as there are many clinical trials occurring in parallel. An important factor that needs to be considered is dosing to maximize efficacy and minimize negative side-effects. For example, there have been multiple studies on hydroxychloroquine dosing,[@CR86],[@CR186] which has proven ineffective at treating COVID-19.[@CR21] With all therapeutic clinical trials, it would be beneficial to time the administration of any drugs targeting the immune system with the natural circadian rhythms of the immune response.[@CR189] Autoimmune treatments are shown to be more effective when administered at night,[@CR53],[@CR92] and it is not unreasonable to assume that similar trends may emerge in immune-based COVID-19 treatments. Antiviral therapies should also be administered to optimize antiviral effect.[@CR94] Not much is known about optimal antiviral dosing, but circadian viral oscillations have been observed in other systems,[@CR71],[@CR204] and it is possible that there are times of day that are optimal for viral targeting. Finally, given the proven risk of cytokine storm events in COVID-19,[@CR110],[@CR143] it could be beneficial to optimize dosing and timing of vaccine administration to minimize the risk of these occurring during vaccination while also maximizing the development of a protective immune response.[@CR122]

Dynamic treatment scheduling of this nature has been explored extensively in other contexts, especially in the treatment of HIV[@CR2],[@CR216],[@CR283] and cancer.[@CR10],[@CR151],[@CR284] These approaches have their roots in control theory, in which a predictive mathematical system model is updated in real-time based on measurements, and interventions are chosen to optimize the predicted behavior of the system.[@CR60] Mathematical models exist for many of the phenomena described above, including within-host viral dynamics,[@CR30],[@CR31],[@CR173] circadian rhythms,[@CR11],[@CR201] and cytokine storm dynamics,[@CR79],[@CR265] which could easily be adapted to match COVID-19 infection behavior. Experiments will need to be designed to collect data for model tuning and validation (a process known as system identification in control theory).[@CR26],[@CR152],[@CR158] From there appropriate open-loop strategies (in which a fixed intervention schedule is applied based on measured starting conditions) and/or closed-loop strategies (in which the schedule is continually adapted based on new measurements) can be developed.[@CR32],[@CR239],[@CR281]

Microphysiological Systems {#Sec15}
--------------------------

COVID-19 is a complex, multifactorial disease that manifests with a broad range of pathologies, but microphysiological systems and other engineering approaches can be used to study different components of this disease (Fig. [3](#Fig3){ref-type="fig"}). For example, one feature in many COVID-19 cases is fibrosis. Some believe that the presence of fibrosis on a CT scan is good news as it indicates that healing has begun, while others claim that it is a precursor to the peak stage of the disease and could escalate into pulmonary interstitial fibrosis disease.[@CR263] It is important to understand how SARS-CoV-2 infection impacts ECM generation and how any pre-existing lung injury could impact disease progression. Studying the vascular compartment is also of utmost importance as endothelial dysfunction has proven to be a crucial factor in the pathophysiology of COVID-19.[@CR1],[@CR227] There are numerous 3D *in vitro* models including lung-on-a-chip models that have been useful for studying the role of ECM and vasculature[@CR161],[@CR164],[@CR180],[@CR209],[@CR243] (reviewed in Ref. [@CR167]). The incorporation of an immune component into these pulmonary models would have obvious implications for COVID-19 research, and the field is moving towards the development of such models (reviewed in Ref. [@CR191]). Being able to study how SARS-CoV-2 infection impacts lymph node activity would elucidate many of the immune phenomena that have been observed. Understanding the cytokine profile and the activity of trafficking immune cells would provide insight into the T cell exhaustion and other irregularities that have been observed in COVID-19 patients. The application of kidney models would also be relevant as acute kidney injury has been observed to occur with COVID-19.[@CR41],[@CR217] Kidney-on-a-chip devices have been used for drug transport and nephrotoxicity studies,[@CR111],[@CR140] and advances are reviewed in Refs. [@CR120] and [@CR171]. Applying these models to COVID-19 studies could help clinicians understand how SARS-CoV-2 causes these renal pathologies and what the role of ACE2 may be. Finally, assaying COVID-19 pathology with neural models would be useful for examining long term effects of SARS-CoV-2, after the initial infection has subsided. Coronavirus infections have been shown to have deleterious effects on neurological structure and function and have the potential to lead to long term damage. Coronaviruses have been linked to diseases such as infectious toxic encephalopathy, viral encephalitis, and acute cerebrovascular disease through direct pathogen presence in the CNS, hypoxia associated with respiratory issues, or injury due to neuroinflammation.[@CR12],[@CR254] Models that can investigate the neurotropic mechanisms of the virus, hypoxia injury, and immune injury would be a critical tool for understanding the long term effects of SARS-CoV-2 and help guide therapeutic strategies to overcome them.[@CR99]Figure 3Models that could be helpful in understanding the SARS-CoV-2 infection. Examples of existing model systems may be used or novel models that could be developed to study the pathology of the infection and disease.

For all of these models, it is important to look at samples from both sexes when studying the pathophysiology of COVID-19. Donor sex alone has been found to influence phenotype in pulmonary microvascular endothelial cells.[@CR268],[@CR269] Since hormones can heavily influence immune and lung function, it is important to account for the presence of hormones in media.[@CR29],[@CR223] Phenol red-free media is recommended for such studies because phenol red can interact with estrogen receptors. It is preferable to use hormone-free media and supplement hormones as desired to more closely mimic physiological conditions. Looking at cells from donors of different ethnicities is also important. Ethnic differences in pharmacokinetics have long been appreciated,[@CR37] and there have been calls to standardize reporting of observed ethnic differences in lung function.[@CR23] Given that COVID-19 is disproportionately affecting black populations in the United States, there is value in accounting for that fact in cell-based studies. Unfortunately, access to diverse cell sources can be limited, and therefore efforts should be made to obtain these resources and distribute them to research labs.

*Ex Vivo* Culture Systems {#Sec16}
-------------------------

One potential area of exploration for bioengineers that is being underutilized, is the use of *ex vivo* models. While these platforms are highly complex and challenging to develop, there is a corresponding increase in control and ability to separate spatiotemporal responses, with less sacrifice of physiologic conditions. These models are common for studying organ development[@CR91],[@CR165],[@CR168],[@CR200] and bioreactors for organ and lung conditioning for transplant,[@CR96],[@CR188] but less common with applications to studying disease pathophysiology. This is especially critical in studying SARS-CoV-2 pathology and the progression of COVID-19. While evidence is pointing towards the shift in the immune response from protective to hyperinflammatory, there is a need to discretize this complicated spatiotemporal process, which is very difficult to achieve with patient data alone. Researchers are unable to obtain direct, real-time cell population kinetic data from human patients through the course of the infection, which will be necessary to elucidate the fundamental components of the pathology. Animal models bring our level of control closer to being able to separate and longitudinally analyze responses to viral respiratory infections, but still fail to give the necessary resolution. Therefore, models of complete lung tissue with tailorable introduction of soluble factors and immune components, could be a highly beneficial solution to this. Pathogen (pathogen associated molecular patterns, pseudovirus, or actual SARS-CoV-2) can be delivered to the airway epithelium, and immune constituents (damage associated molecular patterns, cytokines, and immune cells) can then be supplied at designated time points. Due to the nature of these systems, outputs can be measured in real-time via compartment sampling or live imaging to assess the kinetics of the response. Some models currently being used, such as *ex vivo* lung culture models and precision cut lung slices, can be adapted to study both the effects of viral infection and tissue damage, as well as the interaction between lung tissue and infiltrating immune responses.[@CR15],[@CR100] Further, development of microfluidic *ex vivo* lymph node models that allow observation of immune activity within the lymph node have been developed using mouse tissue.[@CR35],[@CR196],[@CR197] Advancing these approaches for comparable studies in human tissue would provide invaluable insight into viral life cycle and immune response.

Preclinical Airway Models {#Sec17}
-------------------------

If the COVID-19 pandemic has illuminated one major opportunity for bioengineers, it is the opportunity to advance understanding of transport within the pulmonary system. Examples of areas in which studying transport could be beneficial include assessing the number of viral aerosols that penetrate a facemask or lead to infection, identifying the precise location of initial viral entry, determining how infection migrates downward through the respiratory tract, understanding the confounding COVID-19 hypoxia,[@CR87] and the development of inhaled therapeutics and/or vaccines. However, these studies are made difficult by the fact that the lung presents significant multi-scale, non-equilibrium transport challenges. Advancing fundamental knowledge in these areas will inform not only COVID-19 disease progression and assessment of new inhaled therapeutics, but advance understanding for a host of other respiratory diseases. Currently, there remains a lack of integrated whole lung preclinical tools or models capable of predicting how an inhaled virus will move dynamically in the lung. An optimal *in vitro* assessment would exactly recreate all of the anatomical features of the human lung; however, the incredible structural complexity, size, and constant motion of the airway necessitates approximations.[@CR155],[@CR170] While animal and *ex vivo* models can provide some insight into aspects of transport phenomena within the human respiratory tract, they do not recreate the asymmetric bifurcations of the human airway-tree needed to accurately model particulate deposition, mucocilliary transport, and localized cellular response.[@CR170] Preclinical pulmonary models that consider these multi-scale transport challenges are currently de-coupled, with experimental and computational approaches independently advancing understanding of aerosol transport through static upper and lower airspaces, particulate transport penetrating through mucosal interfaces, or cellular response in lung tissue mimics or alveolar, air-liquid-interface (ALI) microfluidic models.[@CR3],[@CR76],[@CR84],[@CR107],[@CR155],[@CR183],[@CR213],[@CR218],[@CR226],[@CR235],[@CR237] An outstanding opportunity in the field is to integrate these approaches under physiological breathing conditions. Integrated whole-lung models that incorporate airway structure, breathing maneuvers, and a mucocilliary escalator are still on the horizon, but will provide valuable insight to pathogen and host cell dynamics within the lung.

Mucus {#Sec18}
-----

The role of mucus in COVID-19 pathology needs to be addressed. One autopsy report indicated the presence of high viscosity gelatinous mucus in the bronchi, which could explain the dry cough observed in COVID-19 patients.[@CR263] Increased mucus secretion along with an imbalance in surface liquid volume can cause mucus to become more elastic, making it difficult to clear.[@CR70],[@CR129] Indeed, aberrant MUC5B secretion was observed in the alveolar region in COVID-19 autopsy samples.[@CR106] Being able to model these alterations in mucus would be valuable both for understanding how SARS-CoV-2 causes the dysregulation of mucus production in the epithelium and for understanding transport dynamics with regard to virus secretion and possible uptake of inhaled therapeutics. Mucin based hydrogels have proven to be an attractive option for modeling the mechanical properties of mucus.[@CR117] The presence and qualities of mucus are known to impact diffusion of inhaled therapeutic agents. For example, inflammation can reduce the residence time of Fab' fragments, but PEGylation of these fragments results in prolonged residence time in both inflamed and healthy lungs.[@CR182] Thus, it is important to consider the mechanical properties and mucin-balance of COVID-19-associated mucus when performing drug delivery studies aimed at the airway.[@CR147] Understanding alterations in the airway surface liquid as well as any changes in mucin expression is important with regard to lung function and mucociliary transport (reviewed in Ref. [@CR9]). Another concern is aerosolization of mucus as this could impact healthcare workers by exposing them to the virus during intubation, endoscopic surgery, and tracheotomies.[@CR240] Modeling the likelihood and extent of mucus aerosolization could underlie strategies to minimize transmission and has clear public health benefits.

Ventilation/ARDS Models {#Sec19}
-----------------------

Another group of models with excellent utility in studying the complete life cycle of COVID-19 are ventilator models or models capable of examining the development of ARDS. Much of the research will be focused on the early stages of disease progression; however these later stage models can be valuable in addressing severe disease outcomes and identifying therapeutic targets. Whereas ventilator-induced lung injury (VILI) has been well studied, there is still no other option for COVID-19 patients with severe respiratory issues.[@CR211] Clinical reports show approximately 5--15% of patients infected with SARS-CoV-2 require a ventilator and intensive care observation.[@CR160] There are a variety of *in vivo* and *ex vivo* models that have been used to study VILI, and their adaptation to COVID-19 studies can help provide information as to how these severe cases and pathologies are made worse by ventilation.[@CR42],[@CR249] In addition to VILI, SARS-CoV-2 has been shown to lead to edema, fibrosis, and ARDS. Although the definition for ARDS is broad and can be applied to many diseases, interestingly, clinical data has shown that COVID-19 presents in a very specific form of ARDS.[@CR87] This highlights the need for models that mimic the specific pathophysiology seen in COVID-19 as a way to identify therapeutic targets. One main challenge is the lack of ARDS models currently in use, as a murine ARDS model does not exist. This points toward a potential for model development in larger animal models or synthetic approaches that more appropriately represent human disease. There are a number of swine models capable of reproducing ARDS immunopathology being seen in COVID-19 patients, and further development of these models will help researchers in understanding SARS-CoV-2 infection. These approaches will have major implications on discovering and testing therapeutics for this virus but can broadly be applied to a number of ARDS inducing conditions such as pulmonary infections, sepsis, contact with toxic materials, and physical injury.[@CR7] Additionally, more advanced models can be used to allow direct comparisons between clinical outcomes observed in patients and the ARDS model to improve the transition of therapeutics and treatment strategies into clinical trials.

Conclusions {#Sec20}
===========

COVID-19 simultaneously affects multiple tissues in ways that we are only beginning to understand. Clinical samples have been enormously helpful in providing information that aids in characterizing the disease, but performing controlled experiments is still difficult. Due to animal model limitations, there is an opportunity to apply human cell-based models to SARS-CoV-2 research to investigate the effects of the virus on a tissue by tissue basis with high spatiotemporal resolution. An added benefit is the ability to perform controlled experiments that are impossible in a clinical setting. The ability to study the SARS-CoV-2-induced cytokine profiles in the context of different stressors would make it possible to look at specific mechanisms underlying the pathophysiology of COVID-19 to answer unresolved questions regarding viral entry, the resulting immune cascade, and the factors that determine whether the virus is cleared or if hyperinflammation occurs. Engineered models can also be used to investigate the ways in which known risk factors exacerbate disease progression at the cellular and molecular level and help dictate avenues for additional therapies for at-risk populations. A benefit of complex models over traditional *in vitro* models is the ability to look at intercellular interactions and to consider multiple aspects at one time. Hypercytokinemia, ARDS, and hypercoagulopathy are some of the most obvious features in COVID-19-related mortality and morbidity, and a vascularized, perfusable lung model that incorporates immune function could aid in investigating these phenomena individually or in combination with one another. Models of other tissues such as the placenta, gut, kidney, or neurons could also aid in understanding how the virus potentially infects or otherwise impacts the body apart from the lung (Fig. [4](#Fig4){ref-type="fig"}). These strategies could dissect direct effects that are caused by the virus itself from indirect effects caused by systemic inflammation. They could also determine appropriate therapies to target individual tissues to minimize dysfunction, if necessary. Questions regarding aerosol generation and deposition and mechanical properties of lung tissue and mucus would also benefit from an engineering approach. By characterizing and then controlling these phenomena to learn how the virus moves and is deposited throughout the body, we can determine the impact on disease progression and possibly how to minimize these observed effects.Figure 4SARS-CoV-2 impacts a variety of tissues. The implementation of models to study factors such as infection dynamics, inflammation, and other factors would greatly benefit the field.

There is value in investigating multiple factors and the ways in which they interact. For example, obesity and PM exposure are both independent risk factors for poor COVID-19 outcomes,[@CR58],[@CR118],[@CR253] but PM exposure can also increase risk of obesity.[@CR247],[@CR250] Furthermore, circadian disruption is associated with obesity,[@CR82],[@CR83] and PM exposure can perturb circadian rhythms.[@CR141],[@CR242] Developing strategies to investigate these factors separately and in tandem could help determine if there is a synergistic effect or if both risk factors increase vulnerability through similar mechanisms. Furthermore, PM exposure and circadian rhythm disruption could impact cytokine release, and additional studies are needed to confirm the mechanism through which this occurs and the implications for COVID-19 treatment. Models that allow for high temporal resolution and separate control of interdependent physiological and environmental factors and phenotypes would be invaluable for COVID-19 pathophysiological studies.

The impact of biomedical engineering on COVID-19 research has the potential to be far-reaching, especially if partnerships and collaborations with clinicians and clinical centers are established. In addition to the repurposing of existing tools and models for COVID-19 investigations, our community should endeavor to develop approaches and model systems that integrate the investigation of the complex physiological, temporal, and environmental, racial, and sex-based variables outlined herein to not only be applied to this disease but that can be applied for studies on pathogen response and lung injury more broadly. The use of engineered systems will undoubtedly accelerate the pace of COVID-19 research, bringing us closer to viable treatment strategies.
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