I. INTRODUCTION
Physical and biological systems can never be fully isolated from their environment. This includes the dynamics of microbes in time-varying external conditions (e.g., antibiotic treatment) [1] [2] [3] [4] , or protein production in gene regulatory networks, influenced by the stochastic binding and unbinding of promoters [5] [6] [7] [8] [9] . Other examples can be found in models of evolutionary dynamics [10] [11] [12] [13] , the spread of diseases [14] , and in ecology and population dynamics [15] [16] [17] [18] . Many of models of these phenomena contain two types of randomness: one intrinsic to the system itself, and another generated by the noise in the environmental dynamics. The study of open quantum systems defines an entire area of research [19] [20] [21] .
These examples share a common structure: there is the system proper and the environment, and a coupling between them; this interaction can act either in one way or in both directions. In such situations it is often not possible (or desirable) to track and analyse in detail the dynamics of the system and that of the environment. Instead the focus is on deriving reduced dynamics for the system itself, which in some way account for the influence of the environment on the system. Work on open quantum systems for example focuses on understanding the dynamics of reduced density matrices after integrating out the environment [19] [20] [21] .
Existing work on open classical systems includes those described by stochastic differential equations (SDEs) coupled to continuous environments [10, [22] [23] [24] , and deterministic models with discrete external noise [25] [26] [27] . A specific case of Brownian particles, subject to random external gating is considered in Ref. [28] . In chemical or biological systems the quasi-steady-state approximation or related adiabatic reduction techniques can be used to eliminate fast reactions [29, 30] .
In this paper we consider open stochastic systems with discrete states. While some of our work is applicable more generally, we mostly focus on populations of interacting 'individuals'. We will often use the words 'system' and 'population' synonymously. Examples we have in mind are chemical reaction system with discrete molecules, or populations in biological systems, composed of members of different species. For a fixed environment, such a system is described by a (classical) master equation defined by the transition rates between its discrete states. These transitions are typically events in which particles are produced or removed from the population, or in which a particle of one type is converted into another type. In biological populations they can represent birth or death events. We are interested in cases in which such a population is coupled to an external environment, which also takes discrete states. The environmental states in turn affect the transition rates within the population.
Our aim is to study the reduced dynamics of such systems after the environmental dynamics are integrated out. In particular we focus on the limit in which the environmental dynamics are fast compared to those of the population, but where the separation of time scales is not infinite. We ask what the reduced dynamics looks like, if and how it can be interpreted, and how one might go about simulating it efficiently. In a companion paper (Ref. [31] ) we build on these results, and carry out expansions of the reduced dynamics for weak intrinsic and environmental noise.
The remainder of the paper is organised as follows. In Sec. II we introduce the type of model we address, a classical stochastic system with discrete states coupled to an external environment, also with discrete states. We derive an effective master equation in the limit of fast time scales of the environmental switching; specifically, our analysis includes next-order corrections to the adiabatic limit of infinitely fast environments. In Sec. III we focus on the case of two environmental states, and use a simple example of a population with two species and two environmental states to illustrate the reduced dynamics. We show how negative transition 'rates' can arise in the reduced master equation. Sec. IV then focuses on the analysis of this reduced master equation in continuous time. We show that negative solutions can result at short time scales for certain initial condition. We comment on the origin of these unphysical transients, and demonstrate that the reduced master equation can nevertheless describe stationary distributions at long times with more accuracy than the dynamics in the adiabatic limit. In Sec. V we provide a physical interpretation of the reduced dynamics in discrete time. Specifically we show that a discrete-time process with reaction rates drawn from a Gaussian distribution at each time step can capture dynamical features of the full dynamics of system and environment. In Sec. VI finally we establish a criterion for the occurrence of negative rates for models in which the environmental dynamics has two states and is independent of the state of the population. We summarise our results in Sec. VII, and discuss their relevance and future lines of research which follow on from the work presented here.
II. GENERAL DEFINITIONS AND REDUCED MASTER EQUATION

A. Model
We focus on a classical system with discrete states, labelled , which is coupled to an environment also taking discrete states, which we label σ. The system and the environment evolve in continuous time. The dynamics of the system itself depend on the current state of the environment. The environment in turn switches between its states, with transition rates which can depend on the state of the system. The combined dynamics of system and environment are then governed by the master equation
where p( , σ, t) is the joint probability of finding the system in state and the environment in state σ at time t. The object M σ is an operator, and determines how the state of the system can change when the environment is in state σ. More specifically, the effect of the operator can be written in the form
The matrix element R (σ) → describes the rate at which the system transitions from state to state when the environment is in state σ. For a chemical reaction system, the types of allowed transitions are specified by the stoichiometric coefficients; together with associated reaction rates these determine the transition matrix. In the context of population dynamics the matrix R (σ) → is defined by the underlying birth and death processes (e.g., see Refs. [32, 33] ).
The second term in Eq. (1), proportional to λ, characterises the environmental switching. The rate with which the environment transitions from state σ to state σ is λA σ→σ ( ). In the most general setup, these can depend on the state of the system. We write λA( ) for the corresponding transition matrix. The pre-factor λ > 0 has been introduced to parametrise the time scale of the environment, relative to the internal dynamics of the population. To fix the diagonal elements of both transition matrices, we use the convention R (σ)
We introduce the notation Π( , t) = σ p( , σ, t) for the marginal of the probability distribution after integrating out the environment. The general objective of this paper is to study the time evolution of this marginal distribution in the limit of fast-switching environments, λ 1.
B. Simplification in the adiabatic limit
We first consider the so-called 'adiabatic' limit of infinitely fast environmental switching, λ → ∞. In this limit and similar to [25] we find from Eq. (1)
for all . Writing the joint distribution p( , σ, t) in terms of the marginal Π( , t) and a conditional probability ρ(σ| , t), we have p( , σ, t) = ρ(σ| , t)Π( , t). Substituting this into Eq. (3) we find
for all , for the stationary distribution of the environment conditioned on the state of the system. We label this stationary distribution by an asterisk. In the adiabatic limit we then have
We will use this relation as a starting point for further analysis; in the course of this analysis we also obtain the reduced dynamics for Π( , t) in the adiabatic limit.
C. Reduced master equation for large, but finite separation of time scales
Our next aim is to derive reduced dynamics in the limit of fast environmental switching, but keeping the timescale separation finite (i.e., λ large, but finite). Specifically, the objective is to derive a closed equation for the time-evolution of the distribution of states Π( , t). This is done by performing an expansion of the joint master equation for system and environment in powers of the time-scale separation λ −1 . We then retain the leading and sub-leading terms, and integrate out the environment. The algebraic steps are similar to those in Ref. [25] , in which the authors work in the context of piecewisedeterministic Markov processes. We carry out the calculation starting from a system with discrete states . As we will see below, this leads to interesting features of the reduced dynamics, not necessarily seen for continuous states.
To separate leading-order terms from sub-leading contributions we start with the decomposition
The term w σ ( , t) describes deviations from the adiabatic limit [Eq. (5)], due to a finite time scale of the environment. It includes corrections of order λ −1 and higher, i.e. w σ ( , t) is in itself a power series. Because of normalisation, this ansatz requires σ w σ ( , t) = 0, for all . We proceed by inserting Eq. (6) into Eq. (1), and obtain
where one further term has been eliminated using Eq. (4). Next, we sum over the environmental states σ for each . We find
(8) Once the w σ ( , t) are expressed in terms of Π( , t), this equation describes the time-evolution of Π( , t), valid to sub-leading order in λ −1 . To find the leading contribution to w σ ( , t) we collect the terms of order (1/λ) 0 in Eq. (7),
where we have used Eq. (8) to further simplify the result. Effectively, we have disregarded terms of order λ −1
in Eq. (7). This procedure indicates that the w σ ( , t)
are to be obtained as the solution of Eq. (9), subject to σ w σ ( , t) = 0 for all and t. The truncation of higher order terms of leads to an error in Eq. (9) of order λ −1 . We note that in specific cases master equations for the system can be obtained in closed form without truncation (examples can be found in Refs. [34, 35] ). These usually rely on specific properties of the model, such as linearity. Eqs. (8) and (9), while constituting an approximation to sub-leading order in λ −1 , hold more generally; we have not made significant restrictions on the dynamics of the system (i.e., on the operators M σ ). For example, the approach can be used for population dynamics defined by birth and death processes, and with an arbitrary number of species. It can also be applied to spatially extended or networked systems.
III. TWO ENVIRONMENTAL STATES: REDUCED MASTER EQUATION AND BASIC EXAMPLE
A. Environmental dynamics independent of the state of the system
We now make a simplifying assumption, and consider the case in which the environmental switching dynamics are independent of the state of the population. That is to say, the transition rate matrix A σ→σ does not depend on . In this case, the stationary distribution of the environment in the adiabatic limit is independent of the state of population, i.e., ρ * (σ| ) = ρ * σ . The more general case is discussed further in Appendix A and also in a further example in [31] .
In this simplified case the dynamics in the adiabatic limit are given by
where M avg = σ ρ * σ M σ is an effective, average operator. Equation (10) is obtained from Eq. (8) by sending λ → ∞, and using ρ * (σ| ) = ρ * σ . Equation (9), on the other hand, reduces to
While the above procedure applies to an arbitrary number of discrete environmental states, it is useful to look at the case of two states, which we label σ = 0 and σ = 1. We then have w 0 ( , t) = −w 1 ( , t) for all and t. To shorten the notation, we write k 0 and k 1 for the switching rates A 1→0 and A 0→1 respectively. In the adiabatic limit, the probabilities of finding the environment in each of its two states are then given by
From Eq. (11) one obtains
Substituting in Eq. (8) and simplifying, we arrive at
where
For systems with two environmental states and with population-independent environmental switching, Eq. (14) is a general result approximating the dynamics in the limit of fast switching. It captures the timeevolution of Π( , t) up to and including sub-leading terms in λ −1 . We discuss limitations to its physical interpretation below. Despite these limitations we will refer to Eq. (14) (and its analogue for more complicated setups) as a reduced master equation. An expression similar to Eq. (14) was derived in Ref. [25] for systems with continuous states. We note that (14) preserves total probability, i.e., 
Reduced dynamics
We next consider a specific example. This will help reveal a number of interesting features which can emerge in the reduced dynamics.
The example describes a population with two types of particles, labelled A and B. Particles of either type are removed with constant per capita rates γ and δ, respectively, and are created with rates Ωα σ and Ωβ σ . These production rates depend on the state of the environment, as indicated by the subscript. The population takes states = (n A , n B ), where n A is the number of particles of type A, and n B the number of particles of type B. We then have operators
, and similarly for E B . The switching between environmental states is the same as in the previous section. Using Eq. (14) we find,
where ∆α ≡ α 0 − α 1 and ∆β ≡ β 0 − β 1 , and where
The quantity α avg is given by
, and similar for β avg . We have suppressed the explicit dependence of Π on n A , n B and t to keep the notation compact.
We can interpret the reduced master equation as a set of reactions. The first two terms on the RHS of Eq. (17) describe particle removal, present already in the original model, and independent of the state of the environment. The terms in the second line are birth reactions, as appeared originally in the model. They describe the production of single particles of type A or B. These reactions now occur with effective birth rates, indicated in Eq. (18) . For a given set of model parameters these effective rates α eff and β eff are non-negative, provided the switching is fast enough. Given that the reduced dynamics are derived in the limit λ 1, we always assume that the time-scale separation λ is large enough so that α eff , β eff ≥ 0.
The remaining terms in Eq. (17) represent reactions which are not present in the original model; they arise from the effects of integrating out the environment. These terms represent 'bursting' reactions; they describe events in which two particles of type A are produced simultaneously, or two particles of type B, or one of either type. This is illustrated in Fig (16), and (b) the approximation to the model described by Eq. (17) . In the original model the next event can take the population from (nA, nB) to four possible destinations: (nA ± 1, nB), (nA, nB ± 1). The bursting reactions in the reduced model lead to further states which can be reached, indicated by grey dashed arrows; these are (nA +2, nB), (nA, nB +2), (nA +1, nB +1). For certain choices of parameters the transition to (nA + 1, nB + 1) can have a negative 'rate'. In this case the flow of probability is from (nA + 1, nB + 1) to (nA, nB) as indicated by the red dotted arrow; see Sec. IV A for details.
Positive correlation between the species
In the case ∆α∆β > 0, the correlations between n A and n B are positive. There is one state of the environment which favours both species, i.e., they each have a higher birth rate in this environmental state than in the other. All rates in Eq. (17) are positive (provided λ is sufficiently large, so that α eff , β eff ≥ 0). There is then a clear and unique way of interpreting this master equation as a continuous-time Markov process. The events described by the various terms are as above: single deaths, single births, and bursting reactions in which two particles are produced. The notion of sample paths is well-defined; they can be generated using the standard Gillespie algorithm [36, 37] .
Some support for the validity of the reduced master equation in describing stationary states is given in Fig. 2 , panels (a)-(c). In panel (a) we show the stationary distribution obtained from numerically integrating the full master equation Eq. (1), i.e., from the full dynamics of population and environment. This is for the case ∆α∆β > 0. Panel (b) shows the corresponding distribution from numerical integration of the reduced master equation (17) . In panel (c) we have taken the adiabatic limit λ → ∞. In each case the numerical integration is carried out using a Runge-Kutta scheme (RK4). The reduced dynamics capture the correlations between n A , n B in the original model; this correlation is no longer seen in the adiabatic approximation. Panel (d) shows the marginal distribution for the quantity n A + n B to allow better comparison.
These observations lead to the following physical picture. In the case of infinitely fast environments (adiabatic limit) the noise from then environmental process is entirely neglected, resulting in a narrower stationary distribution [ Fig. 2(d) ]. In addition, our analysis shows the environmental process introduces a positive correlation between n A and n B . This correlation is lost in the limit of infinitely fast environmental switching.
Anti-correlations and negative transition rates
When ∆α and ∆β have opposite signs, the interpretation of Eq. (17) presents an interesting feature. In this situation the (pseudo-) rate of the last reaction (Ω 2 θ 2 /λ)∆α∆β is negative, irrespective of the value of λ. The interpretation of this term is then not clear a priori, and Eq. (17) is not a master equation in the usual sense. We will nevertheless refer to it as the reduced master equation, quotation marks or a prefix 'pseudo-' are implied. Similarly, we will continue to speak of rates, even if these are negative. From Eq. (17) it is clear that negative rates of this type are present in this example if and only if ∆α∆β < 0.
We discuss the interpretation and limitations of master equation with negative rates in the next Section.
IV. INTERPRETATION OF NEGATIVE RATES:
CONTINUOUS TIME
A. Flow of probability and 'renormalised' reaction rates
In order to better understand a master equation with negative rates, we focus on a pair of states, which we label and , and on a single reaction of type → occurring with a rate R → . In the specific example above one would have = (n A , n B ) and = (n A + 1, n B + 1). The corresponding terms in the master equation are then
In conventional cases the rate is positive, R → > 0. The master equation then describes a non-negative probability flow R → Π( ) from to (we suppress the time dependence of Π( ) for convenience).
For R → < 0, the flow of probability per unit time in Eqs. (19) is |R → | Π( ) ≥ 0 from to . This is different from situation in conventional Markovian systems. The flow is directed from to , but proportional to the probability already present at . This is illustrated for the two-species model by the red arrow from (n A + 1, n B + 1) to (n A , b N ) in Fig. 1 . Furthermore, the magnitude of this flow does not depend on Π( ). Instead it is proportional to Π( ), the probability of the state toward which the flow is directed. In making this argument, we have assumed Π( ) ≥ 0. This assumption is not always justified in master equations with negative rates, see below. However the above argument holds more generally: a negative value of R → Π( ) indicates a positive probability flux |R → Π( )| from to . An approach to renormalising master equations with negative rates has been proposed in Refs. [38, 39] in the context of open quantum systems. We illustrate this using Eqs. (19) , assuming again R → < 0. For Π( ) > 0 one defines the renormalised transition rate
The master equation (19) can be then written as
Equations (21), then, resemble a more traditional master equation, and T → is the rate for transitions from to . However, this rate depends on the probability distribution Π, in particular T → is a function of Π( ). This indicates non-Markovian properties [20, 38, 39] . The renormalised reaction rates can be used to adapt Gillespie's simulation algorithm for the generation of sample paths of stochastic systems [36, 37] . We describe these adaptations in Appendix B 1. We have tested the resulting algorithm on the two-species example with ∆α∆β < 0, and as seen in Fig. 2(h) , it captures the anti-correlation of n A and n B in the stationary distribution. However, the algorithm does not reproduce all dynamical features of the original dynamics of system and environment (see Appendix B 1). A separate sampling algorithm is described in Appendix B 2. This method simulates the solution of reduced master equations (including those with negative rates), but it does not attempt to generate sample paths.
B. Lack of positivity in initial transients
The reduced master equation (8) preserves overall probability, in the sense that dΠ( ,t) dt = 0. However, if a negative rate is present, one can always find initial conditions so that negative solutions result at short times. Assume for example that R → < 0 for a particular pair of states and . We now choose initial condition Π( , t = 0) = 1, and vanishing initial probability for all other states. From Eq. (19) one then sees that dΠ( ,0) dt = −R → > 0, and
Thus, Π( , t) will go negative.
We have verified this by numerically integrating the reduced master equation (17) . For example, if the ini- tial condition is chosen as a delta-peak concentrated on one state = (n A , n B ), the numerical solution for Π(n A + 1, n B + 1) is negative for a limited time as shown in Fig. 3 . We analyse this further in Fig. 4 , where we show the duration t * of the initial transient in which negative probabilities are accumulated. The data suggests that this time window is limited to a duration of order λ −1 . It is not surprising that Eq. (17) should become unphysical on short time scales. The typical time between switches of the environmental state is of order λ −1 , and the reduced dynamics were derived by integrating out the fast environmental dynamics. We cannot expect Eq. (17) to resolve the physics of the problem on time scales shorter than order λ −1 , as then the detailed mechanics of the environment become important. We note that negative transients have been observed before in reduced dynamics for open classical and quantum systems [40] [41] [42] [43] .
We have verified that the appearance of transient negative solutions can be cured by first integrating the full master equation describing the population and the environment for a short period of time, and then subsequently changing to the reduced master equation (17) . Alternatively, the reduced dynamics can be started from 'slipped' initial conditions [40, 42] .
Parallels can be drawn between the occurrence of negative transients in reduced master equations and the well-known Pawula theorem for Kramers-Moyal expansions [44, 45] . This theorem shows that carrying out a Kramers-Moyal expansion on a discrete stochastic system only produces physical results for the dynamics if the expansion truncated after terms of order one (resulting in a Liouville equation describing the deterministic flow in the limit of infinite populations), or of order two (resulting in a Fokker-Planck equation describing the diffusion approximation of the individual-based model). Truncation at any higher order can lead to negative transients. This does not, however, imply that such expansions are of no use. On the contrary, outside the initial transient a truncation to order n ≥ 3 of the Kramers-Moyal expansion can produce better agreement with the probability distribution of the system that is being approximated than the traditional Fokker-Planck truncation (n = 2), see Ref. [45] for details and examples. Even though the expansion may lead to unphysical results at short times, it may still be valuable at long times, for example to calculate stationary distributions.
We have tested this for the model with two types of particles defined in Sec. III B. The stationary distribution obtained from numerical integration of the reduced master equation (17) for ∆α∆β < 0 captures the negative correlation of n A and n B in the original dynamics. This can be seen in Fig. 2(e) and (f). Working in the adiabatic limit, however, one finds significant deviations [panels (g) and (h)].
V. INTERPRETATION IN DISCRETE TIME
The results of the previous Section indicate that the reduced master equation containing negative transition rates does not have a physical interpretation at short time scales. Solutions can go negative at short times, and as a consequence reduced master equations with negative rates do not describe the statistics of a continuous-time stochastic processes. In this Section we show that a valid physical reduced dynamics can be formulated for discrete time steps. To do this we look the full dynamics of system and environment in discrete time, and provide an interpretation of the reduced dynamics at the level of discrete-time sample paths.
A. Effective time-averaged reaction rates
We focus again on the two-species example given in Sec. III. An interpretation of the terms in Eq. (17) can be obtained by looking at one sample path of the full model (population and environment) for a time interval I ≡ [t 0 , t 0 + ∆t]. We focus on the birth reactions. If the production rate Ωα of particles of type A were constant in time, the number of birth events in the interval would be a Poissonian random variable with parameter Ωα∆t, and similarly for particles of type B (see also Ref. [46] ). In the present model, the production rates are not constant as they depend on the time-dependent state of the environment. For a given trajectory of the environment we introduce the quantity
and a similar definition for β; the quantities Ωα and Ωβ are time-averaged production rates in the time interval I. We note that α and β are random variables when ∆t is finite, as they depend on the random path of the environment, σ(t ), t ∈ I. We suppress the dependence of α and β on t 0 in our notation. The quantities α and β will in general be correlated, as they derive from the same realisation of the environment. The main principle of the calculation that follows is to approximate α and β as correlated Gaussian random variables, while capturing their first and second moments. This Gaussian approximation is justified provided that there is a large number of switches of the environment during the time interval I, i.e., when λ∆t 1. The number of production events of particles of type A in I can then be expected to be Poissonian with parameter Ωα∆t, and similarly for B.
B. Averaging out the environmental process
Correlations of the environmental process decay on time scales proportional to λ −1 . This means that the environment is in its stationary distribution, except for a short period of order λ −1 at the beginning. For λ∆t 1 this period constitutes a negligibly small fraction of the time interval, and the distribution of σ(t ) can hence be assumed to be the stationary one at all times t during the interval. Writing . . . for averages over the environmental process we have α = α avg and β = β avg .
For the second moment of α we find
where ρ[σ, min(t, t )] is the probability distribution of σ at the earlier of the two times t and t . It is given by the stationary distribution of the environment, ρ[σ, min(t, t )] = ρ * σ , with ρ * σ as in Eq. (12) . The notation ρ(σ , τ |σ) in Eq. (23) indicates the probability of finding the environment in state σ if τ units of time earlier it was in state σ (τ > 0). These can be obtained straightforwardly from the asymmetric telegraph process for the environment, ρ(0, τ |0) = ρ * 0 1 + k1 k0 e −λ(k0+k1)τ , and
Using this in Eq. (23) we find
For λ∆t 1 the first term in the square bracket dominates relative to the second, so we can approximate
with θ 2 = 2k 0 k 1 /(k 0 + k 1 ) 3 as before [see Eq. (15)]. Following similar steps one finds
We therefore approximate the joint probability distribution ofᾱ andβ in the fast switching limit as a bivariate normal distribution with these parameters.
C. Resulting event statistics
The probability that exactly m A production events for species A occur during the time interval ∆t, and m B for species B, is given by
resulting from Poissonian statistics for given α, β, subsequently averaged over the Gaussian distribution for α and β (this average is indicated as . . . α,β ). Expanding in powers of ∆t, and carrying out the Gaussian average we find
where we have ignored higher-order terms (those which go like ∆t 3 or ∆t 2 /λ). Larger numbers of production events (m A + m B ≥ 3) do not contribute at this order.
It is tempting to consider the limit of infinitesimally small ∆t, and to use the first-order terms in ∆t in Eq. (27) to construct reaction rates. If one does so, one recovers the rates exactly as they appear in the reduced master equation (17); for example one would infer a rate of 1 2 (Ω 2 θ 2 /λ)(∆α) 2 for events in which two particles of type A are produced and none of type B (m A = 2, m B = 0). The rate of an event in which one A and one B are produced simultaneously would be (Ω 2 θ 2 /λ)∆α∆β, which is negative if ∆α∆β < 0. However, taking the limit ∆t → 0 at fixed λ is not compatible with the assumption that a large number of environmental switching events occur in a given timestep, i.e., λ∆t 1.
To illustrate this we carried out simulations of the full model of population and environment, and measured how many birth events of either particle type occur in a typical time interval of length ∆t. Specifically we focus on the probability P (m A = 1, m B = 1) of seeing exactly one birth event of type A and one birth event of type B during such a time interval; note that in the full model these births occur in two separate events. Results are shown in Fig. 5 . The solid lines show the predictions of Eqs. (27) , results from simulations of the full model are shown as markers. We first notice that simulations deviate from the results of Eqs. (27) at large values of ∆t. This is to be expected as Eqs. (27) are derived neglecting higher-order terms in ∆t. Simulations and the above expressions agree to good accuracy at intermediate values of the time step; we write ∆t * for the lower end of this range, and ∆t * for the upper end. As seen in Fig. 5 , the lower threshold ∆t * decreases as the switching of the environment becomes faster (i.e., λ is increased). The reduction of the threshold is in-line with the requirement λ∆t 1 for the theoretical analysis above. When the predictions of Eqs. (27) for P (m A = 1, m B = 1) match simulations of the full model they are largely determined by the term of order ∆t 2 , see again Fig. 5 (the slope of the simulation data in the log-log plot is then approximately two as indicated by the dashed lines). This term, ∆t
2 Ω 2 α avg β avg , is positive, irrespective of the sign of ∆α∆β. At low values of ∆t ∆t * , we observe systematic deviations between simulations of the full model and the expressions in Eqs. (27) . For the case ∆α∆β < 0 it is obvious that this must occur: at small ∆t, Eqs. (27) predict P(m A = 1, m B = 1) ≈ (Ω 2 θ 2 /λ)∆t∆α∆β < 0, whereas P (m A = 1, m B = 1) is non-negative in simulations by definition. Deviations at small time steps are also seen when ∆α∆β > 0, see the left-hand panel of Fig. 5 . The expression in Eqs. (27) shows a cross-over to linear scaling in ∆t, whereas simulation results scale approximately as ∆t 2 . The construction in this Section confirms the limitations of the reduced master equation when negative rates are present. Some of the expressions in Eq. (27) become unphysical at short time scales, just like the transient solutions of the reduced master equation. This is due to the expansion used when going from Eq. (24) to Eq. (25), where we explicitly assumed λ∆t 1. At the same time, the discrete-time approach reveals that a physically meaningful reduced process can be defined provided ∆t is not too small. We use this to describe a concrete algorithm for the simulation of discrete-time sample paths in the next Section.
D. Simulation procedure for discrete-time sample paths
The analysis of the previous section is based on a discretisation of time into intervals of length ∆t. In the limit of fast switching of the environment it then assumes that the time-averaged birth rates Ωα and Ωβ are Gaussian random variables with statistics given in Eqs. (25) . We will now use this interpretation to define an algorithm with which to approximate sample paths of the full model in discrete time. We note that α and β can take negative values in this Gaussian approximation. This issue arises irrespective of the sign of ∆α∆β and is separate from the problem of negative rates in the reduced master equation. The probability for α and/or β to be negative is exponentially suppressed in λ∆t, as the mean of the Gaussian distribution, (α avg , β avg ), does not depend on λ or ∆t, and the covariance matrix is of order (λ∆t)
[Eq. (25) ]. As the switching of the environment becomes faster the distributions of α and β become increasingly peaked around their mean. For the purposes of the numerical scheme we truncate the distribution at zero. The algorithm uses ideas from the τ -leaping variant of the Gillespie algorithm [46] , and proceeds as follows:
1. Assume the simulation has reached time t and that the current particle numbers are n A and n B . Draw correlated Gaussian random numbers α and β, from a distribution with α = α avg , and β = β avg , and with second moments as in Eqs. (25) . If α < 0 set α = 0 and similar for β. 2. Using the α and β just generated, draw independent integer random numbers m A and m B from Poissonian distributions with parameters Ωα∆t and Ωβ∆t, respectively. 3. For the death processes draw Poissonian random variables m A and m B from Poissonian distributions with parameters γn A ∆t and δn B ∆t respectively. 4. Update the particle numbers to n A + m A − m A and n B + m B − m B , respectively (if this results in n A < 0 set n A = 0, and similar for n B ). 5. Increment time by ∆t and go to 1. We have introduced a cutoff procedure in step 4, in order to prevent particle numbers from going negative. This is necessary due to the discrete-time nature of the process, and well-known in the context of τ -leaping [46] . In particular this is not related to the appearance of neg- ative rates in the reduced master equation, and applies in the case ∆α∆β > 0 as well. We have carried out simulations using this algorithm for both cases ∆α∆β > 0 and ∆α∆β < 0. To test whether the algorithm captures dynamical properties of sample paths we have measured the power spectral density S AA (ω) = |n A (ω)| 2 , wheren A (ω) is the Fourier transform of the random process n A (t). Similarly, we also look at the cross power spectral density S AB (ω) = n † A (ω)n B (ω) (the superscript † denotes complex conjugation). These are the Fourier transforms of the autocorrelation and cross-correlation functions respectively. As shown in Fig. 6 the resulting spectra of fluctuations are in agreement with those of the full model, at least to reasonable approximation. We attribute remaining discrepancies to the discretisation of time and the assumption of Gaussian effective birth rates.
It is important to stress that agreement with the full model requires a careful choice of the time step ∆t. On the one hand, one needs ∆t 1/λ, otherwise it is not justified to replace α and β by Gaussian random variables. On the other hand, the so-called 'leap condition' for τ -leaping must be fulfilled [46] , that is, the time step ∆t must not be long enough for the population to change significantly in one step. More precisely the changes in particle numbers must remain of order Ω 0 in each step.
VI. CRITERION FOR THE EMERGENCE OF NEGATIVE RATES
In the context of the example of Sec. III we have already established that reduced master equations with positive rates describe well-defined Markov processes. If negative rates emerge initial conditions can always be found so that negative solutions result at short times. It is therefore of primary interest to establish what properties of the original system lead to negative rates at the level of the reduced master equation.
In this Section we establish a criterion for the occurrence of negative rates in equations of the type (14) . It covers the class of processes in which the environmental dynamics has two states, and is independent of the state of the population. We also assume that switches of the environmental state do not change the state of the population.
Model and notation
We look at a general population in which each individual is of one of S species, labelled i = 1, . . . , S. We write n i for the number of individuals of species i in the population, and n = (n 1 , . . . , n S ). We label the different reactions that can occur in this system by r = 1, 2 . . . , r max . We write R rσ (n) for the rate with which reaction r occurs if the population is in state n and the environment in state σ.
We also introduce stoichiometric coefficients ν r,i , i.e., if a reaction of type r occurs, the number of particles of species i changes by ν r,i . These coefficients can be positive, negative or zero. We write ν r = (ν r,1 , . . . , ν r,S ). In other words, if a reaction of type r occurs the state of the population changes from n to n + ν r . The operators M σ are then given by
where we have used the following notation
that is to say E ν = i E νi i , where E i is the creation operator for individuals of species i.
Reduced master equation
The operator on the RHS of the reduced master equation (14) is of the form
where M avg = r (E νr − 1)R r,avg (n). After some algebra one finds for the current system,
where we have
with the shorthand ∆ r (n) = R r,0 (n) − R r,1 (n). Reaction r occurs in the reduced dynamics with effective rate R r,eff (n). For large enough λ, these rates are always positive. Further, one has burst reactions in the reduced dynamics. These are combinations of two original reactions r and q, see the second term on the right-hand side of Eq. (31) . These reactions occur with rates R (rq) (n). The rates R (rr) (n) are manifestly nonnegative.
Always assuming that λ is sufficiently large so that the R r,eff (n) are all non-negative, we conclude: If all rates R (rq) (n) are non-negative then the reduced master equation describes a well-defined Markov process. If this is not the case, there exist initial conditions so that the solution of the reduced master equation will have negative transients.
The criterion can be simplified further if the reactions rates do not depend on n (i.e., when different particles do not interact). The reduced master equation then guarantees positivity if and only if all ∆ r = R r,0 − R r,1 have the same sign (in the weak sense, some of the {∆ r } may be zero). This is the case when there is one environmental state in which all reactions happen with a rate which is equal or higher than in the other environmental state, i.e., if one environmental state speeds up all reactions compared to the other environment (or at least, it does not make them slower).
VII. SUMMARY AND CONCLUSIONS
In summary, we have studied Markovian stochastic systems with discrete states, coupled to an external environment switching between discrete states. Our analysis focuses on the limit in which the environmental dynamics are fast relative to that of the system, but where the time scale separation is not necessarily infinite. In particular, we have derived reduced dynamics for the open system, capturing next-order corrections to the adiabatic limit.
The reduced master equation shows reactions which are not present in the original dynamics. These are bursting reactions, typically combinations of two individual reactions of the original dynamics. In some cases negative transition 'rates' emerge.
We have demonstrated that that negative (pseudo-) probabilities can arise in the presence negative rates. Numerical integration of the reduced master equation further suggests that these negative transients only occur on time scales shorter than that of the environmental process. The reduced dynamics is obtained by coarse graining the environmental process, and as a consequence it does not resolve the physics of the problem on such fine time scales. Despite the unphysical transients the reduced master equation can be useful to characterise the stationary distribution of the open system. It approximates this stationary distribution better than an adiabatic approach, in which the time-scale separation is assumed to be infinite.
The emergence of bursting reactions can be understood further by looking at the time evolution of individual sample paths of system and environment over a finite time interval. This leads to a discrete-time approximation for the dynamics of the open system. The path of the environment in one time step can be approximated by Gaussian random variables; bursting in the system results from fluctuations of this discrete-time Gaussian process. We have used this approach to propose a simulation method for stochastic systems coupled to a fastswitching environment with two states.
We note that Refs. [8, 10, 16, 23, 24] use the WentzelKramers-Brillouin (WKB) method to calculate stationary distributions of populations with fast environmental dynamics. While some dynamical properties can be derived from this (e.g., mean first-passage times), the method is not in itself a dynamic approach. It does not provide immediate access to two-time objects such as correlation functions. Our approach is different, it reduces the dynamics of the system by integrating out the environment. The result is a dynamical process. For example, we study spectra of fluctuations in Fig. 6 , see also Fig. B1 in the Appendix. We also note that the WKB approach is based on a limit of large population size, and that it often requires the existence of fixed points of the limiting deterministic model. In our derivation of the reduced master equation makes we have not made these assumptions.
Negative rates are can also be found in the reduced dynamics for open quantum systems. In this context one starts from a unitary dynamics of system and environment [20, 21] . Upon tracing out the environment a quantum master equation with temporarily negative decay rates can result. We note one potentially important difference between the classical and the quantum cases; the origin of negative rates in open quantum systems is often attributed to a two-way exchange of information between the system and the environment [20, 21] . This mechanism is not available the two-species example we have looked at (Sec. III). Still, the reduced master equation for this model can have negative rates.
Our work provides several starting points for future work. In the companion paper Ref. [31] we build on the reduction technique developed herein by combining it with approximations to the dynamics of the population itself through expansions in the inverse system size. We describe a number of weak-noise expansions which allow for analytical results or more efficient simulation. The construction in Sec. V and the associated discrete-time simulation algorithm could be extended to more general models with multiple environmental states. This could provide a powerful tool for the simulation of systems coupled to fast external environments. Further, it would be interesting to study in more detail the analogies and differences between the reduced dynamics for open quantum systems and for classical systems coupled to fast environments. As a first step, one might focus on classical systems in which the dynamics of the environment depends on the state of the system itself, and try to characterise the information flow between system and environment. A separate further line of research might focus on systems in which the environment takes continuous states (see e.g. Ref. [10, 23, 24] ), and on the comparison with the discrete case. Only positive rates in the reduced master equation. Panels (a) and (b) serve as a benchmark, and show the case ∆α∆β > 0 when all rates in the reduced master equation are positive. The above simulation scheme then reduces to the standard Gillespie method. As seen in the figure the power and cross spectra S AA (ω) and S AB (ω) obtained from simulating paths of the reduced master equation agree well with those from simulations of the full model, at least at sufficiently low frequencies ω. At larger frequencies deviations are seen, this is particularly visible for the cross spectrum; see the inset of panel (b). These deviations between reduced and the full model are not surprising; the reduced model does not resolve the mechanics of the environment on short time scales. Spectra obtained from sample paths of the master equation in the adiabatic limit show significant deviations from those of the full model; we note in particular that the cross spectrum S AB (ω) vanishes [dotted red line in Fig. B1 (b) ].
Negative rates. Results for the case with negative rates in the reduced master equation are shown in panels (c) and (d) of Fig. B1 . We find marked differences between the spectra generated from the reduced master equation with the above algorithm and those of sample paths of the full model. This is particularly noticeable in the cross spectrum in panel (d), which is strictly negative in the full model, but comes out positive at intermediate frequencies if the above simulation method is used for the reduced dynamics.
We conclude that the trajectories generated by the simulation algorithm in Appendix B 1 a do not represent sample paths of the full model when the reduced master equation contains negative rates. Our findings invite the question whether algorithms of this type [38, 39] provide a faithful representation of the full dynamics of open quantum systems and their environment.
Distribution-level simulation
The time-dependent solution Π( , t) can be obtained by direct numerical integration of the reduced master equation, for example using a Runge-Kutta scheme. However for large state spaces this approach can become slow. The technique described in this Section can, in some cases, provide a faster alternative.
We consider a large number M of discrete units of probability, 1/M . At each point in time the state of the simulation is defined by the 'occupation numbers' N for all states ; some of the N may be negative. One has N = M .
The algorithm proceeds along the following steps: 1. For given occupation numbers N at time t, make a list of all possible reactions, labelled by index γ. Each reaction has a site of origin, γ , a destination site, γ , and rate r γ = R γ → γ, N γ . Some of the r γ may be negative. 2. Draw a random number τ from an exponential distribution with parameter γ |r γ |. 3. Pick a reaction from the list created in 1. The probability to pick γ is |r γ |/ γ |r γ |. The process in step 4 allows occupation numbers to go negative. The typical time step of this scheme is given by 1/ γ |r γ |, and reaction γ is triggered with probability |r γ |/( γ |r γ |). Thus |r γ | reactions of type γ are triggered per unit time. The sign convention in step 4 ensures correct sampling of the reduced master equation.
We tested this procedure for the example given by Eq. (17) . Results are shown in Fig. 3 ; there is near perfect agreement between the Monte Carlo procedure and direct numerical integration of the reduced master equation. We stress that this algorithm does not generate sample paths for the reduced master equation.
