The influence of cognitive growth in working memory (WM) on mathematical problem solution accuracy was examined in elementary school children (N ϭ 353) at risk and not at risk for serious math problem solving difficulties. A battery of tests was administered that assessed problem solving, achievement, and cognitive processing (WM, inhibition, naming speed, phonological coding) in children in 1st, 2nd, and 3rd grade across 3 testing waves. The results were that (a) children identified as at risk for serious math problem solving difficulties in Wave 1 showed less growth rate and lower levels of performance on cognitive measures than did children not at risk; (b) fluid intelligence and 2 components of WM (central executive, visual-spatial sketchpad) in Wave 1 (Year 1) predicted Wave 3 word problem solving solution accuracy; and (c) growth in the central executive and phonological storage component of WM was related to growth in solution accuracy. The results support the notion that growth in WM is an important predictor of children's problem solving beyond the contribution of reading, calculation skills, and individual differences in phonological processing, inhibition, and processing speed.
Word problems are an important part of mathematics programs in elementary schools. This is because word problems help students apply formal mathematical knowledge and skills to real world situations. Much of the evidence indicates that word problem performance improves as children gain greater ability in (a) understanding underlying arithmetic operations (e.g., Rasmussen & Bisanz, 2005) , (b) distinguishing between types of word problems on a basis of mathematical operations (e.g., Fayol, Abdi, & Gombert, 1987; Rittle-Johnson, Siegler, & Alibali, 2001) , and (c) an effective use of strategies (e.g., Geary, Hoard, Byrd-Craven, & Desoto, 2004; Siegler, 1988) . Developmental changes in skills in mathematics do not provide a complete account, however, of age-related changes in word problem solving. There is evidence that suggests the need for more general cognitive processes, that is, processes nonspecific to mathematics. For example, solving a word problem, such as "15 dolls are for sale. 7 dolls have hats. The dolls are large. How many dolls do not have hats?" involves the development of a variety of mental activities (Barrouillet & Lépine, 2005) . Children must access prestored information (e.g., 15 dolls), access the appropriate algorithm (15 minus 7), and apply problem solving process to control its execution (e.g., ignore the irrelevant information). Given the multistep nature of word problems, it seems plausible that working memory (WM) plays a major role in solution accuracy. WM is defined as a processing resource of limited capacity, involved in the preservation of information while simultaneously processing the same or other information (Baddeley & Logie, 1999; Engle, Tuholski, Laughlin, & Conway 1999; Miyake, 2001) .
Although there are several models of WM, Baddeley's multicomponent model has often been used to explore the role of WM on mathematical problem solving (e.g., Swanson & BeebeFrankenberger, 2004 ). Baddeley and Logie (1999) described WM as a limited capacity central executive system that interacts with a set of two passive store systems used for temporary storage of different classes of information: the speech-based phonological loop and the visual-spatial sketchpad. The phonological loop is responsible for the temporary storage of verbal information; items are held within a phonological store of limited duration, and the items are maintained within the store via the process of articulation (inner vocalization). The visual-spatial sketchpad is responsible for the storage of visual-spatial information over brief periods and plays a key role in the generation and manipulation of mental images. Both storage systems are in direct contact with the central executive system. The central executive system is considered to be primarily responsible for coordinating activity within the cognitive system but also devotes some of its resources to increase the amount of information that can be held in the two subsystems (Baddeley & Logie, 1999) . A recent formulation of the model (Baddeley, 2000) also includes a temporary multimodal storage component called the episodic buffer.
Although WM is a fundamental component in many current theories of children's problem solving (in addition to learning, comprehension, and reasoning), no longitudinal studies (to our knowledge) have explicitly isolated those components of WM most directly related to growth in problem solving, especially in children at risk for word problem solving difficulties. Because WM is made up of three components (central executive, phonological loop, and visual-spatial sketchpad), the question arises as to whether WM as a whole operates on problem solving or whether a certain component is more important. Thus, although there is a strong interrelationship among these components, we sought in the present study to determine whether growth in certain components of WM is related to growth in word problem solving. In this study, we attempted to break out the contributions of WM by focusing on short-term memory (STM) measures, verbal WM measures, and visual-spatial WM measures. In elaborating on the distinction between STM and WM, Cowan (1995) emphasized the role of attentional processes. WM is depicted as a subset of items of information stored in STM that are in turn submitted to limited attentional control processing (see also Engle et al., 1999) . This assumes that when the contents of STM are separated from WM what is left of WM is controlled attention or processing related to the central executive system (also referred to in this article as executive processing or the central executive component of WM). Consequently, to understand the impact of WM to problem solving in terms of executive processing the influence of STM must be partialed out.
Models of WM and Word Problem Solving
How might growth in WM mediate age-related and individual differences in word problem solving? We consider three models as an explanation of the role of WM in individual and age-related problem solving performance in children: one focuses on the child's knowledge base for arithmetical calculations and components of word problems; another focuses on the storage components of WM, primarily the phonological loop; and the third focuses on the central executive system. The models are not necessarily exclusive of one another (each process can contribute important variance to problem solving to some degree) but suggest that some processes are more important than others.
Knowledge Base
The first model considers whether age-related differences in the child's knowledge base play a major role in mediating the influence of WM on problem solving. Several capacity models suggest that WM represents an activated portion of declarative long-term memory (LTM) (J. R. Anderson, Reder, & Lebiere, 1996; Cantor & Engle, 1993) . That is, WM capacity influences the amount of resources available to activate knowledge (see Conway & Engle, 1994 , for a review of this model). Baddeley and Logie (1999) stated that a major role of WM "is retrieval of stored long-term knowledge relevant to the tasks at hand, the manipulation and recombination of material allowing the interpretation of novel stimuli, and the discovery of novel information or the solution to problems" (p. 31). They further stated that "any increase in total storage capacity beyond that of a given slave system is achieved by accessing either long-term memory (LTM) or other subsystems" (p. 37). Thus, the influence of WM performance on problem solving is related to one's ability to accurately access information (e.g., appropriate algorithm) from LTM to solve the problem. More specifically, a word problem introduces information into WM. The contents of WM are then compared with possible action sequences (e.g., associative links) in LTM (Ericsson & Kintsch, 1995) . When a match is found (recognized), the contents of WM are updated and used to generate a solution. This assumption is consistent with current models of problem solving that are based on "recognize-act" models of a cognitive processor (J. R. Anderson et al., 1996; Ericsson & Kintsch, 1995) .
In the present study, we assessed whether the retrievability of contents in LTM such as math skills, as well as domain-specific knowledge of the propositions found in word problems, mediates WM and problem solving. These LTM propositions are related to accessing numerical, relational, question, and extraneous information, as well as accessing the appropriate operations and solution algorithms (Hegarty, Mayer, & Monk, 1995; Mayer & Hegarty, 1996; Swanson, Cooney, & Brock, 1993) . In the present study, we assumed that the contribution of LTM could be tested by partialing its influence from the correlations between WM and problem solving. Clearly, we only sampled some aspects of LTM, but we assumed that the influence of WM on problem solution accuracy should be eliminated when measures related to LTM (e.g., knowledge of the propositions found in word problems) are partialed from the analysis.
Phonological System
The second model assumes that the individual and age-related influence of WM on children's mathematic problem solving is primarily moderated by STM storage, the phonological system in particular. Because mathematical word problems are presented in a text format and the decoding and comprehension of text draws on the phonological system (see Baddeley, Gathercole, & Papagno, 1998 , for a review), individual differences and age-related differences on problem solving tasks can be attributed to the phonological loop. Several studies assume that STM measures capture a subset of WM performance, the utilization and/or operation of the phonological loop (for a comprehensive review, see Dempster, 1985; Gathercole, 1998) . This is because successful performance on STM measures draws on two major components of the phonological loop: a speech-based phonological input store and a rehearsal process (see Baddeley, 1986, for review) . Research to date on STM indicates that young children rehearse less and perform more poorly on tasks requiring the short-term retention of order information when compared with older children (Ornstein, Naus, & Liberty, 1975) , and children with math disabilities rehearse less when compared with children without math disabilities (e.g., see Geary, 2003, for a review) . This suggests inefficient utilization of the phonological rehearsal process (Henry & Millar, 1993) . Because younger children and children with math disabilities have smaller digit spans than older children and children without math disabilities, it is possible they have basic inefficiencies in the storage of phonological input that influence higher level processing, such as comprehending and solving word problems. Developmental and individual differences in the phonological loop, therefore, might be expected to influence some aspects of problem solving, such as computing solutions to problems (Furst & Hitch, 2000) . The phonological loop may be able to retain information of verbal form during ongoing calculations. Although not in the domain of math, per se, some studies suggest that simple shortterm storage has a significant role in accounting for the relationship between WM and several cognitive abilities (Ackerman, Beier, & Boyle, 2005; Colom, Abad, Rebollo, & Shih, 2005; Colom, Flores-Mendoza, Quiroga, & Privado, 2005) .
Thus, a simple version of this hypothesis states that individuals at risk for math disabilities and younger children are slower and/or less accurate at processing verbal information (numbers, letters) than average achieving children or older children, and this reduced processing on the participants' part underlies their poor WM and problem solving performance. These assumptions are consistent with a number of bottom-up models of higher order processing, such as comprehension, which view the primary task of executive processing as one of relaying the results of lower level linguistic analyses upward through the language system (Shankweiler & Crain, 1986) . Phonologically analyzed information is transferred to WM storage, which in turn is then transferred (thus freeing storage for the next chunk of phonological information) upward through the processing system to promote online extraction of meaning. One of the possible reasons WM span increases as a function of age is because older children and children without math disabilities can name items more rapidly at recall than younger children or children with math disabilities. That is, increases in naming from early to the late childhood years are assumed to enhance the effectiveness of subvocal rehearsal processes and hence reduce the decay of memory items in the phonological store prior to output (Henry & Millar, 1993) .
There are clear expectations in the aforementioned model: Individual and age-related changes in children's problem solving are related to the phonological loop. Mathematical proficiency follows automatically from improvements in phonological processing (i.e., because of improved storage and speed of processing information). Therefore, correlations between WM and problem solving should be significantly weakened if measures reflective of the phonological loop are partialed from the analysis. In other words, if agerelated differences in problem solving performance and WM are moderated by the phonological system, then the relationship between problem solving and WM should be diminished when measures of the phonological system (e.g., phonological knowledge, speed, STM) are partialed from the analysis.
Central Executive System
The third model incorporates some of the assumptions of the first two models by viewing executive processing as: (a) providing resources to lower order (phonological system) skills and (b) accessing information from LTM. However, the model also views executive processes that are independent of those skills as playing a major role in individual differences in mathematical problem solving. That is, although individual and age-related differences in problem solving accuracy are possibly related to the retrievability of contents in LTM (e.g., knowledge of specific mathematical relations, general problem solving strategies) and the phonological loop, other activities of the executive system may also underlie the influence of WM on solution accuracy (e.g., Swanson & Ashbaker, 2000; Swanson & Sachse-Lee, 2001 ). For example, several other cognitive activities (e.g., see Miyake, Friedman, Emerson, Witzki, & Howerter, 2000 , for a review), such as controlling subsidiary memory systems, control of encoding and retrieval strategies, attention switching during manipulation of material held in the verbal and visual-spatial systems, and suppressing irrelevant information, have been assigned to the central executive system (Baddeley, 1996; Miyake et al., 2000; Oberauer, Suss, Wilhelm, & Wittman, 2003) . Thus, the third model suggests that the central executive system contributes significant variance to individual and age-related differences in problem solving. Thus, in contrast to the aforementioned models that suggest increases in knowledge base and phonological processes play the dominant role in the mediating effects of WM on children's word problem solving, the present model assumes that executive processes also play a major role in mediating problem solving performance. There are clear expectations for this model. The influence of WM on measures of problem solving follows automatically with improvements in performance related to the executive component of WM.
Previous Individual and Cross-Sectional Studies
Some preliminary work has been done in addressing these three models. Studies by Swanson and colleagues (Swanson, 2004; Swanson & Beebe-Frankenberger, 2004; Swanson & Sachse-Lee, 2001 ) have shown that children with mathematical problem solving difficulties across different age groups perform poorly relative to controls on measures of WM. For example, Swanson and Sachse-Lee (2001) found with children ages 11 to 15 with and without math disabilities that phonological processing, verbal WM, and visual WM contributed unique variance to solution accuracy in word problems. This finding is in line with the current literature suggesting that the development of the phonological system plays an important part in accounting for individual differences in text processing. However, their results also showed that verbal WM processes played just as important a role as phonological processes (i.e., verbal WM reduced the contribution of the ability group contrast variable by approximately 63%) in accounting for the ability group differences in solution accuracy. Thus, there was weak support for the assumption that only the development of bottom-up processes (i.e., the phonological system) mediated deficits in WM processing and its influence on solution accuracy. In a follow-up analysis of Swanson and BeebeFrankenberger's (2004) study, Swanson (2006) found that when residual variance related to STM was partialed out in the analysis, the component that best predicted problem solving was the central executive system of WM.
Unfortunately, none of the aforementioned studies have determined whether developmental increases in WM are related to developmental increases in problem solving. There have been some studies that have investigated cross-sectional differences in WM and word problem solving as a function of age (e.g., Swan-son, 1999) , however, no studies that we are aware of have investigated longitudinally whether changes in children's WM are related to changes in problem solving. Thus, despite studies showing that WM and problem solving improve as a function of age in cross-sectional studies (Swanson, 1999 (Swanson, , 2003 , the influence of growth in WM on problem solving in children has not been established. Identifying such a growth effect would be extremely valuable because it would assist in providing a parsimonious account of the ability group differences in WM found across a number of problem solving measures.
This study addressed the questions as to whether growth in problem solving is related to growth in WM and whether these changes vary as a function of children with and without serious mathematical problem solving disabilities in three elementary age groups and two ability groups (children at risk and not at risk for serious math difficulties). On the basis of the aforementioned models, we considered three possibilities: (a) Growth in the relationship between WM and problem solving is primarily mediated by task-specific knowledge and skills in mathematical calculation; (b) growth in WM and problem solving is primarily mediated by the phonological loop; or (c) growth in the executive component of WM, independent of the phonological system and resources activated in LTM, contributes unique variance to problem solving.
For this study, we assessed LTM using performance on measures of arithmetic calculation and recognition of problem solving components. We assessed the phonological system using performance on measures of naming speed, phonological awareness, and STM. We assessed executive processing using performance on WM tasks modeled after the format of Daneman and Carpenter's (1980) measure. The WM tasks were assumed to capture at least two factors of executive processing: susceptibility to interference and manipulation of capacity in the coordination of both processing and storage (e.g., Oberauer, 2002; Whitney, Arnett, Driver, & Budd, 2001 ). The approach used in this study (as well as in others, e.g., Engle, Cantor, & Carullo, 1992) , to assess whether a particular system plays the major role in mediating differences in performance, was to remove statistically that system's influence from the analysis. In this study, the influence of the phonological system (e.g., naming speed, STM) or LTM was partialed via a hierarchical regression analysis between problem solving and WM. We reasoned that if WM and problem solving are primarily mediated by a phonological system and/or LTM, then the predictions of problem solving performance by performance on WM measures should be nonsignificant when measures related to the phonological system and LTM are entered (partialed) in the analysis. However, if growth in the central executive system (executive processing) mediates the relationship between WM and problem solving, then the correlations between these two variables will remain significant when measures of phonological processing and LTM are partialed from the analysis.
In summary, three questions directed our study.
1. Do children identified at risk or not at risk for serious math problem solving difficulties in Wave 1 vary on measures of growth in problem solving and WM across the three testing waves?
2. Is growth in WM related to growth in word problem solving?
3. Which components of WM are related to predictions of problem solving accuracy and are those predictions mediated by individual differences in knowledge base, phonological processing, and/or a central executive system?
Method

Participants
For the first wave of data collection, 353 children from Grades 1, 2, and 3 from a Southern California public school district and private school district participated in this study. Final selection of participants was determined by parent approval for participation and achievement scores. Of the 353 children selected, 167 were boys and 186 were girls. Gender representation was not significantly different among the three age groups, 2 (2, N ϭ 353) ϭ 1.15, p Ͼ .05. Ethnic representation of the sample was 163 Anglo, 147 Hispanic, 25 African American, 14 Asian, and 4 other (e.g., Native American and Vietnamese). The mean socioeconomic status of the sample was primarily middle class on the basis of parent education or occupation. However, the sample varied from lowmiddle class to upper middle class. Means and standard deviations for the variables used in this study for all testing waves are shown in Appendix A, B, and C.
The second wave of the testing 1 year later included 320 children, and the third wave of testing 2 years later included 302 children. The attrition of children who dropped out of the study was due to moving out of the school district. A comparison was made among achievement and cognitive scores, socioeconomic status, and parent income or occupation between children retained and those not retained in the study. In the Wave 1 sample, 134 children (68 boys, 66 girls) were classified at risk for serious math problem solving difficulties (SMD), and 219 children (99 boys and 120 girls) were not at risk. No significant differences emerged between the two ability groups in terms of ethnicity, 2 (5, N ϭ 353) ϭ 8.67, p Ͼ .05, or gender, 2 (1, N ϭ 353) ϭ 0.06, p Ͼ .05. With regard to attrition, however, the at-risk sample was reduced from 134 to 116 (64 boys and 52 girls) children, and the not-at-risk sample was reduced from 219 to 186 (94 boys and 92 girls) children in Wave 3. The comparison of the two groups at Wave 3 indicated that no significant differences emerged between the risk groups in terms of gender, 2 (1, N ϭ 302) ϭ 0.61, p Ͼ .05. Differences did emerge, however, between the risk groups in terms of ethnicity, 2 (5, N ϭ 302) ϭ 12.03, p Ͻ .05. Ethnic representation of the SMD (n ϭ 116) sample in Wave 3 was 44 Anglo, 58 Hispanic, 7 African American, 4 Asian, and 3 other (e.g., Native American and Vietnamese). In contrast, ethnic representation for the children not at risk (n ϭ 186) was 96 Anglo, 63 Hispanic, 14 African American, 12 Asian, and 1 other (Vietnamese). Thus, the at-risk group in Wave 3 had lower Anglo representation (only 38% of the sample) than the children not at risk (52% of the sample).
No bias was detected in child attrition except that proportionally more Hispanic children dropped out of the study. However, we did not find that gender interacted significantly with the performance on dependent measures (all ps Ͼ .05). Therefore, gender was not considered further in the analysis. The sample size and scores as a function of age, ability group, and testing wave for each task are shown in Appendix A, B, and C.
Definition of Children at Risk for SMD
In this study, children at risk for SMD were defined as having normal intelligence on the basis of a measure of fluid intelligence (in this case, the Raven Colored Progressive Matrices test score Ն 85; Raven, 1976) but with a mean performance below the 25th percentile (standard score of 90 or scaled score of 8) on normreferenced measures related to (a) solving orally presented word problems and (b) digit naming fluency. The 25th percentile cutoff score on standardized achievement measures has been commonly used to identify children at risk (e.g., Fletcher et al., 1989) and, therefore, was used in this study. Classification of children at risk for SMD and not at risk for serious math difficulties was based on norm-referenced measures of computation on the Arithmetic subtest of the Wechsler Intelligence Scale for Children-Third Edition (WISC-III; Psychological Corporation, 1991) and Digit Naming Speed from the Comprehensive Test of Phonological Processing (CTOPP, Wagner, Torgesen, & Rashotte, 2000) described in the following section. Children who yielded an average scaled score less than or equal to 8 (average of both measures) were considered at risk for SMD. A scaled score of 8 was equivalent to a standard score of 90 or a percentile score of 25.
Our rationale for the above classification procedures was as follows. There are no general agreed upon criteria for defining children at risk for serious math difficulties in problem solving, especially in Grade 1 when the instruction is only beginning to address mathematical operations and learning to read. In addition, few studies have focused on math word problem solving difficulties in younger children, let alone identifying possible definitional parameters of risk. Because first graders were used in our sample in Wave 1, it was necessary in our classification of children at risk to control for the demands placed on reading and writing. In addition, because our focus was on examining problem solving skill and not arithmetic calculation, per se, for classification purposes it was necessary to rely on different measures than studies that define math disabilities by computation skill (i.e., mental computation of word problems versus paper and pencil computation of arithmetic problems). In contrast to the literature on math disabilities or reading disabilities, we assumed that children with SMD may not have skill difficulties related to arithmetic calculation or reading, per se, but may nevertheless have serious difficulties in coordinating arithmetic and language processes to solve a problem. For example, children we identified at risk had reading and math norm-referenced scores in the average range (see Appendex A, B, and C). Further, because we were interested in the reasoning processes related to problem solving, we selected a reliable measure that presented questions orally and placed problems in a verbal context (e.g., "If I have an candy bar and divide it in half, how many pieces do I have?") rather than a written computational context ("1 ϩ 1 ϭ ?"). Thus, we utilized the oral presentation of story problems as a criterion measure of SMD. Therefore, children who scored at or below a scaled score of 8 were selected as SMD. No doubt, this measure has been found to be a "complex mix of abilities, including quantitative reasoning . . . (a narrow ability subsumed by fluid reasoning), working memory, verbal comprehension and knowledge . . . the first choice for interpretation of Arithmetic should likely be as a measure of fluid reasoning" (Keith, Fine, Taub, Reynolds, & Kranzler, 2006, p. 118) . This interpretation was also supported in the WISC-III version (Keith & Wittam, 1997) .
In selecting children with SMD at Wave 1, we also focused on a child's verbal fluency with numbers during Wave 1 testing. We assumed that number naming speed may underlie children's ability to automatically access arithmetic facts and procedures (Bull, Johnston, & Roy, 1999; Geary, Brown, & Samaranayake, 1991) . We assumed that children who have quicker access to numbers (i.e., faster number fluency) would be less at risk for mental computation difficulties than children less fluent in number naming. This seemed reasonable to us based on Hitch and McAuley's (1991) finding that children with math disabilities evidenced deficits in the speed of implicit counting. Further, speed of number naming has a parallel in the reading literature where both letter naming speed and phonological knowledge are assumed to underlie reading disabilities.
As will be shown in the Results section, the SMD classification of children in Wave 1 also differentiated children's performance in Waves 2 and 3. However, it is important to note that a small number of children (n ϭ 15; 13.16 % of the sample) did not stay at or below the 25th percentile (scale score of 8) across testing waves. Clearly, the problem solving and digit naming speed measure were not perfectly correlated and therefore the 25th percentile cutoff does not hold for both measures. For example, standard scores for the digit naming task were not stable over the three testing waves because children's scale score moved from an 8 in Wave 1 to a 9 in Wave 3 (42% of the sample). We reran the analysis comparing at-risk and not-at-risk groups using only the WISC-III Math subtest as an indicator of ability (cutoff scores at or less than a scale score of 8). However, because the pattern in performance across measures was comparable, we used both measures to classify children at risk for SMD during Wave 1 testing.
Tasks and Materials
The battery of group and individually administered tasks is described below. Experimental tasks are described in more detail than published and standardized tasks. Tasks were divided into classification, criterion, and predictor variables. Cronbach's alpha reliability coefficients for the sample were calculated for all scores across all testing waves.
Classification Measures
Fluid intelligence. Nonverbal intelligence was assessed by the Raven Colored Progressive Matrices test (Raven, 1976) . We assumed that this measure tapped components of fluid intelligence in children (see Klauer, Willmes, & Phye, 2002; Stoner, 1982) . Children were given a booklet with patterns displayed on each page, each pattern revealing a missing piece. For each pattern, six possible replacement pattern pieces were displayed. Children were required to circle the replacement piece that best completed the patterns. After the introduction of the first matrix, children completed their booklets at their own pace. Patterns progressively increased in difficulty. The dependent measure (range ϭ 0 -36) was the number of problems solved correctly, which yielded a standardized score (M ϭ 100, SD ϭ 15). The sample Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 on this task were .87, .89, and .90, respectively.
Mental computation of word problems. This task was taken from the Arithmetic subtest of the WISC-III (Psychological Corporation, 1991) . Each word problem was orally presented and was solved without paper or pencil. The dependent measure was the number of problems correct, which yielded a scaled score (M ϭ 10, SD ϭ 2). The sample Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 on this task were .74, .65, and .69, respectively.
Digit naming speed. The administration procedures followed those specified in the manual of the CTOPP (Wagner et al., 2000) . For this task, the examiner presented participants with an array of 36 digits. Participants were required to name the digits as quickly as possible for each of two stimulus arrays containing 36 items, for a total of 72 items. The task administrator used a stopwatch to time participants on speed of naming. The sample Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 on this task were .92, .94, and .95, respectively.
Criterion Variables
Word problems-semantic structure varied. The purpose of this experimental measure was to assess mental problem solving as a function of variations in the semantic structure of a word problem (see Swanson & Beebe-Frankenberger, 2004 , for details on this measure). Children were orally presented a problem and were asked to calculate the answer in their head. The word problems were derived from the work of Riley, Greeno, and Heller (1983) , Kintsch and Greeno (1985) , and Fayol et al. (1987) . There are four sets of questions. Eight questions within each set were ordered by the difficulty of responses. The dependent measure was the number of problems solved correctly. The total possible number of questions correct was 32. The sample Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 for total scores on this task were .69, .54, and .65, respectively.
Word Problem Solving Components
Mathematical word problem solving processes. This experimental test assessed a child's ability to retrieve the propositions or components related to word problems (see Swanson & BeebeFrankenberger, 2004 , for details on this measure). The components assessed were derived from the earlier work of Mayer (see Mayer & Hegarty, 1996 , for a review). Four booklets were administered that each contained three word problems and a series of multiplechoice questions. Problems were four sentences in length and contained two-assignment propositions (one relation, one question) and an extraneous proposition related to the solution. To control for reading problems, an examiner orally read each problem and all multiple-choice response options as the students followed along. Questions assessed the students' ability to correctly (a) identify the question proposition of each story problem, (b) identify the numbers in the propositions of each story problem, (c) identify the goals in the assignment propositions of each story problem, (d) correctly identify the operation, and (e) correctly identify the algorithm for each story problem. At the end of each booklet students were read a series of true-false questions. All statements were related to the extraneous propositions for each story problem within the booklet. The total score possible for propositions related to question, number, goal, operations, algorithms, and true-false questions was 12. The sample Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 for total scores on this task were .97, .88, and .91, respectively.
Arithmetic Calculation
Arithmetic computation. The Arithmetic subtest from the Wide Range Achievement Test-Third Edition (WRAT-III; Wilkinson, 1993) (Fuchs, Fuchs, Eaton, Hamlett, & Karns, 2000) . The adaptations required students to write answers within 2 min to 50 problems (25 on each page) of basic facts and algorithms. The basic facts and algorithms were problems matched to grade level (for Grades 1-5). The sample Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 for this task were .91, .97, and .98, respectively.
Predictor Variables
Phonological Knowledge Measures
Pseudoword reading tasks. The Pseudoword subtest was administered from the Test of Word Reading Efficiency (TOWRE; Wagner & Torgesen, 1999) . The subtest required oral reading of a list of 120 pseudowords of increasing difficulty. The dependent measure was the number of words read correctly in 45 s. The sample Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 for this task were .94, .93, and .93, respectively.
Phonological deletion. The Elision subtest from the CTOPP (Wagner et al., 2000) was administered. The Elision subtest measures the ability to parse and synthesize phonemes. The child was asked to say a word and then say it again with a deleted part (e.g., "Say popcorn. Now say popcorn without saying corn"). The dependent measure was the number of items said correctly. The sample Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 for this task were .91, .88, and .89, respectively.
Reading
Word recognition. Word recognition was assessed by the Reading subtest of the WRAT-III (Wilkinson, 1993) . The task provided a list of words of increasing difficulty. The dependent measure was the number of words read correctly. The sample Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 for this task were .91, .88, and .89, respectively.
Real word reading efficiency tasks. The Real Word Reading subtest was administered from the TOWRE (Wagner & Torgesen, 1999) . The subtest required oral reading of a list of 120 real words of increasing difficulty. The dependent measure was the number of words read correctly in 45 s. The sample Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 for this task were .88, .96, and .93, respectively.
Reading comprehension. Reading comprehension was assessed by the Passage Comprehension subtest from the Woodcock Reading Mastery Test-Revised (WRMT-R; Woodcock, 1998 
Naming Speed
Letter naming speed. The administration procedures followed those specified in CTOPP. Participants were required to name the letters as quickly as possible for each of two stimulus arrays containing 36 letters, for a total of 72 letters. The dependent measure was the total time to name both arrays of letters. The correlation between arrays in Forms A and B was .90. The sample Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 for this task were .91, .87, and .81, respectively.
STM Measures
Four measures of STM were administered: Forward and Backward Digit Span, Word Span, and Pseudoword Span. The digit subtest from the WISC-III was administered. The Forward Digit Span task required participants to recall and repeat in order sets of digits that were spoken by the examiner and that increased in number. The Backward Digit Span task from the WISC-III required participants to recall sets of digits in reverse order and was administered in the same manner as the Forward Digit Span task. The dependent measure was the highest set of items recalled in order (range ϭ 0 to 6 for Backward Digit Span).
1 The Word Span and Pseudoword Span tasks were presented in the same manner as the Forward Digit Span measure. The Word Span task was previously used by Swanson, Ashbaker, and Lee (1996) . The word stimuli are one-or two-syllable high-frequency words. Students are read lists of common but unrelated nouns and then are asked to recall the words. Word lists gradually increased in set size, from a minimum of two words to a maximum of eight. The Phonetic Memory task (Pseudoword Span task; Swanson & Berninger, 1995) uses strings of nonsense words (one syllable long), which are presented one at a time in sets of 2-6 nonwords. The dependent measure for all STM measures was the largest set of items retrieved in the correct serial order (range ϭ 0 -7). The Cronbach's alpha coefficients on scores for Waves 1, 2, and 3, respectively, scores for the Forward Digit Span were .78, .77, and .84; for the Backward Digit Span were .46, .62, and .48; for the Word Span were .70, .77, and .75; and for the Pseudoword Span were .58, .73, and .69.
WM Measures
The WM tasks in this study required children to hold increasingly complex information in memory while responding to a question about the task. The questions served as distracters to item recall because they reflected the recognition of targeted and closely related nontargeted items. A question was asked for each set of items and the tasks were discontinued if the question was answered incorrectly or if all items within a set could not be remembered. For this study, WM tasks were divided into those identified in the literature as tapping executive processing (Listening Span, Updating, Sentence-Digit task, Semantic Association task) and those assumed to tap the visual-spatial system (VisualMatrix task, Mapping-Direction task). The complete description of the administration and scoring of the tasks is reported in Swanson (1995) . Task descriptions follow.
Executive Processing
Listening sentence span. The children's adaptation (Swanson, 1992) of Daneman and Carpenter's (1980) Sentence Span Task was administered. This task required the presentation of groups of sentences, read aloud, for which children tried to simultaneously understand the sentence contents and to remember the last word of each sentence. The number of sentences in the group gradually increased from two to six. After each group was presented, the participant answered a question about a sentence and then was asked to recall the last word of each sentence. The dependent measure was the total number of correctly recalled word items up to the largest set of items (e.g., Set 1 contained two items, Set 2 contained three items, Set 3 contained four items, etc.) in which the process question was also answered correctly. Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 were .89, .89, and .83, respectively.
Semantic association task. The purpose of this task was to assess the participant's ability to organize sequences of words into abstract categories (Swanson, 1992 (Swanson, , 1995 . The participant was presented a set of words (one every 2 s per word), asked a discrimination question, and then asked to recall the words that "go together." For example, a child was first presented a list of the following words, yellow, cake, red, cookies, then was asked a discrimination question, "Did I say red or orange?" and then was asked to group the words by category (e.g., colors and food). In other words, the task required participants to transform information encoded serially into categories during the retrieval phase. The range of set difficulty was two categories with two words in each category in Set 1 and five categories of four words each in Set 7. Thus, the number of words in each set varied from 4 words in Set 1 to 20 words in Set 7. The dependent measure was the total number of correctly recalled words in which all items in the set were recalled and the process question for the set of words was answered correctly. Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 were .84, .91, and .93, respectively.
Digit/sentence span. This task assesses the child's ability to remember numerical information embedded in a short sentence (Swanson, 1992 (Swanson, , 1995 . For example, Item 3 states, "Suppose 1 There is some debate as to whether the backward Digit Span test better captures WM than STM (Gathercole, Pickering, Ambridge, & Wearing, 2004) . As suggested by Colom, Abad, et al. (2005) and Engle et al. (1999) , the numbers reversed task is assumed to be mainly a short-term processing capacity measure. Colom, Flores-Mendoza, et al. (2005) found forward and backward span measures to be similar measures of STM storage (see p. 1010 for discussion). Further, as stated by Engle et al. (1999) " Rosen and Engle (1997) showed that the backward and forward word task displayed similar effects of phonological similarity . . . suggesting that a simple transposition of order would be insufficient to move a task from the STM category to the WM category" (p. 314). In addition, Swanson, Mink, and Bocian (1999) found that with young children at risk for learning problems that both forward and backward digits loaded on the same factor as phonological processing (see Table 5 ). somebody wanted to have you take them to the supermarket at 8-6-5-1 Elm Street." The numbers are presented at 2-s intervals, followed by a process question ("What was the name of the street?"). The dependent measure was the total number of correctly recalled digits, in which all items in the set were recalled (set size ranged from 2 to 14 digits) and the process question for the set of digits was answered correctly. Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 were .88, .91, and .93, respectively.
Updating. This experimental updating task was adapted from Morris and Jones (1990) . For this task, a series of one-digit numbers was presented that varied in set lengths of nine, seven, five, or three. No digit appeared twice in the same set. The examiner stated that the list may be either long or short and the participant should only remember the last three numbers in the same order as presented. Each digit was presented at approximately 1-s intervals. The four practice trials used list lengths of three, five, seven, and nine digits each, in random order. It was stressed that some of the lists of digits would be short, so they should not ignore any items. That is, to recall the last three digits in an unknown (N ϭ 3, 5, 7, 9) series of digits, one must keep available the order of old information (previously presented digits), along with the order of newly presented digits. The dependent measure was the total number of lists correctly repeated (range ϭ 0 -16). Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 were .93, .89, and .89, respectively.
Visual-Spatial Sketchpad
Visual matrix task. The purpose of this task was to assess the ability of participants to remember visual sequences within a matrix (Swanson, 1992 (Swanson, , 1995 . Participants were presented a series of dots in a matrix and were allowed 5 s to study the matrix. The matrix was then removed and participants were asked, "Are there any dots in the first column?" After answering the discriminating question (by circling y for yes or n for no), students were asked to draw the dots they remembered seeing in the corresponding boxes of their blank matrix response booklets. The task difficulty ranged from a matrix of 4 squares and 2 dots (Set 1) to a matrix of 45 squares and 12 dots (Set 11). The dependent measure was the total number of items correct up to the highest set, in which the process question was answered correctly. Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 were .78, .79, and .84, respectively.
Mapping and directions. This task required a child to remember a sequence of directions on a map (Swanson, 1992 (Swanson, , 1995 . The experimenter presented a street map with dots (stop lights) connected by lines and arrows, which illustrated the direction a bicycle would go to follow a route through the city. After the map was removed, the child was asked a process question ("Were there any stop lights [dots] on the first street [column]?"). The child was then presented a blank matrix, on which to draw the street directions (lines and arrows) and stop lights (dots). The task difficulty on this subtest ranged from 2 dots and 3 lines (Set 1) to 20 dots and 23 lines (Set 9). The dependent measure was the total number of items correct up to the highest set, in which the process question was answered correctly. Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 were .78, .79, and .84, respectively.
Fluency and Inhibition Measures
Two tasks that we assume capture different aspects of controlled attention are fluency and random generation. Both tasks measure inhibition but emphasize different aspects. The fluency task requires individuals to spontaneously generate words in response to a category cue (e.g., generate animal names) or specific letter cue (generate words that begin with the letter B). These tasks have been associated with the executive processing that involves the controlled search-for words (e.g., see Rende, Ramsberger, & Miyake, 2002, for review) . That is, participants are directed to activate needed information (animal names) while controlling the repetition of exemplars.
In the random generation procedure, on the other hand, participants are asked to keep track of the number of times that the items have been generated and to inhibit well-known sequences such as 1, 2, 3, 4 or a, b, c, d. This task differs somewhat from the fluency measure because participants must suppress rote or habitual responses (saying the letters of the alphabet in order) in order to quickly complete the task. Thus, during random generation the central executive system acts as a rate-limited filtering device that filters out habitual responses (see Towse, 1998 , for a review of this measure).
Categorical fluency. This experimental measure was adapted from Harrison, Buxton, Husain, and Wise (2000) . Children were given 60 s to generate as many names of animals as possible. Children were told, "I want to see how many animals you can name in a minute." The dependent measure was the number of different words correctly stated within 60 s. Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 were .76, .76, and .75, respectively.
Letter fluency. This experimental measure was adapted from Harrison et al. (2000) . Children were given 60 s to generate as many words as possible beginning with the letter B. The dependent measure was the number of words correctly stated in 60 s. Cronbach's alpha coefficients on scores for Waves 1, 2, and 3 were .76, .76, and .75, respectively.
Random generation of letters and numbers. Each child was asked to write as quickly as possible numbers (or letters) first in sequential order to establish a baseline. Children were then asked to quickly write numbers (or letters) in a random nonsystematic order. Scoring included an index for randomness, information redundancy, and percentage of paired responses to assess the tendency of participants to suppress response repetitions. The measure of inhibition was calculated as the number of sequential letters or numbers divided by number of correctly unordered numbers or letters. It was our assumption that scores close to 1.0 would reflect a high and efficient ability to inhibit well-learned sequences. Cronbach's alpha for the Letter Generation task for Waves 1, 2, and 3 scores were .52, .69, and .63, respectively, and for the Number Generation task were .75, .68, and .69, respectively.
Procedure
Five doctoral-level graduate students trained in test administration tested all participants in their schools in Waves 1, 2, and 3. One session of approximately 45-60 min was required for small group test administration and one session of 45-60 min for indi-vidual administration for each wave. During the group testing session, data were obtained from the Raven Colored Progressive Matrices test, WIAT, WRAT-III, mathematical word problem solving process booklets, visual matrix test, and arithmetic calculation fluency. The remaining tasks were administered individually. We counterbalanced test administration to control for order effects. Task order was random across participants within each test administrator.
Statistical Method
Sequence of analysis. The results are organized into five parts. First, we determined whether the memory tasks fit a three-factor model (central executive, phonological loop, visual-spatial sketchpad). Thus, we computed a confirmatory factor model to determine the adequacy of fit to the data. In addition, we converted tasks that were conceptually related to single latent variables to reduce the sample-task ratio and to simplify the analyses.
Second, we compared performance of children at risk and not at risk for SMD across the testing waves. Because some initial differences emerged between the groups on measures of the Raven Colored Progressive Matrices test, scores from this test were used as a covariate in the multivariate analysis of covariance (MANCOVA). This analysis addressed the question as to whether children identified at risk or not at risk for SMD in Wave 1 vary on measures of growth in problem solving and WM across the three testing waves.
Third, we tested for convergence across the three age cohorts. Convergence consists of testing whether cohort groups tested at the same age overlap in performance and the parameters of growth are equal for each of the cohort groups (see E. R. Anderson, 1993 , for a review). This test was necessary because we were using a cohort-sequential design. The design assumes that the parameters of growth (levels, slopes, and error terms) are invariant across the three age groups. Therefore, it was necessary to establish convergence across the three cohorts (children who started testing at Grade 1 vs. children who started testing at Grade 2 vs. children who started testing at Grade 3). To accomplish this, we conducted structural equation modeling using EQS 6.0 (Bentler, 2005) to determine whether the latent measures were invariant across the samples.
Fourth, after factor invariance was tested across the latent measures, a growth curve analysis was conducted using hierarchical linear modeling (HLM; Bryk & Raudenbush, 1992; Singer, 2002) . We sought to isolate the components of WM that best related to word problem solving. We report our procedures for using HLM modeling in the next section. Overall, this analysis addressed the question as to whether growth in WM was related to growth in word problem solving. We also addressed the question as to whether ability groups varied in their rate of growth. The HLM method overcomes some of the limitation of our MANOVA because it does not assume that an equal number of repeated observations are taken for each individual or that all individuals were measured at the same time point. The model also allowed us to use random effects to model the continuous functions of age. Further, the HLM procedure does not require that missing data be ignored and provides a valid means to addressing standard errors. In contrast to traditional MANOVA repeated measures in which significance is tested against the residual error, the test of fixed effects in mixed models is tested against the appropriate error terms as determined by the model specification.
The final section of the results focused on Wave 1 predictions of Wave 3 word problem solving. In this analysis, we were not interested in growth per se or the multilevel structure of the data but rather in how much of the variability in problem solving in Wave 3 was accounted for in Wave 1 data. Because the explained proportion of variance is somewhat problematic in HLM analysis (e.g., a large number of variance components, negative R 2 are possible, etc.; for discussion, see Snijders & Bosker, 1999, pp. 99 -100), we used hierarchical regression models to simply isolate unique processes in Wave 1 that underlie word problem solving performance in Wave 3. This analysis allowed us to address the questions related to the three models (knowledge base, phonological system, central executive system) provided in the introduction. The key question addressed was whether performance related to three components of WM was related to predictions of problem solving accuracy and whether those predictions were mediated by individual differences in knowledge base, phonological processing, and/or executive processing.
A key assumption of this study is that partialing out the influence of STM from WM leaves residual variance related to controlled attention (Engle et al., 1999) . Several studies have shown that WM and STM are distinct but highly related processes (e.g., see Heitz, Unsworth, & Engle, 2005 , for a review). For example, Engle et al. (1999) investigated the relationship among measures of STM, WM, and fluid intelligence in adults. They found that STM and WM tasks loaded on two different factors. Although strong correlations emerged between the two factors (r ϭ .70), they found that a two-factor model fit the data better than a one-factor model. Further, they found that by statistically controlling the variance between WM and STM factors, the residual variance related to the WM factor was significantly correlated with measures of intelligence. That is, they found a strong link between the latent measures of WM, but not STM, to fluid intelligence (e.g., also see Conway, Cowan, Bunting, Therrioult, & Minkoff, 2002) . They interpreted their findings as suggesting that the residual variance related to the WM factor corresponded to controlled attention of the central executive system. Thus, in our regression analysis, we entered measures of STM and WM simultaneously into the regression model to determine whether unique variance related to WM would predict problem solving accuracy.
HLM. As mentioned previously, we examined growth in problem solving using a multilevel framework referred to as HLM. We applied growth modeling to the study of intraindividual change in problem solving and WM over the 3-year period via the PROC MIXED program in SAS 9.1 (SAS Institute, 2003) . The HLM procedure allowed us to determine both the average rate of change and individual variability in change over time. Age was the variable that represented the passage of time in our growth model. Because we had only three data points at best, our focus was on linear change and, therefore, a curvilinear relationship could not be reliably calculated. To interpret the results, we centered age at 9.7 (mean age at Wave 3), so that intercepts reflected the expected performance at that age. (It is important to note that slope remains the same whether the mean age is centered at Wave 1, 2, or 3. However, the correlation between the intercept and slope does vary as a function of different centering.) Thus, we centered our data on the mean age at Wave 3 because we were interested in the final status of individual children after 3 years of math instruction.
Our growth model yielded parameter estimates that defined both the overall trajectory of the sample (fixed effects) and deviations in the overall trajectories (random effects). The model is expressed as:
where y ij is the dependent variable (problem solving) measured at time i in child j; age ij is the child j's age at time i; ␤ 0 is the average intercept at 9.7; U 0j is the random intercept for child j; U 1j is the random age slope for child j; and R ij is the residual for child j at time i. The between-children variance components, 2 0 ϭ Var (U 0j ) and 2 1 ϭ Var (U 1j ), reflect individual differences in level (intercept) and rate of change (slope), respectively. Thus, we estimated the association between the outcome (problem solving) and repeated measures of age across the 3-year time periods. We refer to this as our unconditional growth model.
Clearly, performance on word problems will be influenced by instructional procedures in the math classroom. At the start of the study, children were nested within different classrooms that reflect different instructional approaches of the math teacher (for the majority of participants, math instruction was in the homeroom class). Our analyses of random effects for intercept and slope included children nested within classroom (or math teacher). Thus, we modified the random effects (between-children effects) as 2 0 ϭ Var (U 0j ) ϫ (Teacher or Math Class) and 2 1 ϭ Var (U 1j ) ϫ (Teacher or Class) to reflect individual differences in level (intercept) and rate of change (slope), respectively. Classroom (math teacher) placement was not a continuous variable across the testing waves. For our analysis we selected Wave 1 math teachers for the nesting effect on the basis of our results from our administration of a National Science Foundation (2000) National Survey of Science and Mathematics Education. This survey showed the greatest amount of variance in instructional approaches among teachers occurred during Wave 1 when compared with other testing waves. Thus, our random effects for intercept and slope were nested within classroom at Year 1 (thus, we had randomly varying intercepts and growth rates within classroom). It is also important to note that we initially used a three-level model (Level 1 effects within person, Level 2 effects between persons nested within classroom, Level 3 effects between classrooms; see Singer, 2002, p. 167 for an example of this three-level growth model). However, because the random effects at Level 3 were not significant and less than 2% of the variance, these random effects were dropped from the analysis. Our approach was consistent with the model specification steps outlined in Snijders and Bosker's study (1999; see pp. 94 -97) , which called for excluding nonsignificant random effects.
In summary, our HLM (Level 1 within person, Level 2 between persons nested within classroom) included random effects from intercepts and slopes for children nested within the classroom of the math teacher. We used this unconditional growth model to examine problem solving performance as a function of the intercept and slope. For the fixed effect, the intercept provided information on the average level of the dependent variable at age 9.7 and the average rate of change across individuals. For the random effects, the intercept represented the variation (variance) around the intercept and the slope indicated whether there was variance related to change overtime. Significant random effects indicated that children differed in the level (intercepts) and/or rate of change (slopes).
After establishing our unconditional growth model, we tested whether entering the components of WM into the model explained any statistically significant associations obtained related to fixed effects and random effects. This is referred to as a conditional model. When one or more predictors are introduced into the conditional model, the reductions in the magnitude of the various components when compared with the unconditional model are analogous to effect sizes (Snijders & Bosker, 2003) . This is similar to the use of R 2 in linear regression models. The primary distinction between a linear regression and HLM is that several R 2 values are relevant to HLM because there are several variance components.
Reliability estimates for the HLM model are based on the random effects. The random effects of the unconditional model represent the proportion of variance in that effect (i.e., parameter specific rather than error variance). If the random effect is significant and has satisfactory reliability, then it is appropriate to test whether additional variables can explain some of the variance in the unconditional model. Specifically, the conditional model predicted that the level and slope of problem solving performance would be associated with WM performance. To evaluate the compatibility of the data with our conditional model, we tested the significance of the model change. This was done by comparing the differences between the deviance values (i.e., the likelihood value for the correspondence between model and data) from the unconditional and conditional growth model. These are chi-square values, and the number of parameters added for the conditional model serves as degrees of freedom. In general, models with lower deviance fit better than models with higher deviance values. The deviance test can be used to perform a formal chi-square test in order to compare a model that adds certain effects versus a model that excludes them. For the present study, a significantly lower deviance score for the conditional model indicated that the conditional model showed a better fit to the data than the unconditional model.
We also compared children at risk for SMD and not at risk on parameter estimates of the intercept and slope. Because our classification of risk for SMD occurred at Wave 1, we centered age at Wave 3. Ability group differences have been established at Wave 1 (Swanson & Beebe-Frankenberger, 2004 ) and therefore it would be more informative about the stability of ability group differences by centering performance at Wave 3. Within this hierarchical model, we conducted several analyses comparing the risk and nonrisk groups identified in Wave 1 on intercept and growth scores across an array of measures.
Missingness. Missing data occur in longitudinal designs whenever an intended measurement is not obtained. We experienced some loss in our sample in Year 3 (N ϭ 353 in Wave 1 and N ϭ 302 in Wave 3). HLM allows for an incomplete data set, using data from all participants with at least two points. We used maximum likelihood procedures to determine parameter estimates because the maximum likelihood estimation procedure has several advantages over other missing data techniques (see Peugh & Enders, 2004 , for discussion).
Results
The means and standard deviations for measures of intelligence, accuracy in recognizing problem solving components, problem solving solution accuracy, arithmetic calculation, phonological processing, reading, STM, WM, inhibition, and fluency for Waves 1, 2, and 3 are shown in Appendix A (starting with Wave 1 at Grade 1), B (starting with Wave 1 at Grade 2), and C (starting with Wave 1 at Grade 3). Prior to testing our hypothesis, we considered normality of the data. Measures meet standard criteria for univariate normality with skewness for all measures less than 3 and kurtosis less than 4. Univariate outliers were defined as cases more than 3.5 standard deviations from the means. We examined multivariate outliers by calculating Mahanalobis' d 2 . None of the cases were deemed outliers.
Confirmatory Factor Analysis and Data Reduction
A critical assumption of this study was that three components were represented in our WM battery: executive processing, phonological loop, and visual-spatial sketchpad. In order to test this assumption, we ran a confirmatory factor analysis for Wave 1 data using the CALIS (Covariance Analysis and Linear Structural Equation) software program (SAS Institute, 2003) with the four WM tasks (Listening Span, Semantic Association, Digit-Sentence Span, Updating) loading on one factor, the four STM tasks (Forward Digit Span, Backward Digit Span, Pseudoword Span, Word Span) loading on a second factor, and the two visual WM tasks loading on a third factor (Visual Matrix, Mapping-Directions). The fit statistics were .91 for the comparative fit index (CFI; Bentler & Wu, 1995) and .05 for the root-mean-square residual error of approximation (Jöreskog & Sörbom, 1984) , indicating a good fit to the data. All standardized parameters were significant at the .01 level. As we had no theoretical reasons for relying on a one-factor or two-factor model, the three-factor model was accepted as a good fit to the data for the total sample in Wave 1.
Because of the large number of variables, it was necessary to reduce two or more measures that were conceptually related to latent measures (factor scores). The weighting of these variables for Waves 1 and 2 are reported in Swanson's (2006) study. Task weightings for the latent measures used in regression analysis (to be discussed) are reported in Table 7 . We used the SAS CALIS program to create factor scores for each set of measures with two or more variables. This procedure allowed us to calculate for each testing wave standardized beta weights. On the basis of the standardized loadings, we computed factor scores by multiplying the z score of the target variable by the factor loading weights for the total sample (see Nunnally & Bernstein, 1994, p. 518 
for calculation procedures).
2 Factor scores were created for problem solving accuracy (WISC-III: Arithmetic; problem solving semantic structure varied), math calculation (WRAT: Math; WIAT: Math, Computation Fluency), word problem solving components (correctly identifying the word problem propositions-related questions, numerical information, goals, arithmetical operations, algorithm, and irrelevant information), reading (WRAT: Reading; WRMT: Reading Comprehension), phonological processing knowledge (TOWRE: Pseudowords, Elision), inhibition (random generation of letters and random generation of numbers), fluency (Phonological and Semantic Fluency), speed (rate naming speed of numbers and letters), phonological loop (Forward Digit, Backward Digit, Pseudoword Span, Real Word Span), visual-spatial sketchpad (Visual Matrix, Mapping/Directions), and executive processing (Listening Sentence Span, Digit/Sentence, Semantic Association, Updating). Figure 1 shows the latent measures as mean z scores for each measure used in the subsequent analysis as a function of the three cohorts and two ability groups across the three testing waves. The figure shows the starting points by age for three cohorts at Wave 1 and follows their performance across the three testing waves. The age range was from 6 to 10 (Grades 1-5). Figure 1 also shows children identified at risk for SMD and those not at risk within each cohort. All figures were scaled to show a range of 2.5 standard deviations above and below a mean z score of 0 based on Wave 1 performance.
Ability Group and Wave Comparisons
As shown in Figure 1 , measures that showed the greatest increase from ages 6 to 10 (Grades 1-5) were math calculation, reading, and random generation. Measures showing the smallest rate of change (Ͻ .25 SD) were performance measures of fluency, phonological loop, and knowledge of word problem solving components. Across all measures, children identified at risk were lower in performance than those not at risk. It is important to note that problem solving from the WISC-III Arithmetic subtest and rapid naming of numbers from the CTOPP were used as classification variables and, therefore, it would be expected that differences emerged between these two groups in Wave 1 for problem solving and speed. However, we considered it an empirical question as to whether such differences at Wave 1 would be maintained in Wave 3.
The primary question addressed in this part of the analysis was whether performance of children at risk for SMD varied from 2 Consistent with other investigations of growth (e.g., Wilson et al., 2002) , we converted raw scores to z scores. All measures were scaled to have a mean of 0 and standard deviation of 1 at Wave 1. Wave 2 and 3 measures were z scored on the basis of the means and standard deviations of Wave 1. It was necessary to scale to z scores across the total sample so that all parameters were on the same metric, enabling meaningful comparisons for both age and time (Waves 1, 2, and 3) (see McGraw & Jöreskog, 1971 , for a discussion). In addition, because of the number of variables, we created factor scores. These scores were calculated for each of the three testing waves. This was done for measurement purposes (different variables have different weightings on a construct) and also for practical reasons: Some constructs (e.g., WM, STM) included several tasks. One reviewer questioned whether our scaling of items would best be served using an item response theory model. The item response theory framework posits a log linear, rather than a linear, model to describe the relationship between observed item responses and the level of the underlying latent trait, . We agree with the reviewer's suggestion. However, as indicated by Nunnally and Bernstein (1994) , for item response theory models "very large normative bases are required to implement all but the simplest and, therefore, sometimes unrealistic models using current estimation algorithms" (p. 396). In addition, as stated by Plewis (1996) , The feasibility of using vertical equating in the context of growth studies spanning a narrow range with different tests used at different ages has yet to be demonstrated. Certainly it is difficult to see how item response theory, which depends on fixing the mean and standard deviation of the ability distribution in order to estimate both item parameters . . . and an individual's ability, could be adapted to deal with growth without making arbitrary scaling assumptions. (p. 28)
Because we cannot address these issues with our current sample size (e.g., our sample is not large enough to establish anchor points), we attempted to place our values on the same measurement scale across the groups and investigate linear change. Converting data to z scores across the sample is appropriate when testing covariance structures (e.g., see Reise, Widaman, & Pugh, 1993, p. 557 , for an example), as we have done in this study.
Figure 1 (opposite).
Mean z scores for achievement and cognitive domains across testing waves as a function of age and ability group. STM ϭ short-term memory; WM ϭ working memory.
children not at risk on latent measures across testing waves. To address this question, we computed a 2 (risk group: children not at risk vs. SMD) ϫ 11 (number of domains: problem solving accuracy, math calculation, word problem solving components, reading, phonological processing knowledge, inhibition, fluency, speed, phonological loop, visual-spatial sketchpad, and executive processing) ϫ 3 (testing Waves 1, 2, and 3) repeated measures analysis of covariance (ANCOVA), with repeated measures on the last two factors. Although Raven scores were in the normal range for the at-risk group, an advantage was found for the not-at-risk group. Thus, Raven scores served as a covariate in the analysis. The covariate (Raven scores) was significant, F(1, 266) ϭ 10.01, MSE ϭ 4.34, p Ͻ .001, but the Ability Group ϫ Covariate interaction was not significant, F(1, 266) ϭ 1.59, p ϭ .20, meeting the assumptions of a MANCOVA (homogeneity of the slopes). Thus, the covariate was judged to be reliable for the covariance analysis. Because there was a violation of sphericity (Mauchly's criterion reported probability Ͻ .0001), we used the Greenhouse-Geisser and the Huynh-Feldt probability values. Because the samples of children not at risk and at risk for SMD were matched on age, age was not considered as a covariate in this analysis. (The influence of age will be considered in the subsequent analyses.)
Omnibus F effects associated with the risk status, wave, and domain are reported below. The mean z scores of the latent measures are shown in Table 1 for Waves 1, 2, and 3. As shown in Table 1 , the general pattern in the results was that children not at risk scored higher than those at risk for SMD, and scores were higher in testing Waves 2 and 3 than in Wave 1. Also provided in Table 1 is the difference in z scores between Wave 3 and Wave 1. As shown in Table 1 , mean difference scores (Wave 3 minus Wave 1) greater than 1.0 standard deviation occurred for the measures of math calculation and inhibition. Although it is important to note that not all data can be used in this analysis (missing cells across waves are dropped), the results do show that differences between Wave 1 and Wave 3 were larger (z score differences Ͼ .40) for the children not at risk on measures of math calculation and knowledge of problem solving components. In contrast, difference scores were larger for the at-risk group on measures of problem solving accuracy and naming speed. at-risk and not-at-risk students were significant for each wave and domain. However, greater differences emerged between some domains than others. In general, a comparison of ability groups across domain (collapsed across time) indicated that the differences in favor of children not at risk, when compared with children at risk for SMD, were greater on all measures, except for the fluency and the storage components of WM (visual-spatial sketchpad and phonological loop). Further, when the difference scores between Wave 3 and Wave 1 served as a dependent measure (Wave 3 minus Wave 1), significant differences ( ps Ͻ .01) in ANCOVAs were found between ability groups for all measures except for the measures of STM (phonological loop), fluency, visual spatial WM (visual-spatial sketchpad), and inhibition ( ps Ͼ .05). As shown in Table 1 , significant differences in scores emerged in favor of the nonrisk group on the remaining measures (all ps Ͻ .01).
In summary, the general trend was that children not at risk scored higher than those at risk, and higher difference scores emerged for academic domains (e.g., math calculation) when compared with cognitive domains (e.g., inhibition).
Convergence
A key assumption in growth modeling using a cohort sequent design is convergence. Convergence consists of testing whether cohort groups tested at the same age overlap in performance and the parameters of growth (the levels, slopes, and error terms) are equal for each of the cohort groups (see E. R. Anderson, 1993 , for a review). To address these assumptions, we used structural equation modeling (EQS 6.0; Bentler, 2005) to test whether the underlying linear growth processes (mean and variance of the slope and intercept factors) were invariant for the three cohort age groups (children in Wave 1 who started at Grade 1,2, or 3). In structural equation modeling, it is possible to test the invariance (equality) on all parameter estimates across multiple groups. We evaluated the invariance of various sets of parameters across the three age groups. The present analysis determined whether the intercepts and slopes across all individuals depicted a common line. A statistical test of convergence was done to determine whether the parameters (the intercepts, slopes, and error terms) were equal for each of the three cohort groups. The baseline model reflected configural invariance that tested whether similar patterns (not necessarily identical) emerged between the three groups across the three testing waves. Configural invariance requires only that the number of factors and factor loading patterns be the same across the groups (Byrne, 2006, see p. 233) . A goodness-of-fit statistic related to this multigroup parameterization should be indicative of a well-fitting model. A well-fitting model has CFI at or above .90 (Bentler, 2005) . As shown in Table 2 , the CFIs ranged from .95 to 1.00 for the configural or baseline model, indicating that groups share a common structure and pattern across all measures. As shown in Table 2 , three models tested the equality (invariance) between groups on various parameters. We tested for invariance across the three samples (a) when all parameters (intercepts, slopes, and errors) were constrained to be equal (Model 1), (b) when the intercept for each sample that included the same grade levels (e.g., Grade 3 in all three samples, Grade 2 in two samples) was constrained to be equal (Model 2, slope or errors were not constrained to be equal across groups), and (c) when the intercept and slope for the same grades in each sample were constrained to be equal (Model 3, errors are not constrained to be equal). Generally, it is argued that invariance holds if goodness-of-fit (CFI) to the model (e.g., Model 1, 2, or 3) is adequate and if there is no Table 2 , Model 2 showed convergence (invariance) for all cognitive and word problem solving measures (all ⌬ 2 s Ͼ .05). This finding indicated that the intercept values for overlapping ages were statistically comparable. We were unable to find convergence, however, on measures of reading and math calculation suggesting that other variables (e.g., instruction) influenced cohort effects.
HLM
As noted above, cross-group equivalencies were excellent on all measures, except two (reading and math). Thus, some sources of invariance were unaccounted for across the cohort groups. Instead of uncovering each invariant parameter across the age groups, however, we decided to center our results on age, using HLM procedures. This is because the majority of findings related to intercepts and slopes are conditional on age (see Mehta & West, 2000) , and, therefore, it was not reasonable to ignore age differences. As stated by Mehta and West (2000) , conventional SEM models based on sample means and covariance structures use an "inappropriate within person scaling of the time variables yielding incorrect estimates of some of the random effect and increased complexity of interpretation of age effects" (p. 24). To correct this, for our next analysis (consistent with Mehta & West, 2000) we scaled age with respect to a common origin across all individuals to reflect deviations from a common age. Table 3 shows our individual growth modeling to the study of intraindividual change in problem solving over the 3-year period. We estimated individual-level trajectories as well as overall sample-level trajectories. Table 3 shows an unconditional mode, and Table 4 shows a conditional model. To interpret these tables, we first consider the unconditional model for the fixed effects in Table 3 . The fixed effects model (which can be viewed as a one-way random effects analysis of variance model) provided the estimates of the intercept (centered for the mean age at Wave 3) and growth. In this case, a mean z score of .58 was the predicted amount of solution accuracy at age 9.7 at Wave 3. The average unit of linear growth was .28. Hence, a 9.7-year-old ended Wave 3 with a z score of .58 and gained .28 units per testing session. Also shown are the t ratios (20.71 and 19.08) indicating that the parameter estimates were significantly greater than chance.
Unconditional Model
Also presented in Table 3 for the unconditional model are the model random effects for the total sample. The random effects include the intercept, slope, and within-child variance across testing waves. It is important to note that all students were exposed to variations in math instruction and, therefore, it was necessary to consider this variable in our calculation of random effects. We used as a representative variable the growth of students nested within classroom for Wave 1. Thus, our random effects (variance for intercept, slope) represented multiple observations of children (participants) nested within classrooms at Wave 1. As shown in Table 3 , significant between-subjects variance emerged for the intercept (.18) and the slope (.03) estimates. Also included in the model was the within-person residual (.09). This estimate indicated that significant within-child variance emerged for problem solving accuracy across testing sessions.
Conditional Model-Group Effects
The conditional model in Table 4 shows a comparison of the two-risk groups identified at Wave 1 on problem solving accuracy. The difference between the two models is the addition of the classification (group) variable. For children at risk for SMD, the intercept (estimated z score for a child at 9.7 at the end of the study) for problem solving was .32, and linear growth rate was .41. These intercept and growth estimates were significantly better than chance. Likewise, for children not at risk, the intercept for word problem solving was .75 and the linear growth rate was .20. The intercept and linear growth estimates for the not-at-risk group were also significantly better than chance. In addition we determined whether the differences in estimated intercepts and growth rates varied significantly between the two groups. Ability group differences emerged in the estimated intercept values (.32 vs. .75), F(1, 927) ϭ 62.93, p Ͻ .0001 (note df denominator reflects estimated missing values), and the slope values (.41 vs. .20), F(1, 927) ϭ 50.39, p Ͻ .0001. Thus, although ability group differences would be expected at Wave 1 (because at-risk groups were separated by problem solving accuracy and rapid digit naming), the results show that these differences remained at Wave 3. In addition, significant differences emerged between the two groups in linear growth, with the rate of growth higher in the at-risk than not-at-risk group. In summary, children not at risk had higher levels of performance at Wave 3 but lower linear growth estimates than children at risk. Also presented in Table 4 for the conditional model are the model random effects for the total sample. When compared with the unconditional model, the estimated variances between subjects for the intercept (.14) and slope (.02) were significant. The random effects (estimated intercept variance between subjects and estimated variance within subjects) in the conditional model can be compared with the random effects in the unconditional model that has no ability group effects. Thus, one way of measuring how much of the variation in word problem solving accuracy was explained by creating ability group comparisons (in the conditional model) was to compute how much of the variance was reduced after comparing the variance estimates of the conditional model with those of the unconditional model. The percentage of reduction in between-subjects variance in the intercept related to the ability group conditional model was 22%: (.18 -.14)/.18 ϭ .22 ϫ 100. We interpret this value by saying that 22% of explainable variation in child intercept values in Wave 3 is a function of the at-risk classification in Wave 1. (Note: the percentage reflected the fraction of variation that was explained. This is not the same as a traditional R 2 statistic.) The explainable variation in slope was 33%: (.03 -.02)/.03.
Because of the number of estimates, Table 5 summarizes the fixed effects related to intercept and growth estimates for the ability groups across all measures. As shown in Table 5 , the majority of estimates were significantly better than chance. The F ratios are shown comparing the ability groups on estimates of level performance and linear growth. Two important findings emerged. First, the level of performance (intercept values) was significantly lower for children at risk for SMD than children not at risk across all measures. Second, significant differences emerged in growth rates in favor of the not-at-risk group on all measures, except for the reading and phonological knowledge measures. No significant differences emerged between the two groups for growth rates on measures of fluency and STM (phonological loop).
Conditional Model: WM Effects
One critical question that directed this study was whether growth in WM was related to growth in math problem solving accuracy. Table 6 shows the contribution of WM growth to problem solving accuracy. In this model, we tested whether the intercepts and slopes of problem solving were significantly related to the covariates. Covariates in this case were the intercept values and growth estimates for the three WM components. As shown in Table 6 , a significant covariate effect was found for level of performance on all three components of WM. The estimated coefficients in Wave 3 for the phonological loop (STM; .14), executive processing (.09), and visual-spatial sketchpad (.10) were significantly related to problem solving. With respect to estimated growth rates, a significant effect occurred for the covariate of the phonological loop (-.05) and executive processing (-.10). The significant parameter estimate related to the phonological loop (-.05) indicated that a child who differed by a score of 1.0 with respect to performance on measures of the phonological loop had a growth rate that differed by -.05. Likewise, a child who differed by a score of 1.0 with respect to the executive system had a growth rate that differed by -.10.
When compared with the unconditional model in Table 3 , the conditional model in Table 6 with WM components reduced variance related to between-children intercepts by 61% ([.18 -.07]/.18) and slopes by 66% ([.03 -.01]/.03). We determined whether this conditional model provided a good fit to the data by calculating its deviance value (i.e., lack of correspondence between model and data). The log likelihood -2ln(L) was 1,252.3 for the unconditional model and 954.7 for the conditional growth model. A significant chi-square indicated that the conditional model showed a better fit to the data than the unconditional model, 2 (6) ϭ 297.6, p Ͻ .001. In summary, ability group effects related to the level of performance in the final wave were higher for children not at risk across all measures when compared with children at risk for SMD. Significant growth differences in favor of the not-at-risk group emerged on all measures, except reading and phonological knowledge. No significant group differences emerged in growth rates on measures of fluency and STM (phonological loop). An advantage in growth was found for the at-risk group on measures of phonological knowledge and reading. However, when the total sample was considered, growth in the phonological loop and the central executive component of WM were related to growth in problem solving accuracy. In addition, performance levels on all three components of WM were significantly related to problem solving accuracy.
Hierarchical Regression
The final analysis determined those cognitive and achievement measures in Wave 1 that best predicted problem solving in Wave 3. These analyses specifically addressed the question as to which components of WM were predictive of problem solving accuracy and whether those predictions were mediated by individual differences in knowledge base, phonological processing, and/or a central executive system. Also included in this part of the analysis for the comparative purposes were the Wave 3 criterion measures of math calculation and knowledge of problem solving components. The estimates for these measures are shown in Table 7 .
Prior to the regression analysis, we examined the correlations among the latent measures and the age variable. Correlations between scores for Waves 1 and 3 are shown in Table 8 . The majority of correlations greater than .20 in magnitude were significant at the .001 alpha level. As shown, all Wave 1 measures were significantly related to Wave 3 measures of problem solving accuracy, math calculation, and knowledge of the problem solving components.
An inspection of Table 8 revealed three important findings. (To interpret the results, we considered rs Ͼ .40 as substantial correlations.) First, problem solving accuracy in Wave 3 was substantially related to Wave 1 measures of reading, phonological knowledge, fluency, speed, phonological loop, and executive processing. Second, calculation skill and knowledge of problem solving components in Year 3 were strongly correlated with all Wave 1 measures except for inhibition. Finally, high correlations emerged between reading in Wave 1 and measures of math calculation and knowledge of problem solving components in Wave 3.
Predictions of Problem Solving
We investigated whether the relationship between problem solving in Wave 3 and WM components in Wave 1 was maintained when blocks of variables such as knowledge base (e.g., calculation skill), phonological processing (STM, phonological knowledge), and age were entered into the regression analysis. For comparative purposes, we also considered in the analysis Wave 3 criterion measures of math calculation ability and knowledge of problem solving components. For our first set of analyses, we determined the amount of variance in problem solving performance in Wave 3 that was accounted for by WM components alone in Wave 1. For each model, we entered predictor variables from Wave 1 into the equation simultaneously, so that beta values reflected unique variance (the influence of all other variables was partialed out). For Model 1, we assumed that if scores related to STM (phonological loop) and visual-spatial sketchpad were partialed out in the regression analysis, then the residual variance related to WM could be attributed to the central executive system (e.g., Engle et al., 1999) . As shown in Model 1 in Table 9 , all components of WM contributed significant variance to the Wave 3 criterion measures. Performance related to the components of WM in Wave 1 contributed to approximately 36% of the variance to problem solving, 37% of the variance to arithmetic calculation, and 36% to problem solving component knowledge in Wave 3. As a follow-up to this model, we considered percentage of variance accounted for in the predictions when only the central executive component of WM was entered into the regression model. The central executive component of WM accounted for 27% of the variance for problem solving accuracy (R 2 ϭ .27), F(1, 291) ϭ 110.06, p Ͻ .001, 28% for math calculation (R 2 ϭ .28), F(1, 291) ϭ 112.06, p Ͻ .001, and 29% for problem solving knowledge (R 2 ϭ .29), F(1, 291) ϭ 116.31, p Ͻ .001. Thus, the contribution of the storage components of WM (phonological loop and visual-spatial sketchpad) in Model 1 increased the percentage accounted for by 9%, 9%, and 7%, respectively, when predicting problem solving accuracy, calculation accuracy, and problem solving knowledge.
In Model 2, we determined whether the contribution of the component scores related to WM in predicting the criterion measures were merely a function of chronological age at Wave 1. As shown in Table 9 , all components of WM maintained significant predictions of the criterion measures when age was partialed out in the analysis. The predictor variables in Model 2 for Wave 1 contributed approximately 38% of variance in word problem solving accuracy, 52% of the variance in math calculation, and 71% of the variance in problem solving component knowledge.
Role of Executive Processes
As shown in Table 9 , Model 3 assessed whether the contribution of WM to problem solving remained significant when cognitive 
Role of Phonological Processes
Model 4, as shown in Table 9 , determined whether the variables related to reading and phonological processing (e.g., reading, phonological knowledge) partialed out the influence of WM in predicting problem solving accuracy, math calculation, and knowledge of problem solving components. When compared with Model 3, Model 4 increased the percentage of variance accounted for by 4% for problem solving accuracy, by 11% for calculation, and by 5% for knowledge of problem solving components. The results showed that when compared with Model 3, the influence of naming speed was partialed out with the entry of reading variables into the equation. The only Wave 1 variable that contributed unique variance to all three-criterion measures was reading. Chronological age contributed unique variance to calculation and problem solving component knowledge. As found in Model 3, the central executive component of WM contributed unique variance to word problem solving accuracy and knowledge of problem solving components. In general, the results suggest that when compared with the previous models, the significant effects of the central executive system of WM were eliminated only on the measure of calculation when measures of reading were entered into the regression analysis.
Role of Knowledge Base
Admittedly, we were surprised that measures of the central executive component of WM were not eliminated in predicting later performance of problem solving accuracy when measures of reading and executive processing activities (e.g., inhibition) were entered into the analysis. We reasoned that, perhaps, domainspecific knowledge in math calculation and general reasoning ability may account for the robust findings related to the WM measures. Thus, in a final model (Model 5) we entered Wave 3 scores related to math calculation ability and knowledge of problem solving components, and Wave 1 scores for fluid intelligence (Raven Colored Progressive Matrices Test) into the regression model. This model directly tested whether individual differences in children's knowledge base underlie the relationship between WM and problem solving. The results are shown in Table 10 . The model determined whether domain-specific knowledge (math) and reasoning ability (fluid intelligence) would partial out the effects of WM in predicting problem solving accuracy. When compared with Model 4, the final model increased the percentage of variance accounted for by 5% when predicting problem solving accuracy. Predictor variables in Wave 3 that contributed significant variance to problem solving accuracy were math calculation and problem solving knowledge, and predictor variables in Wave 1 that contributed significant variance were fluid intelligence, visual-spatial sketchpad, and the central executive component of WM. Interestingly, when compared with Model 4, Model 5 completely eliminated the significant influence of reading on problem solving accuracy.
In summary, there were two important findings related to the hierarchical regression analysis. First, entering various cognitive variables attributed to executive processing (speed, fluency, and inhibition) as well as reading skill into the regression model did not eliminate the contribution of executive processing to predicting problem solving accuracy or performance on the knowledge of problem solving components task. Second, performance on different components of WM predicted different criterion measures. The executive system and visual-spatial sketchpad were important predictors of problem solving accuracy, whereas performance related to the visual-spatial sketchpad predicted calculation, and the executive system predicted performance on the knowledge of problem solving components task.
Discussion
The purpose of this study was to identify the cognitive processes in WM that predict mathematical problem solving performance in elementary school children who are at risk and not at risk for serious math difficulties. We determined whether WM was a valid construct in the predictions of problem solving and whether measures of WM predicted problem solving above and beyond children's performance on measures related to reading, phonological processing, computational knowledge, and domain-specific knowledge. We also determined whether growth in WM was related to growth in problem solving accuracy. Overall, our data provide substantial support for the notion that the capacity to store and process material in WM significantly constrains a child's ability to problem solve during the elementary school years. Further, children identified at risk for problem solving difficulties in Wave 1 maintained their risk status on measures of problem solving and WM 2 years later. In the discussion that follows we review our findings related to WM and problem solving. We then discuss the implications of our findings for future research and practice.
Testing of Three Models
We tested three models of WM and its influence on growth in problem solving. One model tests whether phonological processes (e.g., STM-phonological loop, phonological knowledge) play a major role in predicting performance in problem solving and whether the phonological system mediates the influence of executive processing (WM) on problem solving. Phonological processes in this study were related to latent measures of STM and phonological knowledge (measures of elision, pseudoword reading). The model follows logically from the reading literature that links phonological skills to new word learning (e.g., Baddeley et al., 1998) , comprehension (Perfetti, 1985) , and mental calculation (e.g., Logie, Gilhooly, & Wynn, 1994) . The model assumes that poor problem solvers have deficits in the processing and storage of phonological information that creates a bottleneck in the flow of information to higher levels of processing.
The second model suggests that domain-specific knowledge in LTM mediates individual differences in WM and problem solving. Measures of LTM in this study were related to calculation ability, reading, and knowledge of problem solving components. It has recently been argued that some of the functions of the central executive system are to access information from LTM (e.g., Baddeley & Logie, 1999) , and, therefore, this model suggests that controlling for the activation of LTM (e.g., arithmetic calculation, knowledge of algorithms) would partial out the influence of WM on problem solving.
The final model suggests that problem solving performance relates to executive processing, independent of the influence of the phonological system and LTM. This assumption follows logically from the problem solving literature suggesting that abstract thinking, such as comprehension and reasoning, requires the coordination of several basic processes (e.g., Engle et al., 1999; Just, Carpenter, & Keller, 1996; Kyllonen & Christal, 1990) . We assumed that measures of executive processing in this study were related to latent measures of WM, and measures assumed to reflect some of the activities of the central executive system were inhibition (random generation of letters and numbers) and activation of LTM (composite measures of reading, arithmetic calculation, knowledge of problem solving components). We also assumed based on the work of Engle et al. (1999) and others (e.g., Cowan, 1995) that after storage processes (phonological loop and visualspatial) were partialed from the analysis that the residual variance related to WM captured a key process of the central executive system referred to as controlled attention. The results yield two clear findings in support of the third model. However, when interpreting these findings the reader needs to keep in mind that other processes not reflected in our latent measures may also play a role.
First, WM contributes unique variance to problem solving beyond what phonological processes (e.g., phonological knowledge), reading skill, inhibition, and processing speed contribute. The results show that WM performance in Wave 1 contributed approximately 36% of the variance to problem solving accuracy in Wave 3 when entered by itself in the regression analysis. Thus, there is clear evidence that multiple systems of WM contribute important variance to problem solving performance beyond processes related to speed, phonological knowledge, and reading skill.
Second, WM performance predicted problem solving accuracy when the hierarchical regression analysis included measures of LTM. Measures of LTM in this study comprised the tasks related to reading, calculation, and knowledge of problem solving components. It has been argued that some of the functions of the central executive system include accessing information from LTM (e.g., Baddeley & Logie, 1999; Conway & Engle, 1994) . Our results suggest, however, that although WM tasks draw information from LTM (e.g., knowledge of components related to problem solving), it may be the controlled attention (monitoring of attention) component of WM that plays a more important role in mathematical problem solving growth. The results clearly show in the final model (see Table 10 , Model 5) that neither knowledge of problem solving components nor calculation ability partialed out the significant influence of WM in predicting mathematical problem solving accuracy. We will now address the three specific questions that directed our study.
1. Do children identified at risk or not at risk in Wave 1 vary on measures of growth in problem solving and WM across the testing waves?
To answer this question, we estimated intercept values in Wave 3 and the rate of growth across testing waves on measures of problem solving and WM. The growth curve analysis showed that ability group differences in problem solving emerged for the estimated intercept values at Wave 3. Thus, although ability group differences would be expected at Wave 1, the results showed that these differences were sustained at Wave 3. Although we were uncertain whether improvement in reading would mitigate any word problem solving differences in subsequent years, children at risk for SMD in Wave 1 were also at risk in Wave 3. In addition, significant differences emerged between the two groups in linear growth, with the at-risk group showing a lower growth rate when compared with the not-at-risk group. We also found that the intercept and linear growth parameters were significantly different between children at risk for SMD and not at risk on measures of math calculation and the executive component of WM. Children at risk for SMD had lower intercepts and smaller growth rates than children not at risk. Interestingly, no differences were found between the ability groups on growth estimates for performance on measures of the phonological loop and fluency.
We also compared the two groups across a broad array of achievement and cognitive measures. The general pattern in the repeated measures ANCOVA for the intact sample across all three waves was that the comparisons between at-risk and not-at-risk students were significant at each wave and for each academic and cognitive domain. However, greater differences emerged between ability groups for some domains than others. A comparison of groups across achievement and cognitive domains (collapsed across time) indicated that greater group differences in favor of children not at risk emerged on measures of problem solving accuracy, math calculation, reading, and speed when compared with the cognitive variables (fluency, inhibition, and memory components; e.g., phonological loop) and knowledge of problem solving components. The general trend was that children not at risk scored higher than those at risk for SMD, and higher difference scores emerged for academic domains (e.g., reading, math calculation) than cognitive domains.
2. Is growth in WM related to growth in word problem solving accuracy?
Our multilevel analysis showed a positive effect for growth in WM and problem solving accuracy. The general findings of the growth analysis were that ability group effects related to intercepts and growth parameters emerged for measures of problem solving. Children at risk for SMD showed lower levels of performance and less linear growth rate than children not at risk. When the total sample was analyzed, however, another important finding was that all intercept values related to components of WM (phonological loop, visual-spatial sketchpad, and central executive) were significantly related to problem solving. A significant relationship was found for the level of performance on all three WM components to problem solving accuracy. However, only the linear growth in the phonological loop and executive processing was related to word problem solving.
No doubt, it could be argued that growth rates in problem solving are merely a function of classroom instruction. We addressed this issue by comparing an unconditional and conditional model that included growth of the students nested within classroom with and without the inclusion of WM. The conditional model that included WM reduced the influence of classroom (teacher) variance on between-children intercepts by 61% and between-children growth by 66%. Thus, we found that a large percentage of the variance related to participant performance nested within classroom instruction on problem solving could be accounted for by individual differences in WM.
3. Which components of WM were predictive of problem solving accuracy and are those predictions mediated by individual differences in knowledge base, phonological processing, and/or the central executive system?
We tested this question by utilizing a hierarchical regression analysis, in which variables related to WM, cognitive processing (speed, inhibition, fluency), and achievement (e.g., reading, phonological knowledge) in Wave 1 were systematically entered into the regression equation to predict problem solving in Wave 3. There were two important findings.
First, the results show that the executive component of WM contributes unique variance to problem solving accuracy beyond what phonological processes (e.g., STM, phonological knowledge) contribute. The results show that the executive component of WM performance in Year 1 contributes approximately 27% of the variance to problem solving accuracy in Wave 3 when entered by itself in the regression analysis.
Second, the executive component of WM performance contributes unique variance to problem solving accuracy even when the hierarchical regression includes measures of LTM. Our results suggest, however, that although WM tasks draw information from LTM (e.g., knowledge of components related to problem solving), it may be the monitoring of the components in WM system (e.g., manipulation of information) and storage of visual-spatial information that play a more important role in predicting later performance on mathematical problem solving measures. However, our results must be clarified because we have merely partialed out the influence of the amount of knowledge available. A distinction must be drawn between the amount of WM resources available to produce activation and the amount of knowledge that can be activated. Thus, in our regression analysis we assessed the quality of information available, not the capacity to activate LTM knowledge. The results merely show that both knowledge of problem solving components and calculation ability in Wave 3 did not partial out the significant influence of WM in Wave 1 in predicting word problem solving accuracy in Wave 3.
As a parallel to predicting word problem solving accuracy, we also considered predictions related to mathematical computation. In terms of math calculation in Wave 3, the best Wave 1 predictors were reading, chronological age, and the visual-spatial storage (sketchpad) component of WM. Thus, in contrast to the important role that the executive component of WM plays in problem solving accuracy, it appears that performance in the visual-spatial sketchpad also predicts math calculation. The visual-spatial sketchpad is specialized for the processing and storage of visual material, spatial material, or both and for linguistic information that can be recoded into visual forms (see Baddeley, 1986 , for a review). Our findings are consistent with studies (Gathercole & Pickering, 2000a , 2000b finding that visual-spatial WM abilities, as well as measures of executive processing, were associated with attainment levels on a national curriculum for children ages 6 to 7 years. Children who showed marked deficits in curriculum attainment also showed marked deficits in visual-spatial WM. Thus, there is a strong relationship between measures of the visual-spatial sketchpad and academic performance in the younger grades.
Comparisons With Related Studies
Not all studies have found a significant relationship between WM and problem solving. For example, Fuchs et al. (2006) studied the cognitive correlates of arithmetic computation and arithmetic word problem ability of third graders. Predictor variables were language, nonverbal problem solving, concept formation, processing speed, long-term memory, WM, phonological decoding, and sight word reading efficiency. Word problem accuracy was best predicted by concept formation and sight word efficiency. The only significant cognitive predictors of arithmetic were phonological decoding and processing speed. Likewise, earlier work by Fuchs et al. (2005) showed that phonological processing was a unique determinant of the development of arithmetic skills in first graders. The study by Hecht, Close, and Santisi (2003) also demonstrated that phonological processing almost completely accounted for the association between reading and computational skill in older children. In contrast, Lee, Swee-Fong, Ee-Lyn, and Zee-Ying (2004) assessed the performance of 10-year-olds on measures of word problems, WM, intelligence, and reading ability. They found that children who had greater storage and greater central executive system capacities related to WM measures were better able to solve mathematical problems. At the same time they found that children with higher IQs, reading proficiencies, and vocabularies, performed better on mathematical problems. Further, although WM was found to be related to problem solving, WM did not contribute important variance to problem solving accuracy after measures of reading were entered into the regression analysis. This finding replicated an earlier finding from the study by Swanson et al. (1993) , who found that reading comprehension performance superseded any unique contributions made by WM measures to problem solving (also see Kail & Hall, 1999 , for a similar finding). These findings are in contrast to other researchers (e.g., De Beni, Palladino, Pazzaglia, & Cornoldi, 1998; Passolunghi, Cornoldi, & De Liberto, 2001) , who have shown that when controlling for vocabulary and reading, poor problem solvers exhibit lower WM scores (as indexed by their poorer inhibitory abilities) than do good problem solvers.
Thus, there is some confusion in the literature about the role of WM in problem solving. To examine these issues, we give attention to the recent study by Fuch et al. (2006) . As stated, Fuchs et al. (2006) failed to find that WM predicted word problems accuracy, and this finding varies considerably from our findings. There are three major distinctions between the Fuchs et al. (2006) study and our study. First, there were variations in WM measures. Fuchs et al. (2006) primarily relied on two WM measures. One was the backward span that some consider a STM rather than WM measure (Colom, Abad, et al., 2005; Colom, Flores-Mendoza, et al., 2005 ; also see Footnote 1). In contrast, our study used a comprehensive battery of WM measures. Second, participants in the Fuchs et al. (2006) study were primarily sampled from Title 1 schools and identified on the basis of the performance on a nonstandardized test of computational fluency. Further, approximately 60% of their sample received subsidized lunch. In contrast, the present study sample of children comes from mostly middle-class or upper middle-class homes who were selected on a standardized measure of problem solving. In addition, it is important to note that the at-risk sample in the present study included students who were within the average range in arithmetic and reading skills. In contrast to the Fuchs et al. (2006) study that defined risk as the ability to calculate, our study defined risk as the ability to problem solve and name numbers quickly. Finally, as indicated by one reviewer, our results when compared with the work of Fuchs et al. (2006) were primarily due to methodology differences. For example, variations emerged in the criterion measure. In the Fuchs et al. (2006) study, word problems were presented as text and students had to process text. Children were allowed 3 s to respond after hearing the problem but could reread the passages if necessary. This activity would certainly lessen the demands on WM capacity because children can reread the sentence. In contrast, we read the problem to the students and students were able to focus on the problem being read while maintaining information in WM. Therefore, the reviewer was not surprised that reading played a minimal role in our study and was important in the Fuchs et al. (2006) study. Further, as indicated by the reviewer, the presentation of word problems in text in the Fuchs et al. (2006) study may be more ecologically valid than ours. We would argue that it is equally valid to problem solve without recourse to text-thinking on your feet as it were. Everyday problems are not always presented in text and it may be ecologically valid to also teach problem solving without having to rely on printed text. As indicated by an anonymous reviewer of this article, we could argue that we have a purer measure of word problem solving because reading was not required.
On the issues of reading, some studies have argued that reading proficiency mediates the relationship between WM and problem solving. For example, Lee et al. (2004) showed that literacy measures provided greater contribution than measures related to the central executive system to word problem solving ability in children. Although WM was significantly related to word problem solving ability, its variance was significantly reduced when the influence of reading was partialed out. Further, they found that the storage component of WM, primarily the phonological loop and the visual-spatial sketchpad, did not contribute directly to mathematical performance.
Similar to Lee et al. (2004) , as well as Fuchs et al.'s (2006) study, we found that reading was an important predictor of calculation. However, the contribution of WM to problem solving in our study was larger than that of reading. No doubt, the weak association of reading to problem solving in Model 5 (see Table 9 ) could be explained by the fact that all problems used in the current study were read to the students; consequently, reading was weakened as a possible mediating variable. We argue, however, that if children are unable to understand and decode a question, further processing is unlikely to lead to a correct solution. Therefore, reading abilities may account for the similarities and differences in the findings across studies.
In addition, there are other studies that clearly show that reading or reading-related processes do not directly mediate the influence of WM on problem solving. For example, Swanson and SachseLee (2001) found with 12-year-old math-disabled and chronologically age-matched peers that phonological processing, WM (executive component), and visual WM contributed unique variance to problem solving accuracy. Thus, they did not find support that reading ability or literacy processes mediated the role of WM in the problem solving accuracy. In a follow-up study, Swanson (2004) compared two age groups (7 and 11) on WM and problem solving measures. This study found that regardless of age, WM predicted problem solving accuracy in word problems independent of measures of problem representation, knowledge of operations and algorithms, phonological processing, fluid intelligence, and achievement in reading and math. Further, the results suggest that a central executive system underlies age-related improvements in word problem solving accuracy.
In general, we argue that the correct calculation of numbers presented on paper requires some minimum threshold of reading ability. A lack of control for this confound may lead to attributing difficulties in math to the same cognitive processes (phonological process) as reading. In addition, children who read at a certain threshold (e.g., above the 25th percentile in word identification) may fail to be adequately diagnosed as having potential difficulties in mathematical problem solving. In order to circumvent these problems, we feel it is necessary to identify processes in children at risk for SMD that are distinct from the processes related to reading. Our results clearly show that children at risk for SMD on a nonreading measure but whose performance is in the average range on measures of fluid intelligence, reading skill, and math calculation skill are deficient on measures of WM when compared with children not at risk for problem solving.
Implications
In general, our findings show that WM performance predicts later performance in problem solving accuracy, mathematical calculation, and knowledge of problem solving components. What are the implications of our findings to education of children? We believe the results have three implications.
1. Our classification criteria have predictive validity. Children identified at risk for SMD in Wave 1 were deficient in problem solving in Wave 3. Children identified at risk for SMD in Wave 1 did not catch up to children not at risk in Wave 3 in problem solving, math, and WM. Further, as shown in Figure 1 , several other areas were found deficient in children identified at risk for serious mathematical problem solving difficulties (e.g., reading, random generation). Thus, our classification based on digit naming speed and the Arithmetic subtest of the WISC-III (which includes word problems) was a valid discriminator in predicting subsequent growth in Year 3.
Of course, one may criticize our classification criteria both in terms of the tasks we used, especially the Arithmetic subset of the WISC-III, and the cutoff criteria as well. Let us consider three arguments related to the Arithmetic subtest. One argument is that risk status should be based on calculation skill and not problem solving ability. However, we argue that we were able to identify a substantial number of children who were in the average range on reading and calculation measures but had clear difficulties listening to a problem with a verbal text and coming up with a correct solution. We are very much aware of the work by others (e.g., Geary, 2003) , indicating that math disability should focus on calculation only. However, selection criterion for risk has varied across studies from the 25th percentile to the 45th percentile (see Swanson & Jerman, 2006 , for a review). We think one of the reasons for this variation in cutoff scores is that standardized calculation scores have an extremely restrictive range of items for the younger grades and/or items do not match demands of the classroom. That is, popular standardized measures of calculation place children higher than actual classroom performance (e.g., see Fuchs et al., 2004, p. 496 , for discussion of this issue). However, when problem solving difficulties were considered, we were able to sample enough children below a conservative cutoff score of the 25th percentile.
Another argument is that the Arithmetic subtest from the WISC-III was not intended as a measure of math. Although Sattler (2001) and others suggested that the Arithmetic subtest from the WISC-III was not intended to be a math measure, it is clearly correlated with math achievement, as well as vocabulary and other related skills. Regardless of the intent of the measure, the arithmetic subtest requires children to answer simple to complex problems involving arithmetic concepts and numerical reasoning. The first couple of problems require the direct counting of discrete objects. Problems 3, 4, and 5 require subtraction using objects and stimuli. The remaining problems require addition, subtraction, multiplication, and division.
Another argument is that the Arithmetic subtest itself is a WM measure. No doubt this task taps WM as well as prior learning, but it also correlates more highly with information and similarities than the other subtests (e.g., Digit Span). In fact, it has a g loading the same as Vocabulary, Information, and Similarities (see Keith et al., 2006, p. 122) , whereas Digit Span is substantially lower.
Although we recognize that the mental computation required for this task does place constraints on WM capacity, the goal in our study was to find out which components of WM are the most constrained for children who have difficulties related to mental calculation.
In summary, our finding is important because children who were at risk for problem solving were generally in the average range on reading and math calculation measures but sustained difficulties on a number of measures across all testing waves.
2. A major cognitive component that underlies risk status in elementary school children with average intelligence is the executive component of WM. In contrast to the work on reading, it does not appear to be the case in this study that deficits in WM were merely a manifestation of deficits in the phonological system (also see Swanson & Ashbaker, 2000 , for a similar finding). We found in our regression modeling that WM predicted math problem solving even when the influence of STM was partialed out.
The above finding is consistent with other studies showing that WM is an important predictor of various cognitive operations even when the influence of STM is partialed out in the analysis (e.g., Engle et al., 1999) . Although we assumed that the residual variance related to WM was related to some aspect of the central executive system, most notably controlled attention, an important point raised by one anonymous reviewer of this article is that we have no direct measure indicating that the residual variance related to WM is controlled attention. Further, the reviewer also indicated that our findings are merely an artifact of g. For example, children at risk for SMD had lower Raven scores than those not at risk. However, it is important to note that fluid intelligence was partialed out in the analysis in Model 5. Even under these conditions, WM still contributed significant variance to word problem solving. However, the reviewer is correct that one cannot assume that the residual variance related to WM is controlled attention. Let us consider this point in more detail.
Our results extend Engle et al.'s (1999) findings to children that when controlling for the correlations between WM and STM, the residual variance for the WM factor predicts problem solving. The question emerges, however, as to whether the residual variance attributed to WM and problem solving reflects controlled attention (e.g., Engle et al., 1999) , a domain general attentional resource involved in the activation of information from LTM (e.g., Cantor & Engle, 1993) , a general monitoring system that coordinates the flow of information but draws from specialized storage systems (e.g., Baddeley & Logie, 1999) , or a limited-capacity resource that supports both processing and storage in a domain-specific system (e.g., Just & Carpenter, 1992) .
To answer this question, let us first consider Model 3 in Table  9 . We assumed that some of the activities related to executive processing component of the WM measure (i.e., controlled attention) were related to the latent measures of fluency, random generation, and speed of processing. However, we found that entry of these measures in the regression models did not eliminate the significant contribution of WM to problem solving accuracy or calculation. What these findings suggest to us is that attentional processes dissimilar from those captured by measures of fluency, speed, and random generation mediate the residual variance related to WM in predicting problem solving. Further, because our measures were not pure measures of inhibition, we may not have adequately tested the inhibition model. Interestingly, in Model 5 (see Table 9 ), we found that both the executive and visual-spatial component of WM significantly predicted math problem solving when measures of literacy (reading and phonological knowledge) were entered into the regression model. Thus, weak support was found for the phonological model, because the entry of those variables into the regression analysis failed to partial out the influence of WM in predictions of problem solving. Thus, verbal forms of processing efficiency (naming speed) and content (phonological knowledge) did not adequately account for the influence of WM. On the basis of these results, we argue that if WM is made up of controlled attention and storage, then when the influence of storage is partialed out in the analysis, what is left in terms of residual variance is some form of controlled attention. However, given that the random generation, fluency tasks, and measures of LTM did not eliminate the contribution of this residual variance to word problem solving accuracy, we tentatively concluded that some yet-to-be-specified aspects of controlled attentional processing play an important predictive role in elementary school children's problem solving.
3. Limitations in WM capacity can be compensated for by improved fluency and proficiency on academic tasks (i.e., knowledge of problem solving components, reading comprehension, and math computation). Although the influence of individual differences in WM on problem solving performance is robust, this does not mean that its influence cannot be compensated for. Increased performance on measures related to math calculation and knowledge of algorithms reduced the influence of individual differences in WM on problem solving. What remains to be examined is the influence of instruction and age-related development on these processes. From a practical standpoint, the finding that WM tests do mediate problem solving outcomes should be considered when we look at high stakes examinations. Although our research suggests that literacy (reading) is important in terms of augmenting (predicting) word problem solving ability (see Model 4, Table 9 ), this is not the only variable that needs to be considered when compensating for demands on WM. The demands on reading are not greater than the demands on WM. In fact, the actual percentage of variance contributed to word problem solving ability is higher for the WM measures than it is for the literacy measures. The results do suggest that mathematical calculation skills are important in the study; so clearly there must be a threshold that would be extremely important. It appears that the children in this study had mastered or at least performed above the threshold and, therefore, were able to rely on other resources.
Conclusion
In summary, growth in WM predicts growth on problem solving measures. We believe these results extend those studies on individual differences that suggest that a WM system plays a critical role in integrating information during problem solving. These models explicitly posit a dual role of WM: (a) It holds recently processed information to make connections to the latest input, and (b) it maintains information for the construction of an overall solution to problems. In terms of individual differences, children who have a large WM capacity for language can carry out the execution of various fundamental problem solving processes (such as problem representation, problem execution, etc.) with less demands on a limited resource pool than children with a smaller WM capacity. As a result, children with a larger WM capacity would have more resources available for storage while representing the problem. On the other hand, children with a smaller WM capacity might have fewer resources available for the maintenance of information during problem solving. Further, this relationship holds (at least for children) even when the influence of phonological loop (naming speed and STM) is partialed from the analysis. Yet, WM is not the exclusive contributor to variance in problem solving ability. This study also supports previous research about the importance of reading skill in solution accuracy (see Model 4). Moreover, our findings are consistent with models of high order processing, which suggest that WM resources activate relevant knowledge from LTM but also suggest that a subsystem that controls and regulates the cognitive system plays a major role. What is unclear from previous studies is whether growth in the WM system is related to growth in problem solving. This study has provided clear evidence suggesting that growth in WM is related to growth in problem solving. Thus, we think one of the core problems children face in solving mathematical word problems relates to growth in operations ascribed to WM. Note. The numbers 1, 2, and 3 at the end of each abbreviation refer to Waves 1, 2, and 3, respectively. SC ϭ scale score (M ϭ 10, SD ϭ 2); SS ϭ standard score; R ϭ Raw score; RAV ϭ Raven Progressive Matrices Test; WISC-III ϭ Wechsler Intelligence Scale for Children-Third Edition; Arithm ϭ word problem for the WISC-III; CTOPP ϭ Comprehensive Test of Phonological Processing; RDN ϭ rapid digit naming; WPSV ϭ word problems with semantic variations; COMPON ϭ total of knowledge of word problem components; QUES ϭ question; NUMB ϭ number; OPER ϭ operations; ALGO ϭ algorithm knowledge; IRRE ϭ Irrelevant; WRAT ϭ Wide Range Achievement Test; WIAT ϭ Wechsler Individual Achievement Test; CBM ϭ Curriculum; AWRAT ϭ arithmetic subtest of WRAT; TWORE ϭ Test of Word Reading Efficiency; EL ϭ Elision subtest (CTOPP); PW ϭ pseudoword fluency (TOWRE); WRAT-III ϭ Wide Range Achievement Test-Third Edition; WREAD ϭ WRAT reading score; SWE ϭ Real word fluency (TOWRE); WRMT ϭ passage comprehension Woodcock Reading Mastery Test-Revised; RLN ϭ rapid naming of letters; RWORD ϭ real word recall; PWORD ϭ pseudoword recall; DIG-F ϭ digits forward task; DIG-B ϭ digits backward task; LISSPAN ϭ Listening Span task; SEMSET ϭ Semantic Association Span task; AUDSET ϭ auditory Digit/Sentence Span task; UPDATE ϭ Updating Task; MATRIX ϭ visual-spatial matrix task; MAP-DIR ϭ mapping and direction task; CATF ϭ categorical fluency; LETF ϭ letter fluency; RANDL ϭ random generation of letters; RANDN ϭ random generation of numbers.
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(Appendixes continue) Note. The numbers 1, 2, and 3 at the end of each abbreviation refer to Waves 1, 2, and 3, respectively. SC ϭ scale score (M ϭ 10, SD ϭ 2); SS ϭ standard score; R ϭ Raw score; RAV ϭ Raven Progressive Matrices Test; WISC-III ϭ Wechsler Intelligence Scale for Children-Third Edition; Arithm ϭ word problem for the WISC-III; CTOPP ϭ Comprehensive Test of Phonological Processing; RDN ϭ rapid digit naming; WPSV ϭ word problems with semantic variations; COMPON ϭ total of knowledge of word problem components; QUES ϭ question; NUMB ϭ number; OPER ϭ operations; ALGO ϭ algorithm knowledge; IRRE ϭ Irrelevant; WRAT ϭ Wide Range Achievement Test; WIAT ϭ Wechsler Individual Achievement Test; CBM ϭ Curriculum; AWRAT ϭ arithmetic subtest of WRAT; TWORE ϭ Test of Word Reading Efficiency; EL ϭ Elision subtest (CTOPP); PW ϭ pseudoword fluency (TOWRE); WRAT-III ϭ Wide Range Achievement Test-Third Edition; WREAD ϭ WRAT reading score; SWE ϭ Real word fluency (TOWRE); WRMT ϭ passage comprehension Woodcock Reading Mastery Test-Revised; RLN ϭ rapid naming of letters; RWORD ϭ real word recall; PWORD ϭ pseudoword recall; DIG-F ϭ digits forward task; DIG-B ϭ digits backward task; LISSPAN ϭ Listening Span task; SEMSET ϭ Semantic Association Span task; AUDSET ϭ auditory Digit/Sentence Span task; UPDATE ϭ Updating Task; MATRIX ϭ visual-spatial matrix task; MAP-DIR ϭ mapping and direction task; CATF ϭ categorical fluency; LETF ϭ letter fluency; RANDL ϭ random generation of letters; RANDN ϭ random generation of numbers.
