Given an odd prime p, we identify composition factors of the reduction modulo p of spin irreducible representations of the covering groups of symmetric groups indexed by partitions with 2 parts and find some decomposition numbers.
Introduction
It is well known that in characteristic 0 (pairs of) irreducible spin representations of the symmetric groups are labeled by partitions in distinct parts, that is strict partitions. Labelings for the spin irreducible modules in odd characteristic have been found in [6, 7] , based on ideas from [13] using Hecke algebras A (2) p−1 (the labelings of the simple modules in [6, 7] have been proved to be equivalent in [12] ). If p = 0 let RP p (n) denote the set of strict partitions of n. If p ≥ 3 let RP p (n) denote the set of p-strict p-restricted partitions of n, that is partitions λ ⊢ n for which λ r is divisible by p if λ r = λ r+1 and which satisfy λ r − λ r+1 ≤ p − δ p|λr for any r ≥ 0. Further in either of the previous cases, for any partition λ let h p ′ (λ) be the number of parts of λ which are not divisible by p. Then {D(λ, 0)|λ ∈ RP p (n) and n − h p ′ is even} ∪ {D(λ, +), D(λ, −)|λ ∈ RP p (n) and n − h p ′ is odd} is a complete set of non-isomorphic irreducible spin representations of S n . For λ ∈ RP p (n) we define the supermodule D(λ) to be either D(λ, 0) or D(λ, +) ⊕ D(λ, −) (depending on the parity of n − h p ′ (λ)). If p = 0 we will write S(λ, . . .) for D(λ, . . .) and S(λ) for D(λ).
Not much is know about decomposition matrices of spin representations of symmetric groups. Known results include the basic and second basic spin cases, see [16] , some partial results for p = 3 and 5, see [1, 3, 4] which use ideas from [14] , leading modules appearing in S(λ), see [7, 8, 9] and the weight 1 case, see [15] . For blocks of weight 2 it is expected, due to [13, Conjecture 6.2] , that results similar to those in [10] hold.
In characteristic 2, which will not be considered here, no spin representation of S n exists. Some results about decomposition matrices in this case, in particular about leading terms, can be found in [2, 5] .
In this paper we will study composition factors of the reduction modulo p of the supermodules S((λ 1 , λ 2 )). For irreducible representations of symmetric groups an exact description of the composition factors of the reduction modulo p of the modules S (λ 1 ,λ 2 ) had been obtained by James in [11] . Although we cannot in general exactly compute the multiplicity of the composition factors of S((λ 1 , λ 2 )), we will describe the composition factors of S((λ 1 , λ 2 )) which are not composition factors of S((µ 1 , µ 2 )) with µ 1 + µ 2 = λ 1 + λ 2 and µ 1 > λ 1 and compute their multiplicity in S((λ 1 , λ 2 )).
Before stating results about decomposition matrices, we need to define certain particular partitions. Let n = bp + c with 0 ≤ c < p. If n = 0 define β n := (). If n > 0 define β n := (p b , c) if c > 0 or β n := (p b−1 , p − 1, 1) if c = 0. Then β n ∈ RP p (n). It is known that β n is the partition labeling the basic spin modules in characteristic p. Further let ℓ = ℓ p := (p − 1)/2 and define partitions µ k for 1 ≤ k ≤ ℓ as follows: It can be checked that µ k ∈ RP p (n) if n ≥ p ≥ 5 and 1 + δ n=p ≤ k ≤ ℓ.
If n < p thenS n is semisimple (whereS n is a double cover of S n ), so this case does not need to be considered. For n ≥ p the following results hold:
Theorem 1.2. Let n > p = 3 and m := ⌊(n − 1)/2⌋ − 1 − δ n≡3 mod 6 . For 0 ≤ j ≤ m define D j := D(β n−j + β j ). If λ = (λ 1 , λ 2 ) ∈ RP 0 (n) then any composition factor of the reduction modulo 3 of S(λ) is of the form D j with 0 ≤ j ≤ min{λ 2 , m}. Further if λ 2 ≤ m then [S(λ) : D λ 2 ] = 2 a with a = 1 if at least one of the following holds:
λ 1 > λ 2 > 0 are both divisible by 3, -λ 1 > λ 2 > 0, one of them is divisible by 3 and n is odd, -λ 2 = 0 and n is even and divisible by 3, or a = 0 else. Table I . Define
If λ = (λ 1 , λ 2 ) ∈ RP 0 (n) then any composition factor of the reduction modulo p of S(λ) is of the form D j with 0 ≤ j ≤ min{λ 2 , m}. Further if λ 2 ≤ m then [S(λ) : D λ 2 ] = 2 a with a = 1 if at least one of the following holds:
λ 1 > λ 2 > 0 are both divisible by p, -λ 1 > λ 2 > 0, one of them is divisible by p and n is odd, -λ 2 = 0 and n is even and divisible by p, -n ≡ 0 mod 2p and λ = (n/2 + 1, n/2 − 1), or a = 0 else.
In particular by Theorems 1.1, 1.2 and 1.3 we have that part of the decomposition matrix of the supermodules of S n is given by
*
with m = ⌊(n − 1)/2⌋, 0 ≤ b ≤ 2 and a j ∈ {1, 2}. Theorems 1.1 and 1.2 can be easily obtained from known results and will be proved in Sections 4 and 5. Theorem 1.3 will be proved in Section 6 after having studied certain projective modules in Section 3.
Basic lemmas
For λ ∈ RP 0 (n) let λ R ∈ RP p (n) be the regularization of λ as defined in [9, Section 2] . 
and if ν ∈ RP p (n) and D(ν) is a composition factor of the reduction modulo p of S(λ) then ν λ R .
Normal nodes play an important role when considering branching (see for example [6, §9-a] for the definition of normal nodes). The next results will be used in the proof of Theorem 1.3.
Lemma 2.3. [6, Theorem 9.13] Let p ≥ 3 and λ ∈ RP p (n). If λ has a unique normal node A and A has residue 0 then D(λ)↓S
Projective modules
In this section we will construct certain projective modules whose structure will play a major role in the proof of Theorem 1.3. This section uses ideas from [14] and extends results from [1, 3, 4 ] to characteristic p ≥ 5 for two-parts partitions.
The content of a node (r, s) is given by min{c − 1, p − c}, where 1 ≤ c ≤ p and r ≡ c mod p. So nodes on any row have residues
The content of a partition is the multiset of the contents of its nodes. It is known that two partitions have the same content if and only if they have the same p-bar core. Further two irreducible modules are contained in the same block if and only if they are labeled by partitions with the same p-bar core (unless possibly if they are labeled by a p-bar core, in which case the weight is 0). In particular the content of a block is well defined. n − j > j > 0 are both divisible by p, -n − j > j > 0, one of them is divisible by p and n is even, -j = 0 and n is odd and divisible by p, -n ≡ 0 mod 2p and (n − j, j) = (n/2 + 1, n/2 − 1), or a = 0 else.
Proof. For I = (i 1 , i 2 , . . .) let P I := . . . Ind i 2 Ind i 1 D 0 (()). Then P I is projective. For 0 ≤ j ≤ m we will now construct a residue sequence I j and define a positive integer k j . We will then show that there exist a projective modules P j with [P j ] = [P I j ]/k j for which the lemma holds.
Case 1: j = 0. Let I 0 be the residues of (n) (taken starting from the node (1, 1) until the node (1, n)) and k 0 := 2 ⌊(n−1)/2⌋−a .
Case 2: 1 ≤ j ≤ m. Write (n − j, j) := (bp + c, dp + e) with 2 ≤ c ≤ p + 1 and 1 ≤ e ≤ p. The case b = d and (c, e) = (ℓ + 1, ℓ) is excluded by assumption. Let I j be obtained as concatenation of the following tuples: (0, 1, 0), then d times the tuples (2, 3, . . . , ℓ), (1, 2, . . . , ℓ − 1), (ℓ − 1, ℓ), (ℓ − 2, ℓ − 3, . . . , 0), (0), (ℓ − 1, ℓ − 2, . . . , 1), (1, 0, 0) and then I ′ j where I ′ j is the concatenation of the following: Case 2.1: b > d, 1 ≤ e ≤ ℓ: (2, 3, . . . , ℓ), (1, 2, . . . , e − 1) followed by the residues of (n − j), starting from that of the node (1, dp + (p + 3)/2). Further let k j := 2 ⌊(n−2)/2⌋+2d+δ e=ℓ −a . Case 2.2: b > d, ℓ + 1 ≤ e ≤ p − 1: (2, 3, . . . , ℓ), (1, 2, . . . , ℓ − 1), (ℓ − 1, ℓ), (ℓ − 2, ℓ − 3, . . . , 0), (0), (ℓ − 1, ℓ − 2, . . . , p − e) followed by the residues of (n − j), starting from that of the node (1, (d + 1)p + 2). Further let k j := 2 ⌊(n−2)/2⌋+2d+1+δ e=p−1 −a . Case 2.3: b > d, e = p: (2, 3, . . . , ℓ), (1, 2, . . . , ℓ − 1) ,(ℓ − 1, ℓ), (ℓ − 2, ℓ − 3, . . . , 0), (0), (ℓ − 1, ℓ − 2, . . . , 1), (1, 0) followed by the residues of (n − j), starting from that of the node (1, (d + 1)p + 3). Further let k j := 2 ⌊(n−2)/2⌋+2d+2−a . Case 2.4: b = d, 1 ≤ e ≤ ℓ − 1, e < c ≤ ℓ + 1: (2, 3, . . . , c − 1), (1, 2, . . . , e − 1). Further let k j := 2 ⌊(n−2)/2⌋+2d . Case 2.5: b = d, 1 ≤ e ≤ ℓ, ℓ + 2 ≤ c ≤ p + 1: (2, 3, . . . , ℓ), (1, 2, . . . , e− 1) followed by the residues of (n − j), starting from that of the node (1, dp + (p + 3)/2). Further let k j := 2 ⌊(n−2)/2⌋+2d+δ e=ℓ −a .
Case 2.6: b = d, ℓ+1 ≤ e ≤ p−1, e < c ≤ p: (2, 3, . . . , ℓ), (1, 2, . . . , ℓ−1),
In any of the above cases, if I j = (i 1 , i 2 , . . .) and i r = i r+1 for some r then i r ∈ {0, 1, ℓ − 1} and, if it exists, i r+2 = i r . Let x j to be the number of successive tuples (1, 1) or (ℓ − 1, ℓ − 1) which appear in I j and y j to be the number of single 0. If [P I j ] = µ∈RP 0 (n) c j,µ [S(µ)] then c j,µ is divisible by 2 ⌊(n−h(µ))/2⌋+x j +max{0,h(µ)−y j } , since to obtain µ from () adding a single node at each step we have to switch ⌊(n − h(µ))/2⌋ times from partitions with a 0 (ν) = 1 to partitions with a 0 (ν) = 0 and whenever adding two nodes of either the same residues = 0 (so on different rows and far enough) or both of residue 0, one on a new row and the other on a different row their order can be exchanged (and there exists at least x j + max{0, h(µ) − y j } such pairs). It can then be checked that [P I j : S(µ)] is divisible by k j for each µ ∈ RP 0 (n). Further it can be computed that [P I j : S((n − j, j))] = 2 a k j and that [P I j : S(µ)] = 0 if µ 1 > n − j.
The lemma then follows by taking P j with [P j ] = [P I j ]/k j .
Remark 3.2. The sequences of residues I j given above roughly correspond to adding nodes according to the following sequence (as long as nodes are contained in the partition (n − j, j) and possibly with minor modifications at the end) given by
where the subsetes of nodes y i and x 1,i are as follows 
The theorem then follows from Lemma 2.1.
Proof of Theorem 1.2
Note that for p = 3 we have that µ ∈ RP p (n) if and only if µ = β ν 1 + . . . + β ν h with (ν 1 , . . . , ν h ) a partition of n with ν r − ν r+1 ≥ 3 + δ 3|νr for 1 ≤ r < h. Further, if (π 1 , . . . , π k ) is also a partition of n with π r − π r+1 ≥ 3 + δ 3|πr for 1 ≤ r < k, then β ν 1 + . . . + β ν h β π 1 + . . . + β π k if and only if (ν 1 , . . . , ν h ) (π 1 , . . . , π k ).
The theorem then holds by Lemma 2.1. See also [4, Theorem 4.1] for an alternative partial proof.
Proof of Theorem 1.3
We will first prove that any composition factor of S(λ) with λ ∈ RP 0 (n) with at most 2 rows is of the form D j for some j. This will be done by induction on n (using Theorem 1.1 if n = p + 1). Let λ ∈ RP 0 (n) with at most 2 rows and D(µ) be a composition factor of the reduction modulo p of S(λ). Then any composition factor of D(µ)↓ S n−1 is a composition factor of some S(ν) with ν ∈ RP 0 (n − 1) with at most 2 rows. In particular by Lemma 2.2 there exists ψ ∈ RP p (n − 1) such that D(ψ) is a composition factor of some S(ν) with ν ∈ RP 0 (n − 1) with at most 2 rows such that µ is obtained from ψ by adding an addable node. By induction we then have that D(µ) ∼ = D j for some 0 ≤ j ≤ m or µ is of one of the following forms:
- 1, 1) with a, c ≥ 0. It can be easily checked that in each of the above cases there exists a normal node B with µ \ B ∈ RP p (n − 1) and D(µ \ B) not a composition factor of some S(ν) with ν ∈ RP 0 (n − 1) with at most 2 rows unless µ is of one of the following forms: -(3, 2, 1) with p ≥ 7, -(p + 1, 2, 1), -(p + 2, p + 1, 1), -(2p + 1, p + 1, 1). Since the p-bar cores of these partitions have 3 rows, the corresponding modules are not a composition factors of some S(λ) with λ ∈ RP 0 (n) with at most 2 rows.
In view of Lemma 3.1 the theorem holds, up to identification of the modules D j and their multiplicity in S((n − j, j)). For 0 ≤ j < m − ℓ the theorem then holds by Lemma 2.1, since in this case (n − j, j) R = β n−j + β j . For m − ℓ < j ≤ m we can then identify the modules D j comparing normal/removable nodes. We will now check the multiplicity. For µ ∈ RP p (n) with a p (µ) = 0 let P (µ) = P (µ, 0) be the projective indecomposable module with socle D(µ, 0), while if a p (µ) = 1 let P (µ) = P (µ, +) ⊕ P (µ, −) be the sum of the projective indecomposable modules with socles D(µ, ±). For µ ∈ RP p (n) and ν ∈ RP 0 (n) we have that:
- . The multiplicity [S((n − j, j)) : D j ] is then as given in the theorem also for m − (p − 1)/2 ≤ j ≤ m, unless possibly if n ≡ 0 mod 2p and j = n/2 − 1 or n ≡ p mod 2p and j = (n − p)/2. In either of these two cases D j = D((p k , p − 1, p − 2, 2, 1)) and D j ↓ S n−1 = D((p k , p − 1, p − 2, 2)) by Lemma 2.3.
If n ≡ 0 mod 2p and j = n/2 − 1 then [S((n − j, j))↓ S n−1 ] = [S((n/2, n/2 − 1))] + [S((n/2 + 1, n/2 − 2))].
Further if [D r ↓ S n−1 : D((p k , p − 1, p − 2, 2))] > 0 then [S((n − r, r))↓ S n−1 : D((p k , p − 1, p − 2, 2))] = c r [S((n − r − 1, n − r)) : D((p k , p − 1, p − 2, 2))] + c r−1 [S((n − r, r − 1)) : D((p k , p − 1, p − 2, 2))] > 0 and so r = m = j. Since [S((n/2, n/2 − 1)) : D((p k , p − 1, p − 2, 2))] = 2 and [S((n/2 + 1, n/2 − 2)) : D((p k , p − 1, p − 2, 2))] = 0 by induction, it follows that [S((n − j, j)) : D j ] = 2 in this case.
If n ≡ p mod 2p and j = (n − p)/2 then, since n > p, 
