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ABSTRACT
Rapid prototyping technologies have radically reduced the time required for the 
development and field disposal of microfluidic devices. Xurography is one such 
technology, in which the microstructures are fabricated in double-sided adhesive 
tape using a cutting process. This cutting process is highly imprecise, particularly 
when cutting features such as bends and junctions where the blade is required to 
change cutting direction. As a result o f this imprecision, expanding or contracting 
microchannels can be produced while fabricating serpentine microchannels. In order 
to efficiently use xurography to fabricate microfluidic systems for applications such as 
heat exchangers, it is necessary to characterize the effects o f these abrupt expansions 
and contractions at 90° miter bends.
A  steady state incompressible flow simulation of water in microchannels containing 
a 90° miter bend is conducted. Microchannels with miter bends, including abrupt 
expansions and contractions after the miter bend in some cases, are used in these 
simulations. The aspect ratio o f these channels ranges from 0.2 to 1.0 and the 
area ratio o f contraction and expansion ranges from 0.33 to 0.91 and 1.1 to 3, 
respectively. Commercially available software packages, Fluent and Gambit, are used 
for this purpose. A  pressure-based solver using a fully-coupled implicit algorithm with 
algebraic multigrid m ethod is used for the simulation. Third-order M USCL scheme 
is used for the momentum discretization and the P R E ST O  scheme for the pressure.
Excess loss coefficients, flow development lengths downstream of the miter bend, 
and the length and width o f the recirculation zones, both upstream and downstream 
of the miter bend, are evaluated for the microchannels with different aspect ratios and 
area ratios for Reynolds numbers ranging from 5 to 600. It is observed that the critical 
Reynolds number R ecr of the microchannel is a function of the aspect ratio. An axial 
flow vortex that develops in the outlet channel results in the independence of the pri­
mary recirculation zone on Reynolds number and decreasing secondary recirculation
zone’s penetration into the outlet with Reynolds number. The development length 
downstream of the miter bend is better predicted by the conventional model than the 
more advanced models based on aspect ratio. Bend excess loss coefficients K b are in 
reasonable agreement with the microscale experimental loss coefficients reported in 
the literature. The bend excess loss coefficients decrease with increasing area ratio 
A r in both the expansion and contraction channels, when the losses are normalized 
with the inlet kinetic head. Bend excess loss coefficient K be for the expansion channel 
remains nearly constant for high expansion ratios. Bend excess loss coefficients for 
expansions and contractions in the 90° miter bend microchannels are far less than 
the similar experimental data reported in the literature, due to the surface roughness, 
inconsistent channel dimensions, and the damage to the channel walls caused by the 
cutting process.
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CHAPTER 1
INTRODUCTION
The roots of microfluidics can be traced back to the microscale gas chromatography 
and the ink jet printing technologies developed in the 1970s [1], along with the work 
of Tuckerman and Pease [2] in designing and analyzing a micro heat exchanger for 
microprocessor cooling. In addition to being highly portable, these technologies have 
successfully demonstrated the unique advantages that can be realized by working at 
the microscale, such as:
• a small quantity o f sample or reagent is required in bio-analysis applications,
• results are quick and reliable,
• fluid handling is easily controlled, and
• high heat transfer rates are possible.
These advantages have played a key role in the evolution of microfluidics into a highly 
multidisciplinary research field. Some of the early adopters o f microfluidics were from 
the fields o f microelectronics (for ink jet printers [1]), biology, and genomics (as a 
molecular analysis tool [3]).
Notably, all o f these devices were fabricated from silicon wafers using the tradi­
tional etching processes employed in the fabrication o f microchips. The microstruc­
tures fabricated using this process had the highest accuracy, but the process of etching 
on silicon wafers remains a time-consuming operation requiring skilled labor and 
specialized clean room  facilities. Another disadvantage o f microfluidic devices is the 
significantly high pressure losses involved with the microchannel flows even for low 
Reynolds numbers (R e). The Reynolds number is defined as
2Re =  pVa^ Lc\  (1.1)
where p is the density , ^ is the viscosity of the fluid, vavg is the average velocity of the 
flow, and Lch is the characteristic length of the system. The long development time, 
high costs involved with the fabrication processes, and the high pressure losses limited 
most microfluidic devices to academic research and high-end applications. In order to 
fully utilize the advantages of microfluidics, it was necessary to explore cost-efficient 
materials and fabrication procedures. These developments have resulted in a new 
class of microfabrication techniques classified as rapid prototyping techniques. For 
example, soft lithography uses a cheaper soft polymer called Poly-Dimethylsiloxane 
(P D M S ) [4, 5] as a substrate in which the channel geometries are fabricated.
These new rapid prototyping techniques helped cut the lead time for the design and 
fabrication o f new microdevices from days to a matter of hours. The low material cost 
and reusability o f polymers was an added benefit that paved the way to the develop­
ment of com plex microsystems called "L ab-on -C hip" (L oC ) devices, that integrate the 
capability of sample conditioning, analysis, and results [6-8] into a single microdevice. 
LoCs form a subset o f a larger group o f devices called microelectromechanical systems 
(M EM S) with a wider scope o f applications such as micro power plants, microengines, 
microsensors, etc., (a detailed review o f these devices is presented by Hassan [9]). 
These devices often use features like microchannels, microvalves [10], micropumps [11], 
micromixers [12] etc., to move around and manipulate the working fluid. The accuracy 
with which these features are fabricated is an important aspect in characterizing the 
performance of the microdevice.
Xurography is one such low-cost rapid prototyping technique proposed by Bartholo- 
meusz et al. [13,14] as an alternative m ethod for fabricating microstructures. Xurog­
raphy is a cutting process in which features such as microchannels, valves, etc., are 
cut in films of thickness ranging from 25 to 1000pm. These films are later bonded 
between glass slides to form the microdevices. The cutting process is carried out using 
a graphic vinyl cutter on a lab desktop or a laser. There is no need for a clean room
3to carry out this process; moreover, even complicated geometries such as multilayered 
devices can be fabricated in a matter of minutes using materials like tape and glass 
slides that are readily available in any lab.
Xurography is used in applications such as Polymerase Chain Reaction (PC R ) 
by Greer et al. [15], where it has been reported that the results produced by the 
xurographic devices were comparable to  those obtained with a commercial device. 
The xurographic device used a smaller quantity of sample (10nl, about 1000 times 
less than the commercial device) and the final cost of fabrication was less than $200. 
This work clearly demonstrates the massive benefits that can be gained in the form of 
fabrication time and resources (i.e., materials and facilities needed for the job ). The 
work of Greer et al. [15] also highlights a flaw with microstructures fabricated using 
xurography, namely, geometrical inaccuracies.
These geometrical inaccuracies creep into the xurographic devices for two reasons. 
First, to ensure a tight bond between the tape and the glass slab, additional adhesives 
are used and the entire device is held under pressure, causing the adhesive to  expand 
into the channel system in the form of tiny globules (see Fig. (1.1a), and the subfigures 
(a), (d), (c), and (e) o f Fig. (1.2)). These globules act as flow tripping elements that 
may cause an early transition into turbulence, significantly increasing the pressure 
losses. The onset o f turbulence due to the presence of the flow tripping elements is 
reported to occur at a R e =  1000, which is much higher than that for the applications 
considered in this report. Moreover, it will be explained in the following chapters 
that the turbulence may occur in the microchannels for Reynolds number as low as 
Re =  500 due to the presence o f bends in the microchannels.
The second reason, and the focus o f this study, is the deformations that result from 
the maneuvering o f the cutting blade (see the subfigures (a) and (f) of Fig. (1.2)). 
Simply explained, to produce a microstructure in the tape, the blade has to cut along 
a predefined path. If this path includes elements like a 90° bend (miter bend) or a 
curve, the blade has to perform a com plex set of maneuvers to cut these elements. As 
a result, the tape is subjected to a significant amount of shearing, often deforming the 
delicate structure. Even with extreme caution, simple operations such as producing 
a serpentine channel result in a structure with varying channel width, as reported by
4F ig u re  1.1: In a ccu ra c ie s  in x u r o g r a p h ic  m icro ch a n n e ls  I: The images show 
some of the com m only occurring inaccuracies in microchannels fabricated using 
xurography. (a) Adhesive globules on the channel walls. (b) Improperly cut edges 
on the bends. (R e p r in te d  w ith  p e rm iss io n  fr o m  ref. [16])
5F ig u re  1.2: In a ccu ra c ie s  in x u ro g r a p h ic  m icro ch a n n e ls  II: Images of 
inaccuracies in xurographic microchannels as seen under a Scanning Electron 
M icroscope (SEM ). (a) Tearing of tape at abrupt corners. (b) Adhesive globule in 
the channel. (c) Cross-section showing layers of film and adhesive. (d) Roughness of 
channel walls. (e). Adhesive globule at the corner. (f) Overcut tape in the 
corn er .(R ep r in ted  w ith  p e rm iss io n  fr o m  ref. [17])
6Kolekar [16], when the blade changes cutting direction at the bend (see Fig. (1.1b)). 
This brings us to an interesting aspect of microchannel flow: the effects o f abrupt 
expansion or contraction o f a microchannel at a m iter bend on the flow field. At this 
juncture, one may be skeptical about the need to characterize these effects, as most of 
the applications discussed to  this point operate in a creeping flow  regime, where the 
losses due to inaccuracies are insignificant. This is true, but the xurographic devices 
are not limited to the molecular analysis in a creeping flow regime. It has been 
experimentally demonstrated by Kolekar [16] that with a suitable clamping system, a 
xurographic microdevice can sustain the pressure o f flows up to  an Re =  3000 without 
any leakage from the adhesive tape.
This capability of xurographic microchannels to sustain high pressures was well 
utilized by Alshareef [18], in designing and successfully testing a microscale heat 
exchanger (see Fig. (1.3a)). It is reported that the efficiency of this heat exchanger 
was maximum, with minimum pressure losses when it was operated in the Reynolds 
number range of 500 <  Re <  800. Furthermore, as a means to enhance the heat 
transfer rate between the fluids, thereby increasing the efficiency of the device itself, 
serpentine channels with miter bends were used in the heat exchanger (see Fig. (1.3b)). 
A  serpentine channel design helps to keep the device com pact and portable by fully 
utilizing the available surface area on the device. Using xurography to fabricate these 
channels reduces the time and cost of fabrication. However, as explained earlier, the 
resulting channels may have a set of abruptly expanding or contracting bends. In 
order to completely characterize the performance o f the micro heat exchanger, it is 
essential to understand the effect of abrupt expansions and contractions on fluid flow 
in miter bend microchannels. This characterization will ultimately assist in the design 
of efficient microfluidic systems by the selection o f an appropriate driving force for 
the flow.
1.1 Simulation of microflows
The average computing power of a modern day PC has increased by ten orders 
of magnitude in the last decade. The introduction of new features like multicore 
processors has made it possible to run com plex mathematical simulations on a per-
7F ig u re  1.3: M ic ro s ca le  h eat ex ch a n g er : A  single-pass, single-phase, counterflow 
heat exchanger fabricated using xurographic microchannels sandwiched between 
copper plates. (a) An assembled view of heat exchanger. (b) A  view of the 
microchannels in the tape. (R e p r in te d  w ith  p e rm iss io n  fr o m  ref. [18])
8sonal computer, in turn bringing down the costs of workstations [19]. As a result, 
Computational Fluid Dynamics (CFD ) has evolved into an indispensable tool in the 
prefabrication development and analysis o f a flow system. CFD provides a flexible 
means to  analyze new designs by simply modifying the solid m odel accordingly. A 
CFD m odel also helps validate the experimental results and estimate the extent of 
error due to fabrication defects, measurement inaccuracies, etc., in the final device. In 
the case of microfluidics, although the cost and time of fabrication is low (with rapid 
prototyping), the cost of performing experiments is still high as the experiments need 
high-end equipment like a scanning electron microscope (for accurately measuring 
the channel dimensions) to accurately characterize the results. Therefore, CFD is 
useful in studying the preliminary design o f a microfluidic device as a means to test 
performance relative to the requirements o f the application, as well as to make suitable 
adjustments in the design to accom m odate manufacturing defects.
Today, a plethora o f numerical models are available, both as open source and 
commercial packages, that can simulate a wide variety o f flow scenarios, ranging 
from a simple steady-state single-phase flow to a com plex flow in a porous medium. 
OpenFOAM , ANSYS FLUENT, FLO W -3D, C F D -A C E +, and C FX  are some o f the 
popularly used commercial CFD packages. These packages use the Finite Volume 
M ethod (FV M ) to solve the Navier-Stokes equations in general.
The present study uses Fluent (v6.3.26) to perform the flow simulations and 
Gambit (v2.4.6) to mesh the flow domain. In these simulations, the steady state and 
incompressible Navier-Stokes equations are solved for Reynolds numbers in the range 
of 5 <  Re <  600. Microchannels, with rectangular cross-sections, whose hydraulic 
diameters are in the range of 100 pm  <  D h <  188 pm, are used in the simulations. 
The hydraulic diameter (D h) for a rectangular channels is defined as
a , =  ^  (i.2 )(w  +  h)
where h is the height and w is the width o f the channel, respectively. The height of 
these microchannels (see Fig. (1.4))is kept constant (at h =  100pm ), the approximate 
thickness o f the double-sided adhesive tape. By varying the width o f the microchan-
9F ig u re  1.4: A  S am p le  m icro ch a n n e l w ith  an  e x p a n d in g  m ite r  b e n d : Image 
shows the flow direction and the generic dimensions of the domain used for the flow 
simulations. Here, wi and wo are the channel widths at the inlet and outlet,
respectively.
nel, a set of nine channels whose aspect ratio (a ), defined as
h
a = -  ( < 1 ) ,  (1.3)
w
falls in the range o f 0.2 <  a  <  1.0. Data for the bend minor loss coefficients, flow 
development length after the miter bend, the flow separation Reynolds number, and 
the size of recirculation zones as a function o f the Reynolds number are collected 
from these simulations. Using the channel with nominal aspect ratio a  =  0.33, a 
set of microchannels with abrupt contractions or expansions at 90° miter bends are 
examined. Area ratios (A r) at a miter bend, defined as
^  cross-section area of outlet _
r cross-section area o f inlet
are in the range o f 0.33 <  A r <  0.91 and 1.1 <  A r <  3, respectively. These channel 
designs are accomplished by keeping the width (w i) of the inlet and the height o f the
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channel constant (at h =  100 pm) and decreasing or increasing the width (wo) of the 
outlet channel accordingly (see Fig. (1.4)). The data from these channels are used to 
study the effects of abrupt expansions and contractions on above-mentioned factors 
for liquid (water) flows in microchannels containing a 90° miter bend. The data 
also serve the purpose of numerically validating the experimental results obtained by 
Kolekar [16] and Nguyen [17].
1.2 Summary
Microfluidics is a rapidly growing field with a diversified area o f applications. 
Advances in manufacturing technologies have opened the possibilities of fabricating 
complex LoCs in a time frame of hours. Further, these procedures are much more in­
expensive than traditional procedures. On the downside, the microfeatures fabricated 
using these techniques are often geometrically inaccurate.
Xurography is one such rapid prototyping technology known to produce variations 
in the channel widths whenever there is a change in the cutting direction. This 
results in the formation of abrupt expansions and contractions when fabricating 
miter bends in the microchannels. To completely characterize the performance of 
xurographic microfluidic devices, it is of utmost importance to  study the effects of 
abrupt expansions and contractions at miter bends in microchannel flows.
The present work investigates these effects for liquid flows in microchannels con­
taining a 90° miter bend using computational fluid dynamics. The report presents the 
data on bend minor loss coefficients, flow development length after the miter bend, 
flow separation and the size o f the recirculation zones with the Reynolds number, and 
the effect o f the abrupt expansion and contraction on these parameters for water in 
the Reynolds number range o f 5 <  Re <  600.
This report is split into chapters, with each chapter dealing with a specific aspect 
of the study under consideration, as described below:
C h a p te r  2 : This chapter presents a detailed review o f the literature relevant to the 
microchannel flows and their simulations.
C h a p te r  3: This chapter discusses the simulation procedure and the various verifi­
cation tests performed in the study.
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C h a p te r  4: In this chapter, the results of the simulations are discussed and are 
compared with the results available in the literature.
C h a p te r  5: This chapter presents the conclusions that can be inferred from the 
study along with recommendations for future work.
CHAPTER 2
LITERATURE REVIEW
The serpentine microchannels fabricated using xurography are often known to  
have a set of abruptly expanding or contracting miter bends. It is necessary to  study 
the effects of these types of channel inaccuracies on the liquid flows in order to design 
an efficient microfluidic system. CFD simulations of water flows in such microchannels 
are presented in this report.
An important aspect that needs to be considered while simulating flow in a 
microchannel is the presence o f microscale effects in such flows. In general, the charac­
teristic length o f a microfluidic system falls within the range o f 10 pm <  L ch <  200 pm 
[20] (in the case of channels, Lch =  D h). At such small dimensions, the applicability of 
the continuum assumption is in question, as the number of fluid molecules in a specific 
volume is relatively low. Should the fluid medium become rarefied, the no-slip at the 
wall assumption is no longer valid and the fluid begins to  exhibit a non-zero velocity 
at the wall. This is one o f the microscale effects and the flow regime is known as slip 
flow. To simulate the slip flow using the Navier-Stokes equations, it is necessary to 
m odify the boundary conditions to  accom m odate the non-zero wall velocity. Further 
reduction in the characteristic length leads to the free molecule flow  regime, where 
the fluid is considered as a collection of molecules rather than a continuous medium. 
Statistical models are needed to simulate these flows, as presented by Gad-el-Hak in 
his Freeman Scholar Lecture [21]. In this lecture, it is proposed that the Knudsen 
number (K n ), defined as
K n  =  - p - ,  (2.1)
Lch
where A is the mean free path of the fluid, is an important parameter for the existence 
of microscale effects in any flow system. In traditional flows where K n  <  10-3 , the
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microscale effects are absent and conventional theory can be used to analyze such 
systems. Most of the gas flows with the characteristic length in the above-mentioned 
range fall into the category of 0.1 >  K n  >  0.001, where the Navier-Stokes equations 
with modified boundary conditions have been used successfully to simulate such flows 
[21-23].
2.1 Application of macroscale theory to 
liquid microflows
Liquids, on the other hand, because o f their higher density, have much smaller K n . 
The mean free path for liquids is undefined, but in theory, it can be replaced by the 
lattice spacing (6) of the liquids [24]. Upon substituting the lattice spacing o f water 
(6 =  0.3 nm [24]) in Eq. (2.1) and setting K n  =  0.001, the smallest characteristic 
length at which the continuum assumption is still valid is L ch =  0.3 pm. The hydraulic 
diameters of the microchannels used in the present work are well beyond this limit; 
therefore, microscale effects are not expected to be present in these flows.
In contrast, it has been reported by many researchers that liquid flows in mi­
crochannels can also exhibit microscale effects. These researchers used friction factor 
and pressure drop across the channel as a metric to determine the existence of 
microscale effects. For example, Papautsky et al. [25,26] studied the microchannel 
liquid flows using an array of rectangular microchannels whose hydraulic diameters 
were in the same range as the channels considered in this report. They reported a 
20% increase in the friction factor as compared to conventional theory and attributed 
this increase to the microscale effects. They have also proposed a numerical model 
that used micropolar theory and predicts these effects successfully. In the reviews 
published by Papautsky et al. [27], Morini [28], K oo and Kleinstreurer [29], and Het- 
sroni et al. [30], the available experiments conducted on liquid flows in microchannels 
have been discussed in detail. These reviews attributed the discrepancies in the 
experimental results to the following reasons:
• Ignoring the surface roughness of the fabricated microchannels.
• Ignoring the changes in the dimensions o f the final device due to the fabrication 
procedures.
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• Ignoring entrance and exit effects on pressure drop when the pressure taps are 
placed at the entrance/exit o f the channel instead of within the channel.
• Ignoring the temperature change of the fluid in the channel, resulting in the 
variation o f viscosity of the fluid.
Weilin et al. [31] conducted experiments to study the characteristics of water flow 
in trapezoidal silicon microchannels (51 pm <  D h <  169pm ). They reported that 
the higher pressure drops are due to the surface roughness o f the microchannels. 
Qu and Mudawar [32] studied the characteristics o f a heat sink using rectangular 
microchannels (D h «  348 pm) and deionized water; it was reported that the measured 
pressured drops were in good agreement with the numerical predictions. Circular and 
square microchannels (15 pm  <  D h <  150 pm) were used by Judy et al. [33] to study 
the characteristics o f pressure drops in microchannels with water, isopropanol, and 
methanol as the working fluids. Their results indicated that the microscale effects, 
if present, were within measurement uncertainties and therefore nonexistent. Kohl 
et al. [34] reported that the friction factor for microflows can be derived from the 
macroscale data after their study of both gas and liquid microflows in rectangular 
microchannels (2 5 pm  <  D h <  100pm ). Costaschuk et al. [35] used a rectangular 
microchannel (D h =  169 pm) fabricated in an aluminum slab to study the pressure 
drop along the length of the channel. They reported that the discrepancies in the 
minor loss data were due to  inaccuracies in the pressure measurement. Kolekar [16] 
reported that the pressure drops in the straight sections were in good agreement with 
the macroscale theory in his study on rectangular microchannels (150 pm <  D h <  
200 pm) with 90° miter bends. These experiments clearly demonstrated the absence 
of microscale effects in liquid microflows for 15 pm  <  D h <  348 pm. Therefore, 
conventional macroscale theory can be successfully used in simulating water flows in 
microchannels, when the hydraulic diameter is in the previously mentioned range.
2 .1 .1  M in o r  loss co e ffic ie n ts
Pressure losses and the friction factors for microchannel flows are two of the oldest 
aspects o f microfluidics to  be under scientific review. These parameters have been 
used as the metrics for analysis in the experiments conducted by many researchers
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[28]. It is now well established that macroscale theory can be used to determine 
the loss coefficients for microscale liquid flows. The data for straight channels with 
various cross-section geometries are readily available from the literature [36]. From the 
macroscale theory, the frictional pressure drop (A P frictiGn) across a straight channel 
with hydraulic diameter D h can be calculated as
2
friction _ r P ^ a v g  rn 2^
L  -  lD  2 D h ’ 1 ' J
where f D is the Darcy-friction factor, p is the fluid density, and vavg is the average 
velocity of the fluid in the channel. Further, the Darcy-friction factor in a rectangular 
microchannel o f aspect ratio (a ) for fully-developed laminar flow can be obtained 
using the Poiseuille number (P o ) relation [37]
P o  =  f D Re
=  96 (1 -  1.3553a +  1.9467a2 -  1.7012a3 +  0.9564a4 -  0.2537a5) . (2.3) 
Using Eq. (2.2) and Eq. (2.3), the friction loss coefficients ( K f ) can be calculated as
A P=  ^ f r i c t i o n  (2A)
2 P ^ a v g
On the other hand, only limited data are available for the excess loss coefficient (K b) 
in miter bend microchannels in the literature. Few researchers have determined K b for 
a microchannel with m  miter bends, which may be calculated by using the equation
Ki = A P,M  -  A P,„Mm
2 m p vlvg
where A Ptotal is the total pressure drop across the microchannel, and m  is the number 
of similar bends in the channel (valid only if the bends are separated by sufficient 
distance to ignore the effects o f an upstream bend).
Lee et al. [38] studied the flow of gases in microchannels with miter bends, curved 
bends, and double turn configurations. These channels, etched in silicon, were 20 pm  
wide, 1.1 pm  deep, and 5810 pm  long with the bend features located in the center.
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They reported that the flow rate in the channel containing a 90° miter bend is the 
lowest in comparison to the other configurations and that the bend angle is a key to 
the extent o f flow separation. Maharudrayya et al. [39] performed CFD simulations 
of air flow in rectangular serpentine microchannels with miter and curved bends. 
Their research was focused on studying the effects of Reynolds number, aspect ratio, 
curvature ratio (C ), and the distance between the bends on bend excess loss coefficient 
(£), defined as
£ =  Kb -  4 /d C9  (2.6)
where 9 is the angle o f bend in radians. As C  =  0 for miter bends, from Eq. (2.6), 
£ =  K b. It was reported that the flow development length is a function of Re, a, and 
the upstream effects, such as the presence of a bend. Further, with the increase in a  
and C  o f the channel, the flow distortion at the bend decreased. The flow separation 
at the bend decreased with the decrease in the separation distance from the upstream 
bend and K b is the highest for the miter bends.
Kockmann et al. [40] performed numerical simulations o f the flow in microchannels 
with bends and T-joints to analyze the transport phenomena (heat transfer and 
mixing characteristics) o f these channels. They used two channels with D h =  100 pm  
and 500 pm to study the mixing characteristics o f the microchannels as a function of 
channel size and diffusion distance. It was reported that the mixing characteristics 
of smaller channels is higher due to the small diffusion distance when compared to 
larger channels. Further, it was reported that the vortex pair induced at the bend 
enhances the mixing quality and heat transfer rate in the outlet channel.
Haller et al. [41] used a set o f L-shaped, T-joint, and fork-shaped microchannels to 
study the effects of different shapes o f bends on pressure losses and the heat transfer 
characteristics. They used water as the test fluid and employed experimental as well 
as computational methods to study the pressure distribution in various planes along 
the outlet channel. It was reported that stronger vortices developed at a miter bend, 
enhancing the heat transfer rate when compared to those with curved bends. It 
was also reported that hot spots are observed in miter bend channels as a result of
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recirculation zones.
Xiong and Chung [42,43] performed experiments on a set o f serpentine microchan­
nels with miter bends separated by an unmentioned distance. The hydraulic diameters 
of these channels were 209 pm, 412 pm, and 622 pm  with a  ~  1. They used an addi­
tional set o f straight microchannels o f equal hydraulic diameters and approximately
4 mm and 120 mm long, to  experimentally estimate the pressure drop in a straight 
channel without the entrance and exit effects. They reported that the experimental 
Poiseuille number for straight channels is in good agreement with the conventional 
laminar theory predictions up to an R e =  1500. The K b =  1.1 from the macroscale 
is not valid for the microchannels, and is dependent only on Reynolds number for 
Re <  100, while for Re >  100, channel size also effects K b, which remains constant 
for Re >  1000.
Kolekar [16] used rectangular xurographic microchannels with two miter bends to 
study the characteristics of bend excess loss coefficients as a function of aspect ratio 
and Reynolds number. In the range of 250 <  Re <  1000, it was reported that K b 
increases linearly with Re and remains almost constant up to  the critical Reynolds 
number (R ecr), at which point K b suddenly decreases. Further, K b increased with 
increasing a  of the channel and the Reynolds number, at which the maximum value 
of K b occurs, increased with the decrease in a.
Herwig et al. [44] developed a second law analysis approach to  the determination of 
losses, applicable to  any configuration of conduit components and channels in general, 
and derived a relation for K b as a function o f Re. This relationship was tested for 
the cases of laminar flow in microchannels with 0°, 180°, and 90°/90° double bends 
in addition to the 90° single bend, all of which were sm oothly curved, using CFD 
simulations for 4 <  Re <  512. In the case of a 90° single sm ooth bend, it was 
reported that K b increases with Re and for low Re, the m ajor losses are within the 
bend while for higher Re, downstream losses contribute most to K b (up to 70% for 
R e =  512). In addition to K b, they also provided the upstream and downstream 
lengths of the channel in which the flow distortion effects due to  bends are observed.
The above studies have made a significant contribution towards understanding 
the flow characteristics of microchannels with miter bends. Sufficient data for K b as
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a function of Reynolds number, curvature ratio of the bend, and separation distances 
between bends were reported. These experiments also brought our attention to one 
other interesting parameter, area ratio A r of the microchannels at the bends, caused 
by the fabrication defects. The pressure drop across such channels is derived by using 
the integral first law equation [45], given as
(f) =  A P io +  -pifiiV i2 — fi0V02) +  pg(zi ~  zo)> (2-7)
and
f .  v3dA
'3 =  (2-8)Vavg A
where is the nondimensional constant dependent on velocity distribution at a given 
plane and 0  is the total pressure loss in the channel. Assuming that the inlet and 
outlet are held at the same altitude (i.e., zo =  zi), rearranging the terms in Eq. (2.7) 
results in the following equation for head loss
(j) =  A P io +  ^p(P%Vi2 ~  PoVo2) (2.9)
The 0  term derived from the above equation includes pressure loss due to channel 
wall friction as well as other features likes bends. The pressure loss due to a bend is 
therefore derived as
A Pbend 0  A p friction (2 .10)
and the bend excess loss coefficient for an expansion or contraction channel as
A P
K be(or)Kbc = ^ p ^  (2.11)
2 p Vavg,i
If the cross-sectional geometry o f the channel at the inlet is the same as that o f the 
outlet, then fli =  flo. Then Eq. (2.9) is simply the total pressure drop across the 
microchannel, and Eq. (2.11) yields the same value as that o f Eq. (2.5) (i.e., K b).
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A few researchers studied the effect o f area changes on the loss coefficient in 
straight channels. Abdelall et al. [46] performed an experimental study on flow 
through straight circular channels with a sudden expansion or contraction. The 
hydraulic diameters o f the two sections were 1.6 mm and 0.84 mm, respectively, and 
the test fluids were air and water at room  temperature and atmospheric pressure. 
Minor loss coefficients for expansion and contraction channels were reported for water 
in the range 870 <  Re <  12 ,960( Re is based on the small channel diameter). 
It was reported that the contraction losses were slightly larger than the theoretical 
predictions. Chalfi [47] used a similar arrangement to study the minor loss coefficients, 
due to expansions and contractions in a straight channel, and compared his results 
to the conventional one-dimensional theory. He reported the loss coefficients for 
single-phase air and water as well as two phase flows using experiments and CFD 
simulations. For single-phase water flows in the laminar regime, 160 <  Re <  539, it 
was reported that the experimental K c were in agreement with theory. However, K e 
was not in agreement with theory, ruling out the applicability of the one-dimensional 
theory for the prediction o f K e and K c in straight channels.
Further investigation into the characteristics of Ke and Kc in straight channels was 
conducted by Torgerson [48]. He used straight rectangular microchannels, fabricated 
by xurography, to study the minor losses as a function of Re and A r. In his experi­
ments, a straight rectangular microchannel with nominal width o f 300 pm  and height 
of 105 pm  was incorporated with abrupt expansions and contractions in the range
2 <  A r <  5 (in his study, A r >  1). Data for loss coefficients were collected for water 
flows in the range of 250 <  Re <  3500. It was reported that K be decreases rapidly 
with increasing Re up to the critical Reynolds number and the losses are higher for 
channels with lower A r in the laminar regime. In the case of contraction channels, K bc 
decreased much more gradually with the Re and developed a logarithmic correlation 
between K  and Re.
The above investigations, when put together, provide a significant amount of data 
for Ke and Kc in straight channels and their dependence on the area ratio and the 
Reynolds number. Nguyen [17] extended the work o f Torgerson [48] to microchannels 
with 90° miter bends. In his experiments on water flows in the range of 100 <  Re <
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3200, he used xurographic rectangular microchannels with miter bends whose nominal 
dimensions are similar to those used by Torgerson [48]. K b are reported to be in good 
agreement with those reported by Torgerson [48]. A  relation for bend loss coefficients 
was developed as a function o f A r and Re.
From the above review, it is evident that a limited amount o f data for K e and K c 
in microchannels is available in the literature. Furthermore, the data for K be and K bc 
are further limited to a few values o f large A r (1.5, 2, and 3) and high Re. The data 
for minor aberrations in the area (i.e., A r =  1.1 or 0.9), which is prominently observed 
in the xurographic microchannels, are not available. Further, the experimental data 
do not quantify the effect o f surface roughness on the loss coefficients. In order to 
develop an accurate m odel for K be and K bc as a function o f A r and Re, the data for 
minor aberrations in area and low Reynolds numbers are necessary. Therefore, in the 
present work, com putational methods are used to study the characteristics of bend 
excess loss coefficients in the microchannels with abrupt expansions and contractions, 
whose area ratios are in the range of 0.33 <  A r <  3, in the laminar regime with 
5 <  Re <  600. Simulation of flows also helps to avoid the effect of channel roughness 
on the results. In all of these simulations, A r is defined using Eq. (1.4) and Re and 
K  are calculated based on the inlet channel dimensions regardless o f the presence of 
an expansion or contraction in the channel.
2 .1 .2  F lo w  d e v e lo p m e n t len g th
Flow development length is another important aspect in designing microchannel 
systems. Knowledge of flow development length is important in the design of mi­
crochannels with multiple bends [39,42,43], when Eq. (2.5) is used to calculate the loss 
coefficient. If the distance separating two bends is not sufficient to accom m odate the 
effects o f both the upstream and downstream bends, the the flow at the downstream 
bend will be different than that in the rest of the microchannel [44]. In the review of 
macroscale theory for duct flow by Shah and London [37], the entrance length (L e) 
in a channel with hydraulic diameter (D h) and a  = 1  can be calculated as
Le =  0.09DhRe. (2.12)
21
According to  this relationship, the development length for a flow with Re =  600 
and D h =  200 pm  is estimated to be 10.8 mm, which is far greater than the Le 
observed experimentally in microchannels. One reason for this discrepancy is that 
the experimental flows have been predeveloped when entering the channel and the 
other due to  the high shear rate between the microchannel fluid layers, which is a 
function of Re as well as a.
Ahmad and Hassan [49] conducted m icro-PIV  experiments to study the effects of 
scaling on the entrance lengths in microchannels. They used square microchannels 
with D h =  500 pm, 200 pm, and 100 pm  and water flowing at 0.5 <  Re <  200. They 
reported that L e for Re >  10 is in good agreement with the conventional theory from 
the literature [37]. They also performed a curve-fit to the experimental data and 
proposed a modified entrance length equation as
L e 0.6
= ----- 77 -^-------+  0.0752i?e 2.13
D h 0 .1 4 i t e + l  V J
for microchannels with a  =  1. As the number of data points used in this curve fit 
is small (6) and channels with a single a  are used, Eq. (2.13) closely resembles the 
conventional correlation (see Fig. (2.1)).
For microchannels with a  =  1, the entrance length as a function of a  and Re was 
proposed by Martinelli and Viktorov [50], by curve-fitting the entrance length data 
from CFD simulations, as
L e =  Re [0.016 +  0.157a -  0.129a2] h, (2.14)
and
a  =  -  (2.15)
w
where h is the height o f the channel. Le obtained using Eq. (2.14) and Eq. (2.15) 
is within 4% of the entrance lengths determined in the experiments conducted by 
Martinelli and Viktorov. Rectangular microchannels with 0.125 <  a  <  1 were used
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F ig u re  2.1 : F low  d e v e lo p m e n t  len g th  fr o m  lite ra tu re : The plot shows a 
comparison o f the flow development lengths models available in the literature for a 
straight rectangular microchannel whose D h =  200 pm  and a  =  1.
in simulating the flows for 100 <  Re <  2000. Using Eq. (2.14), for the case with 
Re =  600, D h =  200 pm  and a  = 1 ,  L e was found to be 5.3 mm, which is about 50% 
of that obtained from Eq. (2.12). A  comparison o f development length predicted by 
the above three models is shown in Fig. (2.1) over the range of 5 <  Re <  600.
In the present simulations, the length o f the outlet channel is set conservatively 
using Eq. (2.12) to ensure fully-developed flow at the outlet, even though a much 
smaller outlet length is proposed by Martinelli and Viktorov. The results for the 
development lengths in the outlet channels following the 90° miter bend for these 
simulations are presented in Chapter 4 alongside the L e data obtained from Eq. (2.14).
2.2 Summary
In the past decade, many researchers have studied the flow characteristics of 
straight microchannels and provided sufficient data to support the argument that 
the loss coefficients, flow development lengths, and friction factors are in agreement 
with the conventional macroscale theory and correlations. A  few researchers have 
extended these studies to microchannels with sharp bends and bends with different
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curvature ratios and configurations. Advances in rapid prototyping technologies and 
the ease of fabricating com plex channel systems are the motivating factors behind 
these studies. Some of these investigations reported data on parameters like the 
dimensions of recirculation zones at the bends, bend excess loss coefficients, and flow 
development lengths.
Xurography is a rapid prototyping technology, used to fabricate microchannels 
from thin films. A  review of the literature has shown that the serpentine microchan­
nels fabricated using xurography often result in undesired abrupt expansions or 
contractions at the bends. A  few experimental studies have been conducted to explore 
this aspect of the xurographic serpentine microchannels. These experiments were 
limited to higher area ratios for the expansions or contractions. Unfortunately, data 
obtained from these experiments were highly inaccurate in characterizing the loss 
coefficients because o f imprecise measurement o f channel dimensions and pressure 
drops. Further, additional frictional losses due to surface roughness resulting from 
fabrications defects are unaccounted for in the data reduction.
In order to address the above-mentioned issues in previous experiments, a com pu­
tational investigation is conducted on liquid flows in rectangular microchannels with 
and without abrupt expansion or contraction at the miter bend. A  comprehensive 
set of microchannels whose parametric dimensions are in the range 100 pm  <  D h <  
188 pm, 0.2 <  a  <  1.0, and 0.33 <  A r <  3 are used in these simulations. The bend 
excess loss coefficients for miter bends with and without expansion or contraction are 




CFD packages, both commercial and open source, are widely used by researchers 
to perform numerical simulations of liquid and gas microflows. Clear knowledge o f the 
applicability of macroscale theory to liquid microflows paved the way for this approach 
for the microflow analysis. C FX  [39], C F D -A C E + [40,41,51,52], O pen-FO AM  [44], 
and Fluent [50,53,54] are among the most frequently used flow simulation packages. 
Details of the simulation procedure for water flow in rectangular microchannels with 
miter bends featuring abrupt expansions or contractions using Fluent and Gambit 
are presented in this chapter.
3.1 Methodology
3 .1 .1  G o v e rn in g  E q u a tion s
In general, the laminar flows can be accurately simulated by solving just the 
mass and momentum conservation equations of the Navier-Stokes equations, with 
the boundary conditions appropriate to such scenarios, assuming constant tempera­
ture. These equations can be simplified further, when simulating incompressible and 
isothermal flows (p and ^ o f the fluid remain constant in the flow domain), which is 
the case in the present study. Moreover, to estimate the excess pressure losses in the 
channels, the flows are assumed to be steady state, which eliminates time from the 
list of variables. The Navier-Stokes equations after applying these simplifications are 
reduced to the following equations.
M o m e n tu m  co n se rv a tio n : pv.V V  =  —V P  +  ^ V 2V (3 1 )
M ass co n se rv a tio n : V V  =  0 (3.2)
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Since the flow is laminar and isothermal for all cases in the study, the energy con­
servation equation need not be solved in the solution procedure. The above govern­
ing equations when discretized over a regular cartesian control volume using linear 
schemes transform into a set o f coupled algebraic equations
n n n
( p f  f  V P f -A f + Vvf - A f  (3 .3) 
f  f  f  
n
A  =  0 (3.4)
f
where n is the number of faces o f the control volume, A f is the area vector normal 
to the face f , P f is pressure on the face f , and vf is the velocity normal to face f  
of the control volume. Higher order discretization schemes are frequently used in the 
simulations, and are discussed in the following section.
3 .1 .2  D is c re t iz a t io n  sch em es
Linear discretization is one of the simplest schemes available in the literature. 
In this scheme, the cell center properties are linearly related to the properties on 
the walls o f control volume in the finite volume method. The accuracy of the final 
solution is dependent on the cell size when linear schemes are employed. W hen 
applied to the Navier-Stokes equations, these schemes result in a checker board form 
of pressure distribution [55], which is practically impossible. Further, linear schemes, 
like upstream differencing, result in numerical diffusion when the flow is not aligned 
with the control volume faces. Therefore, a higher order discretization scheme is 
needed to overcome such impractical solutions and to obtain greater accuracy when 
using an optimal cell size for the domain.
Many higher-accuracy schemes have been developed by researchers and success­
fully applied to a variety of flow scenarios. For example, the Pressure Staggering 
Option (PR E STO ) available in Fluent for pressure discretization [56] is based on the 
staggered mesh scheme developed by Patankar [55]. PR E STO  provides a better way 
to relate the pressure at the cell center with those on the faces when compared to
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linear and second-order discretization schemes. It is also known to provide greater 
accuracy for vortex flows even when using larger cells. The second-order, QUICK, 
and Third-M USCL are the higher-order schemes available in Fluent for momentum 
discretization. The Quadratic Upstream Interpolation for Convective Kinematics 
(QU ICK) scheme was developed by Leonard [57]. QUICK is known for its greater 
accuracy in comparison to central-differencing scheme while retaining the stable con­
vection sensitive properties o f an upstream-differencing scheme for most of the flow 
scenarios. However, in his later work, Leonard [58] highlighted Q U IC K ’s lack of 
accuracy in determining the sudden changes in a function, e.g., a step function at 
Re =  200. This negative feature is critical in the present study to determine the 
shape o f the recirculation zone accurately using an optimal cell size. Therefore, a 
third-order MUSCL scheme is used to discretize the momentum equation for the 
simulations in the present study. This scheme is reported to provide better accuracy in 
the recirculation zones [59,60]. There are many variants of MUSCL schemes available 
in the literature; Fluent’s version is closely based on the early m ethod developed by 
van Leer [59].
In summation, the PR E STO  and third-order MUSCL schemes are used for the 
pressure (mass) and momentum discretization, respectively, for simulating flows in 
the present study. Upon applying these schemes to Eq. (3.1) and Eq. (3.2), a set of 
coupled algebraic equations are generated o f the form
ap0p — ^   ^anh0nh +  b, (3 .5)
nh
where a is the coefficient derived from the discretization scheme, 0  is the velocity or 
pressure depending on the equation, p  refers to the property at the cell center and nb 
refers to the properties on the neighboring cell faces, and b is the source term.
3 .1 .3  S o lu t io n  a lg o r ith m
The set of algebraic equations, represented by Eq. (3.5), can be solved either by 
a direct or an iterative method. The iterative methods provide a clear advantage 
over direct methods, as they need lower memory to perform the calculations. In the 
case of the Navier-Stokes equations, there is strong coupling between the momentum
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and mass conversation equations, the effect of which is dependent on the Reynolds 
number o f the flow. Segregated algorithms such as SIMPLE decouple these equations 
and solve them sequentially; this algorithm is explained in detail by Patankar [55]. 
This approach has a clear advantage over the coupled schemes due to its simplicity, 
which results in faster calculations and low memory requirements [61]. However, 
as the Reynolds number increases due to strong coupling effects, the convergence 
rates of segregated algorithms are poor when compared to the coupled algorithms. 
Fluent’s coupled algorithm is based on the fully-coupled implicit algorithm developed 
by Vanka [62].
In the following example, the convergence time for SIMPLE and the coupled- 
implicit algorithm is tested for a sample case of a microchannel with a miter bend, 
a 300 pm x 100 pm  cross-section, and inlet and outlet channel lengths of 3 mm and 
10 mm, respectively. A  hydrodynamically fully-developed velocity profile was used 
at the inlet for an inlet-based Re =  200. The flow domain was discretized with a 
structured and uniform cell size o f 5 pm, resulting in a total of 2173500 cells. The 
simulation was run on a server using a single processor clocked at 2.5GHz and a 
physical memory o f 65GB. The convergence criteria was set to the scaled continuity 
residual RC <  10-7 . Fig. (3.1) shows the plot o f scaled residuals for SIMPLE and 
coupled-implicit algorithms.
The number of iterations for convergence is higher for the SIMPLE algorithm. 
It took approximately 5.1h for the SIMPLE algorithm to converge to the solution 
using 2.9% of the physical memory while the fully-coupled implicit algorithm needed 
only 1h 40min to converge. However, the memory needed by the coupled implicit 
algorithm is more than double (~  6.1%) the memory needed for SIMPLE. Further, 
the convergence time o f SIMPLE increases with Re of the simulated flow. In the 
present work, due to the abundance of the physical memory, the fully-coupled implicit 
algorithm is used to save simulation time. The convergence rate is further accelerated 
by using multigrid methods [63] and parallel execution. Fluent offers an option to 
use the interpolated solution from a previous simulation as the initial guess for the 
next simulation. This option further reduces the number o f iterations to solution 














F ig u re  3 .1 : C o n v e r g e n ce  ra te  o f  s o lu t io n  a lg o r ith m : The images show the 
scaled residuals o f continuity, x, y, and z-velocities for two solution algorithms 
plotted against the number o f iterations. (a) SIMPLE. (b) Coupled-Implicit.
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algorithm for the same Re =  200 was reduced to less than one hour.
3.2 Flow domain
In the present work, the flow domain can be divided into three categories based 
on the area ratios at the miter bends. The microchannels with A r >  1, A r =  1, and 
A r <  1. In the first two categories, the inlet channel is 3 mm long, while in the last 
category, it is 5 mm. The outlet channel is longer for A r <  1 to capture the effects 
associated with the flow acceleration, and the lengths are set using Eq. (2.12) and 
the hydraulic diameter o f the outlet channel. This is done to ensure that the outlet 
channel is long enough to capture the downstream effects of the miter bend.
Many researchers have used a uniform mesh in the bend region, with a nonuniform 
mesh in both the inlet and outlet channels [40,50,51]. In this approach, the size of 
an element in the nonuniform region is gradually increased in the flow direction. 
The advantage of using this approach is that the number o f cells in the domain is 
significantly reduced, thereby reducing the simulation time. The key to success in 
this approach is the location at which the transition in cell size begins. If the cell size 
transition begins early in the channel, where the flow is highly multidimensional, the 
simulation produces highly erroneous results. Therefore, the present work employs 
a uniform structured mesh to discretize the channel domain. A  uniform boundary 
layer, with ten rows beginning at 1 pm  and growing at a rate o f 1.19, is attached 
to the side and bottom  walls o f the channel (see Fig. (3.2) for the wall notation). 
The mesh on the symmetry wall o f the channel is as shown in Fig. (3.3), where 
the structured mesh is slightly distorted to accom m odate the boundary layer. This 
distortion effect is very small on the final solution and therefore can be neglected. 
The entire process of meshing is conducted using the preprocessing package, Gambit
2.4 [64]. The symmetry wall does not have a boundary layer attached to it in all the 
channels used in these simulations.
3 .2 .1  B o u n d a r y  co n d it io n s
The Reynolds number Re is used as a parameter in the flow simulations. The 
average velocity at the inlet o f the channel is calculated from the Re definition, 
as shown in Eq. (1.1). The boundary conditions com m only used in computational
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F ig u re  3 .2 : W a lls  in th e  flow  d om a in : The image shows the wall notation of 
the microchannel flow domain used in this report.
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F ig u re  3 .3 : M esh  g e n e ra tio n  sch em e : This image shows the mesh on the 




• a uniform velocity at the inlet,
• atmospheric pressure at the outlet, and
• no slip at the walls.
In order to calculate the excess pressure loss due to  the presence of a miter bend in 
the microchannel, the flow needs to be
• steady, and
• hydrodynamically fully-developed
before it encounters the bend as well as the outlet. This implies that the inlet and 
outlet channels should be longer than Le, as derived from Eq. (2.12), to accom m odate 
flow development and bend effects [44]. This approach doubles the number o f cells 
in the flow domain, increasing computational resources significantly; hence, it is 
undesirable.
A  better alternative is to assume a fully-developed velocity profile at the inlet, 
instead of uniform velocity, as proposed by Spiga and Morini [65]. W ith this as­
sumption, only a small inlet channel (3 mm or 5 mm, depending on A r) is required 
to accom m odate the upstream effects o f the miter bend. The profile is given by the 
analytical expression
5(*. » ) = ^ = ^ £ £  (3.6)vn n 4 n m (p 2n2 +  m 2)n odd m odd
where v (x ,y ) is the normalized velocity at a location ( x , y)  in the inlet cross-section 
and vn is the normalizing constant derived using the average velocity
v n  1
avg -----------=---------  (3.7)64 V °° V°° _____ l-_____odd ^ m  odd n2m2(n2 + ^ l'j
vn
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where vavg is calculated by using the Eq. (1.1). A  test simulation was performed to 
check the accuracy of this velocity profile using 75 modes for m  and n, the details of 
which are presented in Section 3.3.1. In addition to the above boundary conditions, 
a symmetry plane is present in the x-y  plane as shown in Fig. (1.4) between the top 
and bottom  walls [40,44] o f the microchannel (see Fig. (3.2)). By using the symmetry 
boundary condition, the flow domain is reduced by half, reducing the simulation time 
and resources. From this point forward, the cross-section o f the channel is always 
mentioned in full, even though the simulation is performed on half of the section; i.e., 
if the cross-section is 300 pm  wide and 100 pm  thick, the simulation uses a domain of 
300 pm  wide and only 50 pm  thick, using the symmetry boundary condition.
3 .2 .2  F lu id  p ro p e r t ie s
Density and viscosity o f water are the only properties needed in the simulation as 
the flows in the present work are assumed to be incompressible and isothermal. These 
properties are obtained using the following curve-fit equations, as presented in [66].
p =  (1.4385 x  10-8 )Ta5vg — (1.8895 x  10-6 )T;4vg +  (1.2318 x  W -4 ) ! ^  (3.8) 
— (9.2686 x  10-3 )Ta2vg +  (6.6821 x  10-2 )Tavg +  999.8748
^ =  —(1.3109 x  10-12)Ta5vg +  (2.7464 x  10-10^  — (2.5655 x  W -8 ) ^  (3 9) 
+  (1.4718 x  10-6 )Ta2vg — (6.0390 x  10-5 )Tavg +  1.7866 x  10-3
where Tavg is the temperature of water in ° C , p is in k gm -3 and ^ is in N s m -2 . 
The temperature range for the p curve-fit is —20°C  <  Tavg <  46°C  while that o f ^ is 
0°C  <  Tavg <  50°C . The properties o f water at 22.5°C are used in these simulations, 
as shown in Table (3.1).
T a b le  3 .1 : P r o p e r t ie s  o f  w ater : The density 
and viscosity of water at 22.5°C .
Name p (kgm  3) /i (N sm  2)
Water 997.78 0.0009772
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3.3 Validation and convergence tests
3 .3 .1  H y d r o d y n a m ic a lly  fu lly -d e v e lo p e d  v e lo c ity  p ro file
Laminar water flow is simulated in a straight microchannel 25 mm long with a 
cross-section of 300 pm x  100 pm. The length of the channel is greater than the devel­
opment length (L e) calculated from Eq. (2.12) for Re — 200. This ensures that the 
velocity at the outlet of the channel is hydrodynamically fully-developed. A  uniform 
velocity (vavg) is assumed at the inlet of the channel and the other boundary conditions 
are set as described in the previous section. The axial component o f the velocity at 
the outlet is extracted from the simulation and compared to the hydrodynamically 
fully-developed velocity calculated from Eq. (3.6), which is shown in Fig. (3.4). The 
root mean square value of the difference between the analytical calculated velocity 
profile and that of the simulation is 2.3%. As reported by Herwig et al. [44], for a 
microchannel with a curved 90° bend, the effects of the bend are observed up to a 
distance o f ~  0.3D h — 30 pm  for D h — 100 pm. For the microchannels with the miter 
bends, this distance is expected to be slightly higher, but the inlet length of 3 mm 
or 5 mm used in the present simulations is sufficient to accom m odate this distance as 
well as the differences in the velocity profile condition boundary condition. Therefore, 
it is concluded that the velocity calculated by using Eq. (3.6) can be used as the inlet 
velocity boundary condition for the simulations.
3 .3 .2  G r id  in d e p e n d e n c e
The solution to the linear algebraic equations defined in Eq. (3.5) has an ap­
proximation error, which is a function o f the cell size and Re. In order to obtain 
an accurate solution with a minimum approximation error, it is necessary to find a 
mesh resolution beyond which the solution is independent o f the cell size. Therefore, 
a set of flow simulations is performed on a microchannel domain by systematically 
increasing the mesh resolution. The flow properties like pressure drop, mass flow 
rate, etc., are then evaluated and evaluated as a function of the domain resolution, 
as shown in the Fig. (3.5). A  microchannel with a cross-section of 200 pm x  100 pm, 
and 3 mm and 10 mm long inlet and outlet channels, respectively, is used to evaluate 
the grid dependence o f the solution. The grid resolution, cell size, and the number of 
cells for each resolution are shown in Table (3.2). The pressure drops ( f x) across the
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2.5
F ig u re  3 .4 : H y d r o d y n a m ic a lly  fu lly -d e v e lo p e d  v e lo c ity  p ro file : The image 
shows a hydrodynamically fully-developed inlet velocity profile for a rectangular 
channel with a cross-section o f 300 pm  x  100 pm  at Re =  200 as proposed by Spiga
and Morini [65].
channel are shown in Table (3.3) along with the mesh resolution for Re =  500.
As shown in Fig. (3.5), the estimation of pressure drop significantly increases 
(~  2.4%) by reducing the cell size from 10 pm  to 5 pm, while the number o f cells in 
the domain increases from 132, 000 to more than a million. Further reducing the cell 
size to 2.5 pm  increases the pressure drop by another 0.6%; however, this improvement 
requires over eight million cells. The simulation’s com putation time in the f  case is 
more than ten hours even with parallel execution. A  Richardson’s extrapolation is 
performed to obtain the pressure drop f 0 when the cell size approaches to zero using 
the pressure drop f x values from the simulations. This analysis indicates that the 
value of f 2 is within 0.9% of the value o f f 0. Considering the optimal simulation time 
and the accuracy o f f 2, the simulations are performed using a structured uniform cell 
size o f 5 pm.
The mass flow rates at the inlet and the bend are shown in Fig. (3.6) as the 
resolution of the domain is increased, in addition to the theoretical mass flow rate 
for Re =  500. The difference between the theoretical value and the mass flow rate 
at the bend is reduced by 0.62%, when the cell size is reduced by half from 10pm  to
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Cell size  (pm)
F ig u re  3 .5 : C h a n g e  in p ressu re  d r o p  w ith  m esh  re so lu tio n : The plot shows 
the pressure drop across a microchannel at different mesh resolutions and the 
extrapolated value as the cell size ^  0.
T a b le  3 .2 : R e s o lu t io n s  fo r  g r id  in d e p e n d e n c e  an alysis : Total 
number of cells in the domain with the mesh resolution.
Mesh resolution Cell size (pm) Number o f cells
100 nodes/m m 10 132,000
200 nodes/m m 5 1,056,000
400 nodes/m m 2.5 8,448,000
T a b le  3 .3 : G r id  in d e p e n d e n c e  an a lysis  (P r e s s u r e  d r o p ) :
Pressure drop across the microchannel as a function o f mesh resolution.
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F ig u re  3 .6 : M a ss  flow  ra te  w ith  m esh  re so lu t io n : The plot shows the mass 
flow rates at the inlet and the bend at different mesh resolutions along with the
theoretical value for R e =  500.
5 pm. As the cell size is reduced to 2.5 pm, the difference in mass flow rates is reduced 
to 0.16%, but the simulation time is increased to more than ten hours. Further, the 
velocity magnitudes are compared the mesh resolutions. Fig. (3.7) shows the velocity 
magnitude along line (see Fig. (3.8)) in the recirculation zone 0.1 mm downstream of 
the miter bend for three cell sizes. Clearly, the velocity magnitudes from the coarsest 
grid fails to provide a sufficient accuracy in the primary recirculation zone, while the 
velocity magnitudes for the cell sizes of 5 pm  and 2.5 pm  are almost identical with an 
average difference of 2 .5%.
From this analysis, it is evident that the accuracy of the simulations are highest 
when the cell size =  2.5 pm, very closely followed by the cell size of 5 pm. However, 
the time and computational resources needed for the simulations are significantly 
higher for the 2.5 pm  cell size when compared to the 5 pm cell size, for a very small 
gain in accuracy. Therefore, to reduce the computational effort and improve the 
com putation speed, the present study conducts all the flow simulations at a resolution 








D istance fr o m  the inside wall (pm)
F ig u re  3 .7 : V e lo c ity  m a g n itu d e  w ith  m esh  re so lu t io n : The velocity 
magnitude along the extraction line in the recirculation zone (see Fig. (3.8)) for
different mesh resolutions.






where f x are the pressure drops, as shown in Table (3.3), and r is the ratio of the cell 
sizes hx for two subsequent resolutions and is given by
h‘2 9 r =  —  =  2.
hi
(3.11)
Further, the error estimator E  [67], which gives the error band for the simulation 
results at the resolution of 200 nodes/m m , is 0.99%. E  is calculated as
E
er^
rp -  1 ’
(3.12)
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F ig u re  3 .8 : V e lo c ity  m a g n itu d e  fo r  g r id  in d e p e n d e n ce : Image shows the line 
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(3.13)
where f x values are given in Table (3.3). W hen E  is multiplied by a factor of safety 
Fs =  3.0 as shown
the result is the grid convergence index (G C I ) for the coarse grid with a cell size 
of 5 pm. The G C I  relates the present grid independence study to a generalized grid 
dependence study performed by doubling the grid size while using a second-order
the error band of the results of a CFD simulation. The G C I  for the present set of 
simulations is 2.98%.
Theoretically, in any simulation, the governing equations need to be solved iter­
atively until the residuals are reduced to zero. However, in many cases, the solution 
remains unchanged after a certain cut-off value o f the residuals. It is typically 
sufficient to run a simulation until this cut-off residual is reached to obtain accurate 
results and eventually save computational resources. Therefore, a systematic solution 
convergence study is necessary to get an estimate o f these cut-off residual values. As 
shown in Fig. (3.1), the continuity and velocity component residuals can be monitored 
to check the convergence of the flow simulations. As the continuity residual is the 
largest o f the four residuals, it acts as the limiting criteria for the solution convergence. 
The continuity residual R c is calculated as [56]
(3.14)
discretization scheme [67]. It also provides a very conservative m ethod for reporting
3 .3 .3  S o lu t io n  co n v e r g e n ce
R c =  |rate of mass creation in cell P|. (3.15)
cells P
Fluent has an option to scale the residuals so that all the residuals are of O (1). Scaled 
residuals R sc are calculated as
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RC
K  =  %  (3-16)
R 5
where R5 is the residual after the first five iterations while R CN is the residual after 
N  iterations. The present work uses the scaled residual for continuity to monitor the 
convergence o f all the simulations.
Using the flow simulation from the previous section for the microchannel with the 
cell size o f 5 pm, the pressure drop across the microchannel is evaluated for three values 
of the scaled continuity residual, as shown in Table (3.4). The values of residuals are 
chosen such that they are of O (1 ), O ( - 1), and O ( - 2) times the theoretical mass 
flow rate of 3.6645 x  105 kgs-1 for Re =  200. The change in the pressure drop as 
the continuity residual is reduced is almost zero. Further, the velocity magnitudes, 
extracted along the same line as discussed earlier, are shown in Fig. (3.9) for the 
said residual values. Although the pressure drop and the velocity magnitude remain 
constant after R cs =  10-5 , the convergence criteria is set to R cs =  10-7  so that R cs is 
less than 1% of the theoretical mass flow rate.
3.4 Summary
The mass and momentum conservation equations of the Navier-Stokes equations 
are used to  simulate the water flow in the microchannels containing a 90° miter bend. 
The viscosity and density o f the water (at Tavg =  22.5°C ) are the only properties 
required for the simulation, as the flow is assumed to be laminar (Re <  600), 
incompressible (p =  constant), isothermal (Tavg =  constant), and at steady state. 
A  hydrodynamically fully-developed velocity profile, calculated by using the infinite 
summation analytical solution proposed by Spiga and Morini [65], is used at the 
inlet while atmospheric pressure is assumed at the outlet and the no-slip condition is
T a b le  3 .4 : S o lu t io n  co n v e r g e n ce  an alysis  (P re ssu re  
d r o p ) :  Change in pressure drop across the microchannel with
continuity residual.
Continuity residual (R cs) Pressure (Pa)
le ~ 5 102716.24
le ~ 6 102716.27







D istance fr o m  the inside wall (pm)
F ig u re  3 .9 : S o lu tio n  co n v e r g e n ce  an alysis : The image shows the velocity 
profile along the extraction line shown in Fig. (3.8) at three cut-off values for the 
continuity residual in the flow simulation.
applied on all walls. A  plane o f symmetry is present in the flow parallel to the width 
of the inlet along the center of the channel, which reduces the simulation domain by 
a factor of two.
A  uniform structured grid is used throughout the domain to capture the down­
stream effects o f the bend accurately and a boundary layer is attached to all the 
walls (except the symmetry plane) to sm ooth the gradients at the wall and improve 
the accuracy o f the simulation. The third-order MUSCL scheme is used to discretize 
the momentum equation due to its accuracy for reasonably large cell sizes. The 
PRE STO  scheme is used to discretize the pressure as it has a better performance 
in cases of vortex flow, even though it is only first-order accurate. A  fully-coupled 
implicit algorithm, with a multigrid method, is used because o f its better convergence 
rate than the SIMPLE algorithm.
A  test simulation, using a straight microchannel with the above-mentioned config­
uration, is performed to verify the hydrodynamically fully-developed velocity profile 
used for the inlet boundary condition. The outlet velocity from the simulation is
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within 2.5% of the calculated velocity profile. A  systematic grid independence study 
is performed to evaluate the optimal cell size for the simulations. The pressure drop 
across the channels for three cell sizes o f 10 pm, 5 pm, and 2.5 pm  is analyzed, in 
addition to  the mass flow rates and velocity magnitudes. The simulation results for a 
cell size o f 5 pm  are optimal based on com putation time and solution accuracy. The 
pressure drop for the test case is found to be within 0.92% of the asym ptotic value and 
the error estimate is E  =  0.99%. A  solution convergence test reveals that the scaled 
continuity residual o f R cs =  10-5 is sufficient to ensure the solution convergence.
The dimensions of the microchannels used in the simulations, the data for the flow 
development length in the outlet channel, the size of recirculation zones at the miter 
bend, and the bend excess loss coefficients are presented in the next chapter.
CHAPTER 4
RESULTS AND DISCUSSION
A numerical simulation of water flow in microchannels with miter bends, featuring 
varying area ratios, is conducted using Fluent and Gambit. The details of the channel 
dimensions and the results of the simulations, such as the flow structure changes with 
Reynolds number, aspect ratio and area ratio of the channels, the flow development 
lengths, and the pressure excess loss coefficients, are presented in this chapter.
4.1 Simulation cases
A comprehensive set o f nine microchannels with an inlet length of 3 mm and 
outlet length ranging from 15 mm to 25 mm is used to study the flow characteristics 
of miter bend microchannels. The height of these channels is kept constant at 100 pm, 
simulating the thickness o f double-sided adhesive tape that defines the channel pattern 
using xurography, while the widths vary from 100 pm to 500 pm, as presented in 
Table (4.1). The hydraulic diameters o f these channels range from 100 pm  to 167pm.
In addition to these miter bend microchannels, a set of seven microchannels 
with abrupt expansions and contractions at the miter bends is also studied. The 
dimensions of these channels are shown in Table (4.2) and Table (4.3), respectively. 
The area ratios o f these channels range from a low 10% to a maximum of 300%, 
thereby enabling data for a complete range o f area ratios to be collected. The data 
reduction procedure and the results from the above set o f simulations are presented 
in the following sections, along with a comparison of the relevant results from the 
literature.
4.2 Flow structure
A flow structure analysis for water flows through a miter bend for different Reynolds 
numbers, in a microchannel with a  =  0.33, is conducted using the streamlines and
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T a b le  4 .1 : D im e n s io n s  o f  m ite r  b e n d  m icro ch a n n e ls : The table lists 
the dimensions of the microchannels, with aspect ratio 0.2 <  a  <  1.0.
W idth (pm)
Height (pm) Aspect ratio (a )
Channel Length (mm)
Inlet Inlet Outlet
100 100 1.00 3 15
150 100 0.67 3 15
200 100 0.50 3 20
250 100 0.40 3 20
300 100 0.33 3 25
350 100 0.28 3 25
400 100 0.25 3 25
450 100 0.22 3 25
500 100 0.20 3 25
T a b le  4 .2 : D im e n s io n s  o f  m ite r  b e n d  ex p a n s io n  m icro ch a n n e ls :
The table lists the dimensions of the miter bent expansion microchannels, 
with area ratios 1.10 <  A r <  3.0.
W idth (pm)
Height (pm) Area ratio (Ar)
Channel Length (mm)
Inlet Outlet Inlet Outlet
300 330 100 1.10 3 15
300 360 100 1.20 3 15
300 390 100 1.30 3 15
300 450 100 1.50 3 15
300 600 100 2.00 3 15
300 750 100 2.50 3 15
300 900 100 3.00 3 15
T a b le  4 .3 : D im e n s io n s  o f  m ite r  b e n d  c o n tr a c t io n  m icro ch a n n e ls :
The table lists the dimensions o f the miter bent contraction microchannels, 
with area ratio 0.33 <  A r <  0.91.
W idth (pm)
Height (pm) Area ratio (Ar)
Channel Length (mm)
Inlet Outlet Inlet Outlet
330 300 100 0.91 5 20
360 300 100 0.84 5 20
390 300 100 0.77 5 20
450 300 100 0.66 5 20
600 300 100 0.50 5 20
750 300 100 0.40 5 25
900 300 100 0.33 5 27
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velocity magnitude distribution, as shown in Fig. (4.1) to Fig. (4.6). The figures show 
the velocity magnitude and streamlines for the flow at Reynolds numbers Re = {2 5 , 
75, 150, 300, 400, 600}. The velocity magnitude field is shown in the planes orthogonal 
to the channel at distances of 0, 50, 100, 150, 200, 250, 400, 500, 600, 700, 850, and 
1000 pm from the bend upstream into the inlet channel. In the outlet channel, the 
planes are located at distances o f 0, 100, 200, 300,400, 500, 600, 700, 950, 1200, 1450, 
1700, 2200, and 2700 pm  from the bend. In the miter bend region, three planes are 
shown which are oriented at angles of 102.5°, 135°, and 157.5° with respect to the 
positive X-axis.
From Fig. (4.1) and Fig. (4.2), it is evident that streamlines are detached from the 
outer walls as early as Re =  25, forming an outer recirculation zone, as shown by the 
streamlines in Fig. (4.1b) and the dark blue area o f velocity magnitude in the angular 
planes in Fig. (4.1a). The flow separation on the inner wall is evident in Fig. (4.2a), 
as a dark blue area in the velocity magnitude plane in the outlet channel and as a 
minor distortion of the streamlines in Fig. (4.2b). From this observation, it can be 
deduced that the flow separation on the outer wall takes place as early as Re =  25 
and for the inner wall in the range of 25 <  Re <  75, which is consistent with the 
experimental results reported by X iong and Chung [43].
As the Reynolds number is increased, both the primary and secondary recircula­
tion zones increased in the length and width up to Re =  300, after which the outer 
(secondary) recirculation zone’s length into the outlet channel decreases while its 
depth into the inlet channel increases. On the other hand, the primary recirculation 
zone remained constant in size while the magnitude of the reversed flow increases with 
increasing Reynolds number. In addition to the size changes, as the Reynolds number 
increases beyond Re =  400, an axial vortex is developed in the outlet channel, as 
shown by the streamlines in Fig. (4.5b), which grows in magnitude with the increasing 
Reynolds number (see also Fig. (4.6b)). A  further increase in the Reynolds number 
beyond Re =  600 results in convergence issues, where a flow transition is assumed. 
The Reynolds number R ecr, after which the solution could not converge, was observed 
to change with a. Dreher et al. [52] reported that the simulation could not converge 















































(b) Streamlines for Re = 25
Figure 4.1: Contours o f  velocity  m agnitudes and streamlines I : The figure
shows the contours of the velocity magnitude at various planes along the















































(b) Streamlines for Re = 75
Figure 4.2: Contours o f  velocity  magnitudes and streamlines I I : The figure
shows the contours of the velocity magnitude at various planes along the















































(b) Streamlines for Re = 150
Figure 4.3: Contours o f  velocity  magnitudes and streamlines I I I : The
figure shows the contours of the velocity magnitude at various planes along the
microchannel and the streamlines for Re =  150.
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(b) Streamlines for Re = 300
Figure 4.4: Contours o f  velocity  m agnitudes and streamlines I V : The
figure shows the contours of the velocity magnitude at various planes along the















































(b) Streamlines for Re = 400
Figure 4.5: Contours o f  velocity  m agnitudes and streamlines V : The figure
shows the contours of the velocity magnitude at various planes along the
microchannel and the streamlines for Re =  400.
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(b) Streamlines for Re = 600
Figure 4.6: Contours o f  velocity  m agnitudes and streamlines V I : The
figure shows the contours of the velocity magnitude at various planes along the
microchannel and the streamlines for Re =  600.
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and D h =  200 pm.
Fig. (4.5b) shows that a complete axial vortex has developed in the outlet channel 
when Re =  400 . The effects of abrupt expansions on this flow vortex can be observed 
in Fig. (4.7) to Fig. (4.12) where the area ratio at the miter bend is in the range of 
3.0 <  Ar <  1.2 for an inlet flow Reynolds number of Re =  400. Due to abrupt 
expansions in the channel, the flow is significantly decelerated, resulting in larger 
flow separation distances. The width and length of the primary recirculation zones 
decrease with the area ratio at the miter bend. Since the flow is decelerated, the axial 
vortex has not formed yet for Re =  400 at the higher area ratio channels, but a closer 
look into Fig. (4.9a) and Fig. (4.9b) shows a very small axial vortex that develops 
in strength as the area ratio is further reduced, which is shown in Fig. (4.11) and 
Fig. (4.12).
A comparison of flow structure in microchannels with minor expansion and con­
traction to that of a normal channel is shown in Fig. (4.13), Fig. (4.14), and Fig. (4.15). 
Minimal change in the flow structure is noted as A r is reduced from 1.1 to 0 .91. 
The only discernible change is the increase in velocity magnitude of the primary 
recirculation zones and the strength of the axial flow vortex when the flow accelerates 
in the contracting channel. Further reduction in the area ratio results in the flow 
acceleration increasing the velocity magnitude of the primary recirculation zone along 
with the strength of the axial vortex, as observed in the velocity magnitude scales 
shown in Fig. (4.15) to Fig. (4.21). Another interesting observation made from these 
figures is that the size of the primary recirculation zone is almost the same, while the 
size of the secondary recirculation zone is increasing with decreasing area ratio.
4.3 Recirculation zones
The flow separation and the size of the recirculation zones are the important 
aspects in the microchannel flows with bends. Fig. (4.22) shows the dimensions of 
the recirculation zones and their respective measurement references. Lrp is the length 
of the primary recirculation zone and wrp is its width, while Lrco and Lrci are the 















































(b) Streamlines for Ar = 3.0
Figure 4.7: Contours o f  velocity  m agnitudes and streamlines V I I : The
figure shows the contours of the velocity magnitude at various planes along the
microchannel and the streamlines for A r =  3.0 and Re =  400.
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Figure 4.8: Contours o f  velocity  m agnitudes and streamlines V I I I : The
figure shows the contours of the velocity magnitude at various planes along the














































(a) Velocity magnitudes for Ar = 2.0
(b) Streamlines for Ar = 2.0
Figure 4.9: Contours o f  velocity m agnitudes and streamlines I X : The
figure shows the contours of the velocity magnitude at various planes along the












































(a) Velocity magnitudes for Ar = 1.5
(b) Streamlines for Ar = 1.5
Figure 4.10: Contours o f  velocity  m agnitudes and streamlines X : The
figure shows the contours of the velocity magnitude at various planes along the













































(a) Velocity magnitudes for Ar = 1.3
(b) Streamlines for Ar = 1.3
Figure 4.11: Contours o f  velocity  m agnitudes and streamlines X I : The
figure shows the contours of the velocity magnitude at various planes along the














































(a) Velocity magnitudes for Ar = 1.2
(b) Streamlines for Ar = 1.2
Figure 4.12: Contours o f  velocity m agnitudes and streamlines X I I : The
figure shows the contours of the velocity magnitude at various planes along the












































(a) Velocity magnitudes for Ar = 1.1
(b) Streamlines for Ar = 1.1
Figure 4.13: Contours o f  velocity  m agnitudes and streamlines X / / / : The
figure shows the contours of the velocity magnitude at various planes along the












































(a) Velocity magnitudes for Ar = 1.0
(b) Streamlines for Ar = 1.0
Figure 4.14: Contours o f  velocity  m agnitudes and streamlines X I V : The
figure shows the contours of the velocity magnitude at various planes along the














































(a) Velocity magnitudes for Ar = 0.91
(b) Streamlines for Ar = 0.91
Figure 4.15: Contours o f  velocity  m agnitudes and streamlines X V : The
figure shows the contours of the velocity magnitude at various planes along the














































(a) Velocity magnitudes for Ar = 0.84
(b) Streamlines for Ar = 0.84
Figure 4.16: Contours o f  velocity  m agnitudes and streamlines X V I : The
figure shows the contours of the velocity magnitude at various planes along the














































(a) Velocity magnitudes for Ar = 0.77
(b) Streamlines for Ar = 0.77
Figure 4.17: Contours o f  velocity  m agnitudes and streamlines X V I I : The
figure shows the contours of the velocity magnitude at various planes along the












































(a) Velocity magnitudes for Ar = 0.66
(b) Streamlines for Ar = 0.66
Figure 4.18: Contours o f  velocity  m agnitudes and streamlines X V / / / :
The figure shows the contours of the velocity magnitude at various planes along the












































(a) Velocity magnitudes for Ar = 0.50
(b) Streamlines for Ar = 0.50
Figure 4.19: Contours o f  velocity  m agnitudes and streamlines X I X : The
figure shows the contours of the velocity magnitude at various planes along the














































(a) Velocity magnitudes for Ar = 0.40
(b) Streamlines for Ar = 0.40
Figure 4.20: Contours o f  velocity  m agnitudes and streamlines X X : The
figure shows the contours of the velocity magnitude at various planes along the












































(a) Velocity magnitudes for Ar = 0.33
(b) Streamlines for Ar = 0.33
Figure 4.21: Contours o f  velocity  m agnitudes and streamlines X X I : The
figure shows the contours of the velocity magnitude at various planes along the















































(a) Velocity magnitude in the symmetry plane
(b) Velocity vectors plot in the primary recirculation zone
Figure 4.22: D im ensions o f  recircu la tion  zones: The above images show the 
dimensions of the primary and secondary recirculation zones and their measurement 
references. (b) is a zoomed in view of (a) showing the velocity vectors and height of




4.3.1 P rim a ry  zon e
The length of the primary recirculation zone Lrp is evaluated by checking the 
change in the direction of the shear stress at the inner wall of the outlet channel. 
This assessment is equivalent to checking the sign change of the derivative of the axial 
velocity component with respect to the transverse direction, i.e., the sign change of 
( f y )  from negative to positive along the inner wall of the outlet channel. The width 
of the primary recirculation zone is evaluated by determining the node which has the 
highest value of the y-coordinate in the outlet channel at which the axial component 
of the velocity is still negative or zero. A linear-interpolation is performed to obtain 
the actual y -coordinate where axial-velocity was zero, if the axial velocity at the said 
node is negative.
Fig. (4.23) shows the ratio of the length of the primary recirculation zone to the 
inlet hydraulic diameter for the miter bend microchannels with different aspect
ratios. Regardless of the aspect ratio, the flow separation after the bend begins at 
approximately Re =  50 for all microchannels and increases with increasing Reynolds 
number. For the a  >  0.28, the increase in Lrp is gradual for Re >  500, indicating 
that the length of the primary recirculation zone is nearly constant. This behavior 
can be attributed to the development of the axial vortex in the outlet channel.
The width of the primary recirculation zone increases with the aspect ratio of 
the outlet channel. As shown in Fig. (4.24), the ratio of the width of the primary 
recirculation zone (wrp) to that of the width of the outlet channel (wo) is the highest 
for the channel with a  = 1 .0  at ~  50%, while the remaining channels are between 
20% and 30%. The width of the recirculation zone remains constant for the smaller 
aspect ratio channels when Re >  500. The wrp values for these channels are in 
agreement with those reported by Herwig et al. [44], in which the width of the primary 
recirculation zones is about 20% of the channel width for Re >  500.
As the area ratio of the microchannel at the miter bend is increased (i.e., for 
expansion channels), the length of the primary recirculation zone (Lrpe) increased 
gradually, as shown in Fig. (4.25), for Ar =  {1 .1 ,1 .2 ,1 .3 ,1 .5}. For higher area ratios 
(i.e., A r =  {2.0, 2.5, 3.0}), the Lrpe values are almost equal for all the Reynolds 
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Figure 4.23: Length  o f  the prim ary  recircu la tion  zone: The plot shows the 
ratio of the length of the primary recirculation zone downstream of the miter bend
to the inlet hydraulic diameter.
separation begins is approximately Re =  50 for all the area ratios considered except 
for Ar =  {2.0, 2.5, 3.0}. The flow separation for these higher Ar values begins at lower 
Reynolds number of approximately Re =  25. 1
The width of the primary recirculation zone is nearly independent of Ar for 
small values of the area ratio Ar =  {1 .0 ,1 .2 ,1 .3}. The primary recirculation zone 
width increases steeply after the flow separation up to Re =  200, after which the 
increase is more gradual, as shown in Fig. (4.26). The maximum value of the primary 
recirculation zone width for these area ratios is between 20% and 25% of the width 
of the outlet channel. For the higher area ratios of A r =  {2.0, 2.5, 3.0}, the increase 
in wrpe with area ratio is significantly high with the maximum values between 25% 
and 30% of the outlet channel width at Re =  600.
For contraction channels, 2 the length of the primary recirculation zone Lrpc for
1rThe Reynolds numbers for the expansion and contraction are calculated based on the inlet 
dimensions. Thus, for the expansion channel, the outlet average Reynolds number is less than that 
of the inlet.
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Figure 4.24: W id th  o f  the prim ary  recircu la tion  zone: The plot shows the 
ratio of the width of the primary recirculation zone to the width of the outlet 
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F igure 4.25: L ength  o f  the prim ary  recircu la tion  zon e  (E xp a n sion ): The
plot shows the ratio of the length of the primary recirculation zone downstream of 
the miter bend to the inlet hydraulic diameter for the expansion channels.
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Figure 4.26: W id th  o f  the prim ary  recircu la tion  zon e  (E xp a n sion ): The
plot shows the ratio of the width of the primary recirculation zone to the width of 
the outlet channel in the miter bend microchannels with abrupt expansion.
minor area ratios changes, i.e., for Ar =  {0.91, 0.83, 0.77}, are nearly equivalent (see 
Fig. (4.27)). Lrpc increases slightly with the decreasing area ratio for these values of A r 
in the Reynolds numbers range of 100 <  Re <  500, after which they begin to decrease 
with decreasing Ar, as shown in Fig. (4.27). This trend in the Lrpc results points to a 
shift of the peak value of Lrpc to smaller Reynolds number as the area ratio at the miter 
bend decreases, which is highly magnified in the case of Ar =  {0 .50, 0 .40, 0 .33}. The 
peak values of Lrpc in these latter cases occur at Re ~  {450, 400, 350}, respectively.
The decreasing trend of Lrpc after the peak value can be attributed to the de­
velopment of the axial vortex flow in the outlet channel. The Reynolds number at 
which the axial vortex begins to develop decreases with decreasing Ar as the outlet 
channel’s average flow Reynolds number (Reo) is significantly increased due to flow 
acceleration. Because of this increase in Reo, the transitions to turbulence occur at 
a smaller inlet Reynolds numbers with decreasing area ratios.
The width of the primary recirculation zone in contraction channels increases
of the cross-sectional area of the outlet to that of the inlet.
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Figure 4.27: Length  o f  the prim ary  recircu la tion  zon e  (C o n tra ctio n ): The
plot shows the ratio of the length of the primary recirculation zone downstream of 
the miter bend to the inlet hydraulic diameter for the contraction channels.
with the decreasing area ratio of the channel, as shown in Fig. (4.28), for the smaller 
area ratios of A r =  {0.4, 0.33}. At higher contraction area ratios, wrpc is nearly 
independent of Ar over the entire range of Reynolds number. A reason for this 
behavior of wrpc is the constant dimensions of the outlet channel in all of these 
contraction channels.
4.3.2 S econ d ary  zone
A secondary recirculation zone is developed on the outer corner of the miter bend, 
the dimensions of which are shown in Fig. (4.22). The length and depth of the 
secondary recirculation zones, Lrso and Lrsi (see Fig. (4.22)), are calculated in a 
similar way as that of Lrpc. The ratio of Lrso to the inlet hydraulic diameter of the 
channel is shown in Fig. (4.29) for various aspect ratios of the microchannel. A very 
small secondary recirculation zone, on the order of ~  0.25Dhi in both length and 
depth, exists from Re =  5 and up in all the channels considered. As the Reynolds 
number increases, Lrso steeply increases to a peak value, after which it remains nearly 
constant with increasing Re for the microchannels with larger aspect ratios. As the
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Figure 4.28: W id th  o f  the prim ary  recircu la tion  zon e  (C on tra ctio n ): The
plot shows the ratio of the width of the primary recirculation zone to the width of 
the outlet channel in the miter bend microchannels with abrupt contraction.
aspect ratio decreases, the change in Lrso with Re for the smaller Reynolds numbers 
reduces gradually to an almost constant value for a  =  0.2. The magnitude of the 
steep increase in Lrso increases with decreasing aspect ratio with a maximum value 
of ~  2.2D hi for a  =  0.2. This steep rise in Lrso is likely a result of the increase in the 
width and magnitude of the primary recirculation zone. The maximum value of Lrso 
is limited by the width of the inlet channel (wj) and the peak value decreases with 
increasing aspect ratio. 3
Fig. (4.30) shows the ratio of Lrsi to the hydraulic diameter of the inlet channel 
for various aspect ratios. The depth of the secondary recirculation zone Lrsi into the 
inlet channel follows a similar trend as that of Lrso for the smaller Reynolds number, 
where it remains nearly constant for the smaller aspect ratio to a gradual increase 
at the higher aspect ratio. Furthermore, the magnitude of the steep increase in Lrsi 
increases with the decreasing aspect ratio and the Reynolds number at which this
3In the present set of simulations, the height of the channels is constant and the aspect ratio of 




Figure 4.29: L ength  o f  the secon dary  recircu la tion  zone: The plot shows the 
ratio of the length of the secondary recirculation zone downstream of the miter bend
to the inlet hydraulic diameter.
increase occurs. The major difference in the trends of Lrso and Lrsi is that after 
the steep increase, Lrso begins to decrease with the increasing Reynolds number, 
while Lrsi continues to increase with R e . This phenomenon is a direct result of the 
development of the axial vortex flow in the outlet channel, where the flow structure 
along the outer wall changes from the axial to the transverse direction due to the 
vortex.
The effect of abrupt expansions at the miter bend on the length of the secondary 
recirculation zone Lrsoe can be observed in Fig. (4.31). The increasing area ratio 
effect on Lrsoe is the inverse of that on Lrso, as shown in Fig. (4.29). The peak value 
of Lrsoe increases with the increase in the area ratio of the expansion. The Reynolds 
number up to which the initial value of Lrsoe remains constant increases with the 
increasing area ratio as well as the magnitude of the steep increase in Lrsoe. Further, 
Lrsoe remains nearly constant for Re >  550 regardless of the magnitude of the area 
ratio of the expansion.












Figure 4.30: D ep th  o f  the secon dary  recircu la tion  zone: The plot shows the 
ratio of the depth of the secondary recirculation zone upstream of the miter bend to
the inlet hydraulic diameter.
with an increase in the area ratio of expansion at the miter bend. The values of Lrsie 
for the flows with 5 <  Re <  600 and 1.0 <  A r <  3.0 are shown in Fig. (4.32). It 
is interesting to note that a steep increase in Lrsie occurs at Re =  100 for minor 
area ratio changes, i.e., for Ar =  {1 .0 ,1 .1 ,1 .2 ,1 .3 ,1 .5}, while for A r =  {2.0, 2.5, 3.0}, 
this steep gradient occurs at Re =  150, which indicates that the flow separation is 
delayed due to deceleration. Further, the Lrsie gradient reduces gradually, after the 
steep increase, with increasing Reynolds number tending towards a near constant 
value of Lrsie for all Ar values.
The contraction channels, on the other hand, show a very interesting behavior 
with decreasing Ar. From Fig. (4.33), it can be noted that for minor contractions, 
i.e., for Ar =  {1.0, 0.91, 0.84, 0.77, 0.67}, Re =  250 acts as a pivot point. At this 
point, the decreasing trend of the Lrsoc with decreasing A r changes to an increasing 
trend. Further, the peak value of Lrsoc is almost equal for minor contractions while 
it increases significantly for major contractions at the miter bend. In addition, 
the Reynolds number at which the steep increase in the magnitude of Lrsoc occurs
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F igure 4.31: Length  o f  the secon dary  recircu la tion  zon e  (E xp a n sion ): The
plot shows the ratio of the length of the secondary recirculation zone downstream of 
the miter bend to the inlet hydraulic diameter for the expansion channels.
0
increases with decreasing A r. A comparison of Fig. (4.33) with Fig. (4.31) shows that 
the Reynolds number at which the peak value of Lrso occurs and the axial vortex 
develops is larger in the contraction channels even though the flow is accelerated. 
This is because the Reynolds number in both cases is calculated based on the inlet 
hydraulic diameter, and D hi for the contraction channels is larger than that for the 
expansion channels.
A similar pivot point at Re =  250 is present for the depth of the secondary 
recirculation zone Lrsic for the contraction channels. The ratio of Lrsic to that of 
the inlet hydraulic diameter for all the above contraction area ratios is shown in 
Fig. (4.34). Lrsic continues to increase gradually after a steep rise with increasing 
Reynolds number. From Fig. (4.34), it is also evident that for the minor contractions 
ratios of 0.67 <  A r <  1.0, the change in Lrsic at higher Reynolds number is less than 








Ar =  1.0
i
+
A r =  1.1 :
A r =  1.2 ©
Ar =  1.3 □
Ar =  1.5 ■
Ar =  2.0 o
Ar =  2.5 •





A A " 











Figure 4.32: D ep th  o f  the secon dary  recircu la tion  zon e  (E xp a n sion ): The
plot shows the ratio of the depth of the secondary recirculation zone upstream of 




4.4 Flow development length
The hydrodynamic development length in the outlet channels is estimated by 
comparing the root mean square difference between the axial velocity, i.e., the x - 
component of the velocity, at a plane normal to the flow direction in the outlet 
channel and the analytic velocity calculated using the Eq. (3.6). The distance of 
the plane from the bend where the rms average difference is less than 5% is taken 
as the flow development length (Ldev). A large value of rms difference is used here 
to account for the higher percentage differences of the boundary node values, due 
to small x-velocity, which increase the average value. For a microchannel with 
a =  0.33, the flow development length in outlet channel from the simulation is 
compared to the theoretical predictions from the analytical model (see Eq. (2.12)) 
and the Martinelli equation (see Eq. (2.14)), as shown in Fig. (4.35). The figure 
shows that the Martinelli’s equation underpredicts the development length, with a 
difference of more than 50%, over the entire Reynolds number range. This difference 
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Figure 4.33: L en gth  o f  the secon dary  recircu la tion  zon e  (C o n tra c t io n ):
The plot shows the ratio of the length of the secondary recirculation zone 
downstream of the miter bend to the inlet hydraulic diameter for the contraction
channels.
conducted by Martinelli and Viktorov [50]. In their CFD simulations, the fluid 
entered a straight microchannel from a vast tank, resulting in a symmetric and 
evenly distributed velocity profile at the inlet, where as in the present simulations, 
the velocity distribution at the bend is highly three-dimensional with a recirculation 
zone. On the other hand, the conventional equation shows good agreement with the 
simulated development lengths for Re <  250, beyond which the Ldev is much smaller 
than the predicted value. Further, Ldev remains nearly constant for 250 <  Re <  400, 
where the axial vortex begins to take shape in the outlet channel.
A similar comparison of the development lengths for a high aspect ratio microchan­
nel (a =  1.0) with the theoretical model reported by Ahmad and Hassan [49] (see 
Eq. (2.13)), in addition to the above two equations, is shown in Fig. (4.36). In this 
figure, the flow development lengths from the simulation are in close agreement with 
the conventional equation up to a Re =  200. Ldev values estimated by the relation 
proposed by Ahmad and Hassan [49] for the channels with a  = 1 . 0  are also in close 




Figure 4.34: D ep th  o f  the secon dary  recircu la tion  zon e  (C on tra ctio n ):
The plot shows the ratio of the depth of the secondary recirculation zone upstream 
of the miter bend to the inlet hydraulic diameter for the contraction channels.
simulated Ldev are far greater than the theoretical prediction by Martinelli’s equation. 
It can be concluded from this observation that Ldev in the outlet channel for the miter 
bend microchannels agrees reasonably well with the conventional equation regardless 
of the aspect ratio of the microchannel.
Herwig et al. [44] reported that, for a square microchannel with D h =  100pm 
and a curved bend, the bend effects are observed as far as ~  15.2Dh downstream of 
the bend for Re =  512, which is consistent with Ldev, as shown in Fig. (4.36). The 
difference in the values of the Ldev from the simulations and that reported by Herwig 
et al. [44] is due to the presence of a curved bend. Maharudrayya et al. [39] reported 
that the bend effects are observed for shorter distances downstream of the bend as 
the curvature ratio of the bend is increased and that the sharp bends (curvature ratio 
=  0) have a maximum Ldev for all the aspect ratios.
Fig. (4.37) shows the ratio of the flow development length (Ldev) in the outlet 
channel to the outlet hydraulic diameter (D ho) for 0.2 <  a <  1 over the Reynolds 
number range of 5 <  Re <  600. Ldev for 0.5 <  a <  1.0 increases almost linearly
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Figure 4.35: F low  developm en t length  from  th eory  and sim ulation  I  : The
plot compares the flow development length in the outlet channel for a microchannel 
with a  =  0.33 from the simulation to the theoretical values obtained from 
conventional and Martinelli’s equation.
which the deviation from the linear behavior occurs. Further, as the aspect ratio of 
the channel increases from 0.20 to 0.40, Ldev decreases. In addition, the nonlinearity 
in the dependence of Ldev on Re phases out with the increase in the aspect ratio of 
the channel.
Increasing the area ratio at the miter bend of the microchannel results in the flow 
deceleration, effectively reducing the Re of the flow and also the aspect ratio of the 
channel. As shown in Fig. (4.38), Ldev decreases with increasing A r for Re <  300, after 
which there is a significant deviation from linear response. Interestingly, in this range 
of Reynolds numbers (400 <  Re <  600), Ldev decreases with the increasing Ar up to 
Ar =  1.5. In this range of Ar, flow deceleration plays a significant role on the Ldev 
value. An increase in A r beyond 1.5 leads to the aspect ratio of the channel playing a
with Re, while for 0.2 <  a <  0.5, Ldev shows a considerable deviation from the linear 
trend in the approximate Reynolds number range of 300 <  Re <  500 (see Fig. (4.36) 
and Fig. (4.35) for a clear distinction in the plots). It is also observed that the wider 
the channel (i.e., the smaller the aspect ratio), the larger is the Reynolds number at
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Figure 4.36: F low  developm en t length  from  th eory  and sim ulation  I  : The
plot compares the flow development length in the outlet channel for a microchannel 
with a  = 1 . 0  from the simulation to the theoretical values obtained from the 
conventional, Ahmad and Hassan's, and Martinelli's equations.
more significant role in the development length and results in the linear dependence 
on Re. Further, the increase in the development length with the increase in Ar is the 
result of the larger size of the primary recirculation zone at the higher Re in these 
channels. Notably, Ldev for larger area ratios (i.e., Ar =  {2.5, 3.0}) is comparable to 
the Ldev of the miter bend microchannel with Ar =  1.0, at higher Reynolds numbers, 
which can also be attributed to the larger flow separation distances in the outlet 
channel at these area ratios.
On the other hand, decreasing the area ratio at the miter bend results in a larger 
Ldev for a constant Re at the channel inlet (see Fig. (4.39)). The resulting flow 
acceleration plays a significant role in the flow development length. The ratio of the 
outlet flow development length to the outlet channel hydraulic diameter is shown in 
the Fig. (4.39). At large Ar, Ldev is linearly related to Re (note that the D ho is 
constant as Ar changes). The nonlinear dependence of Ldev on Re gradually phases 
out with the decreasing area ratio. The magnitude of Ldev for A r =  0.5 is close to 












F igure 4.37: H yd rod y n a m ic  developm en t length  in the ou tlet: The plot 
shows the ratio of the hydrodynamic development length in the outlet channel to 
the hydraulic diameter of the outlet channel.
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Figure 4.38: H yd rod y n a m ic  developm en t length  in the ou tlet (E xpansion
C h an n el): The plot shows the ratio of the hydrodynamic development length in 












Figure 4.39: H yd rod y n a m ic  developm en t length  in the ou tlet 
(C on tra ction  C h annel): The plot shows the ratio of the hydrodynamic 
development length in the outlet channel to the hydraulic diameter of the outlet.
4.5 Excess loss coefficients
The bend excess losses are calculated by subtracting the frictional pressure losses 
from the total pressure drop across the miter bend microchannel. The flow far 
upstream and downstream of the bend is considered to be hydrodynamically fully 
developed; therefore, the calculated loss includes the bend effects on the flow in both 
the upstream and downstream channels. The ratio of the above losses to the mean 
kinetic head at the inlet of the channel (defined as K b) are shown in Fig. (4.40) for 
0.2 <  a  <  1.0 over the Reynolds number range considered for the simulations.
K b decreases rapidly for all aspect ratios as the Reynolds number increases from 
5 <  Re <  100; any increase in Re beyond 100 leads to a gradual increase of K b. This 
trend is in agreement with the experimental bend excess loss coefficients reported by 
Xiong and Chung [43] and Maharudrayya et al. [39] for sharp bends. K b increases 
with decreasing a  in the Reynolds number range of 5 <  Re <  100 and the trend is 
reversed for Re >  100, as shown in Fig. (4.40). K b values for the microchannel with 
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Figure 4.40: B en d  excess loss coefficients: The plot shows the bend excess loss 
coefficients for the miter bend microchannels.
for a square microchannel of D h =  100 pm with a curved bend. Although the K b from 
the simulations in this work are a little higher, this is expected as the curved bends 
have smaller bend excess loss coefficients, as reported by Maharudrayya et al. [39].
The bend excess loss coefficients (K b) from the present set of simulations are 
compared to the experimental results reported by Kolekar [16]. Fig. (4.41a) shows 
the excess loss coefficients calculated from the simulations, for the available Reynolds 
number range that overlaps with those from the experiments. A plot of the ex­
perimental bend excess loss coefficients is shown in Fig. (4.41b), which is adopted 
with the permission from the author. The aspect ratio of the channels used in these 
experiments are within the range of the aspect ratios used in the simulations. Channel 
A has the smallest aspect ratio of a  =  0.196 and channel G has the largest aspect 
ratio of a  =  0.40. The excess loss coefficients K b for a  =  0.2 are in the range of 
1.5 to 2.5 for 200 <  Re <  600, which agrees with the experimental results obtained 
from channel A (a =  0.196) and channel B (a =  0.202). Similarly, the excess loss 
coefficients for a  =  0.33 from the simulations are in close agreement with the loss 
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(b) Kb, (Adopted with permission from ref. [16]).
F igure 4.41: C om p arison  o f  ben d  excess loss coefficients: The above images 
show the loss coefficients for miter bend microchannels obtained from (a) 














experiments are averaged over the channel measurements at various locations, which 
could produce an excess loss coefficient that differs from the simulation. The loss 
coefficients from the simulations increase with increasing aspect ratio, which is also 
observed in the experimental loss coefficients for channels A, B, E (a  =  0.311), and F, 
as shown in Fig. (4.41b). The differences in the simulation and experimental excess 
loss coefficients are most likely due to the inaccuracies and defects in the xurographic 
channels, in addition to the measurement inaccuracies. The loss coefficients obtained 
from the simulations are, therefore, in good agreement with the experimental results, 
which also help provide some validation for the simulation procedure.
Increasing the area ratio at the miter bend, the bend excess loss coefficient, now 
denoted by K be, decreases with increasing area ratio. Fig. (4.42) shows the variation in 
K be with the Reynolds number and the area ratio at the miter bend. This behavior 
of K be is also observed in the experimental excess loss coefficients in the straight 
rectangular microchannels with abrupt expansions (straight) reported by Torgerson
[48]. The magnitude of the experimental K e for straight channels is in the same range 
as the miter bend expansion channels. The rapid drop of K be with Re, similar to the 
K b for low Reynolds numbers, is observed. The gradual increase in K be with Re, for 
Re >  100, as was observed in the miter bend microchannel with Ar =  1.0, decreases 
with increasing area ratio Ar. K be values for the larger area ratios are nearly equal, 
and K be for A r =  3.0 are very close to zero. Notably, for smaller expansion area 
ratios, the change in K be is on the order of ~  10% for 100 <  Re <  400, and increases 
to a maximum of 20% at Re =  600. Further, the bend expansion loss coefficients K be 
from the simulations for A r =  2.0 are in the same range of 0.3 <  K e <  0.9 as the 
experimental loss coefficients reported by Chalfi [47].
The bend excess loss coefficients for expansion channels from the simulations are 
further compared with the experimental loss coefficients reported by Nguyen [17] for 
similar area ratios of Ar =  {2.0, 3.0}. Fig. (4.43a) and Fig. (4.43b) show K be data 
from the simulation and experiments, respectively. The smallest expansion area ratio 
in these experiments is Ar =  2.08, while the largest is Ar =  6.12. The expansion 
area ratios of the experimental channels in ascending order are B, A, D, C, E, and 
F, which shows that the excess loss coefficients decrease with the increase in the area
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Figure 4.42: B en d  excess loss coefficients (E xp a n sion ): The plot shows the 
bend excess loss coefficients for the miter bend microchannels with expansions.
ratio of the expansion channels. This trend is well predicted from the simulations, 
as shown in Fig. (4.43b). The loss coefficients from the experiments are much higher 
than the predicted K be from the simulations. The larger experimental K be are likely 
due to a number of nonidealities associated with the channels. These undesired 
characteristics include fabrications defects (flow tripping elements recall Fig. (1.1) 
and Fig. (1.2)), wall roughness, and inconsistent channel dimensions. In addition, 
although the friction factor f  4is calculated from the experimental pressure drop for the 
inlet channel, the theoretical f  was used in the outlet channel, which may introduce 
another source of error into the experiment.
The reduction in area ratio at the miter bend leads to an increase in the bend 
excess loss coefficients, here denoted by K bc.5 Fig. (4.44) shows the dependence 
of K bc on the area ratio of contraction at the miter bend and the Reynolds number.
4Here, f  denotes the Darcy-friction factor, not to confuse with the pressure drop f x values for 
grid convergence analysis and calculating order of accuracy p from Table (3.3) and Eq. (3.10), 
respectively.
5 The Kbc in the simulations is obtained by normalizing the bend excess head loss with the kinetic 
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F igure 4.43: C om p arison  o f  b en d  excess loss coefficien t (E xp a n sion ): The
plots shows the bend excess loss coefficients for the abrupt expansions in 
microchannels with Ar =  2.0 and A r =  3.0. (a) Simulations. (b) Experiments [17]
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Re
Figure 4.44: B en d  excess loss coefficients (C o n tra c t io n ): The plot shows the 
bend excess loss coefficients for the miter bend microchannels with contractions.
Fig. (4.45) shows K b for both minor expansion and contraction area ratios at the miter 
bend and Reynolds number. The percentage increase in K bc with minor changes in the 
contraction area ratio is significantly higher when compared to the minor expansions. 
This behavior is the result of increased fluid shear stress at the wall due to the flow 
acceleration. The increase in K bc with the decrease in the area ratio at the miter bend 
is consistent with the experimental K c reported for straight contraction channels by 
Torgerson [48].
Nguyen [17] normalized the bend excess loss coefficients for the contraction chan­
nels with the kinetic head from the outlet channels, thereby reducing the order of K c 
to match with K e. The bend excess loss coefficients from his experiments are shown 
in Fig. (4.46b), which shows that the K c reduces with the increase in the magnitude 
of contraction at the miter bend, i.e., K c decreases with the decrease in the A r.6 In 
order to compare K bc to those obtained from the experiments by Nguyen, K bc for 
microchannels with A r =  {0.5, 0.33} are normalized with the kinetic head from the
6Ar is defined as the ratio of outlet to the inlet cross-section areas
92
Re
Figure 4.45: B en d  excess loss coefficients for m inor aberrations: The plot 
shows the bend excess loss coefficients for minor changes in the area ratio at the
miter bend of the microchannel.
outlet channel and are shown in the Fig. (4.46a). Surprisingly, the adjusted K bc are 
higher for the smaller A r. Note that the increase in K bc is very small when Re is 
increased or A r is decreased, suggesting that K bc could be assumed to be constant for 
these conditions without introducing any undesirable effects. Once again, the higher 
excess loss coefficients in the experiments when compared to the simulations are due 
to the following reasons:
• in the experiments, the friction factor f  for the outlet channel is determined 
from the Eq. (2.3), which produces a smaller value than the actual friction factor 
due to the surface roughness (which is not well characterized), resulting in a 
smaller estimate of frictional loss in the outlet channel,
• inconsistent channel dimensions created by the razor cutting process used in 
xurography, and
• in the xurographic channels used for the experiments, the presence of overcuts 









(b) (Adopted with permission from ref. [17])
F igure 4.46: C om p arison  o f  b en d  excess loss coefficien t (C on traction ):T h e
plots show the bend excess loss coefficients for the abrupt contractions in 
microchannels with Ar =  0.5 and A r =  0.33. (a) Simulations. (b) Experiments [17]
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Fig. (1.2)), result in a higher pressure drop across the channel.
When a smaller frictional loss estimate from theory and a higher total pressure drop 
are substituted into the Eq. (2.5), it results in higher bend excess loss coefficients.
4.6 Summary
The flow simulations for steady state, isothermal, laminar water flows have been 
performed for Reynolds numbers between 5 and 600. The microchannels with miter 
bends featuring abrupt expansions and contractions were used as the flow domains in 
these simulations. The aspect ratios of these channels were in the range of 0.2 <  a  <  1 
and the area ratios at the bend in the range of 0.33 <  A r <  3.
The flow structure in the miter bend microchannels was analyzed. The flow 
separation downstream of the miter bend in the outlet channel began at around 
Re =  50. An axial vortex flow regime developed in the outlet channel around 
Re =  300, after which the primary recirculation zone remained constant in size. 
This axial flow vortex intensified with the decrease in Ar. The width of the primary 
recirculation zone decreased with the decreasing aspect ratio, while it increased 
with the increase in the magnitude of expansion and contraction at the miter bend. 
The secondary recirculation zone showed a significant increase in size for smaller 
aspect ratio with the increase in Reynolds number, after which it reduced to an 
asymptotic value. With the development of the axial vortex, the length of the 
secondary recirculation zone into the outlet decreased while it increased in depth 
into the inlet channel.
The flow development lengths in the outlet channels were also investigated. Due to 
the highly three-dimensional nature of the velocity field at the bend and the presence 
of the recirculation zone, the flow development lengths are much higher than predicted 
by the Martinelli’s equation. Ldev predicted by the conventional equation provided a 
good approximation for the outlet channel development length from the simulations 
at lower Reynolds numbers. The nonlinear dependency of Ldev at the midrange Re 
observed in smaller aspect ratio channels is attributed to the development of the 
axial vortex flow in the outlet channel. As expected, Ldev increases with the decrease 
in the Ar at the miter bend, while it decreases with the increasing Ar due to flow
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deceleration up to Ar =  1.5. An increase in A r beyond 1.5 results in the increase in 
Ldev due to the larger flow separation distances in the outlet channel.
The bend excess loss coefficients were evaluated for all channels and are compared 
to the experimental excess loss coefficients available in the literature. K b for the 
miter bend microchannels decreased rapidly with increasing Re for lower Reynolds 
numbers, after which Kb remained fairly constant. This behavior is also observed 
with the expansion and contraction channels. The percentage increase in Kbc for 
a minor contraction is far greater than that of K be for an equivalent expansion. K b 
values for the simulations were in the same range of the experimental bend excess loss 
coefficients available in the literature, while K be and K bc were substantially smaller 
than the experimental counterparts from similar channels. The K be decrease with 
increasing Ar and the Kbc increase with decreasing Ar are trends that are consistent 
with the available literature. For higher Ar , K be values are both very similar and 
nearly constant with Re, suggesting that the bend excess loss coefficient is insignificant 
for the higher expansion area ratios.
CHAPTER 5
CONCLUSIONS
Steady state, isothermal, and incompressible flow simulations of water in miter 
bend microchannels are successfully performed in this study. Commercially available 
CFD packages of Fluent and Gambit are used to perform these simulations in the 
laminar regime with the Reynolds numbers in the range of 5 <  Re <  600. Other 
parameters considered in this study are the aspect ratio (a) of the microchannel and 
area ratio (Ar) at the miter bend. The changes in the flow structure with the Reynolds 
number, aspect ratio, and the area ratio at the miter bend of the microchannels were 
studied.
5.1 Conclusions
The data for the size of the recirculation zones at the miter bend, the flow 
development lengths in the outlet channel, and the bend excess loss coefficients are 
evaluated from these simulations. The following conclusions are made from the results 
obtained through this study:
• The flow separation downstream of the miter bend occurs at approximately 
Re =  50 and continues to increase in size up to Re =  300, beyond which it 
remains constant in both length and width.
• For channels with high expansion area ratio (Ar =  {2.0, 2.5, 3.0}), the flow 
separation on the inner corner of the miter bend begins at a smaller Reynolds 
number, Re =  25. The same early onset of flow separation occurs for the 
channel with greatest contraction (Ar =  0.33).
• The length as well as the width of the primary recirculation zone increases with 
the increase in Ar for the expansion channels. A maximum width of 0.3wo is 
observed for the expansion channel with A r =  3.0.
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• In contraction channels, the length of the primary recirculation zone remains 
constant for higher contraction area ratios, i.e., 0.67 <  A r <  1.0.
• For smaller area ratios of contraction, i.e., Ar =  {0.5, 0.4, 0.33}, Lrpc increases 
with the decreasing area ratio. Lrpc attains a peak value and decreases with 
further increase in Re.
• An axial flow vortex develops on top of the primary recirculation zone, down­
stream of the miter bend, at around the same Re as above and continues to 
grow in magnitude with the increase in Re.
• The Re at which the axial vortex first develops increases with an increase in 
Ar for the expansion channels due to the magnitude of flow deceleration. In 
contraction channels, the acceleration of the flow as Ar decreases, increases the 
magnitude of the axial vortex.
• The ratio of the width of the primary recirculation zone to the width of the 
outlet channel increases with the increase in the a  of the channel. A maximum 
value of 50% is observed for a =  1.0. Further, this width ratio increases rapidly 
with Re for lower Reynolds numbers and tends to move towards an asymptotic 
value for Re =  600.
• A very small flow separation on the outer corner exists from as early as Re =  5. 
This separation begins to develop into a recirculation zone as Re increases. 
The Re at which a significant growth in the zone is observed increases with 
decreasing a.
• The extent of penetration of the secondary recirculation zone into the upstream 
and downstream flow increases with the increase in Re. After a certain Re, the 
length of the recirculation zone into the outlet channel decreases when the axial 
flow vortex begins to develop.
• The Re when Lrso begins to decrease, increases with increasing a.
• The flow development length Ldev in the outlet channel is in good agreement 
with the conventional estimation for Re <  250. For 250 <  Re <  400, Ldev is
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nearly constant due to the formation of an axial vortex in the outlet channel. 
This deviation occurs at larger Re as the aspect ratio of the microchannel 
decreases.
• For higher aspect ratios (a >  0.5), Ldev increases linearly with Re and is in good 
agreement with the conventional model [37] as well as the relation reported by 
Ahmad and Hassan [49].
• The development length in the outlet channel is better predicted by the con­
ventional model [37] given by Eq. (2.12) than the Martinelli and Viktorov’s [50] 
correlation based on a.
• The flow development lengths decrease with increasing Ar at the miter bend up 
to Ar =  1.5 due to flow deceleration. The Re at which the axial flow vortex 
begins to develop increases with increasing A r. At higher area ratios, Ldev 
increases with increasing A r as the primary recirculation zone increases in size.
• In contraction channels, Ldev increases significantly even for the minor area 
contractions, i.e., Ar =  {0.91, 0.87, 0.77, 0.67}. The linear increase in Ldev with 
Re for small Ar indicates that the axial vortex in the outlet is of near constant 
magnitude for these channels.
• The bend excess loss coefficient Kb decreases rapidly with increasing Re for lower 
Reynolds number, after which K b remains fairly constant with the increase in 
Re.
• The Kb decreases with the increase in a. Kb for microchannels with a  =  
{0.2, 0.33} are in good agreement with the experimental excess loss coefficient 
reported by Kolekar [16].
• The experimental K b are higher in magnitude when compared with the simu­
lations as the experimental results include the losses due to surface roughness, 
inconsistent channel dimensions, and fabrication defects into the bend loss.
• Kbe decreases with an increase in Ar due to flow deceleration. For higher Ar, 
K be is very small, on the order of ~  0.05 for a microchannel with A r =  3.0
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for Re =  600. This trend is in agreement with the experimental excess loss 
coefficients reported by Nguyen [17], although the magnitudes of K be are far 
less than the experimental K e.
• K bc increases significantly even for a small change in the contraction area at the 
miter bend, when normalized by the kinetic head at the inlet. Notably, when 
normalized by using the kinetic head of the outlet, the K bc for the smaller area 
ratios, i.e., Ar =  {0.40, 0.33}, are of the same order in contrast to the deceasing 
trend reported by Nguyen [17].
• The large difference in the excess loss coefficients from the simulations and the 
experiments is due to the larger pressure drops across the experimental channels 
due to surface roughness, inconsistent channel dimensions, and the damage to 
the channel walls resulting from the cutting process.
• Interestingly, the bend excess loss coefficients due to abrupt expansions and 
contractions fall in the same range as the experimental loss coefficients reported 
in the literature for straight channel expansions and contractions.
Upon close analysis of the effects of expansions and contractions on the bend excess 
loss coefficients, it can be concluded that an abrupt expansion at the 90° miter bend 
is conducive in keeping excess loss coefficients in microfluidic devices to a minimum. 
It is suggested that the design of the channel width downstream of a 90° miter bend 
be oversized to offset the imprecision of the cutting plotter and to ensure that Ar >  1.
From this study, it is evident that FLUENT offers an excellent choice for the 
simulations of microchannel flows using the FVM approach to solve the Navier-Stokes 
equations. The choice of the third-order MUSCL scheme for momentum and the 
PRESTO scheme for pressure discretization results in an overall solution scheme 
with an order of convergence of 1.85, which is far better than the procedures used by 
Dreher et al. [52]. In addition to better order of convergence, the present study uses 
a larger cell size of 5 pm, which is more than twice the cell size used in [52]. Using 
a higher order discretization scheme allows simulation of higher Reynolds number 
(Re =  550 for a  = 1 . 0  and D h =  100 pm) flows as compared with the literature,
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where water flows have been simulated only up to Re =  500 by using a nominal 
second-order scheme in a miter bend channel with a  =  1.0 and D h =  200pm [52].
5.2 Recommendations
The effect of the lack of a flux-limiting function in the FLUENT’s version of the 
third-order MUSCL scheme needs to be investigated. As demonstrated by Kurganov
[60], the flux-limiting function reduces numerical diffusion, which results when the 
flow direction is not aligned with the mesh. This enhancement would provide a 
better estimate of the Recr for flows in the miter bend microchannels. Further, the 
following are some of the additional aspects of the microchannel flows that need to 
be explored as part of future research:
• A correlation for the flow development length in the outlet channel and the 
bend excess loss coefficients needs to be developed as a function of the Re, a, 
and A r.
• The existence of the axial flow vortex in the outlet channel for the midrange 
Reynolds number needs to be verified experimentally.
• The effect of the vortices on the mixing characteristics of the 90° miter bend 
channels should be explored.
• The present work needs to be extended to the turbulent flow regime to study 
the behavior of bend excess loss coefficients at higher Reynolds number.
• The effect of the abrupt expansions or contractions at the miter bend on the 
heat transfer characteristics of the microchannels needs to be investigated.
• The effects of multiple bends with expansions and contractions as well as the 
effect of a varying configuration of such bends on the microchannels flows as 
seen in the serpentine microchannels should be explored.
• The effect of separation distance between successive 90° miter bends should be 
explored. It is expected that when the separation distance is shorter than the 
flow development length investigated herein, the downstream bend excess loss 
coefficient will be affected.
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