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CHAPTER I
INTRODUCTION
The Elliptic Curve Factoring Method (ECM) was first developed more than
twenty years ago. Since that time many people have studied it, and thus improved
upon it. The choice of which form of elliptic curves to use in the ECM has often
been a topic of discussion. There is the standard form called Weierstrass equation
which has a short and a long form. We will use it to define a geometrically motivated
addition method for the points on an elliptic curve, which will lead us into using
elliptic curves to define a group.
The next type of elliptic curves we will look at are Montgomery curves, which
first appeared soon after the ECM did. In addition to introducing a new form of
curves, a second phase of the ECM was introduced which improves the chance of
algorithm succeeding. A primary purpose for Montgomery curves was use in the
ECM since its addition method is only defined for adding a multiple of a point to
a multiple of the same point. However, unlike the Weierstrass form, it does not
require inversion in its addition method. Thus the use of Montgomery curves in the
ECM leads to a faster algorithm.
The final type of elliptic curves we will explore are called Edwards curves
and are a recent development. The Edwards form does have addition defined for
two different points on a curve. However the addition formula is quite long but
certain parameters can be defined for it so we can increase the computing speed of
it. To decide which form, the Montgomery or Edwards, would be better to use in
the ECM we will compare the speed of the addition methods in computing a large
2
multiple of a point. We will also briefly discuss a method for choosing a bound
in the ECM if we are looking for a certain size factor. However, before we discuss
the Montgomery and Edwards curves, and the ECM we need to have some general
background on elliptic curves.
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CHAPTER II
BASIC INFORMATION ON ELLIPTIC CURVES
Let K be any field where the characteristic is not 2 or 3, and let K be the
algebraic closure of K. In algebraic geometry an elliptic curve is defined as a quite
complex object, but for our proposes we define it as follows
Definition 1. (Elliptic Curve) An elliptic curve, E is a set of points (x, y) ∈ K×K
satisfying the equation
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6 (2.1)
where {a1 . . . a6} ∈ K, along with a point at infinity, O. We say that E is defined
over K, and write E(K).
For now just consider the point of infinity as extra point on the curve. It
will be defined in greater detail in section 2.1. The equation (2.1) is called the
General Weierstrass Equation, and is most useful when working over fields where
the characteristic is 2 or 3. However if the field is not of characteristic 2 or 3 then
it can be changed into the Weierstrass form (often called the short form) which is
defined as
y2 = x3 + Ax+B (2.2)
where A,B ∈ K.
For technical reason we want the cubic, x3 + Ax + B to have distinct roots
over K, the algebraic closure of K. Therefore we assume that the discriminant of
the cubic is not equal to zero. For elliptic curves in the Weierstrass form this gives
us the condition that 4A3 + 27B2 6= 0.
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Since the Weierstrass form is derived from the general Weierstrass equation,
it is possible to change curves from the general form to the short form. Given any
in the long Weierstrass form to the short form the following change of variable can
be used, and since the characteristic of K is not 2, it will always possible to divide
by 2 during the process of completing the square. So for
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6
rearrange to
(
y +
a1x
2
+
a3
2
)2
= x3 +
(
a2 +
a21
4
)
x2 +
(
a4 +
a1a3
2
)
x+
(
a23
4
+ a6
)
.
This can be rewritten as
y21 = x
3m+ a′2x
2 + a′4x+ a
′
6.
For y1 = y +
a1
2
x+ a3
2
and where a′2, a
′
4and a
′
6 are the constant coefficients to their
respective variables. Also since the characteristic is not 3, we can let x1 = x +
a′2
3
,
the Weierstrass form of y21 = x
3
1 + Ax1 +B can now be obtained.
Another thing to notice is that the coefficients for y2 and x3 are always
assumed to be one in the Weierstrass form. If the coefficients are desired to be one
and they are not, another change of variables can used to obtain a curve in the
Weierstrass form. Suppose that c, d 6= 0 and that cy2 = dx3 + ax+ b. Now multiply
both sides by c3d2 to get
c4d2y2 = c3d3x3 + ac3d2 + bc3d2
(c2dy)2 = (cdx)3 + (ac2d)(cdx) + (bc3d2).
Define y1 = c
2dy and x1 = cdx to obtain the Weierstrass form of the equation
y21 = x
3
1 + Ax1 +B
5
where A = ac2d and B = bc3d2.
Suppose we know two points on an elliptic curve and want to use them to find
a third. This is possible if we use the line formed by connecting the two points and
then find where that line intersects the curve in a third point. Take for example the
curve E defined by y2 = x3 + 5x+ 19 which has points P = (1, 5) and Q = (−2, 1)
on it. The following fact will be helpful in finding the third point.
Proposition 1. For a monic cubic equation over K, the coefficient of the x2 term
is equal to the negative of the sum of its roots.
Proof. Let f(x) = x3 + α2x
2 + α1x + α0 for α2, α1, α0 ∈ K and let r1, r2, r3 be the
roots of f(x). Then
f(x) = (x− r1)(x− r2)(x− r3)
= x3 − (r1 + r2 + r3)x2 + (r1r2 + r1r3 + r2r3)x− r1r2r3
= x3 + α2x
2 + α1x+ α0
Therefore, α2 = −(r1 + r2 + r3)
Now to find another point on E, we first need to find the line (call it PQ)
that contains both P and Q, and then find the intersection of it with E. The slope
of PQ is m = 4
3
, and therefore PQ is the line y = 4
3
x + 11
3
. Substituting PQ for y
in E we get
(
4
3
x+
11
3
)2
= x3 + 5x+ 19
16
9
x2 +
44
9
x+
121
9
= x3 + 5x+ 19
6
0 = x3 − 16
9
x2 − 43
9
x− 40
9
.
Now the goal is to factor this cubic, which is made extremely easier since we
already know two of the roots, namely the x-coordinates of P and Q. Therefore
x3 − 16
9
x2 − 43
9
x− 40
9
= (x− 1)(x+ 2)(x− r).
and from Proposition 1
16
9
= 1− 2 + r
r =
25
9
Plugging r into the equation for the line, a new point R = (25
9
, 199
27
) is obtained. We
have actually found two points on the curve. For if some point (x1, y1) satisfies an
elliptic curve, y2 = x3 +Ax+B then so will the point (x1,−y1). Therefore for every
point (x, y) on an elliptic curve, the point (x,−y) will also be on the curve. In the
above example R was found as well as S = (25
9
,−199
27
). This process can be repeated
with different points, to create different lines, and find more points on the curve.
In general we want to define a way to add two points on an elliptic curve to
get a third one. In the above example, we will define addition to be P + Q = S.
Recall that S was found by taking the third point R on the line formed by P and
Q and then reflecting R across the x-axis. However to define addition explicitly, we
first need to bring in the idea of a point at infinity and projective space.
2.1 Projective Space
Projective space can be defined for any finite dimension, but for our purposes we
only need to define it for the two dimensional case.
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Definition 2. (Projective plane) The two-dimensional projective plane, IP2K over a
field K is the set of equivalent classes of triples (x, y, z) where x, y, z ∈ K, not all
equal to zero. Two triples (x, y, z) and (a, b, c) are equivalent if there exists a γ ∈ K,
not equal to zero, such that (x, y, z) = (γa, γb, γc) and we write (x, y, z) ∼ (a, b, c).
Since this type of an equivalence class is dependent on the ratios of x, y, and
z, it is written as (x : y : z). If we have a triple (x : y : z) and z 6= 0 then we can
divide through by z
(x : y : z) = (
x
z
:
y
z
: 1).
These types of triples in IP2K where z 6= 0 can be identified as the finite points
in the space K2. For example, if the field is IR, then the triple (7 : 3 : 1) ∈ IP2IR can
be thought of as corresponding to the point (7, 3) in the real plane. The collection
of these finite points are called the affine plane.
Definition 3. (Affine Plane) A2K, the affine plane, is the set of pairs, (x, y) ∈
K ×K. We think of A2K as a subset of IP2K where (x, y)→ (x : y : 1).
The rest of the points in Projective space are called the points of infinity.
Definition 4. (Points at infinity) The points in IP2K where z = 0 are called the
points of infinity.
To describe these points of infinity on a curve, the equation must first be
homogeneous.
Definition 5. (Homogeneous) A polynomial is homogeneous of degree d if for every
term of the polynomial, the sum of the exponents of the variables is equal to d.
For example the polynomial f(x, y, z, ) = 5x4 +3x2yz+xyz2 is homogeneous
of degree 4. A polynomial (in the plane is given in terms of x and y) can be put
8
into a homogeneous form by simply inserting the powers of z that are needed. For
example, if g(x, y) = x3 + 3x2 − 8xy + 2 then it is made homogeneous by inserting
z’s so that the sum of the degrees of each term is 3,
g(x, y, z) = x3 + 3x2z − 8xyz + 2z3.
Then g(x, y, 1) = g(x, y). So for any point (x, y) in the affine plane, it corresponds
to the point (x, y, 1) in the projective plane. The homogeneous form for elliptic
curves in the Weierstrass form is
y2z = x3 + Axz2 +Bz3. (2.3)
To find the point of infinity for equation 2.3 set z = 0, then
y2z = x3 + Axz2 +Bz3
y2(0) = x3 + Ax(0)2 +B(0)3
0 = x3 ⇒ x = 0
So we have the point (0, y, 0) ∼ (0, 1, 0). This will be the point at infinity
for elliptic curves, when written with projective coordinates. If strictly in the affine
plane then the point of infinity is denoted as O. For most of our purposes we will be
working in the Affine plane. However the use of projective coordinate will become
very crucial when we discuss Montgomery curves.
2.2 Elliptic Curve Addition
Let P1 = (x1, y1) and P2 = (x2, y2) be points on an elliptic curve, E over the field
K, defined as y2 = x3 + Ax+B. Define P1 + P2 = P3 as follows:
Case 1. P1 6= P2, x1 6= x2, and neither are O
9
Make the line, L that contains both P1 and P2. This gives us the slope
m =
y2 − y1
x2 − x1
which is well defined since x1 6= x2. Then L has the form
y = m(x− x1) + y1
Now substitute into E to find the intersection of L and E.
y2 = x3 + Ax+B
(m(x− x1) + y1)2 = x3 + Ax+B
m2(x− x1)2 − 2m(x− x1)y1 + y21 = x3 + Ax+B
m2(x2 − 2xx1 + x21)− 2m(x− x1)y1 + y21 = x3 + Ax+B
m2x2 − 2m2x1 +m2x21 − 2mxy1 + 2mx1y1 + y21 = x3 + Ax+B
0 = x3 −m2x2 + (A+ 2m2x1 + 2my1)x+ (B −m2x1 − 2mx1y1 − y21)
The three roots of this cubic will gives us the x values of the points of inter-
section, two of which we already know. Since in monic cubic polynomials, the
opposite of the sum of the roots is the coefficient of x2, (Proposition 1.)
m2 = x1 + x2 + x
′
x′ = m2 − x1 − x2
So then,
y′ = m(x′ − x1) + y1
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This gives us the third point, (x′, y′), on E ∩ L. However, the point we want
to define as the sum of P1 and P2 is its reflection across the x-axis, (x
′,−y′).
Therefore, for P3 = (x3, y3)
P1 + P2 = P3
where
x3 = m
2 − x1 − x2 y3 = m(x1 − x3)− y1
Case 2. P1 6= P2 but x1 = x2
Then the line containing P1 and P2 is vertical, so it intersects E at O. If O is
reflected across the x-axis it is still O. Therefore
P1 + P2 = O
Case 3. P1 = P2 = (x1, y1) (Doubling)
Then the line we want is the line tangent to the curve at P1. (Here we assume
that y1 6= 0, because if y1 = 0 then the tangent line is vertical and follows case
2.) Implicit differentiation allows us to find the slope of this tangent line L.
2y
dy
dx
= 3x2 + A
µ =
dy
dx
=
3x21 + A
2y1
so the line is defined as
y = µ(x− x1) + y1.
Proceeding as before, we obtain the following monic cubic equation
0 = x3 − µ2x2 + (A+ 2µ2x1 + 2µy1)x+ (B − µ2x1 − 2µx1y1 − y21).
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Now we only know one of the roots, x1, but this is a double root since a tangent
line was used, so we can proceed just as before obtaining, P3 = (x3, y3) where
x3 = µ
2 − 2x1 and y3 = µ(x1 − x3)− y1
Case 4. P2 = O
Then the line through P1 and P2 is vertical. This line intersects E at P1’s
reflection across the x-axis, the point (x1,−y1) and reflecting it again simply
gives us P1. Therefore,
P1 +O = P1
Theorem 1. For an elliptic curve E, the addition of points on E as defined above
satisfies the following:
1. For all P1, P2 on E: P1 + P2 = P2 + P1 (Commutative).
2. For all points, P on E: P +O = P (Identity element).
3. For any P on E there exist a (−P ) on E such that P + (−P ) = O (Inverses)
4. For all P1, P2, P3 on E: (P1 + P2) + P3) = P1 + (P2 + P3) (Associativity)
Therefore the points of E with their addition operator form an abelian group,
where O is the identity element.
Proof. Commutativity: For any P1 and P2 on E the line through P1 and P2 is
the same as the line through P2 and P1, so they yield the same P3. Hence
P1 + P2 = P2 + P1.
Identity: This property holds by the definition of O
Inverses: For any point P on E let −P be the point obtained when P is reflected
across the x-axis. Then the line through P and −P is vertical and follows
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Case 2, so that P + (−P ) = O. If E is in the Weierstrass form (2.2) and if
P = (x, y), then −P = (x,−y)
Associativity: The proof of this property is very long and not necessary for the
remainder of this paper. Therefore for a proof of associativity see [14]
From the above proof we can see that if three points all lie on the same line
then one point is the inverse of the sum of the other two. In the earlier example
we had P + Q = R where R = −S so that P,R, S were all on one line then
P +Q+ S = O.
2.3 The j-invariant
We have shown it is sometimes possible to transform one elliptic curve into another,
so that we know two curves are isomorphic. However, if we are just given the two
curves, then seeing that they are isomorphic might not be so easy. In that case
calculating the j-invariants of the curves is helpful.
Definition 6. (j-invariant) The j-invariant of an elliptic curve E given in the short
Weierstrass form is
j(E) = 1728
4A3
4A3 + 27B2
Notice that the denominator of the j-invariant was assumed to be nonzero,
thus the j-invariant is defined for all of our curves. Now consider the change of
variables x1 = µ
2x and y1 = µ
3y, (given in [14]) for the curve y2 = x3 + Ax + B
where µ ∈ K\{0}. Then
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y2 = x3 + Ax+B(
µ−3y1
)2
=
(
µ−2x1
)3
+ Aµ−2x1 +B
µ−6y21 = µ
−6x31 + Aµ
−2x1 +B
y21 = x
3
1 + Aµ
4x1 + µ
6B
y21 = x
3
1 + A1x1 +B1. (2.4)
For A1 = µ
4A and B1 = µ
6B. Thus we have two equivalent equations whose
change of variables did not affect the j-invariant.
Theorem 2. Two elliptic curves given in the Weierstrass form are isomorphic to
each other in K if and only if they have the same j- invariant.
Proof. Let E1 : y
2 = x3 + A1x+ B1 and E2 : y
2 = x3 + A2x+ B2 be isomorphic to
each other such that E2 can be transformed from E1 in the same matter that (2.4 )
was obtained. Then A2 = µ
4A1 and B2 = µ
6B1 and by calculating the j-invariants
we get
j(E2) = 1728
4A32
4A32 + 27B
2
2
= 1728
4(µ4A1)
3
4(µ4A1)3 + 27(µ6B1)2
= 1728
4µ12A31
4µ12A31 + 27µ
12B21
= 1728
4A31
4A31 + 27B
2
1
= j(E1)
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Therefore the two isomorphic curves have the same j-invariant. For the
converse, let j(E1) = j(E2). First consider the case where A1 = 0 then j(E1) = 0 =
j(E2) so that A2 = 0. Since 4A
3 + 27B2 6= 0, B1, B2 6= 0. Then chose a µ such that
B2 = µ
6B1, then E1 is isomorphic to E2. Now suppose that A1 6= 0, then choose a
µ such that A2 = µ
4A1, by substituting A2µ
−4 = A1 in the j-invariant formula we
get
j(E1) = j(E2)
1728
4A31
4A31 + 27B
2
1
= 1728
4A32
4A32 + 27B
2
2
4µ−12A32
4µ−12A32 + 27B
2
1
=
4A32
4A32 + 27B
2
2
4A32
4A32 + 27µ
−12B21
=
4A32
4A32 + 27B
2
2
.
This implies that B22 = (µ
6B1)
2, so B2 = ±µ6B1. If B2 = µ6B1 then we are
done. If B2 = −µ6B1, then instead of choosing µ chose iµ, where i2 = −1. Then
A2 = µ
4A1 is left unchanged but we now obtain B2 = −µ6B1, and once again E1 is
isomorphic to E2.
This argument above only holds if we are considering two curves over an
algebraically closed field, since we are taking roots in the field. Over a general field
it is possible for two curve to have the same j-invariant but that there does not
exist a transformation between the two in that field.
Definition 7. (Twist) For two curves E1 and E2 both over K, where E1 6= E2, if
j(E1) = j(E2) then they are twist of each other.
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In particular, for any nonzero c ∈ K, the c-twist of an elliptic curve in the
short Weierstrass form is given by
y2 = x3 + Ac2x+Bc3 (2.5)
By a simple calculation we can see that (2.5) has the same j-invariant as the curve
(2.2) does. Although we will not be calculating the j-invariant for the other forms
of elliptic curves, we will discuss the transformations between them.
16
CHAPTER III
ELLIPTIC CURVES OVER FINITE FIELDS
Elliptic curves can be defined over finite fields, such as the field Zp where p
is a prime. Thus we have a finite abelian group and all the usual things that are
associated with that. Take for example the curve E(Z13) : y2 = x3 + 3x + 5. It
contains the point Q = (4 : 9 : 1) and using the addition formulas we have that
Q+Q = (4 : 4 : 1) and that Q+Q+Q = (0 : 1 : 0). So if we add Q to itself three
times we end up at the point of infinity. Note that all the addition calculations are
being done modulo p.
Definition 8. (Order of a point) If P is a point on a curve, then n∗P =
n times︷ ︸︸ ︷
P + P + . . .+ P .
The order of a point is the smallest positive integer, n, such that n ∗ P = O.
So in the previous example we have that the order(Q) = 3. When the order
of a point is two, it leads to an interesting fact.
Proposition 2. Let E be an elliptic curve in the Weierstrass form, and let P be a
point on E of order 2, then f(x) = x3 + Ax+B has at least one root in K.
Proof. Let P = (x1, y1). Since the order of P is 2, P + P = O and so P = −P . In
the Weierstrass form that means −P = (x1,−y1), so that (x1, y1) = (x1,−y1) and
implies y1 = 0. Therefore when x = x1, x
3 + Ax+B = 0, so x1 is a root of f(x).
If K is a finite field then there can only exist a finite number of points on a
curve given over K. Let Fq represent a finite field of q elements, where q = pk for a
prime p, and a natural number k.
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Definition 9. (Order of an Elliptic Curve) For a finite field Fq, the order of a
elliptic curve E(Fq) is number of points on E in Fq, denoted as #E(Fq).
So in the example of E(Z13) : y2 = x3 + 3x + 5, #E(Z13) = 9. Notice that
the order of Q divides the order of its curve, this is always true, since the curve
now form a finite abelian group. In general determining the exact order of a curve
is hard, especially as the size of the field increases. However we do have bounds on
what those orders can be, due to Hasse. (For a proof see [14].)
Theorem 3. (Hasse) For an elliptic curve E(Fq)
#E(Fq) = q + 1− tq where |tq| ≤ 2
√
q.
The quantity tq is called the trace of Frobenius for E(Fq). As we will soon
see, the order of a curve is an extremely useful property of elliptic curves.
18
CHAPTER IV
THE ELLIPTIC CURVE FACTORING METHOD
Now consider the case when an “elliptic curve” is defined over ZN , where N
is a composite of two or more primes. Since ZN is clearly not a field, we cannot
expect do elliptic curve arithmetic on the points that satisfy the cubic over ZN as
we did for the fields above. We no longer have a group, since for some points P and
Q on E(ZN), the sum P + Q might not exist. The failure of this sum to exist is
due to the addition method. In section (2.2) the slope, m is calculated every time
an addition is preformed and in doing so an element of ZN must be inverted. This
works fine for non-zero elements in a field, since they all will have inverses. However
in ZN , there exist elements that do not have inverses, namely those elements that
are not relatively prime to N . Now while trying to add two points on our pseudo
curve using the same addition methods as before, if such an element, g, happened
to be in the denominator of the slope, then that sum would not exist, because
GCD(N, g) 6= 1. Well, if we wanted to factor that N , then this would actually be
a good thing, since we would have found a factor of N . This is the idea behind
Lenstra’s Elliptic Curve Factoring Method, often referred to as ECM.
It was in 1985 that H. Lenstra first introduced the ECM and since then there
have been many of contributions and improvements to it. Lenstra’s original algo-
rithm is now known as phase 1. The introduction of phase 2 is due to Montgomery
and Brent, see [10]. The ECM is currently the third fastest known factorization
algorithm after the Quadratic and Number Field Sieves, and is much easier to im-
plement. It is generally used to factor out medium size factors, those around 20 to
19
30 digits, although larger factors have been found using the ECM.
4.1 Phase 1
The idea Lenstra had for Phase 1 is based upon Pollard’s p − 1 algorithm. This
algorthim uses the fact that if p is a prime and a an integer, where p does not divide
a, then ap−1 ≡ 1 mod p and thus p divides ap−1 − 1 (Fermat’s Little Theorem.)
Suppose, by some means, we have an integer K, which p − 1 divides so that K =
j(p− 1). Then for some a,
aK = aj(p−1) = a(p−1)
j ≡ 1j ≡ 1 mod p. (4.1)
Then the GCD(aK − 1, N) > 1, and we maybe have found a factor. It could
be N , but then choosing a different a might still yield a factor. (See [7] for more on
Pollard’s method.) A similar scheme to (4.1) is what makes the ECM work. First
let’s consider the algorithm for Phase 1, then we will investigate why it works.
Algorithm 1. (ECM Phase 1)
To factor an integer N :
1. Choose some bound B1.
2. Define L =
∏
paii for all primes, pi < B1 where ai = b
log B1
log pi
c.
3. For i in some chosen interval do
i. Chose a point Pi = (si, ti) and an ai, all in ZN .
ii. Set bi = t
2
i −s3i −aisi. //This defines the curve Ei : y2 = x3 +aix+bi.
iii. If 4a3i + 27b
2
i = 0, then go back to beginning of loop, else
iv. Compute Qi = L ∗ Pi //Using the formulas in section 2.2
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v. If while trying to computer Qi it fails, then it is because some number, g,
was not invertible.
Compute GCD(N, g) = q, then return q.
4. If Q is successfully computed, then increment i and end loop.
5. If i’s interval has been exhausted return Fail or got to phase 2.
Here all the arithmetic is being done modulo N , which is not true elliptic
curve arithmetic. However, underneath it there are actual group operations being
done on the curve E(Fq), obtained by reducing everything in E(N) modulo q, for
q a prime factor of N . The hope is that the order of E(Fq) divides L so that in
computing L ∗ Pi we must step through O of E(Fq). This will result in an non
invertible element being in the denominator of the slope.
Definition 10. (Smooth) An integer N is B-smooth, if all of its prime factors are
less than or equal to the bound B.
So we hope that the #E(Fq) is B-smooth for some prime dividing N which
wil lead to #E(Fq) | L. Notice that Pollard’s method relies on the same hope,
that the group order of ZN−1 is smooth. The advantage of the ECM over Pollard’s
method is that if one curve’s order is not smooth, then we have plenty more curves
to work with. Where as in Pollard’s method we are stuck with just the one group.
4.2 Phase 2
If phase 1 does not yield a factor then we were unable to find a curve whose order
was B-smooth, but perhaps we were close. In phase 2 we are considering that maybe
#EFq) is B-smooth, except for one prime, p, that exceeds B1. In other words
#E(Fq) = p ∗ L.
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The algorithm of Phase 2 uses projective coordinates for the points. Though we
have not yet discussed addition with projective coordinates, two addition formulas
will be given in the remaining chapters, along with how to implement them into the
ECM. See 5.2 and 6.1. For now we will just discuss the idea of the algorithm. The
following version is similar to the one given in [8].
Algorithm 2. (ECM Phase 2) Note Q is the point returned at the end of Phase 1
before the loop repeats
1. Chose another bound B2 > B1.
2. Set t=1
3. For every prime, p such that B2 > p > B1 do
i. Calculate pQ = (xpQ : ypQ : zpQ)
ii. t = t · zpQ mod N.
4. Calculate GCD(t, N) = d
5. If d > 1 return d.
6. Else return Fail.
Recall that points in the projective plane whose z coordinate is zero corre-
sponds to a point of infinity. So for some point P = (xp : yp : zp) and q a factor of
N , if zp ≡ 0 mod q but not mod N , then the GCD(N, zp) = q. Furthermore any
multiplication to zp once this occurred would have no effect on the GCD. Therefore
we save operations by simply multiplying all the z coordinates together and taking
the GCD only once at the end of the phase.
The importance of the other two curves in the ECM, is their addition meth-
ods. Since most of the time the ECM spends is on calculating this large multiple of
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a point, we would like to find faster ways to add points together. The Montgomery
and Edwards curve can speed up the addition by use of projective coordinates.
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CHAPTER V
MONTGOMERY CURVES
First introduced in 1987 by Peter Montgomery, Montgomery curves appear
extensively in his dissertation, see [9]. These types of curves can greatly increase
the speed of the ECM, since we can define the addition method in such a way that
we do not need to compute a GCD every time we calculate the sum of two points.
Montgomery curves are elliptic curves in the form
BY 2 = X3 + AX2 +X (5.1)
where A,B ∈ K, B 6= 0 and A 6= ±2. (For if A = 2 then a double roots is obtain,
namely x = −1.) All curves in Montgomery form have the point (0, 0) which is
of order 2. Not every curve in the Weierstrass form can be transformed into a
Montgomery curve, since there exist curves that do not have any points of order 2
(while staying in K, and not going into K.) However, in [11] conditions are given
to determine if a curve is transformable between the Weierstrass and Montgomery
forms .
Theorem 4. An elliptic curve in the Weierstrass form EW : y
2 = x3 + ax + b is
transformable to the Montgomery form EM : BY
2 = X3+AX2+X if and only if the
following conditions are satisfied. [11]
1. For the equation f(x) = x3 +ax+ b, there exist an α ∈ K such that f(α) = 0.
2. The quantity (3α2 + a) is a quadratic residue in K.
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Proof. First, assume that EW satisfies the conditions and let s, A, and B be as
follows
s2 = (3α2 + a)−1 A = 3αs B = s.
Then for any point (x, y) on EW the mapping (x, y) → (s(x − α), sy) gives
us the transformation from EW to EM , in the following way. First, start with EM
and substitute in X = s(x− α), Y = sy , A, and B as they were defined above, so
that
BY 2 = X3 + AX2 +X
s(sy)2 = (s(x− α))3 + (3αs)(s(x− α))2 + (s(x− α))
s3y2 = s3(x3 − 3x2α + 3xα2 − α3) + 3αs3(x2 − 2αx+ α2) + s(x− α)
y2 = (x3 − 3x2α + 3xα2 − α3) + 3α(x2 − 2αx+ α2) + s−2(x− α)
= x3 − 3x2α + 3xα2 − α3 + 3α(x2 − 2αx+ α2) + (3α2 + a)(x− α)
= x3 + (−3α + 3α)x2 + (3α2 − 6α2 + 3α2 + a)x+ (−α3 + 3α3 − 3α3 − aα)
= x3 + ax+ (−α3 − aα).
Recall that α3 + aα + b = 0, which implies that aα = −α3 − b so we have
y2 = x3 + ax+ (−α3 + α3 + b)
y2 = x3 + ax+ b.
Thus we have ended with EW .
Now assume that EW is transformable to EM , then there must exist a point
in EW that has order 2. Therefore, by Proposition 2 and the fact that x
3+ax+b = 0
has a root, condition 1 has been satisfied. An isomorphic mapping from EW to EM
is given that (x, y) → (s(x − α′), t(y − β′)) for some s, t, α′, β′ ∈ K where s, t 6= 0.
Now α is a root on EW , so it is of order 2 and therefore must be mapped to a point
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of order 2 on EM and since every curve in Montgomery form has the point (0, 0) of
order 2, (α, 0)→ (0, 0). Which makes α′ = α and β′ = 0. So the mapping from EW
to EM is given by (s(x− α), ty). This point is on EM , and by substituting it in we
obtain
Bt2y2 = s3(x− α)3 + As2(x− α)2 + s(x− α).
Recall that f(x) = x3 + ax+ b = y2, then
Bt2(x3 + ax+ b) = s3(x− α)3 + As2(x− α)2 + s(x− α).
Now by comparing the x3 coefficients, we obtain Bt2 = s3 so for
Bt2f(x) = s3(x− α)3 + As2(x− α)2 + s(x− α)
s3f(x) = s3(x− α)3 + As2(x− α)2 + s(x− α)
s2f(x) = s2(x− α)3 + As(x− α)2 + (x− α).
Now taking the derivative with respect to x, then evaluating at x = α we
obtain
s2f ′(x) = 3s2(x− α)2 + 2As(x− α) + 1
s2f ′(α) = 1
f ′(α) = 3α2 + a =
1
s2
.
Therefore 3α2 + a is quadratic residue in K, and thus condition 2 has been
satisfied.
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Suppose we have the curve EW (Z11) defined by y2 = x3 + 5x + 2. Then
condition 1 holds since in Z11, α = 3 is a root of x3 + 5x + 2 = 0. Condition 2 is
also satisfied since (3α2 + a) = 3(3)2 + 5 ≡ 9 ≡ 32 mod 11. Using the change of
variables,
A = 3αs, B = s, where s =
1
3α2 + a
we have s = 1
9
≡ 5 mod 11, which means that A = 1, and B = 5 therefore
EM (Z11) : 5y2 = x3 + x2 + x
5.1 Montgomery Addition
For our factoring purposes, we are interested in computing multiples of points. It
turns out that we can speed up computations in the case of computing multiples.
Therefore, our discussion of addition on Montgomery curves is restricted to multi-
ples of a fixed point. Also we will consider points to be given in their projective
coordinates, (x : y : z), and for this we will use BY 2Z = X3 + AX2Z + XZ2, the
homogeneous form of EM . We can see that here O is also (0 : 1 : 0). We will
see that in this form addition is an inversion free process, and that we can ignore
the y-coordinate. Thus, points are simply written as (x :: z). In exchange for not
having the y-value, we now will have to know the difference of two points to be able
to find their sum.
Notation: If P = (x :: z) is a point on EM , then for adding P to itself n
times we write
n ∗ P = Pn = (xn :: zn).
Addition: For points Pm and Pn on EM for m 6= n, Pm+n = (xm+n :: zm+n)
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where
xm+n = zm−n((xm − zm)(xn + zn) + (xm + zm)(xn − zn))2 (5.2)
zm+n = xm−n((xm − zm)(xn + zn)− (xm + zm)(xn − zn))2.
Doubling: If m = n, then P2n = (x2n :: z2n) is given by
x2n = (xn + zn)
2(xn − zn)2 (5.3)
z2n = (4xnzn)((xn − zn))2 + (A+ 2/4)(4xnzn)
where
4xnzn = (xn + zn)
2 − (xn − zn)2.
Consider the curve 2y2 = x3 + 6x2 + x which has the point P = (1, 2) so we
represent it as P1 = (1 :: 1) then P2 is calculated by using the doubling formula.
4x1z1 = (x1 + z1)
2 − (x1 − z1)2 = (1 + 1)2 − (1− 1)2 = 4
x2 = (x1 + z1)
2(x1 − z1)2 = (1 + 1)2(1− 1)2 = 0
z2 = (4x1z1)((x1 − z1)2 + ((A+ 2)/4)(4x1z1))
= 4[(1− 1)2 + (2)(4)] = 32
So P2 = (0 :: 32).
We could now find P1 + P2 = P3, since we know the difference of P1 and P2.
If we wanted to compute a large multiple of a point Pm where m = r + s, then in
addition to having to know r and s, we would need to know Pr−s. Therefore, its
seems that in the process of computing a multiple we would have to remember the
smaller multiples along the way. However in [9] an addition ladder is given so that
we can compute a larger multiple quickly, while only knowing three points: the two
points we want to add, (Pr, Ps) and the original point we first started with, P . (The
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version below is adapted from [6].) Given some curve EM that has points Pm, Pn
and D (all multiples of a single point), let Madd(Pm, Pn, D) be the process defined
by (5.2) so it gives us the sum Pm+n, where D = Pm−n. Also, let Mdbl (Pn) be the
process defined by (5.3), so it gives us the point P2n.
Algorithm 3. (Montgomery Addition Ladder)
Given a point P and an integer n > 2, to calculate Pn :
1. Represent n as a binary sequence of bits {nB−1, . . . , n0}, where n =
∑B−1
i=0 2
ini
2. Set V = P and W = Mdbl(P ).
3. Loop over the bits of n, starting with nB−2 down to n0.
i. If ni = 1 then
V = Madd(W,V, P )
W = Mdbl(W )
ii. Else
W = Madd(V,W, P )
V = Mdbl(V )
4. End loop.
5. Return V
This is how the large multiples in the ECM are calculated more efficiently.
In algorithm 1 we get a factor of N if while adding two points we comes across a
element of ZN that in not invertible, but Montgomery addition is inversion free. As
before with phase 2, (algorithm2) we are concerned about the z coordinate of our
point, however in [12] the following fact is given.
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Proposition 3. Let q = a+ b with a and b relatively prime and let n be an integer
with t as a prime factor. For a point Q = (XQ :: ZQ) on EM , let A = aQ and
B = bQ so that qQ = A+B. Then for the GCD(ZQ, n) = 1,
ZqQ ≡ 0 mod t if and only if XAZB − ZAXB ≡ 0 mod t.
Proof. If t | (XAZB − ZAXB) then also t | (XA−B(XAZB − ZAXB)2), by (5.2) we
know ZqQ = ZA+B = XA−B(XAZB − ZAXB)2. Thus t | ZqQ, so ZqQ ≡ 0 mod t.
Conversely if ZqQ ≡ 0 mod t that implies that qQ ≡ O over the field of
t elements. Therefore qQ ≡ O ≡ A + B so that A = −B mod t. Then, either
A = B = 0 which case Q = 0 mod t, so t | ZQ which is a contradiction to the
assumption that GCD(ZQ, n) = 1, otherwise
XA
ZA
≡ XB
ZB
mod t
since the only the y value differs in inverses. Then we have
XAZB ≡ ZAXB mod t
XAZB − ZAXB ≡ 0mod t
Hence t | (XAZB − ZAXB).
So we do not need to actually calculate the point qQ, we just need to know
the coordinates of the points we are adding together to get it. This enhancement
will be used in phase 2 of the ECM.
5.2 Implementation of ECM
The following modifications can be made to algorithms 1 and 2 so that they are
suitable for Montgomery curves. Here we have followed the implementation in [13].
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Notation: If we want to calculate the point P added to itself n+ 10 times
we write [n+ 10]P.
Algorithm 4. (ECM for Inverse-free Addition)
To factor an integer N:
Phase 1
I. Choose a bound B1. //It must be even.
II. Set B2 = 100B1.
III. Define L =
∏
paii for all primes, pi < B1 where ai = b
log B1
log pi
c.
IV. For i in some chosen interval do
1. Chose a point P = (s :: u) where s, u ∈ ZN − {0}.
2. Set A = u−s
3+su2
s2u
. //Defines the curve EM : y
2 = x3 + Ax2 + x.
3. If A = ±2 then go to beginning of loop, else
4. Compute Q = (x :: z) = L ∗ P. //Using algorithm (3).
5. Let t = GCD(N, z).
6. If t > 1 then return t, else
Phase 2
7. Set S1 = Mdbl(Q) and S2 = Mdbl(S1).
8. For d in [3, 100], set Sd = Madd(Sd−1, S1, Sd−2) mod N.
9. Set t = 1, B = B1 − 1 and r = B.
10. Compute V = [B − 200]Q and R = [B]Q. //Using algorithm (3)
11. For r < B2 do
a. For prime q in [r + 2, r + 200] do
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i. Set δ = q−r
2
.
ii. Set t = t ∗ (XRZSδ − ZRXSδ).
b. Set V = R and R = Madd(R, S100, V ).
c. Increment r by 200.
12. Calculate d = GCD(t, N).
13. If d > 1 return d.
14. Else increment i by 1.
15. If i’s interval has been exhausted return Fail.
If p is a prime factor of N , the point P in phase 1 reduces to a point on a
genuine elliptic curve, E(Fp). If the order E(Fp) is B1 smooth then Q = L ∗ P is
equivalent to O mod p, moreover zQ ≡ 0 mod p. Thus p divides zQ and N , so we
have found a factor. If phase 1 fails then the hope in phase 2 is that we missed the
smoothness of the order of E(Fp) by just one prime. Therefore we only compute
q ∗ Q for every prime B1 < q < B2, instead of the product of all the primes as we
did in phase 1. Since, in phase 2, we no longer add points a single multiple at a
time, we are required to compute and store multiples of Q. This is what the Sd are
in the algorithm above, for every d ∈ [1, 100] we compute and store Sd = [2d]Q.
Then we calculate the distance to the next prime, the δ tells us which S multiple
we are to use. Proposition (3) tells us we only need the two points we would add
to get qQ and not the actual point. So with the points Sq and R we can test if q is
that outlying prime.
The success of the ECM relies on choosing a bound, B so that the order of
E(Fp) is B-smooth. If we want to find a prime factor, q, of N then knowing the
probability of if q is B-smooth is something to consider.
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Definition 11. (ψ(x, y)) Let x and y be integers then
ψ(x, y) = #{1 ≤ n ≤ x | n is y-smooth}
The following theorem is given in [13].
Theorem 5. (Dickman) For each real number u > 0, there exist a real number
ρ(u) > 0 such that
ψ(x, x
1
u ) ∼= ρ(u)x
So we have that ρ(u) is the probability that a number less than or equal to x
is x
1
u smooth. The actual calculation of ρ(u) is a very complex function. However
it can be approximated by
ρ(u) ≈ u−u.
Therefore if we want to know the probability that a number less than or equal to n
is B-smooth we can calculate,
log n
logB
= a
ρ(a) ≈ a−a
Say we want to extract an n-bit prime factor, q from N and we want to
choose a bound, B = 2k in such a way that half of the number less than or equal
to q are B-smooth, in other words ρ(n
k
) = 1
2
. Define u(e) to be a number such that
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ρ(u(e)) = e. Therefore
ρ(
log q
logB
) =
1
2
log q
logB
= u(
1
2
)
logB =
log q
u(1
2
)
logB =
n
u(1
2
)
k =
n
u(1
2
)
.
Thus if we choose our k in this manner about half of the time a number j ≤ q would
be B-smooth. Now if j = #E(Fq), then the ECM would produce the factor q. To
compute u(e) see appendix A.
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CHAPTER VI
EDWARDS CURVES
The last family of curve we will discuss were introduced in 2007 by Harold
Edwards in his paper [5]. These curves have naturally become known as Edward’s
curves. All elliptic curves over a field of characteristic not 2 can be transformed
to an Edward’s curve, sometimes at the expense of going into an extension of the
original field. The most general form of an Edwards curve is given by
EE : x
2 + y2 = c2(1 + dx2y2)
where cd(1− dc4) 6= 0. Often there is special consideration given for when c2 = 1.
Proposition 4. If there exists an element d1 ∈ K such that d1 = dc4 for some
c, d ∈ K then
x2 + y2 = c2(1 + dx2y2)
can be transformed to
x21 + y
2
1 = 1 + d1x
2
1y
2
1.
Proof. Let x = cx1 and y = cy1 then by simple substitution we have
x2 + y2 = c2(1 + dx2y2)
(cx1)
2 + (cy1)
2 = c2(1 + d(cx1)
2(cy1)
2)
c2x21 + c
2y21 = c
2(1 + dc4x21y
2
1)
x21 + y
2
1 = 1 + dc
4x21y
2
1
x21 + y
2
1 = 1 + d1x
2
1y
2
1
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Therefore we will only consider Edwards curves where c = 1 with the added
exemption that d is not a square.
6.1 Edwards Addition
Just as before, we have a way to adding two points on an Edwards curve. However
here the identity element is different, as well as the inverses. Now the identity is
given by (0, 1) and the inverse of a point (x, y) is (−x, y). This addition can be
defined in the affine coordinates or can be expanded to the projective coordinate
where, as in Montgomery curves, the addition process is inversion free.
Affine Coordinates:
For two points P = (xp, yp) and Q = (xq, yq) on EE define P + Q = R =
(xr, yr) for
xr =
xpyq + xqyp
(1 + dxpxqypyq)
yr =
ypyq − xpxq
(1 + dxpxqypyq)
,
where dxpxqypyq 6= ±1. If Q = −P then Q = (−x, y) and
P + (−P ) =
(
xy − xy
(1− dxxyy)
,
yy + xx
(1− dxxyy)
)
= (0,
y2 + x2
1− dx2y2
)
= (0,
y2 + x2
y2 + x2
)
= (0, 1).
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Thus we get the identity element as expected.
Projective Coordinates:
Before we can define the addition for the projective coordinates, we first we
have to put the equation in its homogeneous form,
(X2 + Y 2)Z2 = Z4 + dX2Y 2.
Now the identity is represented as (0 : 1 : 1), and the inverse of a point (X : Y : Z)
is (−X : Y : Z). These projective points correspond the points (X/Z, Y/Z) in the
affine space. For two points P = (Xp : Yp : ZP ) and Q = (Xq : Yq : Zp) on EE,
define P +Q = R = (Xr : Yr : Zr) as follows.
Xr = (Z
3
pZ
3
q − dXpXqYpYqZpZq)((Xp + Yp)(Xq + Yq)− (XpXq + YpYq))
Yr = (Z
3
pZ
3
q + dXpXqYpYqZpZq)(YpYq −XpXq)
Zr = Z
4
pZ
4
q − d2X2pX2qY 2p Y 2q (6.1)
When actually using this addition formulas in the ECM, it is given in different
parameters. Notice the repetitiveness of the formulas, if we define pieces of them
then the overall calculation will use less operations, thus making the addition faster.
[3] uses the following formulas.
A = ZpZq B = A
2 C = XpXq D = YpYq
D = YpYq E = dCD F = B − E G = B + E
Xr = AF ((Xp + Yp)(Xq + Yq)− C −D) (6.2)
Yr = AG(D − C)
Zr = FG
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To see if this addition method (6.2), is actually faster we have constructed a
program that measures the time that each algorithm spent on the computation of
a large multiple. (see Appendix A for the code) In addition to comparing the two
different parameterizations of Edwards curves, we have also included Montgomery
curves. To make this comparison as fair as possible we started with an Edwards
curve and constructed an isomorphic Montgomery curve, via the parameters given
in [1]. After runing this program several thousand times, we have seen that the
Edwards addition given by algorithm (6.2) is consistently faster.
The ECM algorithm (4), given for Montgomery curves can be easily adjusted
to accommodate Edward curves. The only change to (4) would be to the addition
algorithm so that it has the parameters of (6.2). We have determined that this
is the fastest addition method discussed here, and therefore it would be our best
choice for use in the ECM, since it would make the overall algorithm faster as well.
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CHAPTER VII
CONCLUSION
While all elliptic curves can be write in the Weierstrass form, if we consider
other forms we can improve the speed to the ECM. The implementation of Mont-
gomery curves into the ECM was the first step. The use of projective coordinates
eliminated the need of computing the GCD in its addition method. The newer form
of curves, the Edwards curves, provide an even faster addition method, which we
have been able to demonstrate through our program that compares computation
times. Although we have only discussed which addition method is quicker, there
are many more improvements that can be done to speed up the ECM. We hope in
future endeavors that we will be able to explore those ideas, as well as to go deeper
in to elliptic curve theory, in particular the geometric motivation of the Edwards
addition laws.
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APPENDIX A
CODE
The following function bisrho approximates u(e) discussed in section (5.2), com-
pliments of Dr. Paul Duvall.
bits:=func<n|Ceiling(Log(2,n))>;
smooth:=func<n|bits(ff[#ff][1]) where ff:=Factorization(n)>;
bisrho:=function(tar)
x:=1.0;y:=1.0;
while DickmanRho(y) ge tar do y:=y+0.5; end while;
r:=DickmanRho(y);
dist:=Abs(tar-r);
z:=y;
while dist gt 0.000001 do z:=x+(y-x)/2;
r:=DickmanRho(z);
if r lt tar then y:=z;else x:=z;end if;
dist:=Abs(tar-r);
end while;
return z; //where DickmanRho(z) approximately tar.
end function;
The next code was used in testing the speed of Montgomery addition and
the two different parameters of the Edwards curves. It was run using Magma [4].
Note that the same addition chain is being used in each multiplication algorithm.
//EDWARDS VS MONTGOMERY
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//This function takes an Edwards curve and makes a equivalent Montgomery curve.
E2M:=function(xe,ye,n) //(xe,ye) point on eddie, n field order
k:=GF(n);
xe:=k!xe; ye:=k!ye;
pe:=[xe,ye,1];
d:=(xe^2+ye^2 -1)/(xe^2*ye^2); //define EE: (y^2 +x^2)z^2 = z^4+ dx^2y^2
//Makes equiv Montgomery curve EM: BY^2Z=X^3 + AX^2Z + XZ^2
B:= 1/(1-d); A:=(2*(1+d))/(1-d);
xm:=(1+ye)/(1-ye); ym:=(2*(1+ye))/(xe*(1-ye));
pm:=[xm,1]; // equiv pt on Montgomery
return <pe,d,pm,A,B>;
//<point on Edwards, d of Edwards, point on Montgomery, A,B defining Montgomery>
end function;
//Montgomery Addition Formula
madd:=function(P,Q,G,A)
// Adds P+Q, where G = P-Q, A is the parameter that defines the curve
Amul:=(A+2)/4;
xn,zn := Explode(P);
xm,zm := Explode(Q);
x0,z0 := Explode(G);
if P eq Q then
x1:=(xn+zn)^2*(xn-zn)^2;
z1:=(4*xn*zn)*((xn-zn)^2 + (Amul*4*xn*zn));
else
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x1:=z0*((xm-zm)*(xn+zn)+(xm+zm)*(xn-zn))^2;
z1:=x0*((xm-zm)*(xn+zn)-(xm+zm)*(xn-zn))^2;
end if;
return [x1,z1];
end function;
//Montgomery Multiplication Formula
mmul:=function(G,n,A)
//(Point, multiple you want of point, A the parameter of curve)
k:=Intseq(n,2);t:=#k;
R0:=G;R1:=madd(G,G,G,A);
j:=t-1;
while j ne 0 do
if k[j] eq 0 then R1:=madd(R0,R1,G,A); R0:=madd(R0,R0,G,A);
else
R0:=madd(R0,R1,G,A); R1:=madd(R1,R1,G,A);
end if;
j:=j-1;
end while;
return R0;
end function;
//Edwards formulas
eadd:=function(p1,p2,d) //Adds p1+p2, where d defines the curve
X1,Y1,Z1 := Explode(p1);
X2,Y2,Z2 := Explode(p2);
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A:=Z1*Z2; B:=A^2; C:=X1*X2; D:=Y1*Y2;
E:=d*C*D; F:=B-E; G:=B+E;
X3:=A*F*((X1+Y1)*(X2+Y2)-C-D);
Y3:=A*G*(D-C);
Z3:=F*G;
p3:=[X3,Y3,Z3];
return p3;
end function;
emul:=function(G,n,d)
//Input (Point, multiple of point you want, d parameter of the curve)
k:=Intseq(n,2);t:=#k;
R0:=G;R1:=eadd(G,G,d);
j:=t-1;
while j ne 0 do
if k[j] eq 0 then R1:=eadd(R0,R1,d); R0:=eadd(R0,R0,d);
else
R0:=eadd(R0,R1,d); R1:=eadd(R1,R1,d);
end if;
j:=j-1;
end while;
return R0;
end function;
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//Edwards formulas2 without defining separate variables.
e2add:=function(p1,p2,d) //Adds p1+p2, where d defines the curve
Xp,Yp,Zp := Explode(p1);
Xq,Yq,Zq := Explode(p2);
Xr:=(Zp^3*Zq^3-d*Xp*Xq*Yp*Yq*Zp*Zq)*((Xp+Yp)*(Xq+Yq)-(Xp*Xq+Yp*Yq));
Yr := (Zp^3*Zq^3 + d*Xp*Xq*Yp*Yq*Zp*Zq)*(Yp*Yq-Xp*Xq);
Zr := (Zp^4*Zq^4 - d^2*Xp^2*Xq^2*Yp^2*Yq^2);
p3:=[Xr,Yr,Zr];
return p3;
end function;
e2mul:=function(G,n,d)
//Input (Point, multiple of point you want, d parameter of the curve)
k:=Intseq(n,2);t:=#k;
R0:=G;R1:=e2add(G,G,d);
j:=t-1;
while j ne 0 do
if k[j] eq 0 then R1:=e2add(R0,R1,d); R0:=e2add(R0,R0,d);
else
R0:=e2add(R0,R1,d); R1:=e2add(R1,R1,d);
end if;
j:=j-1;
end while;
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return R0;
end function;
//This function calculates the times of emul2, emul and mmul
//Returns the total time in that order.
race:=function(l) //l #number of loops to take
mtime:=0; etime:=0; e2time:=0;
for i in [1..l] do
//choses random parameters for Edwards
n:=RandomPrime(100); e:=Random(1,10);
k:=GF(n^e);
ex:=Random(1,(n^e -1));
ey:=Random(1,(n^e -1));
//gets equiv Montgomery curve
j:= E2M(ex,ey,n^e);
pe:=j[1]; d:=j[2]; pm:=j[3]; A:=j[4]; B:=j[5];
m:=Random(10000,50000);
//Edwards time
t:=Cputime();
mpe:=emul(pe,m,d);
etime:=etime+Cputime(t);
//Edwards time 2
t:=Cputime();
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mpe2:=e2mul(pe,m,d);
e2time:=e2time+Cputime(t);
//monty time
t:=Cputime();
mpm:=mmul(pm,m, A);
mtime:=mtime+Cputime(t);
end for;
return <e2time,etime,mtime>;
end function;
