This paper considers the leader-following consensus tracking problem of fractional-order multi-agent systems (FOMASs) that contain communication time delays. By combining the iterative learning control (ILC) approach and fractional-order calculus, a distributed PD α -type fractional-order iterative learning control (FOILC) and a distributed D α -type FOILC algorithm are proposed, respectively. Based on graph theory and λ-norm theory, the consensus problems of the proposed algorithms are discussed, and their convergence conditions are identified. The theoretical analysis demonstrates that as the number of iterations increases, all fractional-order agents with communication time delays can realize consensus exactly on the desired output trajectory by selecting suitable gain matrices of FOILC over a finite time interval. Illustrative examples are presented, on which the performances of the proposed method are evaluated.
I. INTRODUCTION
In recent years, since multi-agent systems (MASs) accomplish their functions via communication and coordination among various agents, they exhibit much higher work efficiency and performance than single system. Multi-agent systems are widely used in the fields of drone control, satellite attitude control, and self-organizing underwater fleets, and so on [1] - [4] . On the other hand, with the development of fractional calculus applications, it is demonstrated that the dynamic system described by fractional order dynamic equation is more accurate [5] , [6] . In other words, the integer-order system can be regarded as a special case of fractional-order system. Therefore, many scholars have studied the cooperative control of fractional-order multi-agent systems (FOMASs) [7] - [9] .
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As a focus of the cooperative control, consensus is an important and fundamental problem which requires all the agents in the multi-agent network to agree on a value (such as a speed, position, phase or attitude) using its own state and the adjacent multi-agent information [10] - [13] . Song and Cao [14] studied the consensus problem of linear FOMASs via the stability theory of fractional-order systems and linear matrix inequalities (LMISs). By applying graph theory and fractional-order stability analysis theory, Bai et al. [15] , [16] studied the formation control to solve the consensus problems of FOMASs. Yu et al. [17] studied the consensus of nonlinear FOMASs using algebraic graph theory and the Lyapunov method. Based on stability theory and matrix inequalities of fractional differential systems, Yu et al. [18] further studied the consensus of FOMASs and obtained consensus criteria. Ren et al. [19] used the Mittag-Leffler function and the fractional Lyapunov direct method to identify a sufficient condition for first-order and second-order dynamics VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
FOMASs. Zhu et al. [20] designed a control gain matrix based on graph theory and the Riccati equations to achieve sufficient conditions for linear FOMASs. Furthermore, in the literature [21] , the consensus problem of linear and nonlinear fractional multi-agent systems with time delay is studied. Yang et al. [22] proposed a Laplace transform and the frequency domain principle method to solve the consensus problem of FOMASs with time-delay. Shen and Cao [23] specified a necessary and sufficient condition according to the Laplace transform, fractional stability theory and the general Nyquist stability criterion. However, most of the current research focus on solving the asymptotic consensus problem of FOMASs, namely, on gradually rendering consistent the states or outputs of the agents. The asymptotic consensus cannot be satisfied for FOMASs with repetitive tasks, such as multi-mechanical arms on industrial production lines, and the requirement is to achieve complete consensus convergence within a limited time [24] - [27] . By now, many researchers have considered the consensus problem in a limited time by iterative learning control (ILC) and obtained fruitful results for integer-order MASs (IOMASs) [28] - [31] . In [28] , ILC was applied to solve the problem of multi-agent system formation. P-type and D-type ILC are proposed for the consensus of multi-agent systems with regular linear dynamics and realized satisfactory tracking performance. Meng and Jia [29] proposed an iterative learning control strategy for the linear multi-agent model and conducted a convergence analysis under the conditions of communication delay and interference; Shi et al. [30] applied iterative learning control to the second-order multiagent system. Deng et al. [31] proposed a high-order ILC for solving the tracking control problem of nonlinear multi-agent systems with time-varying delays and a directed topology.
Different from the integer order MASs, the Lyapunov stability theory is invalid in FOMASs due to the memory property of fractional order derivatives. Thus, it is impossible to adopt the ILC of IOMASs to derive extended results. At present, there are some results on single fractional-order system using fractional-order ILC(FOILC) method [32] , [33] . It is also difficult to extend to FOILC to FOMASs owing to the network existing among the agents. In addition, time delays are existed in many physical processes due to the period of time it takes for the events to occur [11] , [15] , [21] , [23] . Moreover, strictly speaking, the time-delay in control system is ubiquitous, only varying in size [34] . Time-delay means that the future state value is not only related to the current state value, but also affected by the historical state information. In the past years, the analysis and control of time-delay systems has always been a hot issue in the field of control theory and control engineering [35] , [36] . In many cases, time-delay is an important source of instability and imprecise. Therefore, researches on the consensus control of fractional-order multi-agent systems with time-delay are of theoretical and practical importance.
Motivated by the above discussion, the consensus problem for FOMASs with time-varying delays via fractional-order iterative learning control is discussed in this paper. The main contributions of this paper are as follows:
(1) A fractional-order multi-agent linear system with time delays is presented. Considering the leader-following consensus problem for the systems, two distributed fractional-order iterative learning control (FOILC) methods, open-loop PD αtype and open-loop D α -type FOILC are proposed to realize consensus convergence of the system within a limited time.
(2) Based on graph theory, norm theory, and fractional calculus, the theoretically finite-time convergence of the system with FOILC is proved. The sufficient conditions for the convergence of the PD α -type and D α -type FOILC are specified. The Theoretical analysis shows that the tracking errors of FOMASs will converge to zero in a limited time.
(3) The performances of the proposed methods for the two types of FOMASs are evaluated via numerical simulations. The simulation results with PD α -type and D α -type FOILC for a same FOMASs are discussed.
The remainder of this paper is organized as follows: The graph theory, fractional calculus and problem formulation are presented in Section 2. The problem formulation and main results regarding input delayed fractional-order multi-agent systems with P and PD α fractional-order iterative learning control are discussed in Sections 3 and 4, respectively. In Section 5, the performance of the proposed control protocol is evaluated via simulations and, briefly, the conclusions of this work are outlined in Section 6.
II. PRELIIMINARY KNOWLEDGE
In this section, we introduce basic definitions and necessary lemmas, which will be used in the following sections.
A. GRAPH THEORY
Considering a multi-agent system with N agents, the exchange of information among the agents can be described as an interaction graph with N nodes. Define G = {V , E, M} as a directed network weighted graph, where V = {v 1 , · · · , v N } is the set of vertices, E ∈ V × V is the set of edges, and M = (a jk ) N ×N is the weighted adjacency matrix of the graph G. If there is an edge between agents v j and v k , namely, (v k , v j ) ∈ E, then a jk > 0 represents that information is transmitted from agent v k to v j and otherwise. Moreover, the set of neighbors of the node v k is defined as N k = {k : a jk > 0}.
In addition, considering a virtual leader v 0 , the relationship between the followers and the leader is expressed as a leader adjacency matrix D = diag[d 1 , d 2 , · · · , d N ], where d i > 0 if agent v i can receive information from the leader and d i = 0 otherwise. Then, the communication topology can be described by a new graphḠ = {V ,Ē, M}, whereV
For additional details on the relevant graph theory, see [37] . The major task is to design a set of distributed ILC rules such that each individual agent in the network can track the leader's trajectory under the sparse communication graphḠ.
Lemma 1 [23] : If the graphḠ is connected, then the weight communication matrix L + D that is associated withḠ is positive definite.
The proof of Lemma 1 is described in [23] .
B. FRACTIONAL CALCULUS
A common application of fractional-order derivatives is Caputo calculus. Caputo fractional-order calculus is used in this paper and it is described as follows: Definition 1 [38] : The α-order fractional integral of the function f (t) over the interval [t 0 , t] is defined as
where α > 0 and we consider the case of 0 < α < 1 in this paper and (·) is the Gamma function, which is defined
where α is any positive real number, α > 0, and [α] is the integer part of α. If α is an integer, such as α = 1, the Caputo fractional-order derivative will be same as the integer-order derivative. In the following sections, the simple notations [38] : Assume that f (x(t), t) is continuous. Then, the initial value problem is expressed as
The function in Eq. (3) is equivalent to the following nonlinear Volterra integral equation:
According to Lemma 2, we can know that it must be satisfied 0 < α < 1. Lemma 2 is not true when α > 1. Therefore, wo just consider the case of 0 < α < 1 in this paper.
C. MATHEMATICAL KNOWLEDGES
The set of real numbers is denoted by R and the set of complex numbers is denoted by C. The set of natural numbers is denoted by N and i ∈ N is the number of iterations. For a specified vector x = [x 1 , x 2 , · · · , x n ] T ∈ R n , ||x|| denotes any l p vector norm, where 1 ≤ p ≤ ∞. In particular, ||x|| 1 = n k=1 |x k |, ||x|| 2 = √
x T x, and ||x|| ∞ = max k=1,··· ,n |x k |. For any matrix P ∈ R n×n , ||P|| is the induced matrix norm, ρ(P) is spectral radius. Moreover, ⊗ denotes the Kronecker product, and I m is the m × m identity matrix. And For some matrices H, J, K and W of appropriate dimensions, it has the following properties [39] :
where κ is a real number. Definition 2 will be utilized in the optimal learning gain designs and the convergence analysis specified below.
Definition 2 [40] : Suppose a continuous vector function
where λ is a positive real number.
III. PROBLEM DESCRIPTION
In this paper, we consider the FOMASs with α-order Caputo derivatives that consists of N following agents and one leader agent. The dynamics of the jth agent with a time delay at the ith iteration is described as follows:
where t ∈ [0, T ]; α ∈ (0, 1); and h j ≤ T is the delay times of the jth fractional-order agent, which is defined as h = max The matrix form of (6) can be expressed as
where
The leader's trajectory y d (t) is defined on a finite-time interval [0, T ] and it is generated by the dynamics of the leader agent as follows:
where u d (t) is the continuous and unique desired control input.
The main objectives are to design a set of distributed FOILC rules and to find a control consensus u i (t) such that as i → ∞, the output y i (t) of each agent in the network can track the desired output trajectory y d (t) under the sparse communication graph G, namely,
According to (7) and the desired output trajectory y d (t), ξ i,j (t) denotes distributed information measured or received by the jth agent at the ith iteration. More specifically,
where a j,k is the (j, k)th entry in the adjacency matrix M and d j ∈ D. We define the tracking error between the jth and the leader fractional-order agents as follows:
For the fractional-order linear time delays multi-agent system, the distributed open-loop PD α type ILC for the jth fractional-order agent is designed as
where P and D are the learning matrices with appropriate dimensions.
In terms of the tracking errors, combining (10) and (11), the distributed measurement ξ i,j (t) can be rewritten as
where e i,j (t) and e i,k (t) are the errors of the agents that are described in (11) at the ith iteration. Consequently, (13) can be re-expressed in a compact form:
Using (14), the updating law (12) can be rewritten in vector compact form:
For convenience, we define λ j , j = 1, 2, · · · , N as the jth eigenvalue of L + D.
To simplify the controller design and the convergence analysis, the following two assumptions are imposed:
Assumption 1 [40] : CB is of full column rank. Assumption 2 [40] : When the system that is described by (7) is repeatedly run over the interval [0, T ], the initial state of each subsystem in (7) is equal to the initial state after each execution, namely, x i,j (0) = x d (0) and e i,j (0) = 0 are satisfied for j = 1, 2, · · · , N and i = 1, 2, · · · .
Remark 1 [40] : Assumption 2 is the standard condition for ILC for ensuring optimal tracking performance. If the assumption is removed, then the tracking performance will be degraded and additional system information or control mechanisms will be required. The initial state learning control is discussed in [40] . Optimal tracking can never be realized without an optimal initial condition.
Assumption 3 [40] : Given a desired output y d (t), there exists the derivative of order α of y d (t), and there is only desired control input u d (t), which generates x d (t) and y d (t).
Assumption 4 [40] : The communication graph G that is described by (7) contains a spanning tree with the leader and the followers as the roots and at least one of the followers can access the leader's trajectory.
Remark 2: Assumption 4 is the necessary condition for the consensus tracking problem for the FOMAS. If the graph G does not contain a spanning tree, there is an isolated agent and this agent cannot follow the leader's trajectory as it does not know the control objective. The graph G does not necessarily contain a spanning tree because the isolated agent can communicate with the selected leader.
Theorem 1: Consider the FOMAS (7) under Assumption 1-3, the communication graph G, and the distributed open-loop PD α -type updating rule (15). If the system matrices A,Ã, B, C and the order α together with the selected learning gains P and D satisfy the following condition
where β is an expression of the system parameters and the control parameters, and it can be given
I ∈ R m×N is the identity matrix with the subscript denoting its dimension, then lim i→∞ ||e i (t)|| λ = 0. Namely, for the achievable desired trajectory y d (t), t ∈ [0, T ], the outputs y i (t) of the FOMASs with time delays convergence uniformly to the desired trajectory y
Proof: According to (7) and (8), we define
where δx i (t) and δu i (t) are the column stack vectors of δx i,j (t) and δu i,j (t), respectively, i.e.
The tracking error of the jth agent between two consecutive iterations can be expressed as
Then, the equation (19) can be written as the compact form e (α)
According to Lemma 2 and (7), yields,
Furthermore, according to (17) and Assumption 2, we obtain (22) Calculating the norm on both sides of (22),
Combining (23)- (25), yields (26) According to Definition 2, by taking the λ-norm to both sides of (26) and rearranging the expression, we obtain
Then, we can select a sufficiently large value of λ to satisfy
From (27) and (28), we obtain
Substituting (20), (21) , and (22) into (15) yields
By taking the λ-norm on both sides of (30) and substituting (29) , we obtain
If we select a sufficiently large value of λ, and according to the theorem1, ρ < 1, thus, considering (31), we can obtain
Therefore, as the number of iterations increases, namely, as i → ∞, 
Hence, we obtain
Therefore, the tracking errors of the agents tend to zero as i → ∞. The proof is complete. 
Similar to the PD α type ILC, the updating law (38) can be rewritten in vector compact form
Form Theorem 1, a corollary can be obtained as follows: Corollary 1: Consider the FOMAS (7) under Assumption 1 -3, the communication graph G, and the distributed open-loop D α -type updating rule (39) . If the system matrices A,Ã, B , C and the order α together with the selected learning gain D satisfy the following condition
where β 1 is an expression of the system parameters and the control parameter, and it can be given
I ∈ R m×N is the identity matrix with the subscript denoting its dimension, then lim i→∞ ||e i (t)|| λ = 0. Namely, for the achievable desired trajectory y d (t), t ∈ [0, T ], the outputs y i (t) of the FOMASs convergence to the desired trajectory
Proof: The proof process of Corollary 1 is similar to Theorem 1.
Remark 3: In the proof, the constant λ is only a tool for the analysis and its selected value can be very large, namely, λ → ∞ . After A,Ã, B, C, L and D are selected, the range of the parameter P and D can be calculated from the convergence condition of the control algorithm. So λ is not used in the implementation and it does not affect the actual control performance. It is sufficient to design suitable P and D such thatρ(M ) < ρ andρ(M 1 ) < ρ 1 , for all t ∈ [0, T ]; thus, the appropriate matrix norm can be designed such that M < ρ and M 1 < ρ 1 .
Remark 5: When the directed graph G is a connected graph, the matrix L + D is a positive definite matrix, then the matrix − (L + D) is the Hurwitz stable matrix, so the gain matrix P and D can be found to satisfy the conditions ρ < 1 and ρ 1 < 1 by selecting enough λ.
Remark 6: Compare with D α -type FOILC, PD α -type FOILC can reduce the deviation of the limit trajectory from the expected trajectory. So, the increased P-type component reduces the adverse effect of the D α -type component on the disturbance sensitivity and improves the control performance.
Remark 7: In nature, many physical systems exhibit fractional-order dynamic behavior, which is a fractionalorder system. The description by an integer-order mathematical model can only approximate the actual system. Compared with the integer-order model, the fractional order model can more accurately describe the physical change process and change state in the real world, and can better reveal the essential characteristics and behavior of objects with fractional order characteristics. So fractional-order controller can obtain better performance. Then, the Laplacian matrix L and the leader adjacency matrix D are expressed as
In the simulation, the sampling time is selected as 0.01 s and the matrices and coefficients of the jth agent that is described in (6) are as follows:
The delay times for the followers are h 1 = 0.05, h 2 = 0.08, h 3 = 0.09, h 4 = 0.1.
The desired reference trajectory is 
A. THE SIMULATION OF THE OPEN-LOOP PD α -TYPE FOILC
For the open-loop PD α -type FOILC described in (15) , the gain matrices are designed as P = diag{20.2, 1.6} and convergence condition (16) is evaluated and the theorem 1 is applied to yield Therefore, the convergence condition in the theorem 1 is satisfied, namely, the consensus tracking is realizable by applying the FOILC rule (15) .
In this simulation, the initial states of the FOMASs are selected as x i,j (0) = 0, j = 1, 2, 3, 4. The control signal of the FOILC is set to zero at the 0th iteration, namely, u 0,i (0) = 0, i = 1, 2, 3, 4. The simulation results are shown in Figure 2-Figure 4 . Figure 2 and Figure 3 show the output trajectories y1 and y2 at the 5th, 10th, 30th and 90th iterations. When the number of iterations is less than or equal to 5, from figure 2(a) and figure 3(a), it can be seen that the followers' output trajectories y1 and y2 deviate substantially from the desired trajectories y d . However, for the FOMASs with time delays, as the number of iterations increases, the tracking error improves relative to the previous iteration. At the 10th iteration, the fractional-order agents not fully track the desired trajectories y1 and y2. At the 30th iteration, the fractional-order agents still not fully track the desired trajectories y1, but the desired trajectory y2 is almost completely tracked. At the 90th iteration, the trajectories of all the FOMAS overlap with the desired trajectories.
We define the maximum errors at the ith iteration as max Figure 4 . It shows that the maximum tracking errors of y1 and y2 tend to zero as the number of iterations increases with PD α -type FOILC. The maximum tracking error of y2 tends to zero when the number of iterations reaches 50, but when the number of iterations is greater than 60, the maximum tracking error of y1 tends to zero, that is because the trajectory y1 is more complicated than y2. Hence, the convergence condition in the theorem 2 is satisfied.
Similar to the example 1, identical initial conditions of the agents are also assumed, namely, e i (0) = 0, x i,j (0) = 0 and u 0,j (0) = 0, j = 1, 2, 3, 4.
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