We utilize the Bellman function technique to prove a bilinear dimension-free inequality for the Hermite operator. The Bellman technique is applied here to a non-local operator, which at first did not seem to be possible. An indispensable tool in order to make the proofs dimension-free is a certain linear algebra lemma concerning three bilinear forms. As a consequence of our bilinear inequality one obtains a new proof (with an apparent and simple constant) of the dimension-free boundedness for the Riesz-Hermite transforms on L p . A feature of the proof is a theorem establishing L p estimates for a class of spectral multipliers with bounds independent of n and p. We believe our approach is quite universal in the sense that one could apply it to a whole range of Riesz transforms arising from various differential operators.
Introduction
The purpose of this paper is to prove bilinear L p × L q → L 1 embeddings associated with the Hermite operator on R n . Similar results were proved in [2] for the usual Laplacian and the Ornstein-Uhlenbeck operator. However, here we manage to apply the same method (Bellman functions) and treat operators with potentials, such as the Hermite Laplacian, which is a novelty compared to [2] . All of our embedding theorems are dimension-free. This feature is due to special properties of the concrete Bellman function we use. It is further exploited in [1] where the embedding theorem is proved for extensions generated by second-order Schrödinger-type operators in divergence form with real coefficients (i.e. regarding Kato's problem with real matrix).
As the main yet simple consequence of our embedding theorems we give dimension-free L p estimates of Riesz transforms for the Hermite semigroup. Our approach already gave such estimates for euclidean and OrnsteinUhlenbeck semigroups, see [2] , and there we announced such results for a wider class of differential operators, provided only that their spectral properties are not "too singular", so that we can construct an efficient dimension-free passage from the embedding theorems. In the Hermite case the latter appear here, to the best of our knowledge, for the first time in literature.
Regarding the applications to dimension-free boundedness of the Riesz transforms we should say that for euclidean (E. Stein), Ornstein-Uhlenbeck (P. A. Meyer, G. Pisier) and Hermite semigroups (Harboure, de Rosa, Segovia, Torrea [6] , Lust-Piquard [7] ) our approach gives new unified proofs for the known results. Apart from this uniformity, it yields explicit estimates of the L p norms in terms of p. This is also the case for our dimensionfree estimates of iterations of Riesz transforms. Estimates of this kind, i.e. containing concrete information about behaviour with respect to p, seem to be new in the case of the Hermite operator. Here in order to prove such estimates we establish bounds on L p (R n ) for spectral multipliers arising from functions analytic at infinity. These bounds are absolute, i.e. independent of n and p. Again, we believe that exactly the same treatment can be applied to a wide class of differential operators (infinitesimal generators), under the condition that their spectral properties are not "too singular".
The final remark is that we tried to make the paper as self-contained as possible, given that we were naturally obliged to refer to some basic facts.
Statement of main results
Take p ∈ (1, ∞) and denote by q its conjugate exponent. We will use the notation p * := max{p, q}.
The Hermite operator L is, for a test function u on R n , defined as
Lu(x) = −∆u(x) + |x| 2 u(x) .
An equivalent description of L is given by
where
are the creation and annihilation operator, respectively. The operator L is positive, meaning that Lu, u 0. For a thorough discussion of L we refer the reader to [10] .
We will be dealing with the operator semigroup {P t := e −t √ L } t>0 . Denote u(x, t) = P t u(x) . This function solves on R n × (0, ∞) the differential equation
with u(x, 0) = u(x) . For a given smooth C N −valued function φ = (φ 1 (x, t), . . . , φ N (x, t)) on R n × (0, ∞) denote 
Here, as usual, ∂φ ∂x j = ∂φ 1 ∂x j , . . . , ∂φ N ∂x j .
The L p norm of a C N −valued test function ψ on R n is of course R n ψ(x)
We are ready to state the key proposition, which can be considered as the bilinear embedding theorem (or bilinear Littlewood-Paley theorem) for the Hermite extension. Theorem 1. Let M, N, n be arbitrary natural numbers. For any pair f : R n → C M and g : R n → C N of test functions and any p > 1 we have
One can take
We mentioned above that our principal consequence of the embedding theorem will be an L p estimate of the corresponding Riesz transforms, introduced in [10] as
A proof establishing their L p boundedness can be found in [10] . We define
It was proved in [6] and shortly afterwards in [7] that the L p bounds for R admit estimates from above with constants not depending on the dimension. We would like to reprove this result by our method. In addition to that, our proof gives explicit information about behaviour of the estimates with respect to p (it seems [6] and [7] do not contain that).
We conclude by a generalization of (5) for iterations of Riesz transforms. A theorem of the same type was proved recently in [7] , but apparently without the numerical estimate of C(p). Let us formulate our result rigorously. Write
Corollary 2. Assuming conditions and notation as in Corollary 1,
It is worth mentioning that in order to prove the above corollaries we establish the following result, whose proof will be given in Section 4.1.
Theorem 2. Let function Ψ be analytic at infinity. Then for all p ∈ [1, ∞] and all n ∈ N, the operator Ψ(L) is bounded on L p (R n ) by a constant which depends only on Ψ, i.e. it does not depend neither on n nor p.
Bellman function
Assume, until the end of this section, that p 2.
The crucial part in our proofs will be played by the function Q, given by
where δ = δ(p) is a small positive constant and
Note that the definition of Q depends on p. Such a function, defined on a subdomain in R 4 , was first introduced by F. Nazarov and S. Treil [8] .
Here it is defined in the domain
This Bellman function is a "concrete" version of another Bellman function, call it B, which was obtained in a "non-constructive" way (see [9] , [2] ), meaning that no exact formula for it is known except when p = 2. The advantage of Q over B is exactly its explicitness, which allows a better use of its properties. Most of all we need to know how the gradient of Q behaves. Calculations carried out on the basis of (6) give estimates ∂Q ∂ζ C max{|ζ| p−1 , |η|} and ∂Q ∂η C|η| q−1 .
Here of course
Same estimates apply to the∂−derivatives of ζ and η, for Q is a real-valued function.
We will also need estimates of various other derivatives of Q independent of M, N .
Properties of Q
In what follows the Hessian matrix of Q is denoted by d 2 Q. Thus d 2 Q is a matrix-valued function which maps vector ω ∈ Ω into the matrix with entries
, where α and β range over ζ j , ζ j , η k , η k , Z, H for j = 1, . . . , M , k = 1, . . . , N .
By the same symbol d 2 Q we often (but not in (iii) below !) denote the bilinear form d 2 Q dw, dw . Moreover, if this bilinear form is calculated at the point w = (ζ, η, Z, H) we denote the components of vector dw by (dζ, dη, dZ, dH). It is just an arbitrary C M × C N × R × R vector denoted in such "fancy" way.
It is important to mention that this property can be improved; namely, Lemma 1.5 from [2] says there is a certain τ > 0, depending only on the point at which the Hessian d 2 Q is calculated, such that
(iii) Set vector v := (ζ, η, Z, H). Function Q is in C 1 (Ω) and its second derivatives are continuous except on the curve γ := {|ζ| p = |η| q }, but everywhere in Ω (including this curve) these second derivatives or their one-sided limits satisfy
Here c 2 = (p − 1) −1 /2 and c 3 = 1/(32p(p − 1) 2 ).
While Nazarov and Treil aimed at properties (i) and (ii) when constructing their Bellman function in [8] , they did not study anything like (iii). It does not seem that (i) and (ii) imply (iii). It was thus a small surprise for us to see that (iii) is nevertheless also true.
As it is quite important to have dimension free constants in these properties, we spend some time on verifying them.
Verifying properties of Q
We will need Lemma 1.5 from [2] , which we formulate in a much more general form in [3] : Lemma 1. Let σ 0 , σ 1 , σ 2 be non-negative non-zero quadratic forms on a vector space V (real or complex) satisfying
pointwise on V. Then there exists a constant τ > 0 such that
We apply this only to forms on a Hilbert space, given by σ 0 [x] = T x, x , σ 1 [x] = Ax, x and σ 2 [x] = Bx, x , where T, A, B are bounded linear operators. Moreover, A and B are orthogonal projections onto mutually orthogonal subspaces. In [2] this form of lemma was proved and used. The reader interested in the general statement should look in [3] .
Proof of property (ii)
is a small positive constant. Here (unlike before) we think of ζ and η as real vectors in real l 2 2M , l 2 2N correspondingly. Also, | · | denotes the l 2 norm of the corresponding vector. We want to consider d 2 Φ (the Hessian of Φ, its second differential form) and to prove
To do that consider function of scalar variables
Here u, v are non-negative reals. It is proved in [8] that by taking δ = q(q − 1)/8 we get
with c(p) = q(q − 1)/2. Therefore, Lemma 1 gives
In particular,
Notice that Φ(ζ, η) = φ(|ζ|, |η|). Denote by e ζ the unit vector ζ/|ζ| and by P ζ the orthogonal projection onto the orthogonal complement of e ζ : P ζ h = h − h, e ζ e ζ . Then an easy direct computation gives (see [8] ) d|ζ| = dζ, e ζ and
The same for η. To clarify the notation, these formulae are to be understood in the sense that if f (a) = |a|, then, for a = 0, df (a)h = h, e a and d 2 f (a)h, h = |P a h| 2 /|a|. Now by the chain rule
(11) Notice that the structure of φ readily gives (for 1 < q 2 p < ∞)
Now we can continue by applying (9), (10) where τ = τ (|ζ|, |η|):
We just used that | dh, e h | 2 + |P h dh| 2 = |dh| 2 for any vectors h, dh. Property (ii) is proved with constant
Proof of property (iii) Let us use first (11), where vector dζ = ζ and vector dη = η now. Since
The independence of dimension is apparent now, as φ does not have any dimension dependence. However, we can be even more precise. We compute 2 × 2 matrix of second derivatives of φ using its formula (8) . By direct calculation we get now
We used here that δ 1/4 for any p. Combining this with (12) we get what we wanted:
Keeping the same notations, we turn to the second estimate. To estimate Q(v) − v · ∇Q(v) from below we need to estimate V · ∇Φ(V ) − Φ(V ) from below. We have
Combining this we get
Now we start estimating ∂φ ∂x (|ζ|, |η|)|ζ| + ∂φ ∂y (|ζ|, |η|)|η| − φ(|ζ|, |η|) from below. By (8) , function φ is a combination of x p , y q and of the product of x 2 and y 2−q . For the terms f = x α , y β we have x ∂f ∂x − f = (α − 1)f and y ∂f ∂y − f = (β − 1)f . For the mixed term f = x 2 y 2−q we could have been in trouble as 2 − q < 1. Therefore, y ∂f ∂y − f = −(q − 1)f , which is useless because negative. But let us recall that the mixed term has a small δ in front of it, hence we will have for small δ = δ(p)
Now comparing (13) and (14) together with the awareness that p 2 means that (iii) is proved with constants c 2 , c 3 as stated in the formulation.
Bilinear embedding
This section is devoted to proving Theorem 1. At this point it might be worth explaining the origins of the term "bilinear embedding" which we use throughout the article.
Then the statement of Theorem 1 is equivalent to the following one:
The pairing Ψ, given by
Its norm does not depend on n.
Structure of the proofs
We already emphasized that one of the main features of this presentation is the uniformity of the proofs regardless of the semigroup we work with.
Having already introduced the Bellman function and its properties, we now wish to illustrate our strategy a bit further.
Given test functions f, g on R n , we want to define
and
For that purpose we have to check two things. One is that P t |f | p is well defined. The other is that v(x, t) ∈ Ω. This is true for most of the natural semigroup extensions in which one can express P t ϕ(x) as an integral of ϕ against some finite measure depending on (x, t) (see [2] for classical and Gaussian case and [10] for Hermite operator). This permits the inequality |P t ϕ| p P t |ϕ| p , which is exactly what we need. Having explicit formulas at our disposal will settle the questions of well-posedness of b for our purposes. In general, though, it is not known to us for what class of √ L-generated extensions this holds.
The main two steps in the proofs of the embedding theorems are always the same:
• Consider the operator
It can be regarded as an extension of −L in the upper half-space. This extension is the "right one", in the sense that L ′ ϕ = 0. Namely, this enables us to express L ′ b in terms of the Hessian of Q, and thereupon everything is set for applying the concavity properties (ii') and (iii) of Q.
• Our aim is to estimate the integral
from below and above. The size property (i) of Q makes up for the upper estimate of the integral above, whereas (ii') and (iii) provide the estimates from below. The expressions which appear in the lower and the upper estimate of (17) are exactly those from the embedding theorems. That is, a more complete formulations of Theorem 1 would incorporate (17) as the middle term in the inequalities.
We carry out the plan described above. The particularity of the Hermite case is hidden in the fact that the said operator has a potential, |x| 2 , which has to be reckoned with. This means that, in contrast with the situations studied in [2] , the formula for L ′ b contains not only the scalar products involving the Hessian of Q, but also some other terms. However, the property (iii) of Q gives control exactly over these, newly arisen terms.
The proof of the Lemma below makes this statement more transparent.
Estimate of the integral (17) from below
Proof. By using the chain rule and applying (3) we get
(19) Here we wrote v 0 = v(x, t) and when j = 0 we meant the differentiation in t. Combining (19) and property (iii) of Q we can write
By Property (ii') there exists τ = τ (x, t) > 0 for which we can rewrite the terms by regrouping them. We get, with C(p) = c 1 c 3 , where c 1 , c 3 are as on page 6,
which is exactly the statement in (18).
Integration by parts
In this section our goal is to extract the "noncontributing" part of the integral (17).
Lemma 3. Let f and g belong to C ∞ c and let b be as in (16). For all t > 0,
Proof. Write
Then (20) translates into showing that I = 0. By symmetry it suffices to do that for ∂ 2 /∂x 2 1 in place of ∆. Take M > 0 and denote
We want to estimate S. As in [2] ,
,
Since in our case ζ = P t f (x) and η = P t g(x), (7) implies
Hence the estimation of S is reduced to estimating P t ϕ(x) and
This is a probability measure on (0, ∞). The integral equation
gives rise to the subordination formula
From [10, 4.1.2] we have that
where [10, 4.1.3]
hence [10, 4.3 .15]
which can be further simplified to
This holds for all t ∈ (0, ∞). Poisson Hermite kernel (which we denote by the same symbol as the extension, namely P t ) can now be estimated. From (25), (26) and (24) we get
Hence, by (29),
In other words our rough estimate shows that P t (x, y) is majorized, up to some dimensional constant C 1 , by the classical Poisson kernel in R n . Let the radius A > 0 be such that the ball B(0, A) contains supp ϕ. Then P t ϕ(x) = B(0,A) P t (x, y)ϕ(y) dy and so for |x| 2A the inequality (31) implies
Now we turn to the estimate of (ii) from [10] there exist positive constants C, a, b, not depending on x, y, t, such that we have
|x−y| 2 ; 0 < t < 1 e −nt e −b|x−y| 2 ; t 1 .
As above, if y ∈ supp ϕ ⊆ B(0, A) and |x| 2A we get |x − y| |x|/2. Now (33) and (34) imply
Since µ is a probability measure, the second integral is obviously bounded by 1. By introducing the new variable u = s|x| 2 /t 2 in the first integral we see that it is bounded by C(n)t|x| −(n+2) . So we proved that for large x
Note that x ∈ ∂R M implies |x| M . Now a combination of (21), (23), (32) and (35) shows that
One can verify that the dominated convergence theorem can be applied and hence the limit can be put inside the integral. This proves (20) and thus Lemma 3.
Estimate of the integral (17) from above
Here we treat a consequence of Lemma 3 which consists of showing that the expression in (20), and for that matter the integral (17), are bounded by C( f
Proof. It clearly suffices to consider the case p 2. By Lemma 3 we are done once we prove such an estimate for the integrals |x| 2 b(x, t) dx t dt and
The first integral It follows from (i) on page 6 that
The combination of (25), (26) gives
It should suffice for our purpose to know that the integrals
are bounded uniformly in y and n. By (27), the expression in (37) equals
dµ(s) dx t dt .
First we integrate in x. Write temporarily α = coth
2s . Consider
Note that
hence we can continue (38) as
Now use that
which simplifies (39) to
Therefore we proved that the integral in (37) is equal to 
Introduce a new variable u = t 2 /2 and write (40) as I 1 + I 2 , where
Let us estimate I 1 first. Obviously
In the inner integral introduce the new variable w = e As for I 2 , we have
This time we take w = cosh −n/2 (u/s), which gives
So we showed that
Remark. We had to work with the exact formula for the kernels K t ; the approximation (28) seems already a step to far, one where too much information is lost already.
The second integral
It remains to prove the same bound for the integral on the right side of (36). We follow the considerations from [2] .
Integration by parts gives lim sup
Let us start with IV. By (16) and the property (i) of Q we have lim sup
the second inequality following from the contractivity property of P t . Since function Q (and therefore b) is positive, then so is the term III, therefore we can skip it from all the estimates from above.
We are left with II and I. We want to show that the corresponding limits of integrals are zero, i.e. that (for ω = 0, ∞)
First write (with t in place of x 1 ) ∂b ∂t (x, t) as in (22). We essentially get four terms (nominally there are six of them, but ∂ ζ and ∂ζ derivatives are treated in the same fashion; likewise for ∂ η and ∂η). The partial derivatives with respect to Z and H are identically equal to 2, hence for the corresponding terms the problem reduces to showing that
Proving that is not as straightforward as in [2] , since we cannot use the scalar product (i.e. duality) argument. Instead, we resort once again to the explicit formulas for the kernels.
By (25) and (26),
(42) First we integrate with respect to x, i.e. we compute
Fix (x, y) and write ψ(t) := K t (x, y). Then
We can calculate ψ ′ from (27):
Therefore the integral in (43) can be written as
where now α = sinh t 2 2s and β = cosh t 2 2s . A computation shows this is the same as
Note that the integrand is almost identical to the one in (40).
Use that for x, λ > 0 we have e −x 1 and
to estimate
Since ϕ = f p p when ϕ = |f | p , this is the same as
To estimate the first integral, use the definition of measure µ from (24) and the obvious facts that α t 2 /(2s) and β 1. We get
Recall from (41) that we have to multiply this expression by t and take the limit when t → ω. The result is obviously controlled by C f p . For the second integral in (46) use again (24) and introduce the new variable w = t 2 /2s. Consequently,
Again we want to multiply this by t and take the limit when t → ω. When ω = 0, simply estimate the exponential part by 1. The result is a product of t with a convergent integral, which of course tends to 0. When ω = ∞, we have by (45) that t e − t 2 2w 2w te , thus in the limit we get zero.
We have not yet finish the estimates of I and II. We still need to consider the terms in (22) corresponding to partial derivatives of Q with respect to ζ and η.
Let v = v(x, t) be as in (15). Recall that the partial derivatives of Q were estimated in (7) . Therefore, to estimate R n | ∂Q ∂ζ (v)||t ∂Ptf ∂t (x)| dx and
Let us prove first that
To do that recall the estimate (31) of the Poisson Hermite kernel. It implies, for a function ϕ which is smooth and with compact support,
uniformly in x ∈ R n . Since (30) gives
it follows that t ∂P t (x, y) ∂t
We used here an estimate of the Hermite heat kernel [10, Lemma 4.1.1] that is valid for all t ∈ (0, ∞):
Now we are ready to prove (47).
|f (y)| dy dx .
Integrating classical Poisson kernel gives
The same with lim t→∞ B. So (47) is proved which means that I disappears.
We are left with the task of proving lim t→0 A = 0 and lim t→0 B = 0 . Notice first that if g is a compactly supported smooth function then √ Lg is well-defined and has finite L 1 norm.
Let us estimate lim t→0 B for example. From (31) it follows that P t |g| ∞ C(n) g ∞ and P t |φ| 1 C(n) φ 1 . Therefore,
This goes to zero when t goes to zero. The same with A. We finally proved that II disappears as well.
Proof of Theorem 1
Basically we are done already. Note that, for p 2, Lemma 2 and Proposition 1 together give
where C(p) = C(p − 1) 9/2 . The same statement obviously holds also for 1 < p 2 if we instead of C(p) take C(q). Now replace f by λf and g by λ −1 g whereupon take the minimum in λ > 0. While the left-hand side does not change, we get C(p)p 1/p q 1/q f p g q on the right-hand side. Since p 1/p q 1/q 2, we obtain the desired statement of Theorem 1.
Riesz transforms
In this section we apply our embedding theorem to obtain estimates of Riesz transforms associated to Hermite operator. Let us first introduce necessary objects.
Hermite polynomials H m , m ∈ N 0 = N ∪ {0}, are on R defined as
They are closely related to the Hermite functions
taken with the L 2 (R) normalization
If α = (α 1 , . . . , α n ) ∈ N n 0 , then the Hermite f unction on R n is given by
Next we provide some argumentation as to why it is convenient to take linear combinations of h α 's as the family of test functions.
Lemma 4. The space Lin {h
Proof. Take f ∈ C ∞ c (R n ) and define coefficientsf (α) aŝ
We can repeat the proof of Lemma 5.4.1 in [10] to show that S N f converge to f in the L p norm.
Remark. The previous sentence is not true for arbitrary f ∈ L p . In fact, a well-known theorem by Askey and Wainger states that already when n = 1, this is the case if and only if p * < 4.
Recall that A j and A * j were introduced in (2) . By [10, 1.1.30],
and similarly A * j h α = 2α j h α−e j . Together with (1) this implies
where |α| = α 1 + . . . + α n .
Spectral multipliers
Another tool we need in order to treat the Riesz transforms are spectral multipliers. They are defined as follows. Let Ψ be a bounded complex function on N. In view of (49) it is natural to define
where P m is the projector onto the subspace of L 2 (R n ) generated by all Hermite functions h α with |α| = m.
We are interested in L p boundedness of such operators. The sheer boundedness of Ψ does not guarantee that (unless p = 2). Certain sufficient conditions are given by the Marcinkiewicz multiplier theorem for Hermite expansions [10, Theorem 4.2.1]. But for our purpose we need more -we want estimates independent of n and p. They are provided by Theorem 2 which is proven below. It basically confirms the assertion made in [2] , see Remark 3.2 there, namely, that the method exposed in [2] is only dependent on successful treatment of the corresponding spectral multipliers. The latter, in turn, should follow from "non-singularity" of the spectrum of the underlying differential operator (in our case L).
Proof of Theorem 2. Let Φ(z) = Ψ(1/z). For the sake of convenience assume that Φ(0) = 0; it is trivial to remove this restriction. Write Φ(w) =
Suppose first that n > ρ. We know that for any a > ρ there is C = C(a) > 0 such that |c j | Ca j for all j ∈ N. Choose one such a which is also strictly smaller than any integer that exceeds ρ. In other words, fix a ∈ (ρ, [ρ] + 1). We have the formula
Consequently,
Hence in order to proceed we must estimate the norm of e −tL on L p .
Heat semigroup e −tL is known to be contractive in every L p . Moreover, in L 2 it is very contractive, in the sense that
just because the smallest eigenvalue of L is n if we are in a n-dimensional space.
On the other hand, we have by (26) that
where K t is as in (27) . By taking ϕ ≡ 1 in (26) we see that we actually have an equality in (52). A calculation, very similar to the one from the first part of Section 3.4, shows that 
Note that exactly the same identity is valid on L 1 . Complex interpolation between (51) and (53) yields, for arbitrary p
where γ(p) = 1 − 2/p * . By applying it in (50) we get
This integral converges if and only if n > a, that is, if and only if n > ρ. In order to estimate it from above, we first estimate the cosh part of the integrand as follows:
cosh 2t max{1, e 2t /2} = 1 ; t t 0 e 2t /2 ; t t 0 ,
where t 0 = log √ 2 . Next we write the integral in (54) as
and in each of the integrals on the right apply the appropriate estimate from (55). The resulting integrals can be explicitly calculated. One obtains
where α = a − 2n/p * and β = n − a. This estimate is valid as long as β > 0 (in the case of α = 0 one has the limiting expression, i.e. log √ 2 + 1/β). But obviously α < a, which means that the expression in (56) is uniformly bounded as p ranges over [1, ∞] and n ranges over integers bigger than ρ. Now let us consider the case when n ρ. Assume first that n = 1. We are indebted to Adam Sikora for showing us how to proceed in this case.
We would like to show that the operator (L + I) −1/2 maps boundedly L 2 → L ∞ (then, by duality, we also get L 1 → L 2 boundedness). Indeed, for a Schwartz function u we have
Since this is a self-adjoint operator, it suffices to show that it is bounded L 2 → L 1 . But this simply follows from the Hölder's inequality:
At the beginning of the proof we assumed that Φ(z) = 0. This quickly implies that
for some C > 0. Therefore
Now the Riesz-Thorin theorem implies that there is an absolute C > 0, such that Ψ(L) p→p C for all p 2. Since Ψ(L) is self-adjoint, this estimate also holds for 1 < p 2, while boundedness on L 1 can be proven directly as above.
Basically the same proof is valid for arbitrary n ∈ N. The difference is that in general one needs to take the n/2-th power of x 2 + 1 in order to run the Hölder's inequality in (58). So one should deal with (L + I) n . But when n > 1 one cannot, as in (57) and (58), simply discard the terms |x| 2 or −∆ in the lower estimate of (L + I) n u, u . However, the L 2 → L 1 boundedness of S := (L+ I) −n/2 is for arbitrary n provided by the estimate (7.11) from [4] . To obtain the L 2 → L ∞ boundedness we use the Fourier transform. It convenes us to define it on R n aŝ
For then −∆f (ξ) = |x| 2 f (ξ) and |ξ| 2f (ξ) = −∆f(ξ), thus Lu = L u, i.e. the Fourier transform commutes with L. Consequently,
Finally, these modifications call for a suitably sharper estimate in (59), namely |Ψ(λ)| C(λ+1) −n , in order to repeat the calculation which follows it. But this can be easily achieved, since we may assume without loss of generality that the first n derivatives of Φ at zero vanish.
All this shows that Ψ(L) B(L p (R n )) C(n). Now just take maximum of the constant, which appeared in the estimates for n > ρ, and all C(n) for 1 n ρ. This is our absolute constant.
Proof of Corollaries 1 and 2
If viewed correctly, these are consequences of Theorems 1 and 2. The connection between them will be established through the following two formulas:
Here O and O * are operators in L p (R n ), 1 < p < ∞, hopefully bounded independently of dimension n. In order to calculate these operators we test the formulas on Hermite functions. More precisely, take
Then (60) becomes
Write formally
By using (48), (49) and (63), we formally calculate
Here
Together with (62) this means that we can take o αβ = 0 if α = β and we have a formula for the coefficients o αα , which we can denote by o α :
Thus o α and o * α actually depend on |α| only, so if we denote m = |α|, we may write A * j P t O * f, ∂ ∂t P t g t dt .
But (49) implies that L 1 2 h 0 = √ n h 0 , therefore
We actually proved that for any n we can take o * 0 = 0 and (61) remains valid.
Remark. It does not come as a surprise that the formulae for o m , o * m are very similar to those in [2, p.183] . See also Remark 3.2 in the same paper.
By applying Theorem 2 we immediately get the following result. Let us show how (60) and (61) help to estimate Riesz transforms. Take m ∈ N and let f = (f 1 , . . . , f m ) be a C m −valued test function on R n . By R j f we will understand (R j f 1 , . . . , R j f m ); similarly for R * j . Let also Rf = (R 1 f, . . . , R n f, R * 1 f, . . . , R * n f ). This is a function with values in (C m ) 2n . Thus we can think of Rf as a matrix function with entries R j f k and R * j f k , where j = 1, . . . , n and k = 1, . . . , m. Therefore
where · HS stands for the usual Hilbert-Schmidt norm.
Proposition 3. Under the above notation,
One can take C(p) = C(p − 1) 9/2 .
Note that Corollary 1 is just a special case (when m = 1) of this propositon, while Corollary 2 follows by applying it repeatedly. Therefore it is only left for us to prove Proposition 3.
Proof. Observe that
Rf p = sup | (R 1 f, . . . , R n f, R * 1 f, . . . , R * n f ), (g 1 , . . . , g 2n ) | , the supremum being taken over all g = (g 1 , . . . , g 2n ) with L q norm (in the appropriate space) equal to one, where each g j is a function R n → C m . Now by (60) A j P t Of (x), ∂ t P t g j (x) C m + A * j P t O * f (x), ∂ t P t g n+j (x) C m dx t dt .
Here, as before, by Of we mean (Of 1 , . . . , Of m ); similarly for A j P t , A * j P t O * and ∂ t P t . By the Cauchy-Schwartz inequality we get
The definition (4) of · * immediately implies √ 2 ∞ 0 R n P t Of (x) * + P t O * f (x) * P t g(x) * dx t dt , whereupon Theorem 1 yields
In Proposition 2 we proved that for absolute C > 0, O B(L p (R n )) C for all n ∈ N and the same for O * B(L p (R n )) . From the theorem of Marcinkiewicz and Zygmund (see, for example, [5] ) it follows that the same bounds apply to the l 2 −valued extensions of O and O * that appear in (65). Therefore, the proof of Proposition 3 (and consequently of Corollaries 1 and 2) is complete.
