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Abstract
Let G be a compact abelian group and Γ be its discrete dual group. In this thesis
we study various types of interpolation sets.
A subset E ⊂ Γ is Sidon if every bounded function on E can be interpolated by
the Fourier transform of a finite complex measure. Sidon sets have been extensively
studied, and one significant breakthrough, that Sidonicity is equivalent to propor-
tional quasi-independence, was proved by Bourgain and Pisier during the early 80s.
In this thesis we will give a detailed demonstration of Pisier’s approach. We also
seek for possible extensions of Pisier’s theorems. Based on Pisier’s techniques, we
will show Sidonicity is equivalent to proportional independence of higher degrees
and minimal constants.
A subset E ⊂ Γ is ε-Kronecker if every function on E with range in the unit circle can
be interpolated by a continuous character on Γ with an error of ε. We will prove some
interesting properties of ε-Kronecker sets and give an estimation of the Sidon constant
of such sets. Generalizations of Kronecker sets include binary Kronecker sets and
N -pseudo-Rademacher sets. We compute the binary Kronecker constants of some
interesting examples. For N -pseudo-Rademacher sets, we give a characterization
of such sets, describe their structures and prove the existence of large N -pseudo-
Rademacher sets.
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Chapter 1
Introduction
We begin by introducing the basic concepts and notations that will be used
throughout the thesis.
1.1 Basic harmonic analysis background
Let G be a locally compact abelian group with its Haar measure m. The dual
group of G, Ĝ or Γ, contains all the continuous multiplicative characters on G.
When we identify Γ as a subset in L∞(G) ∼= L1(G)∗ equipped with the weak*
topology, Γ becomes a locally compact, abelian topological group with its Haar
measure.
There is a natural embedding, φ, between G and the dual group of Γ, φ : G → Γ̂,
defined by φ(x)(γ) = γ(x) for x ∈ G and γ ∈ Γ.
Theorem 1.1.1 (Pontryagin duality theorem). The embedding given above between
G and Γ̂ is a homeomorphism of G onto Γ̂.
Proposition 1.1.2. G is compact if and only if Γ is discrete.
1
When G is compact, the Haar measure m is normalized so that m(G) = 1. The
Haar measure on the discrete group Γ is the counting measure.
Example 1.1.3. (1) When G = T, the unit circle group in C, Γ can be identified
as the group of integers Z.
(2) When G = Zn for n ∈ N, the group of n-th roots of unity, Γ is also Zn.
(3) When G =
∏
i∈I Gi is a product of locally compact abelian groups Gi,
Γ =
⊕
i∈I Γi is the direct sum of the dual groups Γi = Ĝi.
Notation 1.1.4. Suppose Γ =
⊕
j∈I Γj. For j ∈ I we define the projection
Projj : Γ→ Γj by letting Projj(γ) be the j-th coordinate of γ.
Definition 1.1.5. (1) The group Γ is torsion-free if Γ has no elements of finite
order (except the identity).
(2) The group G is divisible if for all x ∈ G and n ∈ N there exists y ∈ G such that
yn = x.
Proposition 1.1.6. Suppose G is compact. The following are equivalent:
(1) Γ is torsion-free.
(2) G is connected.
(3) G is divisible.
For f ∈ L1(G), the Fourier transform is given by f̂ : Γ→ C,
f̂(γ) :=
∫
G
f(x)γ(x) dm.
The Fourier-Stieltjes transform (or just Fourier transform) of a finite complex
measure µ ∈M(G) is defined similarly:
µ̂(γ) :=
∫
G
γ(x) dµ(x).
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Example 1.1.7. (1) For γ ∈ Γ, the Haar measure m of a compact abelian group G
satisfies
m̂(γ) =
{
0 if γ 6= 1
m(G) if γ = 1
.
(2) Let a ∈ G and γ ∈ Γ. The point mass measure δa has
δ̂a(γ) = γ(a).
Definition 1.1.8. For f1, f2 ∈ L1(G), the convolution f1 ∗ f2 ∈ L1(G) is defined
as
f1 ∗ f2(x) =
∫
G
f1(t)f2(x− t) dm(t).
For µ1, µ2 ∈M(G), µ1 ∗ µ2 ∈M(G) is defined as∫
G
f dµ1 ∗ µ2 =
∫
G
∫
G
f(x+ y) dµ1(x)dµ2(y)
for simple functions f .
Definition 1.1.9. Suppose G is compact.
(1) For f ∈ L1(G), the Fourier series of f is the series ∑γ∈Γ f̂(γ)γ.
(2) The set of trigonometric polynomials, Trig(G), is defined as the set of all
f ∈ L1(G) such that f̂ is supported on a finite set. Furthermore, for E ⊂ Γ we
define TrigE(G) to be the set of all f ∈ Trig(G) such that f̂ is supported on E.
Theorem 1.1.10. (1) For all µ1, µ2 ∈M(G),
µ̂1 + µ2 = µ̂1 + µ̂2
and
µ̂1 ∗ µ2 = µ̂1µ̂2.
Moreover, ||µ1 ∗ µ2||M(G) ≤ ||µ1||M(G) ||µ2||M(G).
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(2) For f ∈ L1(G) and µ ∈M(G), we have
sup
γ∈Γ
|f̂(γ)| ≤ ||f ||1
and
sup
γ∈Γ
|µ̂(γ)| ≤ ||µ||M(G) .
(3) [Riemann-Lebesgue Lemma] If f ∈ L1(G), then f̂ ∈ C0(Γ).
(4) [Parserval’s Theorem] If f ∈ L2(G), then fˆ ∈ L2(Γ) and
||f ||L2(G) =
∣∣∣∣∣∣f̂ ∣∣∣∣∣∣
L2(Γ)
.
Let H ⊂ G be a closed subgroup. We denote by H⊥ the annihilator of H. We have
the following relation between dual groups and quotient groups.
Proposition 1.1.11. H⊥ = Ĝ/H and Ĥ = Γ/H⊥.
In this thesis, the unit circle group T is identified in multiple ways. When T is
the unit circle in the complex plane, T = {eix : x ∈ [0, 2pi]}, the group operation is
multiplication and duality is given by n(eix) = einx for n ∈ Z. The trigonometric
polynomials have the form p(z) =
∑N
j=−N ajz
j.
When T is identified as an interval [0, 1] in chapters 4 and 5, then the group
operation is addition mod integers and the duality is multiplication mod integers.
The trigonometric polynomials have the form p(x) =
∑N
j=−N aje
2piijx.
Notice that when T is the unit circle group in C, Zn, the group of n-th roots of unity,
is
Zn =
{
e2piij/n : 0 ≤ j ≤ n− 1} .
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When T = [0, 1],
Zn = {k/n : 0 ≤ k ≤ n− 1} .
Next we recall the Bohr compactification of Γ. Consider the group G equipped
with the discrete topology, Gd, and the dual group of Gd, Γ. Clearly Γ ⊂ Γ. By
Proposition 1.1.2, Γ is compact.
Definition 1.1.12. The compact group Γ is called the Bohr compactification of
Γ.
Proposition 1.1.13. Γ is a dense subgroup in Γ.
Example 1.1.14. In the case that G = T and Γ = Z, basic open neighborhoods
around 0 in Z are the sets
{
β ∈ Z : |1− β(xi)| < ε ∀1 ≤ i ≤ N
}
for finite collections
{x1, ..., xN} ⊂ T and ε > 0.
More details on this background information can be found in [35].
1.2 Independent sets and the Riesz product
From here on G will denote a compact abelian group with identity element e, and
Γ will be its discrete dual group with identity element 1. The books by Lopez and
Ross [25] and Graham and Hare [9] are good references for the material discussed in
the rest of this chapter and include the proofs of any results not otherwise referenced.
Definition 1.2.1. A set E ⊂ Γ\ {1} is independent if for all j ∈ N, distinct
γ1, ..., γj ∈ E and m1, ...,mj ∈ Z,
∏j
n=1 γ
mn
n = 1 implies γ
mn
n = 1 for all 1 ≤ n ≤ j.
This equivalent to saying mn = 0 for all n if Γ is torsion-free.
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The notion of independence is classical. One example of an independent set is the
Rademacher set defined as follows. Let G =
∏∞
1 Z2 and Γ =
⊕∞
1 Z2 = Z∞2 . The
Rademacher set is {pij : j ≥ 1} ⊂ Γ, where each pij has only a non-trivial entry at
coordinate j.
Independent sets are known to have good interpolation properties. For example, in
the case that Γ is torsion-free and E ⊂ Γ is independent, for every ϕ : E → T there
exists x ∈ G such that ϕ(γ) = γ(x) for all γ ∈ E. More specifically, we will prove
the following.
Proposition 1.2.2. Let E ⊂ Γ. The following are equivalent:
(1) For all ϕ : E → T with ϕ(γ) ∈ Range(γ) there exists x ∈ G such that ϕ(γ) = γ(x)
for γ ∈ E.
(2) The set E is independent.
Proof. Assume E is independent and that ϕ : E → T satisfies ϕ(γ) ∈ Range(γ) for
γ ∈ E. We let 〈E〉 be the subgroup generated by E. By Proposition 1.1.11, we can
deduce that if we can find x ∈ 〈̂E〉 such that ϕ(γ) = γ(x) for all γ ∈ E, then there
exists x′ ∈ G such that ϕ(γ) = γ(x′). Thus we may assume Γ = 〈E〉 = ⊕γ∈E〈γ〉.
For each γ ∈ E, there exists xγ ∈ 〈̂γ〉 such that γ(xγ) = ϕ(γ). If E is finite, we let
x =
∏
γ∈E xγ and x can interpolate ϕ exactly. For the case that E is infinite, since
G is compact, we let x ∈ G be a cluster point of the following set,{∏
γ∈F
xγ : F ⊂ E, |F | <∞
}
,
and such an x can interpolate ϕ exactly.
Conversely, if E is not independent, then there exist k ∈ N, γ1, ..., γk ∈ E and
m1, ...,mk ∈ Z such that γm11 ...γmkk = 1, but γmii 6= 1 for all 1 ≤ i ≤ k. Consider
the function ϕ : E → T such that ϕ(γi) = 1 for all i > 1, ϕ(γ1)m1 6= 1 and
ϕ(γ) ∈ Range(γ) for all γ ∈ E. Notice that such ϕ exists, because γm11 6= 1 means
Range(γm11 ) 6= {1} and hence there exists x ∈ G such that γ1(x)m1 6= 1. Let
ϕ(γ1) = γ1(x). This function ϕ cannot be interpolated by any x ∈ G.
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Remark 1.2.3. Suppose E ⊂ Γ is independent and Γ is torsion-free. Notice that
γ(x) = δ̂x−1(γ), and therefore using Proposition 1.2.2 we see that for all bounded
ϕ : E → T there exists µ ∈M(G) such that ϕ = µ̂ on E.
However, in the case that G = T and Γ = Z, there are no independent subsets other
than singleton sets. Thus weaker notions of independence have been introduced.
Definition 1.2.4. (1) A set E ⊂ Γ is dissociate if for all j ∈ N, distinct
γ1, ..., γj ∈ E and m1, ...,mj ∈ {±2,±1, 0},
∏j
n=1 γ
mn
n = 1 implies mn = 0 for all
1 ≤ n ≤ j.
(2) A set E ⊂ Γ is quasi-independent if the same statement holds for
m1, ...,mj ∈ {±1, 0}.
Important examples in Z include the lacunary sets.
Definition 1.2.5. A positive integer sequence (nj)
∞
j=0 is a lacunary set of ratio
q > 1 if nj/nj−1 ≥ q for all j ≥ 1.
Example 1.2.6. The lacunary integer sequence {nj : j ≥ 0} of ratio q is quasi-
independent if q ≥ 2 and is dissociate if q ≥ 3.
These weaker notions of independence also have the interesting interpolation
properties. This can be shown by what is known as a Riesz product construction.
Assume E ⊂ Γ is a dissociate set and Γ has no elements of order two. Suppose we
have a function ϕ : E → C with ||ϕ||∞ ≤ 1/2. For each γ ∈ E we can define a
trigonometric polynomial pγ by
pγ := 1 + ϕ(γ)γ + ϕ(γ)γ
−1 = 1 + 2<(ϕ(γ)γ).
Notice that each pγ is positive-valued.
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For a finite subset F ⊂ E, we form pF :=
∏
γ∈F pγ. Since pF is positive-valued and
E is dissociate,
||pF ||1 =
∫
pF = 1.
The dissociate property similarly implies that for γ ∈ F , p̂F (γ) = ϕ(γ). Hence, we
may obtain a measure µ as the unique weak* limit of the family
{pF : F ⊂ E is finite} ⊂ L1(G) ⊂M(G) ∼= C(G)∗,
with the property that ||µ||M(G) = 1 and µ̂(γ) = ϕ(γ) for all γ ∈ E. The measure µ
is called a Riesz product.
Hence, if E is dissociate and Γ has no elements of order two, for every ϕ : E → C
with ||ϕ||∞ ≤ 1/2, there exists µ ∈M(G) such that µ̂ = ϕ on E and ||µ||M(G) = 1.
This construction is the Riesz product construction. Over 100 years ago M.
Riesz used this construction to show the set {4j : j ≥ 0} has this interpolation
property.
Later in the next section we will see the Riesz product construction also works to
show quasi-independent sets have this same interpolation property. Moreover, when
Γ has elements of order two, a modification of the Riesz product construction shows
any dissociate or quasi-independent set still has the interpolation property.
1.3 Sidon sets
The notion of Sidon sets is motivated by this interpolation property of independent
and dissociate sets. Sidon sets are named after the Hungarian mathematician Simon
Sidon who did preliminary work in this area.
Definition 1.3.1. A set E ⊂ Γ is Sidon if for every bounded ϕ : E → C, there
exists µ ∈M(G) such that µ̂(γ) = ϕ(γ) for all γ ∈ E.
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If E is Sidon, an open mapping theorem argument further implies that there
exists a constant C ≥ 1 such that for all ϕ : E → C there exists µ ∈ M(G) with
||µ||M(G) ≤ C ||ϕ||∞, such that µ̂(γ) = ϕ(γ) for all γ ∈ E. The smallest such
constant is called the Sidon constant of E, denoted by S(E).
Example 1.3.2. (1) As we have seen with the Riesz product construction in
Section 1.2, if E ⊂ Γ is dissociate and Γ has no elements of order two, then E is
Sidon with Sidon constant S(E) bounded by 2.
(2) If F ⊂ Γ is finite, then F is Sidon with S(F ) ≤√|F |.
(3) All lacunary sets are Sidon.
(4) No infinite group Γ itself is Sidon.
Sidon sets are plentiful. In fact, every infinite set contains an infinite Sidon set.
Furthermore, every infinite set contains a translate of an infinite dissociate set [25].
There are many equivalent descriptions of Sidon sets. For example, rather than
the precise interpolation, we only need to interpolate ±1-valued functions within a
small error.
Theorem 1.3.3. Let E ⊂ Γ be a subset. The following are equivalent.
(1) The set E is Sidon.
(2) For each ϕ : E → C, with ||ϕ||∞ ≤ 1, there exists µ ∈M(G) such that
sup
γ∈E
|ϕ(γ)− µ̂(γ)| < 1.
(3) For each ϕ : E → {±1} there exists µ ∈M(G) such that
sup
γ∈E
|ϕ(γ)− µ̂(γ)| < 1.
Proposition 1.3.4. Let E ⊂ Γ. Suppose there exists a constant K and ε < 1 such
that for all ϕ : E → C with ||ϕ||∞ ≤ 1, there exists µ ∈M(G) such that ||µ||M(G) ≤ K
and supγ∈E |ϕ(γ)− µ̂(γ)| ≤ ε. Then E is Sidon and S(E) ≤ K/(1− ε).
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Proof. The proof of this statement involves an iterative argument, which we include
to illustrate the technique. Let φ : E → C satisfy ||φ||∞ ≤ 1. Choose µ1 ∈ M(G)
such that ||µ1||M(G) ≤ K and |φ(γ)− µ̂1(γ)| < ε for all γ ∈ E. Note that the function
(φ− µ̂1)/ε satisfies ||(φ− µ̂1)/ε||∞ ≤ 1, and therefore we can choose µ2 ∈M(G) with
||µ2||M(G) < K such that
|(φ(γ)− µ̂1(γ))/ε− µ̂2(γ)| < ε
for all γ ∈ E. Iterating in this way, for each n ∈ N we can find µn ∈M(G) such that
||µn||M(G) < K and ∣∣∣∣∣∣
∣∣∣∣∣∣φ−
̂n∑
j=1
εj−1µj
∣∣∣∣∣∣
∣∣∣∣∣∣
∞
< εn.
Let µ =
∑∞
j=1 ε
j−1µj. Then we have µ̂ = φ on E and because
||µ|| ≤
∞∑
j=1
εj−1 ||µj|| ≤
∞∑
j=1
εj−1K = K/(1− ε),
we have S(E) ≤ K/(1− ε).
There is another characterization based on the duality of C(G) and M(G).
Theorem 1.3.5. A set E ⊂ Γ is Sidon with Sidon constant S(E) if and only if for
all f ∈ TrigE(G), ∑
γ∈E
|f̂(γ)| ≤ S(E) ||f ||∞ .
Remark 1.3.6. (1) Theorem 1.3.5 still holds if we replace f ∈ TrigE(G) by all the
bounded functions f : G→ C such that f̂ is supported on E.
(2) Since not every continuous function on T has absolutely convergent Fourier
series, Theorem 1.3.5 implies that Z itself is not Sidon.
10
We will use the Riesz product construction and Proposition 1.3.4 to show quasi-
independent sets are Sidon.
Proposition 1.3.7. Suppose E ⊂ Γ is quasi-independent and Γ has no elements of
order two. Then E is Sidon with S(E) ≤ 3√3.
Proof. For a finite subset F ⊂ E and β ∈ Γ, we define
R(F, β) :=
∣∣∣∣∣
{
ω ∈ {−1, 0, 1}F :
∏
γ∈F
γω(γ) = β
}∣∣∣∣∣ .
For n ≥ 1 and β ∈ Γ, we define
R(E, n, β) :=
∑
F⊂E,|F |=n
R(F, β).
We first claim that for all β ∈ Γ,∑
n≥1
(
1
2
)n
R(E, n, β) ≤ 1.
Indeed, consider the Riesz product ν :=
∏
γ∈E(1 + γ/2 + γ
−1/2). Then ||ν||M(G) = 1
and for β ∈ Γ,
ν̂(β) =
∑
n≥1
(
1
2
)n
R(E, n, β).
Hence, we have ∑
n≥1
(
1
2
)n
R(E, n, β) ≤ 1.
Notice that, in particular, if γ ∈ E, then∑
n≥2
(
1
2
)n
R(E, n, γ) ≤ 1/2,
because R(E, 1, γ) = 1.
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Fix a function ϕ : E → C with ||ϕ||∞ ≤ 1. For a ∈ (0, 1), we let
µ1 :=
∏
γ∈E
(
1 + (aϕ(γ)/2)γ + (aϕ(γ)/2)γ−1
)
,
µ2 :=
∏
γ∈E
(
1− (aϕ(γ)/2)γ − (aϕ(γ)/2)γ−1
)
.
Then ||µ1||M(G) = ||µ2||M(G) = 1. For γ ∈ E,
|1
a
(µ̂1(γ)− µ̂2(γ))− ϕ(γ)| ≤ 2
a
∑
n≥3,n odd
∑
F⊂E,|F |=n
R(F, γ)
(a
2
)n∏
β∈F
|ϕ(β)|
≤ 2a2
∑
n≥3
(
1
2
)n
R(E, n, γ)
≤ a2.
Hence, by Proposition 1.3.4, S(E) is bounded by 1
1−a2 · 2a and this obtains its minimum
3
√
3 when a = 1/
√
3.
One of the classical properties of lacunary sets is the following: If (nk)k≥1 ⊂ N is
lacunary and f(x) :=
∑
k≥1 ake
inkx is integrable, then f ∈ Lp for all p < ∞. This
is known as the Λ(p) property and is true for independent sets of characters (and
known as the Khintchine’s inequality).
Rudin [36] showed in the 1960s that if E is Sidon, then E is Λ(p) for all p ≥ 2.
Theorem 1.3.8. Suppose E ⊂ Γ is Sidon with Sidon constant S(E). Then for all
f ∈ TrigE(G), ||f ||p ≤ 2S(E)
√
p ||f ||2 for all 2 ≤ p <∞.
Sidon sets also have the important property that a union of two Sidon sets is still
Sidon.
Theorem 1.3.9. Suppose E1 and E2 are two Sidon sets. Then E1 ∪ E2 is also a
Sidon set.
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This theorem was first proved by Drury [6] using carefully constructed and compli-
cated Riesz products. Later, another proof was given by Rider using his probabilistic
characterization of Sidonicity (Theorem 2.2.19, [33]).
In light of the union result, it is natural to ask if every Sidon set is the finite union of
“nicer” or “simpler” sets. For example, is every Sidon set a finite union of lacunary
sets or quasi-independent sets? The answer to the first question is no, while the
second is an open problem.
Of course, if every Sidon set is a finite union of sets of some special type, then
every finite subset of every Sidon set will contain proportional sized subsets of that
special type. Because of the poor progress in characterizing Sidon sets as a finite
union of nicer sets, researchers are interested in studying the weaker problem of
characterizing Sidon sets by proportionality properties.
Major progress was made by Bourgain and Pisier in the early 1980s when they
independently proved that Sidon sets can be characterized by the property of being
“proportionally independent” ([4], [5], [29]). The precise statement is the following:
Theorem 1.3.10. A set E ⊂ Γ is Sidon if and only if there exists δ > 0 such that
for every finite subset F ⊂ E, there is a quasi-independent subset F ′ ⊂ F with
|F ′| ≥ δ|F |.
Both directions of this theorem are deep, difficult and important. The theorem
was a break-through contribution to the study of Sidon sets as it is (still) the only
algebraic characterization of Sidon sets known. This characterization gives new
ways to build examples of Sidon sets and has been used to prove a number of
other results about Sidon sets. For example, the union result, Theorem 1.3.9, is an
immediate consequence since a union of two proportional quasi-independent sets is
still proportional quasi-independent. The machinery constructed for their proofs
was also used to prove the converse to Theorem 1.3.8, so that Sidon sets can also be
characterized in terms of the Λ(p) condition.
Bourgain’s proof is combinatorial and analytic. The details can be found in [24].
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Chapters 2 and 3 of this thesis will focus on Pisier’s approach to the Theorem. The
first step of Pisier’s proof is to show that “proportional Sidonicity with bounded
Sidon constants” implies the set is Sidon. As we have seen in Proposition 1.3.7, every
quasi-independent set is Sidon with Sidon constant bounded by 3
√
3; hence this first
step proves one direction of the Theorem, namely proportional quasi-independence
implies Sidonicity.
Pisier’s proof involves analytical, topological, combinatorial and probabilistic
arguments. The original proofs are scattered across a number of mainly unpublished
manuscripts and the details are often omitted. In chapter 2, we will give a complete
and detailed proof of this first step. In addition, we determine an upper bound for
the Sidon constant of the set in terms of the proportionality data. That bound
will then be used in chapter 4 to give an upper bound for the Sidon constant
of Kronecker sets. (Kronecker sets and their relationship to Sidon sets will be
introduced in section 1.5 of this chapter.)
Pisier’s proof of the other direction of Theorem 1.3.10, that Sidon sets are propor-
tionally quasi-independent, is primarily a probabilistic argument. In chapter 3, we
will upgrade this argument to prove that Sidonicity implies not only proportional
quasi-independence, but, in fact, a higher level of proportional independence. Using
this stronger condition, we then prove that any Sidon set in a torsion-free group
is proportionally Sidon with Sidon constants arbitrarily close to 1, the minimum
possible value. This is one of our main new contributions to the study of Sidon sets.
1.4 I0 sets
Since every measure has a unique decomposition as a sum of a discrete and a
continuous measure, it is natural to extend the notion of Sidon and further ask
the question of whether we can do interpolation with discrete or continuous measures.
In the case of a continuous measure, the answer is yes and was proven independently
by Hartman and Wells ([17], [38]).
Proposition 1.4.1. If E ⊂ Γ is Sidon, then for every bounded ϕ : E → C there
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exists a continuous measure µ such that µ̂(γ) = ϕ(γ) for all γ ∈ E.
Interpolating with discrete measures motivates the notion of I0 sets.
Definition 1.4.2. A set E ⊂ Γ is I 0 if for every bounded ϕ : E → C there exists a
discrete measure µ ∈Md(G) such that µ̂(γ) = ϕ(γ) for all γ ∈ E.
The I 0 constant is defined similarly to the Sidon constant. If E is I0, the open
mapping theorem implies there exists a constant C such that for all ϕ : E → C with
||ϕ||∞ ≤ 1 there exists µ ∈ Md(G) with ||µ||M(G) ≤ C such that µ̂(γ) = ϕ(γ) for all
γ ∈ E. The I 0 constant of E is the infimum of these constants.
Naturally, every I0 set is Sidon and the I0 constant is greater than or equal to the
Sidon constant. Grow [13] showed that if E is finite, then the I0 constant of E is
the same as the Sidon constant of E.
Similar to Sidon sets, I0 sets also have the following characterization through
approximating ±1-valued functions.
Theorem 1.4.3. A set E ⊂ Γ is I0 if and only if there exists ε < 1 such that for
all ϕ : E → {±1} there exists µ ∈Md(G) such that |µ̂(γ)− ϕ(γ)| ≤ ε for all γ ∈ E.
Finite sets are I0. Kunen and Rudin ([23]) showed that all lacunary sets are I0.
However, the Riesz product construction does not help prove this result because
the Riesz product measure that arises as the weak* limit is not a discrete measure.
Because of Proposition 1.2.2, independent sets, such as the Rademacher set, are I0.
We have mentioned that Sidon sets are plentiful. In fact, I0 sets are also plentiful:
every infinite set in Γ contains an I0 subset of the same cardinality (Corollary 4.5.3
in [9]).
Topologically, I0 sets are closely related to almost periodic functions, the continuous
functions that are periodic within any desired level of accuracy. The original
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definition of an I0 set was a set E such that ‘every bounded function on E ⊂ Z can
be extended to an almost periodic function’. But these extensions could always be
found in the space consisting of Fourier transforms of discrete measures restricted
to E ([18]). Thus, the modern definition is that I0 sets are the sets such that ‘every
bounded function is a Fourier transform of discrete measures’.
Unlike Sidon sets, I0 sets have an elegant topological characterization due to
Hartman and Ryll-Nardzewski [18].
Theorem 1.4.4. A set E ⊂ Γ is I0 if and only if any two disjoint subsets in E
have disjoint closures in the Bohr compactification, Γ.
Using Theorem 1.4.4 we can show that a union of two I0 sets may not be I0. Hence,
the class of I0 sets is indeed a proper subset of the class of Sidon sets.
Example 1.4.5. [27] Consider E1 = {10j : j ≥ 1} and E2 = {10j + j : j ≥ 1}. The
sets E1 and E2 are disjoint and lacunary. Hence, both E1 and E2 are I0. Because N
is dense in Z, there exists a net (nα)α that clusters at 0. If we let β ∈ Z be a cluster
point of (10nα)α in Z then we have β ∈ E1 ∩ E2. Theorem 1.4.4 implies E1 ∪ E2 is
not I0.
Since the class of I0 sets is not closed under finite unions it is natural to ask if
every Sidon set is a finite union of I0 sets. This is open. However, it was proven
by Ramsey ([32]), using the proportional quasi-independent characterization of
Sidonicity, that every Sidon set is proportionally I0.
Ramsey ([32]) also used Theorem 1.4.4 to prove the fact that an I0 set cannot cluster
at a continuous character and hence cannot be dense in the Bohr compactification.
A long standing open problem is whether Sidon sets can be dense in the Bohr
compactification of Γ. If Sidon sets were finite unions of I0 sets, the answer would
be no. Partial progress was made by Ramsey, who showed that if there exists a
Sidon set clustering at 1 ∈ Γ, then there exists a dense Sidon set [32]. This also
used the proportional quasi-independent characterization of Sidonicity.
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1.5 Kronecker sets
Another interesting family of interpolation sets are the ε-Kronecker sets.
Definition 1.5.1. Let 0 < ε ≤ 2 and E ⊂ Γ. The set E is ε-Kronecker if for all
ϕ : E → T there exists x ∈ G such that |ϕ(γ)− γ(x)| < ε for all γ ∈ E.
The Kronecker constant of E, κ(E), is defined by
κ(E) := inf {ε : E is ε-Kronecker} .
Definition 1.5.2. A set E ⊂ Γ is Kronecker if κ(E) < 2.
Historically, the notion of ε-Kronecker sets was inspired in part by the classical
approximation theorem of Kronecker, with early work done by Hewitt and Kakutani
[19]. The terminology was introduced by Varapolous in [37].
There are many known examples of ε-Kronecker sets.
Example 1.5.3. (1) In Z any singleton set other than {0} is 0-Kronecker.
(2) The set {−1, 1} has Kronecker constant √2.
(3) Any finite set in Z excluding 0 is Kronecker.
(4) The Radamacher set has Kronecker constant
√
2. More generally, independent
sets in Γ with large orders have small Kronecker constants. An independent set in
a torsion-free group has zero Kronecker constant, as we have seen in Proposition 1.2.2.
Lacunary integer sequences with large ratios have small Kronecker constants. To be
precise, the following is known.
17
Proposition 1.5.4. (1) Suppose E = (nj)
∞
j=1 ⊂ N is lacunary with ratio q > 2.
Then κ(E) ≤ |1− eipi/(q−1)|.
(2) The geometric sequences, En := {nj : j ≥ 0} for integer n ≥ 2, have
κ(En) = |1− eipi/n| ([15]).
Remark 1.5.5. It is an open problem whether a lacunary sequence with ratio
between 1 and 2 is Kronecker.
Kronecker sets exist universally. Indeed, given any infinite set E ⊂ Γ, there exists a
Kronecker set E1 ⊂ E with |E1| = |E| ([11]).
Kronecker sets are closely related to the other interpolation notions we have already
introduced. From Theorem 1.4.3 we immediately see that (1 − ε)-Kronecker sets
are I0. In fact, a more careful iterative argument shows that a Kronecker set with
Kronecker constant less than
√
2 is I0 and this bound is known to be sharp.
Hare and Ramsey in [14] proved that any Kronecker set is Sidon. Their proof
is based on another characterization of Sidonicity due to Pisier, called the ε-net
condition. For details of the ε-net condition we direct the reader to chapter 3.
In chapter 4 we will give a quantitative estimation of the Sidon constants for
(2 − ε)-Kronecker sets based on further generalizations that we develop of Pisier’s
work on the connection between the ε-net condition and Sidon sets.
While there are Sidon sets in some groups that are not Kronecker, it is unknown
if every Sidon set in Z is Kronecker. Furthermore, it also unknown if every Sidon
set is a finite union of Kronecker sets. Thus again it is of interest to investigate
the weaker notion of proportionality. In chapter 4 we will show Sidon sets are
proportional ε-Kronecker for any ε > 1. This improves the previous result that only
obtained ε ≥ √2. The problem is open for arbitrarily small ε > 0.
There are other interesting open problems about Kronecker sets. For example,
unlike Sidon sets and I0 sets, it is unknown if a union of two Kronecker sets in Z
remains Kronecker. In chapter 4, the partial result that the union of an integer
Kronecker set and a finite set excluding 0 is still Kronecker will be proved. Using
this we will show that a translation of a Kronecker set in Z away from the identity
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remains Kronecker.
1.6 Generalizations of Kronecker sets
Sidon sets and I0 sets have characterizations based on the interpolation of ±1-valued
functions (Theorem 1.3.3 and Theorem 1.4.3). This motivates the notion of binary
Kronecker sets.
When investigating binary Kronecker sets, it is convenient to identify the unit circle
T as T = [0, 1], with 0 as the identity and addition mod 1 as the group operation.
The metric on T is
dT(x, y) = min {|x− y|, 1− |x− y|} .
The duality is given by the following: for n ∈ Z and x ∈ T, the duality is
multiplication nx mod integers.
Definition 1.6.1. Let ε > 0. A subset E ⊂ Z is called binary ε-Kronecker
if for all ϕ : E → {0, 1/2} there exists x ∈ G such that dT(ϕ(n), nx) < ε for all n ∈ E.
The binary Kronecker constant of E, β(E), is defined by
β(E) := inf {τ : E is binary τ -Kronecker} .
Using this identification of T, an angular ε-Kronecker set E ⊂ Z is defined by
requiring that for all ϕ : E → [0, 1] there exists x ∈ T such that dT(ϕ(n), nx) < ε.
The angular Kronecker constant of E ⊂ Z using the identification T = [0, 1] is
denoted by α(E) and is called the angular Kronecker constant of E.
Remark 1.6.2. Let E ⊂ Γ. (1) We have α(E), β(E) ∈ [0, 1/2].
(2) The relation between the angular Kronecker constant α(E) and the Kronecker
constant κ(E) is that κ(E) = |1− e2piiα(E)|.
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Binary Kronecker sets are different from Kronecker sets. For example, we will see in
chapter 5 that the set of odd integers is binary 1/4-Kronecker, but it is not a Sidon
set and not a Kronecker set either.
Clearly for E ⊂ Γ, α(E) ≥ β(E). When E has small binary Kronecker con-
stant, its angular Kronecker constant is also small because it is known that
β(E) ≤ α(E) ≤ 2β(E) (Theorem 2.5.1 in [9]). In chapter 5 we will see examples
showing that this inequality is sharp. When β(E) < 1/3, Theorem 1.4.3 implies E
is I0. Thus it is very interesting to study binary Kronecker sets with small binary
Kronecker constant.
Because it is difficult to compute the Kronecker constant of the set {1, ..., n}, Hare
and Ramsey [16] computed the binary Kronecker constant
β({1, ..., n}) = 1/2− 1/(n+ 1).
This is the best known lower bound for the angular Kronecker constant of the set
{1, ..., n}.
In chapter 5 we will show that the binary Kronecker constant of a symmetric set is
particularly easy to compute and is always greater or equal to 1/4. We will compute
the binary Kronecker constants for such sets as {±1, ...,±n}, {±nk : k ≥ 0} and
{±(ak + b) : k ∈ N} for a, b ∈ N.
We will also show that the binary Kronecker constant of the lacunary sequence{
nk : k ≥ 0} is the same as its angular Kronecker constant, 1/(2k).
Another way to generalize Kronecker sets based on targeting ±1-valued functions
is to ask for exact interpolation of these functions. This is the notion of pseudo-
Rademacher sets.
Definition 1.6.3. A set E ⊂ Γ is pseudo-Rademacher if for every ϕ : E → {±1}
there exists x ∈ G such that ϕ(γ) = γ(x) for all γ ∈ E.
These sets are called pseudo-Rademacher because the Rademacher set, being an
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independent set in Z∞2 , has this property. Pseudo-Rademacher sets are I0.
In chapter 6, we introduce a more general notion where we ask to exactly interpolate
ZN -valued functions.
Definition 1.6.4. Let N ≥ 2 be an integer. A set E ⊂ Γ is called N-pseudo-
Rademacher if for every ϕ : E → ZN there exists x ∈ G such that ϕ(γ) = γ(x) for
all γ ∈ E.
Naturally, N -pseudo-Rademacher sets are I0 and are ε-Kronecker for ε = |1− eipi/N |.
As we have seen in Proposition 1.2.2, the property of independence is equivalent
to exact interpolation of all functions with proper range by characters. In chapter
6 we will prove N -pseudo-Rademacher sets can be characterized by a weaker
independence property.
Using this characterization, we will explore the structure of N -pseudo-Rademacher
sets. Our main result is to prove, similar to the case for Sidon, I0 and ε-Kronecker
sets, that large (with regard to cardinality) N -pseudo-Rademacher subsets always
exist (in the appropriate settings) and, in particular, this gives a new proof that all
uncountable sets contain I0 subsets of the same cardinality.
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Chapter 2
Pisier’s Characterization of Sidon
Sets
2.1 Introduction
Sidon sets have been extensively studied since the 1920s, when Sidon proved
that lacunary series have the property that every bounded function with Fourier
transform supported on the series has absolutely convergent Fourier series, and
hence are Sidon sets, as we have seen in chapter 1 (Theorem 1.3.5, Remark 1.3.6).
Many important results, including the union theorem (Theorem 1.3.9) and the
characterization by proportional quasi-independence (Theorem 1.3.10), were found
during the 1970s and 1980s by Drury, Rider, Bourgain and Pisier, among others.
In Pisier’s approach to the “proportional quasi-independent” property, one crucial
step is to show Sidon sets are equivalent to being “proportional Sidon”. In this
chapter we explore Pisier’s proof of that result. We start in section 2.2 with the
necessary definitions, preliminary probabilistic results and facts about Orlicz spaces
and entropy numbers that will be needed. We begin section 2.3 by stating the
main theorem, which consists of six equivalent statements. To prove it, we first
translate the “proportional Sidon” condition into various Orlicz norm comparisons
(section 2.3.1). The hardest step (section 2.3.2) is to relate these Orlicz norm
characterizations of Sidonicity to relevant properties involving entropy. We finally
obtain the Sidon property through probabilistic results of Dudley, Fernique and
Rider (section 2.3.3). The proof presented in this chapter has all the necessary
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details and is slightly simpler than Pisier’s argument.
While proving the equivalence of the statements in the main theorem, we will also
trace the constants involved and obtain a bound for the final Sidon constant, which
will be used in later chapters.
In the next chapter we will upgrade Pisier’s proportional quasi-independence
characterization of Sidonicity and show that Sidon sets are “proportional Sidon”
with arbitrary levels of independence and “minimal Sidon constants”.
2.2 Definitions and preliminary results
In this section we give the definitions and preliminary results needed to state and
prove the main result. Throughout this chapter, we let (Ω, P ) be a probability space
and (εγ)γ∈Γ be a collection of independent random variables on (Ω, P ) indexed by
Γ, such that each εγ takes only values 1 and −1 with equal probability 1/2. We
let (Ω1, P1) be another probability space and (gγ)γ∈Γ be a collection of independent
standard Gaussian random variables on (Ω1, P1), indexed by Γ. (X,µ) is any
universal probability space.
2.2.1 Special Orlicz Spaces and the `p,1 space
In this subsection, we collect basic facts about Orlicz spaces and the `p,1 space that
will be used in the main proof of this chapter, Pisier’s proportionality result.
Definition 2.2.1. For q > 1 and x ∈ R, we define
φq(x) := exp(|x|q)− 1
and
ϕq(x) = |x|(1 + log(1 + |x|))1/q.
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Notice that φq and ϕq are convex, increasing on R+ and pass through the origin.
Definition 2.2.2. Suppose βq is either φq or ϕq for q ∈ (1,∞). We let Lβq(X), the
Orlicz space, be the set of all measurable f : X → C such that there exists c > 0
with
∫
X
βq
(|f
c
|) <∞.
Remark 2.2.3. We note that Lβq(X) defined above is a vector space.
Note that
L∞(X) ⊂ Lφq(X) ⊂
⋂
p≥1
Lp(X).
Definition 2.2.4. On the Orlicz space Lφq(X), we may define the Orlicz norm as
the following: for f ∈ Lφq(X),
||f ||(φq) := sup
{∣∣∣∣∫
X
fg
∣∣∣∣ : ∫
X
ϕq(|g|) ≤ e− 1
}
.
For βq being φq or ϕq, we define the Luxemburg norm by
||f ||βq := inf
{
c > 0 :
∫
X
βq
(∣∣∣∣fc
∣∣∣∣) < βq(1)}
for f ∈ Lβq(X), and we define the dual norm via
||f ||β∗q := sup||g||βq≤1
|
∫
X
fg|.
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Remark 2.2.5. Notice that by the convexity of φq and the fact that φq(0) = 0, if
for some c > 0 we have that ∫
φq
(∣∣∣∣fc
∣∣∣∣) ≤ K(e− 1)
for some K > 1, then∫
φq
(∣∣∣∣ fKc
∣∣∣∣) ≤ ∫ 1Kφq
(∣∣∣∣fc
∣∣∣∣) ≤ e− 1.
Hence, ||f ||φq ≤ Kc.
Theorem 2.2.6. [22] The norms given above are well-defined and are equivalent.
Indeed, for all f ∈ Lφq(X) we have
||f ||φq ≤ ||f ||(φq) = ||f ||ϕ∗q ≤ 2 ||f ||φq .
Moreover, the Orlicz space, equipped with any norm given above, is a Banach space.
Theorem 2.2.7. [22] If f ∈ Lφ2(G) and g ∈ Lϕ2(G), then f ∗ g ∈ C(G) and
||f ∗ g||∞ ≤ C ||f ||φ2 ||g||ϕ2
for some constant C.
The following is an interpolation result.
Proposition 2.2.8. Suppose 1 < q1 < q < ∞ and let θ := q1/q. Then for any
f ∈ L∞(X),
||f ||φq ≤ ||f ||θφq1 ||f ||
1−θ
∞ .
Proof. It suffices to show for every c > 0,∫
X
φq
(∣∣∣∣∣ fcθ ||f ||1−θ∞
∣∣∣∣∣
)
≤
∫
X
φq1
(∣∣∣∣fc
∣∣∣∣) .
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By the Riesz-Thorin interpolation theorem,
||f ||kq ≤ ||f ||θkq1 ||f ||
1−θ
∞
for all k ≥ 1. Thus, using the definition of φq(x) = exp(|x|q)− 1 we have∫
X
φq
(∣∣∣∣∣ fcθ ||f ||1−θ∞
∣∣∣∣∣
)
=
∑
k≥1
1
k!
∣∣∣∣∣
∣∣∣∣∣ fcθ ||f ||1−θ∞
∣∣∣∣∣
∣∣∣∣∣
kq
kq
≤
∑
k≥1
1
k!
· ||f ||
kq1
kq1
||f ||(1−θ)kq∞
(cθ ||f ||1−θ∞ )kq
=
∑
k≥1
1
k!
∣∣∣∣∣∣∣∣fc
∣∣∣∣∣∣∣∣kq1
kq1
=
∫
X
φq1
(∣∣∣∣fc
∣∣∣∣) .
Remark 2.2.9. From the proof above, we can also see that if f, g ∈ Lφq(X) and
||f ||s ≤ ||g||s for all 1 ≤ s <∞, then ||f ||φq ≤ ||g||φq .
Next, we define the space `p,1.
Definition 2.2.10. Let (αn)n≥1 be a sequence of complex numbers such that
limn→∞ αn = 0. We define the complex sequence (α∗n)n≥1 as the re-arrangement of
(αn)n≥1 in the way that if i ≤ j then |α∗i | ≥ |α∗j |.
Definition 2.2.11. Let (αn)n≥1 be a sequence of complex numbers. We define
(αn)n≥1 ∈ `p,1 if and only if
||(αn)||p,1 :=
∞∑
n=1
|α∗n|n−1/q <∞,
where 1/p+ 1/q = 1 and 1 < p ≤ 2 ≤ q <∞.
Example 2.2.12. Consider a finite set A ⊂ Γ. We let 1A be the indicator function
of A. Then ||1A||p,1 =
∑|A|
i=1 i
−1/q ≥ |A||A|−1/q = |A|1/p.
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Remark 2.2.13. Here is a useful convex decomposition of finitely supported positive
sequences in `p,1. Assume α := (αγ)γ is supported on a finite set A ⊂ Γ and
each αγ ∈ R+ for γ ∈ A. Assume further that ||α||p,1 = 1. Order A such that
αγ1 ≥ αγ2 ... ≥ αγn > 0, where |A| = n. For 1 ≤ i ≤ n, define Ai := {γj : 1 ≤ j ≤ i}
and let 1Ai be the indicator function of Ai. We put λi := (αγi − αγi+1) ||1Ai ||p,1 for
1 ≤ i ≤ n− 1 and λn := αγn . We note that each
αγ =
n∑
i=1
λi
||1Ai ||p,1
1Ai(γ)
for γ ∈ A. Thus, if we define βi(γ) = 1Ai (γ)||1Ai ||p,1 , then α =
∑n
i=1 λiβi with each
||βi||p,1 = 1. We further notice that 1 = ||α||p,1 =
∑n
i=1 λi. Thus, α is a convex
combination of norm one sequences.
If 1 < r < p < 2, then `r ⊂ `p,1 ⊂ `2 ([22]). Furthermore, we have the following
interpolation result.
Proposition 2.2.14. [1] Let 1 < r < p < 2. Define 0 < θ < 1 by 1
p
= 1−θ
r
+ θ
2
.
Then, there exists a constant Kθ such that for all α ∈ `1,
||α||p,1 ≤ Kθ ||α||1−θr ||α||θ2 .
2.2.2 Probabilistic results
Lemma 2.2.15. Let (ξn)
k
n=1 be real valued, non-zero almost everywhere, indepen-
dent, symmetrical and identically distributed random variables on the probability
space (X,µ). Let (αn)
k
n=1 be real numbers. Suppose (xn)
k
n=1 are from a Banach space
Y and Φ : R+ → R+ is a measurable function with Φ(0) = 0. For all ±1-valued
(βn)
k
n=1, we have∫
X
Φ
(∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
αnξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
=
∫
X
Φ
(∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
βnαnξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
.
27
Proof. We first consider the case that every ξn is ±1-valued. For each l ∈ {−1, 1}k
we consider the set
Xl := {x ∈ X : ξn(x) = l(n) ∀1 ≤ n ≤ k} ,
and let
al := Φ
(∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
αnl(n)xn
∣∣∣∣∣
∣∣∣∣∣
Y
)
.
Since ξn, 1 ≤ n ≤ k, are independent and identically distributed, µ(Xl) = 1/2k for
all l ∈ {−1, 1}k. Hence,∫
X
Φ
(∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
αnξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
=
∑
l∈{±1}k
al · µ(Xl) =
∑
l∈{±1}k
al
2k
.
If we define F : {±1}k → {±1}k by F (l)(n) = l(n)β(n), we note that F is a bijection.
Moreover, ∫
X
Φ
(∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
αnβnξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
=
∑
l∈{±1}k
aF (l)µ(Xl) =
∑
l∈{±1}k
al
2k
.
Hence, ∫
X
Φ
(∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
αnβnξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
=
∫
X
Φ
(∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
αnξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
.
Notice that this can be generalized to deal with the case that each ξn is a symmetric
simple function and therefore the Lemma 2.2.15 follows.
Proposition 2.2.16. Let (ξn)
k
n=1 be real valued, non-zero almost everywhere, inde-
pendent, identically distributed, symmetric random variables on the probability space
(X,µ) and (xn)
k
n=1 be in a Banach space Y . Suppose Φ : R+ → R+ is a convex,
increasing function and Φ(0) = 0.
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(1) Suppose (αn)
k
n=1 are real numbers. Then∫
X
Φ
(
min |αn|
∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
ξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
≤
∫
X
Φ
(∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
αnξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
≤
∫
X
Φ
(
max |αn|
∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
ξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
.
(2) Suppose (αn)
k
n=1 are complex numbers such that |αn| = 1 for 1 ≤ n ≤ k. Then∫
X
Φ
(
1
2
∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
ξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
≤
∫
X
Φ
(∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
αnξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
≤
∫
X
Φ
(
2
∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
ξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
.
Proof. (1) Assume that max |αn| = 1. Notice that the function F : [−1, 1]k → R,
(α1, ..., αk)→
∫
X
Φ
(∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
αnξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
.
is convex. Hence, it will obtain its maximum on the extreme points in [−1, 1]k,
namely (β1, ..., βk) where each βn = ±1. By Lemma 2.2.15, for all βn = ±1,∫
X
Φ
(∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
βnξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
=
∫
X
Φ
(∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
ξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
=
∫
X
Φ
(
max |αn|
∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
ξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
,
proving the second inequality.
To see the first inequality in (1), we suppose min |αn| > 0. Let ηn = 1αn and yn =
(min |αn|)αnxn. The first inequality follows as∫
X
Φ
(
min |αn|
∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
ξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
=
∫
X
Φ
(∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
ηnξnyn
∣∣∣∣∣
∣∣∣∣∣
Y
)
≤
∫
X
Φ
(
max |ηn|
∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
ξnyn
∣∣∣∣∣
∣∣∣∣∣
Y
)
=
∫
X
Φ
(∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
αnξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
.
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(2) Since Φ is convex and increasing, notice that∫
X
Φ
(∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
αnξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
≤
∫
X
Φ
(∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
<(αn)ξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
+
∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
=(αn)ξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
≤1
2
∫
X
Φ
(
2
∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
<(αn)ξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
+
1
2
∫
X
Φ
(
2
∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
=(αn)ξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
≤
∫
X
Φ
(
2
∣∣∣∣∣
∣∣∣∣∣
k∑
n=1
ξnxn
∣∣∣∣∣
∣∣∣∣∣
Y
)
,
by (1) as each |<(αn)|, |=(αn)| ≤ 1. The other inequality follows via replacing xn by
αnxn.
Proposition 2.2.17. Suppose A ⊂ Γ is a finite subset. For |αγ| = 1,
sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
αγεγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
≤ 2 sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
.
Proof. We first show that if hγ ∈ [−1, 1] for γ ∈ A, then
sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
hγεγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
≤ sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
.
Indeed, the map F : [−1, 1]|A| → R given by
(hγ)γ∈A → sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
hγεγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
is convex. Hence, it obtains its maximum on the extreme points of [−1, 1]|A|, which
are {−1, 1}|A|. Since εγ are ±1-valued, we have that for all bγ ∈ {−1, 1},
sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
bγεγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
= sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
.
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Hence, for some (bγ)γ∈A ∈ {−1, 1}|A|,
sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
hγεγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
≤ sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
bγεγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
= sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
.
Now assume αγ ∈ C with |αγ| = 1 and we write αγ = dγ + cγi for dγ, cγ ∈ [−1, 1].
We have
sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
αγεγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
≤ sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
dγεγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
+ sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
cγεγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
≤ 2 sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
.
Proposition 2.2.18. If h ∈ Trig(G) and k ∈ Lϕ2(G), then∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
εγĥ(γ)k̂(γ)γ
∣∣∣∣∣
∣∣∣∣∣
C(G)
≤ C ||h||2 ||k||ϕ2
for some constant C.
Proof. From Khintchine’s inequality ([21]), it is well-known that∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
ĥ(γ)εγ
∣∣∣∣∣
∣∣∣∣∣
L2k(Ω)
≤ 2
√
k
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
ĥ(γ)εγ
∣∣∣∣∣
∣∣∣∣∣
L2(Ω)
.
We first claim that it follows from this that∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
ĥ(γ)εγγ
∣∣∣∣∣
∣∣∣∣∣
φ2
≤ 12 ||h||2 .
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We note that for all t ∈ G,
∫
Ω
φ2
(
|∑γ ĥ(γ)εγγ(t)|
6 ||h||2
)
=
∞∑
j=1
∣∣∣∣∣∣∑γ ĥ(γ)εγγ(t)∣∣∣∣∣∣2j
L2j(Ω)
62j ||h||2j2 j!
≤
∞∑
j=1
22jjj
∣∣∣∣∣∣∑γ ĥ(γ)εγγ(t)∣∣∣∣∣∣2j
L2(Ω)
62j ||h||2j2 j!
≤
∞∑
j=1
jj
32jj!
< 1.
Thus, if we put
S(ω) :=
∫
G
φ2
(
|∑γ ĥ(γ)εγ(ω)γ(t)|
6 ||h||2
)
dt,
then
∫
Ω
S ≤ 1.
We let K(ω) :=
∣∣∣∣∣∣∑γ ĥ(γ)εγ(ω)γ∣∣∣∣∣∣
φ2
. By the definition we have
∫
G
φ2
(
|∑γ ĥ(γ)εγ(ω)γ(t)|
K(ω)
)
dt = e− 1 > 1.
If a ≥ 1 and f(x) = xa2−ax+a−1, then f(x) ≥ 0 for all x ≥ 1. Applying this with
x = exp(b2), for b ≥ 0 we have aφ2(b) ≤ φ2(ab) for a ≥ 1. Thus, if K(ω) ≥ 6 ||h||2,∫
G
K(ω)
6 ||h||2
φ2
(
|∑γ ĥ(γ)εγ(ω)γ(t)|
K(ω)
)
dt ≤ S(ω).
Hence, if K(ω) ≥ 6 ||h||2, K(ω) ≤ 6 ||h||2 S(ω).
By considering the set
{ω ∈ Ω : K(ω) ≥ 6 ||h||2}
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and its complement separately, we have∫
Ω
K ≤ 6 ||h||2 + 6 ||h||2
∫
Ω
S(ω) ≤ 12 ||h||2 ,
proving the claim.
By Theorem 2.2.7, we have∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
εγĥ(γ)k̂(γ)γ
∣∣∣∣∣
∣∣∣∣∣
∞
≤ C
∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ
ĥ(γ)εγγ
∣∣∣∣∣
∣∣∣∣∣
φ2
||k||ϕ2 ≤ 12C ||h||2 ||k||ϕ2
for some constant C.
Finally, we have an important result from Rider which is a key ingredient in the
proof of the main result of this chapter. The proof can be found in Rider’s original
paper [33] and a detailed proof can be found in [24].
Theorem 2.2.19 (Rider). [33] Consider the probability space (TΓ, P2), where P2 is
the Haar measure on TΓ. For each t = (tγ)γ∈Γ ∈ TΓ and γ ∈ Γ, let ωγ : TΓ → T be
given by ωγ(t) = tγ. Let Λ ⊂ Γ and assume there exists a constant C such that for
every f ∈ TrigΛ(G),∣∣∣∣∣∣fˆ ∣∣∣∣∣∣
`1
≤ C
∫
TΓ
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
f̂(γ)ωγ(t)γ(x)
∣∣∣∣∣
∣∣∣∣∣
C(G)
dt.
Then Λ is Sidon. Moreover, there exists a constant K such that the Sidon constant
of Λ is bounded by KC3.
2.2.3 Entropy numbers
Entropy integrations will be involved as an intermediate step during the proof of
the main theorem. We start with definitions.
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Definition 2.2.20. Suppose d is a pseudo-metric on G.
(1) The entropy number Nd(ε) is the minimum of the number of open ε-balls in
metric d needed to cover G.
(2) We let Md(ε) be the minimum integer n such that there exists a partition of G,
P1, ..., Pn, with each Pi having diameter at most ε.
(3) We say d is translation invariant if d(s, t) = d(sx, tx) for all s, t, x ∈ G.
Lemma 2.2.21. Let d, d1, d2, d3 be pseudo-metrics on G.
(1) For all ε > 0, we have Md(2ε) ≤ Nd(ε) ≤Md(ε).
(2) If there is some θ ∈ (0, 1) with
d3(s, t) ≤ d1(s, t)1−θd2(s, t)θ
for all s, t ∈ G, then for all ε1, ε2 > 0, Md3(ε1−θ1 εθ2) ≤Md1(ε1)Md2(ε2).
Proof. (1) It is clear from the definitions that Md(2ε) ≤ Nd(ε). To see that
Nd(ε) ≤ Md(ε), we let P1, ..., PMd(ε) be a partition of G, each of which has diameter
at most ε. Pick xi ∈ Pi for 1 ≤ i ≤ Md(ε). For ε > 0 and x ∈ G we let bε(x) be the
open ball of radius ε centered at x. Then, bε(xi) ⊃ Pi and hence
⋃Md(ε)
i=1 bε(xi) ⊃ G.
Thus, Nd(ε) ≤Md(ε).
(2) Let P1, ..., PMd1 (ε1) be a partition of (G, d1) where each Pi has diameter at most
ε1. Let Q1, ..., QMd2 (ε2) be a partition of (G, d2) where each Qj has diameter at most
ε2. Let s, t ∈ Pi
⋂
Qj. We have
d3(s, t) ≤ d1(s, t)1−θd2(s, t)θ ≤ ε1−θ1 εθ2.
Thus, each Pi
⋂
Qj in (G, d3) has diameter at most ε
1−θ
1 ε
θ
2 for 1 ≤ i ≤ Md1(ε1) and
1 ≤ j ≤Md2(ε2), proving (2).
Definition 2.2.22. Suppose d is a translation invariant pseudo-metric on G and e
is the identity in G. We let µd : R+ → [0, 1] be given by
µd(ε) := m({x ∈ G : d(x, e) < ε}).
We also let σd : [0, 1]→ R+ be the increasing rearrangement of d(x, e), that is,
σd(t) := sup {y : µd(y) < t} .
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Lemma 2.2.23. Suppose d, d1, d2, d3 are translation invariant pseudo-metrics on G.
Put σi := σdi for i = 1, 2, 3.
(1) For ε > 0,
µd(ε)
−1 ≤ Nd(ε) ≤ µd(ε/2)−1;
(2) If there exists θ ∈ (0, 1) such that
d3(x, y) ≤ d1(x, y)1−θd2(x, y)θ
for all x, y ∈ G, then
σ3(ts) ≤ 4σ1(t)1−θσ2(s)θ
for all s, t ∈ [0, 1].
Proof. (1) From the definitions, it is clear that Nd(ε)µd(ε) ≥ 1. Moreover, we
note that if we let Sd(ε) be the maximum number of points x1, ..., xSd(ε) such that
d(xi, xj) ≥ ε for all i 6= j, then Nd(ε) ≤ Sd(ε). Thus,
Nd(ε)µd(ε/2) ≤ Sd(ε)µd(ε/2) ≤ 1,
because the balls bε/2(xi), 1 ≤ i ≤ Sd(ε), are pairwise disjoint.
(2) We first show that for all ε1, ε2 > 0, we have
µd1(ε1/4)µd2(ε2/4) ≤ µd3(ε1−θ1 εθ2).
Indeed, from previous results, we have
µd1(ε1/4)
−1µd2(ε2/4)
−1 ≥ Nd1(ε1/2)Nd2(ε2/2) ≥Md1(ε1)Md2(ε2)
≥Md3(ε1−θ1 εθ2) ≥ Nd3(ε1−θ1 εθ2) ≥ µd3(ε1−θ1 εθ2)−1.
Now we suppose that for some s, t ∈ [0, 1], we have
σ3(ts) > (4σ1(t))
1−θ(4σ2(s))θ.
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Let y1, y2 ∈ [0, 1] be such that y1 > (4σ1(t))1−θ, y2 > (4σ2(s))θ and y1y2 < σ3(ts).
Then,
ts > µd3(y1y2) ≥ µd1(y1/(1−θ)1 /4)µd2(y1/θ2 /4) ≥ ts,
which is a contradiction.
Definition 2.2.24. Let d be a translation invariant pseudo-metric on G. For α > 1
we let
Jα(d) :=
∫ ∞
0
(logNd(r))
1/α dr
Kα(d) :=
∫ ∞
0
| log µd(r)|1/α dr
Iα(d) :=
∫ 1
0
σd(t)
t| log t|1−1/α dt.
Lemma 2.2.25. (1) Kα(d) ≤ Jα(d) ≤ 2Kα(d).
(2) Kα(d) <∞ if and only if Iα(d) <∞. If Iα(d) <∞, then Iα(d) = αKα(d).
Proof. (1) is clear from Lemma 2.2.23 (1). To see (2), we use integration by parts.
Since σd is the distribution function of µd,
Kα(d) =
∫ ∞
0
| log µd(r)|1/α dr =
∫ 1
0
| log t|1/α dσd(t).
From integration by parts, for δ > 0 we have∫ 1
δ
| log t|1/α dσd(t) =
[
σd(t)| log t|1/α
]1
δ
+
1
α
∫ 1
δ
σd(t)
t| log t|1−1/α dt.
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We let
F1(δ) :=
∫ 1
δ
| log t|1/α dσd(t)
F2(δ) := σd(δ)| log δ|1/α
F3(δ) :=
∫ 1
δ
σd(t)
t| log t|1−1/α dt.
If Iα(d) <∞, then limδ→0 F3(δ) <∞. Thus,
Kα(d) = lim
δ→0
F1(δ) ≤ lim
δ→0
F3(δ)/α <∞.
Moreover, we cannot have limδ→0 F2(δ) > 0, for then limδ→0 F3(δ) = ∞. Therefore
we have Kα(d) = Iα(d)/α.
Next, we suppose Kα(d) <∞. We note that for any δ > 0,
F3(δ)/α = F1(δ) + F2(δ)
≤ Kα(d) +
∫ σd(δ)
0
| log µd(r)|1/α dr
≤ 2Kα(d) <∞.
Thus, Iα(d) <∞.
Definition 2.2.26. Let 1 < p <∞ and q be the dual index to p. Given f ∈ L2(G)
with f̂ ∈ `p,1, we define a pseudo-metric on G by
dfp,1(s, t) :=
∣∣∣∣∣∣(f̂(γ)(γ(s)− γ(t))γ∈Γ∣∣∣∣∣∣
p,1
.
We let Np,1(x, f) := Ndfp,1
(x) and
Jp,1(f) :=
∫ ∞
0
(logNp,1(x, f))
1/q dx.
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Similarly, for f̂ ∈ `p, we define
dfp(s, t) :=
(∑
γ∈Γ
|f̂(γ)|p|γ(s)− γ(t)|p
)1/p
.
We let Np(x, f) := Ndfp (x) and let
Jp(f) :=
∫ ∞
0
(logNp(x, f))
1/q dx.
Remark 2.2.27. Let 1 < p < 2 with dual index q and f ∈ L2(G) with f̂ ∈ `p,1.
Using notations introduced in Definition 2.2.24 we have that
Jp,1(f) = Jq(d
f
p,1)
Jp(f) = Jq(d
f
p).
We next prove a result about the convergence of the entropy integration Jp(f).
Proposition 2.2.28. Suppose f ∈ C(G) with f̂ ∈ `1(Γ). Let 1 < p < ∞. Then
Jp(f) <∞ and, furthermore, there exists a constant Cp such that
Jp(f) ≤ Cp
∑
γ 6=0
|f̂(γ)|.
In order to prove Proposition 2.2.28 we first prove a lemma.
Lemma 2.2.29. [26] Let 1 < p < ∞ and (ak)k≥1 ∈ `1 be a non-increasing, non-
negative sequence. Define the section
B((ak)) := {(bk)k≥1 : |bk| ≤ ak} ⊂ `p.
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For ε > 0, we let H(ε, (ak)) be the minimum number of ε-balls in `p needed to cover
B((ak)). There exists a constant Cp, dependent on p, such that∫ ∞
0
log(H(r, (ak))
1/q dr ≤ Cp
∑
k≥0
ak,
where 1/p+ 1/q = 1.
Proof. Throughout the proof Cp will denote a constant, only dependent on p, that
may change from one occurrence to another. The main strategy for this proof
is to build epsilon dense sets of points for a rich set of epsilons for the section.
Actually, we will produce these for a larger section, B((ck)), defined similarly, whose
properties are easier to work with. The sequence (ck) ∈ `1 will be non-increasing,
non-negative and satisfy ak ≤ ck, ck ≤ 2ck+1 for k ≥ 2, and c1 ≥
(
1
2
∑∞
k=2 c
p
k
)1/p
.
Moreover,
∑∞
k=1 ck ≤ 5
∑∞
k=1 ak.
Indeed, we can construct such a sequence by putting c2 := max {a2, a1/2} and for
k > 2 define ck to be ck−1/2 if ak < ck−1/2 and otherwise define ck to be ak. Notice
that
∑
k≥2
ck ≤
∞∑
k=1
ak +
∞∑
k=1
( ∞∑
j=1
ak
2j
)
= 2
∞∑
k=1
ak.
We put
c1 := a1 + (
1
2
∞∑
k=2
cpk)
1/p.
It is easy to see (ck) has the specified properties.
Since ck ≤ 2ck+1, for n ≥ 2 we have( ∞∑
k=n
cpk
)1/p
≤ 2
( ∞∑
k=n+1
cpk
)1/p
. (2.0)
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For n ≥ 0, we define
δn :=
(
1
n+ 1
∞∑
k=n+1
cpk
)1/p
, εn :=
(
2
∞∑
k=n+1
cpk
)1/p
,
M(n) := min {n,max {k : ck ≥ δn}} .
Observe that δn is a decreasing sequence, M(n) is increasing and
δn ≤ εn/n1/p ≤ Cpδn (2.1)
for n ≥ 1. Moreover, since we have c1 ≥ δ1, {k : ck ≥ δn} 6= ∅ for all n ≥ 1.
For a fixed n ≥ 1, consider the following subset S((ck), n) in B((ck)), which consists
of the complex sequences (bk) with
bk =
{
jkδn + lkδni for some jk, lk ∈ Z if 1 ≤ k ≤M(n)
0 if k > M(n)
.
If (bk) ∈ S((ck), n), say bk = jkδn + lkδni, then for k ≤ M(n), |jk|, |lk| ≤ bck/δnc.
Hence,
|S((ck), n)| ≤
M(n)∏
k=1
4
(
ck
δn
+ 1
)2
.
Moreover, for every x ∈ B((ck)), since ck ≤ δn if M(n) + 1 ≤ k ≤ n, there exists
y ∈ S((ck), n) such that
||x− y||pp ≤M(n)
(√
2δn
2
)p
+
n∑
k=M(n)+1
cpk +
∞∑
k=n+1
cpk
≤ nδpn +
∞∑
k=n+1
cpk ≤ 2
∞∑
k=n+1
cpk.
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Hence, ||x− y||p ≤ εn and therefore,
logH(εn, (ck)) ≤ log
M(n)∏
k=1
4
(
ck
δn
+ 1
)2 ≤ log
16n M(n)∏
k=1
(
ck
δn
)2 =: T (n).
We have∫ ∞
0
(log(H(r, (ck)))
1/q dr =
∫ δ0
0
(log(H(r, (ck)))
1/q dr
≤
∞∑
n=1
(log(H(εn, (ck)))
1/q(εn−1 − εn)
≤
∞∑
n=1
T (n)1/q(εn−1 − εn)
= ε0T (1)
1/q +
∞∑
n=1
εn(T (n+ 1)
1/q − T (n)1/q). (2.2)
We note that ε0 ≤ 2 ||(ck)||p ≤ 2
∑∞
k=1 ck and one can check that
T (1) = log
(
16c21
δ21
)
= log
(
16
(
a1
δ1
+ 1
)2)
≤ log
(
16
(
21/pa1
c2
+ 1
)2)
≤ log(16(21/p · 2 + 1)2).
Since T (n) ≥ log(16n) ≥ n, we have
εn(T (n+ 1)
1/q − T (n)1/q) = εn
(
T (n+ 1)
T (n+ 1)1/p
− T (n)
T (n)1/p
)
≤ εnT (n+ 1)− T (n)
n1/p
≤ Cpδn(T (n+ 1)− T (n)), (2.3)
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because of Eq. (2.1). Also,
T (n+ 1)− T (n) = log
16( δn
δn+1
)2M(n) M(n+1)∏
k=M(n)+1
c2k
δ2n+1

= log(16) + 2M(n) log
(
δn
δn+1
)
+ 2
M(n+1)∑
k=M(n)+1
log
(
ck
δn+1
)
.
Observe that, if M(n) < n, we have
M(n+1)∑
k=M(n)+1
log
(
ck
δn+1
)
≤ (M(n+ 1)−M(n)) log
(
cM(n)+1
δn+1
)
≤ (M(n+ 1)−M(n)) log
(
δn
δn+1
)
.
Otherwise, if M(n) = n, then
M(n+1)∑
k=M(n)+1
log
(
ck
δn+1
)
≤ cn+1
δn+1
.
Hence, in general, we have
M(n+1)∑
k=M(n)+1
log
(
ck
δn+1
)
≤ (M(n+ 1)−M(n)) log
(
δn
δn+1
)
+
cn+1
δn+1
.
Therefore,
T (n+ 1)− T (n) ≤ log(16) + 2M(n+ 1) log
(
δn
δn+1
)
+
2cn+1
δn+1
≤ log(16) + 2M(n+ 1)
(
δn
δn+1
− 1
)
+
2cn+1
δn+1
. (2.4)
Eq. (2.0) implies δn ≤ Cpδn+1 and since M(n) ≤ n, we have
δn
(
2M(n+ 1)
(
δn
δn+1
− 1
)
+
2cn+1
δn+1
)
≤ Cp(n(δn − δn+1) + cn+1). (2.5)
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Hence, Eq. (2.4) and Eq. (2.5) imply
∞∑
n=1
δn(T (n+ 1)− T (n)) ≤ log(16)
∞∑
n=1
δn + Cp
∞∑
n=1
n(δn − δn+1) + Cp
∞∑
n=1
cn+1
≤ Cp
∞∑
n=1
(δn + cn).
It is known (see [2], Theorem 2) that
∞∑
n=1
δn ≤ Cp
∞∑
k=1
ck,
and hence,
∞∑
n=1
δn(T (n+ 1)− T (n)) ≤ Cp
∞∑
k=1
ck. (2.6)
Finally, by Eq. (2.2), Eq. (2.3), Eq. (2.6) and the definition of ε0, we have∫ ∞
0
log(H(r, (ak))
1/q dr ≤
∫ ∞
0
log(H(r, (ck))
1/q dr
≤ ε0T (1)1/q +
∞∑
n=1
εn(T (n+ 1)
1/q − T (n)1/q)
≤ ε0T (1)1/q + Cp
∞∑
n=1
δn(T (n+ 1)− T (n))
≤ Cp
∞∑
k=1
ck ≤ Cp
∞∑
k=1
ak.
Proof of Proposition 2.2.28. The proof is based on Lemma 2.2.29. Let (ak)k≥0 be
the non-increasing re-arrangement of (|f̂(γ)|)γ∈Γ and for ε > 0, let H(ε, (ak)) and
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B((ak)) be defined as in Lemma 2.2.29. Lemma 2.2.29 gives a constant Cp such that∫ ∞
0
log(H(ε, (ak))
1/q dε ≤ Cp
∑
k≥0
ak,
where 1/p+ 1/q = 1.
Let (γk)k≥0 be a rearrangement of Γ such that |f̂(γk)| = ak for k ≥ 0. Define
F : G → `p(C) by F (x) = (f̂(γk)γk(x))k≥0. Notice that F is an isometry from
(G, dfp) onto F (G) ⊂ `p(C).
We claim that for ε > 0, Np(2ε, f) ≤ H(ε, (ak)). Indeed, suppose ε > 0 and b1, ..., bn
are balls of radius ε in `p such that
⋃n
i=1 bi ⊃ B((ak)) ⊃ F (G). We choose (may
reorder if necessary) b1, ..., bm to be the ones with bi
⋂
F (G) 6= ∅ for 1 ≤ i ≤ m. Let
xi ∈ bi
⋂
F (G) and let (Bi)1≤i≤m be the balls of radius 2ε and centered at xi. We
have that
⋃m
i=1 Bi ⊃ F (G). Since F : G → F (G) is an isometry, we can cover G by
m balls of radius 2ε as well. Hence, Np(2ε, f) ≤ H(ε, (ak)).
Thus, we have
Jp(f) ≤ Cp
2
∑
γ∈Γ
|f̂(γ)|.
Finally, we let g ∈ C(G) such that ĝ(γ) = f̂(γ) for all γ 6= 0 and ĝ(1) = 0. We notice
that dgp = d
f
p and therefore we have
Jp(f) = Jp(g) ≤ Cp
2
∑
γ∈Γ
|ĝ(γ)| = Cp
2
∑
γ 6=0
|f̂(γ)|.
Next we prove an interpolation type result.
Proposition 2.2.30. Let 1 < r < p < 2. Let θ be given by 1
p
= 1−θ
r
+ θ
2
. There
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exists a constant Cθ such that for all f ∈ Trig(G) we have
Jp,1(f) ≤ KθJ2(f)θJr(f)1−θ.
Proof. Let q, s be given by 1/p + 1/q = 1 and 1/s + 1/r = 1. Since f ∈ Trig(G),
Proposition 2.2.28 implies Jr(f), J2(f) < ∞ and therefore by Lemma 2.2.25,
sKs(d
f
r ) = Is(d
f
r ) <∞ and 2K2(df2) = I2(df2) <∞.
From Proposition 2.2.14, for all s, t ∈ G and some constant Cθ,
dfp,1(s, t) ≤ Cθdfr (s, t)1−θdf2(s, t)θ.
Thus, by Lemma 2.2.23, for all s, t > 0,
σdfp,1
(ts) ≤ 4Cθσdfr (t)1−θσdf2 (s)
θ.
Using the previous inequality, the change of variable x = t2 and Holder’s inequality,
Iq(d
f
p,1) =
∫ 1
0
σdfp,1
(x)
x| log x|1/p dx =
∫ 1
0
σdfp,1
(t2)
t2| log t2|1/p2t dt
≤4 · 21/qCθ
∫ 1
0
(
σdfr (t)
)1−θ (
σdf2
(t)
)θ
t| log t| 1−θr + θ2
dt
≤4 · 21/qCθ
(∫ 1
0
σdfr (t)
t| log t|1/r dt
)1−θ(∫ 1
0
σdf2
(t)
t| log t|1/2 dt
)θ
=4 · 21/qCθ
(
Is(d
f
r )
)1−θ
(I2(d
f
2))
θ <∞.
Combined with the relationships of Lemma 2.2.25, this gives
Jp,1(f) = Jq(d
f
p,1) ≤
2
q
Iq(d
f
p,1) ≤
8
q
· 21/qCθ(Is(dfr ))1−θ(I2(df2))θ
=
8
q
· 21/q+θs1−θCθ(Ks(dfr ))1−θ(K2(df2))θ
≤ 8
q
· 21/q+θs1−θCθ(Js(dfr ))1−θ(J2(df2))θ
=
8
q
· 21/q+θs1−θCθ(Jr(f))1−θ(J2(f))θ,
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which shows the desired result with the constant in the statement of the Proposi-
tion 2.2.30 being 8
q
· 21/q+θs1−θCθ.
Finally, we will need to use Fernique’s classical inequality. A proof can be found
in [24] for example. Recall that (gγ)γ∈Γ is a collection of independent standard
Gaussian random variables on (Ω1, P1) indexed by Γ.
Theorem 2.2.31 (Fernique’s inequality). There exists a constant C such that for
all f ∈ Trig(G),
J2(f) + |f̂(0)| ≤ C
∫
Ω1
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
f̂(γ)gγγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
.
2.3 The main theorem
We state and prove the main theorem. Recall that the definitions of the entropy
integrals Jp(f) and Jp,1(f) are given in Definition 2.2.26. Recall that (εγ)γ∈Γ is a
collection of independent random variables on (Ω, P ) indexed by Γ such that each
εγ takes only values 1 and −1 with equal probability 1/2.
Theorem 2.3.1. Let Λ = {γn : n ∈ N} be a subset in Γ. The following are equiva-
lent.
(1) The set Λ is proportionally Sidon with bounded Sidon constant, which means
there exist constants C1 and δ1 > 0 such that for all finite subsets A ⊂ Λ, there exists
a Sidon set B ⊂ A such that S(B) ≤ C1 and |B| ≥ δ1|A|.
(2) There exists δ2 > 0 such that for every finite subset A ⊂ Λ we have∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
≥ δ2|A|.
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(3) For all p ∈ (1, 2] there exists some constant C3 such that for all finite A ⊂ Λ,∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
γ
∣∣∣∣∣
∣∣∣∣∣
φq
≤ C3|A|1/p.
(4) For all p ∈ (1, 2] there exists some constant C4 such that for all f ∈ TrigΛ(G) we
have ∑
γ∈Λ\{0}
|f̂(γ)| ≤ C4Jp,1(f).
(5) There exists some constant C5 such that for all f ∈ TrigΛ(G) we have∑
γ∈Λ\{0}
|f̂(γ)| ≤ C5J2(f).
(6) The set Λ is Sidon with Sidon constant bounded by C6.
Remark 2.3.2. The constants stated in Theorem 2.3.1 will be used later in this
thesis. In particular, given that (2) holds for δ2, we need to know a bound C6 for
the Sidon constant in (6) (in terms of δ2).
Assume (2) holds for δ2. During the proof of Theorem 2.3.1, we will show (3), (4), (5)
and (6) hold and the quantities C3, C4, C5 and C6 can be chosen in the following man-
ner (in terms of δ2) for some constants K(p) (or K(ξ) depending on ξ) independent
from δ2:
C3 = K(p)δ
−2/q
2 (q is the dual index to p in (3))
C4 = K(p)δ
−2/q
2 (q is the dual index to p in (4))
C5 = K(ξ)δ
−(1+ξ)
2
C6 = K(ξ)δ
−(3+ξ)
2 .
Note that (6) → (1) is obvious and therefore we will prove (1) → (2) → (3) →
(4)→ (5)→ (6) of Theorem 2.3.1.
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2.3.1 Proof of Theorem 2.3.1: (1)→ (2)→ (3)
Proof of Theorem 2.3.1 (1)→ (2)→ (3): (1) → (2): Fix a finite set A ⊂ Λ. From
(1), there exists a Sidon set B ⊂ A with S(B) ≤ C1 and |B| ≥ δ1|A|. Hence, for ω ∈
Ω, there exists µω ∈ M(G) such that µ̂ω(γ) = εγ(ω) for γ ∈ B and ||µω||M(G) ≤ C1.
We have
δ1|A| ≤ |B| = |
∑
γ∈B
γ(e)| =
∣∣∣∣∣
∣∣∣∣∣∑
γ∈B
γ
∣∣∣∣∣
∣∣∣∣∣
C(G)
=
∫
Ω
∣∣∣∣∣
∣∣∣∣∣µω ∗ (∑
γ∈B
εγγ)
∣∣∣∣∣
∣∣∣∣∣
C(G)
,
where the last equality is because of the definition of µ̂ω. As ||µω|| ≤ C1,∫
Ω
∣∣∣∣∣
∣∣∣∣∣µω ∗ (∑
γ∈B
εγγ)
∣∣∣∣∣
∣∣∣∣∣
C(G)
≤
∫
Ω
||µω||M(G)
∣∣∣∣∣
∣∣∣∣∣∑
γ∈B
εγγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
≤ C1
∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈B
εγγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
.
Notice that from Lemma 2.2.15 (take Φ(x) = x, X = (Ω, P ) and Y = (C(G), ||·||∞)
in Lemma 2.2.15) and the triangle inequality, we have
∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
=
1
2
∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
+
∫
Ω
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
γ∈B
εγγ +
∑
γ∈A\B
(−1)εγγ
∣∣∣∣∣∣
∣∣∣∣∣∣
C(G)

≥
∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈B
εγγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
.
Putting everything together, we get (2).
(2) → (3): Assume (2). We first show (3) in the case that p = 2. From Proposi-
tion 2.2.18, for all g ∈ Lϕ2(G) and any finite subset A ⊂ Λ, we have∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγ ĝ(γ)γ
∣∣∣∣∣
∣∣∣∣∣
C(G)
≤ C|A|1/2 ||g||ϕ2 .
By assumption (2) and Proposition 2.2.16 (2) (take Φ(x) = x, X = (Ω, P ) and
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Y = (C(G), ||·||∞) as in Proposition 2.2.16), there exists δ2 > 0 such that
δ2|A|min
γ∈A
|ĝ(γ)| ≤ min
γ∈A
|ĝ(γ)|
∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
≤ 2
∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγ ĝ(γ)γ
∣∣∣∣∣
∣∣∣∣∣
C(G)
≤ 2C|A|1/2 ||g||ϕ2 .
Hence,
|A|1/2 min
γ∈A
|ĝ(γ)| ≤ 2Cδ−12 ||g||ϕ2 .
Next, we reorder A so that A = {γj : 1 ≤ j ≤ |A|} and |ĝ(γj1)| ≥ |ĝ(γj2)| if j1 ≤ j2.
Applying the argument above to each Aj := {γk : 1 ≤ k ≤ j}, we have
j1/2|ĝ(γj)| ≤ 2Cδ−12 ||g||ϕ2
for all 1 ≤ j ≤ |A|. Hence,
|A|∑
j=1
|ĝ(γj)| ≤ 2Cδ−12
 |A|∑
j=1
j−1/2
 ||g||ϕ2 ≤ 4Cδ−12 |A|1/2 ||g||ϕ2 .
Hence, by Theorem 2.2.6 and the definition of the ϕ∗2 norm,∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
γ−1
∣∣∣∣∣
∣∣∣∣∣
φ2
≤
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
γ−1
∣∣∣∣∣
∣∣∣∣∣
ϕ∗2
= sup
||g||ϕ2≤1
∣∣∣∣∣
∫
G
(
∑
γ∈A
γ−1)g
∣∣∣∣∣
= sup
||g||ϕ2≤1
∣∣∣∣∣∑
γ∈A
ĝ(γ)
∣∣∣∣∣ ≤ 4Cδ−12 |A|1/2,
proving the case for p = 2.
Next, we deal with p ∈ (1, 2). We let p ∈ (1, 2) and q be such that 1/p+1/q = 1. By
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the interpolation property of Orlicz norms (Proposition 2.2.8) and taking θ = 2/q,∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
γ
∣∣∣∣∣
∣∣∣∣∣
φq
≤
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
γ
∣∣∣∣∣
∣∣∣∣∣
θ
φ2
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
γ
∣∣∣∣∣
∣∣∣∣∣
1−θ
C(G)
≤ (4Cδ−12 |A|1/2)θ|A|1−θ = (4Cδ−12 )θ|A|1/p,
proving (3) with C3 = K(p)δ
−2/q
2 .
2.3.2 Proof of Theorem 2.3.1: (3)→ (4)
Next we prove (3) → (4). This is a critical step because we are going to transit to
the entropy integration. We need the following variation of Dudley’s Theorem [7].
Proposition 2.3.3. Let d be a pseudo-metric on G, 2 ≤ q < ∞ and f ∈ Trig(G).
Suppose that
∫∞
0
(logNd(r))
1/q dr < ∞ and for all s, t ∈ G, ||ft − fs||φq ≤ d(s, t),
where ft(x) = f(x+ t). Then,
sup
x,y∈G
|f(x)− f(y)| ≤ Dq
∫ ∞
0
(logNd(r))
1/q dr
for some constant Dq.
Proof. Let D be the diameter of G with respect to d and δn := D4
−n for n ≥ 0.
Let Nn := Nd(δn). For each n ∈ N, there exist a partition (Aj,n)j≤Nn of G and
zj,n ∈ Aj,n such that the diameter of each Aj,n is at most 2δn.
We let
fnt (x) :=
∑
j≤Nn
1Aj,n(t)fzj,n(x)
and notice that f 0t (x) = fz1,0(x). Since f is continuous, f
n
t (x)→ ft(x) as n tends to
infinity for each t, x ∈ G and therefore
ft(x) = f
0
t (x) +
∑
n≥1
(
fnt (x)− fn−1t (x)
)
.
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Hence, for all a ∈ G,
sup
x,y∈G
|f(x)− f(y)| = sup
t,s∈G
|ft(a)− fs(a)|
≤ 2
∑
n≥1
sup
t∈G
|fnt (a)− fn−1t (a)|
= 2
∑
n≥1
sup
(i,j)∈Λn
|fzi,n(a)− fzj,n−1(a)|,
where Λn ⊂ {1, ..., Nn} × {1, ..., Nn−1} and (i, j) ∈ Λn exactly when Ai,n
⋂
Aj,n−1 is
non-empty.
We next claim that∫
G
sup
(i,j)∈Λn
|fzi,n − fzj,n−1| ≤ φ−1q (2|Λn|) sup
(i,j)∈Λn
∣∣∣∣fzi,n − fzj,n−1∣∣∣∣φq .
Indeed, we may assume sup(i,j)∈Λn
∣∣∣∣fzi,n − fzj,n−1∣∣∣∣φq ≤ 1, which means∫
G
φq(|fzi,n − fzj,n−1|) ≤ e− 1.
Since φq is convex and increasing, by Jensen’s inequality we have
φq
(∫
G
sup
(i,j)∈Λn
|fzi,n − fzj,n−1 |
)
≤
∫
G
φq
(
sup
(i,j)∈Λn
|fzi,n − fzj,n−1|
)
=
∫
G
sup
(i,j)∈Λn
φq
(|fzi,n − fzj,n−1|)
≤
∫
G
∑
(i,j)∈Λn
φq(|fzi,n − fzj,n−1|)
≤ |Λn|(e− 1) ≤ 2|Λn|.
Hence,
∫
G
sup(i,j)∈Λn |fzi,n − fzj,n−1| ≤ φ−1q (2|Λn|), proving the claim.
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Thus, we have
sup
x,y∈G
|f(x)− f(y)| =
∫
G
sup
t,s∈G
|ft − fs|
≤ 2
∫
G
∑
n≥1
sup
(i,j)∈Λn
|fzi,n − fzj,n−1|
≤ 2
∑
n≥1
φ−1q (2|Λn|) sup
(i,j)∈Λn
∣∣∣∣fzi,n − fzj,n−1∣∣∣∣φq .
We also note that
φ−1q (2|Λn|) ≤ φ−1q (2N2n) ≤ 41/q(logNn)1/q.
For all (i, j) ∈ Λn and t ∈ Ai,n
⋂
Aj,n−1, we have∣∣∣∣fzi,n − fzj,n−1∣∣∣∣φq ≤ ∣∣∣∣fzi,n − ft∣∣∣∣φq + ∣∣∣∣fzj,n−1 − ft∣∣∣∣φq
≤ d(zi,n, t) + d(zj,n−1, t) ≤ 2D4−(n−1).
Hence,
sup
x,y∈G
|f(x)− f(y)| ≤ 4 · 41/q
∑
n≥1
D4−(n−1)(logNn)1/q
=
44
3
· 41/q
∑
n≥1
3D
4
4−(n+1)(logNd(D4−n))1/q
≤ 4
4
3
· 41/q
∑
n≥1
∫ D4−n
D4−(n+1)
(logNd(r))
1/q dr
≤ 4
4
3
· 41/q
∫ ∞
0
(logNd(r))
1/q dr.
We are now ready to prove (3)→ (4) in Theorem 2.3.1.
Proof of Theorem 2.3.1: (3)→ (4). Let p ∈ (1, 2] and C = C3 be as given in (3).
The triangle inequality and (3) gives that for all finite sets A ⊂ Λ and for hγ = ±1,
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we have ∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
hγγ
∣∣∣∣∣
∣∣∣∣∣
φq
≤
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
hγ=1
γ
∣∣∣∣∣∣
∣∣∣∣∣∣
φq
+
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
hγ=−1
−γ
∣∣∣∣∣∣
∣∣∣∣∣∣
φq
≤ 2C|A|1/p.
By Proposition 2.2.17, for |αγ| = 1,
sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
αγεγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
≤ 2 sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
.
Thus, whenever |αγ| = 1 and A ⊂ Λ, then∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
αγγ
∣∣∣∣∣
∣∣∣∣∣
φq
≤ sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
αγεγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
≤ 2 sup
ω∈Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγ(ω)γ
∣∣∣∣∣
∣∣∣∣∣
φq
≤ 4C|A|1/p. (2.7)
Let f ∈ TrigA(G) and ξγ ∈ T be such that ξγ fˆ(γ) = |fˆ(γ)|. We denote
g :=
∑
γ∈A
ξγ fˆ(γ)γ =
∑
γ∈A
|fˆ(γ)|γ.
Since (ξγ fˆ(γ))γ∈A is a positive sequence, we decompose it, as explained in Re-
mark 2.2.13, by
ξγ fˆ(γ) =
|A|∑
i=1
λi
||1Ai ||p,1
1Ai(γ),
so that
||ĝ||p,1 =
|A|∑
i=1
λi,
where here Ai are suitable subsets in A and λi are positive real numbers. (For the
definition of the ||·||p,1 norm we direct the reader to Definition 2.2.11.)
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As shown in Remark 2.2.13 and Example 2.2.12, we have
∣∣∣∣∣∣f̂ ∣∣∣∣∣∣
p,1
= ||ĝ||p,1 =
|A|∑
i=1
λi =
|A|∑
i=1
λi
||1Ai||p,1
||1Ai ||p,1 ≥
|A|∑
i=1
λi
||1Ai ||p,1
|Ai|1/p.
Thus, by (2.7),
∣∣∣∣∣∣f̂ ∣∣∣∣∣∣
p,1
≥ (4C)−1
 |A|∑
i=1
λi
||1Ai||p,1
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Ai
ξ−1γ γ
∣∣∣∣∣
∣∣∣∣∣
φq
 .
The triangle inequality implies
||f ||φq =
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
γ∈A
|A|∑
i=1
λi
||1Ai ||p,1
ξ−1γ 1Ai(γ)γ
∣∣∣∣∣∣
∣∣∣∣∣∣
φq
≤
 |A|∑
i=1
λi
||1Ai ||p,1
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Ai
ξ−1γ γ
∣∣∣∣∣
∣∣∣∣∣
φq
 ≤ 4C ∣∣∣∣∣∣f̂ ∣∣∣∣∣∣
p,1
. (2.8)
We recall that for a ∈ G, ga(x) = g(x + a) and we direct the reader to Defini-
tion 2.2.26 for the definitions of Jp,1(f) and the d
f
p,1 pseudo metric, which we will
now use.
The inequality Eq. (2.8) above holds for all f ∈ TrigA(G). Since g ∈ TrigA(G), it is
easy to see that for all s, t ∈ G we have gs − gt ∈ TrigA(G). Applying Eq. (2.8) to
gs − gt gives
||gs − gt||φq ≤ 4C ||ĝs − ĝt||p,1 = 4Cdfp,1(s, t).
Since f ∈ Trig(G), Proposition 2.2.28 implies Ju(f) < ∞ for all u > 1. Hence, we
have Jp,1(f) <∞ from Proposition 2.2.30. Thus, by Proposition 2.3.3, we have
sup
x,y∈G
|g(x)− g(y)| ≤ 4CDqJp,1(f).
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Notice that∑
γ∈Λ\{0}
|f̂(γ)| =
∑
γ∈Λ\{0}
ĝ(γ) =
∑
γ∈Γ
ĝ(γ)− ĝ(0) = g(e)−
∫
G
g(y) dm(y)
≤ sup
x∈G
∣∣∣∣g(x)− ∫ g(y) dm(y)∣∣∣∣ ≤ sup
x,y∈G
|g(x)− g(y)|.
Hence, ∑
γ∈Λ\{0}
|f̂(γ)| ≤ 4CDqJp,1(f),
proving (4) with C4 = 4DqC3 = K(p)δ
−2/q
2 .
It remains to show (4) implies (5) and (5) implies (6) because (6) implies (1) is trivial.
2.3.3 Proof of Theorem 2.3.1: (4)→ (5)→ (6)
We first prove a lemma. Recall that (gγ)γ∈Γ is a collection of independent stan-
dard Gaussian random variables indexed by Γ on a probability space (Ω1, P1).
We let ωγ on (TΓ, P2) be given as in Rider’s theorem (Theorem 2.2.19). We
continue to let (εγ)γ∈Γ be a collection of independent random variables on (Ω, P )
indexed by Γ such that each εγ takes only values 1 and −1 with equal probability 1/2.
Lemma 2.3.4. (1) Given C > 0 and ξ > 0, there exists a constant C1 = K(ξ)C
ξ
such that
∫
Ω1
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
f̂(γ)gγγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
dP1 ≤
∣∣∣∣∣∣f̂ ∣∣∣∣∣∣
`1
C
+ C1
∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
f̂(γ)εγγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
dP
for all f ∈ Trig(G).
(2) For all f ∈ Trig(G),∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγ f̂(γ)γ
∣∣∣∣∣
∣∣∣∣∣
C(G)
dP ≤ 2
∫
TΓ
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
ωγ f̂(γ)γ
∣∣∣∣∣
∣∣∣∣∣
C(G)
dP2.
55
Proof. (1) Given C > 0, we let C1 > 0 be large enough that∫
Ω1
|gγ|1{|gγ |>C1} dP1 ≤ 1/C
for all γ ∈ Γ. Later we will see such C1 exists and consider the size of C1.
For each γ ∈ Γ, we put g′γ := gγ1{|gγ |>C1} and g′′γ := gγ − g′γ. From the symmetry of
the Gaussian distribution we note that∫
Ω1
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
f̂(γ)g′′γγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
dP1 =
∫
Ω
∫
Ω1
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
f̂(γ)εγg
′′
γγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
dP1 dP
=
∫
Ω1
∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
f̂(γ)εγg
′′
γγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
dP
 dP1.
As |g′′γ | ≤ C1, Proposition 2.2.16 (1) implies
∫
Ω1
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
f̂(γ)g′′γγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
dP1 ≤
∫
Ω1
∫
Ω
C1
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
f̂(γ)εγγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
dP
 dP1
= C1
∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγ f̂(γ)γ
∣∣∣∣∣
∣∣∣∣∣
C(G)
dP.
Hence,∫
Ω1
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
f̂(γ)gγγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
≤
∫
Ω1
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
f̂(γ)g′γγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
+
∫
Ω1
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
f̂(γ)g′′γγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
≤
∑
γ∈A
|f̂(γ)|
∫
Ω1
|g′γ|+ C1
∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγ f̂(γ)γ
∣∣∣∣∣
∣∣∣∣∣
C(G)
≤
∣∣∣∣∣∣fˆ ∣∣∣∣∣∣
`1
C
+ C1
∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγ f̂(γ)γ
∣∣∣∣∣
∣∣∣∣∣
C(G)
.
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We now consider the size of C1. Indeed, we have∫
Ω1
|gγ|1{|gγ |>C1} dP1 = C1P1({|gγ| > C1}) +
∫ ∞
C1
P1({|gγ| > t}) dt.
Since gγ is Gaussian, it is well-known that for x ∈ R+, P1({|gγ| > x}) ≤ 2e−x2/2.
Hence, ∫
Ω1
|gγ|1{|gγ |>C1} dP1 ≤ 2C1e−C
2
1/2 + 2
∫ ∞
C1
e−t
2/2 dt.
Since both e−x
2/2 and
∫∞
x
e−t
2/2 dt decay more rapidly than any power of x−1, for all
ξ > 0 there exists K(ξ) such that
2xe−x
2/2 + 2
∫ ∞
x
e−t
2/2 dt ≤ K(ξ)x−1/ξ
for all x > 0. Hence, we can make C1 = K(ξ)
ξCξ and∫
Ω1
|gγ|1{|gγ |>C1} dP1 ≤ K(ξ)C−1/ξ1 = 1/C.
(2) From Proposition 2.2.16 and the symmetry of (ωγ)γ, we have∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγ f̂(γ)γ
∣∣∣∣∣
∣∣∣∣∣
C(G)
dP ≤ 2
∫
TΓ
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
ωγ f̂(γ)γ
∣∣∣∣∣
∣∣∣∣∣
C(G)
dP2.
Proof of Theorem 2.3.1 (4)→ (5)→ (6): (4) → (5): Let p ∈ (1, 2) and C4 > 0 be
given in (4). We invoke Proposition 2.2.30 and Proposition 2.2.28. From (4) and
Proposition 2.2.30, for f ∈ TrigΛ(G) we have∑
γ∈Λ\{0}
|f̂(γ)| ≤ C4Jp,1(f) ≤ C4KθJ2(f)θJr(f)1−θ,
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where 1 < r < p < 2 and 1
p
= 1−θ
r
+ θ
2
. As f̂ ∈ `1, Proposition 2.2.28 then shows∑
γ∈Λ\{0}
|f̂(γ)| ≤ C4KθJ2(f)θ(Cr
∑
γ∈Λ\{0}
|f̂(γ)|)1−θ.
Thus, ∑
γ∈Λ\{0}
|f̂(γ)| ≤ (C4KθC1−θr )1/θJ2(f).
Recall that C4 = K(p)δ
−2/q
2 , and therefore we have that the constant in (5), C5, is
K(p, r)(δ2)
−2/(qθ), where q is the dual index to p and, as stated above, θ is given by
1
p
= 1−θ
r
+ θ
2
for r ∈ (1, p). We note
2
qθ
=
(p− 1)(2− r)
p− r .
One can easily check that if we let r → 1, 2
qθ
decreases to 1.
Hence, C5 is K(ξ)(δ2)
−(1+ξ) for ξ > 0.
To show (5) → (6) we start from Fernique’s inequality (Theorem 2.2.31). Then
we use probabilistic arguments to change the Gaussian random variables to the
random variables on TΓ so that the Rider’s Theorem (Theorem 2.2.19) can be applied.
(5)→ (6): Fix some f ∈ TrigΛ(G) and let A ⊂ Λ be the support of f̂ . From (5) and
Fernique’s inequality (Theorem 2.2.31) we have that
∣∣∣∣∣∣fˆ ∣∣∣∣∣∣
`1
≤ C5J2(f) + |fˆ(0)| ≤ C5
∫
Ω1
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
f̂(γ)gγγ
∣∣∣∣∣
∣∣∣∣∣
∞
(2.9)
for the constant C5 coming from (5).
From Lemma 2.3.4 (1), we obtain a constant c, depending on C5, such that
∫
Ω1
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
f̂(γ)gγγ
∣∣∣∣∣
∣∣∣∣∣
∞
≤
∣∣∣∣∣∣f̂ ∣∣∣∣∣∣
`1
2C5
+ c
∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
f̂(γ)εγγ
∣∣∣∣∣
∣∣∣∣∣
∞
. (2.10)
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Combining Eq. (2.9) and Eq. (2.10) with Lemma 2.3.4 (2), we have
∣∣∣∣∣∣fˆ ∣∣∣∣∣∣
`1
≤ C5
∫
Ω1
∣∣∣∣∣
∣∣∣∣∣∑
γ∈Γ
f̂(γ)gγγ
∣∣∣∣∣
∣∣∣∣∣
∞
≤ 1
2
∣∣∣∣∣∣fˆ ∣∣∣∣∣∣
`1
+ C5c
∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγ f̂(γ)γ
∣∣∣∣∣
∣∣∣∣∣
C(G)
≤ 1
2
∣∣∣∣∣∣fˆ ∣∣∣∣∣∣
`1
+ 2C5c
∫
TΓ
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
ωγ f̂(γ)γ
∣∣∣∣∣
∣∣∣∣∣
C(G)
.
Therefore, we have
∣∣∣∣∣∣fˆ ∣∣∣∣∣∣
`1
≤ 4C5c
∫
TΓ
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
ωγ f̂(γ)γ
∣∣∣∣∣
∣∣∣∣∣
C(G)
and hence by Rider’s theorem (Theorem 2.2.19), Λ is Sidon.
Lastly, Rider’s Theorem gives that the Sidon constant is bounded by K(C5c)
3. Recall
that, for ξ > 0, C5 is K(ξ)(δ2)
−(1+ξ) and from Lemma 2.3.4 (1), c can be made of size
K(ξ)Cξ5 . Hence, we can make C6 = K(ξ)δ
−(3+ξ)
2 , as we claimed in Remark 2.3.2.
Finally, we repeat this quantitative corollary from the proof of Theorem 2.3.1 for
later use.
Corollary 2.3.5. Suppose Λ ⊂ Γ, and for some δ > 0 we have that for any finite
A ⊂ Λ, ∫
Ω
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
≥ δ|A|.
Then Λ is Sidon with Sidon constant of K(ξ)δ−(3+ξ) for any ξ > 0.
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Chapter 3
New Characterizations of Sidon
Sets
3.1 Introduction
One of the central open problems about Sidon sets is whether Sidon sets can be
decomposed into a finite union of more special sets. As we mentioned in chapter 1,
there has not been much progress towards solving this problem. The best positive
result is due to Bourgain, who proved that every Sidon set is a finite union of
n-length independent sets [3].
Definition 3.1.1. Let n ∈ N and E ⊂ Γ. We say that E is n-length independent
if whenever k ∈ N, γ1, ..., γk ∈ E are distinct and m1, ...,mk ∈ {0,±1} satisfy∑k
i=1 |mi| ≤ n, then
∏k
i=1 γ
mi
i = 1 implies γ
mi
i = 1 for all 1 ≤ i ≤ k.
Theorem 3.1.2. For each n ∈ N, a Sidon set E ⊂ Γ is a finite union of n-length
independent sets.
Unfortunately, Theorem 3.1.2 is not very profound because the notion of n-length
independence is relatively weak in nature.
Researchers have therefore considered the notion of proportionality. Bourgain and
Pisier ([4], [5], [29]) proved one of the most important results about Sidon sets:
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Sidonicity can be characterized by proportional quasi-independence. In light of
this, it is natural to wonder whether a Sidon set is related to stronger notions of
independence in terms of proportionality. One way to strengthen quasi-independence
is the notion of n-degree independence.
Definition 3.1.3. Let n ∈ N and E ⊂ Γ. We say that E is n-degree independent
if whenever k ∈ N, γ1, ..., γk ∈ E are distinct and m1, ...,mk are integers with
|mi| ≤ n, then
∏k
i=1 γ
mi
i = 1 implies γ
mi
i = 1 for all 1 ≤ i ≤ k.
Remark 3.1.4. (1) 1-degree independence and 2-degree independence are usually
known as quasi-independence and dissociateness.
(2) A set is independent if it is n-degree independent for all n ≥ 1.
(3) n-degree independence is much stronger than n-length independence. In fact,
even a quasi-independent set (1-degree independent) is n-length independent for all
n ≥ 1.
One of our main results in this thesis, proven in section 3.2, is the following.
Theorem 3.1.5. Suppose E ⊂ Γ\ {1} is Sidon and n ∈ N. Suppose Γ contains no
non-trivial elements of order less or equal to n. There exists δ > 0 such that for
all finite A ⊂ E, there exists an n-degree independent subset A′ ⊂ A with |A′| ≥ δ|A|.
Remark 3.1.6. (1) Taking n = 1 in Theorem 3.1.5 gives Bourgain and Pisier’s
quasi-independence characterization of Sidon sets.
(2) When Γ is torsion-free, Theorem 3.1.5 implies there are proportional n-degree
independent subsets for all n.
Pisier [29] introduced probabilistic techniques to prove Sidon sets are proportional
quasi-independent. We will upgrade his techniques to prove Theorem 3.1.5. Once
we obtain this, we will use a Riesz product construction to prove another one of the
main results of this thesis (Theorem 3.3.1), that a Sidon set in a torsion-free group
is even proportional Sidon with Sidon constants arbitrarily close to 1, the minimum
possible value.
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In the case that Γ has torsion, it is not realistic to expect a Sidon set is propor-
tional Sidon with Sidon constants arbitrarily close to 1 because in this case even an
independent set of two elements can have Sidon constant above 1 (Proposition 3.3.6).
Pisier also proved that the Sidon property is equivalent to the “ε-net condition”.
Definition 3.1.7. Let ε1, ε2 > 0. We say the subset E ⊂ Γ satisfies the (ε1, ε2)-net
condition if for any finite subset F ⊂ E there exists A ⊂ G such that |A| ≥ 2ε1|F |
and
sup
γ∈F
|γ(x)− γ(y)| ≥ ε2
for all x 6= y ∈ A. When ε1 = ε2 = ε, E is said to satisfy the ε-net condition.
Notice that the (ε1, ε2)-net condition is more demanding when ε1 and ε2 increase.
Naturally, the (ε1, ε2)-net condition is not achievable when ε2 > 2.
The following theorem is proved by Pisier in [31].
Theorem 3.1.8. A subset E ⊂ Γ is Sidon if and only if E satisfies the ε-net
condition for some ε > 0.
We will strengthen this by proving that in the torsion-free case, a Sidon set can sat-
isfy the (ε1, ε2)-condition for ε2 arbitrarily close to 2 (Theorem 3.4.2). This uses our
Theorem 3.1.5. In the torsion case it is not realistic to expect this result. For exam-
ple, in the group Z∞3 any subset can only satisfy the (ε1, ε2)-condition for ε2 up to
√
3.
Finally, we will use the techniques introduced in chapter 2 to estimate an upper
bound of the Sidon constant of a set satisfying the ε-net condition (Corollary 3.4.7).
Our estimation greatly improves the result in [24].
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3.2 Sidon sets are proportionally n-degree inde-
pendent
In this section we will show Sidon sets in a torsion-free group, for example, are
proportionally n-degree independent for all n ∈ N. We start with some preliminary
results.
Lemma 3.2.1. Suppose E ⊂ Γ\ {1} is Sidon. There exists a constant K, depending
only on E, such that for all finite A ⊂ E and real numbers (αγ)γ∈A, we have∫
exp
(∑
γ∈A
αγ<(γ)
)
≤ exp
(
K
∑
γ∈A
α2γ
)
.
Proof. Let A ⊂ E be a finite set. We let f := ∑γ∈A αγγ and M := 2S(E) where
S(E) is the Sidon constant of E.
By Theorem 1.3.8, ||f ||k ≤M
√
k ||f ||2 for all k ≥ 2. Using this gives∫
G
exp
(∑
γ∈A
αγ<(γ)
)
dm =
∑
k≥0
∫
(
∑
γ∈A αγ<(γ))k
k!
dm
=
∑
k≥2
∫
(
∑
γ∈A αγ<(γ))k
k!
dm+ 1 ≤
∑
k≥2
∫ |f |k
k!
dm+ 1
=
∑
k≥2
||f ||kk
k!
+ 1 ≤
∑
k≥2
(M
√
k ||f ||2)k
k!
+ 1
=
∑
p≥1
(M
√
2p ||f ||2)2p
(2p)!
+
∑
p≥1
(M
√
2p+ 1 ||f ||2)2p+1
(2p+ 1)!
+ 1.
We let L := max {M + 1, 4}. Then, since pp ≤ (2p)(2p− 1)...(p+ 1),
(M
√
2p ||f ||2)2p
(2p)!
≤ (2LM
2 ||f ||22)p
(M + 1)p!
.
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Thus, ∑
p≥1
(M
√
2p ||f ||2)2p
(2p)!
≤ 1
M + 1
exp(2LM2 ||f ||22)−
1
M + 1
.
Moreover, we also have
(M
√
2p+ 1 ||f ||2)2p+1
(2p+ 1)!
≤ M ||f ||2
M + 1
(2LM2 ||f ||22)p
p!
.
Hence, ∑
p≥1
(M
√
2p+ 1 ||f ||2)2p+1
(2p+ 1)!
≤ M ||f ||2
M + 1
exp(2LM2 ||f ||22)−
M ||f ||2
M + 1
.
We therefore have∫
exp
(∑
γ∈A
αγ<(γ)
)
dm ≤ 1 +M ||f ||2
M + 1
exp(2LM2 ||f ||22) +
M −M ||f ||2
M + 1
.
Hence, if ||f ||2 ≥ 1,∫
exp
(∑
γ∈A
αγ<(γ)
)
dm ≤ (1 +M ||f ||2) exp(2LM2 ||f ||22) ≤ exp(4LM2 ||f ||22).
Otherwise ||f ||2 < 1, and we have∫
exp
(∑
γ∈A
αγ<(γ)
)
dm ≤
(
1 +M ||f ||2
M + 1
+
M −M ||f ||2
M + 1
)
exp(2LM2 ||f ||22)
= exp(2LM2 ||f ||22).
Hence, in general we have∫
exp
(∑
γ∈A
αγ<(γ)
)
dm ≤ exp(4LM2 ||f ||22).
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Notation 3.2.2. Let E ⊂ Γ be a subset. For k ≥ 1 we let
Ek :=
{
γk : γ ∈ E}
and
E(k) :=
k⋃
i=1
Ei.
Lemma 3.2.3. Suppose E ⊂ Γ is a Sidon set.
(1) Let n ∈ N. If Γ has no elements of order less or equal to n, then for all 1 ≤ k ≤ n,
Ek is Sidon with the same Sidon constant as E.
(2) If Γ is torsion-free, then for all k ∈ N the set Ek is also Sidon with the same
Sidon constant as E.
Proof. (1) We first claim that for all 1 ≤ k ≤ n and x ∈ G there exists y ∈ G such
that yk = x. Indeed, consider the map fk : G → G given by fk(x) = xk. If fk is
not onto, then fk(G) is a compact subgroup of G and ̂G/fk(G) is non-trivial. This
means fk(G) has non-trivial annihilator, which contradicts that Γ has no elements
of order less or equal to n.
Since E is Sidon with Sidon constant C,
∑
γ∈E |f̂(γ)| ≤ C ||f ||∞ for all f ∈ TrigE(G).
Let g ∈ TrigEk(G). By the claim above, if we let g1 ∈ TrigE(G) be given by g1 =∑
γ∈E ĝ(γ
k)γ, then ||g1||∞ = ||g||∞. Hence,∑
γ∈Ek
|ĝ(γ)| =
∑
γ∈E
|ĝ1(γ)| ≤ C ||g1||∞ = C ||g||∞ .
This shows Ek is also a Sidon set with Sidon constant bounded by C. It is even
easier to see Ek has Sidon constant at least C and hence we have equality.
(2) This follows immediately from (1).
Lemma 3.2.4. Suppose E ⊂ Γ\ {1} is Sidon, n ∈ N and Γ contains no non-trivial
elements of order less than or equal to n. Then there exists a constant Kn, depending
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only on n and the Sidon constants of Ek, 1 ≤ k ≤ n, such that for all λ ∈ (0, 1/n)
and finite A ⊂ E, ∫ ∏
γ∈A
(
1 + λ
n∑
k=1
<(γk)
)
≤ exp(Kn|A|n3λ2).
Proof. Let A ⊂ E be a finite set and λ ∈ (0, 1/n). Since 0 < 1 + x ≤ exp(x) for
x ∈ (−1,∞), we have∫ ∏
γ∈A
(
1 + λ
n∑
k=1
<(γk)
)
≤
∫
exp
(
λ
∑
γ∈A
n∑
k=1
<(γk)
)
.
Using the notations in Notation 3.2.2, we write∑
γ∈A
∑
1≤k≤n
<(γk) =
∑
β∈A(n)
aβ<(β).
Note that the coefficients aβ satisfy 0 ≤ aβ ≤ 2n, since the assumption that Γ
contains no elements of order ≤ n ensures that <(γk) = <(χk) for γ, χ ∈ A and
k ≤ n only if γ = χ or χ. As a finite union of Sidon sets is Sidon (Theorem 1.3.9)
with Sidon constant depending only on the Sidon constants of the individual sets and
the number of sets in the union, Lemma 3.2.3 implies A(n) is Sidon with Sidon con-
stant bounded by that of E(n), which depends only on the Sidon constant of E and n.
We invoke Lemma 3.2.1 to see there exists a constant Kn such that∫
exp(λ
∑
γ∈A
n∑
k=1
<(γk)) =
∫
exp(λ
∑
β∈A(n)
αβ<(β))
≤ exp(Kn|A(n)|n2λ2) ≤ exp(Kn|A|n3λ2).
We now prove our main result.
Proof of Theorem 3.1.5. Firstly, we notice that we only need to prove Theorem 3.1.5
for subsets A with |A| > C for some large C and obtain the proportion δ′, because
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we can then prove Theorem 3.1.5 by making δ := min {1/C, δ′}.
Fix n ∈ N. For a finite subset F ⊂ E, we let
Rn(F ) :=
∣∣∣∣∣
{
(ξγ)γ∈F ∈ {−n, ...,−1, 0, 1, ..., n}F :
∏
γ∈F
γξγ = 1
}∣∣∣∣∣ .
We first claim that if E is Sidon, then there exist constants δn > 0 and αn > 0
such that for all finite subsets A ⊂ E, there exists A′ ⊂ A with |A′| ≥ δn|A| and
Rn(A
′) ≤ 2 · 2αn|A′|.
To prove the claim, we fix an arbitrary finite subset A ⊂ E and λ ∈ (0, 1/n). Let
(τγ)γ∈A be a collection of independent random variables on a probability space (Ω,P)
such that P {τγ = 1} = λ/2 and P {τγ = 0} = 1 − λ/2. From Fubini’s Theorem,
independence and Lemma 3.2.4, we have∫
Ω
∫
G
∏
γ∈A
(
1 + τγ
n∑
k=1
(γk + γk)
)
=
∫
G
∫
Ω
∏
γ∈A
(
1 + τγ
n∑
k=1
(γk + γk)
)
=
∫
G
∏
γ∈A
(
1 + λ
n∑
k=1
<(γk)
)
≤ exp(Kn|A|n3λ2).
If we let A(ω) := {γ ∈ A : τγ(ω) = 1}, then∫
Ω
Rn(A(ω)) =
∫
Ω
∫
G
∏
γ∈A
(
1 + τγ
n∑
k=1
(γk + γk)
)
≤ exp(Kn|A|n3λ2).
By Markov’s inequality, with probability at least a half we have
Rn(A(ω)) ≤ 2 exp(Kn|A|n3λ2).
Meanwhile,
E(|A(ω)| − E|A(ω)|)2 = E(
∑
γ∈A
(τγ − Eτγ))2.
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Notice that if γ1 6= γ2, then E((τγ1 − Eτγ1)(τγ2 − Eτγ2)) = 0. Hence,
E(|A(ω)| − E|A(ω)|)2 =
∑
γ∈A
E(τγ − Eτγ)2 = |A|(λ/2− λ2/4) ≤ |A|λ/2.
Since E|A(ω)| = |A|λ/2, it follows from Chebyshev’s inequality that
P {|A(ω)| ≤ |A|λ/4} ≤ P
{
(|A(ω)| − E|A(ω)|)2 ≥ |A|
2λ2
16
}
≤ E((|A(ω)| − E|A(ω)|)
2)
|A|2λ2/16 =
|A|λ/2
|A|2λ2/16 =
8
|A|λ.
Choose λn ∈ (0, 1/n) small enough that exp(4Knn3λn) < 2 and let αn ∈ (0, 1) be
given by 2αn = exp(4Knn
3λn). The probability that |A(ω)| > |A|λn/4 is at least
1− 8|A|λn > 12 if A is sufficiently large.
Hence, there is a positive probability that both |A(ω)| > |A|λn/4 and
Rn(A(ω)) ≤ 2 exp(Kn|A|n3λ2n) ≤ 2 · 2αn|A(ω)|,
which proves the claim.
We now show that E is proportionally n-degree independent. We call a finite set
F ⊂ E an n-relation set if there exists (ξγ)γ∈F ∈ {−n, ...,−1, 1, ..., n}F such that∏
γ∈F γ
ξγ = 1. For a finite set F ⊂ E, we let M(F ) be a maximal (with respect to
inclusion) subset in F that is an n-relation set. The maximality gives that F\M(F )
is an n-degree independent set.
It only remains to verify the following claim: If A ⊂ Λ is a finite set that is large
enough, and for some α > 0 we have Rn(A) ≤ 2 · 2α|A|, then there exist a constant
θ, only depending on α, and a subset H ⊂ A with |H| ≥ |A|/2 and |M(H)| ≤ θ|H|.
Once this claim is established the proof is complete since H\M(H) ⊂ A is n-degree
independent with |H\M(H)| ≥ (1− θ)|A|/2.
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Before proving this, we first notice that if we let
χ(θ) :=
(
1− θ
2
)
log2
(
2e
1− θ
)
for θ ∈ (0, 1), then limθ→1 χ(θ) = 0 and, since
(
n
k
) ≤ (ne
k
)k
, we have(
n
n(1−ε)
2
)
≤ 2χ(ε)n.
We let θ be sufficiently close to one that 1− χ(θ) > α.
Assume, otherwise, that the claim is false. Without loss of generality we can assume
A has an even number of elements. Then for all H ⊂ A with |H| = |A|/2 we have
|M(H)| ≥ θ|H|.
If H0 ⊂ A and θ|A|2 < |H0| < |A|2 , then
| {H1 ⊂ A : |H1| = |A|/2, H0 ⊂ H1} | =
( |A| − |H0|
|A|/2− |H0|
)
≤
( |A|
|A|(1− θ)/2
)
≤ 2χ(θ)|A|.
We let F(A) be the collection of all subsets H0 ⊂ A such that there exists H1 ⊂ A,
|H1| = |A|/2 and M(H1) = H0. Naturally, we have Rn(A) ≥ |F(A)|.
We thus have( |A|
|A|/2
)
= | {H1 ⊂ A : |H1| = |A|/2} |
=
∑
H0⊂A
| {H1 ⊂ A : |H1| = |A|/2,M(H1) = H0} |
≤
∑
H0∈F(A)
| {H1 ⊂ A : |H1| = |A|/2, H1 ⊃ H0} |
≤ |F(A)|2|A|χ(θ) ≤ Rn(A)2|A|χ(θ).
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We therefore have a contradiction for A large enough:
Rn(A) ≥
( |A|
|A|/2
)
2−|A|χ(θ) ∼ 1√|A|2|A|2−|A|χ(θ) > 2 · 2α|A|,
because we have chosen 1− χ(θ) > α, which finishes the verification of the claim.
Theorem 3.1.5 is therefore proved.
Corollary 3.2.5. Suppose E ⊂ Γ is Sidon. Then E is proportionally quasi-
independent. Furthermore, if Γ contains no elements of order 2, then E is
proportionally dissociate.
Corollary 3.2.6. Suppose Γ is torsion-free and E ⊂ Γ is Sidon. For all n ∈ N,
there exists δ > 0 such that for all finite A ⊂ E, there exists an n-degree independent
subset A′ ⊂ A with |A′| ≥ δ|A|.
3.3 Sidon sets are proportionally Sidon with small
Sidon constants
3.3.1 Sidon sets in a torsion-free group
In this subsection we assume G is a connected compact abelian group and Γ is the
discrete torsion-free dual group of G.
It is an immediate consequence of Theorem 3.1.5 that Sidon sets in a torsion-free
group are proportionally n-degree independent for all n ≥ 1, as stated in Corol-
lary 3.2.6.
Our next main result is the following.
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Theorem 3.3.1. Suppose E ⊂ Γ is Sidon. For all ξ > 1 there exists δ > 0 such
that for every finite F ⊂ E there is a Sidon set F ′ ⊂ F with Sidon constant bounded
by ξ and |F ′| ≥ δ|F |.
Before proving Theorem 3.3.1, we establish an elementary lemma.
Lemma 3.3.2. For any ε > 0, there exists a continuous even function f on T =
[−1/2, 1/2] such that f ≥ 0, f̂(0) = 1, f̂(1) = f̂(−1) and f̂(±1) ≥ 1− ε
Proof. We identify T = [−1/2, 1/2] in this lemma and consider the maps
fn : T → R+, n ≥ 2, given by fn(0) = n, fn(x) = n − n|x| for x ∈ [−1/n, 1/n] and
fn(x) = 0 elsewhere. It is clear that fn is even, fn ≥ 0 on T and f̂n(0) = ||fn||1 = 1.
Fix ε > 0. Choose N large enough that |e2piit − 1| < ε for t ∈ [−1/N, 1/N ]. Then,
|f̂N(−1)− 1| = |
∫
T
fN(t)e
2piit dt−
∫
T
fN(t) dt|
≤
∫
T
fN(t)|e2piit − 1| dt ≤ ε.
Thus, f̂N(−1) ≥ 1− ε. Moreover, as fN is even, f̂N(1) = f̂N(−1).
We prove Theorem 3.3.1 using a Riesz product style of construction.
Proof of Theorem 3.3.1. We first claim that for all ε > 0, there exists a real-
valued, non-negative trigonometric polynomial p ∈ Trig(T) such that p̂(0) = 1,
p̂(1) = p̂(−1), and p̂(±1) > 1− ε.
Indeed, fix ε > 0 and choose δ > 0 such that 1−δ
1+δ
> 1− ε.
From Lemma 3.3.2, we find a real-valued, continuous, even function f on T such
that f̂(0) = 1, f̂(1) = f̂(−1), f̂(±1) > 1− δ/2 and f ≥ 0. By the Stone-Weierstrass
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Theorem, we find a real q ∈ Trig(T) such that ||q − f ||∞ < δ/2, q̂(0) ∈ R and
q̂(1) = q̂(−1) ∈ R. Put
p :=
q + δ/2
q̂(0) + δ/2
.
It is clear that p̂(0) = 1, p̂(1) = p̂(−1) ∈ R and p ≥ 0. We also note that
p̂(±1) = q̂(±1)
q̂(0) + δ/2
≥ 1− δ
1 + δ
> 1− ε.
Next, we suppose ε > 0 is arbitrary and we let the polynomial p be given as above.
Put n := deg(p). By Corollary 3.2.6, there exists δ > 0 such that for all finite
A ⊂ E, there exists an (n+ 1)-degree independent A′ ⊂ A with |A′| ≥ δ|A|.
We will use generalized Riesz products to show A′ has Sidon constant bounded by
1/(1− ε). Let ϕ : A′ → C and ||ϕ||∞ ≤ 1− ε. We claim that for each γ ∈ A′, there
exists Pγ ∈ Trig(G) such that P̂γ(1) = 1, Pγ ≥ 0, P̂γ(γ) = ϕ(γ) and deg(Pγ) ≤ n.
For this we let uγ :=
ϕ(γ)
|ϕ(γ)| ∈ T and Pγ be given by
Pγ :=
|ϕ(γ)|
p̂(1)
p (uγγ) +
(
1− |ϕ(γ)|
p̂(1)
)
,
where we identify p ∈ Trig(T) as p(z) = ∑Nk=−N akzk.
Using properties of p, it is easy to see P̂γ(1) = 1 and P̂γ(γ) = ϕ(γ). We also note
that Pγ ≥ 0 because |ϕ(γ)| ≤ 1− ε ≤ p̂(1).
Finally, we let F :=
∏
γ∈A′ Pγ ∈ L1(G) ⊂M(G). Since A′ is (n+ 1)-degree indepen-
dent, we have that F̂ = ϕ on A′ and ||F ||M(G) = ||F ||1 = 1. This shows A′ has Sidon
constant bounded by 1/(1− ε) ≤ ξ, if ε is chosen suitably, and finishes the proof of
Theorem 3.3.1.
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3.3.2 Sidon sets in a torsion group
We first consider the case Γ =
⊕N
i=1 ZNpi where {p1, ..., pN} is a finite collection of
prime numbers. We need two results from Bourgain.
Theorem 3.3.3. [3] Let p be a prime number. Any Sidon set in Γ = ZNp is a finite
union of independent sets.
Theorem 3.3.4. [3] Suppose G = G1 × G2 and Γ = Ĝ = Γ1
⊕
Γ2. Recall that
Proji : Γ → Γi, i ∈ {1, 2}, are the projections defined in Notation 1.1.4. Suppose
S ⊂ Γ is a Sidon set. Then there is a finite set F so that S can be decomposed as
S =
⋃
α∈F Sα. For each Sα, α ∈ F , there exists i ∈ {1, 2} such that Proji(Sα) is a
Sidon set in Γi and Proji is one-to-one on Sα.
It is not hard to see that Theorem 3.3.4 can be extended to a finite product of
groups. Based on these two results we have the following corollary.
Corollary 3.3.5. Suppose Γ =
⊕N
i=1 ZNpi. Let l = min {p1, ..., pN}. Then any Sidon
set in Γ is a finite union of sets that are at least (l − 1)-independent.
Proof. Let S ⊂ Γ be a Sidon set and the projections Projj : Γ =
⊕N
i=1 ZNpi → ZNpj
for 1 ≤ j ≤ N . Extending Theorem 3.3.4 to Γ gives that there exists a finite set F
and a decomposition of S, S =
⋃
α∈F Sα, satisfying that for each α ∈ F there exists
j ∈ {1, ..., N} such that Projj is one-to-one on Sα and Projj(Sα) is a Sidon set in ZNpj .
Theorem 3.3.3 implies Projj(Sα) is a finite union of independent sets in ZNpj . Thus,
we have that there exists a decomposition for Sα, Sα =
⋃
β∈Fα Sα,β for some finite
sets Fα satisfying Projj is one-to-one on Sα,β and Projj(Sα,β) is an independent set
in ZNpj . It is easy to check that Sα,β ⊂ Γ is (pj − 1)-degree independent and therefore
the decomposition S =
⋃
α∈F
⋃
β∈Fα Sα,β proves the corollary.
Unfortunately, even an independent set in a torsion group does not necessarily have
Sidon constant 1.
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Proposition 3.3.6. Suppose Γ = ZNp for some prime number p. Suppose E =
{a, b} ⊂ Γ is an independent set of two elements. The Sidon constant of E is at least
1/ cos(pi/2p).
Proof. The Sidon constant of E is the supremum of
∣∣∣∣∣∣fˆ ∣∣∣∣∣∣
1
/ ||f ||∞ as f ranges over
TrigE(G). Thus, as E is independent, the Sidon constant of E is the following:
sup
α1,α2∈C
|α1|+ |α2|
maxξ1,ξ2∈Zp |α1ξ1 + α2ξ2|
. (3.1)
Notice that for all α1, α2 ∈ C, the maximum of |α1ξ1 + α2ξ2| for ξ1, ξ2 ∈ Zp can be
obtained as |α1 + α2ξ0|, where ξ0 ∈ Zp is such that
|Arg(α1)− Arg(α2ξ0)| ≤ pi/p.
Hence, it is not hard to see Eq. (3.1) is at least 1/ cos(pi/2p), as this value is obtained
by the quotient when α1 = 1 and α2 = e
pii/p.
Remark 3.3.7. Thus Theorem 3.3.1 does not extend to these groups.
We next consider the case Γ =
⊕∞
i=1 Zpi , where (pi)∞i=1 is a sequence of increasing
prime numbers.
Proposition 3.3.8. Suppose Γ =
⊕∞
i=1 Zpi where (pi)∞i=1 is a sequence of increasing
prime numbers, and E ⊂ Γ is Sidon. For all ξ > 1 there exists δ = δ(E, ξ) > 0
such that for all finite F ⊂ E, there exists H ⊂ F such that H has Sidon constant
bounded by ξ and |H| ≥ δ|F |.
Proof. Fix ξ = 1/(1 − ε) > 1 and suppose F is a finite subset of E. Let p be the
polynomial defined in the proof of Theorem 3.3.1 with p̂(0) = 1, p̂(1) = p̂(−1) > 1−ε
and p ≥ 0. Put N = deg p. Choose n0 such that pi > N + 1 for all i > n0. Let
Γ1 =
⊕n0
i=1 Zpi and M = |Γ1|. Choose F1 ⊆ F such that F1 = γY where γ ∈ Γ1,
Y ⊆⊕i>n0 Zpi and |F1| ≥ |F | /M . Since translation preserves Sidon constants, Y is
a Sidon set with constant at most that of E.
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Now consider Yk = {χk : χ ∈ Y } for k ≤ N . Since the elements of Zpi for i > n0
have prime order exceeding N , Lemma 3.2.3 shows that each Yk is Sidon with Sidon
constant the same as E.
Applying Theorem 3.1.5 we see there is a constant δ > 0 (depending on N) and
an (N + 1)-degree independent set Y0 ⊆ Y such that |Y0| ≥ δ |Y |. For Y0, being
(N+1)-degree independent is the same as saying
∏k
i=1 γ
mi
i = 1 for |mi| ≤ N+1 only
if γi = 1 for all i. That fact allows us to apply the Riesz product construction of
the proof of Theorem 3.3.1 (with the polynomial p) and as in that proof we deduce
that the Sidon constant of Y0 is at most ξ. Of course, this is also a bound on the
Sidon constant of H = γY0 and this subset of F has cardinality at least (δ/M) |F |,
completing the proof.
3.4 The ε-net condition
The main result of this section is that if Γ is torsion-free, then any Sidon set E in Γ
will satisfy the (ε1, ε2)-condition for ε2 arbitrarily close to 2 and some ε1 > 0. We
direct the reader to Definition 3.1.7 for the definition of the (ε1, ε2)-condition.
We start with a lemma.
Lemma 3.4.1. Let Γ be a torsion-free discrete abelian group. Suppose E ⊂ Γ is a
Sidon set. Given any τ ∈ (−1, 0), there exist constants δ = δ(E, τ) > 0 and a =
a(E, τ) > 0 such that for any finite F ⊂ E, there exists F ′ ⊂ F with |F ′| ≥ δ|F |, with
the property that whenever integer N ≤ |F ′|, {γ1, ..., γN} ⊂ F ′, and c1, ..., cN ∈ T,
then the set
XN,τ :=
{
x ∈ G : inf
1≤n≤N
<(cnγn(x)) > τ
}
has Haar measure less than (1 + a)−N .
Proof. Fix τ ∈ (−1, 0). There exists a = a(τ) > 0 such that the function h : T→ C
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defined by
h(z) =
{
1 + a if <(z) > τ
0 else
satisfies
∫
T h = 1 and h ≥ 0. Notice that h is continuous except at two points
and thus by the Stone-Weierstrass Theorem, there exists a real-valued polynomial
p ∈ Trig(T) such that p̂(0) = 1, p ≥ 0 and p(z) ≥ 1+a/2 for all z ∈ T with <(z) > τ .
Let deg(p) = K. Since Γ is torsion-free, by Corollary 3.2.6 there exists δ > 0 such
that every finite set F ⊂ E has a subset F ′ ⊂ F with |F ′| ≥ δ|F | and F ′ is K-degree
independent.
For any γ1, ..., γN ∈ F ′ and c1, ..., cN ∈ T, we define a product in Trig(G) as
P (x) =
∏
1≤n≤N
p(cnγn(x)).
We let
XN,τ :=
{
x ∈ G : inf
1≤n≤N
<(cnγn(x)) > τ
}
.
Since F ′ is K-degree independent, the constant term in the product P is 1 and
therefore 1 =
∫
G
P dm. On the other hand, by the definition of the set XN,τ , we also
have ∫
G
P dm ≥ (1 + a/2)Nm(XN,τ ).
Hence, m(XN,τ ) < (1 + a/2)
−N .
The main theorem of this section is the following.
Theorem 3.4.2. Let Γ be a torsion-free discrete abelian group. Suppose E ⊂ Γ is
Sidon. For all ε > 0 there exists ε1 > 0 such that E satisfies the (ε1, 2 − ε)-net
condition.
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Proof. Fix small ε > 0. Put τ = − cos ε so that |z| = 1 and <(z) < τ imply
|z− 1| > 2− ε. Obtain δ, a as in Lemma 3.4.1; without loss of generality a < 1. Pick
N0 large enough that 4 > (1 + a)
N0 > 3. We will show E satisfies the (ε1, 2− ε)-net
condition with ε1 =
δ
2
log3(1 + a).
Suppose F ⊂ E is a finite set. Notice that we may assume |F | ≥ N0/δ, because
otherwise
2ε1|F | = 2δ|F | log3(1+a)/2 < 2
and we can take A to be a singleton to trivially satisfy the requirement.
From Lemma 3.4.1, we pick F ′ ⊂ F with |F ′| ≥ δ|F | > N0 with the specified
properties of the lemma. We put K := blog3((1 + a)|F ′|)c ≥ 1. For any fixed
x1, ..., xK−1 ∈ G, we have
m
({
x ∈ G : inf
γ∈F ′
<
(
γ(
K−1∏
1
xi)γ(x)
)
> τ
})
< (1 + a)−|F
′|.
Hence, if for n = (n1, ..., nK) ∈ {−1, 0, 1}K we denote
Xn :=
{
(x1, ..., xK) ∈ GK : inf
γ∈F ′
<
(
γ(
K∏
1
xnii )
)
> τ
}
,
we have mK(Xn) < (1 + a)
−|F ′|, where mK is the product measure on GK .
The definition of K ensures that 3K ≤ (1 + a)|F ′|, and therefore,
mK(
⋃
n6=0
Xn) < (3
K − 1)(1 + a)−|F ′| < 1.
We let (x1, ..., xK) ∈ GK\(
⋃
n6=0Xn) and define the set
A :=
{
x =
K∏
1
xsii : si ∈ {0, 1}
}
.
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We have
|A| = 2K ≥ 2(log3(1+a))δ|F |/2.
Finally, we verify this set A has the desired property. If x 6= y ∈ A, xy−1 = ∏K1 xnii
for some n = (n1, ..., nK) ∈ {−1, 0, 1}K \ {0}. Since (x1, ..., xK) ∈ GK\(
⋃
n6=0 Xn),
there exists γ ∈ F ′ such that <(γ(∏K1 xnii )) ≤ τ , which implies
|γ(x)− γ(y)| = |γ(xy−1)− 1| > 2− ε.
Finally, we give a numerical bound for the Sidon constant based on the (ε1, ε2)-net
condition.
Notation 3.4.3. Let A ⊂ Γ be a finite set and f = ∑γ∈A γ ∈ TrigA(G). We recall
that the pesudo-metric df2 on G is given by
df2(s, t) :=
(∑
γ∈A
|γ(s)− γ(t)|2
)1/2
.
We also define
dA(s, t) := sup
γ∈A
|γ(s)− γ(t)|.
Let NA be the entropy number associated with dA. For simplicity we let N2,A = Ndf2
be the entropy number associated with df2 .
Remark 3.4.4. Suppose E ⊂ Γ satisfies the (ε1, ε2)-net condition for some
ε1, ε2 > 0. For any finite set A ⊂ E we have NA(ε2/2) ≥ 2ε1|A|.
The following lemma shows the entropy numbers NA and N2,A are comparable
(Proposition V.10. in Chapter 13 of [24]).
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Lemma 3.4.5. Let A ⊂ Γ\ {1} be a finite set. There exists a constant K ≥ 1, not
depending on A, such that for all ε > 0 and ε′ ∈ (0, 1], we have
NA(2ε) ≤ KN2,A(εε′
√
|A|)eK
√
ε′|A|.
Theorem 3.4.6. Let E ⊂ Γ\ {1} satisfy the (ε1, ε2)-net condition for some ε1, ε2 ∈
(0, 1). Then E is Sidon with Sidon constant bounded by
K(ξ)
ε
7.5(1+ξ)
1 ε
3(1+ξ)
2
,
where ξ > 0 and K(ξ) is a constant only depending on ξ.
Proof. Let C be a constant that may change according to the context. Fix a finite
set A ⊂ E and put fA :=
∑
γ∈A γ ∈ Trig(G). Let K be the constant in Lemma 3.4.5.
We first assume A is large enough that |A| ≥ 4(lnK)/ε1. From the (ε1, ε2)-net
condition and Lemma 3.4.5, for all ε′ ∈ (0, 1], we have
KN2,A
(
ε2ε
′
4
√
|A|
)
exp(K
√
ε′|A|) ≥ NA(ε2/2) ≥ exp(ε1|A| ln 2).
Hence,
N2,A
(
ε2ε
′
4
√
|A|
)
≥ K−1 exp(ε1|A| ln 2−K
√
ε′|A|).
(The entropy integral will now be involved and we direct the reader to Defini-
tion 2.2.26 for the definitions.) Since N2,A(t1) ≥ N2,A(t2) if t1 ≤ t2, we get
J2(fA) =
∫ ∞
0
(logN2,A(t))
1/2 dt ≥
∫ ε2ε′√|A|/4
0
(logN2,A(t))
1/2 dt
≥ ε2
4
ε′
√
|A|
(
ε1|A| ln 2−K
√
ε′|A| − lnK
)1/2
≥ ε2
4
ε′
√
|A|
(
ε1|A| ln 2−K
√
ε′|A| − ε1|A|/4
)1/2
.
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Put ε′ = ε
2
1
16K2
and then we have J2(fA) ≥ Cε2.51 ε2|A|.
Recall that (gγ)γ∈Γ are the independent standard Gaussian random variables indexed
by Γ and (εγ)γ∈Γ are independent ±1-valued random variables.
From Fernique’s inequality (Theorem 2.2.31),
J2(fA) ≤ CE
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
gγγ
∣∣∣∣∣
∣∣∣∣∣
∞
.
Hence,
Cε2.51 ε2|A| ≤ E
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
gγγ
∣∣∣∣∣
∣∣∣∣∣
∞
.
From Lemma 2.3.4, for all M > 0 and ξ > 0, there exists a constant M1 = C(ξ)M
ξ
such that
E
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
gγγ
∣∣∣∣∣
∣∣∣∣∣
∞
≤ |A|
M
+M1E
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγγ
∣∣∣∣∣
∣∣∣∣∣
∞
.
Put M = 2/(Cε2.51 ε2) and we have that for all ξ > 0, there exists a constant K(ξ)
such that
E
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγγ
∣∣∣∣∣
∣∣∣∣∣
∞
≥ K(ξ)ε2.5(1+ξ)1 ε1+ξ2 |A|.
Moreover, we may assume K(ξ) ∈ (0, 1
4 lnK
).
Next, we deal with the case |A| ≤ 4(lnK)/ε1. If |aγ| = 1, then
∑
γ∈A
|aγ| = |A| ≤ S(A)
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
aγγ
∣∣∣∣∣
∣∣∣∣∣
C(G)
,
where we recall that S(A) denotes the Sidon constant of A. As the Sidon constant
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of A is at most
√|A|, in this case we have
E
∣∣∣∣∣
∣∣∣∣∣∑
γ∈A
εγγ
∣∣∣∣∣
∣∣∣∣∣
∞
≥ |A|
S(A)
≥
(
ε1
4 ln(K)
)1/2
|A| ≥ K(ξ)ε2.5(1+ξ)1 ε1+ξ2 |A|.
Corollary 2.3.5 gives the desired result.
Taking ε1 = ε2 gives the following corollary.
Corollary 3.4.7. Let E ⊂ Γ\ {1} satisfy the ε-net condition for some ε ∈ (0, 1).
Then E is Sidon with Sidon constant bounded by K(ξ)
ε10.5+ξ
, where ξ > 0 and K(ξ) is a
constant only depending on ξ.
Remark 3.4.8. Corollary 3.4.7 improves Proposition V.12. in Chapter 13 of [24]
by reducing the degree from 63 to 10.5.
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Chapter 4
Kronecker Sets
4.1 Introduction
In this chapter we explore another notion of interpolation sets: ε-Kronecker sets.
We recall that E ⊂ Γ is ε-Kronecker for some ε > 0 if every ϕ : E → T can
be interpolated by some x ∈ G within a difference of ε (Definition 1.5.1). The
Kronecker constant of E, κ(E), is defined as the infimum of ε such that E is
ε-Kronecker.
Definition 4.1.1. Let ε > 0 and E ⊂ Γ. We say E is weak ε-Kronecker if for all
ϕ : E → T there exists x ∈ G such that |ϕ(γ)− γ(x)| ≤ ε for all γ ∈ E.
Remark 4.1.2. Since G is compact, a compactness argument shows E ⊂ Γ is weak
κ(E)-Kronecker.
In some cases, the angular notion, viewing T = [0, 1], is convenient, and we also
have the definition of angular Kronecker sets.
Definition 4.1.3. (1) We define the angle metric dT on T = [0, 1] by
dT(x, y) = min {|x− y|, 1− |x− y|} .
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(2) We define Arg :
{
e2piiθ : θ ∈ [0, 1)}→ [0, 1) by
Arg e2piiθ = θ.
(3) E ⊂ Γ is (weak) angular θ-Kronecker if for all f : E → T = [0, 1] there ex-
ists x ∈ G such that dT(f(γ),Arg γ(x)) < θ (or dT(f(γ),Arg γ(x)) ≤ θ) for all γ ∈ E.
(4) The angular Kronecker constant of E, α(E), is defined by
α(E) := inf {θ : E is angular θ-Kronecker}
Recall that we say E ⊂ Γ is Kronecker if κ(E) < 2 or, equivalently, α(E) < 1/2.
Clearly, we have κ(E) = |1− e2piiα(E)|.
Example 4.1.4. As noted in Proposition 1.5.4 (2), for En :=
{
nk : k ≥ 0}, n ≥ 2,
we have α(En) = 1/(2n).
Kronecker sets are closely related to other interpolation notions. As we mentioned
in chapter 1, ε-Kronecker sets with ε <
√
2 are I0. Hare and Ramsey ([14]) proved
that any Kronecker set is Sidon and, as a partial converse, Graham and Hare proved
Sidon sets are proportionally weak
√
2-Kronecker (Theorem 9.3.2 in [9]). In general
there are non-Kronecker, Sidon sets ([14]), but this is unknown for Z.
In this chapter, we first give an estimation of the magnitude of the Sidon constant
of a (2 − ε)-Kronecker set (Theorem 4.2.1). This uses Theorem 3.4.6. We improve
Theorem 9.3.2 in [9] by proving Sidon sets are proportionally (1 + ξ)-Kronecker for
any ξ > 0 (Theorem 4.2.2). It is still open if a Sidon set (even in Z) can be propor-
tional ε-Kronecker for any arbitrarily small ε. Moreover, when ε <
√
2, an explicit
relation between ε-Kronecker sets and I0 sets will be given (Proposition 4.2.8).
Unlike Sidon sets, it is open if a union of two Kronecker sets in Z remains Kronecker,
even in Z. We will show that a union of two Kronecker sets is still Kronecker in
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some special cases (Corollary 4.3.7). We will also show a translation of a Kronecker
set away from 0 in Z remains Kronecker (Corollary 4.3.8).
4.2 Interpolation properties of Kronecker sets
In this section we show various relations among Kronecker sets, Sidon sets and I0 sets.
4.2.1 Kronecker sets and Sidon sets
We give an upper bound for the Sidon constant of a Kronecker set.
Theorem 4.2.1. Let ε > 0 and ξ > 0. Suppose E ⊂ Γ is (2− ε)-Kronecker. Then
E is Sidon with S(E) ≤ K(ξ)
ε27/4+ξ
, where K(ξ) is a constant depending on ξ.
Proof. Let F ⊂ E be a finite subset. Consider the pseudo-metric on G given by
dF (x, y) := supγ∈F |γ(x)− γ(y)| and the collection
C := {A ⊂ G : ∀x 6= y ∈ A, dF (x, y) ≥ ε/2} .
Zorn’s lemma gives a maximal element M ∈ C and furthermore, the compactness
of G implies M is finite. We will see that the set M is large enough to satisfy the
ε-net condition.
For h ∈ G and λ > 0, we let
U(h, λ) := {g ∈ G : dF (h, g) < λ} ,
which is the ball centered at h of radius λ. By the maximality of M , for all g ∈ G
there is h ∈M such that g ∈ U(h, ε/2).
Let φ : F → T. By the definition of the Kronecker constant, there is some g ∈ G
such that supγ∈F |γ(g)−φ(γ)| ≤ κ(E) = 2− ε. Since g ∈ U(h, ε/2) for some h ∈M ,
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we have φ ∈ W (h), where
W (h) :=
{
ϕ : F → T : sup
γ∈F
|γ(h)− ϕ(γ)| ≤ 2− ε/2
}
.
Hence, TF = ∪h∈MW (h). Notice that, if we identify T with [0, 2pi], each
W (h) ⊂
∏
γ∈F
[γ(h)− η, γ(h) + η] ⊂ TF
for some angle η ∈ [0, pi], and therefore have⋃
h∈M
∏
γ∈F
[γ(h)− η, γ(h) + η] = TF .
By the cosine law, cos(η) = 1− (2−ε/2)2
2
, which implies η = η(ε) < pi. Comparing the
volumes, we have |M | ≥
(
2pi
2η
)|F |
= 2ε1|F |.
Hence, E satisfies the (ε1, ε2)-condition for ε2 = ε/2 and ε1 = log2
(
pi
η(ε)
)
:= f(ε). It
is easy to check limε→0 f(ε)/
√
ε =
√
2/(pi log(2)) and therefore ε1 ∼
√
ε.
Hence, by Theorem 3.4.6, S(E) ≤ K(ξ)
ε27/4+ξ
, where ξ > 0 and K(ξ) is a constant
depending on ξ.
Next, we show Sidon sets in a group with no elements of order two are proportional
angular (1/6 + ξ)-Kronecker (or equivalently, (1 + ξ)-Kronecker).
Theorem 4.2.2. Assume Γ has no elements of order 2. Suppose E ⊂ Γ is Sidon.
For all ξ > 0 there exists δ > 0 such that for any finite subset F ⊂ E, there exists a
weak angular (1/6 + ξ)-Kronecker set F ′ ⊂ F with |F ′| ≥ δ|F |.
Before proving Theorem 4.2.2, we state a few preliminary results. The first one is a
lemma from [9] (Lemma 9.2.5 in [9]).
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Lemma 4.2.3. Let F ⊂ Γ be a finite set. Let ε > 0 and assume Y ⊂ G satisfies
|Y | ≥ 2ε|F | and
sup
γ∈F
|γ(x)− γ(y)| ≥ ε
for all x 6= y ∈ Y . Then there exist constants 0 < β, δ, λ ≤ 1/8, depending only on
ε, a subset F ′ ⊂ F and two arcs I1, I2 ⊂ T satisfying the following:
(1) |F ′| ≥ δ|F |,
(2) The lengths of I1 and I2 are equal and bounded by λ,
(3) The gap between I1 and I2 is at least β,
(4) For any A ⊂ F ′ there exists g ∈ Y such that
γ(g) ∈
{
I1 if γ ∈ A
I2 if γ ∈ F ′\A .
We also need a combinatorial result from A. Pajor.
Lemma 4.2.4. [28] Suppose X = X+
⋃
X−, where |X+| = p ≥ 1, |X−| = q ≥ 1
and X+
⋂
X− = ∅. For N ≥ 1 we define pi : XN → ZN2 by
pi(x)n =
{
1 if xn ∈ X+
−1 if xn ∈ X−
for x ∈ XN . There exists δ > 0, depending only on p and q, such that whenever
S ⊂ XN is large enough that pi(S) = ZN2 , then there exist t ∈ X+, u ∈ X− and
I ⊂ {1, ..., N} satisfying:
(1) |I| ≥ δN ,
(2) For all x ∈ {t, u}I there exists y ∈ S such that the restriction of y to I, y|I = x.
Finally, we need a known result about ε-Kronecker sets (Corollary 2.5.5 in [9]).
Lemma 4.2.5. Assume Γ has no elements of order 2 and let E ⊂ Γ. Suppose there
are two disjoint intervals I, J ⊂ T = [0, 1] of the same length strictly less than 1/2
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such that for all E ′ ⊂ E there exists g ∈ G such that
γ(g) ∈
{
I if γ ∈ E ′
J if γ ∈ E\E ′ .
Then E is weak angular (1/2−m)-Kronecker, where m is the length of the smaller
of the two gaps separating I and J .
We now prove Theorem 4.2.2.
Proof of Theorem 4.2.2. We fix 1/200 > ξ > 0 and assume E is Sidon. Choose
N large enough that 1/N < 3ξ
4
. Since E is Sidon, there exists δ1 > 0 such that E
satisfies the δ1-net condition. Hence, for every finite F ⊂ E, there exists a set Y ⊂ G
with |Y | ≥ 2δ1|F | and satisfying
sup
γ∈F
|γ(x)− γ(y)| ≥ δ1
for all x 6= y ∈ Y .
Lemma 4.2.3 thus gives a δ2 > 0, F
′ ⊂ F with |F ′| ≥ δ2|F |, and two intervals I1
and I2 of equal length at most λ and separated by a gap of length at least β ≤ 1/8,
where δ2, λ and β only depend on E, having the property that for all A ⊂ F ′ there
is some g ∈ Y such that γ(g) ∈ I1 for γ ∈ A and γ(g) ∈ I2 for γ ∈ F ′\A. We define
Y ′ := {g ∈ Y : γ(g) ∈ I1 ∪ I2 ∀γ ∈ F ′} .
Partition each I1 and I2 into s disjoint subintervals I
′
1, ..., I
′
s and I
′
s+1, ..., I
′
2s,
respectively, having equal lengths at most ρ := β/N . Let X+ := {1, ..., s} and
X− := {s+ 1, ..., 2s} and X := X+ ∪X−.
View Y ′ as a subset of XF
′
by identifying g ∈ Y ′ with (gγ)γ∈F ′ where γ(g) ∈ I ′gγ .
Define pi : XF
′ → {−1, 1}F ′ by
pi((gγ)γ∈F ′) = (rγ)γ∈F ′ ,
where rγ = 1 if gγ ∈ X+ and rγ = −1 if gγ ∈ X−.
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Lemma 4.2.4 shows that there exist t ∈ X+, u ∈ X−, δ3 > 0 and F ′1 ⊂ F ′ with
|F ′1| ≥ δ3|F ′| such that for every A ⊂ F ′1, there exists g ∈ Y ′ such that γ(g) ∈ I ′t if
γ ∈ A and γ(g) ∈ I ′u if γ ∈ F ′1\A.
Let b ≥ β be the length of the smaller gap between I ′t and I ′u. If b exceeds 1/3,
Lemma 4.2.5 implies F ′1 is weak angular 1/6-Kronecker.
For an interval I = [a, b] ⊂ T and a factor c ∈ R+, we let cI = [ca, cb] identified in
T = [0, 1]. We note that when intervals I and J are small and a gap T between I
and J is so small that |cT | < 1− |cI| − |cJ |, the gap between cI and cJ will be cT .
Thus, if b ∈ [1/6, 1/3), the two gaps between the intervals 2I ′t and 2I ′u have lengths
at least 1/3 and
1− 2/3− 4ρ ≥ 1/3− 4β/N ≥ 1/3− 3βξ > 1/3− ξ.
Hence, by Lemma 4.2.5, F ′1 is weak angular (1/6 + ξ)-Kronecker. Similarly, if b ∈
[5/36, 1/6), the two gaps between the intervals 3I ′t and 3I
′
u have lengths at least 5/12
and
1− 1/2− 6ρ > 1/3.
Again, by Lemma 4.2.5, F ′1 is weak angular 1/6-Kronecker. Otherwise,
b ∈ 1
6
[
1
k + 1
+
1
k
,
1
k
+
1
k − 1
)
for some k ≥ 3. Notice that if k ≥ 3,
(k + 1)
(
1
k
+
1
k − 1
)
≤ 10
3
,
with equality obtained at k = 3. Hence, the two gaps between the intervals (k+ 1)I ′t
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and (k + 1)I ′u have lengths at least (k + 1)b ≥ 1/3 and
1− 2(k + 1)ρ− (k + 1)b ≥ 1− 2(k + 1) β
N
− k + 1
6
(
1
k
+
1
k − 1
)
≥ 1− 2(k + 1)3ξ
4
β − 5
9
≥ 4
9
− 2(k + 1)3ξ
4
b
≥ 4
9
− 2(k + 1)1
6
(
1
k
+
1
k − 1
)
3ξ
4
≥ 4
9
− 5ξ
6
> 1/3.
Thus, Lemma 4.2.5 still implies F ′1 is weak angular 1/6-Kronecker.
Remark 4.2.6. The condition that Γ has no elements of order 2 is necessary, as in
[9] (Example 9.3.1) a set E is constructed such that every element in E has infinite
order, but E is not proportional ε-Kronecker for any ε <
√
2.
4.2.2 Kronecker sets and I0 sets
Definition 4.2.7. Let N ∈ N and δ > 0. A set E ⊂ Γ is I0(N, δ) if for every
ϕ : E → C with ||ϕ||∞ ≤ 1 there exists µ =
∑N
n=1 cnδxn , where |cn| ≤ 1 and xn ∈ G,
such that |µ̂(γ)− ϕ(γ)| ≤ δ for all γ ∈ E.
From the iterative argument, which is used in Proposition 1.3.4, we have that
any I0(N, δ) set with δ < 1 is I0. A significant fact is that the converse is also
true: every I0 set is I0(N, δ) for some N ∈ N and δ ∈ (0, 1) (Proposition 3.2.12 in [9]).
We will show an angular θ-Kronecker set with θ < 1/4 is I0(1, δ) for some δ < 1.
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Proposition 4.2.8. Let E ⊂ Γ be a subset with α(E) = θ < 1/4. Then E is I0(1, δ)
for
δ =
{
sin(2piθ) if θ ≥ 1/8
sec(2piθ)/2 if θ < 1/8
.
Before we prove this, we first prove a technical lemma.
Notation 4.2.9. Let θ ∈ (0, 1/2) and
Aθ :=
{
e2piiα : α ∈ (−θ, θ)} ⊂ T.
Lemma 4.2.10. Let θ ∈ (0, 1/4). Then
inf
λ∈(0,1)
sup
z∈[0,1]
w∈Aθ
|z − λw| =
{
sin(2piθ) if θ ≥ 1/8
sec(2piθ)/2 if θ < 1/8
.
Proof. We first compute supz∈[0,1]
w∈Aθ
|z − λw| as a function of λ and θ.
Write w = e2piiα for α ∈ (−θ, θ) and we have
|z − λe2piiα|2 = z2 − 2λ cos(2piα)z + λ2.
For α ∈ (−θ, θ) the maximum is obtained at z = 0 or z = 1, and therefore
sup
z∈[0,1]
α∈(−θ,θ)
|z − λe2piiα|2 = sup
α∈(−θ,θ)
max
{
λ2, 1− 2λ cos(2piα) + λ2}
=
{
λ2 if λ ≥ sec(2piθ)/2
1− 2λ cos(2piθ) + λ2 if λ < sec(2piθ)/2 .
Thus,
inf
λ∈(0,1)
sup
z∈[0,1]
w∈Aθ
|z − λw|2 = inf
λ∈(0,1)
λ<sec(2piθ)/2
(1− 2λ cos(2piθ) + λ2).
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Notice that the minimum above is obtained either at λ = cos(2piθ), if
cos(2piθ) < sec(2piθ)/2,
or at the end point λ = sec(2piθ)/2. Hence,
inf
λ∈(0,1)
λ<sec(2piθ)/2
(1− 2λ cos(2piθ) + λ2) =
{
sec2(2piθ)/4 if θ < 1/8
sin2(2piθ) if θ ≥ 1/8 .
Next, we prove Proposition 4.2.8.
Proof of Proposition 4.2.8. We first deal with the case that θ ∈ [0, 1/8). Let ϕ :
E → C be a function such that ||ϕ||∞ ≤ 1. Define φ : E → T by
φ(γ) =
{
ϕ(γ)
|ϕ(γ)| if ϕ(γ) 6= 0
1 if ϕ(γ) = 0
.
Since E has angular Kronecker constant θ, we can find x ∈ G such that γ(x)
φ(γ)
∈ Aθ
for all γ ∈ E.
Let λ = sec(2piθ)/2. Notice that |ϕ(γ)| ∈ [0, 1] and γ(x)
φ(γ)
∈ Aθ and therefore,
Lemma 4.2.10 implies
|λδ̂x−1(γ)− ϕ(γ)| = |λγ(x)− ϕ(γ)| = |λγ(x)
φ(γ)
− |ϕ(γ)||
≤ sup
z∈[0,1]
w∈Aθ
|z − λw| = sec(2piθ)/2.
Hence, E is I0(1, sec(2piθ)/2).
Similarly, if θ ∈ [1/8, 1/4), E is I0(1, sin(2piθ))
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Remark 4.2.11. Suppose E satisfies α(E) < 1/4. As we have shown, for every
ϕ : E → C with ||ϕ||∞ ≤ 1, there exists λ > 0 and x ∈ G such that
|λδ̂x(γ)− ϕ(γ)| < δ < 1.
If we apply the iterative argument (Proposition 1.3.4, for example), we have that
every bounded ϕ : E → C can be interpolated by the Fourier transform of not just
a discrete measure, but even a positive discrete measure.
4.3 Union of Kronecker sets
In this section we obtain some partial results about unions of Kronecker sets. We
first note that in general, it is false that a union of two Kronecker sets is still
Kronecker. In fact, as the following proposition shows, even a finite set excluding
the identity element may not be Kronecker.
Proposition 4.3.1. Let G = Γ = Zn for some composite n ∈ N. Then the set Zn
excluding the identity element has Kronecker constant 2.
Proof. During this proof, we identify
Γ = Zn = {γ0, γ1, ..., γn−1} ,
where γ0 is the identity element, γj = γ
j
1 and
G = Zn = {x0, x1, ..., xn−1} ⊂ T
with identity element x0 = 1 ∈ T and xj = e2piij/n. The duality is given by
γj(xk) = xkj for 0 ≤ j, k ≤ n− 1. We let En := Γ\ {γ0}.
Suppose n = ap where p is prime and a ≥ 2. We have γa(xp) = γp(xa) = x0 = 1. We
define a function φ : En → T by the following:
φ(γk) :=
{ −γk(xk) k 6= a and k 6= p
−1 k = p or k = a .
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Notice that for all xk ∈ G, 0 ≤ k ≤ n − 1, there is some γj ∈ En, 1 ≤ j ≤ n − 1,
such that |φ(γj) − γj(xk)| = 2. Indeed, this can be seen by pairing x0 with γp, xk
with γk for k 6= a, p, xa with γp and xp with γa.
This implies En is at most weak 2-Kronecker and therefore En has Kronecker constant
2.
As we mentioned before, it is still open if a union of even two integer Kronecker
sets remains Kronecker. We will prove the partial result that a union of an integer
Kronecker set and a finite set, excluding 0, is still Kronecker.
Notation 4.3.2. For n ∈ Z and ε > 0, we define
Bn,ε := {x ∈ T : xn ∈ Aε}
using the notation introduced in Notation 4.2.9.
Lemma 4.3.3. Let E ⊂ Z.
(1) E is weak |1− ei(pi−ε)|-Kronecker if and only if for any (xn)n∈E ⊂ T ⊂ C,⋃
n∈E
xnBn,ε 6= T ⊂ C.
(2) E is not Kronecker if and only if for any ε > 0 there exists a sequence (xn)n∈E ⊂
T ⊂ C such that ⋃
n∈E
xnBn,ε = T ⊂ C.
Proof. (1) Fix ε > 0. Suppose E is not weak |1 − ei(pi−ε)|-Kronecker. Let x ∈ T.
There exist f : E → T and n = n(x) ∈ E such that
|f(n)− xn| > |1− ei(pi−ε)|.
For each n ∈ E, choose xn ∈ T such that xnn = −f(n). Then (xx−1n )n ∈ Aε, so
x ∈ xnBn,ε. Therefore
⋃
n∈E xnBn,ε = T. This can be reversed to give the converse.
(2) The proof of (2) follows similarly.
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Definition 4.3.4. (1) Let E ⊂ Z, X = (xn)n∈E be a sequence in T ⊂ C and ε > 0.
We define the covering
C(E,X, ε) := ∪∞n∈ExnBn,ε ⊂ T.
(2) Let E ⊂ Z and ε > 0. We define the maximum covering length
L(E, ε) := sup
X=(xn)n∈E⊂T
{λ(l) : l ⊂ C(E,X, ε) is a closed arc in T} ,
where λ(l) is the arc length of l.
(3) Given n ∈ Z, x ∈ T and ε > 0, we call a point y ∈ T a center in xBn,ε if y is the
center of one of the branches of xBn,ε, that is y = xe
2piij/n for some j ∈ {0, ..., n− 1}.
Remark 4.3.5. Notice that L(E, ε) is non-decreasing with respect to ε.
Proposition 4.3.6. A subset E ⊂ Z is Kronecker if and only if limε→0 L(E, ε) = 0.
Proof. We first assume that if limε→0 L(E, ε) > 0 and prove that E is not Kronecker.
Pick M ∈ N such that
L := 2pi/M < lim
ε→0
L(E, ε).
Suppose, for a contradiction, that E has Kronecker constant |1 − ei(pi−ε0)| < 2 for
some ε0 > 0. Since
L < lim
ε→0
L(E, ε) ≤ L(E, ε0/(2M)),
there exist a finite set {n1, ..., nk} ⊂ E and {x1, ..., xk} ⊂ T such that
k⋃
j=1
xjBnj ,ε0/(2M) ⊃
{
eiθ : θ ∈ [0, L]} := IL. (4.1)
As L = 2pi/M , given any z ∈ T, we can find z0 ∈ IL such that zM0 = z.
By Eq. (4.1), there exist 1 ≤ s ≤ k and y0 ∈ T such that y0 is a center of xsBns,ε0/(2M)
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and
z0y
−1
0 ∈ Aε0/(2Mns).
Clearly, yM0 is a center of x
M
s Bns,ε0/2. Moreover,
yM0 z
−1 = (y0z−10 )
M ∈ Aε0/(2ns).
Thus, z ∈ xMs Bns,ε0/2 and this shows
k⋃
j=1
xMj Bnj ,ε0/2 ⊃ T,
which contradicts Lemma 4.3.3 (1).
Conversely assume limε→0 L(E, ε) = 0. Then, for ε small enough and for any choice
X = (xn)n∈E ⊂ T, C(E,X, ε) 6= T . Lemma 4.3.3 (2) implies that E is Kronecker.
We thus have the following corollary.
Corollary 4.3.7. If E ⊂ Z is Kronecker and F ⊂ Z\ {0} is a finite set, then E ∪F
is Kronecker.
Proof. We may assume F = {n} and n 6= 0. Since E is Kronecker, by Proposi-
tion 4.3.6, limε→0 L(E, ε) = 0. Choose δ > 0 small enough that
L(E, δ) <
2pi − 2δ
|n| .
As the arcs between the branches of yBn,δ have length (2pi − 2δ)/|n| for any y ∈ T,
there is no choice of y and (xk)k∈E ⊂ T such that
yBn,δ
⋃⋃
k∈E
xkBk,δ = T.
Hence, Lemma 4.3.3 (1) implies E ∪ F is weak |1− ei(pi−δ)|-Kronecker .
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Next, we deduce that a translation of a Kronecker set in Z away from 0 is Kronecker.
This is open for Kronecker sets in other groups.
Corollary 4.3.8. Suppose E ⊂ Z is Kronecker, n ∈ Z and −n /∈ E. Then n+E is
Kronecker.
Proof. This follows from Corollary 4.3.7 and the fact proven in [9] (Corollary 2.2.15)
that says if E ⊂ Z is Kronecker and n ∈ Z, there exists a finite subset F ⊂ E such
that n+ (E\F ) is Kronecker.
Finally, we have a result regarding a Kronecker set union its inverse.
Proposition 4.3.9. Suppose E ⊂ Γ and α(E) < 1/4. Then, E ∪ E−1 is also
Kronecker.
Proof. Let ϕ : E ∪ E−1 → T = [0, 1]. For γ ∈ E, we let φγ : {1,−1} → T be given
by φγ(1) = ϕ(γ) and φγ(−1) = ϕ(γ−1).
It is not hard to see α({−1, 1}) = 1/4 (see [16]) and therefore for each γ there exists
xγ ∈ T such that
max
j∈{−1,1}
dT(jxγ, φγ(j)) ≤ 1/4.
Since α(E) < 1/4, there exists y ∈ G such that
sup
γ∈E
dT(Arg γ(y), xγ) < 1/4.
Putting these together, we have
sup
j∈{−1,1},γ∈E
dT(Arg γ
j(y), ϕ(γj)) ≤ sup
j∈{−1,1},γ∈E
dT(γ
j(y), jxγ) + dT(jxγ, ϕ(γ
j))
< 1/4 + 1/4 = 1/2,
which implies E ∪ E−1 is Kronecker.
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Chapter 5
Binary Kronecker Sets
5.1 Introduction
Recall that binary Kronecker sets are weakened versions of Kronecker sets. Instead
of interpolating functions with range T, in the binary Kronecker setting we only
require to interpolate ±1-valued functions.
In this chapter we identify T = [0, 1] with 0 being the identity and the group
operation being addition mod integers. The metric on T in this chapter is
dT : T× T→ [0, 1/2] given by dT(x, y) = min {|x− y|, 1− |x− y|}. The dual group
is the integer group Z and, for n ∈ Z and x ∈ T, we identify the duality by the
multiplication nx mod integers.
Since we identify T = [0, 1], ±1-valued functions become {0, 1/2}-valued functions.
We recall the definition of binary ε-Kronecker sets in this notation.
Definition 5.1.1. Let ε > 0. A subset E ⊂ Z is called binary ε-Kronecker
if for all ϕ : E → {0, 1/2} there exists x ∈ T such that dT(ϕ(n), nx) < ε for all n ∈ E.
The binary Kronecker constant of E, β(E), is defined by
β(E) := inf {τ : E is binary τ -Kronecker} .
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Remark 5.1.2. The notion of a binary Kronecker set can be defined more generally
for E ⊂ Γ. But our interest is in E ⊂ Z.
Example 5.1.3. Consider E ⊂ Z, the set of odd integers. We note that if n ∈ E
and x0 = 1/4, then nx0 is either 1/4 or 3/4. Hence, β(E) ≤ 1/4. Later in the
chapter we will see, being a symmetric set, β(E) ≥ 1/4 from Proposition 5.2.4.
Hence, β(E) = 1/4. We also note that E is not a Sidon set because it is known that
Sidon sets cannot contain arbitrarily long arithmetic progressions, and the angular
Kronecker constant is α(E) = 1/2.
As we mentioned in chapter 1, for a subset E ⊂ Γ we have β(E) ≤ α(E) ≤ 2β(E)
([10]). Example 5.1.3 shows if E is the set of odd integers, 2β(E) = α(E). On the
other hand, β(Z) = α(Z) = 1/2. Proposition 5.3.1 will show that for geometric
sequences E we also have α(E) = β(E).
Since I0 sets can be characterized by interpolating ±1-valued functions within error
1 (measuring on the unit circle on the complex plane) (Theorem 1.4.3), if a set has
binary Kronecker constant less than 1/6, it is an I0 set. Moreover, if a set has binary
Kronecker constant less than 1/4, then its angular Kronecker constant is less than
1/2 and therefore it is a Sidon set. Note that the example of odd integers implies
the bound 1/4 is sharp.
It is known that if a set has angular Kronecker constant less than 1/2, the set does
not cluster at any continuous character in the Bohr topology. The binary Kronecker
sets have similar properties.
Proposition 5.1.4. If β(E) < 1/2, then E ⊂ Z does not cluster at 0.
Proof. Since β(E) < 1/2, we can find ε > 0 and x ∈ G such that dT(nx, 1/2) < 1/2−ε
for all n ∈ E. That means dT(nx, 0) ≥ ε for all n ∈ E and therefore E does not
cluster at 0.
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As with Kronecker sets, the binary Kronecker constant of a set is the supremum of
the binary Kronecker constants of its finite subsets.
Lemma 5.1.5. Let E ⊂ Z be a subset. Then β(E) = supF⊂E,F finite β(F ).
Proof. Let supF⊂E,F finite β(F ) := a. We only need to show a ≥ β(E). Let ϕ : E →
{±1} be a function. For each finite subset F ⊂ E we let xF ∈ G be such that
dT(nxF , ϕ(n)) ≤ a for all n ∈ F . We partially order the subsets of E by inclusion.
Since T is compact, we let x be a cluster point of the net (xF )finite F⊂E. Then for all
n ∈ E we have dT(nx, ϕ(n)) ≤ a. This proves a ≥ β(E).
Thus it is of interest to compute the binary Kronecker constants of finite sets of
integers and this is what we will do in the remainder of the chapter for particular
examples. The structure of symmetrized sets often makes this problem tractable
and most of our examples are of this type.
Since Z\ {0} is dense in Z, Proposition 5.1.4 implies β(Z\ {0}) = 1/2. Hence,
it is of interest to know the growth rate of the binary Kronecker constant of
En := {±1, ...,±n} as a function of n. In Proposition 5.2.5 we will prove
β(En) = n/(2(n+ 1)). In comparison, the binary Kronecker constant of {1, ..., n} is
known to be (n− 1)/(2(n+ 1)) ([16]).
In Proposition 5.2.6 we study the symmetric powers Hn :=
{±nk : k ≥ 1}. One
interesting phenomenon here is that β(Hn) = β {±1,±n}. Another is that the
answer depends on whether n is even or odd.
Proposition 5.2.8 concerns cosets in Z. Since Sidon sets cannot contain arbitrarily
long arithmetic progressions, these cosets are never Sidon sets and it is interesting
to study their binary Kronecker interpolation properties.
We also study one class of non-symmetric examples in section 5.3, which is the
non-symmetrized geometric sequences. As we mentioned before, this is a non-trivial
example of a set whose binary Kronecker constant coincides with its angular
Kronecker constant.
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5.2 Symmetrized sets
In this section we will see symmetry can greatly reduce the complexity of computing
the binary Kronecker constant. A subset E ⊂ Z is symmetrized if E = −E. We
need a few notations.
Notation 5.2.1. Let f : E ⊂ Z→ {0, 1/2} be a function.
(1) Let x ∈ T. We define
D(E, f, x) := sup
n∈E
dT(nx, f(n)).
(2) D(E, f) := infx∈TD(E, f, x).
(3) We define ϕE : E → {0, 1/2} as ϕE(n) =
{
0 if n ≥ 0
1/2 if n < 0
.
(4) For x ∈ T we define D(E, x) := supn∈E dT(nx, ϕE(n)).
We establish a few preliminary results.
Lemma 5.2.2. (1) Suppose n0 ∈ E is a positive integer. Assume f : E → {0, 1/2}
satisfies f(n0) = f(−n0). We let g : E → {0, 1/2} be given by g(n0) = 1/2 − f(n0)
and g = f elsewhere. Then,
D(E, g) ≥ D(E, f).
(2) Suppose f : E → {0, 1/2} and ±n0 ∈ E. We define g : E → {0, 1/2} ⊂ T by
g(n0) = f(−n0)
g(−n0) = f(n0)
and g = f elsewhere. Then, D(E, f) = D(E, g).
Proof. (1) Define E0 := E\ {−n0}. Since f(n0) = f(−n0) ∈ {0, 1/2}, for all x ∈ T,
dT(n0x, f(n0)) = dT(−n0x, f(−n0)) and therefore D(E, f) = D(E0, f |E0). As E0 ⊂
E,
D(E, f) = D(E0, f |E0) = D(E0, g|E0) ≤ D(E, g).
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(2) If f(n0) = f(−n0), we are done. Hence, we assume f(n0) 6= f(−n0) and without
lose of generality, we further assume f(n0) = 0 and f(−n0) = 1/2. Then, for any
x ∈ T,
D({±n0} , f |{±n0}, x) = max {dT(n0x, 0), dT(−n0x, 1/2)} = D({±n0} , g|{±n0}, x).
Since f = g off {±n0}, we have D(E, f, x) = D(E, g, x) for all x ∈ T. Hence,
D(E, f) = D(E, g).
Corollary 5.2.3. Let E ⊂ Z be symmetrized. Then β(E) = D(E, f) for all
f : E → {0, 1/2} satisfying f(n) 6= f(−n) for all n ∈ E.
Proposition 5.2.4. (1) β(E) = D(E,ϕE) = infx∈TD(E, x).
(2) For any symmetrized set E ⊂ Z we have β(E) ≥ 1/4.
Proof. (1) This follows from Corollary 5.2.3.
(2) Notice that for n ≥ 0 in E and any x ∈ T,
D(E, x) ≥ D({±n} , x) = max {dT(nx, 0), dT(−nx, 1/2)} ≥ 1/4.
Thus, β(E) ≥ 1/4.
We compute the binary Kronecker constants for three types of symmetrized integer
sets.
Proposition 5.2.5. Let Sn := {±1,±2, ...,±n}. Then β(Sn) = n/(2n+ 2).
Proof. We first note that if we let x0 = 1/(2n + 2), then dT(x0, 1/2) = dT(nx0, 0) =
n/(2n+ 2). Hence,
D(Sn, x0) = max
1≤k≤n
{dT(kx0, 0), dT(−kx0, 1/2)} = n/(2n+ 2).
Thus, β(Sn) ≤ n/(2n+ 2). It remains to prove β(Sn) ≥ n/(2n+ 2).
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Suppose, otherwise, that there exists y ∈ T such that D(Sn, y) < n/(2n+2). Clearly,
for all 1 ≤ k ≤ n,
±ky /∈
[
0,
1
2n+ 2
]⋃[1
2
− 1
2n+ 2
,
1
2
+
1
2n+ 2
]⋃[
1− 1
2n+ 2
, 1
]
.
In other words, for 1 ≤ k ≤ n, ±ky stays in two open intervals:
±ky ∈
(
1
2n+ 2
,
n
2n+ 2
)⋃( n+ 2
2n+ 2
,
2n+ 1
2n+ 2
)
.
Notice that the open intervals have equal length (n− 1)/(2n+ 2).
For 1 ≤ k ≤ n− 1, let
Ik :=
(
k
2n+ 2
,
k + 1
2n+ 2
]
.
Notice that (Ik)1≤k≤n−1 is a partition of ( 12n+2 ,
n
2n+2
]. Also, for 1 ≤ k ≤ n− 1, we let
Jk :=
(
n+ k + 1
2n+ 2
,
n+ k + 2
2n+ 2
]
.
Then, (Jk)1≤k≤n−1 forms a partition for ( n+22n+2 ,
2n+1
2n+2
].
For 1 ≤ k ≤ n − 1, we let Pk := Ik ∪ Jk. Since {y, 2y, ..., ny} ⊂
⋃k=n−1
k=1 Pk, there
exist 1 ≤ m ≤ n− 1 and 1 ≤ a, b ≤ n such that ay, by ∈ Pm = Im
⋃
Jm.
If
ay ∈ Im =
(
m
2n+ 2
,
m+ 1
2n+ 2
]
and
by ∈ Jm =
(
n+m+ 1
2n+ 2
,
n+m+ 2
2n+ 2
]
,
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then
(a− b)y ∈
(
n
2n+ 2
,
n+ 2
2n+ 2
)
.
But (a − b)y = ±ky for some k = 1, ..., n and therefore we get a contradiction.
Similarly, if ay ∈ Jm and by ∈ Im, we also have a contradiction.
It remains to consider the case ay, by ∈ Im or ay, by ∈ Jm. Since Im and Jm have
length 1/(2n+ 2), either ay, by ∈ Im or ay, by ∈ Jm implies
(a− b)y ∈
[
0,
1
2n+ 2
]⋃[
1− 1
2n+ 2
, 1
]
,
which is again a contradiction. Thus β(Sn) ≥ n/(2n+ 2).
Proposition 5.2.6. Let Hn :=
{±nk : k ≥ 0}. Then β(Hn) = n+24n+4 for even n and
β(Hn) = 1/4 for odd n.
Proof. First, if n is odd, nk is odd for all k ≥ 0 and by Example 5.1.3, β(Hn) ≤ 1/4.
Since Hn is a symmetric set, Proposition 5.2.4 gives β(Hn) ≥ 1/4. Thus, for odd n,
β(Hn) = 1/4.
If n is even, we denote x1 = n/(4n + 4), x2 = (n + 2)/(4n + 4), x3 = −x2 and
x4 = −x1. Notice that x1 and x2 are symmetric about the point 1/4.
We first deal with the case n = 4m for some m ∈ Z. We note that
nx1 − x4 = n2/(4n+ 4) + n/(4n+ 4) = n/4 ∈ Z
and therefore nx1 = x4. Likewise,
nx2 − x1 = (n2 + 2n)/(4n+ 4)− n/(4n+ 4) = n/4 ∈ Z
implies nx2 = x1. Similarly, nx3 = x4 and nx4 = x1 follow by symmetry.
Based this observation we can show β(Hn) ≤ (n + 2)/(4n + 4). This is because
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nx1 = x4 and n
2x1 = nx4 = x1, therefore
D(Hn, x1) = sup
k≥0
max
{
dT(n
kx1, 0), dT(−nkx1, 1/2)
}
= max {dT(x1, 0), dT(−x1, 1/2), dT(x4, 0), dT(−x4, 1/2)}
= (n+ 2)/(4n+ 4).
Next we show β(Hn) ≥ (n+ 2)/(4n+ 4). Suppose for some y we have
D(Hn, y) < (n+ 2)/(4n+ 4).
Then, nky ∈ (x1, x2) ∪ (x4, x3) for all k ≥ 0. So, y ∈ (x1, x2) ∪ (x4, x3) and
ny ∈ (nx1, nx2) ∪ (nx4, nx3).
But
(nx1, nx2) = (nx3, nx4) = (x4, x1),
which is a contradiction. Hence, β(Hn) = (n+ 2)/(4n+ 4).
Otherwise, n = 2(2m + 1) for some m ∈ Z. We can show that nx1 = x2, nx2 = x3,
nx3 = x2 and nx4 = x3 and the argument is similar to the above.
Remark 5.2.7. We have β({±1,±n}) = β({±nk : k ≥ 0}) in the n-even case.
Proposition 5.2.8. Let Aa,b := {±(an+ b) : n ∈ N} for positive integers a, b ∈ N.
Then β(Aa,b) = 1/4 if a/ gcd(a, b) is even, and β(Aa,b) = 1/4 + gcd(a, b)/(4a) if
a/ gcd(a, b) is odd.
Proof. We first notice that we may assume gcd(a, b) = 1 by replacing a and b with
a/ gcd(a, b) and b/ gcd(a, b) because
β(mE) = β(E) ∀m ∈ Z\ {0} .
Case 1: a is even. In this case, since gcd(a, b) = 1, b is odd and hence Aa,b only
contains odd numbers. Thus, β(Aa,b) = 1/4.
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Case 2: a is odd. If a = 1, clearly we have β(Aa,b) = 1/2. Hence, we assume a ≥ 3.
Since β(Aa,b) = infx∈TD(Aa,b, x), we will find the optimal x to minimize D(Aa,b, x).
For x ∈ T we let
Gx := {(an+ b)x : n ≥ 0} .
It is not hard to see
D(Aa,b, x) = sup
y∈Gx
max {dT(y, 0), dT(y, 1/2)} .
If |Gx| = ∞, Gx is dense in T and thus D(Aa,b, x) = 1/2. If |Gx| = N < ∞,
it is a translation of a finite subgroup of order N in T and we can observe
D(Aa,b, x) ≥ (1− 1/N)/2.
We have that the optimal x is a rational number in T = [0, 1], because irrational x
implies |Gx| =∞. We let x = k/m for some integers k,m with gcd(k,m) = 1. Since
gcd(k,m) = 1, we have that |Gx| = m/ gcd(m, ak) = m/ gcd(m, a).
If |Gx| ≥ 3, D(Aa,b, x) ≥ 1/3. Moreover, if |Gx| = 1, then m divides a and hence
gcd(b,m) ≤ gcd(b, a) = 1. Since Gx = {bk/m}, we have that
D(Aa,b, x) = max
{
dT
(
bk
m
, 0
)
, dT
(
bk
m
,
1
2
)}
.
Since gcd(b,m) = 1, as k ranges over the integers, bk/m can range over all m-th
roots of unity. Thus, the optimal k and m are such that bk/m (mod integers) is
closest to 1/4 (or 3/4). Hence, the optimal choices are m = a and k satisfies
bk =
{
(a− 1)/4 if a ≡ 1 mod 4
(a+ 1)/4 if a ≡ 3 mod 4 .
Thus, the minimal D(Aa,b, x) in the case that |Gx| = 1 is 1/4 + 1/(4a). Notice that
1/4 + 1/(4a) ≤ 1/3 when a ≥ 3.
It remains to consider x such that |Gx| = 2. Then, m/ gcd(m, a) = 2 and hence m
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divides 2a. The set Gx is {bk/m, bk/m+ 1/2}. Notice that
max
{
dT
(
bk
m
, 0
)
, dT
(
bk
m
,
1
2
)}
= max
{
dT
(
bk
m
+
1
2
, 0
)
, dT
(
bk
m
+
1
2
,
1
2
)}
and therefore
D(Aa,b, x) = max
{
dT
(
bk
m
, 0
)
, dT
(
bk
m
,
1
2
)}
.
Similar to above, the optimal choice for m is m = 2a and k is such that bk/m is
closest to 1/4. We have that the minimal D(Aa,b, x) is 1/4 + 1/(4a).
Hence, to summarize, when a is odd, β(Aa,b) = 1/4 + 1/(4a).
5.3 A non-symmetrized example
Lastly, we compute one non-symmetrized example.
Proposition 5.3.1. Let Ak := {kn : n ≥ 0}, k ≥ 2. Then β(Ak) = 1/(2k).
Proof. Since the angular Kronecker constant for Ak is 1/(2k) ([15]), we have
β(Ak) ≤ 1/(2k). We will show β(Ak) ≥ 1/(2k).
We write each x ∈ [0, 1] = T in digits of base k: x = 0.d0d1...dn.... We need to find
optimal digits to minimize D(Ak, f, x) for functions f : Ak → {0, 1/2}. We have
kmx = dm/k + dm+1/k
2 + ...
mod integers.
First, we assume k is odd. Consider the function f : Ak → {0, 1/2} given by
f(1) = 0 and f(km) = 1/2 for all m ≥ 1.
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We claim that if we were to have D(Ak, f, x) < 1/(2k), then dm could only be
(k − 1)/2 for m ≥ 1. Indeed, for m ≥ 1, if we have dm/k ≥ 1/2 + 1/(2k), then
D(Ak, f, x) ≥ dT(kmx, f(km)) ≥ dm/k − 1/2 ≥ 1/(2k).
Or, if dm/k ≤ 1/2− 3/(2k), we have
D(Ak, f, x) ≥ dT(f(km), kmx) = 1/2− kmx ≥ 3/(2k)− (k − 1)(
∑
j≥2
1/kj) = 1/(2k).
Thus, we only need to consider
1/2− 3/(2k) < dm/k < 1/2 + 1/(2k)
for m ≥ 1, equivalently, dm = (k − 1)/2. Then x = d0/k + 1/(2k) and it is easy to
see dT(f(1), x) ≥ 1/(2k) for all choices of d0. This shows D(Ak, f, x) ≥ 1/(2k) for
all x ∈ [0, 1] and therefore, when k is odd, β(Ak) = 1/(2k).
Otherwise k is even. Consider the target function f(1) = 0, f(k) = 1/2 and f(km) =
0 for all m ≥ 2. We claim that if D(Ak, f, x) < 1/(2k), either d2 = d3 = ... = k − 1
or d2 = d3 = ... = 0. Indeed, similar to above, since f(k
m) = 0 for all m ≥ 2, if
1 ≤ dm ≤ k − 2 for some m ≥ 2, then
1/k ≤ kmx ≤
∑
j≥2
(k − 1)/kj + (k − 2)/k = (k − 1)/k.
Hence, dT(k
mx, f(km)) ≥ 1/k > 1/(2k).
If d2 = 0 and d3 = k − 1, then
D(Ak, f, x) ≥ dT(k2x, f(k2)) ≥ (k − 1)/k2 ≥ 1/(2k)
as k ≥ 2. Hence, if d2 = 0 then d3 = 0. Continuing this way, we have that
d2 = d3 = d4 = ... = 0. Similarly, if d2 = k − 1, then dm = k − 1 for all m ≥ 2.
If dm = 0 for all m ≥ 2, then D(Ak, f, x) ≤ 1/(2k) implies d1 = k/2. Hence,
x = d0/k + 1/(2k) and one can check that D(Ak, f, x) ≥ 1/(2k) for all choices of d0.
It is a similar situation for dm = k − 1 for all m ≥ 2.
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Remark 5.3.2. The odd integer set has binary Kronecker constant 1/4 and the
angular Kronecker constant is 1/2. In the example of Proposition 5.3.1, the binary
Kronecker constant is the same as the angular Kronecker constant. Hence, the
bounds, β(E) ≤ α(E) ≤ 2β(E), are sharp.
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Chapter 6
N-pseudo-Rademacher Sets
6.1 Introduction
Independence is a property prevalent throughout mathematics and has motivated
this thesis. Recall that the Rademacher set in the dual of the infinite direct product
of infinitely many copies of Z2 is an independent set of characters. These functions
have the property that every ±1-valued function defined on the set is evaluation at
some x in the group. A similar interpolation property holds for all independent sets.
Graham and Hare in [11] introduced the weaker notion of pseudo-Rademacher
sets, sets of characters where every ±1-valued function is point-wise evaluation,
in order to study the problem of the existence of Kronecker sets. Galindo and
Hernandez in [8] and Graham and Lau in [12] both consider interpolation sets of
characters of finite order. For other references and further background information
on pseudo-Rademacher sets we refer the reader to [9].
In this chapter, we generalize pseudo-Rademacher sets to N -pseudo-Rademacher sets
(or N -PR sets for short), sets of characters with the property that every ZN -valued
function on the set is point-evaluation. Specifically, we recall the following definition
that we introduced in chapter 1.
Definition 6.1.1. A set E ⊂ Γ is N-pseudo-Rademacher (or N -PR) if for all
ϕ : E → ZN there exists x ∈ G such that ϕ(γ) = γ(x) for all γ ∈ E.
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Example 6.1.2. As we have seen in chapter 1, typical examples of N -PR sets are
the independent sets in Z∞N (Proposition 1.2.2). More generally, if E is independent
and ZN ⊂ Range(γ) for all γ ∈ E, then E is N -PR.
Of course, a pseudo-Rademacher set is a 2-PR set. Moreover, if a set is N -PR, it is
also M -PR if M divides N .
We first observe that N -PR sets are ε-Kronecker sets for ε = ε(N) = |1− epiiN |. Note
this tends to 0 as N → ∞. Later in this chapter, the Example 6.2.3 will show that
not every ε-Kronecker set is N -PR.
Proposition 6.1.3. N-PR sets are weak ε-Kronecker for ε = |1− epiiN |.
Proof. Assume E ⊂ Γ is N -PR. Let ϕ : E → T. Define ϕN : E → ZN by ϕN(γ) = t,
where t ∈ ZN satisfies |t− ϕ(γ)| ≤ |1− epiiN |. Let x ∈ G be such that γ(x) = ϕN(γ)
for γ ∈ E. We have |γ(x)− ϕ(γ)| ≤ |1− epiiN |.
The 2-PR sets are I0 by Theorem 1.4.3. An N -PR set for N ≥ 3 is at least
1-Kronecker and therefore is also I0.
In this chapter, we give an arithmetic characterization of N -PR sets (Theorem 6.2.2),
describe their structures (Proposition 6.3.5) and prove the existence of large N -PR
sets (Theorem 6.4.3). Theorem 6.4.3 gives a new proof that any uncountable subset
in Γ contains a large ε-Kronecker set.
For this chapter, important groups are the group of all pn-th roots of unity, C(p∞),
and the group of n-th roots of unity, Zn.
Notation 6.1.4. Let p be a prime number. The group C(p∞) is the group of all
pn-th roots of unity for n ≥ 1. That is,
C(p∞) = {x ∈ T : xpn = 1 for some n ∈ N} = {e2piij/pn : j, n ∈ N} .
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Notice that when we identify T = [0, 1], the group C(p∞) is identified as
C(p∞) = {k/pn : n ∈ N, 0 ≤ k ≤ pn − 1} ⊂ [0, 1] = T,
and Zn is
Zn = {k/n : 0 ≤ k ≤ n− 1} ⊂ [0, 1] = T.
6.2 Characterization of N-PR sets
In this section we give an algebraic characterization of N -PR sets. We first establish
some useful lemmas.
Lemma 6.2.1. Let E ⊂ Γ, N ∈ N, and Λ ⊂ Γ be a subgroup.
(1) Let q : Γ→ Γ/Λ be the quotient map. If q is one-to-one on E and q(E) is N-PR,
then E is N-PR.
(2) Suppose E ⊂ Λ. Then E is N-PR as a subset of Γ if and only if E is N-PR as
a subset of Λ.
Proof. (1) Suppose q : Γ → Γ/Λ is one-to-one on E and q(E) is N -PR. Let
ϕ : E → ZN be a function. Because q is one-to-one on E, for each γ, β ∈ E, if
β 6= γ, then γβ−1 /∈ Λ. Thus, we can define ϕ′ : q(E) → ZN via ϕ′(γΛ) = ϕ(γ) for
γ ∈ E. Since q(E) is N -PR, there exists x ∈ Λ⊥ = Γ̂/Λ such that ϕ′(γΛ) = x(γΛ)
for all γ ∈ E. As x ∈ Λ⊥, ϕ(γ) = γ(x) for all γ ∈ E. This means E is N -PR.
(2) We first suppose E is an N -PR subset of Γ. Let ϕ : E → ZN be a function.
There exists x ∈ G such that ϕ(γ) = γ(x) for all γ ∈ E. Let xΛ⊥ ∈ G/Λ⊥ = Λ̂.
Since E ⊂ Λ, for all γ ∈ E we have
ϕ(γ) = γ(x) = (xΛ⊥)(γ).
This means E is N -PR as a subset of Λ. The proof of the converse part of (2) is
similar.
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Next, we introduce our main result in this section, a characterization of N -PR sets.
Theorem 6.2.2. The following are equivalent:
(1) E ⊂ Γ is N-PR.
(2) If γi ∈ E for 1 ≤ i ≤ n are distinct and
∏n
i=1 γ
mi
i = 1 for some mi ∈ Z, then N
divides mi for all i.
Proof. Suppose (2) fails. Then there exist distinct γi ∈ E and integers mi ∈ Z
with
∏n
i=1 γ
mi
i = 1, while N does not divide m1. Let f : E → ZN be given by
f(γ1) = e
2pii/N and f(γ) = 1 for all γ 6= γ1. For any x ∈ G, 1 =
∏n
i=1 γi(x)
mi , while
n∏
i=1
f(γi)
mi = f(γ1)
m1 6= 1.
Thus, this function f cannot be interpolated by any x ∈ G and therefore (1) fails.
Conversely, suppose (2) holds. Let EN = 〈γN : γ ∈ E〉, the subgroup generated by{
γN : γ ∈ E}, and pi : Γ → Γ/EN be the quotient map. Elements in EN have the
form γk1N1 ...γ
kmN
m for γ1, ..., γm ∈ E and k1, ..., km ∈ Z. We claim that pi(E) ⊂ pi(Γ)
is independent. Indeed, suppose there are γi ∈ E with distinct pi(γi) and mi ∈ Z
such that
∏n
i=1 γ
mi
i ∈ ker(pi). Then there exists kj ∈ Z, 1 ≤ j ≤ s and s ≥ n such
that
n∏
i=1
γmii =
s∏
j=1
γ
kjN
j
with distinct γj ∈ E. Hence,
n∏
i=1
γmi−kiNi
s∏
j=n+1
γ
−kjN
j = 1 ∈ Γ.
By (2), N | mi − kiN for all 1 ≤ i ≤ n and hence N | mi for all 1 ≤ i ≤ n. This
means each γmii ∈ ker(pi) and therefore the set pi(E) is independent.
Moreover, we claim that pi is one-to-one on E. Suppose, otherwise, that there are
γ1 6= γ2 ∈ E and γ1γ−12 ∈ ker(pi). Then there exists kj ∈ Z, 1 ≤ j ≤ s and s ≥ 2
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such that
γ1γ
−1
2 =
s∏
j=1
γ
kjN
j
with distinct γj ∈ E. We have
γ1−k1N1 γ
−1−k2N
2
s∏
j=3
γ
−kjN
j = 1.
Again, (2) gives N | (1− k1N) and N | (−1− k2N), which are not possible.
Clearly, the elements of pi(E) have order N . Thus pi(E) is N -PR from Proposi-
tion 1.2.2. Because pi is also one-to-one on E, Lemma 6.2.1 gives that E is N -PR,
proving (1).
Now we can deduce that not every ε-Kronecker set in a torsion group is N -PR. Here
is an example.
Example 6.2.3. For every ε > 0 and N ∈ N, there exists an infinite ε-Kronecker
set E with every γ ∈ E having finite order a multiple of N , but E is not N -PR.
Let N ∈ N and ε > 0. Let (pi)∞i=1 be an increasing sequence of primes coprime to N .
Let Γ = ZN
⊕⊕
i≥1 Zpi . Let
S := {(1, 0, 0, ...), (1, 1, 0, 0, ...), (1, 1, 1, 0, 0, ...), ...} .
One can easily see that elements in S have orders a multiple of N . It is not hard
to see that if we exclude finitely many elements of small orders, we have a co-finite
ε-Kronecker set E ⊂ S (See [11] where a similar idea is used). From Theorem 6.2.2
no subsets of S other than singletons are N -PR and therefore E is not N -PR.
We also note that not every p-PR set is an independent set. The following example
shows a p-PR set whose only independent subsets are singletons.
Example 6.2.4. Consider E = {γn : n ≥ 2} ⊆
⊕
i≥1 C(p∞) ⊂ [0, 1]N, where
Proj1(γn) = 1/p
2, Projn(γn) = 1/p and Projk(γn) = 0 for all k 6= 1, n. (Recall
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that the projection is defined in Notation 1.1.4 and here we use additive group
operation.) The set E is p-PR by Theorem 6.2.2, but E does not contain any
independent subsets other than singletons because for all i 6= j, pγi = pγj 6= 1.
Corollary 6.2.5. Let a, b ∈ N be co-prime. The subset E ⊂ Γ is (ab)-PR if and
only if E is both a-PR and b-PR.
Proof. Since Za,Zb ⊂ Zab, if E is (ab)-PR, E is both a-PR and b-PR. To see
the converse, we assume E is both a-PR and b-PR. Consider γ1, ..., γn ∈ E and
m1, ...,mn ∈ Z such that
∏n
i=1 γ
mi
i = 1. Since E is both a-PR and b-PR, a|mi and
b|mi for all 1 ≤ i ≤ n. Since a and b are co-prime, ab|mi for all 1 ≤ i ≤ n. Hence,
by Theorem 6.2.2, E is (ab)-PR.
Similarly to Kronecker sets in Z (Corollary 4.3.8), N -PR sets are closed under
translation assuming suitable hypotheses.
Corollary 6.2.6. Suppose E ⊂ Γ is N-PR and 〈E〉 ∩ 〈γ〉 = {1}. Then γE is also
N-PR.
Proof. Let γ1, ..., γn ∈ E and m1, ...,mn ∈ Z be such that
∏n
i=1(γγi)
mi = 1. Since
〈E〉 ∩ 〈γ〉 = {1}, we have ∏ni=1 γmii = 1 and therefore N |mi for all 1 ≤ i ≤ n. This
shows γE is N -PR by Theorem 6.2.2.
6.3 Structure of N-PR sets
In this section, we investigate the structure of N -PR sets. We rely heavily on the
following structure theorem for general abelian groups.
Theorem 6.3.1. [34] Every abelian group Γ is isomorphic to a subgroup of⊕
α
Qα
⊕⊕
β
C(p∞β ),
where Qα are copies of Q and pβ are prime numbers.
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Notation 6.3.2. (1) We let Γ0 be the torsion subgroup of Γ and pi0 : Γ→ Γ/Γ0 be
the quotient map. In the notation of Theorem 6.3.1,
pi0 :
⊕
α
Qα
⊕⊕
β
C(p∞β )→
⊕
α
Qα
is the quotient map.
(2) Let p ∈ N be a prime number and n ∈ N. We let Γpn be the subgroup of Γ0
containing elements whose orders are not a multiple of pn, or equivalently, whose
orders are not divisible by pn. Let pipn : Γ→ Γ/Γpn be the quotient map.
(3) If Γ =
⊕
i C(p∞i ) with pi distinct, the map pipi can be viewed as pipi = Proji.
Remark 6.3.3. Notice Γpn in (2) above is indeed a subgroup because if γ1 and γ2
have orders m1 and m2, neither a multiple of p
n, then lcm(m1,m2) is not a multiple of
pn. Hence, the order of γ1γ2, which divides lcm(m1,m2), is not a multiple of p
n either.
Example 6.3.4. (1) We identify T as T = [0, 1]. In the case that Γ = C(p∞) ⊂ T
and n ∈ N, we note that Γp = {0} and Γpn = 〈1/pn−1〉. Take an element x =
(p + 1)/pn = 1/pn−1 + 1/pn. Then, pipn(x) has order p and can be identified as 1/p.
In general, we can identify
pipn : C(p∞)→ C(p∞)/Γpn ∼= C(p∞)
pipn(x) = p
n−1x.
(2) We still identify T as T = [0, 1]. In the case that Γ = Q
⊕ C(p∞)⊕ C(q∞) for
another prime number q 6= p, since pipn does not affect elements of infinite order, pipn
can be understood as
pipn : Q
⊕
C(p∞)
⊕
C(q∞)→ Q
⊕
C(p∞)
⊕
C(q∞)
(x, y, z)→ (x, pn−1y, 0).
(3) If we identify T as the unit circle group in C, the map
pipn : C(p∞)→ C(p∞)/Γpn ∼= C(p∞)
is x→ xpn−1 , where x = e2piij/pk for some j, k ∈ N.
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Proposition 6.3.5. Let E ⊂ Γ, n ∈ N and p be a prime number. The following are
equivalent:
(1) E is pn-PR.
(2) pipk(E) is p
n+1−k-PR and pipk is one-to-one on E for all 1 ≤ k ≤ n.
(3) pipk(E) is p
n+1−k-PR and pipk is one-to-one on E for some 1 ≤ k ≤ n.
Proof. We first show (1) implies (2). Fix 1 ≤ k ≤ n and suppose E ⊂ Γ is pn-PR.
To see that pipk is one-to-one on E, note that if γ1, γ2 ∈ E have γ1γ−12 ∈ Γpk , then
γ1γ
−1
2 has finite order that is not divisible by p
k. But from Theorem 6.2.2, this
implies E is not even pk-PR and therefore contradicts that E is pn-PR.
Now, we show that pipk(E) is p
n+1−k-PR. We let γ1, ..., γs ∈ E and βi := pipk(γi) for
1 ≤ i ≤ s. Suppose for some m1, ...,ms ∈ Z we have
∏s
i=1 β
mi
i = 1. This means∏s
i=1 γ
mi
i ∈ Γpk and therefore there exists l ∈ N, which is not divisible by pk, such
that
∏s
i=1 γ
lmi
i = 1. By Theorem 6.2.2, p
n|lmi and hence pn+1−k|mi. Theorem 6.2.2
implies pipk(E) is p
n+1−k-PR.
Since (2) implies (3) is obvious, it remains to show (3) implies (1). We assume (3)
holds for some 1 ≤ k ≤ n. Let γ1, ..., γs ∈ E be distinct and m1, ...,ms ∈ Z such that∏s
i=1 γ
mi
i = 1. Then
∏s
i=1 pipk(γi)
mi = 1 and the injectivity of pipk implies pipk(γi) are
distinct. Since pipk(E) is p
n+1−k-PR, we have pn+1−k|mi for all 1 ≤ i ≤ s.
If n+ 1− k ≥ k − 1, then mi/pk−1 is an integer. We note that order of the product∏s
i=1 γ
mi/p
k−1
i divides p
k−1 and therefore
∏k
i=1 γ
mi/p
k−1
i ∈ Γpk . This means
k∏
i=1
pipk(γi)
mi/p
k−1
= 1 ∈ Γ/Γpk .
Hence, by Theorem 6.2.2, we have pn+1−k divides mi/pk−1 and this gives pn divides
mi for all 1 ≤ i ≤ s. Theorem 6.2.2 gives (1).
Otherwise, we have n + 1 − k < k − 1. Notice that the order of the product
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∏s
i=1 γ
mi/p
n+1−k
i divides p
n+1−k. Since n+ 1− k < k − 1,
k∏
i=1
γ
mi/p
n+1−k
i ∈ Γpk .
As above, we have pn+1−k divides mi/pn+1−k, which means p2(n+1−k)|mi. We continue
doing this until we reach r(n + 1 − k) ≥ k − 1 for some r ∈ N. The previous case
gives (1).
Corollary 6.3.6. Let N = pn11 ...p
nk
k for distinct primes pi and ni ∈ N. Then E is
N-PR if and only if pipnii (E) is pi-PR and pip
ni
i
is one-to-one on E for all 1 ≤ i ≤ k.
Proof. This follows from Corollary 6.2.5 and Proposition 6.3.5.
We thus have the following result about the structure of N -PR sets in the torsion
subgroup.
Proposition 6.3.7. Let E ⊂ Γ0 ⊂
⊕
p prime C(p∞)αp be an N-PR set (αp are some
cardinals) and N = pn11 ...p
nk
k where the pi are distinct prime numbers. There exist p
ni
i -
PR sets Ei ⊂ C(p∞i )αpi for 1 ≤ i ≤ k, and bijections f2 : E1 → E2, ..., fk : E1 → Ek
such that
E = {(γ, f2(γ), ..., fk(γ), βγ) : γ ∈ E1}
for some βγ ∈
⊕
p 6=pi ∀1≤i≤k C(p∞)αp.
Proof. For 1 ≤ i ≤ k, we let Ei := pipi(E) and the quotient map
pipi :
⊕
p prime
C(p∞)αp → C(p∞i )αpi
will be understood as in Example 6.3.4 (2). Since E is N -PR, from Proposition 6.3.5,
each Ei is p
ni
i -PR and the maps pipi : E → Ei are injective. For 2 ≤ i ≤ k, we define
fi on E1 as fi(pip1(γ)) := pipi(γ) for γ ∈ E. The injectivity of pip1 on E ensures the
maps are well-defined. Moreover, the injectivity of pipi implies fi is injective. Each fi
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is clearly surjective by its construction and therefore a bijection. Since each γ ∈ E
can be represented as
γ = (pip1(γ), ..., pipk(γ), βγ)
for some βγ ∈
⊕
p 6=pi ∀1≤i≤k C(p∞)αp , Proposition 6.3.7 follows.
We also have the following result about the maximum size of a p-PR set inside a
product group.
Proposition 6.3.8. Suppose E ⊆ ⊕i∈B1 Q⊕⊕i∈B2 C(p∞) is p-PR. Then |E| ≤|B1|+ |B2|.
Proof. Recall that we can identify each element in C(p∞) in the form of a/pn
for some a, n ∈ N with additive group operation. Hence, we can identify⊕
i∈B1 Q
⊕⊕
i∈B2 C(p∞) as a subset of the real vector space R|B1|+|B2|.
Suppose that E is not linearly independent in R|B1|+|B2|. Then there exist
{γi : 1 ≤ i ≤ k} ⊆ E and a1, ..., ak ∈ R such that a1γ1 + ... + akγk = 0, while not
all ai’s are zero and each γi ∈ R|B1|+|B2| is identified as above. Since the entries of
each γi are in Q, we may assume ai ∈ Q for all 1 ≤ i ≤ k. Furthermore, we may
assume ai ∈ Z. Notice that if p|ai for all i, we may replace ai by ai/p. Hence, we
may find a choice of such ai’s, not all divisible by p. This contradicts that E is p-PR
by Theorem 6.2.2.
Thus, |E| ≤ |B1|+ |B2|.
6.4 Existence of N-PR Sets
In this section, we show some existence results about N -PR sets and that large
N -PR sets are plentiful. We first notice that if E ⊂ Γ is countable, there may not
exist non-trivial N -PR subsets.
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Example 6.4.1. Let E = C(p∞), so that E is countably infinite. By Proposi-
tion 6.3.8, E only contains p-PR sets that are singletons.
The more interesting case is that E ⊂ Γ is uncountable. We first prove a lemma.
Lemma 6.4.2. Assume E ⊆⊕β∈B Γβ is uncountable.
(1) Let p be a prime number. If Γβ = C(p∞) for all β ∈ B, then E contains a p-PR
subset of the same cardinality.
(2) If Γβ = Q for all β ∈ B, then E contains an independent subset of the same
cardinality.
Proof. Without loss of generality, we further assume for each β ∈ B there exists
γ ∈ E such that Projβ(γ) is non-trivial. Since each γ ∈ E can only have finitely
many β ∈ B such that Projβ(γ) is non-trivial, our assumption implies |E| = |B|.
(1) We first prove (1) in the special case that every γ ∈ E has order p. We consider
the collection C of subsets of E defined as A ∈ C if for all finite subsets F ⊆ A
there exists an arrangement F = {γ1, ..., γn} such that for each 1 ≤ k ≤ n there is
some β ∈ B with Projβ(γk) non-trivial, but Projβ(γj) trivial for all 1 ≤ j < k. We
partially order C by inclusion and Zorn’s Lemma gives a maximal S ∈ C.
We claim |S| = |E|. Indeed, if |S| < |E|, we let B1 ⊂ B be given by β ∈ B1 if there
exists γ ∈ S such that Projβ(γ) is non-trivial. We thus have |B1| = |S| < |E| = |B|.
Let β0 ∈ B\B1 and γ0 ∈ E be such that Projβ0(γ0) is non-trivial. Since β0 ∈ B\B1,
γ0 /∈ S and we form the set S1 := S ∪ {γ0}. It is easy to see S1 ∈ C and this
contradicts the maximality of S.
Moreover, the construction of S, the assumption that every element has order p
and Theorem 6.2.2 imply S is p-PR. Indeed, take any finite set {γ1, ..., γn} ⊂ S
and order the elements such that for each 1 ≤ k ≤ n there is some β ∈ B with
Projβ(γk) non-trivial, but Projβ(γj) trivial for all 1 ≤ j ≤ k. Suppose for some
integers m1, ...,mn ∈ Z we have
∏n
k=1 γ
mk
k = 1. Let βn ∈ B satisfy that Projβn(γn)
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is non-trivial but Projβn(γk) is trivial for all 1 ≤ k < n. Therefore,
(
Projβn(γn)
)mn
= Projβn(γ
mn
n ) = Projβn
(
n∏
k=1
γmkk
)
= Projβn (1) = 1.
Since γn has order p and Projβn(γn) is non-trivial, Projβn(γn) also has order p.
Hence, p divides mn.
We next find βn−1 ∈ B such that Projβn−1(γn−1) is non-trivial but Projβn−1(γk) = 1
for all 1 ≤ k < n − 1. Since γn has order p, Projβn−1(γn) has order p or 1. As p
divides mn, (
Projβn−1(γn)
)mn
= Projβn−1(γ
mn
n ) = 1.
Hence, (
Projβn−1(γn−1)
)mn−1 = Projβn−1(γmn−1n−1 ) Projβn−1(γmnn )
= Projβn−1
(
n∏
k=1
γmkk
)
= 1.
Since γn−1 has order p, we again have p divides mn−1.
Continue this way and we deduce that p divides mk for all 1 ≤ k ≤ n. Theorem 6.2.2
therefore implies S is p-PR, which finishes the proof for the special case.
For the general case, we let Ek be defined as the subset in E containing elements
whose order divides pk. Then E =
⋃
k≥0Ek and hence there exists a positive integer
K ∈ N+ such that |EK | = |E| = |B|. If K = 1, the special case finishes the proof,
and therefore we suppose K > 1.
We also recall that the quotient map pipn on
⊕ C(p∞) will be understood as pipn :⊕
B C(p∞)→
⊕
B C(p∞) in the manner of Example 6.3.4 (2). That is, if we identify
T = [0, 1], β ∈ B and γ ∈ E,
Projβ(pipn(γ)) = p
n−1 Projβ(γ).
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We have two cases. The first case is that there exists 1 ≤ n0 < K such that
|pipn0 (EK)| = |EK |, while |pipn0+1(EK)| < |EK |. We let B1 ⊂ B be given by β ∈ B1
if there exists γ ∈ EK such that Projβ(γ) has order greater or equal to pn0+1, and
therefore pipn0+1(γ) has non-trivial entry at β. Hence,
|B1| ≤ ℵ0|pipn0+1(EK)| < |EK |
because |pipn0+1(EK)| < |EK | and |EK | = |E| is uncountable.
For a subset C ⊂ B, we define the projection ProjC :
⊕
β∈B C(p∞) →
⊕
β∈C C(p∞).
Since |B1| < |EK | = |pipn0 (EK)| and C(p∞) is countable,
|ProjB1(pipn0 (EK))| ≤ |B1|ℵ0 < |EK | = |pipn0 (EK)|.
Moreover, we note that
|pipn0 (EK)| ≤ |ProjB1(pipn0 (EK))||ProjB\B1(pipn0 (EK))|.
Hence, we have
|ProjB\B1(pipn0 (EK))| = |pipn0 (EK)| = |EK |.
Furthermore, by the construction of the set B1, ProjB\B1(γ) has order p
n for some
n ≤ n0 for each γ ∈ EK . As a result, since we identify the quotient map pipn0 as in
Example 6.3.4 (2),
ProjB\B1(pipn0 (EK)) = pipn0 (ProjB\B1(EK))
only contains elements of order p or 1. Thus, the special case gives a p-PR set
E ′ ⊂ ProjB\B1(pipn0 (EK))
such that
|E ′| = |ProjB\B1(pipn0 (EK))| = |EK | = |E|.
Then, Lemma 6.2.1 (1) implies there exists a p-PR subset in pipn0 (EK) of the same
cardinality as E (as a one-to-one choice for the pre-image). Proposition 6.3.5 finishes
the proof for this case.
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The other case is that |pipK (EK)| = |EK |. Since EK consists of elements whose order
divides pK , pipK (EK) only contains elements of order p or 1, and therefore satisfies
the special case. A similar argument to above finishes the proof.
(2) The proof of (2) is similar to the first part of the argument of (1). We use Zorn’s
lemma to obtain a maximal subset S ⊂ E such that for all finite subsets F ⊆ S
there exists an arrangement F = {γ1, ..., γn} such that for each 1 ≤ k ≤ n there
is some β ∈ B with Projβ(γk) non-trivial, but Projβ(γj) trivial for all 1 ≤ j < k.
Then, |S| = |E| and it is easy to verify S is independent, since the elements of S
have infinite order.
Theorem 6.4.3. Let E ⊂ Γ be uncountable. Then there exists a prime number p
such that E contains a p-PR set of the same cardinality.
Proof. Embed E ⊂ ⊕i∈B0 Q⊕⊕∞j=1⊕i∈Bj C(p∞j ), where (Bj)∞j=0 are index sets
and pj are distinct primes. We assume that for each index i ∈
⋃∞
j=0Bj, there exists
γ ∈ E such that Proji(γ) is non-trivial. Since E is uncountable and the groups Q
and C(p∞j ) are countable, there exists K ∈ N such that |BK | = |E|.
If K = 0, from Lemma 6.4.2 (2) we may extract an independent set F ⊂ pi0(E) with
|F | = |E|. If we choose E ′ ⊂ E such that pi0 is one-to-one on E ′ and pi0(E ′) = F ,
then E ′ is N -PR for all N ≥ 2 by Lemma 6.2.1 and Proposition 1.2.2.
Similarly, if K ≥ 1, by Lemma 6.4.2 (1) we extract a pK-PR subset F ⊂ pipK (E) with
|F | = |E| and therefore obtain a pK-PR subset in E of the same cardinality.
Remark 6.4.4. Since any p-PR set is an I0 set, Theorem 6.4.3 implies that any
uncountable subset in Γ contains a large I0 set of the same cardinality.
Theorem 6.4.5. Let E ⊂ Γ be uncountable, p be a prime number and n ∈ N. Then
E contains a pn-PR subset of the same cardinality if and only if |pipn(E)| = |E|.
Proof. If E contains a pn-PR subset E1 of the same cardinality, by Proposition 6.3.5
|pipn(E)| ≥ |pipn(E1)| = |E1| = |E|.
122
Now assume |pipn(E)| = |E|. Recall that the quotient map pipn is understood as in
the Example 6.3.4 (2) and we represent
pipn(Γ) ⊂
⊕
i∈B0
Q
⊕⊕
i∈B1
C(p∞)
for some index sets B0 and B1. We define the projection
pi1 :
⊕
i∈B0
Q
⊕⊕
i∈B1
C(p∞)→
⊕
i∈B1
C(p∞).
Either |pi0(pipn(E))| = |E| or |pi1(pipn(E))| = |E|, because otherwise E being uncount-
able implies
|pipn(E)| ≤ |pi0(pipn(E))||pi1(pipn(E))| < |E|,
which is a contradiction.
If |pi0(pipn(E))| = |E|, we appeal to (2) in Lemma 6.4.2 to get a pn-PR set in
pi0(pipn(E)) and Lemma 6.2.1 finishes the proof. If |pi1(pipn(E))| = |E|, then (1)
in Lemma 6.4.2 similarly finishes the proof.
Proposition 6.4.6. Suppose Γ is an uncountable infinite group and N = pm11 ...p
mk
k
is an integer with distinct prime numbers pi, 1 ≤ i ≤ k. Then Γ contains an N-PR
set E with |E| = |Γ| if and only if |pipmii (Γ)| = |Γ| for all 1 ≤ i ≤ k.
Proof. If Γ contains an N -PR set E with |E| = |Γ|, then by Corollary 6.3.6
|pipmii (Γ)| = |Γ| for all 1 ≤ i ≤ k.
To see the converse, first, suppose |pi0(Γ)| = |Γ|. Lemma 6.2.1 implies we may assume
Γ is torsion-free. Since Γ is uncountable, the conclusion follows by Lemma 6.4.2 (2),
because independent sets in a torsion-free group are N -PR.
Thus we may assume |pi0(Γ)| < |Γ|. Hence |Γ0| = |Γ| and we may further assume Γ
is a torsion group.
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Since |pipmii (Γ)| = |Γ| for all 1 ≤ i ≤ k, by Lemma 6.4.2 (1) (thinking of
pipmii (Γ) ⊂
⊕ C(p∞i )), we let Si be a subset in pipmii (Γ) such that Si is pi-PR with|Si| = |Γ|. We let Ji ⊂ Γ be such that pipmii is one-to-one on Ji and pipmii (Ji) = Si.
For each γ ∈ Ji, there exists an integer nγ, only containing prime factors pj with
j 6= i, such that the order of γnγ is a power of pi. We let J ′i := {γnγ : γ ∈ Ji} and
S ′i = pipmii (J
′
i).
As pipmii is one-to-one on Ji, if γ1 6= γ2 ∈ Ji, then pipmii (γ1) 6= pipmii (γ2). Since pi does
not divide nγ1 and nγ2 , and Si is pi-PR, Theorem 6.2.2 implies
pipmii (γ
nγ1
1 ) =
(
pipmii (γ1)
)nγ1 6= (pipmii (γ2))nγ2 = pipmii (γnγ22 )
and therefore γ
nγ1
1 6= γnγ22 . This implies |J ′i | = |Ji| and pipmii is injective on J ′i .
Moreover, since for γ ∈ Ji, pi does not divide nγ, Theorem 6.2.2 also implies S ′i is
pi-PR. Hence, by replacing Ji with J
′
i and Si with S
′
i, we may further assume that
for all γ ∈ Ji, 1 ≤ i ≤ k, the order of γ is a power of pi.
Since |Ji| = |Γ| for all 1 ≤ i ≤ k, we let fi : J1 → Ji, for 2 ≤ i ≤ k, be bijections and
we form the set
E := {γf2(γ)...fk(γ) : γ ∈ J1} .
Then |E| = |Γ|. For all γ ∈ Ji, 1 ≤ i ≤ k, the order of γ is a power of pi. Thus, if
γ ∈ J1, then fi(γ) ∈ Γpm11 for all 2 ≤ i ≤ k and hence
pipm11 (γf2(γ)...fk(γ)) = pip
m1
1
(γ).
Similarly,
pipmii (γf2(γ)...fk(γ)) = pip
mi
i
(fi(γ)),
for all 2 ≤ i ≤ k. Hence, pipmii (E) = pipmii (Ji) = Si for 1 ≤ i ≤ k. By Corollary 6.3.6,
E is N -PR.
In [11] the terminology “N -large” sets is introduced.
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Definition 6.4.7. Let N ∈ N, HN ⊂ Γ be the subgroup of elements of orders
dividing N and QN : Γ → Γ/HN be the quotient map. A set E ⊂ Γ is N-large if
|QN(E)| < |E|.
Example 6.4.8. Let B1 and B2 be two countable infinite index sets. Consider
Γ =
⊕
j∈B1 Z2
⊕⊕
j∈B2 Z3.
(1) Suppose E1 ⊂ Γ is given by γ ∈ E1 if and only if Projj(γ) is non-trivial for one
j ∈ B1 and no j ∈ B2. Since Q2(E1) = {1} and Q3(E1) = E1, the set E1 is 2-large,
but not 3-large.
(2) If we define E2 analogously and put E = E1 ∪ E2, we have that E is neither
2-large nor 3-large.
(3) Finally, we note that no infinite set E in Γ can be both 2-large and 3-large. This
is because |E| ≤ |Q2(E)||Q3(E)| and hence either |Q2(E)| = |E| or |Q3(E)| = |E|.
The following is one of the main theorems (Theorem 2.2 (2)) in [11].
Theorem 6.4.9. If E ⊂ Γ and N is the smallest integer for which E is N-large,
then for all primes powers pn dividing N there exists a weak |1 − epii/pn|-Kronecker
subset F ⊂ E with |F | = |E|.
Suppose E ⊂ Γ is uncountable. We recall that in Theorem 6.4.5 we prove that if
|pipn(E)| = |E| for some prime number p and n ∈ N, then E contains a pn-PR subset
of the same cardinality. We claim this result is stronger than Theorem 6.4.9 for
uncountable sets.
First, we note that the assumption made in Theorem 6.4.5 is weaker than the as-
sumption in Theorem 6.4.9: specifically, if E is infinite and N -large for minimal
N = pmpm11 ...p
mk
k , and if n ≤ m for some integer n, then |pipn(E)| = |E|. To see this,
we argue by contradiction and assume |pipn(E)| < |E|. Let M := pn−1pm11 ...pmkk < N .
If γ ∈ Γpn ∩HN and k is the order of γ, then k divides N , while pn does not divide
k. This implies k divides M and hence γ ∈ HM . Thus Γpn ∩ HN = HM . Consider
the map
T : QM(E)→ QN(E)× pipn(E)
T (QM(γ)) = (QN(γ), pipn(γ))
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This map is well-defined and injective, because QM(γ1) = QM(γ2) if and only if
γ1γ
−1
2 ∈ HM , which is equivalent to
γ1γ
−1
2 ∈ Γpn ∩HN .
Hence, QM(γ1) = QM(γ2) is equivalent to
(QN(γ1), pipn(γ1)) = (QN(γ2), pipn(γ2)).
Thus, if |pipn(E)| < |E|, then
|QM(E)| ≤ |QN(E)||pipn(E)| < |E||E| = |E|
for infinite E. Thus E is M -large and this contradicts the assumption that N is
minimal.
Moreover, recall that pn-PR sets are special weak |1 − epii/pn|-Kronecker sets. This
shows Theorem 6.4.5 improves Theorem 6.4.9 when E is uncountable.
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