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1. Introduction and preliminaries
The theory of Volterra integral and integro-differential equations is interesting in itself and the application of this theory
is rapidly increasing to various fields. For the basic theory of integral equations, we choose to refer to the books by Burton [1],
Corduneanu [2] and Miller [3]. The theory of delay differential equations is of both theoretical and practical interest. For the
basic theory of delay differential equations, the reader is referred to the books by Bellman and Cooke [4], El’sgol’ts and
Norkin [5], Hale and Verduyn Lunel [6], Kolmanovski [7] and Lakshmikantham, Wen and Zhang [8].
In this paper, we will give a basic theorem on the behavior of solutions of scalar linear second order delay integro-
differential equations. An asymptotic result for the solutions is obtained. Also, an estimate of the solutions is established.
The sufficient conditions for the stability, the asymptotic stability and instability of the trivial solution and some examples
are given. Our results are derived by the use of real roots (with an appropriate property) of the corresponding (in a sense)
characteristic equations.
The very interesting asymptotic and stability results were given by Kordonis and Philos [9] and Philos and Purnaras [10].
The techniques applied in [11] are originated in a combination of the methods used in [9] and [10].
Yeniçerioğlu [11] obtained some results on the qualitative behavior of the solutions of a second order linear autonomous
delay differential equation with a single delay. The main idea in [11] is that of transforming the second order delay
differential equation into a first order delay differential equation, by the use of a real root of the corresponding characteristic
equation. The same idea will be used in this paper to obtain some general results.
Koto [12] and Zhao, Xu and Liu [13] studied with the stability of numerical methods for delay integro-differential
equations and linear neutral Volterra delay integro-differential system. Equation of form of (1) can be used as test of
equations for numerical methods (see [12,13]).
In [14], it has been established the application of the so-called mixed interpolation methods for linear Volterra integro-
differential equations of the form
y(r)(x) = f (x)+ ay(x)+ b
∫ x
−∞
K(x− s)y(s)ds
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with r = 1 or r = 2. Here a and b are constant, K ∈ L1(0,∞) and f is a continuous, periodic function. Equation of form of
(1) with this method can solve.
Recently, Balachandran [15], Benchohra [16] and Hernandez [17] studied the existence problem neutral and delay
integro-differential equations in Banach spaces.
Finally, Hale and Verduyn Lunel [6, p.149] have established the stability criteria for a second order delay integro-
differential equation
Ax¨(t)+ Bx(t) =
∫ r
0
F(θ)x(t − θ)dθ,
where A, B and F are symmetric n× nmatrices and F is continuously differentiable. This equation is obtained the stability
of second order delay integro-differential equation using Lyapunov function. However, we study the stability of the some
problem using the method of characteristic roots.
Let us consider initial value problem for second order delay integro-differential equation
x′′(t)+ ax(t) =
∫ r
0
f (s)x(t − s)ds, t ≥ 0, (1)
x(t) = φ(t), −r ≤ t ≤ 0, (2)
where a is a real number, r is positive real number, f is a continuous real-valued function on the interval [0,∞) and φ(t) is
a given continuously differentiable initial function on the interval [−r, 0].
As usual, a twice continuously differentiable real-valued function x defined on the interval [−r,∞) is said to be a solution
of the initial value problem (1) and (2) if x satisfies (1) for all t ≥ 0 and (2) for all−r ≤ t ≤ 0.
It is known that, for any given initial function φ, there exists a unique solution of the initial problem (1) and (2) or, more
briefly, the solution of (1) and (2).
If we look for a solution of (1) of the form x(t) = eλ t for t ∈ IR, we see that λ is a root of the characteristic equation
λ2 + a =
∫ r
0
f (s)e−λsds. (3)
For a given real root λ0 of the characteristic equation (3), we consider the first order delay integro-differential equation
z ′(t) = −2λ0z(t)−
∫ r
0
f (s)e−λ0s
{∫ t
t−s
z(τ )dτ
}
ds. (4)
A solution of the delay integro-differential equation (4) is a continuous real-valued function z defined on the interval
[−r,∞), which is continuously differentiable on [0,∞) and satisfies (4) for all t ≥ 0.
The second characteristic equation of the delay integro-differential equation (4) is
δ = −2λ0 − δ−1
∫ r
0
f (s)e−λ0s
(
1− e−δ s) ds. (5)
This equation is obtained from (4) by seeking solutions of the form z(t) = eδ t for t ∈ IR.
For our convenience, we introduce some notations. For a given real root λ0 of the characteristic equation (3), we set
βλ0 = 2λ0 +
∫ r
0
f (s)e−λ0ssds (6)
and, also, we define
L(λ0;φ) = φ′(0)+ λ0φ(0)+
∫ r
0
f (s)e−λ0s
{∫ 0
−s
e−λ0τφ(τ)dτ
}
ds. (7)
We will now give a proposition, which plays a crucial role in obtaining our main results.
Proposition. Let λ0 be a real root of the characteristic equation (3), and let βλ0 and L(λ0;φ) be defined by (6) and (7),
respectively. Suppose that βλ0 6= 0.
Then a continuous real-valued function x defined on the interval [−r,∞) is the solution of (1) and (2) if and only if the function
z defined by
z(t) = e−λ0tx(t)− L(λ0;φ)
βλ0
, for t ≥ −r (8)
is the solution of the delay integro-differential equation (4) which satisfies the initial condition
z(t) = e−λ0tφ(t)− L(λ0;φ)
βλ0
, for − r ≤ t ≤ 0. (9)
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Proof. Let x be the solution of (1) and (2), and define
y(t) = e−λ0tx(t), for t ∈ [−r,∞).
Then, by taking into account the fact that λ0 is a real root of the characteristic equation (3), for every t ≥ 0, we have
x′′(t)+ ax(t)−
∫ r
0
f (s)x(t − s)ds = eλ0t
{
y′′(t)+ 2λ0y′(t)+ λ20y(t)+ ay(t)−
∫ r
0
f (s)e−λ0sy(t − s)ds
}
= eλ0t
{[
y′(t)+ 2λ0y(t)
]′ + (λ20 + a) y(t)− ∫ r
0
f (s)e−λ0sy(t − s)ds
}
.
Hence, the fact that x is a solution of second order delay integro differential equation (1) is equivalent to the fact that y
satisfies[
y′(t)+ 2λ0y(t)
]′ = − (λ20 + a) y(t)+ ∫ r
0
f (s)e−λ0sy(t − s)ds, (10)
for all t ≥ 0. On the other hand, x satisfies the initial condition (2) if and only if y satisfies the initial condition
y(t) = e−λ0tφ(t), for t ∈ [−r, 0]. (11)
Furthermore, by using the fact that λ0 is a real root of (3) and taking into account (11), we can verify that (10) is equivalent
to
y′(t)+ 2λ0y(t) = y′(0)+ 2λ0y(0)−
(
λ20 + a
) ∫ t
0
y(s)ds+
∫ r
0
f (s)e−λ0s
{∫ t
0
y(u− s)du
}
ds,
y′(t) = −2λ0y(t)+ φ′(0)+ λ0φ(0)−
(
λ20 + a
) ∫ t
0
y(s)ds+
∫ r
0
f (s)e−λ0s
{∫ t−s
−s
y(τ )dτ
}
ds,
y′(t) = −2λ0y(t)−
(
λ20 + a
) ∫ t
0
y(s)ds+
∫ r
0
f (s)e−λ0s
{∫ t−s
0
y(τ )dτ
}
ds+ L(λ0;φ),
y′(t) = −2λ0y(t)−
∫ r
0
f (s)e−λ0s
{∫ t
0
y(τ )dτ
}
ds+
∫ r
0
f (s)e−λ0s
{∫ t−s
0
y(τ )dτ
}
ds+ L(λ0;φ),
y′(t) = −2λ0y(t)−
∫ r
0
f (s)e−λ0s
{∫ t
t−s
y(τ )dτ
}
ds+ L(λ0;φ),
(12)
for all t ≥ 0.
Now, we take into account the assumption βλ0 6= 0 and we define
z(t) = y(t)− L(λ0;φ)
βλ0
, for t ≥ −r.
Then, because of the definition of βλ0 by (6), it is a matter of elementary calculations to show that y satisfies (12) for t ≥ 0 if
and only if z satisfies (4) for all t ≥ 0, i.e., if and only if z is a solution of the delay integro-differential equation (4). Moreover,
we see that the initial condition (11) is equivalent written as follows
z(t) = e−λ0tφ(t)− L(λ0;φ)
βλ0
, for − r ≤ t ≤ 0.
The proof of our proposition is complete. 
Before closing this section, we will give three well-known definitions. The trivial solution (x ≡ 0 is a trivial solution of
initial value problem (1)) of (1) is said to be ‘‘stable’’ if for every ε > 0, there exists a number ` = `(ε) > 0 such that, for
any continuously differentiable initial function φ with
‖φ‖ ≡ max
−r≤t≤0
|φ(t)| < `,
the solution x of (1) and (2) satisfies
|x(t)| < ε, for all t ∈ [−r,∞).
Otherwise, the trivial solution of (1) is said to be ‘‘unstable’’. Moreover, the trivial solution of (1) is called ‘‘asymptotically
stable’’ if it is stable in the above sense and in addition there exists a number `0 > 0 such that, for any continuously
differentiable initial function φ with ‖φ‖ < `0, the solution x of (1) and (2) satisfies
lim
t→∞ x(t) = 0.
Let C1 ([−r, 0], IR) be the set of all continuously differentiable real-valued functions on the interval [−r, 0].
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2. Statement of the main results and comments
Our purpose in this section is to establish the following basic theorem
Theorem 1. Let λ0 and δ0 be real roots of the characteristic equations (3) and (5), respectively. Suppose that βλ0 6= 0. (Note that,
because of βλ0 6= 0, we always δ0 6= 0.) Set
ηλ0,δ0 ≡ 1− δ−20
∫ r
0
f (s)e−λ0s
(
1− e−δ0s − δ0se−δ0s
)
ds (13)
and, also, define
R(λ0, δ0;φ) = φ(0)− L(λ0;φ)
βλ0
−
∫ r
0
f (s)e−λ0s
{∫ s
0
e−δ0τ
(∫ 0
−τ
e−δ0u
[
e−λ0uφ(u)− L(λ0;φ)
βλ0
]
du
)
dτ
}
ds. (14)
Assume that the roots λ0 and δ0 have the following property
µλ0,δ0 ≡ δ−20
∫ r
0
|f (s)|e−λ0s
{∫ s
0
e−δ0τ τ dτ
}
ds < 1. (15)
(This assumption guarantees that ηλ0,δ0 > 0.)
Then, for any φ ∈ C1 ([−r, 0], IR), the solution x of (1) and (2) satisfies∣∣∣∣e−(λ0+δ0)tx(t)− L(λ0;φ)βλ0 e−δ0t − R(λ0, δ0;φ)ηλ0,δ0
∣∣∣∣ ≤ M(λ0, δ0;φ)µλ0,δ0 , for all t ≥ 0, (16)
where L(λ0;φ) was given in (7) and
M(λ0, δ0;φ) = max−r≤t≤0
∣∣∣∣e−(λ0+δ0)tφ(t)− L(λ0;φ)βλ0 e−δ0t − R(λ0, δ0;φ)ηλ0,δ0
∣∣∣∣ . (17)
Before we prove the above theorem, we will present some observations, which are concerned with a real root λ0 of the
characteristic equation (3) and a real root δ0 of the characteristic equation (5).
Let F(δ) denote the characteristic function of (5), i.e.,
F(δ) = δ + 2λ0 + δ−1
∫ r
0
f (s)e−λ0s
(
1− e−δ s) ds.
Since δ = 0 is a removable singularity of F(δ), we can regard F(δ) as a entire function with
F(0) = 2λ0 +
∫ r
0
f (s)e−λ0ssds ≡ βλ0 .
But, by the definition of βλ0 6= 0, a root of the characteristic equation (5) must become δ0 6= 0.
Define µλ0,δ0 by (15). It is clear µλ0,δ0 is positive. So, (15) can equivalently be written as follows
0 < µλ0,δ0 < 1. (18)
Furthermore, for the real constant ηλ0,δ0 defined by (13), we have
|ηλ0,δ0 − 1| =
∣∣∣∣δ−20 ∫ r
0
f (s)e−λ0s
(
1− e−δ0s − δ0se−δ0s
)
ds
∣∣∣∣
≤ δ−20
∫ r
0
|f (s)|e−λ0s (1− e−δ0s − δ0se−δ0s) ds ≡ µλ0,δ0 .
That is,
|ηλ0,δ0 − 1| ≤ µλ0,δ0 . (19)
Thus, if we assume that (15) is satisfied, i.e., that (18) holds, then (19) gives |ηλ0,δ0 − 1| < 1. This guarantees, in particular,
that
ηλ0,δ0 > 0.
Proof of Theorem 1. Let x be the solution of (1) and (2). Define the function z by (8). By Proposition, the fact that x is the
solution of the of (1) and (2) is equivalent to the fact that z is the solution of the delay integro-differential equation (4) which
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satisfies the initial condition (9). δ0 be a real root of the characteristic equation (5). Define for δ0 6= 0
v(t) = e−δ0tz(t), for all t ∈ [−r,∞).
Then, from (4), we obtain, for every t ≥ 0,
v′(t) = −(2λ0 + δ0)v(t)−
∫ r
0
f (s)e−λ0s
{∫ s
0
e−δ0τv(t − τ)dτ
}
ds. (20)
Moreover, the initial condition (9) can be equivalently written
v(t) = φ(t)e−(λ0+δ0)t − e−δ0t L(λ0;φ)
βλ0
, for t ∈ [−r, 0]. (21)
Furthermore, by using the fact that δ0 6= 0 is a real root of (5) and taking into account (21), we can verify that (20) is
equivalent to
v(t) = v(0)− (2λ0 + δ0)
∫ t
0
v(s)ds−
∫ r
0
f (s)e−λ0s
{∫ s
0
e−δ0τ
(∫ t
0
v(u− τ)du
)
dτ
}
ds,
v(t) = φ(0)− L(λ0;φ)
βλ0
− (2λ0 + δ0)
∫ t
0
v(s)ds−
∫ r
0
f (s)e−λ0s
{∫ s
0
e−δ0τ
(∫ t−τ
−τ
v(u)du
)
dτ
}
ds,
v(t) = φ(0)− L(λ0;φ)
βλ0
− (2λ0 + δ0)
∫ t
0
v(s)ds
−
∫ r
0
f (s)e−λ0s
{∫ s
0
e−δ0τ
(∫ 0
−τ
e−δ0u
[
e−λ0uφ(u)− L(λ0;φ)
βλ0
]
du+
∫ t−τ
0
v(u)du
)
dτ
}
ds,
v(t) = R(λ0, δ0;φ)− (2λ0 + δ0)
∫ t
0
v(s)ds−
∫ r
0
f (s)e−λ0s
{∫ s
0
e−δ0τ
(∫ t−τ
0
v(u)du
)
dτ
}
ds,
v(t) = R(λ0, δ0;φ)+
∫ r
0
f (s)e−λ0s
{∫ s
0
e−δ0τdτ
}
ds
∫ t
0
v(s)ds
−
∫ r
0
f (s)e−λ0s
{∫ s
0
e−δ0τ
(∫ t−τ
0
v(u)du
)
dτ
}
ds,
v(t) = R(λ0, δ0;φ)+
∫ r
0
f (s)e−λ0s
{∫ s
0
e−δ0τ
(∫ t
t−τ
v(u)du
)
dτ
}
ds.
(22)
Next, we define
w(t) = v(t)− R(λ0, δ0;φ)
ηλ0,δ0
, for t ≥ −r. (23)
Then we can see that (22) reduces to the following equivalent equation
w(t) =
∫ r
0
f (s)e−λ0s
{∫ s
0
e−δ0τ
(∫ t
t−τ
w(u)du
)
dτ
}
ds. (24)
On the other hand, the initial condition (21) can be equivalently written
w(t) = φ(t)e−(λ0+δ0)t − L(λ0;φ)
βλ0
e−δ0t − R(λ0, δ0;φ)
ηλ0,δ0
for t ∈ [−r, 0]. (25)
Applying the definitions of y, z, v andw we can obtain that (16) is equivalent to
|w(t)| ≤ M(λ0, δ0;φ)µλ0,δ0 , ∀t ≥ 0. (26)
So, we will prove (26).
From (17) and (25) it follows that
|w(t)| ≤ M(λ0, δ0;φ), for t ∈ [−r, 0]. (27)
We will show thatM(λ0, δ0;φ) is a bound ofw on the whole interval [−r,∞). Namely
|w(t)| ≤ M(λ0, δ0;φ), for all t ∈ [−r,∞). (28)
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To this end, let us consider an arbitrary number ε > 0. We claim that
|w(t)| < M(λ0, δ0;φ)+ ε, for every t ∈ [−r,∞). (29)
Otherwise, by (27), there exists a t∗ > 0 such that
|w(t)| < M(λ0, δ0;φ)+ ε, for t < t∗ and |w(t∗)| = M(λ0, δ0;φ)+ ε.
Then using (24), we obtain
M(λ0, δ0;φ)+ ε = |w(t∗)| ≤
∫ r
0
|f (s)|e−λ0s
{∫ s
0
e−δ0τ
(∫ t∗
t∗−τ
|w(u)|du
)
dτ
}
ds
≤ δ−20
∫ r
0
|f (s)|e−λ0s (1− e−δ0s − δ0se−δ0s) ds (M(λ0, δ0;φ)+ ε) < M(λ0, δ0;φ)+ ε,
which, in view of (15), leads to a contradiction. So, our claim is true. Since (29) holds for every ε > 0, it follows that (28) is
always satisfied. By using (28) and (24), we derive
|w(t)| ≤
∫ r
0
|f (s)|e−λ0s
{∫ s
0
e−δ0τ
(∫ t
t−τ
|w(u)|du
)
dτ
}
ds
≤ M(λ0, δ0;φ)
∫ r
0
|f (s)|e−λ0s
{∫ s
0
e−δ0τ τ dτ
}
ds = M(λ0, δ0;φ)µλ0,δ0 ,
for all t ≥ 0. That means (26) holds.
The proof of the Theorem 1 is completed. 
Theorem 2. Let λ0 and δ0 be real roots of the characteristic equations (3) and (5), respectively. Suppose that βλ0 6= 0, where βλ0
is defined by (6). Then, for any φ ∈ C1 ([−r, 0], IR), the solution x of (1) and (2) satisfies
lim
t→∞
{
e−(λ0+δ0)tx(t)− L(λ0;φ)
βλ0
e−δ0t
}
= R(λ0, δ0;φ)
ηλ0,δ0
,
where L(λ0;φ), ηλ0,δ0 and R(λ0, δ0;φ) were given in (7), (13) and (14), respectively.
Proof. By the definitions of y, z, v andw, we have to prove that
lim
t→∞w(t) = 0. (30)
In the end of the proof we will establish (30). By using (24) and taking into account (26) and (28), one can show, by an
easy induction, thatw satisfies
|w(t)| ≤ (µλ0,δ0)nM(λ0, δ0;φ), for all t ≥ nr − r, (n = 0, 1, . . .). (31)
But, (15) guarantees that 0 < µλ0,δ0 < 1. Thus, from (31) it follows immediately that w tends to zero as t → ∞, i.e. (30)
holds.
The proof of the Theorem 2 is completed. 
Theorem 3. Let λ0 and δ0 be real roots of the characteristic equations (3) and (5), respectively. Suppose that βλ0 6= 0, where βλ0
is defined by (6). (Note that, because of βλ0 6= 0, we always δ0 6= 0.) and assume that µλ0,δ0 < 1, where µλ0,δ0 is defined by
(15). Then, for any φ ∈ C1 ([−r, 0], IR), the solution x of (1) and (2) satisfies for all t ≥ 0
|x(t)| ≤ kλ0|βλ0 |
N(λ0, δ0;φ)eλ0t +
[
hλ0,δ0
ηλ0,δ0
+
(
1+ kλ0eδ0|βλ0 |
+ hλ0,δ0
ηλ0,δ0
)
µλ0,δ0
]
N(λ0, δ0;φ)e(λ0+δ0)t , (32)
where
ηλ0,δ0 was given in (13),
kλ0 = 1+ |λ0| +
∫ r
0
|f (s)|e−λ0ssds, (33)
hλ0,δ0 = 1+
kλ0
|βλ0 |
+ δ−20
∫ r
0
|f (s)|e−λ0s
{(
1− e−δ0s) (1− 1|βλ0 |
)
+ δ0s
(
1
|βλ0 |
− e−δ0s
)}
ds, (34)
eδ0 = max−r≤t≤0
{
e−δ0t
}
(35)
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and
N(λ0, δ0;φ) = max
{
max
−r≤t≤0
∣∣e−λ0tφ(t)∣∣ , max
−r≤t≤0
∣∣e−(λ0+δ0)tφ(t)∣∣ , max
−r≤t≤0
∣∣φ′(t)∣∣ , max
−r≤t≤0
|φ(t)|
}
. (36)
Corollary. Let λ0 be a real root of the characteristic equation (3), and suppose that βλ0 6= 0, where βλ0 is defined by (6).
Furthermore, let δ0 be a real root of the characteristic equation (5). (Note that, because of βλ0 6= 0, we always have δ0 6= 0.)
Assume that (15) holds. Then the trivial solution of (1) is stable if λ0 ≤ 0, λ0 + δ0 ≤ 0, it is asymptotically stable if
λ0 < 0, λ0 + δ0 < 0 and it is unstable if δ0 > 0, λ0 + δ0 > 0.
Proof of Theorem 3. By Theorem 1, (16) is satisfied, where L(λ0;φ), R(λ0, δ0;φ) and M(λ0, δ0;φ) are defined by (7), (14)
and (17), respectively. From (16) it follows that
e−(λ0+δ0)t |x(t)| ≤ |L(λ0;φ)||βλ0 |
e−δ0t + |R(λ0, δ0;φ)|
ηλ0,δ0
+M(λ0, δ0;φ)µλ0,δ0 . (37)
Furthermore, by using (33)–(36), from (7), (14) and (17), we obtain
|L(λ0;φ)| ≤ |φ′(0)| + |λ0||φ(0)| +
∫ r
0
|f (s)|e−λ0s
{∫ 0
−s
e−λ0τ |φ(τ)|dτ
}
ds
≤
(
1+ |λ0| +
∫ r
0
|f (s)|e−λ0ssds
)
N(λ0, δ0;φ) = kλ0N(λ0, δ0;φ),
|R(λ0, δ0;φ)| ≤ |φ(0)| + |L(λ0;φ)||βλ0 |
+
∫ r
0
|f (s)|e−λ0s
{∫ s
0
e−δ0τ
(∫ 0
−τ
e−δ0u
[
e−λ0u|φ(u)| + |L(λ0;φ)||βλ0 |
]
du
)
dτ
}
ds
≤
[
1+ kλ0|βλ0 |
+ δ−20
∫ r
0
|f (s)|e−λ0s
{(
1− e−δ0s) (1− 1|βλ0 |
)
+ δ0s
(
1
|βλ0 |
− e−δ0s
)}
ds
]
N(λ0, δ0;φ) = hλ0,δ0N(λ0, δ0;φ),
M(λ0, δ0;φ) ≤ max−r≤t≤0
{
e−(λ0+δ0)t |φ(t)|}+ |L(λ0;φ)||βλ0 | max−r≤t≤0 {e−δ0t}+ |R(λ0, δ0;φ)|ηλ0,δ0
≤
{
1+ kλ0eδ0|βλ0 |
+ hλ0,δ0
ηλ0,δ0
}
N(λ0, δ0;φ).
Hence, from (37), we conclude that for all t ≥ 0,
e−(λ0+δ0)t |x(t)| ≤ kλ0|βλ0 |
N(λ0, δ0;φ)e−δ0t + hλ0,δ0
ηλ0,δ0
N(λ0, δ0;φ)+
(
1+ kλ0eδ0|βλ0 |
+ hλ0,δ0
ηλ0,δ0
)
N(λ0, δ0;φ)µλ0,δ0 , (38)
and consequently, (32) holds.
The proof of Theorem 3 is completed. 
Proof of Corollary. Define ‖φ‖ ≡ max−r≤t≤0 |φ(t)|. It follows that ||φ|| ≤ N(λ0, δ0;φ).
Now, let us assume that λ0 ≤ 0 and λ0 + δ0 ≤ 0. From (32), it follows that
|x(t)| ≤
{
kλ0
|βλ0 |
+
(
1+ kλ0eδ0|βλ0 |
)
µλ0,δ0 +
(
1+ µλ0,δ0
) hλ0,δ0
ηλ0,δ0
}
N(λ0, δ0;φ), for every t ≥ 0.
Since
kλ0
|βλ0 |
> 1, by taking into account the fact that
kλ0
|βλ0 |
+
(
1+ kλ0eδ0|βλ0 |
)
µλ0,δ0 +
(
1+ µλ0,δ0
) hλ0,δ0
ηλ0,δ0
> 1,
we have
|x(t)| ≤
{
kλ0
|βλ0 |
+
(
1+ kλ0eδ0|βλ0 |
)
µλ0,δ0 +
(
1+ µλ0,δ0
) hλ0,δ0
ηλ0,δ0
}
N(λ0, δ0;φ), for every t ∈ [−r,∞),
which means that the trivial solution of (1) is stable.
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Next, if λ0 < 0 and λ0 + δ0 < 0, then (32) guarantees that
lim
t→∞ x(t) = 0
and so the trivial solution of (1) is asymptotically stable.
Finally, if δ0 > 0, λ0 + δ0 > 0, then the trivial solution of (1) is unstable. Otherwise, there exists a number ` ≡ `(1) > 0
such that, for any φ ∈ C1 ([−r, 0], IR)with ||φ|| < `, the solution x of problem (1) and (2) satisfies
|x(t)| < 1 for all t ≥ −r. (39)
Define
φ0(t) = e(λ0+δ0)t − eλ0t for t ∈ [−r, 0].
Furthermore, by the definition of L(λ0;φ) and R(λ0, δ0;φ), by using (5), we have
L(λ0;φ0) = δ0 +
∫ r
0
f (s)e−λ0s
{∫ 0
−s
e−δ0τ dτ
}
ds−
∫ r
0
f (s)e−λ0ssds = −2λ0 −
∫ r
0
f (s)e−λ0ssds ≡ −βλ0 ,
R(λ0, δ0;φ0) = 1−
∫ r
0
f (s)e−λ0s
{∫ s
0
e−δ0τ
(∫ 0
−τ
e−δ0u
[
e−λ0u
(
e(λ0+δ0)u − eλ0u)+ 1] du) dτ} ds
= 1− δ−20
∫ r
0
f (s)e−λ0s
(
1− e−δ0s − δ0se−δ0s
)
ds ≡ ηλ0,δ0 > 0.
Let φ ∈ C1 ([−r, 0], IR) be defined by
φ = `1‖φ0‖φ0,
where `1 is a number with 0 < `1 < `. Moreover, let x be the solution of (1) and (2). From Theorem 2 it follows that x
satisfies
lim
t→∞
{
e−(λ0+δ0)tx(t)− L(λ0;φ)
βλ0
e−δ0t
}
= lim
t→∞
{
e−(λ0+δ0)tx(t)+ `1‖φ0‖e
−δ0t
}
= R(λ0, δ0;φ)
ηλ0,δ0
= (`1/‖φ0‖) R(λ0, δ0;φ0)
ηλ0,δ0
= `1‖φ0‖ > 0.
But, we have ‖φ‖ = `1 < ` and hence from (39) and conditions δ0 > 0, λ0 + δ0 > 0 it follows that
lim
t→∞
{
e−(λ0+δ0)tx(t)− L(λ0;φ)
βλ0
e−δ0t
}
= 0.
This is a contradiction.
The proof of Corollary is completed. 
3. Examples
Example 1. Consider
x′′(t)+ 2x(t) =
∫ 1
0
3e−sx(t − s)ds, t ≥ 0,
x(t) = φ(t), −1 ≤ t ≤ 0,
(40)
where φ(t) is an arbitrary continuously differentiable initial function on the interval [−1, 0]. In this example we apply the
characteristic equations (3) and (5). That is, the characteristic equation (3) is
λ2 + 2 =
∫ 1
0
3e−se−λsds, (41)
and we see that λ = −1 is a root of (41). Then, for λ0 = −1 the characteristic equation (5) is
δ = 2−
∫ 1
0
3e−se−λs
{∫ s
0
e−δ τdτ
}
ds.
Therefore, δ = δ0 ∼= 0.84716 is a root, and the conditions of Corollary are satisfied. That is,
µλ0,δ0
∼= 0.33326 < 1 and βλ0 = β−1 = −
1
2
6= 0.
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Since λ0 = −1 < 0 and λ0 + δ0 = −0.15284 < 0, the trivial solution of (40) is asymptotically stable.
Example 2. Consider
x′′(t)+ x(t) =
∫ 1
0
x(t − s)ds, t ≥ 0,
x(t) = φ(t), −1 ≤ t ≤ 0,
(42)
where φ(t) is an arbitrary continuously differentiable initial function on [−1, 0]. The characteristic equation (3) is
λ2 + 1 =
∫ 1
0
e−λsds, (43)
and we see easily that λ = 0 is a root of (43). Taking λ0 = 0, the characteristic equation (5) is
δ = −
∫ 1
0
{∫ s
0
e−δ τdτ
}
ds.
Therefore, we find that δ = δ0 ∼= −0.62203 is a root. Corresponding to the roots λ0 = 0 and δ0 = −0.62203, the
conditions of Corollary are satisfied. Since λ0 = 0 and λ0 + δ0 < 0, the trivial solution of (42) is stable.
Example 3. Consider
x′′(t)− 1
2
x(t) =
∫ 1
2
0
e−sx(t − s)ds, t ≥ 0,
x(t) = φ(t), −1
2
≤ t ≤ 0,
(44)
where φ(t) is an arbitrary continuously differentiable initial function on [− 12 , 0]. The characteristic equation (3) is
λ2 − 1
2
=
∫ 1
2
0
e−se−λsds, (45)
and we see easily that λ = −1 is a root of (45). Taking λ0 = −1, the characteristic equation (5) is
δ = 2−
∫ 1
2
0
{∫ s
0
e−δ τdτ
}
ds.
Therefore, we find that δ = δ0 ∼= 1.9068 is a root. Corresponding to the roots λ0 = −1 and δ0 = 1.9068, the conditions
of Corollary are satisfied. Since δ0 > 0 and λ0 + δ0 > 0, the trivial solution of (44) is unstable.
References
[1] T.A. Burton, Volterra Integral and Differential Equations, Academic Press, New York, 1983.
[2] C. Corduneanu, Integral Equations and Applications, Cambridge University Press, New York, 1991.
[3] R.K. Miller, Nonlinear Volterra Integral Equations, Benjamin, New York, 1971.
[4] R. Bellman, K. Cooke, Differential-Difference Equations, Academic Press, New York, 1963.
[5] L.E. El’sgol’ts, S.B. Norkin, Introduction to the Theory and Application of Differential Equations with Deviating Arguments, Academic Pres, New York,
London, 1973.
[6] J.K. Hale, S.M. Verduyn Lunel, Introduction to Functional Differential Equations, Springer, Berlin, Heidelberg, New York, 1993.
[7] V. Kolmanovski, A. Myshkis, Applied Theory of Functional Differential Equations, Kluver Academic, Dordrecht, 1992.
[8] V. Lakshmikantham, L. Wen, B. Zhang, Theory of Differential Equations with Unbounded Delay, Kluwer Academic Publishers, London, 1994.
[9] I.-G.E. Kordonis, Ch.G. Philos, The behavior of solutions of linear integro-differential equations with unbounded delay, Computers &Mathematics with
Applications 38 (1999) 45–50.
[10] Ch.G. Philos, I.K. Purnaras, Periodic first order linear neutral delay differential equations, AppliedMathematics and Computation 117 (2001) 203–222.
[11] A.F. Yeniçerioğlu, The behavior of solutions of second order delay differential equations, Journal ofMathematical Analysis and Applications 332 (2007)
1278–1290.
[12] T. Koto, Stability of Runge-Kutta methods for delay integro-differential equations, Journal of Computational and Applied Mathematics 145 (2002)
483–492.
[13] J.J. Zhao, Y. Xu, M.Z. Liu, Stability analysis of numerical methods for linear neutral Volterra delay-integro-differential system, Applied Mathematics
and Computation 167 (2005) 1062–1079.
[14] H. Brunner, A. Makroglou, R.K. Miller, Mixed interpolation collocation methods for first and second order Volterra integro-differential equations with
periodic solution, Applied Numerical Mathematics 23 (1997) 381–402.
[15] K. Balachandran, D.G. Park, S. Marshal Anthoni, Existence of solutions of abstract nonlinear second-order neutral functional integro-differential
equations, Computers & Mathematics with Applications 46 (2003) 1313–1324.
[16] M. Benchohra, S.B. Abes, S.K. Ntouyas, Ioannina, Existence of mild solutions of second order initial value problems for delay integro-differential
inclusions with nonlocal conditions, Mathematica Bohemica 127 (4) (2002) 613–622.
[17] E. Hernandez, M.A. Mckibben, Some comments on: Existence of solutions of abstract nonlinear second-order neutral functional integro-differential
equations, Computers & Mathematics with Applications 50 (2005) 655–669.
