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Tato práce se bude zab˝vat zopakováním experiment  proveden˝ch v práci Xiang Zhang, Junbo
Zhao a Yann LeCun, Character-level Convolutional Networks for Text Classification [1]. Budou
v ní popsané pouûité technologie, vybrané metody, dosaûené v˝sledky a mé záv ry.
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Abstract
In this thesis, I’m going to describe my attempt to repeat experiments of Xiang Zhang, Junbo
Zhao, and Yann LeCun explained in the article Character-level Convolutional Networks for Text
Classification. It’s going to contain a list of technologies, methods, and datasets I used with a
summary of achieved results with my interpretation of their meaning.
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1 Úvod
Tato práce za ne postupn  popisovat architekturu neuronov˝ch sítí, dále bude obsahovat popis
technologií, které budou pozd ji pouûity v r zn˝ch fázích m˝ch experiment . Dále zde budou
uvedeny základní informace o práci Xiang Zhang, Junbo Zhao a Yann LeCun, Character-level
Convolutional Networks for Text Classification [1] spolu s popisem datov˝ch sad a experiment ,
které nad nimi provád li a v˝sledk , kter˝ch p itom dosáhli. Následovat bude detailní rozbor
mnou zvolen˝ch datov˝ch sad, popis implementace neuronové sít , a nakonec dosaûené v˝sledky.
Poslední kapitola bude obsahovat mou interpretaci v˝sled  a celkové zhodnocení práce.
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2 Neuronové a konvolu ní sít 
Um lá neuronová sí  je tvo ena matematick˝mi neurony, primitivními jednotkami. Kaûdá z
nich zpracovává váûené vstupní signály a generuje v˝stup. [2] Neuronové sít  se dále d lí podle
zp sobu propojení neuron , jejich aktiva ních funkcí, nebo zp sobem jak˝m je trénována. V
rámci této práce se budu zajímat pouze o dop edné neuronové sít , tedy takové, kde vstupní
data postupn  prochází jednosm rn  jednotliv˝mi vrstvami aû k v˝stupu sít .
2.1 Neuron
Základní jednotkou neuronov˝ch sítí je um l˝ neuron. Skládá se ze vstup  a k nim p i azen˝m
vahám, sumy a aktiva ní funkce.
Obrázek 1: Um l˝ neuron. [3]
Jeho fungování lze popsat matematickou funkcí kde f je aktiva ní funkce, x hodnoty vstup ,





Bias je speciální vstup, jehoû hodnota je vûdy 1, ale jeho váha se chová stejn  jak u ostatních
vstup , tedy je nastavována p i procesu trénování. Jeho v˝znam spo ívá v oöet ení moûnosti, kdy
by se vstupní hodnoty rovnali nulám, ale pro fungování sít  by bylo by t eba aby neuron vracel
nenulovou hodnotu na v˝stupu. Jeho v˝znam m ûe b˝t b hem u ení potla en vynulováním jeho
váhy.
V biologické p edloze neuronu dochází k jeho aktivaci za ur it˝ch podmínek. A jelikoû um l˝
neuron provádí pouze základní aritmetické operace, jejichû v˝sledkem m ûe b˝t jakákoli hodnota
od mínus nekone na do plus nekone na, je t eba n jak˝m zp sobem ur it, zda doölo k aktivaci
 i ne. Tuto roli plní aktiva ní funkce, která m ûe za ur it˝ch podmínek neuron také usm r ovat,
to v p ípad , ûe vyuûijeme jednu z funkcí s normalizovan˝m v˝stupem.
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2.2 Neuronová sí 
Neuronovou sítí naz˝váme mnoûství vzájemn  propojen˝ch neuron .  asto se ve spojitosti s
neuronov˝mi sít mi zmi ují takzvané hluboké neuronové sít . Nejedná se o nic jiného, neû o sí 
s více neû 2 vrstvami, tedy minimáln  jednu ozna ujeme jako skrytou.
Obrázek 2: Schématické znázorn ní neuronové sít . [3]
Na obrázku 2 lze vid t jednotlivé neurony sít  uspo ádány do vrstev. Mezi neurony jedné
vrstvy není propojení, mezi neurony sousedních vrstev zpravidla existuje propojení úplné, tedy
první neuron první vrstvy je p ipojen ke vöem neuron m vrstvy druhé a tak dále, vstupy jednot-
liv˝ch vrstev jsou tak v˝stupy vrstev p edeöl˝ch (S v˝jimkou první vrstvy, která p ijímá vstupní
hodnoty). B hem u ení mohou n které spoje virtuáln  zmizet, pokud se jejich váha bude rovnat
nule. Poslední vrstvou naz˝váme vrstvou v˝stupní a ostatní mezilehlé vrstvy naz˝váme vrstvami




Proces nastavování vah v síti se naz˝vá u ení sít , obecn  se k n mu dá p istupovat dv ma
zp soby, v závislosti na tom, jaká máme k dispozici data a  eho se snaûíme se sítí docílit.
2.3.1 U ení s u itelem
Samotn˝ proces u ení m ûe probíhat r zn˝mi zp soby pro které existuje mnoho rozliön˝ch
algoritm . Obecn˝m postupem je nechat sí  klasifikovat datovou sadu, pro která známe k˝ûené
v˝sledky, spo íst chybu a pomocí ní pak vhodn˝m zp sobem p epo ítat váhy v jednotliv˝ch
neuronech. Tento proces se opakuje po dan˝ po et iterací, kter˝ si ur íme p ed za átkem u ení,
nebo dokud dosahujeme p i u ení pr b ûn  lepöích v˝sledk .
2.3.1.1 Backpropagation Nej ast jöí metoda, která umoû uje u ení neuronové sít  nad
danou trénovací mnoûinou se naz˝vá backpropagation, coû v p ekladu znamená metodu zp tného
öí ení. Na rozdíl, od jiû popsaného dop edného chodu p i öí ení signálu neuronovou sítí tato
metoda adaptace spo ívá v opa ném öí ení informace (chyby) sm rem od vrstev v˝stupních k
vrstvám vstupním. [4] Princip metody se dá vyjád it v n kolika krocích:
1. Poöleme na vstup sít  prvek trénovací mnoûiny
2. Ten projde sítí znám˝m zp sobem
3. Srovnáme v˝stup sít  s poûadovan˝m v˝stupem pro dan˝ vstup
4. Rozdíl mezi poûadovanou a skute nou hodnotou definuje chybu sít  pro dan˝ vstup.
5. Tuto chybu öí íme zp t a po cest  adekvátn  upravujeme váhy vstup  jednotliv˝ch neuron 
tak, aby p i p íötím pr chodu byla chyba pro tent˝û vstup menöí.
Mezi nejrozöí en jöí algoritmy vyuûívající principu zp tného öí ení chyby v dneöní dob  pat í
Stochastic Gradient Descent (dále SGD), optimaliza ní metoda vytvo ená Herbert Robbins
a Sutton Monro v roce 1951. A Adam (Adaptive Moment Estimation) p edstaven˝ Diederik
Kingma (OpenAI) a Jimmy Ba (University of Toronto) v roce 2015.
2.3.2 U ení bez u itele
V tomto p ípad  dop edu nemáme p edp ipravená data ve smyslu znalosti v˝sledk . Tento
p ístup je vhodn˝ pro kategorizaci dat. Kdy sí  sama hledá spole né vzory.
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2.4 Konvolu ní sít 
Konvolu ní sít  jsou ve v töin  p ípad  pouûívány k detekci objekt  v obraze. Ale stejn  jako
mnoho jin˝ch typ  sítí, dají se vyuûít na mnoho jin˝ch úkon . Základní myölenkou tohoto typu
sítí je hledání nejmenöích stavebních jednotek celku.
Obrázek 3: Schématické znázorn ní konvolu ní sít  zakon ené pln  propojenou sítí. [5]
Zjednoduöíme-li vysv tlení pouze na obrázky. Sí  v jednotliv˝ch vrstvách nejd íve hledá jed-
noduché tvary, jako p ímky, oblouky a tak podobn . V dalöích vrstvách z nich tvo í jednoduché
tvary, dále  ásti p edm t , a nakonec samotné objekty. Tento zp sob pomáhá zejména díky
tomu, ûe objekty na obrázku m ûou b˝t r zn  nato eny, mírn  deformovány a podobn .
Obrázek 4: Znázorn ní filtr  v první vrstv  sít  AlexNet. [6] Na obrázku je patrné, ûe se první
vrstva soust edí na jednoduché tvary.
Pojmy a procesy v konvolu ní síti, v po adí, jak sítí procházejí a jak jsou vykonávány jednou
vrstvou, s vysv tlením jejich funkce:
Feature Prvek, kter˝ se vrstva sít  snaûí najít v jejím vstupu, v p íkladu v˝öe by se mohlo
jednat nap íklad o jednoduché úse ky
Filtering Proces, p i kterém se feature "p ikládá"na vstup vrstvy, v˝stupem je hodnota, nakolik
se daná  ást vstupu podobá onomu feature.
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Konvoluce Filtrováním kaûdé feature dané vrstvy na vöechny pozice vstupu je vykonána kon-
voluce. V˝stupem pro jeden feature je mapa, znázor ující, kde se dan˝ feature ve vstupu
nachází. Tento proces se d lá se vöemi features, tedy dimenze kaûdého vstupu se na v˝stupu
zv töí tolikrát, kolik features daná vrstva hledá.
Pooling Metoda zmenöení vstupu, p i které se po vstupu pohybuje plovoucí okno, ze kterého
na v˝stup vychází vûdy nejv töí hodnota v daném okn . D vod k pouûití této metody,
krom zmenöení vstupu m ûe b˝t také to, ûe na v˝stup vybíráme pouze nejv töí hodnoty,
m ûeme tak opravit drobné odchylky od p vodní feature.
Normalization Tato funkce slouûí naprosto stejn , jako stejnojmenná funkce um lého neuronu.
Flattening Poslední funkce, která p evádí multidimenzionální v˝stup p edchozích vrstev na
jednodimenzionální vektor, kter˝ m ûe b˝t vstupem pln  propojené sít .
V˝stup konvolu ní sít  je obvykle napojen na pln  propojenou sí  se dv ma a více vrstvami,
která, v p ípad , ûe se jedná o klasifika ní problém se stará o v˝slednou klasifikaci vstupu.
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3 Technologie
Tato sekce práce obsahuje popis jednotliv˝ch technologií a framework  a vybavení pouûit˝ch v
projektu. Spolu s p íklady pouûití.
3.1 Python
V töina mé práce byla zpracována v programovacím jazyce Python. Jedná se o interpretovan˝
jazyk pro obecné pouûití. Je vyvíjen pod open source licencí. Vytvo en˝ nizozemsk˝m v˝vojá em
Guido van Rossum v roce 1991. Filozofie jazyka klade d raz na jednoduchost, a hlavn   itelnost
kódu, tomu pomáhá syntax, kter˝ hojn  vyuûívá bíl˝ch znak  (mezer a od ádkování). Van
Rossum vedl komunitu stojící za v˝vojem jazyka aû do  ervna 2018.
Python má dynamick˝ typov˝ systém a automatickou zprávu pam ti. Kód je moûné psát
podle r zn˝ch paradigmat, moûné je objektov  orientované, ale i funkcionální, nebo procedurální
programování.
Python jako jazyk je dostupn˝ na öiroké ökále za ízení a systém . Má mnoho vestav n˝ch
knihoven a funkcí, které jsou jeho velkou p edností a zahrnují mnoho odv tví, od práce se
soubory, p es internetovou komunikaci. Jazyk je velmi oblíben˝ pro svou jednoduchost mezi
matematiky a datov˝mi analytiky.
3.1.1 NumPy
NumPy je balí ek funkcí zam  en˝ na po ítání v deck˝ch v˝po t  v Python. Distribuovan˝ pod
BSD licencí. Mimo jiného obsahuje podporu n-dimenzionálních polí, nástroje pro integraci kódu
psaného v C/C++ nebo Fortran. Uûite né funkce pro lineární algebru, Fourierovy transformace
a generování náhodn˝ch  ísel.
Mimo své v decké vyuûití se dá NumPy pouûívat pro obecnou práci s generick˝mi multidi-
menzionálními daty. Nabízí ale i rozsáhlou podporu pro datové typy,  ímû nabízí öirokou podporu
pro vyuûití s databázov˝mi systémy.
3.1.2 Pandas
Pandas je open source projekt, distribuovan˝ pod BSD licencí. Poskytuje rychlé a jednoduché
rozhraní pro práci s rozsáhl˝mi datov˝mi strukturami a jejich d kladnou anal˝zu.
Pandas je vhodn˝ k pouûití s tabulkov˝mi daty, v etn  SQL databází, nebo Excel tabulkami,
ale i se set íd n˝mi  i neset íd n˝mi kolekcemi. Dokáûe pracovat s chyb jícími hodnotami, m nit
velikost a dimenzi objektu. A dalöí operace související se spravováním dat.
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3.1.3 scikit-learn
Tento projekt zaloûil David Cournapeau v roce 2007 jako Google Summer of Code project.
Pozd ji jej Matthieu Brucher posunul na dalöí úrove  p i práci na sv˝ch v˝zkumech. V roce
2010 p evzali vedení projektu Fabian Pedregosa, Gael Varoquaux, Alexandre Gramfort a Vincent
Michel a vydali první ve ejnou verzi. Od té doby se projekt rozvíjí jako open source a na ve ejném
github repositá i má p es 30 000 hv zd.
Tato knihovna slouûí k r zn˝m pouûitím, p es edukativní po profesionální pouûití. S její
pomocí je moûné provád t r zné úkony s vyuûitím strojového u ení, jako klasifikace, regrese,
shlukování, redukce dimenze, ale i pouhé p edzpracování dat.
Mezi uûivatele této knihovny se  adí spousta velk˝ch sluûeb, finan ní instituce jako J.P.Morgan,
hudební sluûba Spotify, poznámkov˝ nástroj Evernote,  i rezerva ní portál Booking.com. [20]
3.2 TensorFlow
TensorFlow je open source knihovna, tvo ená pod záötitou Google Brain slouûící k návrhu, tvorb 
a trénování hlubok˝ch neuronov˝ch sítí. Ty je pak moûné trénovat, jak na CPU, tak i pomocí
jedné  i více grafick˝ch karet.
V TensorFlow jsou data reprezentována n dimenzionálními poli, tedy tensory. Ty jsou d leny
podle ranku, kter˝ se rovná jejich dimenzi. Speciálním p ípadem tenzoru s rankem 0 je jedno
reálné  íslo. TensorFlow tak neslouûí v˝hradn  pro práci s neuronov˝mi sít mi, ale dá se obecn 
vyuûít k libovoln˝m  íseln˝m operacím.
Obrázek 5: Znázorn ní jednoduchého neuronu pomocí v˝po etního grafu. [9]
14
Matematické operace jsou v TensorFlow definovány pomocí graf . Ty samy osob  neobsahují
ûádné hodnoty, pouze abstraktn  definují, jak˝m zp sobem budou modelem procházet data. Jako
p íklad, na obrázku 5, lze vid t abstraktní zobrazení um lého neuronu, tedy model provád jící
funkci Relu(W úX +B). [10]
# Tvorba v˝po etního grafu
a = tf.constant(5.0)
b = tf.constant(6.0)
c = a * b
# Tisk c by v tomto p ípad  nezobrazil k˝ûen˝ v˝sledek ale informace o objektu
grafu.
print(c)
with tf.Session() as sess:




V˝pis 1: Vytvo ení a spuöt ní v˝po etního grafu v TensorFlow
V TensorFlow tak po ítání probíhá ve dvou krocích, definování v˝po etního modelu a jeho
samotné spuöt ní. To probíhá pomocí t ídy tf.Session. Která se stará o provád ní operací
definovan˝ch v grafu. Jednoduchá ukázka je zobrazena na V˝pisu 1.
3.3 TensorBoard
Pro pot eby zobrazení a lad ní rozsáhl˝ch neuronov˝ch sítí obsahuje TensorFlow vizualiza ní
nástroj - TensorBoard. S jeho pomocí je moûné zobrazit v˝po etní graf, vypsat postup u ení,
data procházející sítí, nebo vykreslit graf d leûit˝ch parametr  p i u ení, jako jsou loss, nebo
accuracy, nebo learningrate.
TensorBoard funguje tak, ûe  te mezisoubory, ukládané TensorFlow p i vykonávání jednot-
liv˝ch graf . Samotná vizualizace pak probíhá ve webovém prohlíûe i. K dispozici jsou zde
uûite né nástroje pro filtraci a vyhledávání v zobrazovan˝ch datech.
Ukládání mezisoubor  pro TensorBoard, zobrazení v˝sledk  a vizualizace dat je moûná i p i
pouûití knihovny Keras. A uûivatelé tak nejsou limitováni pouze na pouûití TensorFlow, protoûe
je moûné pouûít tento nástroj i v p ípad , ûe Keras na pozadí pouûívá jinou podporovanou
knihovnu.
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Obrázek 6: Pr b h u ení znázorn n˝ v TensorBoard.
3.4 Keras
Keras je high-level rozhraní pro práci s neuronov˝mi sít mi, zast eöuje n kolik framework ,
které pouûívá pro samotné v˝po ty na pozadí. Na v˝b r je TensorFlow - popsan˝ v˝öe, Theano
- obdobná knihovna napsaná v Python pod správou Université de Montréal a CNTK - knihovna
napsaná v jazyce c++ spravovaná firmou Microsoft.
Funkcionální API Keras je navrûena tak, aby byla co nejvíce uûivatelsky p ív tivá, ale zárove 
dostate n  flexibilní pro r zné aplikace. Po svém p edstavení v roce 2017 za al rychle nabírat
na popularit , coû vedlo také k jeho integraci to TensorFlow.
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# import knihoven
from keras.models import Sequential
from keras.layers import Dense
# Získání dat ve formátu Numpy polí
x_train, y_train = ...
# Vytvo ení sekven ního modelu
model = Sequential()
# Definice jednotliv˝ch vrstev sít 
model.add(Dense(units=64, activation=’relu’, input_dim=100))
model.add(Dense(units=10, activation=’softmax’))







model.fit(x_train, y_train, epochs=5, batch_size=32)
# Vyhodnocení úsp önosti modelu
loss_and_metrics = model.evaluate(x_test, y_test, batch_size=128)
V˝pis 2: Vytvo ení, vyhodnocení jednoduché neuronové sít  pomocí Keras
I kdyû tf.keras (Keras obsaûen˝ v TensorFlow) a Keras (samostatn˝ framework) jsou dva
rozd lené projekty, jsou úzce spojené a s TensorFlow verze 1.9 a novou verzí jeho dokumentace
je Keras doporu ené rozhraní pro práci s neuronov˝mi sít mi v rámci frameworku TensorFlow.
Na V˝pisu 2 je vid t, jak jednoduöe je moûné definovat neuronovou sí , natrénovat ji a
vyhodnotit její p esnost.
3.4.1 Matplotlib
Matplotlib je Python knihovna slouûící ke generování 2D graf  r zn˝ch typ  a v rozli n˝ch
formátech. Krom zobrazovaní a ukládání graf  obsahuje také jednoduché uûivatelské rozhraní,
pro práci se zobrazen˝mi daty, stylování grafu, nebo úpravu os.
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3.5 Hardware a Software
Vöechny provád né experimenty byly spouöt ny na serveru Sumo2, osazeném  ty mi grafick˝mi
kartami NVIDIA GeForce GTX 1070. Procesorov  server pohání dva Intel Xeon CPU E5-2630.
A k dispozici má 258GB opera ní pam ti.
Modely byly trénovány pomocí frameworku Keras ve verzi 2.2.0, kter˝ na pozadí vyuûíval
TensorFlow GPU 1.3.0. Veökeré v˝po ty tak probíhali distribuovan  na grafick˝ch kartách.
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4 Úvod k praktické  ásti
Experimenty provád né v této práci vycházejí z práce publikované pány Xiang Zhang, Junbo
Zhao a Yann LeCun. Na následujících stránkách budou popsány jednak p vodní experimenty
autor  a mé pokusy o jejich zopakování.
4.1 P edstavení p vodní práce
Následující podkapitoly byly ve velké mí e p ejaty a voln  p eloûeny z p vodního textu Character-
level Convolutional Networks for Text Classification [1].
4.1.1 Úvod
Klasifikace textu je klasick˝m tématem zpracování p irozené  e i, ve kterém je úkolem p i adit
jednu z p eddefinovan˝ch kategorií voln  psanému dokumentu. V dneöní dob  se tato disciplína
rozvíjí od hledání nejv˝znamn jöích klí ov˝ch slov identifikující text po navrhování nejr zn j-
öích strojov˝ch klasifikátor . Nejhlavn ji ale, valná v töina metod je zaloûena na slovech, v töina
metod vyuûívá statistiky v˝skytu slov a jejich kombinací (jako nap íklad n-gramy) které v ko-
ne ném d sledku fungují velmi dob e.
Na druhou stranu, mnoho v˝zkum  prokázalo, ûe konvolu ní neuronové sít  jsou velmi dob-
r˝mi nástroji p i extrahování informací z hrub˝ch signálov˝ch vstup  v disciplínách jako jsou
rozpoznání obrazu,  i hlasu. [11][12]
V práci Character-level Convolutional Networks for Text Classification byla p edstavena
metoda, kdy byl text zpracováván jako hrub˝ signálov˝ vstup na úrovni jednotliv˝ch znak  a
klasifikován s pomocí jedno-dimenzionální konvolu ní sít . V˝sledky práce jsou dále porovnávány
s tradi ními klasifika ními metodami. Tyto v˝sledky budou obsaûen také v této práci.
P vodní text byl prvním  lánkem zvaûujícím vyuûít pouze konvolu ní sít  pro vstupní data
z  ist  p ekódovan˝ch znak  textu. Ukazuje, ûe p i trénování na dostate n  velké datové sad 
není t eba ûádné dalöí úpravy vstupních dat, nebo znalost jednotliv˝ch slov v textu  i znalost
sémantiky, nebo syntaxe daného jazyka. Toto zjednoduöení dosavadních postup  by mohlo zá-
sadn  ovlivnit systémy, které pot ebují pracovat ne s jedním, ale více jazyky, jelikoû kaûd˝ text
je skládán z jednotliv˝ch písmen. Dalöí v˝hodou tohoto p ístupu m ûe b˝t fakt, ûe neobvyklé
kombinace písmen, jako p eklepy, gramatické chyby, nebo emotikony a dalöí speciální znaky
mohou b˝t p irozen  za len ny do procesu u ení a není t eba je ûádn˝m zp sobem filtrovat.
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4.1.2 Návrh sít 
P vodní návrh po ítal s vytvo ením dvou konvolu ních sítí, menöí a v töí, ob  o devíti vrstvách,
öesti konvolu ních, vykonávající 1D konvoluci a 3 pln  propojené slouûící ke kone n  klasifikaci.
Aktiva ní funkcí jednotliv˝ch vrstev neuronové sít  byla ReLu. Dalöím klí ov˝m prvkem sít  je
vrstva vykonávající pooling, díky které bylo moûné trénovat sí  s tolika konvolu ními vrstvami v
rozumném  ase udrûováním niûöího po tu trénovan˝ch parametr . U ení probíhalo pomocí algo-
ritmu SGD, s parametry minibatch = 128, momentum = 0.9, initialstepsize = 0.01 desetkrát
p len˝ kaûdé 3 epochy. Kaûdá epocha vybírala stejn˝ po et náhodn˝ch vzork  z trénovací sady
uniform  navzorkované z trénovacích dat. Vöe bylo implementováno pomocí knihovny Torch 7
[13] v prost edí Matlab.
Obrázek 7: Schematické znázorn ní obou konvolu ních sítí.
Vytvo en˝ model p ijímá na vstupu sekvenci zakódovan˝ch znak . Kódování je provád no
jednoduch˝m p evodem jednotliv˝ch znak  dané abecedy na "one-hot"vektory, tedy kaûd˝ znak
je vyjád en vektorem tvo en˝m sam˝mi nulami a jednou jedni kou o délce velikosti vstupní abe-
cedy. Poté jsou jednotlivé vektory spojeny do matice o rozm rech V elikostabecedyxV elikostvstupu
kaûd˝ znak p esahující definovanou velikost vstupu je ignorován a kaûd˝ znak, kter˝ není obsaûen
ve vstupní abeced  je nahrazen nulov˝m vektorem.
abcdefghijklmnopqrstuvwxyz0123456789
-,;.!?:’’’/\|_@#%^&*~’+-=<>()[]{}
Abeceda pouûitá ve vöech trénovan˝ch modelech má sedmdesát znak , dvacet öest anglick˝ch
písmen, deset  íslic a t icet t i jin˝ch  asto pouûívan˝ch znak  v etn  od ádkování.
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Obrázek 8: Praktická ukázka zakódovaného textu
Na obrázku 8 je znázorn n v˝sledek konverze textu na matici. Lev˝ sloupec symbolizuje
indexy jednotliv˝ch  ádk , pod kaûd˝m písmenem je pak sloupec s jeho "one-hot"vektorem.
äí ka této matice by odpovídala rozm r m vstupní vrstvy neuronové sít . Délka sloupce je
shodná s délkou kódové abecedy.
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4.1.3 Parametry neuronové sít 
Vstupem neuronové sít  je matice o v˝öce 70, podle velikosti kódové abecedy a öí ce 1014. Z
d ív jöích pokus  autor  práce vyplívá, ûe 1014 je ideální velikost, vzhledem k pot eb  zachytit
co nejv töí moûnou  ást textu, pro zachycení jeho v˝znamu a nutnosti udrûet velikost vstupu
v rozumné mí e. Sí  dále obsahuje dv  dropout vrstvy, mezi 3 pln  propojen˝mi vrstvami pro
generalizaci dat. Kaûdá dropout vrstva funguje s pravd podobností 50%. Konfigurace konvolu ní
a pln  propojené vrstvy je znázorn na v tabulkách níûe.
Layer Large Net Feature Small Net Feature Kernel Pool
1 1024 256 7 3
2 1024 256 7 3
3 1024 256 3 N/A
4 1024 256 3 N/A
5 1024 256 3 N/A
6 1024 256 3 3
Po et v˝stup  v poslední vrstv  sít  je roven po tu t íd v klasifika ním problému. Nap íklad
pro 10 t íd by byl po et roven 10.
Layer Large Net Units Small Net Units
7 2048 1024
8 2048 1024
9 Depends on the problem
Vöechny váhy jsou inicializovány pomocí Gaussovy distribuce. Pr m r a sm rodatná od-
chylka zvolené pro inicializaci jsou 0 a 0,02 pro v töí sí  a 0 a 0,05 pro menöí sí .
Pro r zné problémy se m ûe velikost vstupu liöit. V p ípad  této konfigurace kdy je vstup
(dále l0 - ozna ení  ísla vrstvy) roven 1014, je snadné zjistit velikost v˝stupu poslední konvolu ní
vrstvy, jako l6 = (l0≠ 96)/27.
4.1.4 Zv töování datové sady
Mnoho p edchozích prací p iölo s myölenkou, jak rozöí it stávající datovou sadu, pro v˝sledné
sníûení chybovosti nau eného modelu. Úpravami datové sady je moûné posílit schopnost sít 
generalizovat trénovací data.
Tyto metody v töinou fungují dob e, avöak p i zpracování textu se nejeví rozumné aplikovat
r zné signálové transformace, tak jak je to moûné u zpracování obrazu,  i zvuku. Jelikoû p esné
po adí znak  je to, co má v textu syntaktické a sémantick˝ v˝znam. Nejlepöí moûností by bylo
p epsat slova, slovní spojení,  i celé v ty, vzhledem k velikosti dataset  tato moûnost není p íliö
reálná. Proto bylo v n kter˝ch experimentech pouûito pro zv töení trénovací sady a také pro její
zobecn ní nahrazování v˝raz  jejich synonymy.
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4.1.5 Klasifika ní metody k porovnání
Pro ur ení úsp önosti metody byla v p vodním textu porovnána s jin˝mi zp soby klasifikace
textu, jak tradi ními, tak za pouûití hlubokého u ení. Modely byly vybírání s ohledem na jejich
p esnost dosaûenou v p edchozích experimentech.
Tradi ní metody Tradi ními metodami byly naz˝vány metody, které vyuûívají ru n  vyla-
d n˝ feature extractor a lineární klasifikátor.
Bag-of-words a TFIDF (term-frequency inverse-document-frequency) verze Pro
kaûd˝ dataset, bag-of-words model byl tvo en zvolením 50.000 nejvíce pouûívan˝ch slov z tré-
novací mnoûiny. Jako features byl zvolen po et v˝skyt  slova v dokumentu. pro TFIDF verzi
byly po ty v˝skyt  pouûity jako frekvence jednotliv˝ch term . Features byly normalizovány,
vyd lením nejv töí hodnotou v datové sad .
Bag-of-ngrams a TFIDF verze Modely byly tvo eny v˝b rem 500.000 nejpouûívan jöích
n-gram  (aû do 5-gram ) z trénovací mnoûiny. Feature byl vybrán stejn , jako v p ípad  Bag-
of-words.
Bag-of-means a TFIDF verze Tento model vyuûíval k-means na word2vec [14] modelu
nau eném na trénovací sad , kaûdého modelu.
Metody vyuûívající hlubokého u ení V nedávné dob  zaznamenali hluboké neuronové
sít  úsp chy na poli klasifikace textu. Proto byly zvoleny také dva jednoduché reprezentativní
algoritmy z této oblasti,
Word-based ConvNet Mezi r zn˝mi pracemi, které vyuûívají word-based ConvNets pro
klasifikaci textu se objevují dv  v˝znamné metody. V p vodním textu je pro porovnání vyuûito
obou: Sí  vyuûívající p edtrénovan˝ word2vec model a sí  s vyuûívající lookup table.
Long-short term memory Poslední model k porovnání je model s rekurentní neuronovou
sítí, jmenovit  LSTM. Vyuûit˝ model je word-based, pouûívá p edtrénovan˝ word2vec model.
Stejn˝ jako v p edchozích p ípadech.
Tato práce se dále nezab˝vá implementací srovnávacích algoritm  a jejich v˝pis je zde pouze
z d vodu demonstrace v˝sledk , kter˝ch bylo v p vodní práci. Jejich popis je zde proto zkrácen .˝
Jeho úplnou verzi v anglickém jazyce je moûné dohledat v p vodní práci.
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4.1.6 Datasety
D ív jöí v˝zkumy konvolu ních sítí ukázali, ûe v töinou fungují nejlépe na velk˝ch datov˝ch sa-
dách. Speciáln  pak na surov˝ch vstupech, jako jednotlivé znaky v p ípad  této práce. Nicmén ,
v töina voln  dostupn˝ch datov˝ch sad pro klasifikaci textu je relativn  mal˝ch. Pro pot eby
této práce bylo proto posbíráno n kolik v töích datov˝ch sad. Viz. tabulka níûe.
Dataset Classes Train Samples Test Samples Epoch Size
AG’s News Corpus 4 120000 7600 5000
Sogou News 5 450000 60000 5000
DBPedia 14 560000 70000 5000
Yelp Review Polarity 2 560000 38000 5000
Yelp Review Full 5 650000 50000 5000
Yahoo! Answers 10 1400000 60000 10000
Amazon Review Full 5 3000000 650000 30000
Amazon Review Polarity 2 3600000 4000000 30000
AG’s News Corpus Tento dataset byl posbírán z portálu web2. Obsahuje 496835 katego-
rizovan˝ch  lánk  z více neû 2000 zdroj . Vybrali jsme 4 nejv töí t ídy z tohoto korpusu pro
vytvo ení datasetu, skládajícího se pouze s názvu a obsahu  lánku. Kaûdá t ída obsahuje 30000
záznam  v trénovací a 1900 záznam  v testovací sad .
Sogou news corpus Tato sada je sloûená z kombinace zpráv ze SogouCA a SogouCS [15],
 ítající dohromady 2909551 záznam  z r zn˝ch oblastí zpravodajství. Dataset obsahuje roz-
sáhlé mnoûství kategorií, ale v töina obsahuje pouze n kolik záznam . Pro ú ely klasifikace bylo
vybráno 5 kategorii - "sports", "finance", "entertainment", "automobile"a "technology". Pro kaû-
dou kategorii je vybráno 90000 trénovacích a 12000 testovacích záznam . Vzhledem k tomu, ûe
tento dataset je v  ínském jazyce, bylo vyuûito balí ku Pinyin pro fonetick˝ p eklad do anglické
abecedy.
DBPedia ontology dataset DBpedia obsahuje záznamy z portálu Wikipedia. Dataset obsa-
huje 14 kategorií z Bpedia 2014. Pro kaûdou z nich 40000 trénovacích a 5000 testovacích záznam 
z abstraktu jednotliv˝ch p ísp vk .
Yelp reviews Hodnocení restaurací získaná z Yelp Dataset Challenge v roce 2015. Obsahuje
1569264 záznam  hodnocení. Pro testování byly vytvo eny dva datasety, jeden, kategorizovan˝
podle ud leného po tu hv zd a druh˝ podle polarity hodnocení. Úpln˝ dataset se skládá z 30000
trénovacích a 10000 testovacích záznam  pro kaûd˝ po et hv zd. Polarizovan˝ dataset je tvo en
z 80000 trénovacích a 19000 testovacích záznam  pro kaûdou kategorii.
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Yahoo! Answers dataset Tato datová sada je byla vyjmuta z Yahoo! Answers Compre-
hensive Questions and Answers version 1.0. Korpus obsahuje 4483032 otázek a odpov dí. Da-
taset byl vytvo en˝ z této sady v˝b rem 10 nejv töích kategorií. Kaûdá t ída obsahuje 140000
trénovacích a 5000 záznam . Pouûitá pole jsou otázka, její nadpis a nejlepöí odpov  .
Amazon reviews Poslední datová sada se skládá z hodnocení z projektu Stanford Network
Analysis Project (SNAP), kter˝ zahrnuje 18 let a 34686770 záznam  od 6643669 uûivatel  o
2441053 produktech. Obdobn  jako Yelp dataset, i tato sada byla rozd lena do dvou dataset .
Úpln˝ dataset obsahuje 600000 trénovacích záznam  a 130000 testovacích pro kaûdou t ídu.
Polarizovaná sada obsahuje 1800000 trénovacích a 200000 testovacích záznam  na jednu t ídu.
4.1.7 Dosaûené b˝sledky
Tabulka níûe popisuje v˝sledky dosaûené v p vodní práci. Obsahuje relativní chyby v pro-
centech jednotliv˝ch model  nad jednotliv˝mi datov˝mi sadami. "Lg"zde znamená velká sí 
a "Sm"naopak malá, "w2v"je zkratkou pro "word2vec"a "Lk"pro lookup table. "Th"znamená roz-
öí ení sady o synonyma. Konvolu ní sít  ozna ené "Full"rozliöují mezi velk˝mi a mal˝mi písmeny.
Model AG Sogou DBP. Yelp P. Yelp F. Yah. A. Amz. F. Amz. P.
BoW 11,19 7,15 3,39 7,76 42,01 31,11 45,36 9,60
BoW TFIDF 10,36 6,55 2,63 6,34 40,14 28,96 44,74 9,00
ngrams 7,96 2,92 1,37 4,36 43,74 31,53 45,73 7,98
ngrams TFIDF 7,64 2,81 1,31 4,56 45,20 31,49 47,56 8,46
Bag-of-means 16,91 10,79 9,55 12,67 47,46 39,45 55,87 18,39
LSTM 13,94 4,82 1,45 5,26 41,83 29,16 40,57 6,10
Lg. w2v Conv. 9,92 4,39 1,42 4,60 40,16 31,97 44,40 5,88
Sm. w2v Conv. 11,35 4,54 1,71 5,56 42,13 31,50 42,59 6,00
Lg. w2v Conv. Th. 9,91 / 1,37 4,63 39,58 31,23 43,75 5,80
Sm. w2v Conv. Th. 10,88 / 1,53 5,36 41,09 29,86 42,50 5,63
Lg. Lk. Conv. 8,55 4,95 1,72 4,89 40,52 29,06 45,95 5,84
Sm. Lk. Conv. 10,87 4,93 1,85 5,54 41,41 30,02 43,66 5,85
Lg. Lk. Conv. Th. 8,93 / 1,58 5,03 40,52 28,84 42,39 5,52
Sm. Lk. Conv. Th. 9,12 / 1,77 5,37 41,17 28,92 43,19 5,51
Lg. Full Conv. 9,85 8,80 1,66 5,25 38,40 29,90 40,89 5,78
Sm. Full Conv. 11,59 8,95 1,89 5,67 38,82 30,01 40,88 5,78
Lg. Full Conv. Th. 9,51 / 1,55 4,88 38,04 29,58 40,54 5,51
Sm. Full Conv. Th. 10,89 / 1,69 5,42 37,95 29,90 40,53 5,66
Lg. Conv. 12,82 4,88 1,73 5,89 39,62 29,55 41,31 5,51
Sm. Conv. 15,65 8,65 1,98 6,53 40,84 29,84 40,53 5,50
Lg. Conv. Th. 13,39 / 1,60 5,82 39,30 28,80 40,45 4,93
Sm. Conv. Th. 14,80 / 1,85 6,49 40,16 29,84 40,43 5,67
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4.1.8 Zhodnocení
Auto i p vodní práce hodnotili v˝sledky jako úsp öné. Prokazující funk nost konvolu ní neuro-
nové sít  pro klasifikaci textu ze vstupních dat na úrovni jednotliv˝ch znak . Za nejpodstatn jöí
zjiöt ní povaûují skute nost, ûe neuronová sí  dokáûe pracovat s daty bez informací o jednotli-
v˝ch slovech v textu. To by mohlo dále indikovat, ûe jazyk textu je moûné chápat jako vstupní
signál, stejn  jako p i klasifikaci obrazu  i zvuku.
Dalöí, jiû mén  p ekvapivé zjiöt ní je, ûe velikost datové sady hraje klí ovou roli, zejména p i
porovnání s tradi ními metodami.  ím v töí byla datová sada, tím lepöích v˝sledk  konvolu ní
sí  dosahovala. Tradi ní metody si vedli v˝razn  lépe v p ípad  mal˝ch dataset .
Konvolu ní sít  se také zdají b˝t lepöími kandidáty pro uûivatelsky generovaná data. Tato
data se velmi r zní v závislosti na tom, jak jsou spravována, uûivatelé se vyjad ují jinak p i psaní
hodnocení na produkty v Amazon reviews neû p i odpovídání na otázky v Yahoo! Answers,
kde komunita pomocí hlasovacího mechanizmu vyvyöuje pouze kvalitní a gramaticky korektní
odpov di. Nicmén  konvolu ní sít  se zdají schopné snáze p ekonat uûivatelsky generované chyby,
p eklepy, exotické kombinace slov, nebo emoji. V tomto sm ru je ale nezbytné provést dalöí
experimenty k prokázání této teorie.
Sémantika textu nemusí b˝t d leûitá. V experimentech se vyskytují dva typy dataset , sen-
timent a více kategoriální. V˝sledky ale neukazují ûádné rozdíly v práci s t mito daty.
Metoda Bag-of-means se p ekvapiv  ukázala jako nejhoröí ve vöech p ípadech. To nazna uje
ûe se p íliö nehodí pro ú el klasifikace textu. Ale to není p edm tem této práce a prokázání této
souvislosti vyûaduje více experiment . Zárove  to neznamená ûe tato metoda nem ûe fungovat
dob e p i jiné konfiguraci, nebo s jin˝m cílem.
A nakonec "There is no free lunch.". Experimenty provád né v rámci této práce ukazují, ûe
neexistuje, nebo zatím neznáme jednu univerzální metodu, která by excelovala ve vöech p ípadech
na vöech datasetech p i klasifikaci textu.
4.1.9 Záv r
Tento  lánek nabízí bohatou studii o konvolu ních sítích pracujících se vstupem na úrovni znak 
slouûících pro klasifikaci textu. Popisuje postupy, dosaûené v˝sledky i srovnání s jin˝mi metodami
vyuûívající neuronové sít , ale i jiné metody. Ukazuje, ûe tyto konvolu ní sít  mohou fungovat
velice dob e, avöak jejich spolehlivost je závislá na mnoha faktorech, jako velikost datasetu, a
vlastnostech vstupního textu.
Zde kon í p edstavení p vodního textu a v˝pisy nejpodstatn jöích  ástí. Následující  ásti
budou obsahovat mou vlastní anal˝zu a implementaci pokouöející se napodobit v˝sledky Xiang
Zhang, unbo Zhao a Yann LeCun, a zhodnocení mého snaûení.
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5 Datasety
Pro napodobení v˝sledk  práce Character-level Convolutional Networks for Text Classification
jsem se rozhodl vyuûít n kolika dataset . První z nich, 20 Newsgroups data set, není v p vodní
práci obsaûen, druh ,˝ nejmenöí z p vodní práce, AG’s News Corpus a poslední, jeden z nejv töích
zde popsan˝ch - hodnocení restaurací z Yelp Review Dataset.
Na dalöích n kolika stránkách budou tyto datasety popsány. P edem zde musím zd raznit, ûe
i p es snahu zopakovat n které experimenty 1:1, se mi nepoda ilo získat tytéû datové sady, jako
ty pouûité v p vodní práci. Proto bude v následující anal˝ze patrn˝ch n kolik rozdíl . Avöak
tyto rozdíly, a  uû zp sobené jin˝m rokem vydání datasetu, nebo získáním jiné podmnoûiny, by
nem li mít v˝razn˝ vliv na v˝sledky provád n˝ch test .
5.1 20 Newsgroups dataset
Je kolekce 18846 p ísp vk  posbíraná z 20 r zn˝ch diskuzních skupin. Její autor Ken Lang ji
p vodn  vytvo il pro svou práci Newsweeder: Learning to filter netnews. [16]
5.1.1 P edstavení
Data jsou organizována do 20 skupin, kde kaûdá reprezentuje jiné téma. N která témata jsou
vöak obsahem bliûöí. V rámci anal˝zy jsem vyzkouöel slou it n které kategorie podle tabulky





















Jelikoû se jedná o data z uûivatelsk˝ch fór, bylo t eba dataset p edzpracovat. Ze vöech dat
byly vy aty hlavi ky, pati ky a citace v jednotliv˝ch p ísp vcích, aby byl odstran n nesouvisející
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Obrázek 10: Rozd lení dat v trénovací (a) a testovací (b) sad  redukovaného datasetu.
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5.1.2 Anal˝za
Z obrázku 9 je jasn  patrné rovnom rné rozloûení vöech 20 kategorií. Tato datová sada bude
velice uûite ná p i ov  ování funk nosti implementovaného  eöení klasifikace. Naproti tomu na
obrázku 10 je patrná nevyváûenost jednotliv˝ch kategorií, zejména kategorie 3, která obsahuje
pouze data z fóra misc.forsale. Zde by rozhodn  stálo za to uvaûovat n jakou úpravu datasetu,
jako nap íklad p idání dat s pomocí synonym, nebo redukci dat v kategorii 0, která agreguje 5
kategorií z p vodního datasetu. Dalöí moûností by mohlo b˝t nejmenöí kategorii 3 z datové sady
úpln  odstranit a získat tak vyrovnan jöí dataset. A koli se tyto moûnosti nabízejí, tato verze
datové sady byla ponechána v této podob , coû umoû uje podívat se na v˝sledky trénování sít 
s ne-ideálními daty.
5.2 AG’s News Corpus
Tento dataset je sloûení více neû miliónu novinov˝ch  lánk  z více neû 2000 zdroj . [17]
5.2.1 P edstavení
Data pocházejí z portálu ComeToMyHead, akademického vyhledávacího portálu, kter˝ funguje
od  ervence roku 2004. Datová sada byla vytvo ena jeho komunitou pro v decké ú ely (klasifi-
kace, shlukování, ranking, vyhledávání v textu atp.)
Datová sada pouûitá v tomto projektu byla p edzpracována Mohammed H. Jabreel, studen-
tem PhD na Universitat Rovira i Virgili. [18] Na voln  dostupném Git repositá i je k dispozici
verze datové sady se 4 nep ekr˝vajícími se kategoriemi p evedená do formátu csv.
Tato datová sada byla vybrána také z d vodu toho, ûe se nachází v p vodní práci, jejíû
v˝sledky se snaûím napodobit. Vyzna ovala se zde relativn  nízkou chybovostí model  na ni
trénovan˝ch. A mnou získaná verze by m la odpovídat 1:1 té, která zde byla vyuûita. Proto je
























Obrázek 11: Rozd lení dat v trénovací (a) a testovací (b) sad  úplného datasetu.
5.2.2 Anal˝za
Tato datová sada byla rozd lena v pom ru p ibliûn  95:5 na trénovací a testovací sadu o 120000
respektive 7600 záznamech. Z obrázku 11 je jasn  patrné, ûe se jedná o perfektn  vyváûen˝
dataset. Rovn û pouûité kategorie World, Sport, Business a Sci/Tech by m li b˝t tematicky
dostate n  rozdílné pro úsp öné rozd lení b hem klasifikace. Celkov  je dataset p ibliûn  6x
v töí neû 20 Newsgroups.
5.3 Yelp
Posledním pouûit˝m datasetem je sada tvo ená hodnocením restaurací z populárního serveru
Yelp.
5.3.1 P edstavení
Datová sada pochází z Yelp Open Dataset [19], je voln  dostupná pro osobní, eduka ní a akade-
mické ú ely. Dostupná je ve více JSON souborech. Jedná se o datovou sadu, která nemusí úpln 
souhlasit s tou, pouûitou v p vodní práci, jelikoû ji spole nost Yelp pravideln  aktualizuje. V
poslední instanci  ítá 6685900 záznam  hodnocení od 1 do 5 hv zd a textového komentá e.
Pro dalöí experimenty byla datová sada rozd lena do dvou. P vodní dataset, kde se jako
kategorie uvádí po et hv zd a polarizovaná verze, kde se pouze bere, zda se jedná o pozitivní,  i
negativní hodnocení. Hranice je ur ena 3 hv zdami, kdy od 4 hv zd v etn  a v˝öe je hodnocení
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Obrázek 13: Rozd lení dat v trénovací (a) a testovací (b) sad  polarizovaného datasetu.
5.3.2 Anal˝za
Z obrázk  12 a 13 jde vid t, ûe se op t jedná o mírn  nevyváûen˝ dataset. V p ípad  polarizova-
ného datasetu se rozdíl  áste n  vyrovnává. Tento dataset byl vybrán hlavn  pro svou velikost,
která je ve srovnání s p edchozími 2 enormní. Dataset byl rovnom rn  rozd len v pom ru 70:30
na trénovací a testovací data.
Op t se zde nabízí moûnosti srovnání mnoûství kategorií v datové sad , nejjednoduööí by jist 
bylo odstran ní  ásti p ti hv zdi kov˝ch hodnocení,  ímû by se hodnoty histogramu v˝razn ji
p iblíûili. Nebo jiû zmi ované p idání synonym do mén  po etn˝ch kategorií. P ekvapující zjiöt ní
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plynoucí z této datové sady je ûe v töina uûivatel  hodnotí restaura ní za ízení 5 hv zdami, tedy
velmi kladn . A kladná hodnocení reprezentována 4-5 hv zdami p evaûují v datové sad  tém  
dvojnásobn .
5.4 Záv r
Dv  datové sady zaloûené na Yelp Open Dataset, vzhledem ke své velikosti a k jejich vyuûití
v p vodní práci jsou nejlepöími kandidáty na úsp önou klasifikaci v dalöích experimentech.
AG’s News Corpus by mohl b˝t zajímav˝ pro svou vyrovnanost a v˝razn  rozdílné kategorie
t íd. Poslední z vybran˝ch datov˝ch sad nabízí velké mnoûství kategorií, stojí za zmínku, ûe v
p vodním textu byl nejrozmanit jöí dataset o 14 kategoriích a v pr m ru se tv rci pokouöeli
klasifikovat data o 6 kategoriích. Rovn û i 20 Newsgroups dataset je rovnom rn  rozloûen .˝
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6 Vlastní implementace
Tato  ást práce popisuje mou vlastní implementaci a dosaûené v˝sledky na datov˝ch sadách z
p edchozí kapitoly.
6.1 Implementace
Samotná implementace se skládá z n kolika skript , napsan˝ch v jazyce Python, rozd len˝ch
podle jejich ur ení na "P edzpracování dat", "Poskytování dat", "U ení modelu"a "Validace v˝-
sledk ", dále zde existuje poslední kategorie s pomocn˝mi soubory.
6.1.1 P edzpracování dat
P edzpracování dat se dále dá rozd lit, podle datasetu, kter˝ je zpracováván. Obecn  ale je
kaûdou datovou sadu nutné p evést na matice o délce vstupu sít  a v˝öce rovné velikosti abecedy.
P evod znaku na vektor je znázorn n v ukázce 3.
def one_shot_of(char, allowed_characters):







V˝pis 3: Vytvo ení vektoru z jednoho znaku
P i p evodu jsem vyzkouöel dv  r zn  strategie, a to podle pr m rné délky jednoho záznamu
v datasetu. První spo ívá v zahození p íliö krátk˝ch vstup  a pouûití pouze t ch, které mají
dostate nou délku. Navíc, pokud je délka jednoho záznamu dvakrát  i více delöí neû vstup, je
rozd len na odpovídající po et vstup .
Druhá metoda spo ívá ve spojení krátk˝ch záznam , které by byly zahozeny dohromady
a vytvo ení tak jednoho nového záznamu o cílené délce. S takto upraven˝m datasetem se pak
zacházelo jako v první popsané metod , aû na to, ûe zde nedocházelo k zahazování dat, pouze k
potencionálnímu rozd lení p íliö dlouh˝ch text .
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Newsgroup a Yelp U dataset  20 Newsgroups a Yelp se p i parsování jednotliv˝ch vstup 
zahazovali ty, které byli kratöí neû poûadovan˝ vstup sít , a naopak ty, které byly dvakrát  i více
delöí, neû vstup se rozd lovali na více vstup . Tuto  innost vykonává funkce v ukázce 4. Vstupy,
které byli dlouhé do dvojnásobku poûadovaného vstupu se o ezali na jeho délku.




for text_index, text in enumerate(data):
if len(text) < data_width:
continue
for index_of_subset in range(0, int(len(text) / width)):
first_char_index = index_of_subset * width








V˝pis 4: P edzpracování dat s pomocí plovoucího okna
Toto ve v˝sledku vedlo k vytvá ení nevyváûen˝ch datov˝ch sad. Pro dalöí u ení tak byli
n které kategorie zredukovány, aby se pom r mezi nimi vyváûil. Tato redukce nikdy nebyla
dokonalá, jelikoû by doölo k p íliö velké ztrát  dat. Mnoûství zahozen˝ch dat bylo voleno pouze
opticky podle posouzení jednotliv˝ch datov˝ch sad.
V p ípad  20 Newsgroups datasetu, byla pro trénování data o íznuta tak, ûe bylo pouûito
maximáln  350 vstup  pro jednu kategorii pro trénovací data a 250 vstup  na kategorii pro data
testovací. Díky tomu doölo k mírnému srovnání mnoûství dat v jednotliv˝ch kategoriích, jak je





































































































































































Obrázek 14: Rozd lení dat v trénovací (a, c) a testovací (b, d) sad  datasetu 20 Newsgroups
ihned po p evedení na matice (a, b) a po o ezání nadbyte n˝ch dat (c, d).
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Obdobn  byla zpracována i redukovaná sada, zde doölo jeöt  k mnohem v töím rozdíl m,
zejména díky zachování kategorie misc.forsale, která  ítá pouze 173 záznam  v trénovací sad .
Rozhodl jsem se tuto kategorii neodstra ovat a pozorovat, jak˝ bude mít efekt nedostatek zá-
znam  na trénování sít . Redukovaná sada byla omezena na 1500 záznam  v kategorii pro
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Obrázek 15: Rozd lení dat v trénovací (a, c) a testovací (b, d) sad  redukovaného datasetu 20
Newsgroups ihned po p evedení na matice (a, b) a po o ezání nadbyte n˝ch dat (c, d).
Nejlépe vyöel z p evodu na matice dataset Yelp, jelikoû se ukázalo, ûe v töina kladn˝ch
hodnocení spadá do kratöí kategorie, kdeûto dlouhá hodnocení jsou v zásad  negativní. Z toho
vyplívá, ûe p eveden˝ dataset je mnohem vyrovnan jöí neû p vodní dataset v nedot eném stavu.
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A polarizovan˝ dataset je v pom ru 1 : 1, 03 tém   dokonale vyváûen .˝ Vzhledem k t mto fakt m
a k tomu, ûe se jedná o mnohem rozm rn jöí dataset, neû 20 Newsgroups. Nebylo uû dále s daty
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Obrázek 17: Rozd lení dat v trénovací (a) a testovací (b) sad  polarizovaného datasetu Yelp po
p evedení na matice.
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AG’s News Corpus Jin˝ p ístup k p edzpracování dat jsem vyuûil v p ípad  datasetu AG’s
News Corpus. Vzhledem k faktu, ûe ke klasifikaci byly vyuûity pouze 4 kategorie s velk˝m
mnoûstvím relativn  krátk˝ch text , nep icházel p edchozí p ístup p íliö k úvahu. Namísto toho
jsem se rozhodl zkombinovat  lánky v jednotliv˝ch kategoriích a vyuûít tak maximáln  cel˝
dataset. V˝pis 5 obsahuje ukázku kódu, kter˝ kombinuje krátké záznamy z pandas dataframe
a vrací nov˝ dataframe. Z obrázku 18 je patrné, ûe v˝sledn˝ dataset z stal velmi vyváûen˝ a v
kaûdé z kategorií  ítá okolo 6000 záznam  pro trénovací a 400 záznam  pro testovací sadu.
def condensed(df, target_text_len):
new_df = {’class’: [], ’text’: []}
for name in df[’class’].unique():
text = ’’
for index, row in df.loc[df[’class’] == name].iterrows():
text += ’ ’ + row[’text’]
if len(text) >= target_text_len:
text = text.replace(’;’, ’,’)
new_df[’class’] = new_df[’class’] + [name]
new_df[’text’] = new_df[’text’] + [text]
text = ’’
return pd.DataFrame(data=new_df)























Obrázek 18: Rozd lení dat v trénovací (a) a testovací (b) sad  datasetu AG’s News Corpus.
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Vzhledem k v˝sledk m dosaûen˝m p i p evodu datasetu AG’s News Corpus by se dalo usuzo-
vat, ûe tato metoda je mnohem lepöí pro zachování p vodní struktury datové sady. Zárove  zde
nedochází k ûádnému zahazování dat, jako v p ípad  p evodu 20 Newsgroups a Yelp datasetu.
6.1.2 Poskytování dat
P edzpracování a poskytování dat bylo relativn  jednoduch˝m úkolem v p ípad  dataset  20
Newsgroups a AG’s News Corpus. Ale velmi náro n jöím v p ípad  datasetu Yelp, vzhledem k
jeho mnohonásobn  v töí prostorové náro nosti,  ítající okolo jednoho milionu záznam . Navíc
p evod do maticového formátu jeöt  znásobí pam   pot ebnou k uchování celé datové sady.
Trénování na datové sad  Yelp tak nemohlo probíhat pouze v pam ti po íta e.
Keras pro tyto p ípady poskytuje moûnost vyuûít k trénování objekt keras.utils.Sequence,
ze kterého je moûné d dit. Jeho potomci musí implementovat metody getitem a len, kde metoda
getitem vrací cel˝ jeden batch.
Dalöím pot ebn˝m nástrojem je zde knihovna Numpy, která umoû uje ukládat její objekty
do binárního souboru s p íponou .npy, kter˝ lze poté velmi efektivn  na íst do pam ti.
class YelpIterator(Sequence):
def _load_files(self, first_file_index, last_file_index, files_location):
for index in range(first_file_index, last_file_index + 1):
self._x_files[index] = files_location + ’/X_’ + str(index) + ’.npy’
self._y_files[index] = files_location + ’/y_’ + str(index) + ’.npy’







return self.last_file_index - self.first_file_index + 1
def __getitem__(self, idx):





V˝pis 6: T ída na ítající p edzpracované soubory datasetu Yelp
39
Jak uû bylo  e eno v˝öe, vöechny datasety byly zpracovávány stejn˝m zp sobem, p evád ny
na maticové objekty knihovny Numpy a posílány na vstup neuronové sít . Jedin˝m rozdílem,
kter˝ se t˝ká pouze datasetu Yelp je ten, ûe data nebyla drûena pouze v pam ti, ale p i trénování
byla p idána jedna mezivrstva, která cel˝ dataset p evedla do maticového formátu a uloûila na
disk do více soubor . Po et soubor  odpovídal po tu záznam , vyd len˝m batch size. A t ída
Y elpIterator viditelná na V˝pisu 6, která takto uloûen˝ dataset na ítala a p edávala neuronové
síti. Tento postup byl obdobn˝ jak pro trénovací, tak pro testovací data.
6.1.3 Ú ení modelu
B hem u ení neuronové sít  je nutné provád t dva d leûité úkoly - logování postupu a uklá-
dání nejlepöích v˝sledk . Pro tyto úkony je moûné vyuûít toho, ûe Keras nabízí b hem tréno-
vání sí   volání callback funkcí p i ukon ení kaûdé jedné epochy. Keras pravideln  volá metodu
on_epoch_end na instance t íd d dících z keras.callbacks.Callback, které mu byly p edány v





















V˝pis 7: Inicializace callback t íd volan˝ch p i u ení modelu
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TensorBoard Jelikoû jsem k trénování jako backend knihovny Keras pouûíval TensorFlow,
m l jsem moûnost pouûít i TensorBoard. Kter˝ slouûil jako cenn˝ vizualiza ní nástroj.
Obrázek 19: Pr b h u ení na AG’s News Corpus.
ModelCheckpoint Druh˝ pouûit˝ callback slouûí k pr b ûnému ukládání v˝sledk . Jelikoû
není moûné zaru it, ûe poslední iterace u ení vytvo í nejlepöí moûn˝ model. Bylo t eba pr b ûn 
b hem u ení ukládat moûné nejlepöí kandidáty. Tento callback krom ukládání pouze lepöích
model  umoû uje i p episování d íve uloûen˝ch model .
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6.1.4 Konfigurace sít 
V sekci v˝sledky budu referovat dv  konfigurace neuronové sit  Malou sí  a Velkou sí . Kon-
figurace menöí z nich je totoûná jako konfigurace z originální práce. V töí ale musela b˝t z
v˝konostních d vod  oproti originálu zmenöena. Konkrétní zm na je u kaûdé konvolu ní vrstvy
v po tu features a to z 1024 na 512. Celá konfigurace je zobrazena níûe.
Layer Large Net Feature Small Net Feature Kernel Pool
1 512 256 7 3
2 512 256 7 3
3 512 256 3 N/A
4 512 256 3 N/A
5 512 256 3 N/A
6 512 256 3 3
Layer Large Net Units Small Net Units
7 2048 1024
8 2048 1024
9 Depends on the problem
6.1.5 Validace v˝sledk 
Pro vizualizaci v˝sledk  bude v této práci pouûita funkce z knihovny sklearn.metrics pro ge-
nerování confusion matrix. Data budou normalizována a prezentována v kapitole V˝sledky.
6.1.6 Pomocné nástroje
P i zpracovávání dat, nebo trénování neuronové sít  jsem mnohokrát narazil na problém dlouhé
doby zpracování v˝sledk .  astokrát jsem pot eboval b˝t notifikován o dokon ení n jaké dlouho
trvající  innosti, nebo v˝skytu n jaké chyby p i zpracovávání dat. Velmi uûite nou se pro m  v
tomto ohledu stala sluûba IFTTT.
A  tato sluûba nijak nesouvisí s obsahem této práce, ani se zpracováním dat obecn . Vy-
skytuje se v m˝ch zdrojov˝ch kódech velmi  asto, proto ji zde musím zmínit. Na spoust  míst
se objevuje jako import notifier, kter˝ obsahuje jednu metodu notify, s n kolika voliteln˝mi
parametry. Nejedná se o nic jiného neû o na tení URL pro webhook, kter˝ posílá push notifikaci
na m j mobilní telefon.
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7 V˝sledky
I kdyû k ur it˝m v˝sledk m vedl neur it˝ po et opakovaní a lad ní, budu zde z pochopitel-
n˝ch d vod  prezentovány pouze nejlepöí nam  ené v˝sledky na jednotliv˝ch datov˝ch sadách.
Vybrané datasety budou prezentovány pomocí confusion matrix, p ehled vöech v˝sledk  bude
zobrazen v tabulce na konci této kapitoly.
7.1 20 Newsgroups
Na tomto datasetu bylo poprvé moûné vyzkouöet funk nost implementace a také celého konceptu
klasifikace pomocí konvolu ní neuronové sít .
Obrázek 20: Confusion matrix pro dataset 20 Newsgroups na Malé síti.
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V˝sledn˝model vyhodnocen˝ na obrázku 20 dosahuje p esnosti na testovacích datech 52,45%.
Obecn  by se tato p esnost dala povaûovat za nedosta ující, ale p i bliûöím pohledu lze pozoro-
vat, ûe se na diagonále confusion matrix objevují vyööí hodnoty neû ve zbytku kaûdého  ádku.
Z toho lze usoudit, ûe neuronová sí  n jakou souvislost v datech vidí a vzhledem k rozprost ení
odhad  po ostatních kategoriích se o ividn  nestává, ûe by si n jaké dv   i více kategorií zam -
 ovala. Naopak, pokud uû jsou n které kategorie zam  ovány více neû jiné, spadají do obdobné
t ídy, jako p íklad lze v pravém dolním rohu pozorovat zmatení kolem t íd talk.religion.misc,
talk.atheism a soc.religion.christian. To ale dává smysl, kdyû si uv domíme, ûe témata t chto
skupin budou podobná. Totéû se d je mezi rec.sport.baseball a rec.sport.hockey. V˝jimku z
tohoto pravidla tvo í rec.autos a rec.motorcycles, které b˝vají myln  ozna ovány za sci.med.
D vod této zám ny by se mohl vysv tlit diskutováním nehod p i motoristick˝ch aktivitách.
Vöeobecn  ale je z obrázku 20 patrné, ûe tato metoda funguje pro klasifikaci textu.
Obrázek 21: Confusion matrix pro redukovan˝ dataset 20 Newsgroups na Malé síti.
Na obrázku 21 m ûeme pozorovat v˝sledky u ení na redukované datové sad  (viz strana 25).
Tento model dosahuje p esnosti na testovacích datech 79,53%. Pokud se podíváme pozorn , m -
ûeme vid t, ûe nejhoröí úsp önost p i klasifikaci má kategorie 3, tedy ta, tvo ená pouze kategorií
misc.forsale. To je op t pochopiteln˝ jev. Ostatní kategorie pak dosahují v˝born˝ch v˝sledk .
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7.2 Yelp
Jako nejhoröí datová sada pro trénování konvolu ních neuronov˝ch sítí se ukázala Yelp dataset.
V obou sv˝ch variantách - úpln˝ i polarizovan˝ dataset. V˝sledky kaûdého trénování se ukazovali
b˝t na hranici náhodného klasifikátoru. Na obrázku 22 je moûné vid t ûe vytrénovan˝ model
nevidí v datech ûádn˝ vzor a vöechna data pro n j spadají do jedné kategorie. D vod  pro
toto chování m ûe b˝t více. V první  ad  nem ûeme vylou it implementa ní chybu, vzhledem k
tomu ûe se dataset musel p edzpracovávat a na ítat z jednotliv˝ch soubor  nebyla implementace
shodná s tou pouûitou p i u ení ostatních model . A p es veökerou mou snahu je moûné, ûe
jsem n co p ehlédl. Pomineme-li ale tuto moûnost je také moûné, ûe komentá e p i hodnocení
restaura ních za ízení nejsou dostate n  rozdílné, m ûeme p edpokládat, ûe spousta klí ov˝ch
slov se m ûe vyskytovat jak v 1 hv zdi kov˝ch, tak 5 hv zdi kov˝vh hodnoceních. Nehled  na
to, ûe uûivatelé nejsou v hodnocení vûdy konzistentní a mohou napsat velmi pochvaln˝ komentá 
ke t í hv zdi kovému hodnocení a naopak. Toto chování op t st ûuje identifikaci klí ov˝ch slov
v textu.
Obrázek 22: Confusion matrix pro dataset Yelp korpus na Velké síti.
Nehled  na velikost sít  a p es svou velikost i relativní vyváûenost, Yelp dataset se mi ne-
poda ilo vyuûít k vytrénování úsp öného klasifika ního medelu. Toto zjiöt ní ale není p ímo v
rozporu s originální prací, kde m li také auto i s Yelp datasetem pom rn  nízkou úsp önost
oproti jin˝m datov˝m sadám.
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7.3 AG’s News Corpus
Nejlepöích v˝sledk  bylo trochu p ekvapiv  dosaûeno s datasetem AG’s News Corpus. Na testo-
vací sad  kaûd˝ model dosahoval nad 90% úsp önost. Na obrázku 23 je vid t confusion matrix
pro model s úsp öností 98,92%.
Obrázek 23: Confusion matrix pro dataset AG’s News Corpus na Malé síti.
Faktor , které k t mto v˝sledk m vedli je jist  více, je t eba zmínit vyváûenost datasetu,
dostate né mnoûství záznam  i nep ekr˝vající se t ídy. Tato datová sada a v˝sledky na ní do-
saûené jasn  potvrzují, ûe klasifikace textu pomocí konvolu ních neuronov˝ch sítí je rozhodn 
moûná a na n kter˝ch datov˝ch sadách i velmi ú inná.
7.4 Souhrn v˝sledk 
Vöechny nam  ené v˝sledky je moûné vid t v tabulce níûe. Pro kaûd˝ dataset je zde uvedena
p esnost nejlepöího modelu trénovaného na dan˝ch datech na odpovídající testovací mnoûin .
20 NG Redukovan˝ 20 NG Yelp Polarizovan˝ Yelp AG’s News Corpus
Malá sí  52,45% 79,53% 25,80% 50,80% 98,92%
Velká sí  47,67% 72,18% 25,80% 50,80% 98,15%
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8 Záv r
Nejlepöích v˝sledk  jsem dosáhl na AG’s News Corpus dataset. Pokud se zp tn  podívám na
postup a nam  ené v˝sledky, m ûu  íci, ûe dataset byl nejlépe p edzpracován, minimum dat bylo
zahozeno, a datová sada byla velmi vyrovnaná. To vedlo k v˝born˝m v˝sledk m jak s malou,
tak v töí neuronovou sítí, zajímav jöí je, ûe rozdíl mezi nimi je zanedbateln .˝ Dá se usuzovat, ûe
k obdobn˝m v˝sledk m by se dalo dosp t i s menöí sítí.
Zklamáním pro mne byly v˝sledky nam  ené p i trénování na obou verzích Yelp datasetu.
Nevylu uji zde chybu p i implementaci, i kdyû jsem n kolikrát kontroloval cel˝ postup, kód, i
p edzpracovaná data a nenaöel chybu. Po zváûení v˝sledk  viditeln˝ch na obrázku 22 musím  íci,
ûe sí  nevypadá zmaten  ve smyslu, ûe by si pletla jednotlivé t ídy. V˝sledky z tohoto trénování
bych proto nepovaûoval za reprezentativní p íklad.
Nejzajímav jöí z pohledu reálného sv ta mi p ijdou v˝sledky z 20 Newsgroups dataset.
P edzpracovaná verze byla daleko od perfektního AG’s News Corpus, byla mnohem menöí a
nevyváûená, s více kategoriemi, které se nutn  ne-nep ekr˝vali. Toto rozpoloûení je dle mého
mnohem blíûe k pouûití ve skute ném sv t . A v˝sledky zde byli velmi zajímavé, a to jak na
malé, tak velké verzi datasetu. Uváûíme-li ûe tento dataset byl relativn  slab˝ pro anal˝zu textu,
je dle mého názoru úsp önost pohybující se kolem 50% na malé verzi datasetu, velmi dobrá,
totéû bych  ekl o tém   80% na redukované verzi datové sady.
Vzhledem k nam  en˝m dat m je patrné, ûe v töí neuronová nemusí vûdy znamenat v töí
p esnost. I kdyû jsem kv li obtíûnostem s trénováním p íliö velké sít  nemohl p esn  zopakovat
experimenty s v töí neuronovou sítí popsanou v originálním  lánku, myslím ûe m j postup se
dv ma velikostmi sít  byl dosta ující pro p edstavu, jaké v˝sledky by bylo moûné dosáhnout
s jinou velikostí sít . Návrh neuronové sít  stále není exaktní v da. A i kdyû existují n které
heuristiky, které vedou k lepöím v˝sledk m, neexistuje jeden správn˝ zp sob, jak postupovat. Je
tak docela dost moûné, jiná - menöí, nebo v töí, s jin˝m po tem vrstev,  i aktiva ními funkcemi
- sí  by dosáhla mnohem lepöích v˝sledk .
Záv rem této práce tak je, ûe konvolu ní neuronové sít  mohou b˝t pouûity pro klasifikaci
textu p esn  tak, jak tvrdili pánové Xiang Zhang, Junbo Zhao a Yann LeCun. I kdyû se nejedná
o univerzální metodu, jde vid t, ûe na n kter˝ch datech je velmi ú inná.
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