Vacation time queues with Markovian arrival process (MAP) are mainly useful in modeling and performance analysis of telecommunication networks based on asynchronous transfer mode (ATM) environment. This paper analyzes a single-server finite capacity queue wherein service is performed in batches of maximum size "b" with a minimum threshold "a" and arrivals are governed by MAP. The server takes a single vacation when he finds less than "a" customers after service completion. The distributions of buffer contents at various epochs (service completion, vacation termination, departure, arbitrary and pre-arrival) have been obtained. Finally, some performance measures such as loss probability and average queue length are discussed. Numerical results are also presented in some cases.
Introduction
Queueing systems with single and multiple vacation(s) have wide applications in many areas including computer communications and manufacturing systems. An excellent survey on this topic can be found in [5] . In this connection, see also the books by Takagi [20, 21, 22] and the references therein. Most of the studies on such queues have been carried out in the past by assuming Poisson input and considering infinite capacity. However, in recent years, there has been a growing interest to analyze queues with Markovian arrival process (MAP) as input process which is a very good representation of the bursty and correlated traffic arising in telecommunication networks based on asynchronous transfer mode (ATM), and is a rich class of point processes containing many familiar arrival processes such as Poisson process, PH-renewal process, Markov-modulated Poisson process338 Bulk service queue with single vacation Finite-buffer queues are more realistic in real-life situations and the need to analyze such queues has been stressed upon from time to time by practitioners of queueing theory. For example, in telecommunication networks, messages/packets are stored in the system if a server is busy. In such situations, one of the main concerns of the system designer is the estimation of blocking probability which, in general, is kept small to avoid loss of packets. Blondia [1] analyzed the MAP/G/1/N queue with multiple vacations and obtained the queue length distributions at departure epochs and arbitrary and pre-arrival epochs. He discussed two types of vacation models: (i) exhaustive service discipline and (ii) limited service discipline. Further, he obtained the Laplace-Stieltjes transform (LST) of virtual and actual waiting time distributions. A more general MAP/G/1/N queue with single (multiple) vacation(s) along with setup and close-down times has been discussed by Niu and Takahashi [18] using supplementary variable technique whereby they obtained queue length distributions at arbitrary epochs and the LST of virtual and actual waiting time distributions.
Most queueing models assume that customers are served singly. But this assumption is far from the truth when we consider those numerous real-world situations in which customers are served in batches. In such queues, customers are served by a single server (multiple servers) in batches of maximum size "b" with a minimum threshold value "a." Such type of service rule is referred to as general bulk service (GBS) rule. The bulk service queues have potential applications in many areas, for example, in loading and unloading of cargoes at a seaport, in traffic signal systems, and in computer networks, jobs are processed in batches with a limit on the number of jobs taken at a time for processing. However, there are many instances where, after the completion of the service of a batch, if the server finds less than "a" customers in the queue, he leaves for a vacation. This time may be utilized by the server to carry out some additional work. On return from a vacation, if he finds "a" or more customers waiting, he takes them for service. Otherwise, he may remain idle (dormant) and continue to do so until the queue length reaches "a." In queueing literature, such types of queues are known as bulk service queues with single vacation. Bulk service queues are, generally speaking, hard to analyze. Often the finite capacities in the bulk service queues increase the complexities of the solution and it becomes more complex if vacation(s) is taken into consideration. The MAP/G/1 bulk service finite capacity queue has been discussed by Chakravarthy [2] and Gupta and Vijaya Laxmi [8] . It may be mentioned here that analysis of the M/G (a,b) /1/N queue with single vacation has been recently carried out by Gupta and Sikdar [7] .
In this paper, we consider the MAP/G (a,b) /1/N queue with single vacation. The analytic analysis of this queue is carried out and the distributions of the number of customers in the queue at service completion, vacation termination, and departure epochs have been obtained using the imbedded Markov chain technique. The supplementary variable (with remaining service time of a batch in service and remaining vacation time of the server as supplementary variables) method is used to develop the relations between the queue length distributions when the server is busy or on vacation at arbitrary and service completion/vacation termination epochs. These relations can also be obtained using other methods, such as renewal theory; see, for example, [1] . The advantage of using the supplementary variable method over other methods is that one can obtain several other results as a by-product by using simple algebraic manipulation of transform equations. One such result is the mean length of the idle period which has been discussed in the appendix. Moreover, one can derive relations among the queue length distributions at various epochs in a simple, elegant, and straightforward manner without involving any integration. For more advantages of the supplementary variable technique, see, [18, page 2] and [4, page 87] .
The rest of the paper is organized as follows. Section 2 gives a brief review of MAP. Afterwards, in Sections 3 and 4, we discuss the model, develop the steady-state matrix differential equations, and obtain the queue distributions at various epochs. Some useful performance measures and computational procedures are presented in Sections 5 and 6, respectively. We end this paper by presenting some numerical results.
Markovian arrival process
The MAP is a generalization of the Poisson process where the arrivals are governed by an underlying m-state Markov chain. 
Then {A(t), J(t)} is called the MAP. Since Q is the infinitesimal generator of the MAP, we have
where e is an m × 1 vector with all its elements equal to 1. Since (C + D) is the infinitesimal generator of the underlying Markov chain {J(t)}, there exists a stationary probability vector π such that
The fundamental arrival rate of the above Markov process is given by λ * = πDe. Further, we define {P(n, t), n ≥ 0, t ≥ 0} as an m × m matrix whose (i, j)th element is the conditional probability defined as
These matrices satisfy the following system of difference-differential equations:
with P(0,0) = I. The matrix-generating function P * (z,t), defined by
Solving the above matrix-differential equation, we get
In the following section, we discuss the model and develop associated equations.
Modeling, analysis, and basic results
We consider a single-server queue, where the input process is the MAP characterized by the m × m matrices C and D. The customers are served by a single server in batches of maximum size "b" with a minimum threshold value "a." Let S(x), {s(x)}, [S * (θ)] be the distribution function (DF), probability density function (pdf), the LST of the service time S of a typical batch. When the server finishes serving a batch and finds less than "a" customers in the queue, the server leaves for a vacation of random length V . On return from a vacation, if he finds "a" or more customers waiting, he takes maximum "b" customers for service. Otherwise, he remains idle (dormant) until the queue length reaches "a." The system has finite buffer (queue) capacity of size N (≥ b), that is, the maximum number of customers allowed in the system at any time is
The traffic intensity is given by ρ = λ * θ s /b. Further, let ρ be the probability that the server is busy. It may be noted that in the case of finite buffer queues, ρ and ρ are different. For the sake of convenience, we denote the model by MAP/G (a,b) /1/N/SV , where SV stands for "single vacation." The state of the system at time t is described by random variables, namely, We define, for
In the limiting case, that is, when t → ∞, the above probabilities will be denoted by π i (n,x), ω i (n,x), and ν i (n), respectively. We further define the row vectors
Relating the states of the system at two consecutive time epochs t and t + ∆t and using probabilistic arguments, we obtain a set of partial differential equations for
Assuming that steady state exists and using matrices and vectors, those equations can be written as
We define the Laplace transforms of π(n,x) and ω(n,x) as
so that
where
and it denotes the joint probability that there are n customers in the queue and the state of the arrival process is i (1 ≤ i ≤ m) when the server is busy (on vacation) at arbitrary time.
Multiplying equations (3.5)-(3.12) by e −sx and integrating with respect to x over 0 to ∞, we have
Now, using equations (3.3)-(3.4) and (3.15)-(3.22), we will first derive certain results in the form of lemmas and theorems.
Lemma 3.1. Proof. Setting s = 0 in (3.15), (3.16), (3.17) , and (3.18) and using (3.14), we get
Postmultiplying (3.25), (3.26), (3.27), and (3.28) by e, adding over all possible values of n, and using Lemma 3.1 and (C + D)e = 0, after simplification, we obtain the result of Lemma 3.2. Lemma 3.4. The probability that the server is busy is given by
31)
where Proof. Let Θ b (resp., Θ i /Θ d ) be the random variable denoting the length of a busy (resp., idle/dormant) period and let θ b (resp., θ i /θ d ) be the mean length of a busy (resp., idle/dormant) period; then we have
Following the argument given in [3, page 334], one can easily show that θ b = θ s /K 1 . Further, θ i = θ v + K 2 /K 1 (for proof, see the appendix); substituting these in (3.32), after simplification, we get the result of Lemma 3.4.
One may note here that in single vacation, the idle period may consist of vacation (V ) and dormant (Θ d ) periods, that is,
Queue length distributions at various epochs
4.1. Queue length distributions at service completion, vacation termination, and departure epochs. Let π + (n) (resp., ω + (n)) (0 ≤ n ≤ N) denote the row vector whose ith element represents the probability that there are n customers in the queue and the state of the arrival process is i (1 ≤ i ≤ m) at the service completion (resp., vacation termination) epoch. As N n=0 (π + (n) + ω + (n))e = 1, it can be easily seen that π + (n) (ω + (n)) and π(n,0) (ω(n,0)) are connected by the relations
where σ = N n=0 (π(n,0) + ω(n,0))e. The expression of σ in terms of ρ is given in Lemma 4.2. In the following lemma, we will first obtain the value of N n=0 ω(n,0)e as it is needed to get σ. U. C. Gupta and K. Sikdar 345
Proof.
P (server is in dormancy) = P (server is idle)P (server is in dormancy/server is idle) 
Proof. As It can be seen from (4.1) that to get π + (n) and ω + (n), we need to find out π(n,0) and ω(n,0). As π(n,0) and ω(n,0) are cumbersome to evaluate directly from (3.15)-(3.22), we obtain them using imbedded Markov chain technique. However, we will make use of (4.1) to derive relations between the distributions of the number of customers in the queue at service completion (vacation termination) and arbitrary epochs; see Section 4.2.
To obtain π + (n) and ω + (n) using imbedded Markov chain technique, we first set up some necessary notation and establish some preliminary results.
Proof. The proof follows from (2.8).
Next, consider A(n,x), V(n,x), and B(n,k,x), x ≥ 0, as the m × m matrices of mass functions defined by
whose (i, j)th elements are given by (1) a i j (n,x) = P{given a departure at time 0, which left at least "a" customers in the queue and the arrival process in phase i, the next departure occurs no later than time x with the arrival process in phase j, and during that service, there were n (0 ≤ n ≤ N − 1) arrivals}, (2) v i j (n,x) = P{given a departure at time 0, which left n (0 ≤ n ≤ a − 1) customers in the queue, vacation begins and also the arrival process in phase i; the end of the vacation occurs no later than time x with the arrival process in phase j, and during that vacation, there were n (0 ≤ n ≤ N − 1) arrivals}, (3) b i j (n,k,x) = P{given that the dormant period begins at time 0, there were n (0 ≤ n ≤ a − 1) customers in the queue and the arrival process in phase i; during the dormant period, say x − u (0 ≤ u ≤ x, where x is the total time of dormant and service periods), there are a − 1 − n (0 ≤ n ≤ a − 1) arrivals and service occurs no later than time u (0 ≤ u ≤ x) with the arrival process in phase j, and during that service period, there were
Further, we define The results in (4.10) and (4.11) can be easily obtained using the expression of B(n,k,x), B (n,N,x) and Lemma 4.3. Now, observing two consecutive service completion and vacation termination epochs, using probabilistic arguments, and further using matrices and vectors notations, we get the following equations:
14)
and 18) where N n=0 (π + (n) + ω + (n))e = 1 is the normalization condition. Our aim is to find π + (n) and ω + (n) (0 ≤ n ≤ N), so that we can get π(n) and ω(n) (0 ≤ n ≤ N), using the relations to be developed in Section 4.2.
As evaluation of π + (n) (0 ≤ n ≤ N) is dependent on ω + (n) (0 ≤ n ≤ N), therefore we first need to evaluate ω + (n) (0 ≤ n ≤ N) using (4.16), (4.17), and (4.18). It is further seen that to get ω + (n) (0 ≤ n ≤ N) from (4.16), (4.17), and (4.18), we need to find π + (n) (0 ≤ n ≤ a − 1). Finally, it may be noted here that getting π + (n) (0 ≤ n ≤ a − 1) from (4.12)-(4.13) is difficult, if not impossible, as it involves b n=a π + (n) and other terms. This problem is resolved in the following lemma. 
Proof. As p + (n) and π + (n) differ by a constant term and N n=0 p + (n)e = 1, we get Now we will make use of (4.20) and π + (n) = p + (n) N n=0 π + (n)e to get π + (n) (0 ≤ n ≤ N). From (4.21), it is seen that N n=0 π + (n)e can be obtained if ρ is known. Further, to get ρ from (3.31), we need to know p + (n) (0 ≤ n ≤ a − 1). It is further seen that even after getting
The unknown quantities p + (n) (0 ≤ n ≤ N) can be obtained using the imbedded Markov chain approach which is discussed below. Now, let R(n,k,x) be the matrix whose element r i, j (n,k,x) is the conditional probability that, given a departure at time 0, leaves the system with n customers (0 ≤ n ≤ a − 1) and the arrival process in phase i; the next departure occurs no later than time x with the arrival process in phase j and there were k (0 ≤ k ≤ N − 1) arrivals during the service time of that departure. We denote
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Let N + n and J + n denote, respectively, the number of customers in the queue and the phase of the arrival process immediately after the nth departure. Then {(N + n ,J + n ) : n ≥ 0} is a bivariate imbedded Markov chain with the state space {0, 1,2,...,N} × {1, 2,...,m}. Now, observing the system immediately after departures, the transition probability matrix (TPM) is given by Here, one may note that we have solved this system of equations using the GrassmannTaksar-Heyman (GTH) algorithm given in [10] . Once p + (n) (0 ≤ n ≤ N) are known, π + (n) and ω + (n) (0 ≤ n ≤ N) can be obtained using (4.19) and (4.16)-(4.18), respectively.
Queue length distributions at arbitrary epoch.
To obtain queue length distributions at arbitrary epoch, we will develop relations between distributions of the number of customers in the queue at service completion (vacation termination) and arbitrary epochs.
Lemma 4.5. The relation between ν(n) (0 ≤ n ≤ a − 1) and ω + (n) (0 ≤ n ≤ a − 1) is given by
Proof. Multiplying (3.3) by 1/σ and using (4.1), after simplification, we get ν(0) = σω + (0)(−C) −1 . Setting n = 1 in (3.4), multiplying it by 1/σ, and using (4.1) and ν(0) = σω + (0)(−C) −1 ,
. Proceeding in this way in general, we get the result of Lemma 4.5.
Proof. Setting s = 0 in (3.19), (3.20) , and (3.21), we get
Multiplying (4.29), (4.30), and (4.31) by 1/σ and using (4.1), after simplification, we get (4.26), (4.27), and (4.28), respectively.
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Proof. Multiplying (3.25), (3.26), and (3.27) by 1/σ and using (4.1), after simplification, we get (4.32), (4.33), and (4.34), respectively.
Lemma 4.8. 
It may be noted here that, due to the singularity of (C + D), we cannot obtain π(N) and ω(N) (from (3.18) and (3.22), after setting s = 0) whereas p(N) can be obtained using the normalization condition. But if we find the row sums π(N)e and ω(N)e, then these are enough for calculations of key performance measures; see Section 5. This has also been pointed out by Niu and Takahashi [18, page 21].
Queue length distributions at pre-arrival epoch. Let p
− (n) (0 ≤ n ≤ N) be the 1 × m vector whose jth component is given by p − j (n) and which gives the steady-state probability that an arrival finds n customers in the queue and the arrival process is in state j. Then vector p − (n) is given by
As the distributions of the number of customers in the queue at arbitrary epoch are known from (4.37), (4.38), and (4.39), one can easily evaluate the pre-arrival epoch probabilities using (4.40).
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Performance measures
As the steady-state probabilities at service completion, vacation termination, and departure and arbitrary epochs are known, various performance measures such as the average number of customers in the queue at any arbitrary epoch (Lq 
Computational procedures
In this section, we briefly discuss the necessary steps required for the computation of the matrices A(n), V(n), B(n,k), and R(n,k). The evaluation of A(n) (V(n)), in general, for arbitrary service (vacation) time distribution requires numerical integration and can be carried out along the lines proposed by Neuts [16, pages 67-70] or by Lucantoni and Ramaswami [13] . However, when the service time distribution is of phase type (PHdistribution), these matrices can be evaluated without any numerical integration [16] . It may be noted here that PH-distribution is a rich class of distributions, and service (vacation) time distributions arising in real-world queueing problems can be easily approximated using it. The following theorem gives a procedure for the computation of the matrices A(n) and V(n).
Theorem 6.1. Let S(x) follow a PH-distribution with irreducible representation (β,S), where β and S are of dimension γ 1 , and the matrices A(n) are given by
where 2) and the symbol ⊗ denotes the Kronecker product of two matrices. Similarly, let V (x) follow a PH-distribution with irreducible representation (α,T), where α and T are of dimension γ 2 , and the matrices V(n) are given by
3) 
For proof, see [2, 8, 16] . One may note here that for the sake of convenience, we use the notation L(n) instead of the usual notation L n for the representation of a matrix as used in [2, 8, 16 ].
Numerical results
As the computation of the state probabilities at various epochs is heavily dependent on algebraic manipulation of matrices, we have carried out extensive numerical work using Matlab, but only a few selected results are presented here. To achieve the generic solution using Matlab for multiple inputs, the programming language PERL has been used. The initial PERL script is executed with desired inputs and it produces an output file with Matlab format which has been used to produce numerical results. These results for certain cases have been presented in self-explanatory Tables 7.1 and 7.2. We have presented state probabilities only for a few values of n (0 ≤ n ≤ N) in various columns of the tables. Also, various performance measures, such as average queue lengths L q , L q2 , L q1 , L q0 , the probability that the server is busy (ρ ), and the loss probability (P loss ), are presented below the tables. In Table 7 .1, results are given for variable batch size, whereas for fixed batch size, that is, a = b, results are given in Table 7 .2. Table 7 
Numerical results for variable batch size. In
n p + (n) π + (n) ω + (n) π(n) ω(n) p(n) p − (n) m
Conclusions and future scope
In this paper, we have analyzed bulk service MAP/G (a,b) /1 queue with finite buffer and single vacation. The analysis of the more general model BMAP/G (a,b) /1/N with single and multiple vacations can be carried out using the procedure discussed in this paper. The analysis of waiting time of bulk service queues with vacations is, in general, a difficult task and is left for future investigation.
Appendix
Lemma A.1. Here, N n=0 π(n,0)e is the number of service completion per unit of time, then multiplying this by θ s will give the probability that the server is busy, which must be equal to N n=0 π(n)e = ρ . The second identity can also be interpreted similarly. Proof. Postmultiplying (3.15), (3.16), (3.17) , and (3.18) by e, differentiating these with respect to s, and using (C + D)e = 0, we get Now, using (4.16) and (4.20) in (A.9), after simplification, we get the result.
