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THE GLOBAL CAUCHY PROBLEM FOR COMPRESSIBLE EULER EQUATIONS
WITH A NONLOCAL DISSIPATION
YOUNG-PIL CHOI
Abstract. This paper studies the global existence and uniqueness of strong solutions and its large-
time behavior for the compressible isothermal Euler equations with a nonlocal dissipation. The system
is rigorously derived from the kinetic Cucker-Smale flocking equation with strong local alignment forces
and diffusions through the hydrodynamic limit based on the relative entropy argument. In a perturbation
framework, we establish the global existence of a unique strong solution for the system under suitable
smallness and regularity assumptions on the initial data. We also provide the large-time behavior of
solutions showing the fluid density and the velocity converge to its averages exponentially fast as time
goes to infinity.
1. Introduction
In this paper, we are interested in the global Cauchy problem for compressible Euler equations with a
nonlocal dissipation in the periodic domain Td with d ≥ 1. More precisely, we study the global existence
of a unique strong solution and the large-time behavior for the following compressible isothermal Euler
equations with a nonlocal dissipation:
∂tρ+∇x · (ρu) = 0, x ∈ Td, t > 0,
∂t(ρu) +∇x · (ρu⊗ u) +∇xρ = −ρ
∫
Td
ψ(x− y)(u(x) − u(y))ρ(y) dy, (1.1)
with initial data
(ρ, u)|t=0 =: (ρ0, u0), x ∈ Td. (1.2)
Here ρ and u are the density and velocity of the flow, respectively, and ψ represents a communication
weight, which gives the local averaging measuring the alignment in velocity among individuals. Through-
out this paper, we assume that ψ satisfies
ψ ∈W s+1,∞(Td) for some s ∈ R+, ψ(x) = ψ(−x), and ψ ≥ ψm > 0. (1.3)
We also may assume, without loss of generality, that ρ is a probability density function, i.e., ‖ρ(·, t)‖L1(Td) =
1 for t ≥ 0 since the total mass is conserved in time. Note that the system (1.1) reduces to the standard
isothermal Euler system provided ψ ≡ 0.
In the context of multi-agents interactions, the system (1.1) arises as macroscopic descriptions for
the following Newton type microscopic model for interacting many-body system exhibiting a flocking
phenomenon [9, 18, 24, 25]:
dxi(t)
dt
= vi(t), i = 1, · · · , N, t > 0,
dvi(t)
dt
=
1
N
N∑
j=1
ψ(xi(t)− xj(t))(vj(t) − vi(t)).
(1.4)
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From the particle system (1.4), we can derive a kinetic equation, mesoscopic descriptions, by using
BBGKY hierarchies or mean-field limits [2, 24, 25] when the number of individuals goes to infinity, i.e.,
N →∞. To be more precise, the mesoscopic observables for the system (1.4) can be estimated from the
velocity moments of the density function f , which solves the following Vlasov type equation:
∂tf + v · ∇xf +∇v · (F [f ]f) = 0, (1.5)
where F [f ] := F [f ](x, v, t) is the velocity alignment force field given by
F [f ] =
∫
ψ(x− y)(w − v)f(y, w, t) dydw.
The existence of weak and strong solutions, and the rigorous derivation of the kinetic equation (1.5) are
well studied in [2, 24, 25]. We also refer to [1, 4, 5, 6, 17] for the local/glocal-in-time existence theories
and the mean-field limit for the swarming models with singular interaction kernels.
At the formal level, in order to derive the hydrodynamic equations of the form (1.1), we can take into
account the moments on the kinetic equations:
ρ =
∫
f dv and ρu =
∫
vf dv.
Then we can easily check that the local density ρ and velocity u satisfy
∂tρ+∇x · (ρu) = 0,
∂t(ρu) +∇x · (ρu⊗ u) +∇x ·
(∫
(v − u)⊗ (v − u)f(x, v, t) dv
)
= −ρ
∫
ψ(x − y)(u(x)− u(y))ρ(y) dy.
(1.6)
Note that the momentum equations in (1.6) are not closed, and up to now, suitable closure conditions
for (1.6) are not known. However, to close the above system, we can formally consider the mono-kinetic
ansatz for f :
f(x, v, t) ≃ ρδv−u(x,t) (1.7)
or the local Maxwell type ansatz for f :
f(x, v, t) ≃ ρ(x, t) exp
(
−|v − u(x, t)|
2
2
)
. (1.8)
These formal assumptions on f give the Euler alignment system; the system (1.6) is reduced to the system
(1.1) without pressure by assuming the mono-kinetic ansatz (1.7), the local Maxwell type ansatz (1.8)
gives our main system (1.1). Very recently, it is obtained that the rigorous derivations of the pressureless
Euler alignment system from the equation (1.5) in [20]. More specifically, by considering the strong local
alignment forces, for instance (1/ε)∇v · ((v − u)f) on the right side of the equation (1.5) and studying
asymptotic limit limit ε→ 0, the convergence fε(x, v, t) ⇀ ρ(x, t)δv−u(x,t) in the sense of distributions is
found in [20]. The derivation of our main system (1.1) is established in [27] by taking into account the
strong local alignment forces and diffusions. We give more details on that in Section 1.1 since it is very
closely related to our current work. We refer to the recent reviews [7, 14] for the detailed descriptions of
the modeling and related literature.
There are several works on the pressureless Euler alignment system; the global regularity of classical
solutions is obtained in the Eulerian formulation [22] and in the Lagrangian formulation [15, 23], and
critical thresholds between the supercritical regions with finite-time breakdown and the subcritical region
with global-in-time regularity of classical solutions are investigated in one dimension [3, 8, 33]. More
recently, the global regularity for the pressureless fractional Euler alignment system is also established
in [19, 28, 30, 31]. Despite those fruitful developments on the existence theory and blow-up analysis for
the pressureless Euler type system, to the best knowledge of the author, the global existence and the
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large-time behavior of strong solutions of the system (1.1), i.e., the isothermal Euler alignment system,
have not been studied so far. Note that the local-in-time existence and uniqueness of strong solutions are
founded in [27], and the global regularity based on the estimate of Riemann invariants is obtained in [3]
for the system (1.1) with the constant communication weights, ψ ≡ 1 for instance. It is worth mentioning
that the presence of pressure destroys the characteristic structure, thus more careful analysis is required.
The main objective of this paper is to establish the global existence and the large-time behavior of
solutions to the system (1.1). The main difficulty is of course in obtaining an appropriate dissipative
effect from the interaction term on the right hand side of the momentum equation in (1.1) and ruling
out the possibility of the formation of singularities in a finite time. Note that it is well known that
solutions of compressible Euler equations even with smooth initial conditions can develop a shock in a
finite time, see [10] and the references therein for general survey of the Euler equations. Inspired by
recent works [12, 16], where two-phase fluid models are studied, together with our careful analysis on
the nonlocal interaction term, we show that the finite time blow up of strong solutions can be prevented
under suitable smallness and regular assumptions on the initial data. We also want to emphasize that
our strategy is a bit different from the one proposed in [32] for the compressible Euler equations with a
linear damping. We do not estimate the time derivative of solutions in the desired Sobolev space. Instead
of that, we consider a type of crossing term, which clearly gives the dissipation rate for the density and
makes the estimates simpler, see Lemma 3.5 for more details. For the large-time behavior estimate, we
employ a Lyapunov function approach based on L2-estimate due to the presence of pressure. For the
pressureless Euler alignment system, i.e., the system (1.1) without pressure, the large-time behavior of
solutions is well studied in [14, 15, 33] by using the method of characteristics based on L∞-estimate.
More precisely, if there is no pressure in (1.1), we can show that
sup
x,y∈supp(ρ(·,t))
|u(x, t)− u(y, t)| → 0 as t→∞,
under certain assumptions on the initial data and the weight function ψ. However, as mentioned above,
it is more delicate to trace the dynamics of the system (1.1) along the characteristics due to the presence
of pressure. This is the main reason why we employ the Lyapunov function approach to the estimate of
large-time behavior of solutions. Furthermore, unlike the pressureless Euler alignment system, see [22, 23]
for instance, a fluctuated energy
∫
Td
ρ|u−mc|2 dx with mc :=
∫
Td
ρu dx is not dissipative because of the
pressure, thus further estimates to obtain the dissipation rate of the density are required. To handle
this problem, we take the Bogovskii type estimate used in [12, 13, 16] based on the elliptic regularity
for Poisson’s equation. This allows us to obtain a Gronwall’s inequality for the proposed Lyapunov
function, and we have the time-asymptotic velocity alignment behavior of solutions. Our strategy for the
estimate of large-time behavior of solutions does not require any smallness assumption on the solutions,
see Theorem 1.2 for details.
Here we introduce several notations used throughout the paper. For a function u = u(x), ‖u‖Lp
denotes the usual Lp(Td)-norm. We also denote by C a generic positive constant independent of t and
f . g represents that there exists a positive constant C > 0 such that f ≤ Cg For simplicity, we often
drop x-dependence of a differential operator ∇x, that is, ∇u := ∇xu. For any nonnegative integer k, Hk
denote the k-th order L2 Sobolev space. Ck([0, T ] : E) is the set of k-times continuously differentiable
functions from an interval [0, T ] ⊂ R into a Banach space E, and Lp(0, T ;E) is the set of the Lp functions
from an interval (0, T ) to a Banach space E. ∇k denotes any partial derivative ∂α with multi-index α,
|α| = k.
1.1. Rigorous derivation of (1.1) from a kinetic equation. In [27], the hydrodynamic limit of a
kinetic Cucker-Smale flocking model with strong local alignment force and diffusion is investigated. More
precisely, let f(x, v, t) be the particle distribution function at (x, v) ∈ Td × Rd at time t. Then the
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hydrodynamic limit ε→ 0 in the following kinetic equation is studied in [27]:
∂tf
ε + v · ∇xf ε +∇v · (F [f ε]f ε) = 1
ε
∇v · ((v − uε)f ε +∇vf ε), (1.9)
where the alignment force F [f ε] and the local velocity uε are given by
F [f ε](x, v, t) :=
∫
Td×Rd
ψ(x− y)(w − v)f ε(y, w, t) dydw and uε :=
∫
Rd
vf ε dv∫
Rd
f ε dv
,
respectively. At the formal level, we can easily find
f ε → f = ρ(x, t)e− |v−u(x,t)|
2
2 as ε→ 0,
by setting ε = 0 in (1.9), and this indicates that the limiting system should be our main system (1.1). In
[27], by employing the relative entropy argument, the following inequality is obtained:∫
Td
ρε
2
|uε − u|2 dx+
∫
Td
∫ ρε
ρ
ρε − z
z
dzdx
+
1
2
∫ T∗
0
∫
Td×Td
ψ(x− y)ρε(x)ρε(y) ((uε(x)− u(x))− (uε(y)− u(y)))2 dxdydt
≤ C√ε,
(1.10)
for well-prepared initial data, where ρε =
∫
Rd
f ε dv, ρεuε =
∫
Rd
vf ε dv, and T ∗ > 0 is the maximal time
for which there exists a strong solution to the system (1.1). This gives the following strong converges
of weak solutions of the equation (1.9) to the strong solutions of the isothermal Euler alignment system
(1.1):
f ε → ρe− |u−v|
2
2 in L1loc(0, T
∗;L1(Td × Rd)) as ε→ 0,
ρε → ρ, ρεuε → ρu, and ρε|uε|2 → ρu2 in L1loc(0, T ∗;L1(Td)) as ε→ 0.
(1.11)
As mentioned above, the above hydrodynamic limit ε→ 0 holds as long as there exists a strong solution
to the limiting system, which is our main system (1.1), since the global existence of weak solutions is
established in [26]. Note that the local-in-time unique strong solution is obtained in [27], and it is not
obvious to obtain the global regularity of strong solutions to the system (1.1) due to the nonlocal nonlinear
external forces. Thus combining results in [26, 27] only yields that the inequality (1.10) holds for a short
time T ∗ > 0, which is given as the above.
1.2. Main results. In this part, we state our main results on the global-in-time existence and uniqueness
of strong solutions and its large-time behavior for the system (1.1). For the global-in-time regularity of
solutions, we reformulate the system (1.1), by setting h := ln ρ, as
∂th+∇h · u+∇ · u = 0, x ∈ Td, t > 0,
∂tu+ u · ∇u+∇h = −
∫
Td
ψ(x− y)(u(x)− u(y))eh(y) dy, (1.12)
with the initial data
(h(x, t), u(x, t))|t=0 =: (h0(x) = ln ρ0(x), u0(x)), x ∈ Td. (1.13)
Then we present our first result on the existence theory for the reformulated system (1.12).
Theorem 1.1. Let s > d/2 + 1. Suppose that the initial data (h0, u0) satisfy
(h0, u0) ∈ Hs(Td)×Hs(Td),
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and the communication weight function ψ satisfies (1.3). If ‖(h0, u0)‖Hs ≤ ε1 with sufficiently small ε1 >
0, then the Cauchy problem (1.12)-(1.13) has a unique global strong solution (h, u) ∈ C([0,∞);Hs(Td))×
C([0,∞);Hs(Td)).
Remark 1.1. From the structure of the system (1.12), we can easily find
h, u ∈ C([0,∞);Hs(Td)) ∩ C1([0,∞);Hs−1(Td)).
Moreover, it follows from Lemma 3.1 in Section 3 that Theorem 1.1 implies the global-in-time existence
and uniqueness of classical solutions to the system (1.1).
Remark 1.2. As mentioned in Section 1.1, our main system (1.1) can be rigorously derived from the
kinetic equation (1.9) through the hydrodynamic limit ε→ 0 and this limit holds as long as there exists a
unique strong solution to the system (1.1). Thus, combining the global-in-time existence result in Theorem
1.1 and the previous result on the hydrodynamic limit in [27] yields that the relative entropy inequality
(1.10) holds for all time, and subsequently, the strong convergences (1.11) also hold for all time.
In order to present our second result of the current work on the large-time behavior of classical solutions
showing the velocity alignment behavior, we introduce a Lyapunov function measuring the fluctuation of
momentum and mass from the corresponding averaged quantities:
F(t) :=
∫
Td
ρ|u−mc|2 dx+
∫
Td
(ρ− 1)2 dx where mc(t) :=
∫
Td
ρu dx.
Theorem 1.2. Let (ρ, u) be any global classical solutions to the system (1.1)-(1.2) satisfying (ρ, u) ∈
L∞(Td ×R+). Suppose that the communication weight function ψ satisfies (1.3) and the norm of initial
momentum mc(0) is small enough. Then we have
F0e−c˜t . F(t) . F0e−ct, t ≥ 0,
where c and c˜ are positive constants independent of t.
Remark 1.3. For the estimate of large-time behavior, we do not require any smallness assumptions on
solutions, we only need small initial momentum. Note that the momentum is conserved in time, see
Lemma 2.1 below. Thus if we assume that mc(0) =
∫
Td
ρ0u0 dx = 0, then mc(t) = 0 for all t ≥ 0, and
this gives F(t) = E(t) for all t ≥ 0, where E(t) := ∫
Td
ρ|u|2 dx + ∫
Td
(ρ − 1)2 dx. In general, we obtain
that the Lyapunov function F is bounded from above by the total energy E:
F(t) =
∫
Td
ρ|u|2 dx+
∫
Td
(ρ− 1)2 dx− |mc|2 ≤ E(t).
Remark 1.4. The classical solution obtained in Theorem 1.1 automatically satisfies the assumptions in
Theorem 1.2.
1.3. Outline of the paper. The rest of this paper is organized as follows. In Section 2, we provide
a priori energy estimates and recall several useful estimates, which will be significantly used later. In
Section 3, we study the local-in-time existence and uniqueness of strong solutions to the system (1.12)
and the equivalence relation between the system (1.1) and the reformulated system (1.12). We then
provide the a priori estimates of solutions in the desired Sobolev spaces, which enables us to extend
the local-in-time solution to the global one. Finally, Section 4 is devoted to investigate the large-time
behavior of classical solutions for the system (1.1).
2. Preliminaries
2.1. Energy estimates. In this part, we provide the conservation of momentum and the energy estimate.
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Lemma 2.1. Let (ρ, u) be a global classical solution to the system (1.1)-(1.2). Then we have
d
dt
∫
Td
ρu dx = 0,
d
dt
(
1
2
∫
Td
ρ|u|2dx+
∫
Td
ρ ln ρ dx
)
+
∫
Td×Td
ψ(x− y)|u(x)− u(y)|2ρ(x)ρ(y) dxdy = 0.
Proof. The proof can be easily obtained by using the symmetry of the communication weight function
ψ. 
Remark 2.1. For the reformulated system, we have the following identities:∫
Td
eh(x,t) dx =
∫
Td
eh0(x) dx and
∫
Td
eh(x,t)u(x, t) dx =
∫
Td
eh0(x)u0(x) dx.
for all t ≥ 0.
In the following two lemmas, we give a relationship between
∫
Td
ρ ln ρ dx and ‖ρ− 1‖2L2 .
Lemma 2.2. Let ρ ∈ C1(Td × [0, T ]). Then we have
d
dt
∫
Td
ρ ln ρ dx =
d
dt
∫
Td
ρ
∫ ρ
1
z − 1
z2
dzdx.
Proof. A straightforward computation yields the result. 
Lemma 2.3. Let ρ ∈ [0, ρ¯] with ρ¯ > 0. Then, there exist positive constants c1, c2 > 0, we have
c1(ρ− 1)2 ≤ ρ
∫ ρ
1
z − 1
z2
dz ≤ c2(ρ− 1)2.
Proof. Set
g(ρ) :=
ρ
∫ ρ
1
z − 1
z2
dz
(ρ− 1)2 .
Since
ρ
∫ ρ
1
z − 1
z2
dz = ρ ln ρ+ 1− ρ,
we easily find
lim
ρ→0
g(ρ) = 1 > 0 and lim
ρ→1
g(ρ) =
1
2
> 0.
Thus we deduce that g(ρ) is a continuous function on [0, ρ¯] with g(ρ) > 0, and this concludes the desired
result. 
Summarizing the above discussions, we have the following energy estimate.
Lemma 2.4. Let (ρ, u) be any global classical solutions to the system (1.1)-(1.2) satisfying ρ ∈ [0, ρ¯] with
ρ¯ > 0. Then we have∫
Td
ρ|u|2 dx +
∫
Td
(ρ− 1)2 dx+
∫ t
0
∫
Td×Td
ψ(x − y)|u(x)− u(y)|2ρ(x)ρ(y) dxdyds
.
∫
Td
ρ0|u0|2 dx+
∫
Td
(ρ0 − 1)2 dx.
We set
E(t) :=
∫
Td
ρ|u|2dx+
∫
Td
(ρ− 1)2dx,
then we find
E(t) . E0.
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Even though we find a good energy estimate for the system (1.1), we cannot directly employ that
estimate for the reformulated system (1.12). For that, we need the following auxiliary lemma whose
proof can be found in [11].
Lemma 2.5. For 0 < a ≤ f(x) ≤ b with a ≤ 1 ≤ b, there exist constants C(a), C(b) > 0 such that
C(b)
∫
Td
(f − 1)2 dx ≤
∫
Td
(ln f)2 dx ≤ C(a)
∫
Td
(f − 1)2 dx,
where C(a) and C(b) are explicitly given by
C(a) := max
{
1,
(
ln a
1− a
)2}
and C(b) := min
{
1,
(
ln b
b− 1
)2}
,
respectively.
Using the above lemma, we finally have the L2-energy estimate for the reformulated system (1.12).
Lemma 2.6. Let (h, u) be any global classical solutions to the system (1.12)-(1.13) satisfying h ∈ L∞(Td×
R+). Then we have∫
Td
eh(x,t)|u(x, t)|2 dx+
∫
Td
h(x, t)2 dx+
∫ t
0
∫
Td×Td
ψ(x − y)|u(x, s)− u(y, s)|2eh(x,s)+h(y,s) dxdyds
.
∫
Td
eh0(x)|u0(x)|2 dx+
∫
Td
h0(x)
2 dx.
2.2. Moser type inequality & Bogovskii type estimate. We first recall the Moser type inequality
which will be frequently used in this paper later for the global-in-time regularity of solutions.
Lemma 2.7. For any pair of functions f, g ∈ (Hk ∩ L∞)(Td), we have
‖∇k(fg)‖L2 . ‖∇kf‖L2‖g‖L∞ + ‖f‖L∞‖∇kg‖L2.
Furthermore if ∇f ∈ L∞(Td) we have
‖∇k(fg)− f∇kg‖L2 . ‖∇kf‖L2‖g‖L∞ + ‖∇f‖L∞‖∇k−1g‖L2.
For the large-time behavior estimate, in order to have the dissipation rate for the density, we recall
Bogovskii type estimate for the following stationary transport equation with auxiliary equations:
∇x · v = f, ∇x × v = 0 in Td, and
∫
Td
v dx = 0. (2.1)
For a given function f ∈ L2#(Td) := {f ∈ L2(Td) :
∫
Td
f dx = 0}, consider a operator B : f 7→ v. Then,
the relations between the norms of v and f can be given in the following lemma, which can be obtained
from the estimate of elliptic regularity for Poisson’s equation, see [13, 21] for more details.
Lemma 2.8. Consider the equations (2.1) and the operator B defined above.
(1) v = B[f ] is a solution to the problem (2.1) and a linear operator from L2#(Td) into H1(Td), i.e.,
‖B[f ]‖H1 ≤ C‖f‖L2,
for some C > 0.
(2) If a function f ∈ H1(Td) can be written in the form f = ∇ · g with g ∈ H1(Td), then
‖B[f ]‖L2 ≤ C‖g‖L2,
for some C > 0.
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3. Global existence of strong solutions
3.1. Local-in-time existence and uniqueness. In this subsection, we present the local existence of
the unique strong solution for the system (1.1). Note that as we did at the formal level, we can find the
relation between the classical solutions (ρ, u) and (h, u) to the systems (1.1) and (1.12), respectively, in
the following two lemmas. The proofs can be obtained by taking the similar strategy as in [32], where
the compressible Euler equations with a linear damping is studied.
Lemma 3.1. For any T > 0, if (ρ, u) ∈ C1(Td × [0, T ]) is a solution to the system (1.1) with ρ > 0,
then (h, u) ∈ C1(Td × [0, T ]) is a solution for the system (1.12) with eh > 0. Conversely, if (h, u) ∈
C1(Td × [0, T ]) is a solution of the system (1.12) with eh > 0, then (ρ, u) ∈ C1(Td × [0, T ]) is a solution
of (1.1) with ρ = eh > 0.
Lemma 3.2. For any T > 0, if (ρ, u) ∈ C1(Td × [0, T ]) is a uniformly bounded solution of (1.1) with
ρ0(x) > 0, then ρ(x, t) > 0 on T
d × [0, T ]. Conversely, If (h, u) ∈ C1(Td × [0, T ]) is a uniformly bounded
solution of (1.12) with eh0 > 0, then eh(x,t) > 0 on Td × [0, T ].
We can also find the following local-in-time existence theory for the system (1.12) by using a similar
argument as in [27, 29].
Lemma 3.3. Let s > d/2 + 1. If (h0, u0) ∈ Hs(Td), then there exists a unique local solution (h, u) ∈
C([0, T ];Hs(Td))∩C1([0, T ];Hs−1(Td)) to the system (1.12)-(1.13) for some finite T > 0. More precisely,
we can show that if ‖(h0, u0)‖2Hs ≤M1, then there exist T0 andM2 > M1 such that sup0≤t≤T0 ‖(h, u)‖2Hs ≤
M2.
3.2. A priori estimates. In this subsection, we provide the a priori estimates for the global existence
of strong solutions to the system (1.12). This together with the standard continuity argument yields that
the local-in-time strong solution can be extended to the global one.
For notational simplicity, we denote by U := (h, u), i.e., U0 = (h0, u0) and ‖U‖Hs = ‖(h, u)‖Hs in
the rest of this section. We then begin by estimating Hs-norm of U in the lemma below. Note that the
L2-estimate essentially obtained in Lemma 2.6 is even needed for the estimates of higher order derivative
of U .
Lemma 3.4. Let s > d/2 + 1 and T > 0 be given. Suppose sup0≤t≤T ‖U(·, t)‖2Hs ≤ ǫ1 for sufficiently
small ǫ1 > 0. Then we have
sup
0≤t≤T
‖U(·, t)‖L2 ≤ C‖U0‖L2 ,
and
d
dt
‖∇kU‖2L2 + ψm‖∇ku‖2L2 ≤ Cǫ1‖∇kU‖2L2 + C‖u‖2Hk−1 + C‖U0‖2L2 , (3.1)
for 1 ≤ k ≤ s+ 1. Here C > 0 is independent of t.
Proof. L2-estimate: Choosing ǫ1 > 0 small enough such that
sup
0≤t≤T
‖eh(·,t) − 1‖L∞ ≤ 1
2
,
we find from Lemma 2.6 that∫
Td
|u(x, t)|2 dx+
∫
Td
h(x, t)2 dx+
∫ t
0
∫
Td×Td
ψ(x − y)|u(x, s)− u(y, s)|2eh(x,s)+h(y,s) dxdyds
.
∫
Td
|u0(x)|2 dx+
∫
Td
h0(x)
2 dx,
and, in particular, the following inequality holds:
sup
0≤t≤T
‖U(·, t)‖L2 ≤ ‖U0‖L2 . (3.2)
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Hk-estimates for 1 ≤ k ≤ s+ 1: Taking ∇k to the system (1.12), we obtain
1
2
d
dt
∫
Td
|∇kU |2 dx = −
∫
Td
∇kh · (∇k(∇h · u) +∇k(∇ · u)) dx − ∫
Td
∇ku · (∇k(u · ∇u) +∇k+1h) dx
−
∫
Td
(
∇ku · ∇k
∫
Td
ψ(x − y)(u(x)− u(y))eh(y) dy
)
dx
=
1
2
∫
Td
(∇ · u)|∇kU |2 dx−
∫
Td
∇kh · [∇k, u · ∇]h dx−
∫
Td
∇ku · [∇k, u · ∇]u dx
−
∫
Td
(
∇ku · ∇k
∫
Td
ψ(x − y)(u(x)− u(y))eh(y) dy
)
dx
=:
4∑
i=1
Ii,
where [·, ·] denotes the commutator operator, i.e., [A,B] = AB − BA. Using Lemma 2.7, we estimate
Ii, i = 1, 2, 3 as follows.
I1 ≤ ‖∇u‖L∞‖∇kU‖2L2 ≤ Cǫ1‖∇kU‖2L2 ,
I2 . ‖∇kh‖L2
(‖∇ku‖L2‖∇h‖L∞ + ‖∇kh‖L2‖∇u‖L∞) . ‖∇U‖L∞‖∇kU‖2L2,
I3 . ‖∇u‖L∞‖∇ku‖2L2 ≤ Cǫ1‖∇ku‖2L2.
For the estimate of I4, we split it into three terms:
I4 = −
∑
1≤ℓ≤k−1
(
k − 1
ℓ
)∫
Td×Td
∇ℓψ(x− y)∇k−ℓu(x) · ∇ku(x)eh(y) dydx (1 − δk,1)
−
∫
Td×Td
∇kψ(x− y)(u(x)− u(y)) · ∇ku(x)eh(y) dydx
−
∫
Td×Td
ψ(x− y)|∇ku|2eh(y) dydx
=: I14 + I
2
4 + I
3
4 ,
where δi,j denotes the Kronecker delta, i.e., δi,j = 1 if i = j and δi,j = 0 otherwise. Here I
3
4 can be easily
bounded from above by
I34 ≤ −ψm‖∇ku‖2L2,
due to (1.3). Using the L2-estimate (3.2), we estimate I24 as
I24 ≤ ‖∇kψ‖L∞
∫
Td×Td
(|u(x)|+ |u(y)|) |∇ku(x)|eh(y) dydx
≤ ‖∇kψ‖L∞
((
ǫ2
∫
Td×Td
|∇ku(x)|2eh(y) dydx
)
+
1
4ǫ2
(∫
Td×Td
(|u(x)|2 + |u(y)|2) eh(y) dydx))
≤ Cǫ2‖∇ku‖2L2 +
C
ǫ2
‖U0‖2L2,
where ǫ2 > 0 will be appropriately determined later. We finally estimate I
1
4 as
I14 .
∑
1≤ℓ≤k
‖∇ℓψ‖L∞‖∇k−ℓu‖L2‖∇ku‖L2 (1 − δk,1) . ‖u‖Hk−1‖∇ku‖L2.
Collecting all the above estimates yields
d
dt
‖∇kU‖2L2 + 2ψm‖∇ku‖2L2 ≤ Cǫ1‖∇kU‖2L2 + Cǫ2‖∇ku‖2L2 + C‖u‖Hk−1‖∇ku‖L2 +
C
ǫ2
‖U0‖2L2 .
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We now choose ǫ2 > 0 small enough such that 2Cǫ2 < ψm and use the Young’s inequality to get
C‖u‖Hk−1‖∇ku‖L2 ≤ C‖u‖2Hk−1 +
ψm
2
‖∇ku‖2L2.
Then we have
d
dt
‖∇kU‖2L2 + ψm‖∇ku‖2L2 ≤ Cǫ1‖∇kU‖2L2 + C‖u‖2Hk−1 + C‖U0‖2L2 .
This completes the proof. 
Remark 3.1. Compared to [32], where the global existence of strong solutions for the compressible Euler
equations with a linear damping is studied, we have additional two terms on the right hand side of (3.1)
without small coefficients. They appear due to the nonlocal nonlinear interaction term and it seems
impossible to remove them.
Similarly as in [32], we only get the dissipation rate for the velocity u in the Hs-estimate of U .
As briefly mentioned in Introduction, in order to have the dissipation rate for the density ρ, one can
estimate ‖∂tU‖Hs−1 . However, in our case, this strategy will produce rather complex terms because of
the interaction term. Thus we employ the idea used in [12, 16] of using the estimate of a crossing term
to get the appropriate dissipation rate for ρ.
Lemma 3.5. Let s > d/2 + 1 and T > 0 be given. Suppose sup0≤t≤T ‖U(·, t)‖2Hs ≤ ǫ1 for sufficiently
small ǫ1 > 0. Then, for 1 ≤ k ≤ s+ 1, we have
d
dt
∫
Td
(∇k−1u · ∇kh) dx+ 1
2
‖∇kh‖2L2
≤ Cǫ1‖∇kU‖2L2 + Cǫ1‖∇k−1u‖2L2 + ‖∇ku‖2L2 + C‖∇u‖2Hk−2(1 − δk,1) + C‖U0‖2L2,
where C > 0 is independent of t.
Proof. For 1 ≤ k ≤ s+ 1, a straightforward computation gives
d
dt
∫
Td
(∇k−1u · ∇kh) dx = ∫
Td
(∇k−1∂tu · ∇kh) dx+
∫
Td
(∇k−1u · ∇k∂th) dx =: J1 + J2,
where J2 can be estimated as
J2 =
∫
Td
∇ku · (∇k−1 (∇h · u+∇ · u)) dx
≤ ‖∇ku‖L2
(‖∇h‖L∞‖∇k−1u‖L2 + ‖∇kh‖L2‖u‖L∞)+ ‖∇ku‖2L2
≤ Cǫ1‖∇kU‖2L2 + Cǫ1‖∇k−1u‖2L2 + ‖∇ku‖2L2.
For the estimate of J1, we split it into three terms:
J1 = −
∫
Td
∇kh ·
(
∇k−1
(
u · ∇u+∇h+
∫
Td
ψ(x− y)(u(x)− u(y))ρ(y) dy
))
dx =: J11 + J
2
1 + J
3
1 .
Here J21 is simply J
2
1 = −‖∇kh‖2L2 and J11 can be easily estimated as
J11 ≤ ‖∇kh‖L2
(‖∇k−1u‖L2‖∇u‖L∞ + ‖u‖L∞‖∇ku‖L2) ≤ Cǫ1‖∇kU‖2L2 + Cǫ1‖∇k−1u‖2L2.
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We next use the similar argument as in previous lemma to estimate J31 as
J31 =
∫
Td×Td
∇kh · ∇k−1ψ(x− y)(u(x) − u(y))ρ(y) dydx
+
∑
0≤ℓ<k−1
(
k − 1
ℓ
)∫
Td×Td
∇kh(x)ψℓ(x− y) · ∇k−1−ℓu(x)ρ(y) dydx (1 − δk,1)
≤ C‖∇kh‖L2‖U0‖L2 + C‖∇kh‖L2‖∇u‖Hk−2(1− δk,1)
≤ 1
2
‖∇kh‖2L2 + C‖∇u‖2Hk−2(1 − δk,1) + C‖U0‖2L2.
Combining all the above estimates, we conclude the desired result. 
In order to handle the crossing term in Lemma 3.5, we provide the estimate of ‖∇k−1u‖L2 in the
lemma below.
Lemma 3.6. Let s > d/2 + 1 and T > 0 be given. Suppose sup0≤t≤T ‖U(·, t)‖2Hs ≤ ǫ1 for sufficiently
small ǫ1 > 0. Then, for 1 ≤ k ≤ s+ 1, we have
d
dt
∫
Td
|∇k−1u|2 dx+ ψm‖∇k−1u‖2L2 ≤ C‖∇k−1u‖2L2 +
1
4
‖∇kh‖2L2 + C‖U0‖2L2 ,
where C > 0 is independent of t.
Proof. Using the similar argument as in Lemma 3.4, we find
1
2
d
dt
∫
Td
|∇k−1u|2 dx = −
∫
Td
∇k−1u ·
(
∇k−1
(
u · ∇u+∇h+
∫
Td
ψ(x− y)(u(x)− u(y))ρ(y) dy
))
dx
≤ ‖∇u‖L∞‖∇k−1u‖2L2 + ‖∇k−1u‖L2‖∇kh‖L2 −
ψm
2
‖∇k−1u‖2L2 + C‖U0‖2L2
≤ C‖∇k−1u‖2L2 +
1
4
‖∇kh‖2L2 −
ψm
2
‖∇k−1u‖2L2 + C‖U0‖2L2 .
This completes the proof. 
Remark 3.2. Note that∫
Td
|∇kU |2 dx+
∫
Td
∇k−1u · ∇kh dx+
∫
Td
|∇k−1u|2 dx ≃ ‖∇kh‖2L2 + ‖∇k−1u‖2H1 ,
in the sense that there exists c0 > 0 such that
c−10
(‖∇kh‖2L2 + ‖∇k−1u‖2H1) ≤
∫
Td
|∇kU |2 dx+
∫
Td
∇k−1u · ∇kh dx+
∫
Td
|∇k−1u|2 dx
≤ c0
(‖∇kh‖2L2 + ‖∇k−1u‖2H1) .
3.3. Proof of Theorem 1.1: global-in-time existence. In this subsection, we provide the details of
the proof of Theorem 1.1. Note that there are some terms on the right hand side of the estimate of ‖U‖Hs
whose coefficients cannot be small enough, as mentioned in Remark 3.1. Thus we need to combine the
estimates in Lemmas 3.4, 3.5, and 3.6 carefully to have a Gronwall type inequality for ‖U‖Hs .
Proposition 3.1. Let s > d/2+1 and T > 0 be given. Suppose sup0≤t≤T ‖U(·, t)‖2Hs ≤ ǫ1 for sufficiently
small ǫ1 > 0. Then we have
sup
0≤t≤T
‖U(·, t)‖Hs ≤ C‖U0‖Hs , (3.3)
where C is a positive constant independent of t.
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Proof. For the proof, we use the induction argument in s. It follows from Lemma 3.4 that the inequality
(3.3) holds for s = 0. Let us assume that (3.3) holds for anym < s. Then we now combine the inequalities
in Lemmas 3.4, 3.5, and 3.6 with k = m+ 1 ≤ s to find
d
dt
(∫
Td
|∇m+1U |2 dx+ δ0
∫
Td
(∇mu · ∇m+1h) dx+ δ1
∫
Td
|∇mu|2 dx
)
≤ −ψm‖∇m+1u‖2L2 + Cǫ1‖∇m+1U‖2L2 + C‖u‖2Hm + C‖U0‖2L2
− δ0
2
‖∇m+1h‖2L2 + Cǫ1δ0‖∇mu‖2L2 + δ0‖∇m+1u‖2L2 + Cδ0‖∇u‖2Hm−1(1 − δm,0)
− ψmδ1‖∇mu‖2L2 + Cδ1‖∇mu‖2L2 +
δ1
4
‖∇m+1h‖2L2
≤ −(ψm − δ0)‖∇m+1u‖2L2 −
1
2
(
δ0 − δ1
2
)
‖∇m+1h‖2L2 − ψmδ1‖∇mu‖2L2
+ Cǫ1‖∇m+1U‖2L2 + C‖U0‖2Hm ,
where we used the fact that the inequality (3.3) holds for m. Then choosing δ0, δ1 > 0 such that
ψm > δ0 > δ1/2 gives that the right hand side can be bounded from above by
−
(
min
{
ψm − δ0, 1
2
(
δ0 − δ1
2
)}
− Cǫ1
)
‖∇m+1U‖2L2 − ψmδ1‖∇mu‖2L2 + C‖U0‖2Hm .
This together with the relation in Remark 3.2 concludes that the inequality (3.3) holds for m + 1, and
this completes the proof. 
We are now in a position to prove Theorem 1.1.
Proof of Theorem 1.1. The local existence is obtained in Lemma 3.3. Choose a positive constant
M := min{M1, ǫ21},
where M1 and ǫ1 are given in Lemma 3.3 and Proposition 3.1, respectively. Furthermore, we choose the
initial data such that
‖U0‖2Hs+1 ≤
M
2(1 + C)
, (3.4)
where C is a positive constant appeared in Proposition 3.1. Let us define the lifespan of the solutions for
the system (1.12)-(1.13) as
S :=
{
t ≥ 0 : sup
0≤s≤t
‖U(·, s)‖2Hs+1 ≤M
}
.
Since the initial data satisfy (3.4), S 6= φ. Suppose T := supS is finite, then we find
M = sup
0≤t≤T
‖U(·, t)‖2Hs+1 ≤ C‖U0‖2Hs+1 ≤
CM
2(1 + C)
≤ M
2
< M,
due to ‖U(·, t)‖2Hs+1 ≤ ǫ21 for t ∈ [0, T ]. This is a contradiction, hence T = ∞, and this completes the
proof. 
4. Large-time behavior
In this part, we study the large-time behavior of global classical solutions to the system (1.1)-(1.2).
For this, we first introduce a type of temporary Lyapunov function E(t) and its corresponding dissi-
pation D(t):
E(t) := 1
2
∫
Td
ρ|u−mc|2 dx+
∫
Td
ρ
∫ ρ
1
z − 1
z2
dzdx,
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and
D(t) := 1
2
∫
Td×Td
ψ(x− y)|u(x)− u(y)|2ρ(x)ρ(y) dxdy.
Lemma 4.1. Let (ρ, u) be a global classical solution to the system (1.1)-(1.2). Then we have
d
dt
E(t) +D(t) = 0,
for t ≥ 0.
Proof. A straightforward computation together with using the symmetry assumption on ψ gives
d
dt
(
1
2
∫
Td
ρ|u−mc|2dx+
∫
Td
ρ ln ρ dx
)
= −
∫
Td
ψ(x− y)(u(x)− u(y)) · (u(x)−mc)ρ(x)ρ(y)dxdy
= −1
2
∫
Td×Td
ψ(x− y)|u(x)− u(y)|2ρ(x)ρ(y)dxdy.
We now use the equality in Lemma 2.2 to complete the proof. 
It follows from Lemma 4.1 that
d
dt
E(t) + ψm
∫
Td
ρ|u−mc|2 dx ≤ 0,
where we used the lower bound assumption on ψ (1.3). However, the above estimate is not enough to
provide the desired large-time behavior estimate. To handle this problem, we use the Bogovskii operator
introduced in Section 2.2 and introduce modified temporary Lyapunov function Eσ and its dissipation
Dσ as follows:
Eσ(t) := E(t) + σ
∫
Td
ρ(u−mc)B[ρ− 1] dx,
and
Dσ(t) := D(t) + σ
(∫
Td
(ρu⊗ u) : ∇B[ρ− 1] + (ρ− 1)2 dx
)
− σ
(∫
Td
ρ(u−mc)B[∇ · (ρu)] + ∂t(ρmc)B[ρ− 1] dx
)
− σ
∫
Td×Td
ψ(x− y)(u(x)− u(y)) · B[ρ− 1]ρ(x)ρ(y) dxdy.
In the following two lemmas, we provide that the above newly defined functions Eσ and Dσ are good
approximations of our Lyapunov function F for σ > 0 small enough.
Lemma 4.2. Let (ρ, u) be a global classical solution to the system (1.1)-(1.2). Suppose ρ ∈ [0, ρ¯]. Then
there exist positive constants c3, c4, which are independent of t, such that
c3F(t) ≤ Eσ(t) ≤ c4F(t), t ≥ 0,
for σ > 0 small enough.
Proof. Note that
σ
∣∣∣∣
∫
Td
ρ(u−mc)B[ρ− 1] dx
∣∣∣∣ ≤ σ2
∫
Td
ρ|u−mc|2 dx + Cσρ¯
2
∫
Td
(ρ− 1)2 dx.
Then this and together with the estimate in Lemma 2.3 yield
Eσ(t) ≥ 1− σ
2
∫
Td
ρ|u−mc|2 dx+
(
c1 − Cσρ¯
2
)∫
Td
(ρ− 1)2 dx
By choosing σ > 0 small enough, we find that there exists a c3 > 0 such that c3F(t) ≤ Eσ(t) for all t ≥ 0.
The estimate for upper bound of Eσ(t) is clearly obtained. 
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Lemma 4.3. Let (ρ, u) be a global classical solution to the system (1.1)-(1.2). Suppose ρ ∈ [0, ρ¯]. Then
there exist positive constants c5, c6, which are independent of t, such that
c5F(t) ≤ Dσ(t) ≤ c6F(t), t ≥ 0.
for σ > 0 small enough.
Proof. We estimate the each terms in Dσ(t)−D(t). We set
5∑
i=1
Ii := σ
∫
Td
(ρu⊗ u) : ∇B[ρ− 1] + (ρ− 1)2 dx
− σ
∫
Td
ρ(u−mc) · B[∇ · (ρu)] + ∂t(ρmc) · B[ρ− 1] dx
− σ
∫
Td×Td
ψ(x− y)(u(x)− u(y)) · B[ρ− 1]ρ(x)ρ(y) dxdy.
By adding and subtracting, we first find that
σ
∣∣∣∣
∫
Td
(ρu⊗ u) : ∇B[ρ− 1] dx
∣∣∣∣ = σ
∫
Td
ρ((u−mc)⊗ u) : ∇B[ρ− 1] dx
+ σ
∫
Td
ρ(mc ⊗ (u−mc)) : ∇B[ρ− 1] dx
+ σ
∫
Td
(ρ− ρc)(mc ⊗mc) : ∇B[ρ− 1] dx
=: I11 + I
2
1 + I
3
1 .
Here Ii1, i = 1, 2, 3 are estimated as follows.
I11 ≤
σ1/2ρ¯‖u‖L∞
2
∫
Td
ρ|u−mc|2 dx+ Cσ3/2
∫
Td
(ρ− 1)2 dx,
I21 ≤
σ1/2ρ¯|mc(0)|2
2
∫
Td
ρ|u−mc|2 dx+ Cσ3/2
∫
Td
(ρ− 1)2 dx,
I31 ≤ Cσ|mc(0)|2
∫
Td
(ρ− 1)2 dx,
due to the conservation of momentum. Thus we have
I1 ≤
(
σ1/2ρ¯(‖u‖L∞ + |mc(0)|2)
2
)∫
Td
ρ|u−mc|2 dx+ Cσ
(
|mc(0)|2 + σ1/2
)∫
Td
(ρ− 1)2 dx.
For the estimate of I3, we deduce that
σ
∫
Td
ρ(u−mc) · B[∇ · (ρu)] dx
= σ
∫
Td
ρ(u−mc) · B[∇ · (ρ(u−mc))] dx + σ
∫
Td
ρ(u−mc) · B[∇ · (ρmc)] dx
= σ
∫
Td
ρ(u−mc) · B[∇ · (ρ(u−mc))] dx + σ
∫
Td
ρ(u−mc) · B[∇ · ((ρ− 1)mc)] dx
≤ Cσρ¯
∫
Td
ρ|u−mc|2 dx+ σ
∫
Td
ρ|u−mc||B[∇ · ((ρ− 1)mc)]| dx
≤ C
(
σ + σ1/2
)
ρ¯
∫
Td
ρ|u−mc|2 dx + Cσ3/2|mc(0)|2
∫
Td
(ρ− 1)2 dx.
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We next estimate I4. Since
∂t(ρmc) = mc∂tρ+ ρm
′
c = −mc∇x · (ρu),
we obtain
σ
∫
Td
∂t(ρmc) · B[ρ− 1] dx = σ
∫
Td
ρ(u−mc) ·mc∇B[ρ− 1] dx+ σ
∫
Td
(ρ− ρc)|mc|2∇B[ρ− 1] dx
:= I14 + I
2
4 .
Here, the terms Ii4, i = 1, 2 can be estimated as
I14 ≤ σ1/2
∫
Td
ρ|u−mc|2 dx+ Cσ3/2|mc(0)|2ρ¯
∫
Td
(ρ− 1)2 dx,
I24 ≤ Cσ|mc(0)|2
∫
Td
(ρ− 1)2 dx.
This yields
I4 ≤ σ1/2
∫
Td
ρ|u−mc|2 dx + Cσ
(
σ1/2|mc(0)|2ρ¯+ E0
)∫
Td
(ρ− 1)2 dx.
Finally we estimate I5 as follows.
I5 = σ
∫
Td×Td
ψ(x− y)(u(x)−mc) · B[ρ(x)− 1]ρ(x)ρ(y) dxdy
+ σ
∫
Td×Td
ψ(x− y)(mc − u(y)) · B[ρ(x)− 1]ρ(x)ρ(y) dxdy
≤ Cσ1/2‖ψ‖L∞
(
ρ¯
∫
Td
ρ|u−mc|2 dx+ σ
∫
Td
(ρ− 1)2 dx
)
+ Cσ1/2‖ψ‖L∞
(∫
Td
ρ|u−mc|2 dx+ σ
∫
Td
(ρ− 1)2 dx
)
,
where we used the following estimate:
σ
(∫
Td
ρ|u−mc| dx
)(∫
Td
ρ|B[ρ− 1]| dx
)
≤ Cσ1/2
(∫
Td
ρ|u−mc| dx
)2
+ Cσ3/2
(∫
Td
ρ|B[ρ− 1]| dx
)2
≤ Cσ1/2
(∫
Td
ρ|u−mc|2 dx+ σ
∫
Td
(ρ− 1)2 dx
)
.
We now combine all the above estimates to find
Dσ(t) ≥ 1
2
∫
Td×Td
ψ(x− y)|u(x)− u(y)|2ρ(x)ρ(y) dxdy + C1
∫
Td
(ρ− 1)2 dx
− C2σ1/2
∫
Td
ρ|u−mc|2 dx,
where C1 and C2 are given by
C1 := σ
(
1− C|mc(0)|2
(
1 + σ1/2(1 + ρ¯)
)
− Cσ1/2 (1 + ‖ψ‖L∞)
)
,
and
C2 := Cρ¯
(
1 +
1
ρ¯
+
‖u‖L∞ + |mc(0)|2
2
+
‖ψ‖L∞
ρ¯
)
.
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We notice that C1 is positive constant for sufficiently small σ and |mc(0)|. We also find that
1
2
∫
Td×Td
ψ(x − y)|u(x)− u(y)|2ρ(x)ρ(y) dxdy ≥ ψm
2
∫
Td×Td
|u(x)− u(y)|2ρ(x)ρ(y) dxdy
= ψm
∫
Td
ρ|u−mc|2 dx,
where we used ∫
Td×Td
(u(x)−mc) · (mc − u(y))ρ(x)ρ(y) dxdy = 0.
Thus we have
Dσ(t) ≥
(
ψm − C2σ1/2
)∫
Td
ρ|u−mc|2 dx + C1
∫
Td
(ρ− 1)2 dx
We again select σ and |mc(0)| small enough to get the positive C1 > 0 and ψm−C2σ1/2 > 0. This yields
that the all coefficients above are positive. The estimate for upper bound of Dσ is clear. Hence we have
d
dt
Eσ(t) + c5
c4
Eσ(t) ≤ 0 ≤ d
dt
Eσ(t) + c6
c3
Eσ(t), t ≥ 0,
due to
c6
c3
Eσ(t) ≥ c6F(t) ≥ Dσ(t) ≥ c5F(t) ≥ c5
c4
Eσ(t),
for σ > 0 small enough, and this deduces
c3
c4
F0e−
c6
c3
t ≤ 1
c4
Eσ0 e−
c6
c3
t ≤ 1
c4
Eσ(t) ≤ F(t) ≤ 1
c3
Eσ(t) ≤ 1
c3
Eσ0 e−
c5
c4
t ≤ c4
c3
F0e−
c5
c4
t
,
for t ≥ 0 and σ > 0 small enough. This concludes our desired result. 
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