Society and the Chemical Society to found a journal with that emphasis, but without success, and in response he founded a new journal called Molecular Physics, being its editor until 1963. This journal published many important papers in molecular quantum mechanics and statistical mechanics, and became the main outlet for work from the Cambridge group.
EDINBURGH AND SUSSEX
In the late 1960s theoretical chemistry was changing under the influence of greater computational power (pioneered at Cambridge by Boys's work on the EDSAC machine), moving its emphasis towards computation and away from analytical work. Christopher was very antipathetic to that trend, so it was a surprise to most chemists when in 1967 he decided to move into the field of artificial intelligence (AI), which was greatly influenced by the computer. He and Richard Gregory (FRS 1992 ) looked for a new environment in which to incubate what they called 'our half baked ideas about the human mind', and Cambridge, Sussex, and Edinburgh were explored. The University of Edinburgh came up with the most attractive offer, and Christopher gave up his Cambridge chair for a Science Research Council Senior Research Fellowship to be held there. He founded, with Gregory and Donald Michie, the Department of Machine Intelligence and Perception, and he took a leading role in starting the School of Epistemics, an interdisciplinary group that brought together people with an interest in the workings of the mind. In 1968 he became a Royal Society Research Professor to continue this work, and in 1974 he transferred with that post to the University of Sussex, where he joined the Experimental Psychology group then headed by N. S. (Stuart) Sutherland. From 1984 to 1986 he was director of the Institute of Cognitive and Information Sciences at Sussex, whose aim was to bring together widely dispersed groups in computer engineering, computer science, linguistics and experimental psychology.
Christopher was never happy with being identified with the field of AI, and preferred to describe his work as 'cognitive science', a term that he coined in 1973.
THE MAN Christopher was unfailingly rigorous in his work, generally working out the background material to a topic rather than taking it from the published literature. He rarely had more than one new postgraduate student a year, and was very careful about their early instruction. He had a marvellous ability to choose research projects that were challengingly solvable and of interest to the wider community. His care and kindness towards his co-workers contrasted with his treatment of invited seminar speakers, which on occasion became very acrimonious.
One of the most generous features of Christopher's treatment of his students and co-workers was the omission of his name from the authorship of a paper even when he had contributed substantially to the work. The following account by Andrew McLachlan FRS describes the preparation of his first paper, and is typical of many reports that have been received.
I was told to go and write up the work for the new journal Molecular Physics. After looking at a large number of old department papers and a lot of crossing out I eventually produced a first version and gave it to Longuet-Higgins. After a brief look he summoned in his secretary and proceeded to dictate a completely new and much improved paper, keeping only my mathematical equations, diagrams and numerical results. By teatime the work was complete and I sat there a little stunned. It was typical of Longuet-Higgins that he refused to have his name on the paper as an author even though he had suggested the project and written the paper himself.
Other students of Christopher's would say that it was surprising that the diagrams remained untouched.
Although he came from a solidly Church of England family and had a strong church influence in his early education, Christopher was a committed atheist in his adult life. However, he always took an active interest in religious questions, and was an enthusiastic debater on ethical and philosophical questions that were frequently held at Cumberland Lodge in Windsor Great Park in the 1950s. He joined with Charles Coulson, a committed Methodist, in a radio debate on the relationship between Christianity and science (24)*. He showed his wide interest in philosophical questions, particularly in the way that they were enhanced by scientific analysis, in two series of Gifford Lectures, which were given in Edinburgh (39, 41) on the nature and development of mind.
Christopher was elected a Fellow of the Royal Society in 1958, a Foreign Associate of the US National Academy of Sciences in 1968, a Fellow of the Royal Society of Edinburgh in 1969, and a Fellow of the Royal Society of Arts in 1970. He had honorary doctorates from the universities of York, Essex, Bristol, Sussex and Sheffield, the last being in music. Among his notable prizes were the Jasper Ridley prize in music from Balliol College, the Harrison memorial prize from the Chemical Society, and the Naylor prize from the London Mathematical Society. He was a governor of the BBC from 1979 to 1984.
Christopher commanded respect from friends and colleagues, and with his charm and wit influenced all who knew him. By demanding rigorous thinking, even where windy speculation had often dominated, he set standards that few can hope to attain.
OVERVIEW
Christopher made major contributions to theoretical chemistry, using the tools of quantum mechanics and statistical mechanics. In cognitive science his research covered informatics, neural networks and language generation. In his later years he combined cognitive studies with his musical skills in several areas, some of which were unpublished at his death. Each of these topics will be covered in the sections below.
Christopher's impact on cognitive science did not reach the height of his impact on chemistry, but in both subjects he left behind an impressive array of students and co-workers who have made major contributions to these fields.
Quantum mechanics
Christopher Longuet-Higgins's contributions to the structure and properties of molecules and to molecular spectroscopy covered a very wide field and began very early in his studies. His chemistry tutor at Balliol, Ronnie Bell, had encouraged him to brush up his elementary chemistry during his first long vacation and to prepare a tutorial essay. Christopher decided to look at a matter that had puzzled him during his time at Winchester, which was the fact that the simplest hydride of boron is not BH 3 , as would be expected from the rules of valency, but B 2 H 6 . However, if this molecule had a structure similar to that of ethane (C 2 H 6 ) as was commonly thought, then that would give boron a valency of 4 rather than 3. Christopher wrote an essay, now in the Balliol College archives, in which he proposed that the two boron atoms in diborane, B 2 H 6 , were not bonded directly but were linked through two hydrogen bridges. This was a radical suggestion, which was contrary to two other proposals that had been made by giants in the fields of molecular bonding, G. N. Lewis (ForMemRS 1940) and L. Pauling (ForMemRS 1948; Nobel laureate). Although bridging hydrogen atoms had been proposed earlier for B 2 H 6 , the structure had not been based on any experimental evidence or on detailed theoretical arguments; Christopher gave some of these. The most important aspect of Christopher's essay was that he speculated about the importance of hydrogen bridging structures for the larger boron hydrides, and this was later to become a key idea in understanding these molecules. The essay was amplified (but not greatly changed) in a paper by Bell and Longuet-Higgins (1), and with another paper on the normal vibrations of bridged X 2 Y 6 structures (2) it is now recognized as a landmark contribution to the boron hydride field.
K. S. Pitzer soon showed that the hydrogen bridge theory accounted for the formulae of all known boron hydrides at that time (Pitzer 1945) , and Christopher followed this with a paper entitled 'The structure of some electron-deficient molecules' (3), in which the theory was applied to the hydrides of other elements in the first three periodic groups. Later work (13, 15) with M. de V. Roberts on the electronic structures of borides and boron icosahedra brought together his interests in boron chemistry and in regular polyhedra, with notably the prediction of the existence of the dodecahedral ion B 12 H 12 2-. W. N. Lipscombe was later awarded a Nobel prize for his contributions to the preparation of new boranes, their structural determination by X-ray analysis and his contributions to the understanding of their bonding, but Christopher's undergraduate paper is recognized as having provided a foundation for the last of these topics.
A story recounted by Christopher relates to his arrival in the USA with a phial containing a clear water-like fluid, which was actually diborane under pressure, and the customs agent asked him to open his suitcase. Christopher was fearful of being asked to open the phial because diborane is spontaneously flammable, but luckily he had put his DPhil hood at the top, and with a strong Irish accent the customs agent said, 'That is all right, sir; I see you are a man of the cloth'.
Christopher's doctoral studies under the supervision of Charles Coulson concerned the electronic properties of organic molecules containing conjugated double bonds; these were based on the Ț-electron theory proposed by E. A. A. J. Hückel (ForMemRS 1977) . On this topic 18 papers were published from 1946 to 1950, half of which were jointly with Coulson. The most important were a series of five papers published in Proceedings of the Royal Society series A (4-8), which gave some general theories later used widely by others and extended for more advanced theories. Typical of these was the result that the charge on an atom was equal to the derivative of the total energy with respect to the Coulomb integral (Ȋ) for that atom, and the bond order between two atoms was equal to the derivative of the energy with respect to the resonance integral (ȋ) between the atoms.
In the academic year 1948-49 Christopher was a research fellow in the Department of Molecular Structure and Spectra of Chicago University, which was headed by Robert Mulliken. One member of this group was J. R. Platt, who was active in measuring and interpreting the electronic spectra of aromatic hydrocarbons and their heteroatom derivatives. Although only one paper was published jointly through their interaction, it had a strong influence on an area of Christopher's work that started in 1954.
Hückel theory makes no direct allowance for the repulsion of electrons, and its weakness for the interpretation of electronic spectra is that it predicts degeneracies that are lifted by such terms; moreover, this lifting has an influence not only on energies but also on the intensities of electronic bands, and intensities were key to a correlation scheme introduced by Platt. The first paper in a series published in Proceedings of the Physical Society (14), showed that lifting the pattern of Hückel degeneracies to first order explained the consistent appearance of a very weak band in the spectra, even when there was no symmetry argument for its being a forbidden band. Later papers in the series with John N. Murrell (FRS 1991) (16, 18) examined the effect of substituents on aromatic spectra, and with John Pople (17) explained the spectra of odd-alternant free radicals and ions.
Leslie Orgel (FRS 1962) was one of many excellent scientists who spent time in the Department of Theoretical Chemistry at Cambridge during Christopher's tenure. Orgel's research was largely in the chemistry of transition-metal complexes. The first sandwich compound, ferrocene (Fe(C 6 H 6 ) 2 ), had been prepared and its structure postulated; in addition, dibenzene chromium had been made and characterized. Christopher and Leslie, speculating on the known instability of cyclobutadiene (C 4 H 4 ), wrote a paper with the title 'The possible existence of transition-metal complexes of cyclobutadiene' (19) , in which they predicted that molecules of formula MX 2 (C 4 H 4 ), where M is nickel, palladium or platinum, and X is a univalent ligand, could be prepared, as they later were. Their interpretation of the electronic structure of such complexes broadened this field of transition-metal chemistry.
Christopher's first paper on the interaction between molecular vibrations and rotations was published with D. R. J. Boyd on the Coriolis interaction in symmetric top molecules (12) . Another paper with Pople (23) gave a new formulation of the Renner-Teller effect appropriate for strong coupling, and this was used to interpret the spectrum of the NH 2 radical. With Mark S. Child (FRS 1989) there were papers on the Jahn-Teller effect in electronically degenerate states of symmetric tops (27) and of spin-degenerate molecules (31) .
A seminal paper on the dynamic Jahn-Teller effect was published in collaboration with U. Opik, M. H. L. Pryce FRS and R. A. Sack (22) . In this paper it was noted that there was a sign change in the wavefunction on circling a conical intersection in the potential energy surface, a fact later to be taken up by Christopher and G. Herzberg (FRS; Nobel laureate) in a paper on the intersection of potential energy surfaces of polyatomic molecules (32). Ten years after Christopher's departure from theoretical chemistry there was an ill-conceived paper that sought to refute these conclusions about the intersection of polyatomic surfaces. Not surprisingly this raised some ire, and Christopher responded with a paper that demolished the false argument (42) . But his paper did more than that: it generalized and strengthened Teller's proof that the dimensionality of conical intersections depends only on the degree of the degeneracy and the dimensionality of the nuclear space, regardless of the size of the electronic basis. The highlight of the paper is a topological proof of the converse of the sign change on circling a conical intersection, namely that the observation of a sign change requires that the state become degenerate at some point within the loop. The sign change was later generalized by Michael V. (later Sir Michael) Berry FRS (Berry 1984) and is now called the Berry geometric phase, but the papers mentioned above have been recognized by Berry as being the foundation of geometrical phase.
The conjugated cyclic molecule benzene has an equilibrium structure with all six C-C bonds of equal length, but the short conjugated linear polyenes have alternating short and long C-C bonds. Christopher and Lionel Salem were the first to speculate on whether very long linear polyenes should lose bond alternation, and whether very large cyclic polyenes should gain bond alternation (25) . They showed that the issue depended on the competition between the delocalized Ț electrons, which tend to coalesce by pairs, thus favouring alternating bond lengths, and the Ȝ electrons, which favour bonds of the same length. The linear polyenes were predicted to show alternation even for very long chains, and the cyclic polyenes would show alternation after a critical ring size was reached. These predictions were later confirmed by experiment and by advanced calculations. A paper with D. H. W. den Boer and P. C. den Boer (29) examined the possible bond alternation in the carbon rings of chromium dibenzene, and attributed it to what they called the pseudo-Jahn-Teller effect, the first use of this term although R. F. W. Bader (at that time in the Cambridge group) had used the equivalent term, second-order Jahn-Teller effect, in a publication a few months earlier (Bader 1962) .
From the late 1950s many observations were being made on the electron spin resonance (ESR) spectra of organic radicals and radical ions, and a group was established at Cambridge in 1960, under Alan Carrington (FRS 1971), to pursue this field. Christopher was co-author of several of the many papers published by the group, the most important being one with Carrington on the linewidth variations in the ESR spectra of free radicals in solution (30) . It is said that Alexander (later Lord) Todd FRS (PRS 1975-80; Nobel laureate), then head of chemistry, complained that he now had to find laboratory space for theoreticians. Andrew McLachlan was at that time one of Christopher's PhD students and he published several papers on the self-consistent-field theory of aromatic radicals. Although Christopher was not co-author of these, he had a strong influence on their content.
In 1963 Christopher published a paper entitled 'The symmetry groups of non-rigid molecules', which many consider to be his most important contribution to molecular spectroscopy (33) . In this he generalized some ideas first used by E. B. Wilson ForMemRS, to determine the nuclear spin statistical weights in the spectra of molecules such as ethane and ammonia, which do not have a rigid structure (Wilson 1938) . Publications by J. Hougen on the classification of vibration-rotation wavefunctions (Hougen 1962) were also important contributions to this area of spectroscopy, but Hougen did not apply his ideas to non-rigid molecules. Starting from the operations that leave the Hamiltonian unchanged, Christopher proposed that the appropriate symmetry group for a non-rigid molecule was the permutation group of like particles and spins, but restricted to permutations that were feasible in the time scale of the experiment. Through several specific examples he showed how the statistical weights of rotational levels in such molecules could be determined. For the example of trimethylboron he pointed out that the symmetry group was of order 324, but contrary to expectations this group was not the direct product of simpler subgroups; the wavefunctions of non-rigid molecules have to be classified by a higher symmetry than that of any conformations through which they may pass. Christopher and P. R. Bunker applied the theory to dimethylacetylene (34) , which has a very small torsional barrier, and later work by Bunker and others has shown the power of this approach both for rigid and non-rigid molecules. Christopher's paper was a landmark in the field of spectroscopy, not least for the elegant and readable way in which the ideas were presented.
In 1965 R. B. Woodward ForMemRS (Nobel laureate) and R. Hoffmann (ForMemRS 1984; Nobel laureate) published a paper on electrocyclic reactions of organic molecules, in which they explained why heat and light could lead to sterically different products (Woodward et al. 1965a ); their explanation was based on the symmetry of the highest occupied molecular orbital of the reactant. It has been reported that in undergraduate lectures at Cambridge at that time Christopher was also giving a theoretical explanation of these experiments (which had been known for some time), and in 1965 he and E. W. Abrahamson (36) , and Woodward and Hoffmann (Woodward et al. 1965b 
Christopher's last publication in quantum chemistry from Cambridge was in collaboration with David Buckingham (FRS 1975) (37) . The paper, entitled 'The quadrupole moments of dipolar molecules', tackled the question of what would be measured in an electro-optical experiment when the molecular quadrupole moment was origin dependent. Their conclusion, based on a consideration of the forward scattering of light by dipolar molecules in an electric field gradient, was that the measured quadrupole moment should be referred to an effective quadrupole centre (not the centre of mass as had been assumed), where a higher-order polarizability vanishes; with this definition the quadrupole moment would be independent of isotopic substitution. Some years later Imrie & Raab (1991) deduced a different higher-order polarizability, and therefore a different quadrupole centre for quadrupole moments measured by an alternative experimental technique; however, in a paper published shortly before Christopher's death, 
STATISTICAL MECHANICS
Christopher's contributions to the macroscopic properties of molecular systems with the use of statistical mechanics are not as dominant as his contributions to the spectroscopic and structural properties of individual molecules, yet there are several papers that had an important influence on the field. The first was his treatment of liquid mixtures with the model of conformal systems, a term that he coined.
From the 1930s to the 1950s there was much interest in the excess thermodynamic properties of non-ionic liquid mixtures, both from experimentalists and theoreticians. The statistical mechanics of liquids themselves was a topic of great difficulty in those pre-computer times because the molecules interacted neither mainly through pairs, as in a gas, nor around nearly fixed positions, as in a solid; for both of these situations the thermodynamic properties could be related to the intermolecular potentials. The two lines of attack on liquids then being pursued were effectively extensions of the gas theories, or the solid theories, the latter encompassing what were called lattice models. Lattice theories gave ample scope for elegant mathematics but it slowly became apparent that they were not describing the properties of real liquids.
Christopher's work in 1950 came as an eye-opener to the statistical mechanics community (9). It was presented first at an informal meeting arranged by M. G. Evans FRS, whom Christopher acknowledged in his paper as having suggested the topic of liquid mixtures to him. There were several eminent and combative experts at the meeting, and one of them, E. A. Guggenheim FRS, is said to have 'brutally savaged' Christopher for his ignorance of earlier work in the field; it was true, but Christopher liked to have an open mind when tackling new fields.
Christopher's theory was based on a family of molecules whose intermolecular potentials all have the same functional form, being related by scaling parameters of energy and length. Christopher called these conformal potentials (meaning 'of the same form'), and with this condition the pure fluids conformed to the principle of corresponding states (that is, they satisfied the same pressure-volume-temperature equations when these variables were expressed in reduced form). He made no assumptions about the structure of the liquids but showed that a perturbation approach led to expressions for the thermodynamic excess functions that were exact to first order in the differences in intermolecular energies and molecular diameters.
His theory led to expressions that fitted an impressive amount of thermodynamic data, as was shown by the analysis he made with D. Cook on the liquid-vapour-phase diagram of the azeotropic system ethylene-carbon dioxide (10) . Ethylene and carbon dioxide were indeed found to be conformal systems and this gave ratios of the scaling parameters for the two systems. The energy scaling parameter for the ethylene-carbon dioxide interaction was determined from the critical temperature of the mixture, and the distance scaling parameter was taken as a mean of those of the two components. The predicted phase boundaries, azeotropic pressure and azeotropic composition were particularly good near the critical region, which is certainly the most difficult area for statistical treatments.
One prediction of the theory was that the heat and volume of mixing should have the same sign, but experimentally this was not always the case. However, Christopher and W. Byers Brown showed that this result did not hold if the notoriously difficult higher-order perturbation terms were included (11). Christopher's theory broke the decisive hold that lattice theories had on the subject and was the parent of many later perturbation theories. Further papers by Brown consolidated the message.
The simplest mathematical model of an intermolecular potential is that based on the interaction of hard spheres. This had been used for gas interactions in the first half of the twentieth century and was to have an important role in the latter half of the century for the computer simulation of liquids. The transport properties of gases had been related to intermolecular potentials by S. Chapman FRS and D. Enskog working independently in 1915-16, and brought to later attention in Chapman and Gowling's book The mathematical theory of nonuniform gases (Chapman & Gowling 1939) ; Longuet-Higgins and Pople extended an initial investigation by Enskog on dense fluids by using the hard-sphere model for an analytical treatment of the transport properties of dense fluids (20) . Their theory was based on three assumptions: that the pair distribution function for relative position depended only on density and temperature, that the velocity distribution was Maxwellian, and that the velocity autocorrelation function decayed exponentially with time. From these they derived expressions for the shear and bulk viscosity constants, for the coefficient of thermal conductivity, and for the coefficient of self diffusion. The approach was extended in a paper with J. P. Valleau for the transport of energy and momentum in a dense fluid of hard spheres (21). This is notable for its test of the theory against experimental data on inert gases, oxygen and nitrogen; agreement was moderate and improved with increasing density.
The hard-sphere model was taken up again in collaboration with Benjamin (Ben) Widom (35), and came about when Christopher was Baker Lecturer at Cornell University for a few months in 1964. In 1957, computer simulations of the liquid state had been made on the basis of the hard-sphere model, and it had been noted that when pV 0 /kT was plotted against V/V 0 , V 0 being the close-packed volume, at a value of V/V 0 close to 1.6 the computer simulations oscillated between solid-like and liquid-like structures (Alder & Wainwright 1957; Wood & Jacobsen 1957) . It was widely accepted at the time that the structure of liquid and solid at the triple point was dominated by the repulsive part of the potential. However, it was known since the work of van der Waals that an attractive term is needed to obtain liquid-gas phase coexistence, and the equation of state based on hard-sphere repulsion alone gives much too high a value for pV 0 /kT at the triple point. Christopher and Ben therefore added a uniform negative background potential, which fixed the volume of the system but exerted no force on individual molecules so that the local liquid structure was determined by the packing of hard spheres.
From the resulting equation of state they derived several thermodynamic quantities relating to the liquid-solid transition, all of which agreed well with data for argon except for the heat capacity change at constant volume, which was necessarily zero from their assumptions, but which is not zero for argon. The physical picture introduced by Christopher and Ben demonstrated that the attractive forces essentially cancel in dense uniform liquids, and this idea had a key role in subsequent development of the perturbation theory for liquids (Hansen & McDonald 1987 ).
In 1960 B. H. Zimm and Christopher wrote a paper on the rate of uncoiling of the two strands in DNA (26) . They considered the unwinding of the ends to be driven by the increase in entropy provided by the freely rotating bonds in the backbone of the two strands, this being hindered by the resistance of the surrounding medium (a resistance coefficient being deduced from the relationship between the viscosity and the molecular mass of denatured DNA). From what they called the simplest possible scheme based on a mechanism of separation one turn at a time, they estimated that two strands in a typical length of DNA would separate in a few seconds, but for molecular masses in excess of 10 7 the rate would be minutes or hours, and therefore probably not useful for genetic purposes. The paper was followed by a brief comment (28) on a paper by W. Kuhn (Kuhn 1961 ) who, had pointed out certain similarities with some of his own work.
Artificial intelligence and cognitive science
Christopher took the momentous step in 1969 to leave Cambridge, to start the new subject of AI in the University of Edinburgh. He joined Donald Michie, who was already in Edinburgh, moving with Richard Gregory (a psychologist), who was a relatively junior Fellow of Corpus Christi College.
This momentous move followed perhaps two years of considering various ways of promoting computer-based brain research, first exploring any possibilities of starting something along these lines in Cambridge. It soon became clear that this would not be possible because two major research groups had recently been established in Cambridge: radioastronomy and ethology. A third was, at least for several years, out of the question. So a different plan was tried-to try to found a Brain Research Institute, to link psychology with computing, in another British university. The emerging new (as it was at that time) University of Sussex was approached. Several meetings were held with the Vice Chancellor, John Fulton, and other prominent members of the new university, for considering a brain research institute to be closely associated with the Psychology Department, just started by Stuart Sutherland.
Although it looked promising, this scheme came to naught; however, some five years later, Christopher did move to the University of Sussex in Stuart Sutherland's department and they became close friends.
The original plan was frustrated by an attempt by Fred (later Sir Fred) Hoyle FRS to persuade the government to install a large computer in his Cambridge Institute of Theoretical Astronomy. Hoyle threatened to leave Cambridge and move to Sussex if his request failed (Gregory 2005 ). As Sussex gave Hoyle the green light, Christopher's scheme stopped at red. He then approached the University of Edinburgh, to link up with Donald Michie, who was already there, thinking along the lines of a Department of Artificial Intelligence. The Vice Chancellor and Principal of the University of Edinburgh, Sir Michael (later Lord) Swann FRS, whom Christopher had known at school in Winchester, pulled out the stops in dramatic fashion, to initiate the Department of Machine Intelligence and Perception. This was to be run by Donald Michie, Christopher, and Richard Gregory, as its founding professors. This was made financially possible through the characteristically effective enthusiasm of Sir Brian (later Lord) Flowers FRS, through the Department of Science and Industrial Research, of which he was chairman.
This was a remarkably brave leap into the unknown for all concerned, especially for Christopher, who no doubt sometimes regretted the loss of his Cambridge life; even more, he worried that the standard of his work might decline in a new field. However, he was soon recognized as an inspiring pioneer of AI. The Department of Machine Intelligence and Perception (as it was then called) started at the same time as the corresponding departments in America, at Massachusetts Institute of Technology and at Stanford University. It was the first department of AI in Europe. Effective collaboration was immediately set up with the American ventures, especially with annual workshops, which each year from 1967 onwards produced a quite massive authoritative book; these volumes of Machine intelligence were published by Edinburgh University Press.
The department stumbled almost before it had started, over what now looks like an amusing obstacle, of a theological nature; indeed, there were generally held doubts on the wisdom and even the ethics of trying to give machines autonomy, or intelligence. The new department was offered a deconsecrated church, of the Church of Scotland, for its laboratory. But when it become known that an intelligent machine was to be built, the church offer was withdrawnthe mental image of a robot walking down the aisle was just too much. Michael Swann negotiated an old military building, expecting the army to leave within a few weeks. As it turned out, this baronial castle was shared with the army for many years, and in spite of its spiral staircases (nightmares for carrying bulky equipment), the tramping feet and the bagpipes it served well and indeed still does.
Christopher was not drawn to the robot project. Freddie, as it was called, was very much Donald Michie's project, and it largely dominated the department's early years. However, Christopher did contribute to the idea that the robot should not be controlled directly from 'sensory' inputs but rather by knowledge, represented as 'internal models' of its environment. So experience from its past would enrich limited information signalled from the present, to give it more reliability, with powers of prediction. This notion came from the work and earlier ideas of the Cambridge psychologist Kenneth Craik, described in his book The nature of explanation (Craik 1943) . Christopher implemented it in a simple way that was amusing and cocked a snook at computers, which, though full of promise at that time, were exasperating through poor performance and unreliability, as well as being extremely hard to program. What
Christopher did (to tease the programmers?) was to make a simple tabletop vehicle steered by a cardboard cutout of the environment, which it would negotiate even with no sensory input. Placed on a table, the toy would anticipate edges and disastrous drops. Christopher took considerable delight in demonstrating the power of Craikian internal models with a piece of cardboard cut with a pair of scissors.
Christopher did, however, recognize the potential powers of computers, and soon became an expert programmer. He was not interested in robots for practical purposes but rather as aids and thinking-tools for understanding human intelligence, with rigorous cognitive science that he set out to develop. In assessment of AI and its relation to psychology, he later wrote (46):
What the psychologist would like to do surely, is to describe in logical terms the psychological events which mediate between our experiences and our actions. … Artificial intelligence proposes the challenging answer: we should recognize an interpretation of some cognitive skill if and only if it could in principle [original emphasis] be used for the construction of an automaton, which would simulate that skill.
He left robot building to others, preferring to work with his group of talented students (in a nearby apartment) on theoretical issues. Christopher saw progress in terms of algorithms for carrying out cognition, perhaps initially thinking that successful algorithms should be the sole aim of cognitive research. He came to broaden its aims, especially through interactive neural nets. These came into prominence from the influential book The organization of behaviour (Hebb 1949 ) by the Canadian psychologist Donald Hebb (FRS 1966) , and continue to be important.
Early electronic computers allowed experimental tests to be made with simulated nets (although much of their speed and simplicity is lost by digitizing), and Christopher was a pioneer of this development in brain research and a new use of digital computing. Descriptions of the interactive nets were, however, hardly based on algorithms, so it was not always clear how they worked (any more than it is for brains!). Christopher inspired several students, including Geoffrey Hinton (FRS 1998), David Willshaw, Andrew Blake (FRS 2005) and Peter Buneman, who with others achieved significant advances in this new research. A major paper (38) is titled 'Non-holographic associative memory'.
Christopher became famous in the vision-research world with his and his students' analyses of depth perception, especially on the powers and limits of dynamic visual flow, and the possible use of vertical disparity for stereoscopic depth. His analytical models set targets for 'the ideal observer' (as the Cambridge physiologist Horace Barlow FRS often puts it), so that objective efficiencies can be estimated. When efficiency is high, the actual method adopted by the brain may be recognized because only a few, or even only one, set of processes may be possible.
Andrew Blake writes:
Christopher's most influential vision papers started with a paper entitled 'A computer algorithm for reconstructing a scene from two projections' [(45) ]. This laid out, for the first time, a clear algorithm, which has become known as the 'eight-point algorithm' for computing structure from corresponding stereoscopic features in two views. It is interesting because it does not assume that the relative positions and orientations of the two eyes or cameras are known, but derives them from the correspondences themselves. In this respect it is biologically plausible in that it does not make unreasonable demands on the positioning capabilities of the oculo-motor system. It is also the precursor of the algorithms for computation of observer motion used in modern machine vision systems [(44)].
Andrew Blake continues:
This much cited work launched the study of 'structure from motion' in which J. J. Gibson's concept of 'optical flow' was developed mathematically, and its relation to observer motion and the structure of visible surfaces was made clear for the first time. It developed the mathematical dependence of the first and second spatial derivatives of the flow field on the local shape of the underlying surface and on the translational and angular velocity of the observer. An algorithm for inverting this relationship to solve for structure and observer motion was suggested. The beauty of the contribution is that the degree of mathematical detail is sufficient to allow computer simulation to test the practical power of the theory, and this opened up a variety of possibilities for solutions to the inverse problem [(40, 48) ]. This algorithm for computing correspondence between a pair of patterns exemplifies the clarity and elegance of which Longuet-Higgins was a master. Determining such correspondence had until then threatened to require exhaustive search of a combinatorially large and hence computationally intractable number of possible solutions. The paper's simplicity in transforming (approximately) a hard combinatorial problem into one of analysing 'modes' of displacement is quite arresting, and has inspired numerous further studies.
In 1974 Christopher left Edinburgh for Sussex, to work closely with Stuart Sutherland, and contributed in many ways to Sussex University until his death. Why Christopher left Edinburgh is not altogether clear, but the department did have problems at that time. A critical assessment of the entire AI project, commissioned by the Science Research Council and written by Sir James Lighthill in 1973, Artificial intelligence: a general survey (Lighthill 1973 ), did undermine (or possibly simply reflect) diminishing enthusiasm for major longterm support, which had repercussions for a decade on American as well British AI research. Christopher's approach and work escaped criticism, which was directed mainly at cognitive robotics. Although industrial robots were rapidly becoming important features of manufacturing technology, attempts to give robots cognition got off to a shaky start; they have still not prospered as was hoped when the first departments were founded near the end of the 1960's. No doubt too much was promised. The difficulties of the AI task have shown how much is needed to be known of brain function, which no doubt gave and still gives brain research a useful boost.
There was hot debate on the Lighthill report (Lighthill 1973 ) (40) , especially on Sir James's argument that a finite-state machine could not be intelligent because it would run out of choices, with its exponentially growing search tree of possibilities. It was pointed out (including in a nationally televised debate, held at the Royal Institution) that the brain has a finite number of 'switches', yet is considered intelligent. Christopher commented on the Lighthill report (49) in 'Artificial intelligence: a paper report' (42, 47) . Evidently the brain employs strategies for limiting searches, much used by computers, as in computer chess programs.
Christopher expanded his interests even to writing on consciousness. His brief paper '150 words on consciousness' (49), which appeared initially in the Daily Telegraph, was reprinted with additions in the journal Perception in 1994.
Although he saw algorithms as the way forward, he would also consider philosophical issues, which he saw as being bound up in uses of language. He praised psycho-linguists for their courageous precision, which made them commendably vulnerable to empirical attack. Christopher was indeed an all-round scientist, with an eye for big questions.
Music
Christopher was a superb professional-standard pianist, at one time considering a musical career. He took up the French horn in the 1960s, and played a major part in the musical life of
