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1. General Introduction 
 
Becoming literate can be seen as an important and significant step in child 
development. Usually at a very young age children discover what is effectively a 
totally new way of communication. Frith (1986) distinguishes three phases in literacy 
development. In the first phase, children develop a rough understanding of the written 
form of words that have a personal meaning for them such as their name. In the 
second phase, they discover the alphabetical principle via simple words that are 
familiar to them from everyday life. In this phase, they learn the relationship between 
letters and sounds. Finally in the third, when they have a basic understanding of the 
main principles of written language, they develop an increasing understanding of the 
possibilities of written language. Both reading and writing simple texts becomes 
easier due to the increase in the decoding/coding speed. Gradually children also learn 
to master the more problematic areas of literacy, such as, composition and more 
complicated spelling rules like in verb spelling (cf., Bosman, 2005; Clay, 1991). 
Because general cognitive skills develop together with an increase in empathy, 
children become able to write texts for an unseen not immediately responding 
audience. At the same time, they also become more familiar with formal aspects of 
written language such as the concept of a sentence and the role of punctuation. 
In the present thesis, the acquisition of Dutch writing skills in an interactive 
computer environment will be dealt with. Before going into the research questions 
and the design of the studies in this thesis, the topic of computer-literacy acquisition 
will be shortly introduced. In this introduction, we will also discuss the similarities 
and differences of handwriting versus computer writing. Moreover, the possibilities of 
computer-supported spelling and computer-supported text writing instruction will be 
highlighted. 
 
1.1 Computer-Supported Literacy Instruction 
In the last twenty-five years the computer has become commonplace in the 
classroom (diSessa, 2000; Forcier, 1996). Both in primary and secondary education, 
computers are used for instruction in practically every subject from math to literacy. 
In this thesis, however, we will aim our focus exclusively on the use of computers in 
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the field of literacy instruction. Results from studies that examined the effectiveness 
of computer-based literacy instruction indicate that this form of instruction is at least 
as good as the more traditional forms of literacy instruction (Torgerson & Elbourne, 
2002; van Daal & van der Leij, 1992). In the study of Dalton and Hannafin (1987), 
comparing the use of a word processor with the use of pen and paper as tools for 
writing assignments, the results were in favor of the word processor. It is interesting 
to note that some authors even argue that in modern society the confident use of 
computers and Computer Mediated Communication (CMC) is not just a possible 
instrument for the acquisition of literacy skills but rather can be seen as an essential 
part of functional literacy (Warschauer, 1999). 
One useful aspect for educational software is the possibility of computer 
programs to compare specific user-generated inputs with predetermined parameters 
and subsequently provide a response based on this comparison. Effectively this means 
that computers can be programmed in such a way that they can judge a pupils work 
and give feedback. Feedback is arguably one of the most important elements in any 
learning process. It is almost unimaginable how one could develop any cognitive or 
physical skills without any form of feedback (Bangert-Drowns, Kulik, Kulik, & 
Morgan, 1991). Not surprising, the effectiveness of feedback in learning situations is 
clearly shown in the literature. In their meta-study on a number of feedback 
experiments, Azevedo and Bernard (1995) found that the effect size of feedback is as 
high as .80. An important issue with respect to feedback is the distinction between 
immediate and delayed feedback. In their meta-analysis, on the effects of feedback 
timing, Kulik and Kulik (1988) found that in applied studies immediate feedback 
usually leads to better results than delayed feedback. Because of large inter-individual 
differences in literacy skills individually tailored feedback is recommendable in a 
literacy-learning environment. At least within the field of spelling instruction this 
claim is supported by the literature (Nelson, 1989; Storie & Willems, 1988; 
Templeton in Cates and Goodling, 1997). However, in most classroom situations it 
would be all but impossible for a single teacher to provide this high level of individual 
immediate feedback. And it is specifically this area in which the computer equipped 
with the right educational software could provide potential solutions. Since it is 
important to determine the characteristics of what exactly makes educational software 
really effective, more research is needed. 
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1.2 Handwriting Versus Computer Writing* 
Learning to write by hand involves the development of a certain level of fluency 
so that the process of producing written words does not interfere with the process of 
composition. For most children learning to write by hand during the first years in 
school, does not pose any great difficulties. For some, however, it turns out to be very 
problematic (e.g., van Galen, Portier, Smits-Engelsman, & Schomaker, 1993). For 
these children, the processes of learning to write can be very frustrating. This may 
result in severe motivational problems that in turn hamper the learning process even 
more. Furthermore, children can become convinced that they cannot ‘write’ in the 
broad sense of the word, which also hampers other aspects of their literacy 
development and causes them to avoid tasks where literacy skills are involved 
(Berninger, Mizokawa, & Bragg, 1991). In the past, research on handwriting 
development in children has mainly focused on the reproduction of letterforms, 
bigrams, words, sentences, and text. During the first few years in primary school, 
handwriting usually develops from rather irregular to regular and consistent. In the 
upper elementary grades, studies report a leveling off both in handwriting quality and 
in the increase of handwriting speed (cf. Berninger, Fuller, & Whitaker, 1996; 
Graham & Weintraub, 1996). Berninger et al. (1997) state that handwriting is much 
more than the motor task of simply producing the letter shapes. In order to write a 
letter, the writer needs to make a connection between the sound and the letter so that 
subsequently the accurate detailed representation of the shape of the letter (when 
available) can be accessed and retrieved from memory. For children with writing 
difficulties, activating the process of constructing the letter shapes drains capacity 
from working memory to such an extent that there is little capacity left for spelling, 
sentence construction, or narrative content elaboration (Graham et al., 2000).  
So far, research has shown that typing can be of help for children who have 
difficulties with their handwriting, and that the use of a word-processor can be of help 
for both normal children (D’Odorico & Zammuner, 1993) and children with 
handwriting difficulties (Johnson & Carlisle, 1996). It is assumed that writing (typing) 
on a computer will improve children's writing, in terms of spelling, sentence 
construction, and narrative content, because children do not have to focus on the 
                                                
* Note that it is important here to make a distinction between writing and handwriting. With ‘writing’ 
we refer to the activity of producing texts, regardless of the medium being used. We reserve the word 
‘handwriting’ exclusively for writing by hand. 
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shape of letters so that they can focus directly on the formulating process (Cochran-
Smith, 1991; MacArthur, 1988). Computer writing also offers children better 
opportunities for editing the text (cf. Dalton & Hannafin, 1987; Morocco & Neuman, 
1986; Grejda & Hannafin, 1992; Strömqvist, 1998). Another consideration in favor of 
writing on the computer is that the quality of the handwriting in which a text is written 
often affects a reader’s judgment of the text as a whole (Chase, 1986).  
There are, however, also findings that advocate the use of handwriting over 
computer writing during the early years of literacy development. Cunningham and 
Stanovich (1990) found in their study that writing by hand had greater effects on the 
improvement of spelling words than typing had. Berninger et al. (1998) reported 
similar findings for relatively simple CVC words. So far, however, research on the 
development of computer writing in children has been extremely scarce. It is therefore 
interesting to compare the development of handwriting with that of computer writing 
so that both the benefits and disadvantages of these two methods of written expression 
can be identified.  
 
1.3 Computer-Supported Spelling Instruction 
In most languages that use an alphabetical system spelling is more difficult than 
reading (Bosman & Van Orden, 1997). Nevertheless, compared to the amount of 
research on the acquisition of reading skills, the topic of spelling acquisition has 
always been more or less neglected (Perfetti, 1997; Venezky. 1980). This is somewhat 
surprising, considering that of all North American adults with learning difficulties 
65% lack sufficient spelling skills. In comparison, arithmetic and handwriting 
constitute problems for only 47% and 33% of the population respectively. For this 
reason, extensive and systematic research with respect to effective spelling instruction 
appears justified. The fact that most readers judge a text not only with respect to the 
quality of its content and style but also concerning the spelling makes it even clearer 
how important effective spelling instruction is (Graham, 1999).    
Written languages in the western world have developed from an ideographic 
system, where concepts are represented in a more or less concrete fashion, into an 
alphabetical system, in which each distinguishable sound of a word (i.e., phonemes) is 
represented by a relatively arbitrary symbol, namely, a grapheme (Gelb, 1973). In an 
alphabetic system, spelling is effectively the encoding of phonemes into graphemes 
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and reading the decoding of graphemes into phonemes. What is characteristic for 
most alphabetic languages is the more or less systematic relationship between sounds 
(phonemes) and letters (graphemes). Finnish and Spanish are examples of languages 
that have a rather consistent relationship between phonemes and graphemes. In these 
languages, sounding out each phoneme and subsequently decoding them into their 
corresponding graphemes will produce the right spelling in most cases. For example, 
the spoken English word [mæt] and its Dutch counterpart [mt] are both spelled 
MAT, each according to their own prototypical sound-spelling relationships. 
However, both in English and in Dutch (as well as in almost all other alphabetical 
languages) for most spellings there is usually more involved than the simple encoding 
of phonemes into graphemes. And although the Dutch language is relatively 
consistent with respect to its grapheme-to-phoneme relationships, it has many 
ambiguities and inconsistencies in the relationships between phonemes and 
graphemes. This means that learning to spell in Dutch requires the memorization of 
the orthography of initially hundreds and later on thousands of words. In many cases 
no other means than simply rote rehearsal is at the disposal of the learner.  
Written Dutch broadly comprises two types of words: Indigenous words and 
borrowings. Indigenous words are words that already existed when the Germanic 
language group was still a unity. Borrowings or loan words enter(ed) the Dutch 
language from other languages like Latin, Greek, Celtic, English, French, German, 
Italian, Spanish, Arabic, Hebrew (see for more details, Bosman, de Graaff, & Gijsel, 
2006). The psycholinguistically important difference between indigenous and loan 
words is that indigenous words are spelled according to prototypical Dutch phoneme-
grapheme relationships, whereas loan words are composed of atypical or inconsistent 
Dutch phoneme-grapheme relationships. The reason is that loan words retained the 
original spelling and often also its pronunciation. Bosman and Mekking (2005) used 
the CELEX-database (Baayen, Piepenbrock, & van Rijn, 1993) and established that 
about 15% of Dutch words are loan words. 
Apart from the borrowings another group of words that causes many problems 
for Dutch spellers is a group of indigenous words with an ambiguous phoneme-
grapheme relationship. An ambiguous phoneme-grapheme relationship refers to the 
fact that particular phonemes can be represented by more than one grapheme. 
However, only one of usually two grapheme options is correct. An example of a 
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Dutch word with an ambiguous phoneme-grapheme relationship is the word ‘Bij’ 
(bee), because the phoneme [i] has two possible graphemes, the EI and the IJ. 
Another example is the phoneme [u], which actually corresponds with four 
different graphemes, AU as in AU (ouch), AUW as in BLAUW (blue), OU as in 
FOUT (error), and OUW as in VROUW (woman). An example in the English 
language where the speller has to choose from a set of homophonic graphemes is the 
phone [i]. In this particular case there are at least five different graphemes for the 
phone, EE as in SLEEP and EA as in HEAP, Y as in ENTRY, EY as in KEY, and IE 
as in CHIEF (Bosman & Van Orden, 1997).  
From the previous, it becomes clear that practice is essential for good spelling 
skills which justifies the search for effective spelling-instruction strategies. Usually, 
when writing a text writers produce the spelling of words from memory. Empirical 
research which involved practicing the spelling of words from memory yielded higher 
spelling gains than a training in which the to-be-written words remained visible (e.g., 
Bosman & de Groot, 1992; Roberts & Ehri, 1983; van Leerdam, Bosman & Van 
Orden, 1998). The ambiguity with respect to phoneme-grapheme relationships does 
not pertain to all phonemes in the word; most often, there is only one ‘difficult-to-
spell’ part in a word. This has led to the suggestion that merely practicing the difficult 
or ambiguous part of the word suffices to learn a word’s spelling. However, research 
indicates that practicing the entire word is more effective than just practicing the 
ambiguous part  (e.g., Bosman & de Groot, 1992; Bosman & van Leerdam, 1993; van 
Leerdam et al., 1998). The word context in which the ambiguous phoneme is 
embedded presents essential cues for the disambiguation of the ambiguous part of a 
word’s spelling (Bosman & Van Orden, 1997). 
Within the scope of this dissertation and in reference to our earlier statements 
about personalized feedback it is interesting to explore the possible role of the 
computer within the field of spelling instruction. It is not yet clear whether 
handwriting is more beneficial than the use of the computer keyboard. Cunningham 
and Stanovich (1990) showed handwriting to be superior to the computer keyboard in 
first graders when learning new spellings, whereas other research has shown that the 
computer appears to be an appropriate tool for the enhancement of spelling 
performance (Torgerson & Elbourne, 2002, for English, and van Daal, van der Leij, & 
Geervliet-van der Hart, 1989; van Daal & Reitsma, 2000, for Dutch studies). Perhaps 
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even readily available tools such as spelling checkers or more specialized software 
could prove to be great assets to spelling instruction.  
 
1.4 Computer-Supported Composition 
There is more to the process of learning to write than ‘simply’ learning how to 
encode speech in print. When writing, one needs a different selection and organization 
of concepts and ideas than would be necessary for spoken language. The process of 
learning to write also includes working with larger text structures and the notion how 
to use sentences as a textual unit in texts. For such a unit of text to be considered a 
‘sentence’, it is required that certain demands of internal integration and a specific 
structure in the larger text are met (cf. Hunt, 1970; Kress, 1994). So far, research has 
shown that at first children’s writing is characterized by the single use of main 
clauses. Subordinating constructions were only used after several years (Verhoeven, 
et al, 2002). Furthermore, the ability to use conjunctions also increases over the years 
(McClure & Steffensen, 1985). The latter study also makes clear that subordinating 
devices are more difficult than coordinating devices and that there was a relationship 
between the use of conjunctions and literacy level. In general, research has shown that 
from primary school to university the competence to use complex sentences increases 
over time (e.g., Leadholm & Miller, 1992; Ragnarsdóttir, Aparici, Cahana-Amitay, 
van Hell, & Vigué-Simon, 2002; Ravid, van Hell, Rosado, & Zamora, 2002; Savage 
& Fallis, 1988; Scott, 1988). 
During their school career children hardly receive explicit writing education. 
Although children do write stories or expository text, they are neither taught nor do 
they receive feedback about the appropriate structural features (Graham, Harris, Fink-
Chorzempa, & MacArthur, 2003). Particularly throughout the first years of primary 
school, the feedback on children’s writing products mostly focuses on the legibility of 
handwriting and on spelling. This focus on spelling is also rather convenient because 
the spelling of words can be scored objectively. Judging sentence construction and 
particularly the content of a text is a more subjective process. To evaluate written 
narratives in scientific experiments, a tool often chosen is a panel of independent 
raters (e.g., Dalton and Hannafin, 1987).  
Research has shown that writing instruction can be beneficial for normally 
developing children (Graham & Harris, 2000) and children with learning difficulties 
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(Graham, et al., 1991; McArthur & Graham, 1987). Because of the inter-individual 
differences in literacy skill it is likely that particularly in the complex area of 
composition individual guidance is of paramount importance since individual 
guidance is relatively time-consuming and complicated for a single teacher in normal 
classroom conditions. A computer program, with a reasonable amount of ‘literacy 
intelligence’, able to ‘read’ text and capable of providing comments on all aspects of 
discourse, could be rather useful in these situations, particularly in addition to normal 
instruction. Such a program could also be a great asset for pupils who require more 
attention from a teacher due to learning difficulties (van Daal & van der Leij, 1992). 
Because the development of a computer program with even a limited number of 
possibilities would be rather complex, much more so than a spelling-instruction 
program for example, and therefore costly, it is necessary to examine whether such a 
device would in fact be more effective than for example a regular word-processing 
program. It is very well possible that the latter condition is just as effective as a result 
of a process of what is known as ‘implicit learning’.  
Implicit learning refers to situations in which a person learns about the structure 
of stimuli in their environment without the intention to do so, and such that it is 
usually hard to express what exactly this knowledge structure is (Berry, 1997; Reber, 
1993). One of the clearest examples of implicit learning is the fact that most native 
speakers of a language are perfectly capable of producing grammatically correct 
sentences, while at the same time they are unable to explain why a particular sentence 
is grammatical or not. Explicit learning, on the other hand, is intentional and goals 
determine what will be learned. Moreover, the person is usually capable of expressing 
the acquired knowledge structure. Because most of what people learn appears 
incidental rather than intentional, there is common agreement among psychologists 
that models about human learning should incorporate the notion of implicit learning. 
A number of studies have provided strong evidence for the frequent occurrence and 
efficacy of implicit learning in various situations, including literacy instruction (Kemp 
and Bryant, 2003; Pacton, Perruchet, Fayol, & Cleeremans, 2001; Steffler, 2004). 
All in all, this complex unexplored area of literacy learning will prove to be a 
rather interesting for future research. At first, however, the research into composition 
will be of an exploratory nature both because of its complexity and the fact that it is as 
yet relatively unexplored. 
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1.5 The Present Thesis 
The present study goes into the acquisition of writing by children in the early 
grades of primary school in the Netherlands and the possible roles in which a 
computer with the appropriate software could aid in this process. An attempt will be 
made to find an answer to the following research questions: 
1. What are the differences between writing by hand and writing with a computer? 
2. How can children’s spelling abilities be optimally trained in a computer-supported 
writing environment? 
3. How can the writing ability of children be improved by means of guided feedback 
from the computer? 
 
The following four chapters are devoted to studies designed to answer these 
questions. Chapter two focuses on the development of handwriting versus computer 
writing. The study described in this chapter was developed to compare the computer 
as a writing tool with the more ordinary paper-and-pencil tools. For this purpose, a 
group of forty children who were in Grade 1 at the beginning of the study were 
followed for a period of two years. During these two years there were four moments 
of measurement. During each of these measurements, the children wrote a story by 
hand and in addition also typed a story. What makes the study described in this 
chapter special is the fact that in addition to recording the actual writing/typing 
products also the process of producing the texts was recorded. For this purpose special 
hard- and software was used. By using an xyz-digitizer tablet in combination with the 
OASIS-software package (de Jong et al., 1996), it was possible to obtain a very 
accurate insight in the production process of the written texts. To examine the process 
of typing with a similar level of detail, Scriptlog (Strömqvist & Malmsten, 1998) was 
used. The latter program records the moment in time of each keystroke during the 
typing process. Additionally to these pause time data, we also focus on the texts 
themselves and an attempt is made to explain the relevant factors that contribute to 
text production at an early age. It is important to note that, in contrast to the other 
studies described in this dissertation, in this study no intervention in the form of any 
experimental training was undertaken. 
In Chapter three, the focus is on assessing the use of a spelling checker as an 
effective spelling instruction tool for children who were in Grade 2. For this purpose 
we compared a computer version of the ‘visual dictation’ method that is highly 
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regarded for its effectiveness with an exercise that used a spelling-checker-like 
interface as a means to give feedback about one’s spelling. In case of the spelling-
checker condition, feedback was restricted to information concerning the correctness 
of the word that was spelled, whereas in the visual-dictation condition students were 
presented with the correct model, which enabled them to check their own spellings. 
Both exercises used software that was specifically programmed for the experiment. 
In Chapter four, we take a closer look at the effectiveness of the spelling checker 
function found in the most commonly used word processor as a spelling instruction 
tool.  Specifically, we looked at the additive value of the spelling suggestions 
provided by the spelling checker in addition to the mere indication of the 
incorrectness of a word. Furthermore, the effect of implicit learning during a spelling 
training was investigated by comparing a condition in which no spelling feedback was 
given at all with the two conditions where feedback was given by the spelling 
checker. The participants of this experiment were also second graders. 
In Chapter five, we explore de possible usefulness of multimedia support on 
children’s writing by investigating the effects of the placement of texts on the Internet 
and of the provision of different forms of computer generated feedback on their 
writing. The former factor, placement of stories on the Internet, is mainly interesting 
with respect to the motivation to write. As stated in the above, apart from examining 
the effects of placing the stories on the Internet we’ll also examine the effects of the 
provision of different forms of feedback. In this chapter, we will not only focus on 
feedback on spelling but also on feedback on sentence construction and narrative. For 
this purpose, a rudimentary story-production environment was developed. To get an 
approximation of a more advanced story-writing environment with computer-
generated intelligent feedback, the experimenter simulated the ‘intelligent part’ of the 
program. An important question in this study was whether such extensive feedback 
would be adequate or perhaps too overwhelming for a pupil. Furthermore, this study 
examined the effectiveness of direct versus postponed feedback. The children who 
participated were again second graders. 
The final chapter presents a general discussion of the findings of the present 
study together with our final conclusions and their implications for literacy 
instruction. The limitations of our study will also be discussed as well as 
recommendations for further research. 
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 2. Handwriting and Computer Writing in the Early Grades of 
Primary School* 
 
Abstract 
In this study, both quantitative and qualitative aspects of computer-typed 
stories were compared to those of handwritten stories. Over a period of 
one and a half years, a group of 39 children who were in Grade 1 at the 
beginning of the study produced eight stories each. Each child wrote half 
of the stories and typed the other half on the computer. By using special 
software, all time-related aspects of the story-production process were 
recorded in addition to the actual text of the stories. The written stories 
were much longer than the ones produced on the computer, but no 
significant differences were found in the number of spelling errors or in 
the quality of the stories. Furthermore, more in-depth analysis of the data 
showed that for young inexperienced pupils the process of writing a story 
differs substantially from the process of typing a story. 
2.1 Introduction 
In learning to write, children need to develop sufficient fluency in order to 
prevent the production of written words to interfere with the process of composing 
text. Most children learn to write by hand without much difficulty during their first 
few years in school. Some children, however, are less successful in mastering 
handwriting skills (e.g., van Galen, Portier, Smits-Engelsman, & Schomaker, 1993). 
For them, learning to write is a difficult and sometimes even frustrating process that 
could affect their motivation for writing, which in turn hampers the learning process 
even more. Previous research on handwriting development in children has focused on 
the reproduction of letterforms, bigrams, words, sentences, and text. Generally, in the 
early grades of primary school, a firm progress in handwriting from irregular and 
unsteady to regular and consistent is evidenced. In the upper elementary grades, a 
leveling off of handwriting quality and an increase of writing speed can be seen (cf., 
Berninger, Fuller & Whitaker, 1996; Graham & Weintraub, 1996). 
Learning to write involves much more than the ability to encode speech in print. 
Registers of written language require a different selection and organization of ideas 
than those of oral language. In learning to write, the child learns how to deal with 
                                                
* Part of this chapter is based on a presentation held in Phoenix at the 2003 conference of the 
International Graphonomics Society and was published in H. L. Teulings & A. W.  A. van Gemmert 
(Eds.), Connecting sciences using graphonomic research (pp. 187-191). Nijmegen: International 
Graphonomic Society, NICI. 
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larger text structures and with the sentence as a new syntactic unit. For a unit of text 
to be considered a ‘sentence’, it must meet the demands of internal integration and a 
specific structure in the larger text (cf., Hunt, 1970; Kress, 1994). Empirical studies 
have shown that children’s early writing is characterized by an almost exclusive 
coordination of main clauses. Subordinating constructions appear only towards the 
end of grade school (Verhoeven, Aparici, Cahana-Amitay, van Hell, Kriz, & Rosado, 
2002). Furthermore, McClure and Steffensen’s (1985) study of the ability to use 
conjunctions in a sentence-completion task revealed that performance increased with 
grade level, with subordinating devices being more difficult than coordinating 
devices. They also found that students’ use of conjunctions was related to their 
literacy level. Various studies have shown that school-age children and adolescents 
show an increasing competence in the usage of more complex sentences in the course 
of their school career (e.g., Leadholm & Miller, 1992; Ragnarsdóttir, Aparici, 
Cahana-Amitay, van Hell, & Vigué-Simon, 2002; Ravid, van Hell, Rosado, & 
Zamora, 2002; Savage & Fallis, 1988; Scott, 1988). Generally, the teaching of writing 
remains highly implicit. Children are asked to write stories or expository text without 
being taught about the appropriate structural features (Graham, Harris, Fink-
Chorzempa, & MacArthur, 2003), despite the fact that various studies have shown 
that writing instruction can be beneficial for normally developing children (Graham & 
Harris, 2000) and children with learning difficulties (Graham, et al., 1991; McArthur 
& Graham, 1987). 
In the last 10 years, with the advancement in technology, there has been an 
unprecedented increase in the presence of computers and multimedia in education. An 
important educational question is how the presence of the computer in the classroom 
affects the writing process. The computer has a clear advantage for children whose 
handwriting is not developing properly as a result of a physical handicap or dyspraxia 
(e.g., D’Odorico & Zammuner, 1993; MacArthur, 1988). A more interesting issue, 
however, is whether the computer is also more advantageous for novice writers with 
developing reading and spelling skills. Writing with the computer circumvents one 
important cognitive aspect of the beginning writing process that may not yet be 
automated, namely retrieving and producing the shape of letters. Using the computer 
keyboard requires to only recognize the letter shape (a recognition process rather than 
a reproduction process) represented by a key on keyboard. While trying to write a 
story, the focus of the cognitive process can be directed at the process of formulating 
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sentences and the story line (Cochran-Smith, 1991). Moreover, computer writing also 
offers children better opportunities for editing text (cf., Dalton & Hannafin, 1987; 
Grejda & Hannafin, 1992; Morocco & Neuman, 1986; Strömqvist, 1998).  
Whatever the medium, a great deal of variation in writing performance in 
primary school has been reported (cf. Hashemi, 1998; Pontecorvo, 1997). From a 
theoretical point of view, it is still unclear how the processes involved in handwriting 
and computer writing are being regulated over the school years. The development of 
new tools opens new perspectives for the study of computer writing (see Strömqvist, 
1998; Strömqvist & Wengelin, 1999) and handwriting (de Jong, Hulstijn, Kosterman, 
& Smits-Engelsman, 1996). However, no attempt has been made so far to arrive at a 
comparative account of the processes that are involved in handwriting versus 
computer writing. In the present study, the individual variation in handwriting and 
computer writing performance of children throughout primary school will be 
examined. In the present study, two issues will be researched:  
1. Are there differences in the processes of handwriting and computer writing in the 
first two grades of primary school? 
2. To what extent can individual variation in handwriting and computer writing 
ability in primary school be explained from relevant child characteristics? 
 
 With regard to the first question an extensive analysis will be made of 
children's handwriting and computer writing process using samples of handwritten 
and computer written stories. Children did their handwriting on an electronic writing 
tablet connected to a computer and controlled by the program OASIS (de Jong et al., 
1996), and their computer writing on a computer using the program Scriptlog (see 
Strömqvist & Malmsten, 1998); both set-ups registered the on-line writing process. 
We assessed the quality of children's writing with the linguistic coding schema 
developed in previous research (van Hell & Verhoeven, 2000) to obtain detailed 
estimation of the lexical, syntactic, semantic, and pragmatic quality of written texts. 
The children’s texts typed on the computer were compared with texts that were 
written with a pencil regarding quantitative aspects like text length, word production 
rate, the production rate of unique words, and the proportion of misspelled words. The 
judgments of a panel of four primary school teachers, the technical quality and 
richness of children’s stories were used to assess story quality. Furthermore, the 
software packages also provided us with the necessary tools for analyzing temporal 
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aspects (i.e., pause duration between words and sentences) of children's writing. We 
assume pause-time duration to be an indication of cognitive load (cf., Chanquoy, 
Foulin, & Fayol, 1990; 1995). Apart from the distinction between the written and 
typed stories we will also make a distinction between function words and content 
words. Function words are words of a ‘closed class’ such as pronouns, articles, 
conjunctions, quantifiers and prepositions, whereas content words are words of an 
‘open class’ such as nouns, verbs, adjectives, and adverbs. Segalowitz and Lane 
(2000) found faster naming times for function words than for content words, which 
they attributed to word predictability and word familiarity. Based on this literature we 
expect the pause times before the function words to be generally shorter, because they 
are usually more familiar and more predictable. 
With respect to the second question, the individual variation in handwriting and 
computer writing was investigated. A multiple-factor approach was applied to explain 
the individual variation in writing performance over time, taking into account 
important learner variables, namely, cognitive ability, short-term memory, 
handwriting and typing proficiency, and word decoding ability.  
 
2.2 Method 
2.2.1 Participants 
Thirty-nine children (20 girls; 19 boys), aged between 6 and 7 years, 
participated in the present study.  At the beginning of the study they were all in Grade 
1 of regular schools, and at the time of the experiment, they had about six months of 
reading and writing instruction. At the end of the experiment, one and a half years 
later they had had about 20 months of reading and writing instruction. Half of the 
children were from a school that was located in an area populated by people with an 
average to high socio-economical status. The rest of the children were from a school 
located in an area predominantly populated by people with a lower socio-economical 
status. During the experiment the children’s reading ability was assessed on each 
moment of measurement using the ‘Drie Minuten Toets’ [Three Minutes Test] 
(Verhoeven, 1993). The test consists of three separate A4-sized cards that are 
different with respect to word difficulty. Children are instructed to read out loud as 
many words as possible during one minute. Children start with the easiest card, which 
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only contains CVC words. The second card contains one-syllable words with complex 
consonant clusters, and the third and most difficult card contains multi-syllabic words. 
The children’s working memory was also assessed on each moment of 
measurement by using the number-naming task of the ‘Kaufman Assessment Battery 
for Children’ (Kaufman & Kaufman, 1983). In this test, children have to repeat series 
of numbers of increasing length that the experimenter reads out to them. The 
handwriting ability of the children was also assessed on each moment of 
measurement. For this purpose, the ‘Beoordelingslijst voor Handschriften van 
Kinderen’ [Assessment Method for Children’s Handwriting] (Hamstra-Bletz, de Bie 
& den Brinker, 1987) was used. In this test, children have to copy a few lines of text 
in their normal handwriting during a time span of five minutes. Afterwards their 
handwriting was evaluated on a number of dysgraphical characteristics. The number 
of letters they produced was also scored.  
After the final moment of measurement, the Raven Colored progressive 
Matrices test (Raven, Court, & Raven, 1956) was used to asses children’s non-verbal 
intelligence. During each moment of measurement the children received some brief 
typing instruction. The typing instruction consisted of having them copy a few lines of 
text by using the computer keyboard. During this copying task, the experimenter 
assisted the children when they could not find a specific key or when they made an 
error that they had not noticed. The experimenter had the children make some 
predefined modifications when they finished copying the text. This was done to 
instruct them in making corrections in typed texts. To assess the typing skills after this 
short period of instruction, they had to copy a few lines of text, as quickly as possible, 
by using the computer keyboard. 
2.2.2 Apparatus and Materials 
During the study a laptop computer was used to collect and store the stories. 
Children did their handwriting on an electronic writing tablet connected to the 
computer and controlled by the program OASIS (De Jong et al., 1996). A WACOM 
UD-1218_RE xyz-digitizer-tablet and a special pen (NICI 156) were used in 
combination with the OASIS software package to transfer the written stories to the 
computer. The typed stories were collected by means of Scriptlog, a program 
specially designed to record the identity and temporal aspects of keystrokes on a 
computer-keyboard (see Strömqvist & Malmsten, 1998). These two programs make it 
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possible to register the on-line writing process in the writing and the typing condition. 
The children’s texts typed on the computer are compared with texts that are written 
with a pen on paper on quantitative aspects like word production rate, the production 
rate of different words, and the percentage of misspelled words. The software 
packages also provide us with the necessary tools for analyzing a temporal aspect 
(i.e., pause duration between words and sentences) of children's writing.  
 A few lines of text, printed on paper, were used to train the children’s typing 
skills. A few other lines of text were used to test their typing skills. Furthermore, two 
picture stories, each consisting of eight pictures, were used as stimuli for the 
children’s stories. The picture stories were part of the Story Telling Task of the Dutch 
Language Test for Children (Verhoeven & Vermeer, 2001).  
2.2.3 Procedure 
Each child who participated in the study had to write four stories by hand and 
had to type four stories. Four of these stories where written by hand with a pen on a 
piece of paper, whereas the other four were typed on the computer by using a 
keyboard. The stories were written during four moments of measurement during the 
first two years of primary grade. At the first moment of measurement the children had 
had about 6 months of writing instruction. At the second moment of measurement 
they had had 9 months of reading and writing instruction, while at the third moment 
this was increased to 12 months. And at the fourth and final moment of measurement 
they had had 19 months of reading and writing instruction. During the first and 
second moment of measurement the children were in Grade 1 (March and June, 
respectively) and during the third and fourth period of measurement they were in 
Grade 2 (December and June, respectively). 
During each moment of measurement, a child wrote a story and typed another 
story on the computer; each condition took about half an hour. Testing all children in 
one moment of measurement lasted approximately one month. It took this long, 
because of limited resources: Only one computer was available and testing time was 
confined to mornings only. The order of both story production methods was 
determined randomly for each child separately. We anticipated that producing two 
stories in one session would be too tiresome for the children and therefore each story 
was produced in a separate session. Generally, the two sessions were presented one or 
two weeks apart from each other. Before the children started writing or typing a story 
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they were shown one of the picture stories and were instructed to write or type their 
own story about it. They were explicitly told that the length of the story they were 
about to write did not matter and that it also did not matter if they were unable to 
finish the story due to lack of time. It was emphasized, that it was their story so they 
were free to write whatever they liked. After these instructions the children were 
allowed to work on the story for about 15 to 20 minutes, depending on the school 
time-table. After finishing each story, the children were given a small present (i.e., a 
sticker). 
2.2.4 Statistical Analyses 
Analyses of variance with repeated measures were undertaken to examine the 
development of writing abilities across the four moments of measurement. Therefore, 
the production and processing differences between handwritten and typed stories with 
respect to the following variables were compared: story length, syntactic features, 
production speed, spelling, and story quality. All variables in these analyses were 
within-subjects variables and treated as repeated measures. Note, if not stated 
otherwise univariate tests were used, and when sphericity could not be assumed (as 
indicated by a significant value of Mauchly’s test) Greenhouse-Geisser correction was 
applied, resulting in adjusted numbers of degrees of freedom. In case of a significant 
main effect of the variable moment of measurement, Bonferroni-corrected post-hoc 
analyses were performed to test for differences among the four conditions. 
In addition, Structural Equation Modeling (SEM) was used using the Amos 
software package (Arbuckle & Wothke, 1999) in order to evaluate the underlying 
abilities in writing and computer writing and their precursors. First of all, to assess the 
main underlying abilities in writing in grade 1 and 2, confirmatory factor analysis was 
conducted while including all handwritten and typed stories in the two grades. As a 
next step, structural equation was used to evaluate the development of handwriting vs 
typing across the four moments of measurement while taking into account the 
predictive value of Raven nonverbal intelligence, short-term memory, speed of 
writing/typing, handwriting dysfluency and word decoding ability as independent 
variables. Both cross-sectional and longitudinal effects were included in the design of 
the structural models. The factor Time was considered fixed in the sense that variables 
later in time cannot be presumed to influence variables earlier in time. The relevant 
estimates and tests of significance were calculated using maximum likelihood 
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analysis. The fit of the model was then evaluated in a chi-square analysis and using a 
number of goodness of fit indices: GFI (goodness of fit index), AGFI (adjusted 
goodness of fit index), NFI (normed fit index), and RMSEA (root mean square error 
of approximation). According to both Jaccard and Wan (1996) and Hu and Bentler 
(1999), fit is satisfactory when the GFI, AGFI, and NFI are greater than .90 and the 
RMSEA is lower than .08. Given that the significance of a chi-square test also 
depends on sample size, the value of the chi-square statistics is not decisive. 
 
2.3 Results 
2.3.1 Differences in Handwriting vs Computer Writing 
Story Length 
Table 1 depicts the means and standard deviations of the numbers of words for 
the writing and typing condition on the four moments of measurement. It can be seen 
that much more words are produced in the writing condition as compared with the 
typing condition. In both conditions the number of words is more or less constant in 
first grade and gradually progresses in second grade. 
Table 1. Means and Standard Deviations of the Total Number of Words in the Writing 
and Typing Conditions on the Four Moments of Measurement  
Moment of measurement   Writing Typing 
March-Grade 1 52.1 (21.2) 32.9 (15.6) 
June-Grade 1 49.7 (15.5) 31.9 (12.5) 
December-Grade 2 55.9 (18.3) 43.0 (18.8) 
June-Grade 2 59.7 (23.3) 47.5 (20.5) 
 
To evaluate the effects of the writing vs. typing condition on story length, a 2 
(condition: writing vs. typing) X 4 (moment of measurement: March-Grade 1 vs. 
June-Grade 1 vs. December-Grade 2 vs. June-Grade 2) analysis of variance was used 
on the total number of words in the stories. The main effect of condition was 
statistically significant, F(1, 38) = 111.40, p < .001, η² = .75. Fewer words were 
produced in the typing condition (M = 38.8, SD =13.0) than in the writing condition 
(M = 54.4, SD = 14.7). The main effect of moment of measurement was also 
significant, which indicated that with increasing reading and writing experience 
children produced more words in their stories, F(2.36, 89.60) = 11.43, p < .01, η² = 
.23. The means and standard deviations of the four moments of measurement were: 
M1 = 42.5, SD1 =15.6, M2 = 40.8, SD2 = 11.8, M3 = 49.4,  SD3 = 16.2, and M4 = 
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53.6, SD4 = 20.2, respectively. Story length was stable between March-Grade 1 and 
June-Grade 1 (p = 1.00), and significantly increased between June-Grade 1 and 
December-Grade 2 (p < .001), and was again stable between December-Grade 2 and 
June-Grade 2 (p = .50). The interaction between story production condition and 
moment of measurement was not significant, which indicated that the pattern of 
increase in number of words was similar in both conditions, F(3, 114) = 1.54, p = .21, 
η² = .04.  
 
Syntactic Features 
Table 2 depicts the means and standard deviations of the numbers of clauses for 
the two conditions on the four moments of measurement. Larger numbers of clauses 
are shown in the writing condition as compared with the typing condition. Only a 
small increase in numbers of clauses is evidenced in the two conditions over the 
moments of measurement.  
 
Table 2. Means and Standard Deviations of the Total Number of Clauses in the 
Writing and Typing Conditions on the Four Moments of Measurement  
Moment of measurement   Writing Typing 
March-Grade 1 10.0 (4.1) 7.0 (4.1) 
June-Grade 1 9.1 (3.0) 6.6 (2.7) 
December-Grade 2 10.4 (3.9) 8.4 (4.1) 
June-Grade 2 11.0 (3.8) 9.0 (3.6) 
 
To assess the effect of the two conditions on syntactic features, a 2 (condition: 
writing vs. typing) X 4 (moment of measurement: March-Grade 1 vs. June-Grade 1 
vs. December-Grade 2 vs. June-Grade 2) analysis of variance was used on the average 
number of clauses in the stories. The main effect of condition was significant, F(1, 
38) = 63.36, p < .01, η² = .63. There were more clauses in the written (M = 10.1, SD = 
2.6) than in the typed (M = 7.7, SD = 2.5) stories. The main effect of moment of 
measurement was also significant, F(3, 114) = 6.34, p < .01, η² = .35. The means and 
standard deviations of the four moments of measurement were: M1 = 8.5, SD1 =3.8, 
M2 = 7.8, SD2 = 2.3, M3 = 9.4  SD3 = 3.3 and M4 = 10.0, SD4 = 3.2, respectively. 
But the interaction between moment of measurement and condition was not 
significant, F(3, 114) = .80, p = .50, η² = .06. The number of clauses in both the 
written and typed stories was stable between March-Grade 1 and June-Grade 1 (p = 
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1), and significantly increased between June-Grade 1 and December-Grade 2 (p < 
.01), and was again stable between December-Grade 2 and June-Grade 2 (p = 1.00). 
Table 3 presents the means and standard deviations for the length of clauses in 
the two conditions on each moment of measurement. The numbers turn out to be 
highly similar in the two conditions over the four moments of measurement. 
 
Table 3. Means and Standard Deviations of the Average Clause Length in the Writing 
and Typing Conditions on the Four Moments of Measurement  
Moment of measurement   Writing Typing 
March-Grade 1 5.1 (1.0) 5.1 (2.3) 
June-Grade 1 5.3 (1.1) 4.8 (0.9) 
December-Grade 2 5.2 (0.8) 5.1 (0.9) 
June-Grade 2 5.3 (0.8) 5.4 (1.8) 
 
Another 2 (condition: writing vs. typing) X 4 (moment of measurement: March-
Grade 1 vs. June-Grade 1 vs. December-Grade 2 vs. June-Grade 2) analysis of 
variance was used on the average clause length in the stories. Neither the main effect 
of condition, F(1, 38) = 1.55, p = .22, η² = .04, nor the main effect of moment of 
measurement, F(2.54, 96.7) = .93, p .42, η² = .02, reached significant levels. The 
interaction between condition and moment of measurement was also not significant, F 
(2.61, 99.25) = 1.38, p = .25, η² = .04. Thus, average clause length did not increase or 
decrease between the first and last measurement and the clause length was not 
different in the two conditions.  
  
Production Speed 
 In order to examine children’s production speed, the production rate of all the 
words in the stories was assessed. In addition, the production rate of unique words 
was analyzed. Finally, the pause times between individual words was evaluated. 
 
Word Production Rate. Table 4 presents the means and standard deviations of the 
production rate in the two conditions on each moment of measurement. 
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Table 4. Means and Standard Deviations of Word Production Rate in the Writing and 
Typing Conditions on the Four Moments of Measurement  
Moment of measurement   Writing Typing 
March-Grade 1 5.2 (2.2) 2.3 (1.1) 
June-Grade 1 5.7 (2.4) 2.4 (1.1) 
December-Grade 2 7.0 (2.8) 3.2 (1.4) 
June-Grade 2 8.8 (3.0) 4.0 (2.0) 
 
In order to examine the role of writing vs. typing on the production speed we 
conducted a 2 (condition: writing vs. typing) X 4 (moment of measurement: March-
Grade 1 vs. June-Grade 1 vs. December-Grade 2 vs. June-Grade 2) analysis of 
variance on the average number of words produced per minute. A significant main 
effect of condition was evidenced, F(1, 38) = 208.43, p < .001, η² = .85. Fewer words 
were produced in the typing condition (M = 3.0, SD = 1.1) than in the writing 
condition (M = 6.7, SD = 2.0). The effect of the moment of measurement was also 
statistically significant, F(1.78, 67.61) = 48.32, p < .001, η² = .56.  The means and 
standard deviations on the four moments of measurement were: M1 = 3.8, SD1 = 1.5, 
M2 = 4.1, SD2 = 1.6, M3 = 5.0, SD3 = 1.6 and M4 = 6.4, SD4 = 3.2, respectively. 
 Because of the significant interaction between condition and moment of 
measurement, F(2.16, 81.96) = 6.73, p < .01, η² = .15, we analyzed the effects of 
moment of measurement for the two conditions separately. The main effect of 
moment of measurement in the writing condition was F(1.77, 67.19) = 29,92, p < 
.001, η² = .44. The number of words produced per minute in the written stories 
increased significantly at each moment of measurement; from March-Grade 1 to June-
Grade 1 (p < .05), from June-Grade 1 to December-Grade 2 (p < .02), and from 
December-Grade 2 to June-Grade 2 (p < .001). The main effect of measurement in the 
typing condition was F(2.47, 93.73) = 24.13, p < .001, η² = .39. The number of words 
produced per minute in the typed stories was stable from March-Grade 1 to June-
Grade 1 (p = 1.00), but started to increase significantly from June-Grade 1 to 
December-Grade 2 (p < .01), and continued to do so from December-Grade 2 to June-
Grade 2 (p = .05). 
 
Production Rate of Unique Words. Table 5 presents the means and standard 
deviations of the production rates of unique words for the two conditions on the four 
moments of measurement.  
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Table 5. Means and Standard Deviations of the Production Rate of Unique Words for 
Both Conditions on the Four Moments of Measurement.  
Moment of measurement   Writing Typing 
March-Grade 1 3.3 (1.4) 1.7 (0.8) 
June-Grade 1 3.7 (1.7) 1.6 (0.6) 
December-Grade 2 4.2 (2.2) 2.1 (0.8) 
June-Grade 2 5.5 (1.9) 2.6 (1.2) 
 
A subsequent 2 (condition: writing vs. typing) X 4 (moment of measurement: 
March-Grade 1 vs. June-Grade 1 vs. December-Grade 2 vs. June-Grade 2) analysis of 
variance was used on the average number of unique words produced per minute. The 
effect of the condition was statistically significant, F(1, 38) = 153.77, p < .001, η² = 
.80. In the typing condition fewer unique words (M = 2.0, SD = 0.7) were produced 
per minute than in the writing condition (M = 4.2, SD = 1.3). The main effect of 
moment of measurement, F(2.03, 77.12) = 33.65, p < .001, η² = .47 was significant. 
The means and standard deviations were: M1 = 2.5, SD1 =0.9, M2 = 2.7, SD2 = 1.0, 
M3 = 3.1, SD3 = 1.2 and M4 = 4.0, SD4 = 1.3, respectively. The interaction between 
condition and moment of measurement was also significant, F(2.13, 81.09) = 5.04, p 
< .01, η² = .12. This qualifies both main effects. To investigate the difference in 
production rate of unique words between the writing and the typing condition, 
separate analyses on the moment of measurement variable were performed. The main 
effect of moment of measurement in the written stories was significant, F(2.05, 77.94) 
= 18.01, p < .001, η² = .32. The number of unique words produced per minute only 
started to increase significantly between December-Grade 2 to June-Grade 2 (p < .05). 
The main effect of measurement in the typing condition was F(2.49, 94.63) = 22.29, p 
< .001, η² = .37. The number of unique words produced per minute in the typed 
stories was stable from March-Grade 1 to June-Grade 1 (p = 1.00), but started to 
increase significantly from June-Grade 1 to December-Grade 2 (p < .01), and 
continued to do so from December-Grade 2 to June-Grade 2 (p < .05). 
 
Pause Times. In this analysis, we added a third within-subjects variable, namely 
word type. Pause times were assessed for function words and content words, 
separately. Table 6 presents the means and standard deviations of the pause times for 
function and contend words for the two conditions on the four moments of 
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measurement. Additionally Figures 1 and 2 depict the mean pause times for the two
types of words in the writing and typing condition.
Table 6. Means and Standard Deviations of the pause times for function and content
words for Both Conditions on the Four Moments of Measurement.
Moment of measurement/ Word
type
Writing Typing
March-Grade 1
Function words 1141 (655) 9131 (3433)
Content words 1326 (658) 8302 (3745)
June-Grade 1
Function words 1168 (444) 11266 (3440)
Content words 1625 (805) 8286 (3229)
Dec.-Grade 2
Function words 1329 (564) 8095 (4970)
Content words 1669 (917) 7267 (4536)
June-Grade 2
Function words 1784 (683) 6532 (3432)
Content words 2014 (680) 5745 (1888)
Figure 1. Mean pause length before function and content words as a function of
moment of measurement for the writing condition
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Figure 2. Mean pause length before function and content words as a function of
moment of measurement for the typing condition
A 2 (condition: writing vs. typing) X 4 (moment of measurement: March-
Grade 1 vs. June-Grade 1 vs. December-Grade 2 vs. June-Grade 2) X 2 (word 
category: function words vs. content words) analysis of variance was executed on the
pause times before the words. The main effect of condition was significant, F (1, 38)
= 232.19, p < .01, �� = .86. The pause times in the writing condition (M = 1507, SD =
80) were generally shorter than in the typing condition (M = 8078, SD = 2517). The
main effect of word category was also significant, F (1, 38) = 6,12, p < .02, �� = .14.
Because of the significant interaction between condition and word category, this
results requires qualification, F (1, 38) = 14.00, p < .01, �� = .27. The means revealed 
that in the writing condition, pause time before function words (M = 1355, SD = 647)
were shorter than for the content words (M = 1659, SD = 556), whereas in the typing 
condition pause time before function words (M = 8756, SD = 4736) were longer than 
for content words (M = 7400, SD = 3182). There was also a significant interaction 
between condition and time, F (2.12, 80.57) = 9.93, p < .01, �� = .21. In the writing 
condition pause times increased over time, whereas in the typing condition pause
times decreased over time. The three-way interaction between condition, moment of
measurement and word category was not significant, F (2.27, 86.32) = 1.80, p = .17,
�� = .05.
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Spelling 
Table 7 presents the means and standard deviations of the proportions of 
spelling errors in the two conditions on the four moments of measurement.  
 
Table 7. Means and standard deviations of the proportion of spelling errors in the two 
conditions on the four moments of measurement.  
Moment of measurement   Writing Typing 
March-Grade 1 0.29 (0.13) 0.36 (0.42) 
June-Grade 1 0.23 (0.11) 0.25 (0.32) 
December-Grade 2 0.19 (0.13) 0.20 (0.14) 
June-Grade 2 0.16 (0.09) 0.18 (0.14) 
 
To determine the role of writing versus typing on spelling a 2 (condition: writing 
vs. typing) X 4 (moment of measurement: March-Grade 1 vs. June-Grade 1 vs. 
December-Grade 2 vs. June-Grade 2) analysis of variance was used on the proportion 
of misspelled words in the stories. The main effect of condition was not significant, 
F(1, 38) = 1.63, p = .21, η² = .04, indicating that the proportions of misspelled words 
in writing condition and in the typing condition did not differ statistically. The main 
effect of moment of measurement was significant, F(1.93, 73.33) = 10.58, p < .01, η² 
= .22. The means and standard deviations of the four moments of measurement were: 
M1 = 0.33, SD1 = 0.23, M2 = 0.24, SD2 = 0.19, M3 = 0.20, SD3 = 0.11 and M4 = 
0.17, SD4 = 0.11 respectively.  The interaction effect between condition and moment 
of measurement was not significant, F(1.72, 65.35) = .44, p = .62, η² = .01. The 
number of spelling errors decreased significantly between March-Grade 1 and 
December-Grade 2 (p < .005) and no further decrease during the last moment of 
measurement (June-Grade 2) was visible in the two conditions. 
 
Story Quality 
To assess the quality of the written and typed stories, all stories were judged by 
a panel of four jurors who had experience as primary school teachers. The jurors were 
unaware whether a story they were about to evaluate was a written or a typed story, 
because the written stories were all typed out for them. It was also impossible to see 
for a juror who the author of a story was and on which moment of measurement the 
story was produced. The jurors had to mark all stories on seven criteria, using a five 
point scale, where one was the lowest possible score and five the highest. The seven 
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criteria where: clearness, originality, correctness of grammar, punctuation, sentence 
complexity, story complexity, correctness of spelling. A reliability analysis of the 
rating list revealed a Cronbach’s alpha of .85.  
In addition, a factor analysis, with VARIMAX rotation, was conducted. The 
factor analysis resulted in the identification of two factors. The factor loadings are 
presented in Table 8.   
 
Table 8. Factor Structure of the Subjective Criteria.  
Criteria Narrative quality Technical quality 
Story complexity .92 .26 
Sentence complexity .87 .33 
Originality .86 .17 
Correctness of spelling .17 .87 
Correctness of grammar .33 .83 
Punctuation .18 .71 
Clearness .59 .70 
 
The first factor, ‘narrative quality’, consisted of the following variables: 
Originality, sentence complexity, and story complexity. The second factor, ‘technical 
quality’, consisted of the following variables: Clearness, correctness of grammar, 
punctuation, and correctness of spelling. The first factor accounted for 54% of the 
total variance whereas the two factors combined accounted for 72% of the total 
variance.  
To assess the inter-rater reliability of the two factor scores, an intra-class-
correlation analysis was carried out on both factors. According to the criterion of 
Cicchetti (2001) the intra-class correlations of .85 on narrative quality (307 
comparisons, for 4 raters), and .92 on technical quality (308 comparisons, for 4 raters) 
can both be considered excellent. In subsequent analyses, the two factor scores will be 
used as indices for the narrative quality and technical quality of the children’s stories. 
 
Narrative Quality. Table 9 presents the means and standard deviations of the scores on 
narrative quality in the two conditions on the four moments of measurement.  
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Table 9. Means and Standard Deviations of the Scores on Narrative Quality.  
Moment of measurement  Writing Typing 
March-Grade 1 2.5 (0.7) 2.3 (0.8) 
June-Grade 1 2.7 (0.7) 2.5 (0.6) 
December-Grade 2 2.8 (0.7) 2.9 (0.7) 
June-Grade 2 3.1 (0.7) 3.0 (0.9) 
 
 To study the effect of the writing versus the typing condition on the narrative 
quality a 2 (condition: writing vs. typing) X 4 (moment of measurement: March-
Grade 1 vs. June-Grade 1 vs. December-Grade 2 vs. June-Grade 2) analysis of 
variance was used on the mean score of the variables that constituted the factor 
narrative quality. The main effect of condition was significant, revealing a higher 
overall narrative quality in the writing condition (M = 2.8, SD = 0.5) than in the 
typing condition (M = 2.7, SD = 0.6), F (1,38) = 5.65, p < .05, η² = .13. The main 
effect of moment of measurement was also significant, F (2.58, 97.90) = 17.14, p 
<.01, η² = .31. The means and standard deviations of the four moments of 
measurement were: M1 = 2.4, SD1 = 0.6, M2 = 7.8, SD2 = 0.6, M3 = 2.9, SD3 = 0.6 
and M4 = 3.0, SD4 = 0.7, respectively. But because of the significant interaction 
effect both main effects required qualification, F(3,36) = 3.64, p < .05, η² = .23. It 
appeared that on both moments of measurement in Grade 1 narrative quality was 
significantly higher in the writing condition (March-Grade 1: t (38) = 2.60, p < .05 
and June-Grade 1: t (38) = 2.22, p < .05), whereas on the two moments of 
measurement in Grade 2, narrative quality was not statistically different between the 
two conditions (December-Grade 2: t (38) = 1.40, p = .17, and June-Grade 2: t (38) = 
1.11, p = .28). 
 
Technical Quality. Table 10 presents the means and standard deviations of the scores 
on technical quality in the two conditions on the four moments of measurement. 
 
 Table 10. Means and Standard Deviations of the Scores on Technical Quality. 
Moment of measurement   Writing Typing 
March-Grade 1 2.1 (0.6) 2.2 (0.9) 
June-Grade 1 2.5 (0.7) 2.8 (0.8) 
December-Grade 2 2.6 (0.7) 3.0 (0.8) 
June-Grade 2 2.9 (0.7) 3.2 (0.8) 
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To investigate the effect of the two conditions on technical quality a 2 
(condition: writing vs. typing) X 4 (moment of measurement: March-Grade 1 vs. 
June-Grade 1 vs. December-Grade 2 vs. June-Grade 2) analysis of variance was used 
on the mean scores of the variables that constituted the factor technical quality. A 
significant main effect of condition was found, F(1,38) = 28.64, p < .01, η² = .52 and 
this revealed that the technical quality of the typed stories (M = 2.8, SD = 0.7) were 
better than that of the written stories (M = 2.5, SD = 0.6). The main effect of moment 
of measurement was also significant, F(2.50, 95.13)= 41.56 p < .01, η² = .77. The 
respective means and standard deviations were: M1 = 2.2, SD1 = 0.7, M2 = 2.7, SD2 
= 0.7, M3 = 2.8, SD3 = 0.7 and M4 = 3.0, SD4 = 0.7, respectively. The interaction was 
not significant, F(1,36)= 1,80, p = .17, η² = .13. The scores on the factor technical 
quality increased significantly between March-Grade 1 and June-Grade 1 (p < .001), 
marginally significant between June-Grade 1 and December-Grade 2 (p < .07), and 
again significantly between December-Grade 2 and June-Grade 2 (p < .02). 
 
2.3.2 Individual Variation in Handwriting and Computer Writing 
Towards a General Model for Text Production 
To obtain further insight in the general pattern of the data a factor analysis was 
performed on the data. To increase the statistical power of this analysis, each written 
and each typed story was treated as a separate case resulting in 312 (8 stories X 39 
students)  rather than 39 cases were included in the factor analysis. Because of a 
limited number of missing values (4.7%) an estimate was made of these missing 
values by using the EM algorithm missing value analysis in the SPSS software 
package.  
The factor analysis was executed with the following variables: Total number of 
words produced in a story, number of full stops, number of letters, number of clauses, 
narrative quality, technical quality of a story, median pause time before function 
words, median pause time before content words, average number of unique words 
added to the story per minute, and proportion of misspelled words in a story. This 
analysis resulted in the identification of the following four factors: ‘Overall story 
quality’, ‘Production speed’, ‘Technical quality’ and ‘Clause length’. The factor 
clause length was only composed of the variable clause length itself. These factors 
were implemented into a model, which was tested by means of confirmatory factor 
Handwriting and Computer Writing  
41 
analysis using the Amos software package (Arbuckle & Wothke, 1999). The model is 
depicted in Figure 3.  
 
 
Figure 3. Model of relationships between the different skills that contribute to story 
writing. 
 
The fit of the model was then evaluated using Structural Equation Modeling 
(SEM). The following numbers give an indication of the fit of the model (n = 312): χ² 
(39)= 113.43, p < .01, gfi = .94, agfi = .90, nfi = .97, rmsea = .08. According to the 
criteria proposed by Jaccard and Wan (1996) and Hu and Bentler (1999), the fit of the 
present can be called good.  
After this analysis, the fit of the model was tested for both conditions separately 
in one single test with the restriction that all loads were equal to the model described 
in the above. This resulted in the following indications of fit (n = 156): χ² (86)= 
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240.41, p < .01, gfi = .88, agfi = .82, nfi = .94, rmsea = .08. The model was tested 
again but now the loads were allowed to vary. This resulted in the following 
indications of fit (n = 156):  χ² (78) = 203.25, p < .01, gfi = .90, agfi = .83, nfi = .95, 
rmsea = .07. The fit of this model can again be called good. The increase in fit of this 
last model in which the loads are allowed to vary is significant compared to the 
restricted model (∆χ² (8) = 37.16, p = .001). 
Modeling handwriting vs typing development 
As a next step, an attempt was made to design models for handwriting and 
typing separately in which children’s development was taken into account. The 
separate observed variable of clause length was discarded from these analyses. In the 
same models, the independent variables of Raven nonverbal intelligence, short-term 
memory, speed of writing/typing, handwriting dysfluency, and word decoding ability 
were also incorporated. 
Figure 4 presents the final model of the relationships between the different skills 
that contribute to story production in the writing condition and their relationships over 
time.  
 
 
Figure 4. Model of relationships between the different skills that attribute to story 
production, in the writing condition and their relationships over time 
 
When the model for the writing condition was tested by means of SEM, this 
resulted in the following indications of fit (n = 39): χ² (74) = 90.57, p < .1, gfi = .80, 
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agfi = .67, nfi = .77, rmsea = .08. This fit can be called reasonable. It can be seen that 
the longitudinal relationships for the underlying factors of general story quality, 
technical story quality and production speed is moderate to high. Writing speed 
appeared to have a great impact not only on the children’s story production speed but 
also on general story quality. Handwriting dysfluency turns out to be an important 
negative predictor of the quality of technical aspects in the stories. Furthermore, 
children’s word reading was a moderate predictor technical quality and production 
speed. The independent factors of Raven and short-term memory showed no impact 
on children’s writing development. 
Figure 5 presents the final model of relationships between the different skills 
that attribute to story production in the typing condition and their relationships over 
time.  
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Figure 5. Model of relationships between the different skills that attribute to story 
production, in the typing condition and their relationships over time. 
 
When the model for the writing condition was tested by means of SEM, this 
resulted in the following indications of fit (n = 39): χ² (74) = 90.57, p < .1, gfi = .80, 
agfi = .67, nfi = .77, rmsea = .08. This fit can be called reasonable. It can be seen that 
the longitudinal relationships for the underlying factors of general story quality, 
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technical story quality and production speed is moderate to high. Writing speed 
appeared to have a great impact not only on the children’s story production speed but 
also on general story quality. Handwriting dysfluency turns out to be an important 
negative predictor of the quality of technical aspects in the stories. Furthermore, 
children’s word reading was a moderate predictor technical quality and production 
speed. The independent factors of Raven and short-term memory showed no impact 
on children’s writing development. 
 
2.4 Conclusions and Discussion 
2.4.1 Handwriting vs Computer Writing 
The present study makes clear that in the first two years of formal literacy 
education, children’s writing shows a substantial increase in length, processing speed, 
spelling accuracy, and story quality. The distinction between handwriting and typing 
abilities shows that despite the fact that striking differences in task performances 
emerge the writing products in the two conditions show remarkable similarities as 
well. With respect to text length, we see that the children produced much longer texts 
in the handwriting condition as compare with the typing condition. This is true for the 
average number of words (word tokens) as well as the average number of unique 
words (word types), and the average number of clauses produced by the children. 
With the child’s progression of age, the texts become longer but this is true for both 
conditions. It is interesting to note that clause length in the two conditions is about the 
same. That means that the size of the basic units for writing in both conditions is 
highly similar.  
Furthermore, substantial differences in the temporal characteristics of writing in 
the two conditions were found. Overall, the production rate for both word types and 
word tokens was much higher in the handwriting condition than in the typing 
condition. This finding may be due to the cognitive load resulting from lack of 
automaticity in orthographic-motor integration so that beginning writers do not have 
sufficient resources to accomplish the more demanding aspects of computer writing 
(cf. Christensen, 2004). With progression of age, the differences in writing speed 
tended to get smaller. There was also a great deal of variation with respect to the 
length of pauses during the writing process. Overall, pause length was much larger in 
the typing condition as compared with the handwriting condition. It is interesting to 
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note that the developmental pattern was different in the two conditions. There was a 
clear tendency for pause length to increase in the handwriting condition and to 
decrease in the typing condition as children get more experienced. Moreover, the 
relative size of the pause length for content words and function words were different 
in the two conditions. In the handwriting condition, pauses tended to be larger before 
content words, and in the typing condition before function words. It can tentatively be 
concluded that planning works out differently in the two conditions. In the 
handwriting condition, a level of automaticity in writing highly frequent function 
words may lead to additional planning time within clause boundaries, that is, before 
content words, whereas in the typing condition it takes much more effort to produce 
words, because of the children’s’ relative unfamiliarity with the keyboard, which may 
lead to a clause-by-clause typing strategy. More research is needed to unravel the 
implications of the cognitive load of computer writing on the temporal flow of text 
production (for a first serious attempt, see Sullivan & Lindgren, 2006). 
Our results seem to indicate that differences in the speed of writing do not 
necessarily lead to differences in story quality. With respect tot spelling, we see an 
enormous drop in the proportion of errors throughout the first two grades.  In the 
beginning of first grade, the proportion of errors being made is slightly larger in the 
typing condition. However, later on this is no longer the case. With regard to the 
linguistic quality of the stories being judged by jurors, we found even better 
judgments for the texts being typed. The same jurors judged the richness of the stories 
to be higher for the written than for the typed stories during first grade, but in the next 
grade the judgments for the written and typed stories tended to be more or less equal. 
The overall conclusion of this part of the study is then that despite the fact that 
children write longer texts with greater speed during handwriting, they show similar 
proportions of spelling errors and similar levels of story quality during computer 
writing in the early grades. It can thus be concluded that the higher cognitive load of 
computer writing does not prevent children from producing good quality stories. This 
result is in line with previous data on the effects of computers on student writing 
(Goldberg, Russell & Cook, 2003). 
 
Chapter 2 
46 
2.4.2 Individual Variation in Handwriting vs Computer Writing 
Our analysis of the individual variation of the writing data showed that the same 
factors underlie children’s writing processes in the two conditions. Three factors 
emerged along with a separate variable of clause length: Overall quality of writing, 
technical quality of writing, and writing speed. Longitudinal analyses of writing data 
showed that in the writing condition these three factors turn out to be quite stabile in 
the course of time. Furthermore, three fluency measures showed up as the relevant 
predictors of the children’s handwriting development. The first one is writing speed, 
which appeared to be an important predictor of not only the speed of the writing 
process but at the same time of the overall quality of the products of writing. The 
second predictor was handwriting fluency. The more fluent children are in 
handwriting at the beginning of first grade the better the technical quality of their 
written stories. The final predictor is the children’s word decoding score, which 
predicts both the speed of writing and the technical quality of the texts. 
The children’s development of typing measures showed less stability over time. 
Only in second grade stable relationships between typing abilities over time emerged. 
As was the case with the prediction of handwriting abilities, the development of 
typing abilities turned out to be highly predicted by the fluency measure, typing 
speed. The children’s speed of typing not only predicted their production speed during 
actual text typing, but also the technical and overall quality of their stories.  
The data from the present study showed striking commonalities in handwriting 
and typing development. Processing speed, technical form and narrative quality can 
be seen as important underlying factors of both handwriting and typing during the 
first two grades of primary school. Given the fact that the development of handwriting 
proceeds faster than that of typing, it can be assumed that the cognitive load of typing 
is larger as compared with handwriting. However, schooling seems to play a role as 
well. Handwriting is a school-based skill with specific curricula being followed 
starting in first grade. Typing, on the other hand, is not. It can be seen as a self-
teaching device, which may be a part of school practice, but without– in the vast 
majority of cases - being formally taught.  
Both handwriting and typing processes turned out to be highly dependent on text 
fluency. This is in line with previous findings from cognitive research on early 
literacy processes demonstrating the importance of lexical representations as a major 
source of individual differences in reading and writing tasks (e.g., Coltheart, Curtis, 
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Atkins, & Haller, 1993; Kress, 1994). In line with the lexical quality hypothesis, it can 
be concluded that children’s writing abilities are primarily supported by their 
knowledge of words, including the precision of the individual’s representation of 
orthography, phonology and meaning, as well as the sheer number of known words 
(Perfetti & Hart, 2001). 
2.4.3 Practical Implications 
The present study has some practical implications. The fact that there is a great 
deal of variation among students starting from the very beginning in grade 1 and the 
finding that the writing of stories is highly dependent on lower-order text fluency 
skills calls for action. Given the fact that writing expression problems may stem from 
an inability to spell words, the explicit training of spelling abilities can be 
recommended (cf., Berninger, Vaughan, Abbott, Brooks, Abbott, Reed, 1998; Kress, 
1993). Kindergarten instruction should be designed to provide practice with the sound 
structures of words, the recognition and writing of letters, and an understanding of the 
alphabetic principle. Children’s attention should be directed to the phonological 
structure of their language and to the connections between phonemes and spellings. 
Initial literacy instruction should focus on the structure of words. Explicit instruction 
and practice should be designed to encourage children to spell out spoken words, 
confirm the identities of new written words, and identify words primarily via attention 
to their letter-sound relationships. In addition, children should be given abundant 
opportunities to read to achieve fluency. It is only by providing opportunity to written 
language that children can make the transition from the slow cognitively-demanding 
spelling of individual words to the effortless production of words in context (cf., 
Snow, Burns & Griffin, 1998).  
 The present study also makes clear that some keyboard skills are essential for 
computer writing to be effective. The relatively low levels of typing skills we found at 
the beginning of formal literacy instruction shows that the extent to which children 
can use a computer keyboard for writing is only minimal. The present study also 
shows that although typing skills are far from advanced they progress during literacy 
development over the grades. Once children become reasonably competent at typing 
on the keyboard, computer writing can be seen as a relevant medium for improving 
the quality of writing in the early grades. This helps children to evaluate writing as a 
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social process and allows them to show their writing products in a computer-
supported writing environment (cf., Baker & Kinzer, 1998). 
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 3. Spelling Feedback in an ICT-Learning Environment: Issues 
of Proficiency, Training Efficiency, and Transfer∗ 
Abstract 
This study was designed to compare the effectiveness of two different 
forms of feedback on spelling performance of Dutch Grade-2 students, 
that is, knowledge-of-results and informational feedback. In the 
knowledge-of-results feedback condition the speller is told that the word 
is spelled incorrectly, whereas in the informational feedback condition the 
speller is told what is spelled incorrectly. Three main questions were 
investigated. One, to what extent does the nature of feedback affect 
students with good and poor spelling skills differently? Two, does the 
nature of feedback affect various forms of spelling difficulties differently? 
Three, is training efficiency differentially affected by the nature of 
feedback? The results showed that both feedback conditions were equally 
effective in teaching students the spelling of words, irrespective of 
spelling level and spelling difficulty. Both feedback conditions led to a 
similar level of transfer to a set of new words, the effect being stronger in 
good than in poor spellers. Transfer was best on analogy spellings, 
followed by rule-based, and worst on idiosyncratic spellings. The poor 
spellers learned the spelling of words more efficiently in the 
informational-feedback condition than in the knowledge-of-results 
condition, whereas for the group of good spellers efficiency was equally 
large in both conditions.  
3.1 Introduction 
Previous research has shown that at least six aspects of a spelling training 
determine its effectiveness. Spelling words from memory yielded higher spelling gains 
than a training in which words remained visible (e.g., Bosman & de Groot, 1992; 
Roberts & Ehri, 1983; van Leerdam, Bosman & Van Orden, 1998). Practicing the 
entire word rather than the ambiguous phoneme-grapheme part is also more effective 
(e.g., Bosman & de Groot, 1992; Bosman & van Leerdam, 1993; van Leerdam et al., 
1998). The word context in which the ambiguous phoneme-grapheme relationships is 
embedded, presents essential cues for its disambiguation (Bosman & Van Orden, 
1997). There is also consensus about the fact that the word has to be produced using 
bodily kinematics, whether it be handwritten or typewritten (for a discussion on 
Orton-Gillinghams’s multi-sensory technique, see Hulme & Bradley, 1983). The 
discussion regarding the question whether handwriting is more beneficial than the use 
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of the computer keyboard is undecided. Cunningham and Stanovich (1990) and 
Berninger et al. (1998)) showed that handwriting was superior to the computer 
keyboard in first graders, whereas Stainthorp (1997) and Vaughn, Schumm, and 
Gordon (1993), found equal benefits of handwriting and keying words in using a 
computer for a group Grade-2 students, and learning-disabled children. Overlearning, 
that is, learning until a perfect command of the spelling of a set of words is reached, is 
yet another component of an effective spelling training (Gerber, 1986). The value of 
learning until 100% correct is achieved is probably that at the end of the training 
students are exposed to correct models only.  
The role of immediate feedback as opposed to delayed feedback is also crucial 
for effective spelling instruction in students with (e.g., Kearney & Drabman, 1993; 
Kulik & Kulik, 1988) and in students without spelling disabilities (e.g., Gettinger, 
1993). Delayed feedback occurs when students receive the corrections of their 
spelling exercises hours, days, or even weeks after they have finished their exercise or 
test. Research has shown that particularly in a spelling training this kind of delayed 
feedback is not as effective as immediate feedback (Harward, Allred, & Sudweeks, 
1994; Kearny & Drabman, 1993; Murphy, Hern, Williams, & McLaughlin, 1990). 
The positive effect of immediate feedback is probably because exposure to incorrect 
spellings depresses spelling performance in the short and in the long term (Brown, 
1988; Dixon & Kaminska, 1997; Jacoby & Hollingshead, 1990). Finally, self-
correction also appears an important factor in learning to spell (e.g., Murphy et al. 
1990; Vaughn et al., 1993). Inspecting the word one has just written and correcting it 
when necessary not only provides immediate feedback on the accuracy of spelling the 
word, but is also an important step in the development of self-monitoring skills (cf., 
Reid & Harris, 1993). 
Thus, important clues for effective spelling instruction have been known for a 
while, but at the same time some aspects have not been resolved yet. A salient and 
highly important one is the role of the nature of feedback. For example, it is unknown 
whether feedback affects the learning of good and poor spellers differentially or 
whether it influences training efficiency and knowledge transfer differently. The 
present study was designed to provide insights in these issues.    
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3.1.1 ICT and Spelling 
There is no doubt that computers provide an effective additional tool in teaching 
spelling (see for a meta-analysis, Torgerson & Elbourne, 2002). The current training 
was developed in an ICT-learning environment that enabled students to practice the 
spelling of words without the presence of a human tutor. Students were presented with 
spoken words (pronounced by the computer), which they were asked to spell using the 
computer keyboard. Feedback was provided in one of two ways. One feedback 
condition, “knowledge of results”, merely indicated whether or not the word was 
spelled correctly. In case of an incorrect spelling, they were asked to try again. After 
four attempts, the student was presented with the correct spelling, without being asked 
to try to spell the word again. We do not know of any empirical study that 
investigated the effectiveness of this type of feedback. The other feedback condition, 
“informational feedback”, was tailored after a visual-dictation procedure that has been 
proven successful in previous studies with normally achieving students and students 
with learning difficulties (van Hell, Bosman, & Bartelings, 2003; van Leerdam et al., 
1998). If, in this condition students had made a mistake, they were presented with the 
correct spelling of the word. After they had studied the spelling for a few seconds, it 
was removed from vision, and they were asked to try again. Fitzgerald, Fick, and 
Milich (1986) showed that a visual-dictation procedure on the computer was as 
effective as the more traditional write-and-check procedure. The spelling-training 
program contained all six aspects that appear to be required for effective spelling 
instruction; further details of the program will be presented in the Method section. 
3.1.2 Knowledge of Results Versus Informational Feedback 
The distinction between ‘knowledge-of-results feedback and ‘informational 
feedback’ is a common one in the literature (e.g., Cohen, 1985; Geis, 1986; van der 
Linden, 1998). In case of knowledge of results, students receive information whether 
the response or answer that has been provided is correct or not. This kind of feedback 
generally provides students with relatively limited information regarding the 
underlying knowledge structure. In the present study, students were told that the 
spelling they had produced was either correct or incorrect; only after four attempts 
were they presented with the correct model, without the need to correct their wrong 
spelling. Informational feedback does provide the learner with at least some 
information as to what is wrong. Informational feedback can have several different 
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forms: Presenting the right answer, referring to a definition, repeating a specific part 
of the instruction, pointing out the rule that should be applied, providing a new textual 
explanation, a demonstration, or a combination of these forms. In our study, we 
provided the speller with the correct model immediately after they had made their first 
incorrect attempt at spelling the word, which enabled the student to determine the 
error in their spelling and correct it as well. 
Informational feedback is generally more effective than just providing 
knowledge-of-results feedback (Bangert-Drowns, Kulik, Kulik, & Morgan, 1991, 
Cohen, 1985), but there are situations in which informational feedback can in fact be 
detrimental. For example, when it does not add to the students’ knowledge base or 
when it slows down the instruction and learning process (Cohen, 1985). Moreover, a 
more limited form of feedback may be more beneficial in case of retention and 
transfer (Sims-Knight & Upchurch, 2001). Generally, however, it is believed that only 
a small number of students with high-cognitive capabilities are able to benefit from a 
more limited form of feedback. According to Geis (1986) and van der Linden (1998), 
informational feedback is particularly effective for students who have little pre-
knowledge. It is therefore an interesting question whether or not students with 
relatively good spelling skills are actually capable of using the information provided 
in the more limited feedback condition. Knowledge-of-results feedback may elicit a 
more active learning style in the good speller that enhances the students’ involvement 
in the task, whereas in the poor spellers this task might just be too taxing, causing 
them to learn less than in a condition that provides the location of the error as in 
informational feedback. 
3.1.3 Knowledge Transfer 
Any proper training brings about learning the materials that have been studied. 
Efficient training, however, also leads to learning beyond the materials studied when 
the knowledge base has a shared underlying knowledge structure. Training programs 
that allow students to generalize their knowledge acquired during training to new 
materials are highly valued. Research has shown that (spontaneous) transfer is 
remarkably uncommon in many domains of academic learning (e.g., Boeckaerts & 
Simons, 1995; Ellis, 1992). It has been argued that students first need to acquire 
transfer strategies before they are able to put their generalization skills into practice 
(Griffin, 1995; O’Sullivan & Pressley, 1984).  
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The present study also investigated whether different feedback conditions affect 
incidental learning of spelling differently. Incidental learning is reminiscent of 
implicit learning, which refers to a situation in which a person learns about the 
structure of stimuli in their environment without the intention to do so, and in such a 
way that it is usually hard to express what exactly this knowledge structure is (Berry, 
1997). Thus, the learner has no real intention to learn, it simply happens.  Effects of 
implicit learning are visible on transfer items. Implicit learning in the domain of 
spelling is presented by Steffler (2001) and Kemp and Bryant (2003) in English, and 
Pacton, Perruchet, Fayol, and Cleeremans (2001) in French. Bosman, van Hell, and 
Verhoeven (in press) showed that young Dutch students with and without learning 
difficulties were capable of generalizing spelling knowledge they had acquired to 
materials not studied.  
Two important findings related to implicit learning are relevant in the present 
context. One, implicit learning shows smaller population variance than explicit 
learning, thus fewer individual differences are expected in case of implicit-learning 
tasks (Reber, Walkenfeld & Hernstadt, 1991). Two, implicit learning is, unlike 
explicit learning, largely unrelated to measures of high-level cognitive functioning 
(Reber et al., 1991). This suggests that differences between good and poor spellers are 
more prominently visible on explicitly learned words, and diminished or absent on 
novel words (i.e., words not studied). 
3.1.4 Dutch orthography 
As said, transfer is limited to a knowledge base with a shared underlying 
knowledge structure. Thus, with respect to orthography, transfer can only occur on 
words that share a particular spelling structure. In Dutch spelling curricula, analogy 
spellings are an example of a set of words that share a spelling structure. Analogy 
spellings refer to grapheme-phoneme relationship in words that are not prototypical 
Dutch, and at the same time they are shared by a larger set of words. For example, the 
initial phonemes [sj] in CHOCOLADE [chocolate] and in CHANTAGE 
[blackmail] have identical initial graphemes CH. Students who become aware of the 
fact that particular phoneme-grapheme relationships belong to one category, may use 
their skill to apply analogy reasoning to determine the spelling of a word that contains 
a similar aspect. 
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Another example of a set of Dutch words that share knowledge structure are 
‘rule-based’ spellings (e.g., Bosman, 2005). These words require the acquisition and 
application of a set of spelling rules. For example, the Dutch phoneme [a] can be 
spelled with either AA or A; the word [pal] is spelled PAAL (pole), whereas its 
plural [paln] is spelled PALEN. This is the result of a spelling rule that states that 
vowels in open syllables reduce to one (see for details Bosman, de Graaff, & Gijsel, 
2006). Mastering this rule is one of the major tasks of Dutch students in Grade 2. 
A third set of words, spellings with ambiguous phoneme-to-grapheme 
relationships, do not share spelling structure. These spellings are idiosyncratic, 
because there is no way to deduce the proper grapheme for a particular phoneme, 
other rote memorization. Many Dutch words contain ambiguous phoneme-grapheme 
relationship. Often, a phoneme has at least two and sometimes even four different 
graphemes. For example, the Dutch word [sus] (sauce) contains the phoneme 
[u], this phoneme has four different graphemes OU, AU, OUW, and AUW. The 
proper spelling is SAUS. Generally, most words only contain one or two ambiguous 
phoneme-grapheme relationships, leaving the remaining phonemes consistent in their 
sound-letter spelling. An English example is the phoneme [i], which spelled EE as 
beer and EA as in fear.  
These spelling categories are not based on exhaustive linguistic principles, but 
are rather the result of experience from educational practice. These spelling categories 
were used in the present experiment for two reasons. One, all students were familiar 
with these types of spelling categories, and therefore have a high level of ecological 
validity. Second, they allowed us to study the differential effects of transfer. Only 
analogy and rule-based spellings are expected to reveal a transfer effect. Students may 
incidentally learn about the rule underlying some of the spelling aspects or detect 
analogies in new words, because these spelling difficulties share an underlying 
structure. It is unlikely, however, that transfer will occur on words with ambiguous 
phoneme-grapheme relationships because each new word with an ambiguous 
phoneme-grapheme relationship is a case of its own.  
3.1.5 Spelling Proficiency 
Spelling is a more difficult skill to master than reading (Bosman & Van Orden, 
1997), and students who appear to read relatively adequately may still be atrocious 
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spellers, whereas the opposite is rarely seen (e.g., Frith, 1980). In what respect do 
good spellers differ from poor spellers? Radebaugh (1985), for example, showed that 
good spellers had a larger set of strategies available than poor spellers. Unlike poor 
spellers, who mainly used phoneme-to-grapheme conversion, good spellers also 
applied breaking down the words in larger units and they said that they also used 
visual imagery. Note that good spellers do not necessarily have a better visual-
sequential memory per se, only when it concerns verbal materials (Giles & Terrell, 
1997). Gerber (1984), however, maintains that contrary to widely held opinion, 
spelling errors of students with spelling difficulties are not qualitatively different, they 
simply make more errors (see also, Bosman & Van Orden, 1997; Kamhi & Hinton, 
2000). 
More and more researchers acknowledge that the same phonological deficit that 
underlies poor reading is responsible for poor spelling (e.g., Perfetti, 1997; Kamhi & 
Hinton, 2000). For reasons explained in Bosman and Van Orden (1997), we believe 
that a mild phonological deficit may affect spelling performance leaving reading 
relatively unaffected, whereas a more severe phonological deficit affects both skills. It 
is therefore not surprising that in a regular classroom more students appear to be 
delayed in spelling than in reading. Although performance differences do (and 
probably always will) exist among students, the main issue for educators is to keep 
these differences to an acceptable level. The scientific question that emerges from this 
is: Do poor spellers require a qualitatively different instructional approach than good 
spellers? This issue has not received a great deal of attention.  
In most studies and for obvious reasons, only poor spellers receive a particular 
treatment, but it precludes an answer to whether an instruction method affects good 
and poor spellers similarly. Gettinger (1993) showed that an error-correction approach 
applied to Grade-3 students, reminiscent of the procedure investigated in the present 
study, yielded substantial effects. It remained unclear, however, whether low-
achieving and high-achieving students benefited equally. Gerber (1986) revealed that 
a similar approach was indeed beneficial for students with learning difficulties (more 
specifically, spelling difficulties). Van Oudenhoven, Siero, Veen and Siero (1982) 
conducted an experiment with Grade-3 students and showed that both high and low 
achieving spellers benefited equally from positive feedback. To add to the knowledge 
regarding effective instruction, the present study was developed to assess the potential 
differential role of feedback in students with good and poor spelling skills. Feedback 
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is an important aspect of proper spelling instruction, but it is unclear what kind of 
feedback is required, and whether or not spelling proficiency interacts with the nature 
of feedback. Informational feedback might be effective in both good and poor 
spellers, whereas good spellers might also profit from a more limited form of 
feedback, like knowledge of results. 
3.1.6 Research Questions 
Three major hypotheses will be put to test each addressing a major aspect of 
learning, that is, training, transfer, and efficiency. The first hypothesis concerned the 
effect of training on words that were learned during the training. Both training 
conditions are expected to enhance spelling performance in second-graders, but more 
so in the informational-feedback condition than in the knowledge-of-results feedback 
condition. As explained above, informational feedback uses more effective feedback, 
and the experiment is carried out with young inexperienced students who are expected 
to particularly benefit from this kind of feedback. However, we expect students with 
good spelling skills to profit from both conditions, whereas students with poorer skills 
are expected to benefit from the informational-feedback condition only, because they 
require qualitatively better feedback. An additional issue that was explored were 
differential effects of training on learning different types of spelling difficulties, that 
is, rule-based spellings, analogy spellings, and spellings with ambiguous phoneme-
grapheme relationships. 
The second hypothesis pertained to the issue of transfer. The first question that 
was put to test was whether transfer occurred at all. If so, it was expected that transfer 
would only occur on words that share an underlying structure, that is, on rule-based 
and analogy spellings, but not on spellings with ambiguous phoneme-grapheme 
relationships. An additional issue was the potential differential effect of spelling level 
on the presence of transfer. 
The third and final hypothesis concerned training efficiency. The program kept a 
logfile of each of the students during training, which made it possible to keep track of 
training development. We expected informational feedback to be more efficient than 
knowledge-of-results feedback. More specifically, we expected more words to be 
studied and fewer attempts needed to spell a word correctly in the informational-
feedback condition than in the knowledge-of-results feedback condition. After all, in 
the former condition students are presented with the correct model, which enables 
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them to find the error on their first attempt, whereas in the latter condition, students 
have to figure out what the error is without the correct model visible, which may 
require more than one trial in the knowledge-of-results feedback condition. The 
differential effect of spelling level will again be investigated. 
 
3.2 Method 
3.2.1 Participants 
Forty Dutch-speaking students (19 girls and 21 boys), with a mean age of 89 
months (SD = 5.1), attending Grade 2 of a regular-primary school in the Netherlands 
took part in this experiment. They all received a spelling pretest. The score on the 
pretest was used to create matched pairs. One of each pair was randomly assigned to 
one of two experimental training conditions, that is, knowledge-of results feedback or 
informational feedback (details below). A t test for independent samples revealed that 
the to two groups did not differ significantly from each other on the pretest, t(38) = -
0.35, p = 0.73. Table 1 (see Results section) lists the scores on the pretest of all 
students who took part in the training and the mean scores of each of the groups. 
3.2.2 Materials and Procedure 
The words that were used for the spelling training were selected from the 
learning materials used in second grade. To ensure that the students knew the meaning 
of these words the ‘Unaniemenlijst alleen Nederlands’ (Kohnstamm, Schaerlaekens, 
de Vries, Akkerhuis, & Froonincksx, 1981) was used. This is a list of Dutch words 
indicating the average percentage of students who know the meaning of a word from 
that list at a particular age. In the training, only words were used of which at least 
ninety percent of the students were expected to know the meaning. Homophones, 
words with multiple spellings were excluded from the stimulus set (a Dutch example 
of a homophone pair is HEI and HIJ, an English example is DEER and DEAR). Only 
words that could be spelled in one way were used in the training. Finally, it was 
required that each word contained at least one spelling difficulty. In this context, a 
spelling difficulty refers to a part of the word in which spelling errors are to be 
expected.  
Based on the selection criteria above, a list of two hundred words was composed 
that was used on the pretest. The set contained words with ambiguous phoneme-
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grapheme relationships, rule spellings, and analogy spellings (see introduction for a 
description of each of the categories). The set of 200 words was divided in two 
randomly constructed lists of 100 words each. One half of the students (one class) was 
asked to write down from dictation the words from List A containing 100 hundred 
words, whereas the other half of the students (the other class) had to write down the 
words from List B which consisted of the other set of 100 words. The test was 
administered in the classroom setting allowing sufficient time to write down each 
word. 
Following this session, each word received a score based on the percentage of 
students who had spelled the word correctly. Subsequently, the words in both lists 
were ranked according to difficulty. The 25 words on which performance was worst 
as well as the 25 words on which performance was best were discarded. This selection 
resulted in a list of 50 words for each class. In a subsequent session, each class 
received the 50 words that were selected on the basis of the performances of the other 
class. Performance on the 50 words selected from the first session and performance on 
the 50 words from the second session resulted in a total number of 100 words, which 
provided the score on the pretest.  
For the training, a spelling-software program (i.e., DICTO) was used that was 
specifically developed for this experiment. DICTO (programmed in Delphi, version 
4.0; Inprise Corporation, 1998), provided two different ways in which spelling could 
be practiced (see below). Four desktop computers were used in the experiment. 
DICTO was installed on four computers that had Windows-95 or a more recent 
version installed. Each computer required a 3.5-inch disk drive, because the program 
automatically made backups of the students’ ‘progress-file’ on both the hard disk and 
the disk drive. Headphones were used during the training so that more than one 
student could work independently in the same room. 
Knowledge-of results feedback. One group of students practiced the spelling of 
the words by means of the ‘knowledge-of-results feedback’ program that was part of 
DICTO. They heard a word through the headphones, which they subsequently had to 
type on the computer. After typing the word, the students were required to press the 
space bar. When the word was typed correctly a small picture with a ‘thumbs up’ 
pictogram was displayed. Then, the computer dictated the next word. When the word 
was typed incorrectly it was colored red. Students could now perform a certain 
number of edit actions in the word. An edit action was defined as a non-alphanumeric 
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keystroke that was preceded by an alphanumeric keystroke. When for example the 
word ‘werd’ had to be corrected into ‘word’ and the student pressed the left arrow key 
four times and the delete key once to place the cursor at the ‘e’ and to delete this letter 
this was counted as one edit action. After two edit actions the student heard the word 
to be typed again. When the word was still not spelled correctly after four edit actions 
the correct word appeared on the screen. After a few seconds the correct word 
disappeared and the student heard the next word to be typed. Note that the student was 
not asked to copy the word after s/he was finally presented with the correct model. 
Informational feedback. This type of feedback constituted another part of 
DICTO. Students also heard a word through their headphones, which they had to type 
on the computer by means of the keyboard. When they were finished typing the word, 
the students pressed the space bar, which resulted in the presentation of the correct 
spelling of the word on the screen below the student’s spelling of the word. The 
students now had to judge whether they had spelled the word correctly or not by 
comparing their own spelling to the correct model. The correct spelling of the word 
was displayed in a different size than the word spelled by the students so that they 
could not simply mentally align both words. When the students had decided that the 
word was typed correctly or not they could acknowledge their choice by selecting one 
of two buttons on the screen with ‘Right’ and ‘Wrong’ displayed on them 
respectively. They selected these buttons by means of the left- and right-arrow-keys 
on the keyboard. By pressing the ‘Enter’ key on the keyboard they confirmed their 
choice. Subsequently the computer notified them whether their judgment was correct 
or not. When the word was spelled correctly the students heard the next word. When 
the word was spelled incorrectly the whole cycle as described in the above was 
repeated again. When the students misspelled the word four times they heard the next 
word.  
Information regarding both feedback conditions. Before the first session, the 
computer randomized the order of all words for each student separately and created a 
‘progress file’ in which the words were saved. During each session, the computer 
started with the word at the top of the list in the working file, working its way down. 
After the first session, the list did not only consist of new words but also of words that 
were not spelled correctly in one attempt during one of the previous sessions. Thus, 
each word that was not spelled correctly in one attempt during one of the previous 
sessions had to be spelled again in a following session. 
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Words that were spelled correctly in one attempt were not presented again in 
any of the following sessions. Incorrectly spelled words were on top of the list, 
maintaining their relative position in the list in regard to other incorrectly spelled 
words and words that the student had not received so far in one of the sessions. Apart 
from the progress file the computer also logged the number of attempts that were 
necessary to spell each word correctly in a session. These logs were stored in a 
separate file. After seven sessions the training ended, regardless of the number of 
correctly spelled words, and irrespective of whether a student had practiced all words 
in the training. The training also ended when a student had practiced all words from 
the list and had typed each word correctly during one of the training sessions. One 
week after the training had finished all 100 words that were selected for the training 
and tested in the pretest were assessed again in a posttest. The same spelling-to-
dictation procedure was used, in which all participating students spelled all 
experimental words in a classroom setting, allowing for sufficient time to write down 
each of the 100 words. 
 
3.3 Results 
Prior to the analyses, each student was assigned a spelling level based on the 
score on the pretest. Students with a score on the pretest between 1 and 19 were 
designated poor spellers (n = 26; 13 in each feedback condition) and students with a 
score on the posttest between 27 and 83 were designated good spellers (n = 14; 7 in 
each feedback condition). Note the gap in pretest scores between good and poor 
spellers. A descriptive statistical analysis showed that the overall mean number of 
practiced words was 43.4 (SD = 31.7, min. = 10, max. = 100; range = 90). This is an 
average of about 7 words per session. The range and standard deviation of the scores 
indicated large differences in performance levels. Only 7 students practiced all 100 
words to perfection (3 in the knowledge-of-results feedback and 4 in the informational 
feedback), and 15 students practiced between 10 and 20 words to perfection (11 in the 
knowledge-of-results feedback and 4 in the informational feedback). Table 1 lists the 
number of words practiced to perfection and the pretest and posttest scores of each of 
the participants. 
The results section consists of four major parts. The first analysis investigated 
the training effect on general performance in pretest and posttest. The second set of 
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analyses concerned the effect of the training on practiced words. The third analyses 
pertained to possible transfer effects, that is, to what extend benefited unpracticed 
words from the training. The fourth and final analyses focused on the efficiency of the 
training. All analyses provide exact significance levels, η², and observed-power levels 
computed using alpha = .05. 
 
Table 1. Number of Practiced Words and Percentages Correct for Each Participant 
on Pre- and Posttest in both Feedback Conditions  
Feedback condition 
Knowledge of Results Informational Feedback 
Student Practiced Pre Post Diff Student Practiced Pre Post Diff 
1 100 83 80 -3 1 69 82 86 4 
2 100 55 85 30 2 100 81 92 11 
3 69 51 81 30 3 100 53 83 30 
4 100 50 81 31 4 100 52 90 38 
5 65 43 71 28 5 76 49 76 27 
6 12 27 44 17 6 38 31 62 31 
7 19 27 35 8 7 57 29 66 37 
8 64 15 52 37 8 47 19 36 17 
9 25 13 28 15 9 34 14 41 27 
10 14 12 29 17 10 38 13 43 30 
11 16 12 24 12 11 19 12 26 14 
12 19 11 15 4 12 31 11 36 25 
13 25 11 35 24 13 100 10 59 49 
14 25 10 21 11 14 44 10 42 32 
15 19 9 18 9 15 27 9 22 13 
16 15 7 12 5 16 10 8 3 -5 
17 15 6 25 19 17 32 7 28 21 
18 15 5 31 26 18 20 6 27 21 
19 13 2 14 12 19 29 3 25 22 
20 18 1 7 6 20 15 3 12 9 
Mean 37.4 22.5 39.4 16.9 Mean 49.3 25.1 47.8 22.7 
SD 32.3 22.3 26.2 10.9 SD 30.8 25.0 27.2 12.7 
Min. 12 1 7 -3 Min. 10 3 3 -5 
Max 100 83 85 37 Max 12 82 92 49 
 
3.3.1 General Training Effects 
This analysis was conducted to investigate the general effect of the training. For 
each participant in both the pretest and the posttest, the number of correctly spelled 
words was computed. Recall that exactly 100 words were used, meaning that absolute 
numbers are also percentages. A 2 (feedback: knowledge-of-results vs. informational) 
X 2 (spelling level: good vs. poor) X 2 (test: pretest vs. posttest) analysis of variance 
was performed on the number of correctly spelled words. Feedback and spelling level 
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were treated as between-subjects variables and test as a within-subjects variable.  The 
mean scores are presented in Table 1.  
The main effect of test was, F(1, 36) = 106.70, p < .0001, η²  = .75, observed 
power = 1.00. A significant increase in general performance on the posttest of about 
20% emerged. The main effect of spelling level was also significant, F(1, 36) = 
124.57, p < .0001, η²  = .78, observed power = 1.00. Good spellers had better scores 
than poor spellers, 62.3 and 18.3, respectively. The main effect of feedback was not 
significant (p = .13); the effect size was moderately high (Cohen’s d = .33). None of 
the interactions reached significant levels. Thus, no differential effect of feedback 
condition emerged in the two spelling groups. 
3.3.2 Training Effects  
The first analysis pertained to the effects of the training on practiced words and 
whether differential effects of training occurred in good and poor spellers. For each 
participant in both the pretest and the posttest, the number of correctly spelled 
practiced words was computed. Recall again that exactly 100 words were used, 
meaning that absolute numbers are also percentages. A 2 (feedback: knowledge-of-
results vs. informational) X 2 (spelling level: good vs. poor) X 2 (test: pretest vs. 
posttest) analysis of variance was performed on the number correctly spelled 
practiced words. Feedback and spelling level were treated as a between-subjects 
variables and test as a within-subjects variable.  The mean scores are presented in 
Table 2.  
All main effects and none of the interaction effects reached significant levels. 
The main effect test was, F(1, 36) = 67.98, p < .0001, η² = .65, observed power = 
1.00. Scores on the posttest were on average 23% higher than on the pretest. The main 
effect of feedback was, F(1, 36) = 3.90, p < .05, η² = .10, observed power = .49. 
Students in the informational-feedback condition scored on average 9% better than 
students in the knowledge-of-results feedback condition. Because feedback did not 
interact significantly with test, this occurred in both the pretest and the posttest. The 
main effect of spelling level was, F(1, 36) = 75.85, p < .0001, η²  = .68, observed 
power = 1.00. Spelling performance of good spellers (61.3%) was better than of poor 
spellers (22.2%). Because spelling level did not interact with test, good spellers 
outperformed the poor spellers on both the pretest and the posttest. The absence of a 
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significant interaction between spelling level and feedback revealed that feedback did 
not have a differential effect on the good and poor spellers in this experiment. 
 
Table 2. Mean Number Correct of Practiced Words (N =100). Standard Errors in 
parentheses 
  Knowledge of results Informational feedback  
Pretest     
Good spellers  47.5 (5.2) 53.1 (5.2)  
Poor spellers  8.2 (3.8) 12.0 (3.8)  
     
Posttest     
Good spellers  65.5 (6.7) 79.0 (6.7)  
Poor spellers  28.1 (4.9) 40.6 (4.9)  
 
The second analysis was conducted to test differential training effects on the 
three spelling difficulties, that is, analogy spellings, rule-based spellings, and spellings 
with ambiguous phoneme-grapheme relationships. To conduct this analysis, an 
additional dependent measure had to be computed. For each word it was assessed 
whether it contained one or more of the three spelling-category difficulties, and 
subsequently each spelling difficulty of each student was evaluated. The total number 
of errors was divided by the total number of potential spelling difficulties of each 
category and multiplied by 100, resulting in percentages correct on each spelling-
category difficulty. A 2 (feedback: knowledge-of-results vs. informational) X 2 
(spelling level: good vs. poor) X 3 (spelling difficulty: analogy spellings vs. rule-
based spellings vs. ambiguous phoneme-grapheme relationships) analysis of variance 
was performed on the difference scores of pre and posttest. Feedback and spelling 
level were treated as between-subjects variables and spelling difficulty as a within-
subjects variable. The mean scores are presented in Table 3.  
 
Table 3. Mean Difference Scores (Posttest – Pretest) in Percentages of the Practiced 
Words. Standard Errors are in parentheses 
  Knowledge of results  Informational feedback 
Analogy  17.6 (4.0)  13.5 (4.0) 
Rule based  22.1 (5.5)  21.1 (5.5) 
Ambiguous spellings  19.4 (4.1)  8.9 (4.1) 
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Neither the main effects of feedback (p = .22), spelling level (p = .47), and spelling 
difficulty (p = .19) nor any of the interaction effects reached significant levels (all F’s 
< 1). Thus, no differential effects of spelling difficulty emerged as a result of training, 
suggesting that performance on all three spelling difficulties increased to the same 
degree in both conditions and in good and poor spellers alike. 
3.3.3 Transfer Effects 
The first analysis pertained to general transfer effects of the training on the 
unpracticed words and whether differential effects of transfer occurred in good and 
poor spellers. For each participant in both the pretest and the posttest, the number of 
correctly spelled unpracticed words was computed. Recall, exactly 100 words were 
used, meaning that absolute numbers are also percentages. Note that seven students 
practiced all words to perfection and as a result did not have a mean score on the set 
of unpracticed words. They were, therefore, excluded from this analysis. A 2 
(feedback: knowledge-of-results vs. informational) X 2 (spelling level: good vs. poor) 
X 2 (test: pretest vs. posttest) analysis of variance was performed on the number 
correctly spelled unpracticed words. Feedback and spelling level were treated as 
between-subjects variables and test as a within-subjects variable.  The mean scores 
are presented in Table 4. 
 
Table 4. Mean Number Correct Unpracticed Words (N =100). Standard Errors in 
parentheses 
  Knowledge of results Informational feedback  
Pretest     
Good spellers  35.1 (4.7) 47.0 (4.7)  
Poor spellers  9.5 (2.6) 8.9 (2.7)  
     
Posttest     
Good spellers  56.0 (5.9) 74.0 (5.9)  
Poor spellers  22.5 (3.3) 23.4 (3.4)  
 
The main effect of feedback was marginally significant and indicated a slightly 
better performance of the students in informational-feedback condition, F(1, 29) = 
3.72, p = .06, η² = .11, observed power = .46. Because feedback did not interact 
significantly with test (F =1), the superior performance by students in the 
informational-feedback condition occurred in both the pretest and the posttest. The 
main effect of spelling level was significant, F(1, 29) = 89.59, p < .0001, η² = .76, 
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observed power = 1.00; and the main effect of test was, F(1, 29) = 99. 97, p < .0001, 
η²  = .78, observed power = 1.00. Because of a significant interaction between 
spelling level and test, both main effects had to be qualified, F(1, 29) = 7.39, p < .01, 
η² = .20, observed power = .75. Although both groups of spellers had significantly 
better performance on the unpracticed words in the posttest (good spellers: t(7) = 
5.35, p < .001; poor spellers t(25) = 8.77, p < .0001), good spellers’ performance 
increased significantly more from pretest to posttest (24.1%) than that of poor spellers 
(13.7%), t(31) = 2.77, p < .009.  
The second analysis was conducted to test differential transfer effects on the 
three spelling difficulties, that is, analogy spellings, rule-based spellings, and spellings 
with ambiguous phoneme-grapheme relationships. The same measure as in the second 
analysis of the training data was computed. A 2 (feedback: knowledge-of-results vs. 
informational) X 2 (spelling level: good vs. poor) X 3 (spelling difficulty: analogy 
spellings vs. rule-based spellings vs. ambiguous phoneme-grapheme relationships) 
analysis of variance was performed on the difference scores of pre and posttest. 
Feedback and spelling level were treated as between-subjects variable and spelling 
difficulty as a within-subjects variable. The mean scores are presented in Table 5. 
 
Table 5. Mean Difference Scores (Posttest – Pretest) in Percentages of the 
Unpracticed Words. Standard Errors in are parentheses 
  Knowledge of results  Informational feedback 
Analogy  15.6 (3.4)  17.4 (3.2) 
Rule based  12.4 (4.3)  12.7 (4.0) 
Ambiguous spellings  8.6 (3.1)  8.2 (2.9) 
 
Only the main effect of spelling difficulty reached significance, F(2, 28) = 4.14, 
p < .03, η² = .23, observed power = .68. The within-subject contrast revealed a 
significant linear trend F(1, 29) = 7.49, p < .01, η² = .21, observed power = .75. The 
largest increase in spelling performance occurred on the unpracticed analogy 
spellings, followed by rule spellings, and the least amount of increase occurred on the 
ambiguous phoneme-grapheme relationships spellings. This effect did not interact 
with feedback or spelling level (both F’s < 1), indicating that it occurred in both 
conditions and in both reader groups. Neither the main effects of feedback and 
spelling level nor any of the remaining interaction effects reached significant levels 
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(all F’s < 1). Thus performance on all three spelling difficulties increased to the same 
degree in both conditions and in good and poor spellers alike.  
3.3.4 Training Efficiency 
To assess the efficiency of each of the feedback condition during training, three 
different analyses were conducted. The first analysis investigated the effect of 
feedback on the number of unique words practiced during the training. A 2 (feedback: 
knowledge-of-results vs. informational) X 2 (spelling level: good vs. poor) analysis of 
variance was performed on the number of unique words practiced during training. 
Feedback and spelling level were treated as between-subjects variables. The mean 
scores are presented in the upper part of Table 6. 
  
Table 6. Mean Number of Words Practiced and Mean Number of Spelling Attempts 
for Each Correct Spelling. Standard Errors are in parentheses 
  Knowledge of results  Informational feedback 
Number of words     
Good spellers  66.4 (9.0)  77.1 (9.0) 
Poor spellers  21.8 (6.6)  34.3 (6.6) 
     
Number of attempts      
Good spellers  3.9 (1.1)  1.1 (1.1) 
Poor spellers  10.9 (0.8)  4.3 (0.8) 
 
The main effect of spelling level was significant, F(1, 36) = 30.72, p < .0001, η²  
= .46, observed power = 1.00. Good spellers practiced significantly more words 
during training than poor spellers did. Neither the main effect of feedback (p = .15) 
nor the interaction effect (F < 1) reached significant levels. 
The second analysis investigated differential effects of feedback and spelling 
level on the number of attempts to spell words correctly. A 2 (feedback: knowledge-
of-results vs. informational) X 2 (spelling level: good vs. poor) analysis of variance 
was performed on the number of attempts to spell words correctly during training. 
Feedback and spelling level were treated as between-subjects variables.  The mean 
scores are presented in the lower part of Table 6.  
The main effect of feedback (F(1, 36) = 23.44, p < .0001, η²  = .39, observed 
power = 1.00) and the main effect of spelling level (F(1, 36) = 27.56, p < .0001, η² = 
.43, observed power = 1.00) were significant. The interaction effect between feedback 
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and spelling level reached a marginally significant level, F(1, 36) = 3.58, p < .07, η² = 
.09, observed power = .45. Subsequent t tests revealed that in both feedback 
conditions, good spellers needed fewer attempts to spell a word correctly than poor 
spellers; knowledge-of-results condition, t(18) = -4.13, p < .001, and informational-
feedback condition, t(14.9) =  -4.40, p < .001. Unlike poor spellers in the knowledge-
of-results condition, who needed more attempts than poor spellers in the 
informational-feedback condition (t(24) = 6.00, p < .0001), good spellers did not, 
(t(6.3) = 1.68, p = .14). 
In the third and final analysis, the focus was on the development of the training 
process. The question that was put to test was whether feedback condition and 
spelling level affected the number of correctly spelled words at the first attempt 
differentially during the seven training sessions. A 2 (feedback: knowledge-of-results 
vs. informational) X 2 (spelling level: good vs. poor) X 7 (training session: 1 vs. 2 vs. 
3 vs. 4 vs. 5 vs. 6 vs. 7) analysis of variance was performed on the number of 
correctly spelled words at first attempt. Feedback and spelling level were treated as 
between-subjects variables and training session as a within-subjects variable. Mean 
scores are presented in Table 7.  
 
Table 7. Mean Number Correct Spellings at First Attempt for Each of the Seven 
Training Sessions. Standard Errors are in parentheses 
Session  Knowledge of 
results 
Informational 
feedback 
 Total 
     Good Poor 
1  4.2 (1.0) 4.3 (1.0)  7.5 (1.1) 1.0 (0.8) 
2  5.4 (1.2) 7.7 (1.2)  11.1 (1.4) 2.0 (1.0) 
3  4.7 (1.3) 7.9 (1.3)  10.2 (1.4) 2.3 (1.1) 
4  5.1 (1.4) 8.7 (1.4)  11.1 (1.5) 2.7 (1.1) 
5  3.4 (0.9) 6.9 (0.9)  7.6 (1.0) 2.7 (0.7) 
6  4.5 (1.0) 6.2 (1.0)  7.0 (1.2) 3.7 (0.9) 
7  5.9 (1.0) 5.2 (1.0)  7.9 (1.2) 3.2 (0.9) 
Total  4.7 (0.8) 6.7 (0.8)  8.9 (0.9) 2.5 (0.7) 
 
The main effect of feedback was not significant (p = .10), but the main effect of 
spelling level was, F(1, 36) = 31.51, p < .0001, η² = .47, observed power = 1.00. Good 
spellers spelled on average more words correctly at first attempt than poor spellers. 
The main effect of training session was marginally significant, F(3.3, 117.2) = 2.35, p 
< .07, η² = .06, observed power = .60 (Greenhouse-Geisser corrected, because 
Mauchly’s test of sphericity was significant). The significant interaction effect 
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between spelling level and training session revealed that different developmental 
paths were visible in two spelling-level groups, F(3.3, 117.2) = 3.28, p < .02, η² = .08, 
observed power = .76. A significant linear trend was visible in the group of poor 
spellers, signifying an increase in the number of correctly spelled words at first 
attempt with increasing training sessions, F(1, 36) = 4.22, p < .05, η² = .11, observed 
power = .52. The group of good spellers revealed a significant cubic trend; an 
increase in number of correctly spelled words at first attempt was followed by a 
decline, which in turn was followed by an increase, F(1, 36) = 6.61, p < .01, η² = .16, 
observed power = .71. 
 
3.4 Discussion 
This study was designed to test differential effects of two types of computer-
aided feedback on spelling performance of Dutch students from second grade in the 
Netherlands: knowledge-of-results feedback and informational feedback. The 
difference between the two training conditions lies in the nature of the feedback that is 
given. In the knowledge-of-results feedback condition, the speller is told that the word 
is spelled incorrectly, whereas in the informational feedback condition, the speller is 
told what is spelled incorrectly. Although a number of studies have shown that 
informational feedback is generally more effective than knowledge of results (see 
Introduction), this effect was never studied in the spelling domain. 
Before discussing the findings in light of the hypotheses that were posed in the 
introduction, we discuss some general results. The experiment revealed striking 
differences among students with respect to the number of words practiced to 
perfection during the seven training sessions. On the high end were seven students 
who practiced all 100 words and at the low end were 15 students who practiced 20 
words or less. The mean number of words practiced was 43, which amounts to about 
7 words per session. There was also a large gap between the groups. Good spellers 
had a score of 27% or more correct on the pretest and the poorer spellers had a score 
of 19% or less on the pretest. Moreover, the number of good spellers was also 
considerable less than the number of poor spellers (14 and 26 respectively). These 
numbers reveal that diversity regarding spelling skill is large in this group of students 
who all attended a regular primary school, justifying the distinction between spellers 
with a relatively high proficiency and those with a relatively low proficiency. The 
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overall effect of the training was clear. Posttest scores were about 20% higher than 
pretest scores for both good and poor spellers in both feedback conditions. This 
suggests that the training did not affect spelling performance of good and poor 
spellers differently or that feedback condition led to performance differences in 
general. 
The first hypothesis pertained to the effects of practiced materials. Although 
both training conditions were expected to enhance spelling performance, we 
hypothesized that this effect would be stronger in the informational-feedback 
condition than in the knowledge-of-results feedback condition for the poor spellers 
and equally effective for good spellers. The results revealed that these effects did not 
occur. Good and poor spellers learned the studied materials in both conditions to the 
same extent. The only difference was the substantially better scores of the good 
spellers in both the pretest and the posttest. Moreover, no differential effects occurred 
with respect to the three spelling difficulties that were distinguished. In short, 
knowledge-of-results feedback was equally effective as informational feedback with 
respect to different spelling levels and various spelling difficulties. 
The second hypothesis pertained to the issue of non-practiced materials. 
Transfer to new materials occurred in both groups of spellers, but more so in the good 
than in the poor spellers. As predicted the increase in spelling scores was larger for 
spellings sharing an underlying knowledge structure, that is, rule-based and analogy 
spellings, than idiosyncratic spellings (i.e., spellings with ambiguous phoneme-
grapheme relationships). Interestingly, the increase in performance on analogy 
spellings was larger than on rule-based spellings; perhaps, because it is more difficult 
to deduce the underlying rules than to detect an analogy. 
The third hypothesis concerned training efficiency. Informational feedback was 
expected to be more efficient than knowledge-of-results feedback. This hypothesis 
was only partly corroborated. There was no difference between conditions with 
respect to the absolute number of words practiced. Only good spellers practiced more 
words than poor spellers. With respect to the number of attempts to spell a word 
correctly, it was clear that poor spellers in the informational-feedback condition 
needed fewer attempts to spell a word correctly than poor spellers in the knowledge-
of-results condition; no such difference emerged in the good spellers. In both 
conditions good spellers were more efficient than poor spellers; they needed fewer 
attempts for a correct spelling. An additional analysis was performed to investigate 
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the developmental path of each of the speller groups in each of the conditions. During 
training, poor spellers became increasingly better at spelling words correctly at the 
first attempt. Good spellers started with a relatively large number of words spelled 
correctly at first attempt, followed by a one-time session decline, followed by an 
increase, and again a drop. All in all, however, the overall number of words spelled 
correctly at first attempt during training was considerably higher in good than in poor 
spellers.  
To summarize, both feedback conditions appeared to be equally effective in 
teaching students the spelling of words, irrespective of spelling level and spelling 
difficulty. Both feedback conditions led to transfer to a set of new words, with the 
effect being stronger in good than in poor spellers. Transfer was best on analogy 
spellings, followed by rule-based, and worst on idiosyncratic spellings. The poor 
spellers learned the spelling of words more efficiently in the informational-feedback 
condition than in the knowledge-of-results condition, whereas for the group of good 
spellers efficiency was equally large in both conditions.  
3.4.1 Quality of Feedback  
The general conclusion from our study is that knowledge-of-results feedback 
can be as effective as informational feedback in learning to spell; a finding not in line 
with the majority of studies on feedback in general (Bangert-Drowns et al. 1991). 
What could be the reason for this? An important aspect that requires attention is the 
way both conditions were operationalized. Knowledge of results provided no clues to 
the origin of the error during all four trials that a student attempted to spell a word that 
was presented auditorily. After the fourth attempt, however, the correct spelling was 
shown to the student. Showing the correct spelling in the end appears to be effective, 
despite the fact that the student was not able to attempt to spell the word once more. It 
was only during the following session a week later that the student was asked to try to 
spell the previously incorrect spelling again. Thus, memory for the correct spelling 
had to be good. This was apparently the case, because no detrimental effects of this 
type of feedback emerged. Perhaps students in this condition who had had four 
fruitless attempts at spelling a word correctly, were determined to remember the 
spelling, knowing that incorrect spellings did not just disappear, but would turn up in 
the next session.  
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The informational feedback condition provided students with information 
concerning the origin of the error after the first incorrect spelling attempt. This type of 
information was not detrimental to the learning process either, because presenting the 
correct model immediately after the first incorrect attempt was equally effective as 
providing this information after four attempts. Knowledge-of-results feedback may 
have induced a more active learning attitude in the students than the informational-
feedback condition, which could have countered the advantage of being presented 
with immediate feedback on the origin of the spelling error. 
To conclude this paragraph, it is interesting to note that the effect size, that 
assessed the non-significant difference between the two feedback conditions in the 
present study, was substantially higher (.33) than effect sizes  (0.19 and -.07) reported 
in Bangert-Drowns et al. (1991) on two studies by Aumiller who compared no 
feedback with knowledge-of-results feedback. 
3.4.2 Implicit Learning 
Both feedback conditions revealed transfer to words that were not practiced 
during the training, revealing an important characteristic of effective instruction, 
namely implicit learning. Interestingly, the level of implicit learning was only slightly 
less than that of explicit learning. Performance increase from pretest to posttest on 
unpracticed words was 12.5% (see Table 5) and on practiced words it was 17.1% (see 
Table 3). Based on the literature on implicit learning (see introduction, Reber et al., 
1991), it was suggested that differences between good and poor spellers should be 
more prominently visible on explicitly learned words, and diminished or absent on 
novel or unpracticed words. Although there were large overall differences in 
performance on pretest and posttest between good and poor spellers, learning the 
spelling of a set of words occurred to the same extent in both groups. Thus no 
performance differences occurred at all between speller groups on explicitly learned 
words. Performance differences did occur on the transfer words, indicating an 
enhanced-transfer effect in the group of good spellers as compared to the poor 
spellers. Thus, the implicit-learning results from the present study are not in 
agreement with the general findings obtained in the implicit-learning literature either.  
The fact that there was a considerable level of transfer to unpracticed items is 
probably due to the fact that the training forced students to learn a spelling to 
perfection. Following the conclusion of Gettinger (1993), rather than having students 
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learn a set of words to a pre-established criterion of, for example, 80% correct, our 
training forced students to learn words to perfection. Gerber (1986) showed that 
learning to perfection in students with spelling disabilities not only speeded up their 
acquisition of the spelling of a new set of words, but also induced qualitative 
improvements in the spelling of new words in general.  
 
Automated Spelling Monitoring and the Educational Practice 
An important practical goal of the present study was to contribute to the 
improvement of the educational practice, based on well-informed scientific research, 
and it aimed at answering the question whether computer-assisted instruction was 
effective for learning the spelling of a relatively large set of words. Although, the 
methodological design was not designed to answer the question whether the use of the 
computer adds additional learning value to traditional classroom activities, the 
findings suggest that inexperienced spellers, good and poor spellers alike, can learn 
the spelling of words by means of a computer program that provides some sort of 
feedback. 
The nature of the implemented computer-aided programs has several benefits. 
One important advantage is that students received immediate feedback. All computer 
programs can be designed such that they can provide tireless feedback immediately 
after each response; a clear advantage to conventional paper-and-pencil instruction 
and a requirement that is obviously impossible to meet for a teacher in a regular 
classroom. A disadvantage of our implementation is that students did not receive 
information about the underlying cause of the error. Based on an extensive meta-
analysis, Azevedo and Bernard (1995) concluded that effective feedback in 
computerized instruction should not only involve verification of a student’s answer, 
but also present an explanation as to why the word is spelled incorrectly. 
A second benefit is that spelling instruction can be individualized. After all, 
students do not encounter the same problems nor do they learn at the same rate, a 
notion that was corroborated by the results of the present study. The majority of our 
second graders did not succeed in studying the entire set of words: the least successful 
practiced only 10 words to perfection and the seven most successful studied all 100 
words to perfection. Both knowledge-of-results feedback and informational feedback 
allowed for self-paced learning, allowing for good students to move ahead, and for 
poor students to keep studying words they had not mastered yet. Earlier research by 
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Gerber (1986) indicated that studying the spelling of words to perfection had great 
educational value, a requirement that can easily be met when computers are used in 
classroom activities. A disadvantage of our design was the fact that some students 
never seemed to manage finding the correct spelling of some of the words and as a 
result got stuck. In a future program, this aspect should be changed, because it affects 
the motivation of the students negatively. 
A third benefit of computer-assisted instruction is that students’ spelling 
responses are unambiguous: the computer program presents a clear representation of 
the spelling on the screen and a well-designed program also indicates whether the 
spelling is right or wrong. A spelling written down with a pencil is not always 
unambiguous because of students’ poor handwriting and it remains uncertain whether 
or not the spelling is correct until the teacher inspects it. Particularly scribbled 
handwriting does not allow for proper inspection by the student, whereas typewritten 
spelling does. A clear picture of the correct spelling may reinforce its mental image, 
and an indication that the spelling is incorrect may encourage students to correct the 
spelling and in turn try to provide the proper representation. A disadvantage of having 
students practicing the spelling of words solely by means of the computer may be that 
producing the spelling in handwriting becomes difficult, because it is by no means 
guaranteed that transfer occurs from computer-learned spelling to handwritten 
spelling.  
A fourth and final benefit we raise, although not explicitly researched in the 
present study, is the fact that students like working with computers (see MacArthur, 
Haynes, Malouf, Harris, & Owings, 1990; Vaughn et al., 1993). Keeping up 
motivation and interest is an important prerequisite for any subject students need to 
acquire, particularly with respect to spelling, because it is one of the least popular 
topics in primary school; even school teachers rate it as one of their least favored 
subjects (Graham, 1983). If we can strengthen the motivation for young spellers to 
work on spelling half the battle may be won. 
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 4. Learning to Spell and the Spelling Checker* 
Abstract 
This study focussed on the spelling process of Dutch second-grade 
students using the word processor. Students were assigned to three 
different conditions in which they had to spell dictated words; a no-
feedback condition and two feedback conditions. In the no-feedback 
condition, they merely had to type words without being told whether the 
spelling was correct or not. In one of the feedback conditions they were 
only told whether the word was spelled correctly or not, whereas in the 
other feedback condition they were given suggestions in cases of 
incorrectly spelled words (the word processor’s suggestion option was 
made available). The results revealed that without receiving feedback, the 
students learned about the spelling of words, which suggests that implicit 
learning had occurred. However, providing feedback improved spelling 
performance substantially more than in the no-feedback condition. This 
implies that explicit instruction is more effective than implicit instruction. 
The nature of the feedback, that is, without suggestions versus with 
suggestions, affected the spelling performance of native and non-native 
Dutch words differently. Native Dutch words benefited more from 
suggestions than non-native words, and both word types benefited equally 
when no suggestions were provided. In a final analysis, it appeared that 
the quality of the suggestions provided by the spelling checker was 
substantially better in the case of native Dutch words. The conclusion was 
that Dutch second graders are capable of making efficient use of the 
spelling checker when it concerns the spelling of native Dutch words only.  
4.1 Introduction 
 Implicit learning is the acquisition of knowledge without the intention to do 
so. An important characteristic of implicit knowledge is that people are generally 
incapable of expressing the structure that underlies the knowledge that has been 
acquired in an implicit-learning context (Berry, 1997; Reber, 1993). Domains in 
which implicit learning is apparent encompass knowledge about the physical and the 
social world, category learning, language learning (first and second), and reading and 
spelling (Reber, 1993). Native-language acquisition is a good example of implicit 
learning, because children learn their mother tongue to a large extent incidentally. 
Moreover, the majority of native speakers are perfectly capable of producing 
grammatically correct sentences in their mother tongue, while they are at the same 
time unable to explain why a particular sentence is grammatically correct or not.  
                                                
* This chapter has been accepted for publication in Written Language and Literacy. 
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Explicit learning, on the other hand, is intentional and goals determine what will be 
learned. Also, people are usually able to express the rules or structure that underlie the 
acquired knowledge. Because most of what people learn appears incidental rather than 
intentional, there is common agreement among psychologists that models about 
human learning should incorporate the notion of explicit learning as well as implicit 
learning (Reber, 1993).  
 The discussion on implicit or natural learning as opposed to explicit 
instruction has a long history in the United States. Already in the beginning of the 20th 
century spelling experts argued that incidental learning was as effective as direct 
instruction. In the 1980’s and 1990’s when whole-language methods gained 
popularity, explicit spelling instruction was again criticised. Graham (2000), who 
studied the literature for empirical evidence to settle the debate, concluded that the 
available literature does not answer the question. English-speaking children in first 
grade who receive no explicit spelling instruction appear to do as well as children who 
are being taught explicitly. However, little is known about the effects beyond first 
grade.  
 In the Netherlands, the debate on explicit versus implicit teaching or whole-
language versus phonics, never really gained momentum. In the vast majority of 
Dutch schools, teachers use direct instruction rather than natural learning, because 
they assume that explicit learning is more efficient than natural learning. The issue is 
important with respect to the educational practice. If the spelling of words is easily 
attained while students are involved in various writing activities, such as composition, 
then there is no need for explicit spelling-instruction methods. If, on the other hand, 
direct instruction in spelling appears to be more effective than natural learning, a 
compelling question arises: What is the most effective means to teach spelling 
explicitly.  
4.1.1 Learning to Spell Implicitly 
 A limited number of experimental studies have been conducted to investigate 
whether orthographic knowledge can be acquired implicitly. Pacton, Perruchet, Fayol, 
and Cleeremans (2001) studied French-speaking students in Grades 1 to 6. They 
participated in a pseudoword-spelling task assessing the level of sensitivity to 
orthographic regularities; in this case, the likelihood of the doubling of particular 
consonants, the legal position of double consonants, and the fact that vowels in 
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French are never doubled. The students showed an increasing, implicit awareness of 
the orthographic structure in the French language.  
 The work by Kemp and Bryant (2003) revealed that English-speaking primary 
grade students, without explicit instruction, become sensitive to the fact that the 
spelling of plural -s is always an s, irrespective of the fact that some plurals have an 
[s] pronunciation as in cats and some a [z] pronunciation as in dogs. Steffler (2004) 
showed increasing awareness in primary-school children for the doubling rule with 
final -ed spelling in English words with a short vowel (e.g., HOP becomes HOPPED, 
whereas HOPE becomes HOPED). Finally, Treiman (1983) in her book on learning to 
spell showed that young beginning spellers had acquired implicit-spelling knowledge. 
In an attempt to spell the word cake, they produced the misspelling KACK, but never 
CKAK. Without being told, the students knew that the English, legal CK cluster 
cannot occur at the beginning of a word. In sum, these studies provide evidence for 
the occurrence of implicit learning in the acquisition of spelling knowledge. 
 Although the role of implicit learning in spelling is not negligible, studies in 
the Dutch language reveal a rather limited role. Bosman and her colleagues (Bosman 
& de Groot, 1992; Bosman & van Leerdam, 1993; Kieboom, Hasselman, Verhoeven, 
& Bosman, 2005; van Leerdam, Bosman, & Van Orden, 1998) compared various 
direct spelling-instruction methods with a condition in which they merely had to read 
a set of words, a means to induce implicit learning. In all cases, students’ spelling 
knowledge increased significantly more when they studied the spelling of words in an 
explicit (or direct) teaching condition than in the implicit-reading condition. The 
overall conclusion from their work is that instruction methods that mimic the actual 
spelling process, that is, writing down the word from memory, providing immediate 
feedback, and correcting actual spelling errors, appear to be most efficient. 
 In the present study, we will address the issue of implicit learning of spelling 
in an experimental context in which Grade-2 students are writing words using the 
keyboard of a computer. They are asked to type spoken words presented to them, 
without the opportunity of checking their spellings. Spelling performance will be 
assessed before and after a number of training sessions. If their spelling knowledge 
increases after the writing training in which no explicit reference is made towards the 
spelling-acquisition goal, and regular classroom instruction during the intervention 
cannot explain the increase, we conclude that implicit learning has occurred. 
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4.1.2 Learning to Spell Explicitly 
 As said, the general conclusion from Dutch studies is that an instruction 
method that resembles the actual spelling process relatively closely appears to be most 
effective. Although, explicit learning, induced by direct-spelling instruction may be 
effective, it leaves various aspects concerning the actual principles of the instruction 
unanswered; one of them being feedback. 
 The importance of feedback in learning and instruction is hard to 
underestimate (for a meta-analysis see, Azevedo & Bernard, 1995). Without 
providing feedback, particularly in the domain of academic learning, it is almost 
impossible to learn effectively let alone efficiently. This is certainly true for learning 
to spell. Students who are unaware of the spelling errors they made in their 
assignments will have great difficulty learning to spell properly. Ample research has 
shown that feedback on spelling should be provided immediately rather than delayed. 
Students whose spelling work is corrected hours or even days after it is completed 
improved their spelling performance to a lesser extent than students who received 
feedback on their spelling immediately after they had completed their work (Harward, 
Allred, & Sudweeks, 1994; Kauffman, Hallahan, Haas, Brame, & Boren, 1978; 
Kearny & Drabman, 1993; Murphy, Hern, Williams, & McLaughlin, 1990; Nulman & 
Gerber, 1984). Moreover, immediate feedback may lead to even higher gains if 
students themselves rather than the teacher inspect and correct their spellings (e.g., 
Murphy et al., 1990; Vaughn, Schumm, & Gordon, 1993). Inspecting the word one 
has just written and correcting it when necessary not only provides immediate 
feedback on the accuracy of spelling the word, but is also an important step in the 
development of self-monitoring skills (cf., Reid & Harris, 1993).  
 The type of feedback also affects the learning process. Its effectiveness 
appears to be highly dependent upon the content of what has to be learned and the 
proficiency of the student. In the literature, three kinds of feedback have been 
distinguished that are applicable to spelling, that is, ‘knowledge of results’, 
‘informational feedback’, and ‘meta-cognitive feedback’ (Geis, 1986; van der Linden, 
1998). For present purposes only the first two are important. In case of knowledge-of-
results feedback, the speller is told whether the spelling is correct or incorrect. It has 
been argued that this kind of feedback provides students with relatively limited 
information regarding the underlying knowledge structure, and that only a small 
number of students with high-cognitive capabilities may be able to refer to these 
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underlying knowledge structures with the help of knowledge-of-results feedback (van 
der Linden, 1998). Informational feedback provides the learner with some information 
as to what is wrong. Informational feedback can have several different forms: 
Presenting the right answer, referring to a definition, repeating a specific part of the 
instruction, pointing out the rule that should be applied, providing a new textual 
explanation, a demonstration, or a combination of these forms. Informational 
feedback is particularly effective for students who have little pre-knowledge van der 
Linden, 1998).  
 In the present study, both types of feedback were investigated. Knowledge-of-
results feedback was tested using the spelling checker of Microsoft’s word processor. 
The spelling checker indicated that something was wrong in the spelling indicated by 
the standard twisting red line underneath the typed word, but it did not provide any 
clues as to what was wrong. Informational feedback was also tested using the spelling 
checker, but in this case the student was presented with a list of possible alternatives, 
and was invited to choose the correct suggestions, which is the standard option of 
Microsoft Word’s spelling checker. 
4.1.3 Dutch Orthography 
 Before turning to the experiment proper, some facts about Dutch orthography 
need to be explained. Linguistically, the Dutch language broadly comprises two types 
of words: Indigenous words and borrowings. Indigenous words are those words that 
already existed when the Germanic-language group, of which Dutch is a member, was 
still a unity. Borrowings enter(ed) the Dutch language from other languages. The 
Dutch etymologist van der Sijs (1996) distinguishes three types of borrowings: 
Semantic borrowings, translation borrowings, and loan words. Semantic borrowings 
occur when extant Dutch words (both indigenous words and borrowings) receive an 
additional meaning derived from another language. For example, the indigenous 
Dutch word STEM first meant voice, but received a second meaning through a 
semantic borrowing from French voix, meaning vote. Translation borrowings are 
foreign words translated into indigenous Dutch words. Usually, both meaning and 
composition of the foreign word are adopted. For example, the Dutch word 
EZELSBRUG (mnemonic, literally donkey bridge) came from the Latin word pons 
asinorum. Loan words take phonology and/or meaning from the language of origin; 
examples are IMPERIUM from Latin, FINISH from English, and PIZZA from Italian. 
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 Loan words are the most common borrowings in the Dutch language and are 
often subdivided in naturalized words, strange words, and bastard words (from te 
Winkel, 1865). Naturalized words are morphologically and phonologically identical 
to indigenous words; the borrowing KERK (church) is an example of a naturalized 
word. It strongly resembles the indigenous word WERK (work), but is borrowed from 
the Greek word kuriakon. Strange words usually retain phonology, morphology, and 
spelling of the source language; examples are THRILLER and COMPUTER from 
English, GRAMMATICA (grammar) from Latin, and BUREAU (desk) and 
DOUCHE (shower) from French. Bastard words are loan words with spelling and 
phonology adapted to indigenous words, examples are FITHEID from fitness, 
EMPIRISCH from empirical, and CITROEN from the French word citron (lemon). 
 In conclusion, indigenous words and loan words constitute the two most 
important, etymological categories of Dutch words. Although it is tempting to 
conclude that a formal description of Dutch spelling should therefore be based on the 
etymological distinction, it is not the most useful option. There are two major reasons. 
One, Dutch language users are largely unaware of the origin of words. Two, the 
phonology and spelling of a large number of loan words are identical to indigenous 
words. The Dutch linguist Nunn (1998) proposed to distinguish between two types of 
words for which two different sets of spelling rules can be developed. The distinction 
is based on formal criteria and the result was a set of native words and a set of non-
native words. Nunn decided to reserve the terms native and non-native for the 
distinction between type of words on formal, linguistic criteria, as opposed to the 
terms indigenous and loan, a distinction based on the origin of words.  
 The important psycholinguistic difference between native and non-native 
words is that native words are spelled according to prototypical Dutch phoneme-
grapheme relationships, whereas non-native words are composed of atypical or 
inconsistent Dutch phoneme-grapheme relationships. Bosman and Mekking (2005) 
applied Nunn’s criteria (1998) on the CELEX-database (Baayen, Piepenbrock, & van 
Rijn, 1993) and established that about 15% of Dutch words are non-native. 
Interestingly, this figure is rather close to the percentage of loan words (i.e., 16%) 
reported by van der Sijs (1996, see page 66). 
 In the present study, the acquisition of the spelling of two types of words will 
be investigated. One is a group of non-native words with spellings that deviate from 
the typical Dutch phoneme-grapheme relationship, like GEL or COMPUTER, and the 
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other is a group of native Dutch words with an ambiguous phoneme-grapheme 
relationship. An ambiguous phoneme-grapheme relationship refers to the fact that 
particular phonemes can be represented by more than one grapheme. However, only 
one of usually two graphemes is correct. An example in the English language is the 
phoneme [i], which can be spelled with EE as in DEEP, EA as in CHEAP, EY as in 
KEY, Y as in ENTRY, and IE as in CHIEF. 
4.1.4 The Present Study 
The first question of this study is whether students in second grade will learn 
about the spelling of words without being informed whether their spellings are correct 
or not. If implicit learning takes place, an increase in spelling performance from 
pretest to posttest should occur in a no-feedback condition. The second question is 
whether explicit learning is more effective than implicit learning with respect to 
spelling. As said, not many students learn to spell without instruction, and because 
feedback provides the novice speller with explicit opportunities to learn about 
spelling, it is expected that the two feedback conditions will be more effective than 
the no-feedback condition. Because of the two different categories of words in Dutch 
orthography, an exploratory analysis was performed to test for differential effects on 
words with native spellings and words with non-native spellings. 
The third question is whether explicit learning of the spelling of words in 
students from second grade is crucially dependent upon the type of feedback provided 
by the computer. Because students in the present study are novices with respect to 
spelling, it is expected that students who participate in spelling-checker-with 
suggestions will improve their spelling performance more than students who take part 
in the condition in which the spelling checker does not provide suggestions. 
Moreover, we expect that in the condition in which no spelling suggestions are 
offered, it will be more difficult to learn the spelling of non-native words than of 
native words. In case of a misspelling in native words, it is highly likely that they 
misspell the ambiguous grapheme. Because students in Grade 2 are aware of this 
spelling difficulty, we expect them to hypothesize with relatively great confidence and 
accuracy spelling errors in native words. In the spelling-checker-with suggestions, 
both types of words may profit from the feedback that will be provided.   
The fourth and final question concerns the quality of the suggestions that are 
provided in the spelling-checker-with-suggestions condition. To assess differential 
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effects of native and non-native words, the errors on the pre- and posttest will be 
subjected to the spelling checker, and the number of suggestions and the place of the 
correct suggestions in the list of suggestions will determined.  One additional issue 
that is also relevant for the educational practice is whether spelling performance of 
words practiced in a sentence is more effective than words practiced in isolation. This 
question was raised, because there are indications that a semantically meaningful 
context aids the learning process.  
4.2 Method 
4.2.1 Participants 
In this experiment, 68 Grade-2 students (37 boys and 31 girls) with a mean age 
of 8.0 years (ranging from 6.7 to 10.6 years, SD = 0.5) participated. Students were 
recruited from two different regular primary school located in the south of the 
Netherlands, and their socio-economic backgrounds were low and middle class. The 
participants were assigned to one of three experimental conditions: A non-feedback 
condition (n = 23), a spelling-checker-without-suggestion condition (n = 23), and a 
spelling-checker-with-suggestions condition (n = 22). The groups were matched 
based on the scores of a spelling test (see materials section) that was used as pretest, F 
< 1.  
4.2.2 Materials 
 From the target list of Schaerlaekens, Kohnstamm, and Lejaegere (1999) sixty 
words were selected of which participants in Grade 2 generally know the meaning. 
Thirty words were native Dutch words with an ambiguous phoneme-grapheme 
relationship. The ambiguous phoneme-grapheme relationships used in the current 
experiment were the phonemes [i] corresponding with the graphemes EI or IJ, and 
the phoneme [u] corresponding with the graphemes OU, OUW, and AUW.  The 
remaining thirty words were non-native Dutch words and contained atypical or 
inconsistent phoneme-grapheme relationships; examples are TEAM, SCOOTER, 
HORLOGE, and PIZZA. The language of origin of the majority of the non-native 
words was English or French. The Appendix lists the stimuli used in the experiment. 
In both categories 12 words (the worst spelled in the pretest) were selected for 
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training, resulting in a set of 24 training words. The remaining 36 words (18 native 
and 18 non-native) were control words and tested again in the posttest.1 
The spelling-training materials consisted of four different lists that each 
contained all 24 words. In each list, half of the materials were native and the other 
half were non-native words. Moreover, half of the native words and half of the non-
native words appeared in isolation (henceforth referred to as word context) and the 
remaining two sets of words occurred in a sentence context. Half of the participants 
received a training word in the word-context condition and the other half in the 
sentence-context condition, with each word occurring equally often in either context 
condition. To prevent the emergence of additional spelling problems, relatively simple 
context sentences were constructed.  
4.2.3 Procedure 
For all three experimental conditions, the same dictation program was used that 
automatically dictated words and sentences upon request. This small program was 
especially designed and programmed for this experiment. The students used Microsoft 
Word 2000, equipped with the Dutch-spelling-checker module, to type in their 
responses. Both the spelling checker and the dictation program were running at the 
same time. The training was self-paced, participants had to press a button on the 
dictation program that provided them with the oral presentation of the stimulus.  
The first training condition constituted the no-feedback condition. Participants 
in this condition were simply asked to spell the words and sentences and after they 
had finished typing, they continued with the next word or sentence. They received no 
feedback with respect to the correctness of their response. 
The second training condition constituted the spelling-checker condition. This 
training condition was identical to the first except that participants received feedback 
on their spelling by means of Microsoft Word’s spelling checker. The spelling 
checker indicated a spelling error by showing a wavy red line underneath the mistake. 
Participants were asked to try to correct the error, and they were told that they would 
know that the word was correct, because the red line would disappear. In this 
condition, no possible alternative spellings were presented to the participants; they 
                                                
1 In an attempt to assess the familiarity of the stimuli, the written and spoken frequencies of the stimuli 
(based on the adult CELEX corpus (Baayen, Piepenbrock & Gulikers, 1995; Oostdijk, 2000) were 
subjected to an ANOVA. No significant effects of word type (native vs. non-native) or condition 
(training vs. control) emerged on either of the dependent variables.  
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had to correct the errors without any help. Note that when a word was presented in a 
sentence context Microsoft Word also gave feedback on the spelling of the other 
words in the sentence apart from the training word. 
The third training condition constituted the spelling-checker-with-suggestions 
condition. This training condition was identical to the second except that in this 
condition participants were also given the possibility to view and select one of the 
spelling suggestions that Microsoft Word provides when it determines that a word is 
spelled incorrectly. Note that Microsoft Word, like any other spelling checker, cannot 
always provide the correct spelling suggestion particularly when a spelling deviates 
too much from the intended word  (see also, MacArthur, Graham, Haynes, & 
DeLaPaz  1996). 
Each participant received half of the training words in the context of a sentence 
and the other half in isolation. The entire set of 24 training words was divided in two 
lists of 12 words each. Over a period of 6 weeks, every participant practised the 
training words three times. One week after the last session, the participants received 
the posttest. The posttest, which was identical to the pretest, required participants to 
spell both the training (24) and control words (36) again. 
4.3 Results 
The first analysis concerns the occurrence of implicit learning by comparing the 
relative gain in spelling knowledge of training and control words on the posttest of 
students who did not receive feedback. Note that overall performance on control 
words is expected to be better than on training words, because training words were 
words that students spelled worst, whereas control words were words that were 
generally spelled better. The second analysis is a comparison between the two 
feedback conditions (spelling checker without and spelling checker with suggestions) 
and the no-feedback condition. The third analysis concerns the effectiveness of the 
nature of feedback. Is the spelling checker with suggestions more effective than the 
spelling checker without suggestions)? The fourth and final analysis pertained to the 
quality of the suggestions provided by the spelling-checker-with-suggestions. 
Analyses were conducted on both subject (Fs) and item means (Fi).2 
                                                
2 Initially, we conducted analyses that contained the variable context in which the training words were 
practised (in isolation or a sentence context). Because in none of the analyses, a significant main or 
interaction effects of the variable context occurred, we decided to drop this variable from the analysis. 
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4.3.1 Learning Without Feedback 
To test whether implicit learning had occurred, a 2 (word: control vs. training) 
X 2 (test: pretest vs. posttest) analysis of variance was performed on the percentages 
of correctly spelled words of students in the no-feedback condition. Means are listed 
in Table 1. With respect to the subject analysis both the word and the test variable 
were treated as within-subjects’ variables, whereas in the item analysis, the word 
variable was treated as a between-subjects’ variable and test as a within-subjects’ 
variable.  
 
Table 1. Mean Percentages Correct on Pre- and Posttests of Control Words and 
Training Words Practised in the No-Feedback Condition. Standard Deviations in 
Parentheses. 
Test  Pretest Posttest Difference 
Control words  47.1 (23.1) 50.6 (25.7) 3.5 (15.2) 
Training words  20.8 (16.2) 29.4 (20.1) 8.5 (10.2) 
 
The main effect of word was significant in both subject and item analyses, Fs (1, 
22) = 172.13, p < .0001, η2 = .89; Fi (1, 58) = 11.06, p = .002, η2 = .16. As expected, 
performance on control words was significantly better than on training words. The 
main effect of test was also significant in both analyses, Fs (1, 22) = 6.59, p = .02, η2 
= .23; Fi (1, 58) = 21.45, p < .0001, η2 = .27. Performance after the training was better 
than prior to the training. The two main effects need to be qualified as a result of a 
marginally significant interaction effect between them in both the subject and the item 
analyses, Fs (1, 22) = 3.54, p = .07, η2 = .14; Fi (1, 58) = 3.32, p = .07, η2 = .05. 
Separate t tests on performance differences between pre- and posttest on control 
words and on training words were conducted to investigate the source of this 
interaction. The t value in the subject analysis of the control words was not 
significant, but in the item analysis it was; ts(22) = -1.11, p = .28; ti(35) = -2.16, p = 
.04. The same analysis on the training words revealed a significant difference in both 
subject and item analyses, ts(22) = -4.02, p < .001; ti(23) = -5.65, p = .0001. This 
result suggests that spelling knowledge of training words had increased more so than 
that of control words during the training period. 
4.3.2 Feedback vs. no Feedback 
To test whether explicit learning had stronger effects than implicit learning, a 
comparison was made between the no-feedback condition and the two conditions in 
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which feedback was provided. The variable word type was added to test for 
differential effects. A 2 (feedback condition: no vs. yes) X 2 (word type: native s vs. 
non-native) analysis of variance was performed on the percentage improvement of 
correctly spelled training words on the posttest (difference of posttest and pretest 
scores). Means are listed in Table 2. Note that the scores of the no-feedback condition 
in this table were a further breakdown of the findings presented in the second row of 
Table 1 representing the scores of the training words on pre- and posttest. In the 
subject analysis, feedback condition was a between-subjects’ variable and word type a 
within-subjects’ variable, whereas in the item analysis feedback condition was a 
within-subjects’ variable and word type a between-subjects’ variable.  
 
Table 2. Mean Percentages in the Pretest and Posttest on Training Words in the No-
Feedback and Feedback Conditions. Standard Deviations in Parentheses. 
  No Feedback  Feedback 
Test  Pre Post  Pre Post 
Native words  35.9 (22.7) 46.7 (28.0)  38.5 (20.7) 57.0 (22.0) 
Non-native words  5.8 (14.3) 12.0 (20.2)  3.9 (8.3) 15.6 (19.8) 
 
The main effect of feedback was significant, Fs (1, 66) = 5.20, p = .03, η2 = .07; 
Fi (1, 22) = 10.27, p = .004, η2 = .32. Students who received feedback improved their 
spelling more than children who did not receive any feedback. The main effect of 
word type was also significant, Fs (1, 66) = 5.64, p = .02, η2 = .08; Fi (1, 22) = 5.77, p 
= .03, η2 = .21. Improvement of spelling performance on native words was higher 
than that on non-native words. The interaction between word type and feedback was 
not significant, Fs < 1; Fi < 1. 
4.3.3 Feedback with and Without Suggestions 
 To examine the effect of the two different feedback conditions, a 2 (nature of 
feedback: without suggestions vs. with suggestions) X 2 (word type: native s vs. non-
native) analysis of variance was performed on the percentage improvement of 
correctly spelled training words on the posttest (difference of posttest and pretest 
scores). Means are listed in Table 3. Note that the mean scores presented in Table 3 
represent a further breakdown of the scores represented in the two feedback columns 
of Table 2. In the subject analysis, nature of feedback was a between-subjects’ 
variable and word type a within-subjects’ variable, whereas in the item analysis nature 
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of feedback was a within-subjects’ variable and word type a between-subjects’ 
variable. 
 
Table 3. Mean Percentages in the Pretest and Posttest on Training Words in the 
Spelling-checker Without and With Suggestions. Standard Deviations in Parentheses. 
  Without suggestions  With suggestions 
Test  Pre Post  Pre Post 
Native words  43.1 (19.9) 58.3 (25.1)  33.7 (20.8) 55.7 (18.6) 
Non-native words  3.3 (6.5) 18.1 (19.2)  4.6 (9.9) 12.9 (20.4) 
 
The main effect of feedback condition was not significant, Fs < 1; Fi < 1. The 
main effect of word type was, Fs (1, 43) = 6.47, p = .02, η2 = .13; Fi (1, 22) = 4.22, p 
= .05, η2 = .16. Performance on native words improved more than performance on 
non-native words. The interaction effect between nature of feedback and word type 
was also significant, Fs (1, 43) = 6.07, p < .02, η2 = .12; Fi (1, 22) = 4.16, p = .05, η2 = 
.16.  
 To investigate the source of this interaction simple t tests were conducted. In 
the spelling-checker condition without suggestions, there was no significant 
difference between the improvement of native and non-native words ts(22) = .14, p = 
.45; ti(22) = .07, p = .47, whereas in the spelling-checker condition with suggestions 
spelling knowledge of native words had improved more than of non-native words 
ts(21) = 2.86, p < .0001; ti(22) = 3.08, p < .0001. Thus, the spelling checker without 
suggestions was equally beneficial in learning the spelling of the two types of words. 
The feedback condition in which suggestions were provided revealed more 
improvement on the spelling of native words than of non-native words. 
 Testing the difference in improvement for native words in the spelling-checker 
condition without versus with suggestions showed a marginally significant difference 
in the subject analysis and no difference in the item analysis, ts(43) = -1.45, p = .08; 
ti(11) = -1.26, p = .12. This suggests that providing no suggestions is almost as 
beneficial as providing suggestions in learning the spelling of native words. The same 
analyses on the improvement of spelling knowledge of non-native words in the two 
feedback conditions revealed a marginally significant difference in the subject 
analysis and a significant difference in the item analysis, ts(43) = 1.53, p = .07; ti(11) 
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= 1.75, p = .05. This finding suggests that the spelling-checker-without-suggestions is 
more beneficial for learning the spelling of non-native words than the spelling-
checker-with-suggestions. 
 Based on the previous findings, we conducted an additional item analysis to 
investigate whether the quality of the misspellings of the two types of words differed. 
Quality of misspelling was defined as the extent to which a misspelling was 
phonologically correct. For example, Deap is a phonologically correct misspelling of 
DEEP, whereas Delp would be phonologically incorrect. From each misspelling on 
the pre- and posttest it was assessed whether it was phonologically correct or not. A 2 
(word type: native vs. non-native) X 2 (nature of feedback: without suggestions vs. 
with suggestions) X 2 (test: pretest vs. posttest) analysis of variance was performed on 
the items’ percentages of phonologically correct misspelled training words. Mean are 
listed in Table 4. Word type was treated as a between-subjects’ variable and nature of 
feedback as well as test were within-subjects’ variables.  
 
Table 4. Mean Percentages of Phonologically Correct Misspellings in the Pretest and 
Posttest of Training Words in the Spelling-Checker conditions Without and With 
Suggestions. Standard Deviations in Parentheses. 
  Without suggestions  With suggestions 
Test  Pre Post  Pre Post 
Native words  66.0 (22.9) 71.1 (24.6)  75.9 (22.9) 80.1 (26.1) 
Non-native words  36.1 (27.1) 42.8 (21.0)  38.1 (30.6) 44.3 (28.0) 
  
Just two effects reached significant levels. The main effect of word type 
indicated that about twice as many spelling attempts of native words as opposed to 
non-native words were spelled phonologically correct (73% and 40%, respectively), 
Fi (1, 22) = 12.36, p = .002, η2 = .36. The main effect of this test suggested that 
students committed more phonologically correct misspellings on the posttest than on 
the pretest (60% and 54%, respectively), Fi (1, 22) = 4.74, p = .04, η2 = .18. 
4.3.4 Quantity and Quality of the Spelling Suggestions 
 To investigate the difference in spelling improvement of native and non-native 
words in the spelling-checker-with-suggestions condition, two additional analyses 
were conducted. First, we investigated the number of spelling suggestions provided 
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by the spelling checker when the students misspelled words. Because there were no 
training records, the misspellings of the pre- and posttest were used to assess this 
measure. A 2 (word type: native vs. non-native) X 2 (test: pretest vs. posttest) analysis 
of variance was performed on the number of suggestions to incorrect spellings based 
on pre- and posttest performance. Word type was treated as a between-subjects’ 
variable and test as a within-subjects’ variable.  The main effect of word type 
appeared to be significant, Fi (1, 323) = 45.02, p < .0001, η2 = .12. The mean number 
of suggestions for native-word misspellings (M = 2.43, SD = 1.76) was lower than for 
non-native misspellings (M = 3.72, SD = 1.53) in both pre- and posttest. Neither the 
main effect of test (Fi (1, 323) = 1.42, p = .23, η2 = .004) nor the interaction between 
test and word type reached significant levels Fi < 1).  
 
Table 5a. Frequency Distributions in Percentages and Absolute Numbers of the 
Position of the Correct Spelling in the List of Suggestions based on Pretest 
Misspellings.  
 1 2 3 considered 
correct 
no suggestions 
provided 
Native 67.4 
n = 118 
2.3 
n = 4 
7.4 
n = 13 
15.4 
n = 27 
7.4 
n = 13 
Non-native 17.6 
n = 44 
10.0 
n = 25 
6.8 
n = 17* 
8.8 
n = 22 
56.8 
n = 142 
* The correct spelling of 2 of the 17 incorrect spellings in the non-native condition 
was presented as the fourth suggestion rather than the third. 
Chapter 4 
96 
 
Table 5b. Frequency Distributions in Percentages and Absolute Numbers of the 
Position of the Correct Spelling in the List of Suggestions based on Posttest 
Misspellings. 
 1 2 3 considered 
correct 
no suggestions 
provided 
Native 68.4 
n = 80 
2.6 
n = 3 
6.0 
n = 7 
17.1 
n = 20 
6.0 
n = 7 
Non-native 17.4 
n = 40 
7.0 
n = 16 
5.2 
n = 12* 
13.5 
n = 31 
57.0 
n = 131 
* The correct spelling of 1 of the 12 incorrect spellings in the non-native condition 
was presented as the fifth suggestion rather than the third. 
  
Second, the quality of the suggestions was investigated by assessing the position 
of the correct spelling in the list of suggestions. The frequency distributions are listed 
in Tables 5a and 5b, and were subjected to Chi-square analyses. Both Chi-square tests 
revealed a significant relationship between the position of the correct suggestion and 
type of word; Pretest: χ2(4) = 148.81, p < .001; Posttest: χ2(4) = 112.47, p < .001. 
More correct spellings in the first position were suggested for native than for non-
native misspellings. Moreover, in 57% of the cases, with respect to both pre- and 
posttest misspellings, no suggestions at all were provided for the non-native words, 
whereas for native words this occurred in 7.4% of the pretest and 6% of the posttest 
misspellings.  
 
4.4 Discussion 
 The focus of this study pertained to the learning-to-spell process of Dutch 
students from Grade 2 using a spelling checker. The following four issues were 
investigated: The occurrence of implicit learning, the relative effectiveness of implicit 
versus explicit acquisition of spelling knowledge, the nature of explicit feedback on 
the improvement of spelling performance, and the quality of the suggestions provided 
by the spelling checker.  
 The first question was whether students would learn about the spelling of 
words implicitly, that is, will they acquire spelling knowledge without being provided 
with feedback on the accuracy of their spelling. This appears to be the case. Spelling 
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performance of words that were trained without any kind of feedback during training 
had increased significantly as a result of the typing training, whereas spelling 
performance on control words had not. We believe that this phenomenon is the result 
of implicit learning. An alternative interpretation is that students somehow learned 
some of the spellings during regular school hours. However, if students acquired 
spelling knowledge of the experimental materials during spelling lessons, the question 
remains why they did not learn as much about the spelling of the control words. It is 
possible that the typing training without feedback induced the emergence of a spelling 
consciousness (Lull in Tidyman, 1924). Spelling consciousness is an instantiation of 
meta-cognition (Block & Peskowitz, 1990), which could be defined as being aware of 
the state of one’s knowledge (i.e., spelling knowledge). Studies in the Dutch language 
revealed that spelling awareness can be induced quite easily in students with and 
without learning difficulties (Willemen, Bosman, & van Hell, 2000, 2002). Perhaps 
that the students who were confronted with unfamiliar spellings in the typing training 
became aware of the state of their spelling knowledge. While they were typing each 
of the 24 words three times during a period of six weeks, they probably realized that 
they were unfamiliar with the spelling of quite a number of the words. If at some 
point during the training period, they came across some of the words unintentionally, 
they might have learned about the spelling. Although the chance that they saw some 
of the control words unintentionally is equally large, it is less likely that they would 
learn about the spelling, because no awareness of the control words was induced 
during the training. 
The second question concerned the issue of the relative effectiveness of implicit 
learning. After the training, spelling performance in the feedback conditions had 
increased significantly more than spelling performance in the no-feedback condition. 
This shows that explicit learning is indeed more effective than implicit learning. Thus, 
the answer to Graham’s (2000) question whether natural learning should replace 
spelling instruction is a definite no. Dutch students in second grade definitely learn 
more when they receive feedback on their attempts to spell words.  
The third question was whether the nature of feedback had differential effects 
on the acquisition of spelling knowledge. The hypothesis was that the spelling-
checker-with-suggestions condition would be more effective than the spelling-
checker-without condition. This hypothesis was not confirmed, because the overall 
difference between the two feedback conditions was not significant. The expectation 
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concerning the differential effect of word type was not confirmed either. In the 
spelling-checker-without-suggestions condition, students were expected to improve 
their knowledge to a larger extent on native words than on non-native words, and 
equally well in the spelling-checker-with suggestions condition. The opposite pattern 
emerged. Students who took part in spelling-checker-without-suggestions condition 
did equally well on both types of words, and students who participated in the spelling-
checker-with-suggestions condition did much better on native than on non-native 
words; performance was almost three times as good. Thus, our assumption that 
Grade-2 students would be capable of hypothesizing about the spelling error in native 
words was not corroborated, only when suggestions were provided were they able to 
profit from the information that was offered by the spelling checker.    
The fourth question pertained to the quantity and quality of the spelling 
suggestions offered. Not only was the number of alternative options for the 
misspellings of native words smaller than for non-native words, the correct suggestion 
also more often appeared in the first position when it concerned native misspellings. 
Moreover, in more than half of the cases the spelling checker was unable to provide 
even one single suggestion for a non-native misspelling. These findings explain why 
spelling performance of non-native words only increased marginally, and those of 
native words more substantially.  
Although the spelling checker may be of help, our study also showed clear 
limitations, a finding corroborated by MacArthur (1996, 1999). He also analysed the 
workings of the spelling checker with the suggestions option made available and came 
to similar conclusions: a) they do not flag misspelled words that are actually words, b) 
they flag an error when it is a proper noun, c) they cannot provide a suggestion in case 
the misspelling deviates too strongly from the intended word, and d) the student may 
be unable to chose the correct suggestion. Moreover, the effectiveness strongly 
depends on students’ academic level. The speller needs a certain amount of spelling 
knowledge to be able to benefit from the spelling checker (MacArthur, 1999; 
Weekers, 2003). Adult students with spelling disabilities, for example, appear to be 
able to use the spelling checker effectively (McNaughton, Hughes, & Clark, 1997). 
Additionally we also looked at the effect of the context in which the training 
words were presented. However this factor did not have any significant effects. 
Apparently words can be learned just as well as single words as in a sentence context 
and vice versa. When time is limited training new words as single words would be 
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more economical. On the other hand this proves that writing meaningful texts can be a 
useful spelling training as well.  
To conclude this study, we will discuss a number of implications for the 
educational practice. One, teachers do not need to be apprehensive about students 
writing words they might not yet know how to spell; even without being informed 
about the correctness of the spelling students appear to learn about the orthography. 
This effect is not limited to Grade-2 students. Spelling performance of Dutch students 
with spelling disabilities also benefited from writing assignments (Bosman, Schep-
Ottevanger, & van Bon, 1997). This is particularly relevant for students with learning 
disabilities, because they need to practise even more than students without learning 
disabilities. Two, although implicit or natural learning does occur, teachers should 
know that explicit or direct instruction concerning spelling is warranted, because of its 
relative greater beneficial effects. Three, the spelling checker cannot (yet?) replace the 
Grade-2 teacher. With respect to native Dutch words, words that obey typical 
phoneme-grapheme relationships, the spelling checker may already provide adequate 
suggestion, the spelling of non-native Dutch words, words with unpredictable spelling 
patterns, the spelling checker is unable to provide adequate suggestions for students at 
second-grade level, due to the fact that their attempts deviate too strongly from the 
intended word. Only more sophisticated spelling-check software can solve this 
problem.   
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 Appendix 
Stimuli used in the Experiment 
Training words 
Native Non-native 
  
allebei [both] clown  
dweil [floor cloth] curry  
eerlijk [honest] douche [shower] 
goudvis [gold fish] jus [gravy] 
heide [heather] kangoeroe  
hijskraan [crane] ketchup 
kauwen [to chew] rugby  
kleien [working clay] scooter  
kou [cold] shirt  
tapijt [carpet]* station  
vrolijk [merry] ticket  
wenkbrauw [(eye)brow] training 
  
Control words 
Native Non-native  
 
auto (car)* blouse [shirt] 
bijna (almost) camera  
drijven (to float)  camping  
eieren (eggs) chips  
einde (end)  computer 
flauw (bland)  flat 
kiespijn (tooth ache) frites [fries] 
ontbijt (breakfast)  gel  
onthouden (remember )  horloge [watch] 
opvouwen (to fold)  lunch  
paasei (Easter egg) mixer  
reizen (to travel) pizza 
schouder (shoulder)  race  
springtouw  rails  
veilig (safe)  route 
vouwen (folds)  tank  
zijkant (edge) taxi 
zout (salt) team 
* These words are not indigenous, but obey typical phoneme-grapheme relationships, 
and are as such native Dutch words.  
 
 5. Effects of Multimedia Support on Children’s Writing 
 
Abstract 
The present study explored the possible usefulness of multimedia support 
on children’s writing by investigating the effects of placement of texts on 
the Internet and of the provision of feedback. The writing products and 
writing motivation of 85 children in Grade 2 who were enrolled in an 
experimental writing program and received feedback on their writing were 
compared with those of group of 47 children also attending Grade 2 who 
were enrolled in the same writing program but who did not receive any 
feedback on their writing. The results revealed that multimedia support 
may have positive effects on children’s writing. The placement of stories 
on the Internet enhanced children’s writing motivation. Feedback had a 
positive effect on story length, spelling accuracy and writing motivation. 
Immediate feedback enhanced story length whereas delayed feedback 
with a focus on spelling stimulated motivation to write.          
5.1 Introduction 
Learning to write stories encompasses many different skills, composition, story 
line development, sentence construction, vocabulary knowledge, spelling, etc. Each of 
these skills have their own developmental path that varies in and between learners. 
Because of this inter- and intravariation, individually tailored feedback may be 
recommendable in a literacy-learning environment. At least within the field of 
spelling instruction this claim is supported by the literature (Nelson, 1989; Storie & 
Willems, 1988; Templeton in Cates and Goodling, 1997). Individual guidance, 
however, is relatively time consuming and complicated for a single teacher in normal 
classroom conditions. A computer program with a reasonable amount of ‘literacy 
intelligence’, able to ‘read’ text and capable of providing comments on all aspects of 
discourse, could be rather useful in these situations, particularly in addition to normal 
instruction. Such a program could also be a great asset for pupils who require more 
attention from a teacher due to learning difficulties (van Daal & van der Leij, 1992). 
Because the development of a computer program with even a limited number of 
possibilities would be rather complex and therefore costly, it is necessary to first 
examine whether such a device would in fact be more effective than for example a 
regular word-processing program. It is very well possible that the latter condition is 
just as effective as a result of implicit learning, because apart from our own findings 
in favor of implicit learning as described in the previous chapter, a number of other 
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studies have also provided strong evidence for the frequent occurrence and efficacy of 
implicit learning in various situations, including literacy instruction (Kemp and 
Bryant, 2003; Pacton, Perruchet, Fayol, & Cleeremans, 2001; Steffler, 2004).  
5.1.1 Literacy Instruction in Practice 
Teaching effective literacy skills is one of the most important aspects of primary 
education. Consequently, pupils in primary education spend a lot of time engaging in 
all sorts of exercises related to literacy instruction. During the first year, the most 
important goals within the field of literacy instruction are the mastery of basic 
handwriting skills, grapheme-phoneme transformation, and phoneme grapheme-
transformation. The latter two are basically the fundamentals of learning to read and 
write (spell). In this year, only simple words are learned. The years thereafter pupils 
gradually learn to master more and more complex words. Furthermore, whereas at 
first words are often practiced as single words or in the context of very simple 
sentences, after a relatively short period of about a year or even less, pupils are 
required to write more complex sentences and texts. 
During these first years in primary school, feedback on pupils writing products 
is mainly aimed at spelling and the quality and legibility of their handwriting. Not 
until much later the writing products of the children are judged on sentence 
construction, general quality, and content of discourse. Rather than following this 
gradual path in which the basics for literacy are taught separately, the whole-language 
approach provides another strategy (Stahl & Kuhn, 1995). According to this 
philosophy concerning language learning, the emphasis should mainly be on the 
meaning of texts, words and so forth instead of focusing on more mechanical and 
elementary skills. Literacy should be taught as an ongoing part of student's language 
and life experience. Butyniec-Thomas and Woloshyn (1997), however, found that 
children who received either explicit-strategy or a combination of whole-language 
instruction in combination with explicit-strategy generally outperformed children who 
merely received whole language instruction. Nevertheless, we believe that a ‘whole-
language-like’ approach deserves some re-examining because of the advancements 
within the fields of computer technology and multimedia that have created new 
possibilities within the field of computer-based writing instruction. 
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5.1.2 Computer-based Literacy Instruction 
In the last twenty-five years, the computer has become commonplace in the 
classroom (diSessa, 2000; Forcier, 1996). Both in primary and secondary education, 
computers are used for instruction in practically every subject from math to literacy. 
In this study, however, we will focus on just computer-based literacy instruction. 
Results from studies that examined the effectiveness of computer-based literacy 
instruction indicate that this form of instruction is at least as good as the more 
traditional forms of literacy instruction (Torgerson & Elbourne, 2002; van Daal & van 
der Leij, 1992). In the study of Dalton and Hannafin (1987) comparing the use of a 
word processor with the use of pen and paper as tools for writing assignments, the 
results were in favor of the word processor. It is interesting to note that some authors 
even argue that in modern society, the confident use of computers and Computer 
Mediated Communication (CMC) are not just possible instruments for the acquisition 
of literacy skills but essential skills for being fully literate (Warschauer, 1999). 
Writing in a computer-supported environment offers children the opportunity to 
place their writing products on the internet. It has generally been acknowledged that 
writing for an audience helps children to experience writing as a social process. 
Several studies have indeed shown that the use of computers in the classroom tends to 
make the writing process more collaborative which may enhance children’s 
motivation to write. As a point in case, Snyder (1994) has shown that the introduction 
of computers in the classroom lead to increased motivation, engagement and 
independence on the part of the student. Yakanicz (2000) also found that even 
reluctant students are more willing to engage and sustain in writing activities when 
they used a computer. Moreover, computer writing also seems to encourage peer 
editing and peer-mediating work (Baker & Kinzer, 1998).  
Another specific aspect that is rather useful for educational software is the 
possibility of computer programs to compare specific user-generated inputs with 
predetermined parameters and subsequently give a response based on this 
comparison. In other words, computers can be programmed such that they can 
evaluate pupils’ work and provide immediate feedback. Although the possibilities of 
computer software are still limited. Tools to check spelling and grammar are presently 
available for the most widely used word processor. Story-line development or the use 
of vocabulary, however, are not yet within the reach of current technology.  But 
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perhaps future technology in the field of artificial intelligence will make it possible to 
let computers generate useful feedback on grammar and narrative as well.       
5.1.3 Feedback 
The development of any cognitive or physical skills is (almost) impossible 
without a form of feedback (Bangert-Drowns, Kulik, Kulik, & Morgan, 1991). For 
example, the importance of (in this case visual-) feedback can be clearly illustrated 
with the findings from studies concerning spelling performance of left-handed writers. 
Ure (1969) found that lefthanders had significantly more spelling problems because, 
when writing, their left hand continuously obscures the word that is currently being 
written. Effectiveness of feedback in learning situations has been shown repeatedly in 
the literature. In their meta-study on a number of feedback experiments, Azevedo and 
Bernard (1995) found that the effect size of feedback could be as high as .80.  
An important issue with respect to feedback is the distinction between 
immediate and delayed feedback. In their meta-analysis on the effects of feedback 
timing, Kulik and Kulik (1988) found that in applied studies immediate feedback 
usually leads to better results than delayed feedback. However, the results of 
laboratory studies are somewhat more ambiguous. In experiments where the learning 
material consists of, so-called ‘test content’, a number of responses that constituted 
the correct answers for a particular test, delayed feedback seems to be favorable over 
immediate feedback (cf., Rankin & Trepper, 1978). In ‘list learning’, where standard 
test materials for verbal learning are to be learned, such as lists of paired nonsense 
syllables, the results vary widely from one study to the other.  
As we described earlier in this introduction, throughout the first years of primary 
school the feedback on written text mostly focuses on the legibility of handwriting 
and on spelling. This focus on spelling is also rather convenient because the spelling 
of words can be scored objectively. Evaluation of sentence constructions and 
particularly the content of a text is a more subjective process. Therefore, even for 
judging written narratives in scientific experiments a tool often chosen is a panel of 
independent raters. An example of such a study is provided by Dalton and Hannafin 
(1987).  
5.1.4 The Present Study 
In our previous studies, described in Chapters 3 and 4, we found that a spelling 
checker can function quite effectively as a tool for spelling instruction. In the present 
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one, we will advance a step and examine the possible usefulness of a computer 
program that not only provides feedback on spelling but also on sentence construction 
as well as story content. Because a computer program with these advanced features is, 
to our best knowledge, not available yet, we will simulate the ‘intelligent’ part of the 
computer program. 
The first question of the present study is whether the writer’s knowledge that her 
or his story will be read by a broader audience will lead to a higher motivation and 
better stories compared to a situation where the writer merely writes for a small 
audience (teacher/ experimenter). The second question is whether feedback will 
improve children’s literacy skills. Special attention is given to the nature of feedback 
being given. It will be investigated whether immediate feedback is more effective 
than delayed feedback. It can be hypothesized that immediate feedback is more 
effective for learning to spell. But, whether this is also the case with respect to 
sentence construction and narrative is not so clear. It will also be examined whether 
feedback that is more extensive in focus (e.g., focus on word, sentence and narrative 
construction) will lead to better results than feedback that merely focuses on word 
spelling. This almost seems like a trivial question, but it may well be that feedback on 
too many different aspects during writing will hamper rather than facilitate the writing 
process.  
 
5.2 Method 
5.2.1 Participants 
A total of 132 pupils (67 girls and 65 boys) from Grade 2 participated in this 
experiment.  The pupils had a mean age of 8.7 years (range 7.7 to 10.0, SD = 0.5) and 
were recruited from three separate (regular) primary schools in the Netherlands. 
Before the pupils participated in the training they were subjected to a spelling test, a 
sentence construction test, a motivation test, and finally they had to write a free story 
(see section 5.2.2). The pupils received these tests during a regular classroom hour. 
Students were then assigned to one of 6 experimental conditions based on their scores 
on the spelling test and the sentence construction test. The groups were matched on 
the scores of a spelling test (F(5, 126) = 1.13, p = .35), and a sentence construction 
test (F(5, 126) = 1.76, p = .13). Eighty-five students (47 girls, 38 boys) were placed in 
four conditions where feedback would be provided, 47 students (20 girls, 27 boys) 
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were placed in two conditions in which no feedback would be provided. The six 
different conditions will be explained in more detail in paragraph 5.2.3. 
 
5.2.2 Materials 
Tests. To assess pupils’ spelling skill and sentence construction skill two tests 
were administered. The test to assess spelling skill was specifically constructed for 
this experiment, and consisted of five sentences with a total of 48 words that were 
dictated to the pupils in the classroom. Each incorrectly written word resulted in the 
addition of a single penalty point to a score called “spelling errors”. Furthermore there 
were seven capitals and five full stops in the sentences. Each omitted capital or full 
stop resulted in the addition of a single penalty point to a second score called “errors 
in reading signs”. All five sentences are listed below. 
  
Dutch sentence English translation 
Twee vissen zwemmen samen langs de kust Two fish swam along the shore 
De vissen heten Joep en Sanne en zijn broer en 
zus 
The fish, called Joep and Sanne, are brother and 
sister 
Ze zijn op zoek naar hun vriendjes de dolfijn en 
de kwal 
They are looking for their friends the dolphin and 
the jellyfish 
Joep ziet veel mensen op het strand lopen. Joep sees many people walking on the beach 
De mensen zijn op vakantie en liggen lekker te 
zonnen 
The people are having holidays and are 
sunbathing 
 
To assess pupils’ insight in sentence construction the so-called sentence-
construction subtest of the ‘Taalschaal’ [‘Language Scale’] by van den Bosch, van 
den Berg, Hofma, and van den Nouweland (1994) was used. This subtest consists of 
26 items. Each item included one of the following tasks: Identification of correct 
sentences among a number of incorrect sentences, identification of separate words, 
composition of sentences with the uses of a given set of words, or varying the word 
order in a given sentence. The percentage of correct items was used as the score. 
Furthermore a test was used to assess pupils’ motivation towards writing in general 
and writing on a computer. This test was specifically constructed for this experiment 
and consisted of six propositions that had to be scored on a five-point scale. The test 
resulted in a single motivation score and no distinction was made between items that 
referred to writing with paper and pen and items that referred to typing a text on the 
computer. The six propositions are listed below. 
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Dutch sentence English translation 
1. Ik vind het leuk om te schrijven met pen en 
papier  
I like writing with paper and pencil 
2. Ik vind het leuk om te typen op de computer  I like typing on a computer 
3.Ik vind het leuk om verhalen te maken  I like writing stories 
4. Ik schrijf thuis vaak verhalen met pen en papier  At home, I often write stories with paper and 
pencil 
5. Ik maak thuis vaak verhalen op de computer At home, I often write stories on the computer 
6. Ik schrijf vaak e-mails I often write e-mails 
 
 
To assess pupils’ story-writing skills and their spelling and sentence-
construction skills in free discourse the pupils also had to write a story based on a 
picture that was presented to them. For this purpose a single picture from the Story 
Telling Task of the ‘Taaltoets Alle Kinderen’ by Verhoeven & Vermeer [Language 
Proficiency Test for All Children] (2001) was used. Afterwards the percentage of 
misspelled words was determined. Furthermore, the quality of the sentences and the 
quality of discourse content were determined by two independent raters. This 
procedure will be discussed in more detail later on in this chapter.    
Computers and required software.  The experimental software ran on a PC using 
the Windows-98 or Windows-XP operating system. An additional requirement was 
the possibility of the computer to display the same screen image on two different 
monitors at the same time. Moreover, the experimental setup required the additional 
monitor to be orientated such that the person looking at one monitor could not look 
directly at the other one. This set-up made it possible to make the pupil believe that 
the experimenter was working on something else and that any feedback was given by 
the computer instead of the experimenter. Figure 1 displays the experimental setup. 
 
Figure 1. Setup during the training sessions. 
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Experimental software. A specifically designed computer-program ‘Verhaal 
Werf’ (‘Story Wharf’) was used to run the experiment (programmed in Delphi, 
version 4.0; Inprise Corporation, 1998). This computer program provided the different 
training and feedback options necessary for the experiment. These options were 
immediate feedback, where feedback was given immediately when a pupil had 
finished a sentence, and delayed feedback where the feedback was given after a pupil 
had finished the whole story. Furthermore, half of the pupils only received feedback 
on their spelling whereas the other half received feedback on their spelling, sentence 
construction, and story contents.    
 
 
 
Figure 2. Screen image of the training program with the feedback balloon on the right 
page overlaying the picture on which the story being typed on the right page is based. 
The (red) arrow on the left page points towards the place in the story that is currently 
being scrutinized.  The top of the screen displays the feedback buttons. 
 
The program showed a representation of an opened book on the screen. The 
pupil could type a text on the left page of the book, while on the right page a picture 
or, in case of the typing training, a practice text could be displayed. These pictures, 
which were different from the pictures in the pre- and posttest, were selected from the 
Internet. No connection between the pictures or a story line that linked any of the 
pictures was present. The selection of each picture was based on the assumed 
potential of the picture to evoke a story. At the top of the screen, a number of buttons, 
required in this condition ‘immediate feedback’ was displayed. A mouse click on one 
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of the buttons resulted in the appearance of a text balloon on the right-hand page of 
the book. In addition, to point out the specific place in the text at which the feedback 
was directed, the experimenter could place a red pointer, by means of a mouse click, 
on any place required in the text on the left page. Figure 2 gives a graphic 
representation of a screen image. 
Apart from displaying feedback in a text balloon, the program could also display 
feedback on the right page without a text balloon. This way of providing feedback 
was necessary for the condition ‘delayed feedback’. In this condition, the feedback 
was displayed in the form of a special feedback code displayed within the pupils’ 
story. The code, displayed in red, consisted of a number together with an asterisk, ‘1*’ 
for example. While a pupils were revising the story, they could scroll with the cursor 
over the feedback code on the left page and the corresponding feedback message was 
displayed on the right page. 
  
5.2.3 Procedure 
About one week after the pretest (see participants and materials section) the 
training started. The training consisted of seven sessions that each lasted about twenty 
minutes. The experiment required a one-to-one training. Each session in each training 
condition started with a typing training of five minutes to get the pupils acquainted 
with the typing task. During the typing training, pupils had to copy two lines of text 
by means of the keyboard; the trainer sat next to them and assisted them when 
necessary while she, at the same time, made sure that the pupils copied the text 
correctly. After the two lines were completed, the trainer instructed the pupils to 
change a few predetermined words by some predetermined edit actions. This 
procedure was used to standardize the typing training as much as possible. 
Following the typing training the pupils started with the story training. During 
each session the pupils had to write a story based on a new picture. The order in 
which the pictures were presented was the same for all pupils in all conditions. Each 
of the conditions will be described in more detail now.  
‘No feedback-no Internet’. Pupils in this condition (n = 21) merely typed the 
stories and received no feedback on their work. A unique feature of this condition 
compared to all other training conditions was that the stories written by the pupils 
were not placed on the Internet. 
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‘No feedback’. Pupils in this condition (n = 26) did not receive any feedback 
either on their stories, but the stories they created were placed on a website 
specifically created for the experiment.   
‘Immediate feedback by computer on spelling’. Pupils in this condition (n = 20) 
received feedback immediately after completing a sentence by means of the text 
balloons and the pointers. This happened as soon as a hard return was used, a full stop 
was placed or (in the case of the erroneous omission of a full stop) the use of a Capital 
that clearly indicated the beginning of a new sentence. The feedback in this condition 
focused solely on spelling. The stories created in this condition were placed on the 
Internet.  
‘Immediate feedback by computer on spelling, sentence and story contents’. 
Pupils in this condition (n = 19) received feedback immediately at the end of a 
sentence by means of the text balloons and the pointers. The feedback in this 
condition, however, focused on spelling, sentence construction, and the contents of 
the story. The stories created in this condition were placed on the Internet.  
‘Delayed feedback by computer on spelling’. Pupils in this condition (n = 23) 
received the feedback after they had finished the story and after the experimenter had 
placed the ‘feedback codes’ (see materials section) in the text. The feedback in this 
condition focused solely on spelling. The stories created in this condition were placed 
on the Internet. 
‘Delayed feedback by computer on spelling, sentences and story contents’. 
Pupils in this condition (n = 23) received the feedback after they had finished the 
story and after the experimenter had placed the ‘feedback codes’ (see materials 
section) in the text. The feedback in this condition, however, focused on spelling, 
sentence construction, and the contents of the story. The stories created in this 
condition were placed on the Internet.  
In all five conditions where the stories were placed on the Internet the pupils 
were asked at the beginning of the experiment whether they liked to have their stories 
placed on the Internet. Although students were able to refuse, none of them did.  
It is important to note that the pupils were told that the feedback came from the 
computer and not from the experimenter. In both the immediate and the delayed 
feedback conditions, pupils were made believe that the experimenter was working on 
another ‘important task’. One week after the last training session the posttest was 
conducted. The posttest was identical to the pretest, except for the fact that now no 
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sentence-construction test and no spelling test were administered. After the posttest all 
stories were presented to a panel of two jurors who had to rate the stories on a number 
of subjective points (details are presented in the next paragraph).  
5.2.4 Scoring of Subjective Quality   
To assess the subjective quality of the stories, all stories were judged by a panel 
of two jurors after the posttest. The jurors were unaware whether a story they were 
about to judge was written during the pre- or posttest. Furthermore, a possible effect 
of a pupils’ handwriting on the verdict of a juror was eliminated because the written 
stories were all typed out. It was also impossible for a juror to identify the author of a 
story, because the names of the authors of the stories were replaced by a number. The 
jurors had to mark the story on seven different criteria, by using a five point scale, 
where one was the lowest possible score and five the highest. The seven criteria 
where: Clearness, originality, grammar, punctuation, sentence complexity, story 
complexity, and spelling*. The reliability of the items on the rating list turned out to 
be quite reasonable with a Cronbach’s alpha of .89. 
To see whether a clear structure could be identified among the seven criteria a 
factor analysis, with VARIMAX rotation, was used. The factor analysis resulted in 
the identification of two factors. The factor loadings are given in Table 1.  
 
Table 1. Factor Structure and Factor Loadings of the Subjective Criteria.  
 
 
The first factor ‘Technical Quality’ consisted of the following variables: 
Grammar, punctuation, and spelling. The second factor ‘Narrative quality’ consisted 
of the following variables: Clearness, originality, sentence complexity, and story 
complexity. The first factor accounted for 63% of the total variance whereas the two 
                                                
* By ‘correctness of spelling’ the subjective effect of the spelling errors on the text as a whole is meant. 
In contrast with the proportion of spelling errors as discussed in an earlier paragraph, here not only the 
number of spelling errors but also the kind of error that was made could be of influence. 
 Factor 
Criterion Narrative quality Technical quality 
Story complexity .87 .27 
Originality .86 .23 
Sentence complexity .81 .30 
Clearness .65 .57 
Correctness of spelling .18 .85 
Punctuation .29 .77 
Correctness of grammar .54 .63 
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factors combined accounted for 75% of the total variance. To Asses the inter-rater 
reliability an intra-class-correlation analysis was carried out on both factors. 
According to the criteria of Cicchetti (2001) the intra-class correlation of .71 (264 
comparisons) on narrative quality was good and the intra-class correlation of .78 (264 
comparisons) on technical quality could even be considered excellent. 
 
5.3 Results 
In this section, we will examine the effects of the main factors on a number of 
dependent variables. These factors are placement of the story on the Internet, the 
provision of feedback, immediacy of feedback, and content of feedback. The effect of 
each factor on the difference score of post and pretest performance on number of 
words, the percentage of spelling errors, technical quality, narrative quality, and the 
motivation will be examined by using a multivariate analysis of variance 
(MANOVA). The reason for the use of difference scores instead of including test as a 
separate factor was that it was practically impossible to match the subjects on all 
dependent variables. Note that all factors are between subjects’ variables. Another 
important thing to note is that the design of the experiment was not symmetrical with 
respect to the factor Internet. Only in one of the two groups where no feedback was 
provided the stories were not placed on the Internet, while in all other five groups, 
including the one in which also no feedback was provided, the stories were placed on 
the Internet. 
5.3.1 Placement on the Internet 
In Table 2 the means and standard deviations on both the pretest and posttest of 
the variables of number of words, proportion of spelling errors, technical quality, 
narrative quality and motivation are presented. To evaluate the effect of the placement 
of the stories on the Internet a 2 way (placement of story on the Internet: yes vs. no) 
MANOVA was performed on the number of words, the percentage of spelling errors, 
technical quality, narrative Quality, and motivation. Note that only the two groups in 
which no feedback was given were included in the analysis. 
A significant main effect was found for the factor placement of story on the 
Internet (F(5, 39) = 4.64, p < .01, η²  = .37). Placement on the internet did not result in 
significant effects on number of words, F(1, 43) = .19, p = .67, η²  = .00, percentage 
of spelling errors, F(1, 43) = .310, p = .58, η²  = .01, technical quality, F(1, 43) = .09, 
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p = .76, η²  = .00 or narrative quality F(1, 43) = .12, p = .73, η²  = .00. However the 
placement of the stories on the Internet had a significant positive effect on the 
motivation scores, F(1, 43) = 23.88, p < .001, η²  = .36.  
Table 2. Means and Standard Deviations (in Parentheses) of the Variables Tested on 
the Pre- and Posttest of Scores of Pupils whose Stories Were Placed on the Internet (n 
= 26) and for those whose Stories Were not Placed on the Internet (n = 21).  
 
Variables/Placement on the Internet 
 
Pretest Posttest 
Number of words    
No  115.9 (51.6) 106.7 (50.6) 
Yes  114.7 (46.4) 103.4 (45.5) 
Spelling errors    
No  11.8 (7.7) 11.2 (7.6) 
Yes  6.8 (6.9) 6.6 (6.8) 
Technical quality    
No  3.1 (1.0) 3.2 (1.1) 
Yes  3.1 (0.9) 3.3 (1.0) 
Narrative quality    
No  3.5 (0.9) 3.6 (0.7) 
Yes  3.5 (0.8) 3.7 (0.6) 
Motivation    
No  22.3 (8.2) 20.4 (8.1) 
Yes  18.3 (7.3) 21.5 (7.3) 
5.3.2 Effects of Feedback 
First of all, the global effects of the provision of feedback were examined. The 
means and standard deviations on both pre- and posttest of the variables mentioned 
above are presented in Table 3. 
To evaluate the effect of the provision of feedback a 2 way (feedback: yes vs. 
no) MANOVA was performed on the number of words*, the percentage of spelling 
errors, technical quality, narrative quality, and motivation. In this analysis the children 
in the group that did not receive any feedback but whose stories were put on the 
Internet (n = 26) were compared with the children in the feedback groups (n = 85). 
Children whose stories were not put on the Internet (n = 21) were excluded from the 
analysis. A significant main effect was found for the factor feedback (F(5, 104) = 
2.33, p < .05, η²  = .10). When feedback was provided the number of words increased 
over time, whereas the number of words decreased when no feedback was provided, 
                                                
* The same analyses were done on the number of unique words and on the type token ratios in the 
different training conditions. Because these measures revealed no significant effects in any of these 
analyses they were excluded from this chapter. 
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F(1, 108) = 4.96, p < .05, η²  = .04. When feedback was provided a marginally 
significant decrease in spelling errors was witnessed, F(1, 108) = 2.87, p < .10, η²  = 
.03. Furthermore feedback had a positive effect on the motivation scores, F(1, 108) = 
4.57, p < .05, η²  = .04. No significant effects were found on either technical quality, 
F(1, 108) = .46, p = .50, η²  = .00, or narrative quality, F(1, 108) = .01, p = .94, η²  = 
.00.  
 
Table 3. Means and Standard Deviations (in Parentheses) of Variables Tested on the 
Pre- and Posttest of the Feedback conditions (n = 85) and No-Feedback Condition (n 
= 26). 
Variables/Feedback Pretest Posttest 
Number of words   
No Feedback 115.2 (73.7) 104.9 (82.9) 
Feedback 111.8 (54.8) 122.3 (61.6) 
Spelling errors   
No Feedback 9.1 (14.4) 8.7 (11.5) 
Feedback 10.8 (10.7) 8.6 (8.5) 
Technical quality   
No feedback 3.1 (1.2) 3.2 (1.2) 
Feedback 3.0 (0.9) 3.2 (0.9) 
Narrative quality   
No feedback 3.5 (1.0) 3.7 (0.9) 
Feedback 3.4 (0.7) 3.6 (0.7) 
Motivation   
No feedback 20.1 (8.3) 21.0 (8.5) 
Feedback 19.6 (6.2) 20.6 (6.3) 
   
In addition, the effects of different forms of feedback were assessed. Therefore, 
the factors of moment of feedback (immediate vs delayed) and focus of feedback 
(spelling only vs spelling, sentence construction and narrative) were examined. The 
means and standard deviations on both pre- and posttest of the variables used in the 
analysis are presented in Table 4a and 4b, respectively. 
To evaluate the effects of the different forms of feedback a 2 (feedback 
moment: immediate vs. delayed) X 2 (feedback focus: spelling vs. spelling, sentence 
construction and narrative) MANOVA was performed on the number of words, the 
percentage of spelling errors, technical quality, narrative quality, and motivation. Note 
that this analysis pertains to the pupils in the feedback groups only (n = 85). 
Significant main effects were found for feedback moment (F(5, 77) = 2.34, p = .05, η²  
= .13) and feedback focus (F(5, 77) = 3.10, p < .05, η²  = .17). The overall interaction 
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between feedback moment and feedback focus was not significant (F(5, 77) = .93, p = 
.47, η²  = .06).  
Table 4a. Means and Standard Deviations (in parentheses) of Variables Tested on the 
Pre- and Posttest of the Immediate- (n = 39) and Delayed-Feedback Conditions (n = 
46). 
Variables/Feedback Pretest Posttest 
Number of words   
Immediate feedback 94.7 (53.9) 95.5 (46.8) 
Delayed feedback 126.3 (38.8) 145.0 (54.6) 
Spelling errors   
Immediate feedback  13.1 (12.8)  10.3 (8.7) 
Delayed feedback 8.9 (5.8) 7.2 (5.9) 
Technical quality   
Immediate feedback 2.8 (0.7) 3.1 (0.7) 
Delayed feedback 3.1 (0.7) 3.4 (0.8) 
Narrative quality   
Immediate feedback 3.4 (0.6) 3.5 (0.5) 
Delayed feedback 3.4 (0.6) 3.7 (0.6) 
Motivation   
Immediate feedback 18.8 (4.5) 20.7 (4.3) 
Delayed feedback 20.3 (4.7) 20.5 (5.4) 
 
 
Table 4b. Means and Standard Deviations (in parentheses) of the Variables Tested on 
the Pre- and Posttest of the Feedback-on-Spelling Only (n = 43) Condition and the 
Feedback-on-Spelling, Sentence Construction and Narrative Condition (n = 42). 
Variables/Feedback focus Pretest Posttest 
Number of words   
Spelling only 110.6 (45.1) 121.8 (58.4) 
Spelling, sentence construction and narrative 113.0 (52.6) 122.8 (55.4) 
Spelling errors   
Spelling only 10.5 (8.4) 8.3 (7.3) 
Spelling, sentence construction and narrative 11.1 (11.3) 9.0 (7.7) 
Technical quality   
Spelling only 3.1 (0.6) 3.3 (0.7) 
Spelling, sentence construction and narrative 2.9 (0.8) 3.2 (0.8) 
Narrative quality   
Spelling only 3.4 (0.6) 3.5 (0.5) 
Spelling, sentence construction and narrative 3.4 (0.6) 3.7 (0.6) 
Motivation   
Spelling only 18.6 (3.8) 21.3 (4.7) 
Spelling, sentence construction and narrative 20.7 (5.0) 19.9 (5.1) 
 
When feedback was delayed, this had a positive effect on the number of words, 
F(1, 81) = 3.64, p < .1, η²  = .04. The moment of feedback did not matter with respect 
to the percentage of spelling errors, F(1, 81) = .77, p = .38, η²  = .01. The moment of 
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feedback did not affect the score on technical quality, F(1, 81) = .21, p = .65, η²  = 
.001 or the narrative quality F(1, 81) = 1.63, p = .21, η²  = .02. However when 
feedback was immediate this resulted in a positive effect on the motivation scores, 
F(1, 81) = 3.23, p < .1, η²  = .04.  
No effects of the factor feedback focus where found on the number of words 
(F(1, 81) = .05, p = .83, η²  = .00), percentage of spelling errors (F(1, 81) = .01, p = 
.94, η²  = .00), technical quality (F(1, 81) = .12, p = .74, η²  = .00) or narrative quality 
(F(1, 81) = 1.74, p = .19, η²  = .02). However when feedback was limited in focus to 
spelling this had a positive effect on motivation, F(1, 81) = 14.69, p < .001, η²  = .15.  
 
 
5.4 Conclusions and Discussion 
From the present study, several conclusions can be drawn. With respect to the 
placement of stories on the Internet, a positive effect on children’s motivation was 
evidenced. However, the placement on the Internet did not have any effect on either 
the increase in number of words, the decrease in the percentage of spelling errors, or 
on the technical quality and narrative quality of the stories. Apparently, the issue of 
whether the writer’s knowledge that the story will be available to a broader audience 
contributes to the factor of motivation to write, and not so much on the product of 
writing. This effect conforms to previous findings by Baker and Kinzer (1998), 
Snyder (1994) and Yakanicz (2000). 
With respect to the issue of the provision of feedback on children’s writing, our 
results showed that the number of words increased for those pupils who received 
feedback. The group of pupils who did not receive any feedback showed a decrease in 
the number of words in their stories. The provision of feedback did also have a 
marginally positive effect on the elimination of spelling errors. Furthermore the 
provision of feedback also had a positive effect on motivation. However, no effects of 
the factor feedback were found on the subjective measures of technical quality and 
narrative quality.  
With regard to the moment of feedback, our data showed that the number of 
words increased when delayed feedback was provided, whereas the number of words 
remained constant over time when immediate feedback was provided. No significant 
differences were found between the pupils who received immediate feedback and 
those who received delayed feedback when looking at the decrease in spelling errors 
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at either one of the subjective variables, technical quality and narrative quality. 
However, pupils who received immediate feedback showed a greater increase after 
training in their motivation scores than those pupils who received delayed feedback. 
Finally, our data showed that extensive feedback does not lead to better writing 
results than limited feedback. We found no difference with regard to the number of 
words between those pupils who received feedback on spelling, sentence construction, 
and story content and those who only received feedback concerning their spellings. 
There was no difference between the two groups regarding the decrease in spelling 
errors, which is not surprising because both groups received feedback on their 
spelling to a similar extent. Also, no difference was found with respect to the 
subjective variables of technical quality and narrative quality. Another important 
finding was that the motivation score of those pupils who only received feedback on 
their spelling increased whereas the motivation score of the pupils who received more 
extensive feedback remained the same over time.    
Overall, the present study shows that writing in a computer-supported 
environment may have positive effects on children’s writing. First of all, the writing 
motivation of children may be enhanced in two ways: by having children’s writing 
products placed on the Internet and by providing children with feedback. The 
provision of feedback appears most effective in case feedback is focused on spelling 
only in a delayed mode. In addition, the provision of feedback appears to have a 
positive effect on the productivity of writing (in the delayed mode) and in general on 
spelling accuracy.   
In future research, one of things to be examined is whether a longer training 
would result in greater differences in efficacy of the different feedback conditions. 
Literature also supports this suggestion. Bosman, van Hell, and Verhoeven (2006) for 
example have shown that longer training periods in a spelling task result in better 
performances in the long run. Another issue that needs further investigation is that of 
the seemingly superior indirect feedback condition because of the higher productivity 
in this condition. Schmidt and Bjork (1992) found that training conditions that caused 
high acquisition speeds and good overall training performance often produce inferior 
results on retention tests. Therefore, looking back in retrospect it is really unfortunate 
that because of practical considerations a retention test could not be included in the 
experiment. It would have been really interesting to see whether the condition with 
direct feedback would still result in a lower productivity compared to the indirect 
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feedback condition. A final issue that needs further investigation concerns the 
(meta)cognitive conditions which need to be fulfilled in order to find any feedback 
effects. Previous studies have shown that the quality of writing in young children is 
only to a small extent predicted by the amount and the type of feedback they received 
(Matsumura, Patthey-Chavez, Valdes & Garnier (2002). As Corbert and Anderson 
(2001) have suggested, it may well be the case that students need explicit guidance to 
benefit from learning opportunities that arise when they have greater control over 
feedback or tutorial assistance. To what extent this is the case for young children 
learning to write is open to future research.  
The present study leads to some practical implications. Since ICT is settling in 
more and more into the school curriculum, the convergence of literacy instruction and 
networked technologies seems inevitable, as well as the integration of reading and 
writing instruction and learning in subject areas. This creates complex learning 
situations, in which it is important to provide the instructional glue to keep children 
focused on the task (McEneaney, 2000). In this context, the role of ICT is 
fundamentally different from the drills implemented in conventional computer-aided 
instruction systems. ICT, if properly applied, should be able to support the cognitive 
processes involved in learning to write. Feedback on children’s writing appears to 
increase their productivity with a proportional lower number of spelling errors. 
Immediate and not to extensive forms of feedback along with opportunities for 
children to publish their writings on the Internet also lead to better motivation to 
write.  
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 6. General Conclusions and Discussion 
The general goal of this dissertation was to investigate the acquisition of Dutch 
writing skills in an interactive computer environment. In this final chapter, we will 
discuss three general issues that were the focus of the four empirical studies reported 
in the preceding four chapters. The first topic concerns differences between 
handwriting and computer writing. The second issue is learning to spell in a 
computer-supported environment, and the third topic deals with improving literacy by 
means of guided feedback. In the final sections, we will discuss some limitations and 
recommendations and provide some practical implications. 
6.1 Differences Between Handwriting and Computer Writing 
Our comparative study on handwriting versus computer writing (Chapter 2) 
yielded several important results. One of the most obvious results with respect to the 
story-production process was that overall pause length was much larger in the typing 
condition than in the handwriting condition. However, we found other more 
remarkable differences with respect to pause-time duration between the processes of 
writing a text by hand and typing a text using a word processor. In the writing 
condition, the pause times before the function words were shorter than those 
preceding the content words, whereas the opposite was true for the typing condition. 
It can be concluded that planning works out differently in the two conditions. Another 
interesting finding was the fact that the duration of the pause times in the typing 
condition decreased over time whereas the pause times in the writing condition 
increased over time. Maybe our first finding can be explained by a possible reluctance 
to initiate typing part of a sentence, which usually starts with a function word. If the 
part of the sentence has to be erased afterwards the whole laborious process of typing 
would have been in vain after all, suggesting that children process text they have to 
type in groups of words rather than word-by-word. This could be compared with 
carefully thinking about the right words before saying anything in a socially 
precarious situation were the spoken words could do a lot of damage. In the relatively 
more familiar task of writing a text by hand, the burden on the children to produce 
words is not as high, making it less of a problem to risk potential mistakes that require 
correction. In this condition, the complexity of each separate word determines the 
pause-time duration that precedes it (Segalowitz & Lane, 2000). The fact that the 
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pause times in the writing condition increased over time can perhaps be explained by 
an increased vocabulary and an increase in morphological and syntactical knowledge 
that causes the writer to be more critical towards its own writing product. In the 
typing condition this effect is possibly masked by an increase in typing skill, due to a 
growing experience with this type of text production which in turn might be caused by 
spending time e-mailing and browsing the Internet.     
Another notable finding from this study was a huge difference in the quantity of 
text being produced by the children in the two writing conditions. With respect to text 
length, we see that the children produced much longer texts in the handwriting 
condition compared with the typing condition. This is true for the average number of 
words (word tokens) as well as the average number of unique words (word types), and 
the average number of clauses produced by the children. With the child’s progression 
of age, the texts became longer and this increase was similar in the two conditions. It 
is interesting to note that the clause length in the two conditions was about the same. 
That means that the size of the basic units for writing in both conditions is highly 
similar.  
With regard to the qualitative aspects of writing one could observe that the 
stories produced in the typing condition were similar in quality or even slightly better 
than the stories written by hand. The proportion of misspelled words in both 
conditions was highly similar. The technical quality of the typed stories was generally 
judged to be higher than that of written stories and although the jurors judged the 
richness of the stories to be higher for the written than for the typed stories in first 
grade, this difference in narrative quality disappeared in the second grade. 
Our analysis of the individual variation of the data by means of confirmatory 
factor analyses resulted in similar models for both conditions. The factors that could 
be identified were overall quality of writing, technical quality of writing, writing 
speed, and clause length. This latter variable was only composed of the variable 
clause length itself.  Longitudinal analyses of the data showed that in the writing 
condition these former three factors turned out to be quite stable in the course of time. 
Furthermore, three fluency measures showed up as relevant predictors of the 
children’s handwriting development. The first one was writing speed, which appeared 
to be an important predictor of not only speed of the writing process but also of the 
overall quality of the writing product. The second predictor was handwriting fluency. 
The more fluent children are in handwriting at the beginning of first grade the better 
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the technical quality of their written stories. The final predictor was children’s word 
decoding score, which predicts both the speed of writing and the technical quality of 
the texts. 
The children’s development of typing measures shows less stability over time. 
Only in the second grade stable relationships between typing abilities over time 
emerged. As was the case with the prediction of handwriting abilities, the 
development of typing abilities turned out to be highly predicted by a fluency 
measure, namely, typing speed. The children’s speed of typing not only predicted 
their production speed during actual text typing but also the technical and overall 
quality of their stories.  
The data from the first study showed both similarities and differences in 
handwriting and typing development. Processing speed, technical form, and narrative 
quality can thus be seen as important underlying factors of both handwriting and 
typing during the first two grades of primary school. Given the fact that the 
development of handwriting proceeds faster than that of typing, it can be assumed that 
the cognitive load of typing is larger than that of handwriting. However, schooling 
seems to play a role as well. Handwriting is a skill learned at school based on a 
specific curriculum that usually starts in first grade. Typing, on the other hand, is not a 
school subject, certainly not in the lower grades. It can be viewed as a self-teaching 
device that might be part of school practice without – in the vast majority of cases - 
being formally taught.  
Both handwriting and typing processes appear to be influenced to a large degree 
by text fluency. Cognitive research on early literacy processes has clearly 
demonstrated the importance of lexical representations as a major source of individual 
differences in reading and writing tasks (e.g., Coltheart, Curtis, Atkins & Haller, 
1993; Kress, 1994). The lexical quality hypothesis (Perfetti & Hart, 2001) expresses 
the basic idea that reading and writing skills among children and adults is supported 
by their knowledge of words, including the precision of the individual’s 
representation of orthography, phonology, morphology, and meaning, as well as the 
sheer number of known words. Cross-linguistic studies on the development of reading 
have provided strong evidence for this claim (Seymour, Aro, & Erskine, 2003).  
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6.2 Spelling Training in a Computer Supported Environment  
Both the second and the third study in Chapters 3 and 4 were exclusively 
designed to identify an optimized computer-supported spelling-training environment. 
In Chapter3, we examined whether a spelling checker could be used as an effective 
spelling-instruction tool for children in Grade 2. For this purpose we compared a 
computer version of the ‘visual dictation’ method that is highly regarded for its 
effectiveness with an exercise that used a spelling checker-like interface as a means to 
give feedback about one’s spelling. Both exercises used software that was specifically 
programmed for the experiment. In Chapter 4, we took a closer look at the 
effectiveness as a spelling instruction tool, of the spelling-checker function found in 
the most commonly used word processor. Specifically, we looked at the additive 
value of the spelling suggestions provided by the spelling checker in addition to the 
mere indication of the incorrectness of a word’s spelling. In the two chapters, the 
effect of implicit learning during a spelling training was also investigated by 
comparing conditions in which no spelling feedback was given at all with conditions 
where feedback was given by the spelling checker. In Chapter 4, we also looked 
whether the spelling training would be less efficient if words were trained in a 
sentence context rather than as single words. 
From the results we must conclude that both for children with poor spelling 
skills and those with good spelling skills the visual-dictation condition (a form of 
informational feedback) leads to no greater increase in spelling performance than the 
spelling-checker condition (a form of knowledge of results). Furthermore, the 
experiment described in chapter 3 showed that the spelling checker was almost equal 
to visual dictation in terms of training efficiency. Only children with poor spelling 
skills needed more tries to spell a word correctly in the spelling-checker condition. 
However this did not result in a significantly slower progression through the learning 
material for the poor spellers in the spelling-checker condition when compared with 
the poor spellers in the visual dictation condition. The number of tries needed to spell 
a word correctly was equal in both conditions for children with good spelling skills. 
When spelling suggestions were added to the (knowledge-of-results) feedback 
from the spelling checker as was the case in the next experiment, described in Chapter 
4, this did not result in a significantly higher spelling performance gain over the 
condition without these suggestions. Interestingly, however, students in the condition 
with the suggestions increased their performance on words with ambiguous phoneme-
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grapheme relationships to a much higher extent than on loan words. This difference 
was not found in the knowledge-of-results condition where the increase in spelling 
performance was the same for both types of words. The results from the study in 
Chapter 4 suggest that students in Grade 2 appear to be not yet capable of 
hypothesizing about the origin of the error in the word. Providing suggestions 
appeared to enhance the learning process, but only in case of words with ambiguous 
phoneme-grapheme relationships, because they are more familiar in their appearance 
than loan words. The inexperienced speller and the spelling checker were a much 
better ‘team’ when working on words of the former category, because the speller 
could at least produce spellings that had a much higher resemblance to the words that 
were intended so that the spelling checker could be much more accurate in providing 
suggestions. Not only was the number of alternative options for the misspellings of 
native words smaller than for non-native words, the correct suggestion also more 
often appeared in the first position when it concerned native misspellings. Moreover, 
in more than half of the cases the spelling checker was unable to provide even one 
single suggestion for a non-native misspelling.  
In both Chapters, we found proof of the occurrence of implicit learning. In both 
conditions in the experiment described in Chapter 3 transfer occurred towards 
untrained words. Interestingly, the findings from our study contradict earlier findings 
of Reber, Walkenfeld and Hernstadt (1991), who reported a smaller population 
variance in implicit learning compared to explicit learning. The results in the current 
study show a greater performance gain on the untrained words for the good spellers 
when compared with the performance gain on the untrained words for the poor 
spellers. This difference in performance gain as a result of the level of spelling skill 
did not emerge for the trained words. In the experiment described in Chapter 4 we 
found strong evidence for the occurrence of implicit learning. Even without any form 
of feedback, simply producing words on a computer caused the spelling performance 
to significantly increase on these words, whereas this was not the case for the spelling 
performance on control words that were not practiced.  
However, in Chapter 4, we also found that when feedback is provided the 
spelling performance increased to a higher extent compared to conditions where 
learning is exclusively implicit. In other words, explicit learning is more effective 
than implicit learning. This finding is in line with a statement of Sims-Knight and 
Upchurch (2001) that informational feedback is effective in situations with clear right 
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or wrong answers, which was the case in this study with the words with ambiguous 
phoneme-grapheme relationships. Interestingly, with regard to differential transfer the 
results from this experiment indicated that the provision of feedback did not facilitate 
transfer to untrained words in any way.  
Finally, a result standing somewhat on itself that was nevertheless important 
was that training the words in a sentence context instead of training them as single 
words did not result in any difference in training efficiency with respect to the 
increase in spelling performance. This means that it does not harm to practice 
spellings in a meaningful context.  Note, however, that the same holds for practicing 
the words as single words. Although we did not measure the efficacy of both 
conditions in terms of words practiced per unit of time in this experiment, it is likely 
that the latter condition was more efficient with respect to this measure. Therefore, 
practicing single words is probably more efficient when time is limited and when one 
wants to practice the spelling of specific new words. However, practicing the words in 
a meaningful context might be beneficial for the motivation of the pupils. But, 
because motivation was not assessed this is just a speculative suggestion at this stage.            
6.3 Improving Literacy by Means of Guided Feedback 
In the final study in this dissertation we explored the possible usefulness of 
multimedia support on children’s writing by investigating the effects of placement of 
texts on the Internet and of the provision of guided feedback on more than just 
spelling. The feedback in this chapter was not merely focused on spelling but also on 
sentence construction and narrative. For this study, a rudimentary story-production 
environment was developed. To obtain an approximation of a more advanced story-
writing environment in which the computer could generate intelligent feedback, the 
experimenter simulated the intelligent part of the program. Apart from examining the 
importance of the timing of feedback and the usefulness of extensive feedback, the 
importance of motivation on writing performance was examined in this study. 
From the results, it can be concluded that placement on the Internet did not have 
any effect on either the increase in number of words, the decrease in the percentage of 
spelling errors, or on the increase in technical quality and narrative quality. The 
placement of the stories on the Internet did, however, have a positive effect on the 
motivation of the pupils. Pupils whose stories were placed on the Internet did show an 
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increase in motivation score, whereas pupils whose stories were not placed on the 
Internet showed a decrease in their motivation.  
With regard to the provision of feedback it can be concluded that feedback 
stimulates literacy productivity in terms of the number of words that are produced. 
When no feedback was provided, on the other hand, a decrease in the number of 
words was witnessed. Moreover, the provision of feedback proved to be beneficial for 
the spelling performance. Furthermore the provision of feedback had also a positive 
effect on motivation. However, the provision of feedback did not result in higher 
scores on the subjective measures of technical quality and narrative quality. 
Another finding in this experiment was that delayed feedback turned out to be 
beneficial for productivity, whereas immediate feedback did not show any effect on 
productivity. Therefore, one can conclude that continuously interrupting the writing 
process with the provision of (immediate) feedback has a tempering influence on the 
productivity. However, both forms of feedback were equally effective in increasing 
spelling performance and subjective story quality. Interestingly, the provision of 
direct feedback proved to be beneficial for motivation whereas indirect feedback did 
not have an effect on motivation. Apparently, the continuous provision of feedback 
has a stimulating effect in some way, even though it implies that the writing process 
can be interrupted any time. 
Furthermore the results of this study showed that the degree of feedback did not 
influence the productivity, spelling performance, or subjective quality. However, the 
motivation score of those pupils who only received feedback on their spelling 
increased, whereas the motivation score of the pupils who received more extensive 
feedback remained the same over time. Although feedback seems to have a 
stimulating influence, these results showed that an overload of feedback may temper 
this stimulation.     
Overall, we can draw the following conclusions from this experiment. The 
knowledge that one’s story will be read by a broader audience, for example by placing 
the story on the Internet, affected motivation positively, however this knowledge did 
not seem to have any influence on any of the other variables we tested. Apparently, 
motivation did not influence the story much, but the type of training did. Furthermore, 
if one uses the number of words in written discourse as a measure of productivity, 
then (delayed) feedback appears to have a positive effect on productivity in this area. 
Additionally, feedback can have a positive effect on spelling performance as has been 
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shown in our earlier studies. This is particularly the case when feedback is focused on 
spelling only. However, in the current study no effect of feedback on more subjective 
measures such as narrative quality and technical quality was found. Finally, another 
important finding is that feedback, when it is not too extensive (!), can have a positive 
effect on motivation.  
6.4 Limitations of the Present Study and Recommendations for Further 
Research 
One should realize that research into the processes involved in human literacy is 
still in its infancy. Research into the implementation of the computer in literacy 
learning on other aspects than spelling instruction has been scarce at best. Therefore, 
our study was explorative in its scope. We hope that the issues raised in the present 
study will be an interesting starting point for further research.  
A better insight into the writing and typing process and the differences between 
the two is very interesting from a theoretical viewpoint and will be ultimately 
necessary in practical sense as well for the creation of an optimized learning 
environment. It would, for example, be interesting for future studies to see what the 
effects of explicit typing instruction at a very early age are on computer-based literacy 
instruction. Furthermore, more research into spelling instruction is necessary because 
spelling can be regarded as fundamental to writing, and spelling instruction is by no 
means optimized and also because spelling is fundamental to literacy skill. Another 
rather interesting topic for further research is the importance of motivation in literacy 
learning. It is possible that huge gains in literacy performance can be achieved by 
keeping the motivation of the young learners at a high level. Therefore, research 
should be undertaken to find out what factors have a positive or a negative effect on 
motivation so that these can be enhanced or eliminated. 
The training period in our last three experiments was relatively short. It is 
therefore important to establish whether a replication of our experiments with longer 
training periods or more training sessions per week would lead to even better training 
results and greater differences between the different training conditions. However, 
even with the short training periods of little more than one month that were 
implemented into the current study significant results were found. Nevertheless, in 
general our advise for a training study is to make the training as intense and long as 
possible.    
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Finally, it is important to find and validate objective measures for story quality. 
Such measures can be been as a vital asset for a computer program that has to provide 
guided feedback on one’s writing. Although the type-token ratio (Renkema, 1983) can 
be used for this purpose, this measure is somewhat problematic for shorter texts and 
not detailed enough to serve as a basis for guided feedback. 
6.5 Practical Implications 
The main practical finding of the present study is that computer-based literacy 
instruction can be useful, which is in line with earlier studies (Torgerson & Elbourne, 
2002; van Daal & van der Leij, 1992), but we need to be aware of the fact that typing 
on a computer initially places a higher cognitive load on young children than 
handwriting, which results in a reduced productivity. Based on our findings, we 
expect this effect to be caused by a lack of typing experience. Working actively with 
written language, whether it is practicing unfamiliar spellings by means of specifically 
designed exercises or writing stories enhances one’s productive literacy skills. Even if 
no feedback is provided at all, simply producing words or sentences has a beneficial 
effect on literacy development. Therefore, children should be stimulated to engage in 
literacy tasks as often as possible either by means of the traditional paper and pen or 
on a computer. The results from the current study suggest that the notion that one’s 
writing has a true purpose in the sense that it will be read by a true audience has a 
stimulating effect. Furthermore, from these findings one can conclude that both 
writing e-mail messages and online-chatting might be excellent opportunities for 
extending literacy.  
Although our study made clear that a spelling checker is probably not the best 
computer-based spelling-instruction tool, it has nevertheless proven to be quite useful 
in this role. In combination with our findings regarding frequent occurrence of 
implicit learning while simply engaging in the process of text production one can 
conclude that working with a word processor that is equipped with a spelling checker 
can have positive effects on literacy skills. However, this activity should be taken as a 
time economical addition instead of a substitute to other forms of literacy instruction. 
Our results made clear that specifically designed spelling exercises are necessary for 
optimized spelling instruction.   
We would like to conclude the last chapter of this dissertation with some 
thoughts about the importance of spelling skills in the future. Throughout this 
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dissertation we have argued the importance of spelling skill in modern society. An 
interesting question is, however, whether the importance of spelling skill will hold in 
the future. Although spelling-skill is still often seen as a benchmark of literacy, the 
improvements in computer technology could make this skill less important or even 
outdated in the future. Nowadays, almost all written communication, including the 
production of this dissertation, is by means of a word processor so that (thankfully (!) 
in case of the current document) a spelling checker can be used at any time. 
Furthermore, for quite some time the use of handheld computers (palmtops) is 
becoming more and more commonplace so that in almost all situations a computer is 
at hand. Of course, one will probably always need a rudimentary idea of a spelling in 
the first place to be able to read. And when producing text on a computer, it is 
necessary that a spelling checker can find the correct spelling of the intended word so 
that one can subsequently check whether the computer spelling checker has indeed 
found the correct word. Of course, one could argue that ‘someone needs to program 
these spelling checkers in the future’. However, only a small proportion of people will 
need to possess these skills. Just like the fact that the programming knowledge 
necessary to develop a spelling checker in the first place is not required for most 
people. Perhaps in the near future ‘manual spelling’ will become a skill of the past 
just like many other skills, activities, and crafts that are now almost forgotten. How 
many train drivers in modern times know how to fire up a steam engine? How many 
people employed in telecommunication know how to communicate by means of 
Morse code? Airline pilots that posses the noble art of Astro Navigation (navigating 
by means of the starts) are almost extinct nowadays. And more and more people, 
especially in the United States, have cars with an automatic gearbox.  
But, although some skills are not required anymore, others are becoming more 
and more important. Instead of shooting the stars, a modern airline pilot has to know 
the ins and outs of the Flight Management Computer and has to be able to insert data 
into it with the virtuosity of a concert pianist. In the case of literacy, it is likely that 
there will be a shift in emphasis from spelling skill to computer skill. Perhaps, 
children and society as a whole will benefit when the school curriculum starts to 
reflect this shift.  
Although spelling can be automated to a high degree, other aspects of narration 
will probably never be automated entirely. Even if the technology necessary for an 
intelligent computer supported writing program such as described in Chapter five 
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could be developed, it is still highly unlikely that it can do more than giving some 
simple reflections on the sentence structure and narrative content let alone producing 
original narrative. Written narrative is as elusive and mysterious as human nature 
itself.  
 
6.6 References 
Coltheart, M., Curtis, B., Atkins, P., & Haller, M (1993). Models of reading aloud: Dual-route 
and parallel-distributed-processing approaches. Psychological Review, 100, 589-608. 
Kress, G. (1994). Learning to write. London: Routledge. 
Perfetti C. A., & Hart, A. (2001). The lexical basis of comprehension skill. In D. S. Gorfein, 
(Ed). On the consequences of meaning selection: Perspectives on resolving lexical 
ambiguity. (pp. 67-86). Washington, DC, US: American Psychological Association. xv, 
291 pp. 
Reber, A. S., Walkenfeld, F. F., & Hernstadt, R. (1991). Implicit and explicit learning: 
Individual differences and IQ. Journal of Experimental Psychology, Learning, Memory, 
and Cognition, 17, 888-896. 
Renkema, J. (1983). Onderzoek naar woordenrijkdom. Taalstatistische analyse via een 
microcomputer [Research in Vocabulary Richness. Statistical language analysis by 
microcomputer]. Tijdschrift voor Taalbeheersing, 5, 275-289. 
Segalowitz, S., & Lane, K. (2000). Lexical access of function versus content words. Brain 
and Language, 75, 376-389. 
Seymour, P. H., Aro, M., & Erskine, J. M. (2003) Foundation literacy acquisition in European 
orthographies. Brittish Journal of Psychology, 94, 143-174. 
Sims-Knight, J. E. & Upchurch, R. L. (2001). What’s Wrong with Giving Students Feedback? 
Proceedings of the 2001 Amercan Society for Engineering Education AnualConference 
& Exposition, American Society for Engineering Education. 
Torgerson, C. J., & Elbourne, D. (2002). A systematic review and meta-analysis of the 
effectiveness of information and communication technology (ICT) on the teaching of 
spelling. Journal of Research in Reading, 25, 129-143. 
Strömqvist, S., & Malmsten, L. (1998). ScriptLog: A User’s Manual. University of Göteborg: 
Department of Linguistics. 
van Daal, V. H. P. & Van der Leij, A. (1992). Computer-based reading and spelling practice 
for children with learning disabilities. Journal of learning disabilities, 25, 186-195. 
 

 Summary 
 In the present dissertation we made an attempt to explore the possibilities of 
the computer as a language-instruction tool for children in Grades 1 and 2. More 
specifically we wanted to know how useful computer-mediated instruction could be in 
aiding a language instruction method that focused on teaching literacy skills by means 
of story writing. In order to achieve this goal, a study was undertaken to compare the 
process of writing by hand, traditionally used in language instruction, with the process 
of typing which is the most practical way of writing on the computer. Furthermore we 
examined the practical use of the computer in spelling instruction. Finally we also 
examined whether guided feedback from the computer could help improving writing 
skills. 
 The first chapter of this dissertation gives a general outline of the background 
and of the current study. In Chapter two a description is given of our first study in 
which we compared the paper-and-pencil writing process with the process of typing 
on a computer, with the aim to examine the usefulness of the computer as a story-
writing tool for young children. Forty children who were in grade one at the 
beginning of the experiment produced a total of eight stories each over a period of one 
and a half year. Half of the stories were written and the other half were typed on a 
computer. The stories were not only recorded on a computer but the temporal data 
gathered during the production of the stories were also recorded. For the written 
stories we used the OASIS software package in combination with a xyz-digitiser 
tablet and for the typed stories we used the Scriptlog software package in combination 
with an ordinary keyboard. Analysis of the data indicated that typing can form a 
burden at this early age, because the pause times found in the typed stories where 
much longer than those in the written stories. Furthermore our data also showed 
evidence for the assumption that the processes of typing and writing differ 
fundamentally. In the writing condition the pause times before the function words 
were shorter than those preceding the content words, whereas the opposite was true 
for the typing condition. Furthermore the pause times in the typed stories decreased 
over time whereas those in the written stories increased over time. From the 
correlations between the pause-time data and the production rate of unique words one 
can conclude that in the writing condition a higher pause time is associated with a 
greater production rate of unique words whereas in the typing condition the opposite 
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is true. Apparently when writing more experienced writers think longer before they 
write a word whereas in the rather unfamiliar typing condition this effect is either 
nonexistent yet or is masked by the overall length of the pause times. 
Not very surprisingly, the written stories were much longer than the ones 
produced on the computer, but no significant difference was found in the relative 
number of spelling errors. With regard to the qualitative aspects it was observed that 
the stories produced in the typing condition were similar in quality or even slightly 
better than the written stories. Furthermore, more in-depth analysis by means of 
confirmatory factor analysis of the data resulted in similar models for both conditions. 
The factors that could be identified were overall quality of writing, technical quality 
of writing, writing speed, and clause length.  
The study described in Chapter three was designed to test and compare the 
effectiveness of two different computer-spelling training programs: ‘Spelling checker’ 
and ‘visual dictation’ in students attending Grade 2 of primary school. Forty pupils 
participated in this study. In case of the spelling-checker condition, feedback was 
restricted to information concerning the correctness of the word that was spelled, 
whereas in the visual-dictation condition students were presented with the correct 
model, which enabled them to check their own spellings. Spelling performance on the 
posttest of students participating in the visual-dictation condition had improved more 
than that of those who took part in the spelling-checker condition. Moreover, the 
number of attempts to attain a correct spelling during training was significantly lower 
in the visual-dictation condition than in the spelling-checker condition. The general 
conclusion was that visual dictation is more effective than the spelling checker. 
Apparently inexperienced spellers greatly benefited from informational feedback on 
their spelling. 
In Chapter four the effect of implicit learning during a spelling training, in 
which 68 pupils from Grade two participated, was investigated. The usefulness of a 
standard spelling checker was examined. We looked specifically at de additive value 
of the spelling suggestions provided by the spelling checker. The results showed that 
even when no feedback was given children improved their spelling significantly. 
Apparently children implicitly learn the spelling of new words simply by spelling 
these words. However when feedback was given the children improved their spelling 
performance to a higher extent. Furthermore it was found that the spelling suggestions 
that are given by a standard spelling checker do not facilitate the improvement of the 
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spelling performance. This was especially true for the loan words. Finally, it was 
found that training the words in a sentence context was similarly effective as training 
the items as single words. 
In Chapter five we present a study that examined the possible usefulness of an 
“intelligent” computer program that was able to evaluate qualitative aspects of 
sentences and texts in order to be able to give feedback to the writer. In this 
experiment 132 pupils from Grade 2 participated. The conclusion from the results of 
this study were that such a computer program could indeed be useful to a certain 
extent but that engaging in story writing without the provision of feedback could be 
almost as effective. Furthermore the results showed that extensive feedback had a 
negative influence on motivation. This was particularly the case when the feedback 
was given during the writing process rather than immediately afterwards. Finally the 
results showed that writing the stories for a true audience could have a beneficial 
effect on the motivation. 
The general conclusion from this dissertation is that engaging in any from of 
literacy task enhances ones literacy skills. Whether these tasks are carried out by 
means of paper and pen or with the use of a computer keyboard is probably not an 
issue. However one has to realize that initially, with little or not practice, typing can 
slow the process of text production down. Secondly although practicing ones literacy 
skills can be useful even without any form of feedback, the provision of clearly 
directed feedback makes the learning process a lot more effective.  

Samenvatting 
 
Het onderwerp van deze dissertatie is te onderzoeken wat de mogelijkheden zijn van de 
computer bij het taalonderwijs in groep 3 en 4. Meer specifiek wordt gekeken naar het nut van 
de computer bij een eventuele taalmethode die al van het begin af aan uitgaat van het 
schrijven van verhalen. Om dit nader te onderzoeken werd het meer traditionele proces van 
het schrijven met de hand, vergeleken met de op de computer meest praktische manier van 
schrijven, typen. Daarnaast wordt gekeken naar de bruikbaarheid van de computer bij het 
spellingonderwijs. Als laatste werd gekeken of door de computer gegeven en specifiek op het 
individu aangepaste feedback nuttig kon zijn bij het verbeteren van de schrijfvaardigheid in 
het algemeen. 
 In het eerste hoofdstuk van deze dissertatie wordt in grote lijnen een schets gegeven 
van de inhoud en achtergronden van het manuscript. In hoofdstuk twee wordt een 
beschrijving gegeven van ons eerste experiment, waarin we het proces van het schrijven met 
pen en papier vergelijken met dat van het ‘schrijven’ (typen)  op de computer. Het doel 
hiervan was te onderzoeken of de computer voor jonge kinderen een bruikbaar instrument kan 
zijn om verhalen mee te schrijven. Veertig kinderen die bij het begin van het experiment in 
groep drie zaten, produceerden ieder in totaal acht verhalen gedurende een periode van 
anderhalf jaar. De helft van de verhalen was geschreven met pen en papier terwijl de andere 
helft werd getypt op de computer. Niet alleen de verhalen zelf werden opgeslagen maar ook 
het proces van zowel het schrijven als typen werd opgenomen op de computer. Voor de 
geschreven verhalen werd hiervoor het OASIS software pakket gebruikt in combinatie met 
een xyz-digitizer tablet terwijl voor de getypte verhalen Scriptlog in combinatie met een 
gewoon toetsenbord werd gebruikt. 
Uit de data bleek dat het typen voor jonge kinderen een flinke belasting opleverde 
gezien het feit dat de pauzetijden tussen de woorden bij het typen vele malen langer waren 
dan bij het schrijven. Verder bleek uit de data dat het proces van het typen wezenlijk verschilt 
van dat van het schrijven. In de schrijfconditie waren de pauzetijden voorafgaand aan de 
functiewoorden korter dan de pauzetijden voor de inhoudswoorden, terwijl in de typeconditie 
het omgekeerde het geval was. Daarnaast nam de pauzetijd over de maanden af in de 
typeconditie terwijl deze juist toenam in de schrijfconditie. Uit de correlatie tussen de 
pauzetijden-data en de productiesnelheid van unieke woorden valt te concluderen dat in de 
schrijfconditie een langere pauzeduur  samengaat met een hogere productiviteit wanneer men 
deze uitdrukt door middel van het aantal unieke woorden terwijl in typeconditie het 
omgekeerde het geval is. Blijkbaar denken ervaren schrijvers langer na voordat ze een woord 
opschrijven, terwijl bij het voor jonge kinderen nog vreemde typen, dit effect niet optreedt 
dan wel gemaskeerd wordt door de totale lengte van de pauzetijden. Niet geheel onverwacht 
bleek dat de geschreven teksten veel langer waren dan de getypte teksten. Tevens bleek dat 
het percentage spelfouten in beide condities gelijk was. Ten aanzien van de kwalitatieve 
kenmerken van de verhalen kan men concluderen dat de verhalen in de typeconditie ofwel een 
gelijke of zelfs een iets betere beoordeling kregen dan de geschreven verhalen. Factor analyse 
van de data resulteerde in vrijwel hetzelfde model voor beide condities. De factoren die 
geïdentificeerd konden worden waren: algemene kwaliteit van de tekst, technische kwaliteit, 
schrijfsnelheid en lengte van de ‘clauses’. 
 In hoofdstuk drie werden twee verschillende spellingtrainingsprogramma’s getest en 
met elkaar vergeleken: ‘Spelling checker’ en ‘Visueel dictee’ met betrekking tot 
bruikbaarheid en effectiviteit bij het spellingonderwijs in groep 4. Veertig leerlingen namen 
deel aan deze studie. In het geval van de spellingchecker conditie werd de feedback beperkt 
tot een indicatie die aangaf of een woord goed of fout gespeld was, terwijl in de Visueel-
dictee-conditie de leerlingen de juiste spelling kregen aangeboden waarmee ze hun eigen 
spelling konden vergelijken. De algemene conclusie uit dit specifieke onderzoek is dat de 
Visueel- dictee-conditie effectiever is dan de spellingchecker conditie. Blijkbaar profiteerden 
de onervaren spellers van de ‘informational feedback’, ofwel uitgebreidere feedback. 
 In hoofdstuk vier werd het effect van impliciet leren gedurende een spellingtraining 
onderzocht. Aan het onderzoek dat in dit hoofdstuk wordt beschreven namen 68 leerlingen uit 
groep 2 deel. De bruikbaarheid van een spellingchecker zoals geïmplementeerd in de meeste 
‘wordprocessoren’ werd eveneens in dit hoofdstuk getest. Specifiek werd gekeken naar de 
additionele waarde van de spellingsuggesties zoals deze werden aangeboden door de 
spellingchecker. Uit de resultaten bleek dat zelfs zonder enige vorm van feedback de 
spellingvaardigheid vooruit ging. Blijkbaar leren kinderen impliciet de spelling van een 
woord simpelweg door het woord meerdere malen te schrijven. Desondanks bleek dat de 
kinderen meer vooruitgingen wanneer zij wel feedback kregen. Verder bleek dat de 
spellingsuggesties van de spellingchecker niet significant hadden bijgedragen aan de 
verbetering van de spellingprestaties van de kinderen. Dit gold met name voor de 
leenwoorden. Een laatste bevinding van dit onderzoek was dat het niet uitmaakte, voor de 
spellingsprestaties, of woorden in een zinscontext of afzonderlijk werden geoefend. 
 In hoofdstuk vijf wordt een onderzoek gepresenteerd waarin wordt gekeken naar het 
nut van een “intelligent” computer programma dat in staat is om de meer kwalitatieve 
aspecten van zinnen en teksten te beoordelen om hier vervolgens gerichte feedback op te 
geven. Aan dit onderzoek namen 132 leerlingen uit groep vier deel. Uit de resultaten kan men 
concluderen dat een dergelijk computerprogramma inderdaad nuttig zou kunnen zijn maar dat 
het schrijven van verhalen zonder deze feedback bijna net zo effectief is. Verder bleek dat 
zeer intensieve feedback een negatieve invloed heeft op de motivatie. Dit was met name het 
geval wanneer de feedback onmiddellijk werd gegeven. Tenslotte lieten de resultaten zien dat 
de wetenschap dat men voor een daadwerkelijk publiek schrijft een gunstige invloed heeft op 
de motivatie. 
 De algemene conclusie van deze dissertatie is dat simpelweg het bezig zijn met het 
produceren van teksten (op de computer of met pen en papier) de vaardigheid op dit gebied 
doet verbeteren. Blijkbaar gaat hier het oude gezegde op: ‘..oefening baart kunst...’. Wel moet 
men zich realiseren dat het typen op de computer, voor jonge kinderen aanvankelijk belasting 
oplevert. Daarnaast blijkt dat feedback van wezenlijk belang is bij de verbetering van de 
schriftelijke taalvaardigheid, ondanks de bevinding dat kinderen ook zonder enige vorm van 
feedback verbetering laten zien.  
 



