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ABSTRACT
This thesis proposes techniques for constructing and implementing an extensible navigation frame-
work suitable for operating alongside or in place of traditional navigation systems. Robot naviga-
tion is only possible when many subsystems work in tandem such as localization and mapping,
motion planning, control, and object tracking. Errors in any one of these subsystems can result in
the robot failing to accomplish its task, oftentimes requiring human interventions that diminish the
benefits theoretically provided by autonomous robotic systems.
Our first contribution is Direction Approximation through Random Trials (DART), a method
for generating human-followable navigation instructions optimized for followability instead of tra-
ditional metrics such as path length. We show how this strategy can be extended to robot navigation
planning, allowing the robot to compute the sequence of control policies and switching conditions
maximizing the likelihood with which the robot will reach its goal. This technique allows robots
to select plans based on reliability in addition to efficiency, avoiding error-prone actions or areas
of the environment. We also show how DART can be used to build compact, topological maps of
its environments, offering opportunities to scale to larger environments.
DART depends on the existence of a set of behaviors and switching conditions describing
ways the robot can move through an environment. In the remainder of this thesis, we present
methods for learning these behaviors and conditions in indoor environments. To support landmark-
based navigation, we show how to train a Convolutional Neural Network (CNN) to distinguish
between semantically labeled 2D occupancy grids generated from LIDAR data. By providing the
robot the ability to recognize specific classes of places based on human labels, not only do we
support transitioning between control laws, but also provide hooks for human-aided instruction
and direction.
Additionally, we suggest a subset of behaviors that provide DART with a sufficient set of ac-
tions to navigate in most indoor environments and introduce a method to learn these behaviors
from teleloperated demonstrations. Our method learns a cost function suitable for integration into
gradient-based control schemes. This enables the robot to execute behaviors in the absence of
global knowledge. We present results demonstrating these behaviors working in several environ-
ments with varied structure, indicating that they generalize well to new environments.
This work was motivated by the weaknesses and brittleness of many state-of-the-art navigation
xi
systems. Reliable navigation is the foundation of any mobile robotic system. It provides access
to larger work spaces and enables a wide variety of tasks. Even though navigation systems have
continued to improve, catastrophic failures can still occur (e.g. due to an incorrect loop closure)
that limit their reliability. Furthermore, as work areas approach the scale of kilometers, construct-
ing and operating on precise localization maps becomes expensive. These limitations prevent large
scale deployments of robots outside of controlled settings and laboratory environments.
The work presented in this thesis is intended to augment or replace traditional navigation sys-
tems to mitigate concerns about scalability and reliability by considering the effects of navigation
failures for particular actions. By considering these effects when evaluating the actions to take, our
framework can adapt navigation strategies to best take advantage of the capabilities of the robot in
a given environment. A natural output of our framework is a topological network of actions and
switching conditions, providing compact representations of work areas suitable for fast, scalable
planning.
xii
CHAPTER 1
Introduction
A typical robot system is dependent upon the reliable operation of its localization, planning, and
control systems. While these systems have all improved dramatically over time, long-term robust-
ness remains an issue. Many improvements target performance in the common case, but add new
catastrophic error modes: Simultaneous Localization and Mapping (SLAM) methods can greatly
reduce positioning error, but can fail catastrophically when an incorrect loop closure occurs; con-
trol systems with detailed models can achieve high performance, but can perform poorly when the
model parameters are no longer accurate. A central idea is that there are often multiple ways for
a robot to complete its task, and that each of these methods are likely to have different likelihoods
of failure. Sometimes, a simpler method (that lacks catastrophic failure modes) can yield suffi-
ciently good performance, and thus is be a better choice than a high performance method. Other
times, failure modes are dependent upon the environment, and intelligently switching between
those methods can reduce the likelihood of failure.
This thesis describes an integrated planning and control framework. The key idea is to develop
a suite of behaviors that a planner can stitch together to solve a particular problem. Critically, the
planner makes predictions about the performance of these behaviors based on the particular task
and the current state. An important effect of this approach is that the robot can dynamically switch
between relative simple (but robust) behaviors and more capable (but fragile) methods, using the
latter only when necessary. An effect of this approach is that we can often compute solutions
to tasks using only simple methods; since these are relatively easy to implement, our planning
framework has the effect of making it easier to build highly-capable robots.
Creating an extensible system introduces many challenges not faced by the designers of spe-
cialized systems, particularly in the domains of sensing and actuation. An industrial welding robot,
for example, need only enough information to perform the same set of welds repeatedly. It does
not require a detailed map of its surroundings, and may even be able to operate without any active
obstacle avoidance systems. Conversely, robots deployed in more general settings must understand
their surroundings to be able to act effectively in the environment. While advances in recognition
1
and mapping have greatly improved upon and extended the range of capabilities available to fully-
autonomous platforms [76, 36], these methods are not error free. Misclassification of objects or
poor data association can lead to erroneous actions or robots becoming lost. While errors cannot
be suppressed entirely, some can be predicted, offering opportunities to adapt robot behavior to
mitigate their severity.
Another limitation of existing systems is that most require expert users to program or teach new
tasks. Expertise in the necessary areas is in limited supply, presenting challenges to widespread
deployment of robotic systems. If general-purpose robotic systems are to gain traction, there must
be a paradigm shift towards methods supporting on-the-fly learning. While some of this can be
accomplished through unsupervised learning and exploration within the robot’s operational do-
main, in many cases, direct human interaction presents a more expedient avenue for acquiring
knowledge. The typical user will be a non-expert, so an accessible interface such as language is
desirable. The benefits of this interface are twofold: it supports the learning of new tasks as well
as provides a medium for engaging a human when assistance is required.
In this thesis, we focus our efforts on providing an extensible framework to support navigation-
based tasks. A broad variety of robotic domains are predominantly navigation based, such as
providing tours, making deliveries, and mapping or surveying. Our specific contributions are in the
areas of reliability and scalability. Reliability of systems is critical to ensure that they can operate
safely for long durations of time. Scalable representations of the world allow robotic systems to
operate in a wider variety of environments. Though not the primary focus of the design, our system
is also structured with natural language interfaces in mind, offering future opportunities to explore
the problem of accessibility to non-experts.
We open with a brief introduction to robot motion planning and navigation in Chapter 2. This
chapter describes a standard navigation pipeline and how it relates to the contributions of this
thesis. In Chapters 3 and 4, we introduce our planning framework, which we call DART. DART
constructs its plans based on the set of closed-loop control policies (e.g. follow the left wall)
and switching conditions (e.g. until you reach an intersection) available to the robot. This set of
capabilities can be adapted or extended to suit the needs of the robot in a particular environment.
While a fixed set of pre-constructed skills may be suitable for many applications, the ability to learn
new skills offers the opportunity for a robot to adapt to new challenges. In the latter portion of the
thesis, we introduce a pair of methods suitable for learning these core capabilities beginning with
Chapter 5, which introduces a technique for learning a semantic place classifier intended for use
as a switching condition. Then, in Chapter 6, we describe a method for learning control policies
from user demonstrations. In the final chapter, we summarize the contributions and discuss how
the work can be extended in the future.
2
1.1 Planning for Imperfect Execution (Ch. 3 and Ch. 4)
The reliability of a robotic system is tied to its ability to sense and actuate in the environment.
Electro-mechanical advances to both sensors and robotic platforms themselves offer one poten-
tial avenue for improvement. For example, over the past two decades, robots have moved from
predominantly sonar-based sensors [52, 99] to LIDAR [102, 77, 33], which provide more pre-
cise measurements of structure around the robot. Dense RGB-D sensors like the Kinect have also
proven popular [39, 56, 87], both in object classification and mapping tasks.
Despite continual improvement to robot sensing capabilities, sensor noise and errors will al-
ways be present. Sensing imperfections percolate throughout the navigation pipeline, inducing
errors in systems consuming the sensor data. These systems may themselves be imperfect, com-
pounding the issue. Sometimes the resulting errors are harmless, but in the worst cases, they may
result in critical misunderstandings of the environment, such as misclassifying a stop sign as a
speed limit sign [22]. Robot actuation is also imperfect, adding yet another source of error. If the
resulting errors are sufficiently severe, human intervention may be necessary to help the robot re-
cover and resume normal operation. These interventions detract from the value of an autonomous
system by taking away time from people who often have their own tasks to complete. System
designs try to avoid interventions by driving down error rates.
An alternative to constructing perfect hardware is to adapt algorithms to mitigate problems
arising from sensing and actuation errors. Chapter 3 describes the strategy employed in this thesis:
to model and simulate possible errors in an attempt to predict their effects. Based on these predic-
tions, the robot can compensate for or entirely avoid potential failures. We introduce an algorithm
called DART which generates route descriptions based on the reliability with which it believes they
can be followed. DART employs Monte Carlo simulations and a black-box model of the wayfinder
(the agent following the directions) to predict errors in execution the wayfinder might make while
following a set of directions. Our key result shows that the algorithm is able to adapt the route
and its description to take advantage of the strengths of the modeled wayfinder and mitigate is-
sues caused by the wayfinder’s weaknesses. It is straightforward to extend the model to support
arbitrary sets of directions, allowing the algorithm to be applied to a variety of environments.
In Chapter 4, we describe a strategy for implementing the ideas from Chapter 3 in a robotic
domain. The key insight is that the directions being optimized in DART can be recast as a chain
of control policies and switching conditions. We demonstrate this system working in simulated
environments and discuss how the resulting plans can be encoded as a topological map for future
use. DART-style planning is most efficiently accomplished with topological map representations
storing the types and results of possible actions that can be taken from a variety of key locations.
Topological maps offer a sparse encoding of the environment compared to metric maps but can be
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Figure 1.1: Learned semantic place labeling. Different colors indicate different classes of places,
in this case “room”, “corridor”, and “doorway.” Semantically labeled places can be used as land-
marks, allowing the robot to detect when it has reached a critical decision point in its route.
challenging to construct.
Our method presupposes the existence of easily-modeled control policies and switching con-
ditions. To support the needs of DART, we must be able to accurately simulate the execution of
sequences of policies and switching conditions. In Chapters 3 and 4, we employed solutions such
as carefully hand-coded behaviors and environments augmented by visual fiducials to meet our
needs. While this strategy may prove sufficient in some cases, it does not scale well to supporting
a wide variety of environments. In the following chapters, we discuss strategies for using learned
behaviors and switching conditions.
1.2 Learning Switching Conditions (Ch. 5)
A switching condition provides a signal to the robot that it time to change control policies. The
types of switching conditions provided to DART greatly influence the structure of the routes se-
lected and the reliability of the resulting system. Recognizing key places (landmarks) or the tran-
sitions between them can provide valuable cues about when to switch policies. This type of cue
is commonly used in high-quality directions (go until you reach a T-intersection), as they are of-
ten easy to detect and provide useful localization information. The contribution of Chapter 5 is a
method for learning a semantic place classifier suitable for use in detecting this style of switching
condition in the DART framework.
Though it is not always critical for a robot to possess a semantic understanding of its sur-
roundings, such knowledge can be convenient in constructing human-friendly interfaces. A shared
knowledge of classes of landmark such as “corridor” or “doorway” enables bi-directional route
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Figure 1.2: A learned reward function for a demonstrated behavior. By moving to high-reward
states, the robot (green) can reproduce the behavior (left wall following). Orange denotes high
reward locations, while blue denotes low reward. The black vector field indicates the locally
optimal orientation for achieving a high reward in at a particular coordinate.
communication between humans and robots operating in the same environment. While we do
not take advantage of such semantic information in this thesis, we train our network based on a
subjective semantic labeling of the environment to support the development of future linguistic
interfaces.
We present results for our classifier based on a dataset introduced in [71], limited to the pro-
vided semantic classes “room”, “corridor,” and “doorway.” Our method performs comparably to
prior methods, but without reliance on hand-engineering features. The contributed landmark de-
tector is well-suited for integration within the DART framework, as its sensing needs are straight-
forward to support in simulation and is computationally inexpensive.
1.3 Learning Control Policies (Ch. 6)
In addition to needing to know when key locations have been reached, DART requires that the
robot have a set of control policies for moving through the environment. The control policies made
available to the robot dictate where it may move in the environment and how it gets there. Hand-
coded policies may not perform well in all environments, so it is desirable that control policies can
be learned that generalize well to new environments, or can be extended when they do not.
In Chapter 6, we propose a pair of navigation methods suitable for navigation in most indoor
environments and introduce a technique for learning these abilities from teleoperated demonstra-
tions. Demonstrations are an appealing method for learning in this application, as they can often
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be provided by experts and non-experts alike, offering opportunities for robots to learn behaviors
once deployed in their environments.
We contribute a simple but effective way of learning a control policy in the form of “behavior
functions” suitable for integration in a potential-field navigation framework. We compose the
learned behavior functions with a traditional repulsive function to make safe behaviors capable of
producing trajectories similar to those from the training demonstrations. To show that the policies
generalize well, we demonstrate them in several environments including one never before seen by
the robot. As with the semantic place classifier, the resulting control policies are well-suited for
use in DART, as their input data is straightforward to synthesize and control updates are efficient
to compute.
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CHAPTER 2
Background
A robot’s position and orientation in the environment is its pose. The objective of a navigation
system is to guide a robot from its current pose to (within some threshold of) some target pose. To
accomplish this goal, the robot must determine a traversable route between its current and target
pose and then drive along it, avoiding any unanticipated hazards along the way.
This thesis is about building a robust and scalable robotic navigation system. Navigation is a
challenging task, requiring many individual robotic capabilities to come together to enable even
the most basic functionality. We make contributions at several layers of this stack of sub-systems.
In the following chapter, we describe a typical organization for a robotic navigation pipeline and
introduce key terms and concepts for understanding its sub-components.
In most cases, the target pose is beyond the robot’s current sensor horizon. Typically, navigation
systems employ a map to support planning outside the robot’s limited field of view, requiring the
robot to be localized within that map, i.e. to know how its current pose is related to the frame
of the map. This necessitates the existence of some form of map describing the structure of the
environment. Robotic systems primarily employ two types of map representations: detailed metric
maps encoding the precise location of structure in the environment and topological maps encoding
the relationships between key places.
Once properly localized, the robot must search for a plan which will guide it to the target pose.
A plan is typically composed of a sequence of states (frequently poses) or actions necessary to
move between states. Plans are computed to minimize some cost metric, often the time the robot
must travel to reach the goal.
Finally, the robot must put its plan into action. In one common representation, the plan consists
of a sequence of poses the robot must visit to reach its goal. To execute this plan, the robot employs
a controller to issues motor commands guiding the robot along the specified trajectory.
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2.1 Mapping the Environment
Maps provide the robot with knowledge about the traversability of the environment. In this thesis,
we limit our scope to two-dimensional mapping and navigation tasks, but most concepts can be
extended to three-dimensional problems.
The choice of map representation plays a critical role in design decisions for the rest of the nav-
igation pipeline. Maps come in two main flavors: metric and topological. Metric maps (such as the
one seen in Fig. 2.1) construct detailed spatial representations of the world, frequently quantizing
the world into grid cells classifying the type of space they represent. Common spatial classifica-
tions are “unknown”, “free space”, and “occupied”. The challenge of building precise metric maps
is often referred to as the SLAM problem.
Topological maps encode different places in the environment and the transitions between
them [53]. These encodings may include some metric information (e.g. the distance between
two nodes), but some encodings do not. For example, the topological map in Fig. 2.2 encodes met-
ric locations on a road network and the valid transitions between them, defining a series of routes
that follow the lanes of the roads.
There are a variety of strategies employed by SLAM systems to support robust, large-scale
mapping. For example, FastSLAM introduces a tree-based structure to allow it to scale com-
putation time logarithmically in the number of observed landmarks, rather than linearly as seen
previous solutions [69]. Incremental Smoothing and Mapping (iSAM) and iSAM 2 are designed
to solve SLAM problems efficiently in large-scale, online applications [44, 43]. The key insight of
these methods is that oftentimes, unnecessary operations can be avoided by performing incremen-
tal updates to a previously factorized matrix.
In addition to methods that allow SLAM to scale well to large problems, many strategies have
been introduced to make mapping systems more robust to erroneous loop closures, which often
catastrophically distort mapping results. For example, Olson and Agarwal introduce a method for
incorporating mixture models into SLAM solutions [76]. Mixtures allow for richer representations
of observation models, including the possibility of erroneous observations. This allows the back-
end optimization system to robustly handle bad loop closures naturally as part of solving for the
maximum likelihood solution for the map. Another strategy called “switchable constraints” is
presented by Sunderhauf and Protzel [96]. Rather than modifying the observation models, the
authors introduce a new parameter to be optimized by the SLAM back-end allowing it to turn
specific loop closures “on” or “off”. In this manner, they can discard outliers from their map
solutions.
In this thesis, we assume access to a state-of-the-art SLAM system, but do not rely on a par-
ticular implementation. In particular, we rely on detailed metrical maps of buildings produced by
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SLAM to support simulations for evaluating actions to take in those environments.
Metric maps are useful when extreme precision is necessary, but come with disadvantages.
Noisy or erroneous measurements can lead to inconsistencies in the map. Increasing the resolution
of the map provides more detail for map consumers, but also leads increased storage and compu-
tational needs. Computation and storage costs also increase rapidly in proportion to the scale of
the environment being represented, introducing practical limitations to the size of the domain eas-
ily represented with a single map. More critically, as the scale of the environment being mapped
grows, so does the chance of incorporating an irrecoverably bad loop closure, potentially corrupt-
ing the map beyond use. These challenges have lead many to suggest using topological maps in
many navigation tasks [53, 100, 89].
Topological maps offer several advantages over their metric counterparts. They can be stored
as sparse, graph-based representations of the environment, allowing them to scale up to much
larger operational domains. They are also cheap to plan through, since a single transition between
places may correspond to a large transition in metric space. The main challenges lie in auto-
matically constructing useful topological maps, as the space of possible topologies given a set of
observations is often intractably large. To address this concern, Ranganathan and Delaert employ
a sampling-based strategy similar to a particle filter to estimate the distribution of hypothetical
topologies [83]. Their method is efficient and frequently finds the correct solution, but due to
its reliance on randomly sampled particles, cannot be guaranteed to sample the correct solution.
Alternatively, Johnson and Kuipers introduce a heuristic strategy for searching through a tree of
hypothesized topologies [42]. Their proposed heuristics allow them to expand and evaluate the
tree efficiently, focusing updates on the most probable hypotheses without discarding potentially
correct ones.
In this thesis, we use a mixture of both metric and topological maps. We produce building-scale
metric maps, which are subsequently used to support simulations used to construct topological
maps for use in global planning. These topological maps can later be stitched together to support
larger-scale planning.
2.2 Localization
Localization is the process by which a robot determines its position within a map. Localization
typically relies on landmarks or unique structure in the environment to disambiguate the robot’s
current location. One popular localization strategy is to use particle filters [26], which use Monte
Carlo sampling techniques to construct and track a distribution of states the robot is currently
likely to be in. Other methods rely on scan matching techniques estimating the robot’s current
pose by trying to directly compute the alignment the robot’s current observations with previous
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Figure 2.1: A satellite map of MCity overlaid with a 2D metric map of the structure in the envi-
ronment. The map was built from data collected by driving the route pictured in the environment
(cyan) and using LIDAR to detect vertical structure in the environment. An offline SLAM system
was then used to construct the maximum likelihood map based on these observations.
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viewpoints [75]. One family of these techniques called Iterative Closest Point iteratively optimizes
over correspondences between the raw points in a pair of scans [9, 87]. Others first classify likely
useful structure in the data, discarding irrelevant points [105, 30].
Systems localizing against metric maps are typically designed to estimate the pose of the robot
in map coordinates as accurately as possible. Depending on the needs of a system, it might be
important to estimate the pose within centimeters of truth. In environments with distinct structure,
accurate localization is usually straightforward. However certain layouts of structure (e.g. long,
featureless hallways) can be challenging, as viewpoints from different poses along the hallway are
similar. Localization errors can lead to task failures, as many navigation systems rely on knowing
precisely where the robot is at all times.
Conversely, a topological localization system need only provide high-level information about
the current place the robot is in or transition it is making. A key insight is that accurate local-
ization is often not necessary to navigate between places of interest; instead, the robot need only
recognize these critical locations. This has the advantage of eliminating the need for precise metric
localization, but places increased importance on landmark/place selection and detection.
In this thesis, we assume that robots typically begin well localized within a metric map of the
environment, but make no assumptions about their ability to maintain this level of localization
in the future. We provide tools for building a complementary topological representation of the
metrically mapped environment and suggest a possible place classifier which could be used to
support localization in a topological map.
2.3 Motion Planning
Motion planning is the problem of determining a set of movements which will allow a robot to
complete some task. Sophisticated motion planners take into account various environmental and
dynamic constraints imposed upon a robot to compute achievable plans [58]. In this thesis, we
focus on the particular task of moving a mobile robot through its environment, but motion planners
can also be used in tasks such as the grasping or throwing of objects. An example of a motion plan
for navigating a road network can be seen in Fig. 2.2.
The object of the motion planner is to compute a collision-free path through the environ-
ment. In metric maps, this can be done by searching for connected routes through the config-
uration space, the space of all legal states. In many cases, a simple search strategy such as
A∗ will perform well [35], but for problems with large, complex search spaces, sampling based
methods such as Rapidly-exporing Random Tree (RRT) or Probabilistic Roadmaps may be em-
ployed [59, 45]. Another space-reduction technique is to plan in the scale of larger-scale actions.
For example, macro-actions have proven popular for making Partially-Observation Markov Deci-
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Figure 2.2: A satellite map of MCity overlaid with a topological map of the road network. The
topological map encodes a number of drivable places (red dots) and valid transitions between them
(blue lines). A route planned through the map is pictured in green. Though many topological maps
only encode the relationships between places, in this case, places also encode a coordinate in the
world used by downstream path-following systems.
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sion Process (POMDP)-style planning tractable [37]. For many-DOF robots, such as manipulators
and legged platforms, dynamic motion primitives are often used as building blocks which can be
composed into more complex motion plans [15].
Fixed motion plans rely on the environment remaining static during execution, an impossible
guarantee in many settings. Several common strategies are employed to account for dynamic
changes to the environment. The most straightforward strategy is to re-plan periodically. This
allows the robot to adjust to new information collected during execution, but is computationally
wasteful, since large portions of the plan are often unchanged between re-plans. A more efficient
strategy is to repair the plan, updating only portions of the plan which are obstructed [61, 23].
In topological planning scenarios, the map often includes information about how to transition
from one state to another. For example, the Spatial Semantic Hierarchy (SSH) identifies locations
in the environment in which the robot enters a stable limit cycle when following certain control
policies [52]. A topology of can be constructed from these key locations, with the control poli-
cies forming the state transitions. Graph-search algorithms can be used to extract valid routes
through the topology. This is the strategy employed in this thesis. Our maps encode macro-actions
describing a policy which can guide a robot across large distances to another state. Topologi-
cally computed plans are usually compact compared to plans computed in equivalent metric maps,
which may encode routes at with step resolutions approaching 5 cm. This makes them well-suited
for planning routes through large environments.
2.4 Robot Control
Depending on the level of detail provided by a motion plan, the robot may employ different strate-
gies for executing the desired actions. Ideally, the robot can execute a motion plan exactly, but in
reality, imperfect sensing and actuation lead to deviation from the specified actions. Most robots
employ one or more controllers to minimize deviation between the motion plan and execution [92].
While some motions are planned directly in actuation space (e.g. motor or joint commands), it is
also common for plans to consist of sequences of poses the robot must visit. In these instances,
the controller must also generate motor commands based on a model of robot motion to move the
robot along the specified path. Another strategy is to compose macro-actions (such as “follow
the sidewalk”) into motion plans, in which case the robot must have a method for selecting the
trajectory or motor commands which best allow it to pursue the desired policy.
An alternative formulation is to skip global motion planning in favor of employing greedy
control strategies. Frequently, these are implemented in the form of potential functions used to
encode the cost of visiting particular portions of the environment [46, 7, 29]. Attractive potential
fields reward the robot for moving towards its goal, while repulsive functions penalize motion that
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brings the robot close to hazards. Composing these functions results in a cost surface sloping
towards the goal and away from obstacles. By computing the gradient on the slope at its current
location, the robot can determine the optimal direction to travel and generate appropriate motor
commands.
Potential field methods have the advantage of being inherently reactive to changes in the envi-
ronment, as they only consider the robot’s immediate observations when computing the next action
to take. This comes at the cost of global reliability: the robot can easily become caught in local
minima and fail to react its goal [49]. As a result, these methods have often been put aside in favor
of global planning algorithms with proof of completeness; a guarantee to find a path if it exists.
In this thesis, we propose employing potential-based controllers to produce closed-loop behav-
iors such hall following or wall following. Though these behaviors lack global completeness, they
are robust to perturbation and can be executed in the absence of global knowledge. This makes
them appealing building blocks for DART, which can stitch together sequences of control actions
to produce more complex, global navigation behaviors. These plans can be executed with high
reliability because they are constructed with full knowledge of the shortcomings of the building
blocks.
14
CHAPTER 3
Generating Reliable Directions 1
3.1 Introduction
Reliable and efficient navigation abilities are a fundamental building block in mobile robotic sys-
tems. They expand the work space of the robot and ensure that it reaches its destination safely. It
is standard practice for robotic systems to plan routes optimizing for efficiency, but less common
for them to also consider the likelihood the plan will be successfully executed. In this chapter, we
re-cast the problem of planning robust plans for navigation as the challenge of giving someone the
best set of directions.
In the context of robotics, a direction can be thought of as a composition of a control policy
(follow the road) and one or more switching conditions (until you reach the third light). Construct-
ing the optimal set of directions is therefore analogous to computing the optimal chain of policies
and switching conditions.
Effectively directing someone to a particular destination is a difficult task requiring clear and
concise directions. Predicting what directions will be most useful is challenging, but generative
models offer a powerful tool towards accomplishing this goal. By using a generative model to
describe the potential actions made by the wayfinder (the person following the directions), we can
compute plans based on predictions about those actions.
Modern GPS navigation systems on phones and deployed in cars typically optimize over travel
time or distance traveled instead of focusing on the ease of following the directions. Verbal turn
reminders and visual depictions of the actions in question mitigate the difficulties in following
these routes that may arise from sub-optimal routing through confusing areas. Easy-to-follow
plans should be robust to lacking these cues and can be applied to GPS denied situations or to
other un-instrumented environments.
Take, for example, a regional hospital. These hospitals are often large and full of difficult-
1© 2012. Adapted from Robert Goeddel and Edwin Olson, “DART: A Particle-based Method for Generating
Easy-to-Follow Directions,” October 2012.
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(a) Bad shortest path directions (b) Key (c) Best shortest path directions
Figure 3.1: Simulated wayfinder routes for two sets of shortest-path directions. Paths taken by
simulated wayfinders for two sets of shortest-path directions are shown, with colors shown in (b)
denoting the percentages of simulated wayfinders traversing a given path segment. The maximum
likelihood set of directions may still result in many wayfinders deviating from the specified route.
By exploiting knowledge of the wayfinder model to select error tolerant directions, (c) guides more
wayfinders to the goal than (a).
to-navigate hallways. Hospitals typically have staffers handle queries and direct people to their
destinations. However, this could be done efficiently and effectively by guide robots stationed at
the entrances, as well. Such a system could return information about the locations of patients,
particular wards, or the offices of certain doctors. Indeed, the only missing piece is the ability to
generate a clear set of directions about how to get to the location of interest.
In this chapter, we will motivate and formulate a method for incorporating generative models
of wayfinders into the direction-planning process. We will discuss scalability issues and propose
optimization techniques for tackling these problems. Finally, we will present a method we call
Direction Approximation through Random Trials, or DART, that uses particle-based estimation
techniques to find effective sets of directions between points in a map. Action costs are determined
by a generative model describing the wayfinder and the environment, rather than a fixed action
cost DART approximates the search for the maximum likelihood solution to the problem, rapidly
providing paths that take advantage of landmarks and other environmental structure to guide the
modeled wayfinder to their goal. We take the wayfinder capabilities as input to our system and
consider the problem of finding the best directions given those capabilities. As a consequence, our
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method builds upon work done by MacMahon [64] and Walter et al. [109]. Our main contributions
are:
• The formulation of the wayfinding problem incorporating a generative probabilistic model
capable of approximating human wayfinding capabilities,
• Strategies for optimizing depth-first search in the context of wayfinding,
• DART, a tractable, particle-based method for computing directions optimized based on a
supplied generative model of the wayfinder and the environment, and
• Evaluation of DART’s performance and a framework for evaluating the effectiveness of a set
of directions.
3.2 Related Work
3.2.1 Understanding Directions in the Context of Environment
Extensive effort has gone into studying the process of constructing “good” directions. Lynch con-
tributed early thoughts to the literature in his book, The Image of the City [63]. Lynch observed
that knowledge of environmental structure plays an important role in wayfinding.
Kuipers explored the cognitive maps of humans and how we navigate through the world [51].
With TOUR, he modeled human understanding of their surrounding environment as well as the
process with which they navigate through that environment. Others have explored internal world
representations and their impact on giving and following directions, finding that, even given human
weaknesses in preserving spatial information, efficient and effective direction generation is closely
linked with strong spatial abilities [106, 62].
MacMahon created MARCO, an agent designed to follow natural language directions [64].
MARCO models human reasoning about verbal directions, which are often unclear or incomplete.
Particularly for directions considered “high quality” by human evaluators, MARCO was able to
follow these directions with near-human consistency. Models such as MARCO enable accurate
evaluation of direction quality.
3.2.2 Wayfinder Abilities
People have been shown to process different types of directions with varying levels of quality.
Though humans have a tendency to give street directions in terms of “go N blocks and turn,”
these directions are difficult for people to follow correctly [95]. Ambiguity about what is meant
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by a block and inherent difficulties in recalling specific numbers often lead wayfinders to make
errors when following this style of direction. It has further been shown by Hund and Minarik that
wayfinding abilities vary noticeably with gender, with men typically navigating more quickly than
women [40].
Metrically based directions are popular in GPS navigation systems and in other commonly used
routing tools, but humans have been shown to be inaccurate estimators of distance. Cohen et al.
showed that geography plays a role in distance estimation [16]. Thorndyke showed that distance
estimation error could be tied to the amount of clutter in the environment [98].
Landmarks have been shown to be useful as navigational aids. Directions often use landmarks
to guide followers through tricky regions or to help localize them, and extensive work has been
done to determine when and why such landmarks are useful [17, 68, 62]. Further consideration has
been given to identifying landmarks and automatically extracting them from the environment [82,
12].
Despite this knowledge, automatically generated directions frequently rely on abilities known
to be challenging for human wayfinders. While in some scenarios, these directions may still be
effective, direction quality could be improved by using more suitable (e.g. landmark-based) direc-
tions where appropriate.
3.2.3 Route and Direction Generation
Elliot and Lesk studied how to replicate human direction giving abilities [21]. The authors ob-
served that humans followed a guided depth-first search strategy, and they were able to generate
similar paths through the use of a heuristically guided depth first search penalizing turning. Duck-
ham and Kulik created a system for generating “simplest paths” based on a metric for evaluating
the cost of different turn actions (turning at a T-intersection is typically better than turning at a
4-way intersection) and finding the path that minimizes this cost [20]. This technique was further
modified to deal with complex intersections, avoiding such areas while attempting to keep path
lengths short [34].
Richter and Klippel defined a strategy for generating what they call “context-specific route
directions,” directions which use knowledge of the structure of the environment to come up with
easy-to-follow directions [86], later implementing this in the form of GUARD, a method for gen-
erating such directions [84]. GUARD considers turn distinctions (right vs. slight right) as well as
landmarks in the environment to describe a given path in the best way possible. Later, Richter and
Duckham created a method for generating the “simplest instructions” [85]. This method combines
Richter’s GUARD method with cost metrics used by Duckham and Kulik in computing simple
paths to create more effective sets of directions. In doing so, the technique not only finds a sim-
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ple path through the environment, but also considers how the description of that path will affects
followability.
With the exception of the “simplest instructions” algorithm, the main weakness of the previous
work is the separation of path selection from path description. These processes are not indepen-
dent. For example, the “simplest path” may still not be as easy to describe as a path with a few
more turns but many landmarks along the way.
Richter and Duckham address this concern, incorporating additional cost metrics to take into
account what they refer to as the cognitive cost of actions. As a result, both the simplicity of the
path as well as the ease of interpreting directions along that path are considered when choosing
directions. However, the algorithm does not attempt to deal with ambiguous descriptions of the
environment. Our proposed method replaces the concept of cognitive cost with weight based on
expected success rates for following given directions. As a result, properties such as environmental
ambiguity are automatically incorporated into the weights.
3.3 Incorporating Wayfinder Models Into Planning
Evaluating successful arrival at the goal involves not only understanding how well people are able
to follow the specified path, but how well they are able to recover when they deviate from it. Using
a generative model offers a principled approach to evaluating the cost of an action. Given a set
of directions, we can sample from our model (representing the distribution p(x|d), or wayfinder
position given a direction) and observe the resulting trajectories. From these observations, we gain
situation-specific knowledge about the effectiveness of particular directions in our environment.
We formulate the direction finding task as an optimization problem. We assume that we are
given a model m consisting of a map of the world and generative model that allows us to predict
wayfinder actions for certain instructions. Then, assuming the wayfinder starts at position xstart
and ends at xfinal, our goal is to select a set of directions d maximizing the probability that the
wayfinder reaches their goal:
argmax
d
p(xfinal = destination|d,m) (3.1)
Particle simulation has proven to be a useful tool for navigation problems [101]. We employ it here
to estimate the distribution of wayfinder positions given a set of directions. A naı¨ve algorithm to
find the best directions could generate every possible set of directions and run particle simulation
for each set. The best directions would be the set for which the most particles arrived at the goal.
Fig. 3.1 shows an example of how such a technique can take advantage of a model to pick the
best directions. In this environment, we are attempting to navigate from the black square in the
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Figure 3.2: A hand-constructed map for simulated testing. This map covers an area roughly 11 km
× 5 km and contains 167 nodes and 135 landmarks. Landmarks were generated and placed ran-
domly from a family of 15 unique landmarks.
lower left to the black star in the upper right. The last two directions of a plan can be described as
“Go until you stop at a T-intersection and turn left,” and then “Go until you reach a dead end and
you will have arrived at your destination,” regardless of which of several horizontal crossroads you
pick.
Fig. 3.1a shows the paths followed by simulated wayfinders for a set of directions following
a shortest path. By chance, this happens to guide us to one of the aforementioned crossroads.
However, due to the distance traveled to this crossroad and lack of good landmarks, many of our
particles get lost.
A more complete search of the space based on our model turns up the directions highlighted
by Fig. 3.1c. Many of the simulated particles make mistakes (in fact, the percentage of simulated
wayfinders following every direction perfectly does not vary greatly between the two plans), but
knowledge provided by our model allows us to position our plan among several acceptable cross-
roads so that erring wayfinders that turn late are more likely to turn onto a road that still allows
them to correctly execute the later instructions. As a result, twice as many particles are able to
navigate to the goal in Fig. 3.1c as in Fig. 3.1a.
3.3.1 Simulation and Model Formulation
We employ simulations, which allow us to rapidly evaluate the effects of employing different
models as well as greatly accelerate and simplify the data collection process. To facilitate rapid
implementation and testing, test environments were limited to planar graphs with only right angle
turns (see Fig. 3.2 for a sample instance). For evaluation, three main environments were created
by hand and randomly populated with landmarks, as well as a set of four environments used for
collecting additional timing data. We assume that landmarks only affect one known decision point
and that the direction from which we approach the intersection does not affect the usefulness of
the landmark. As results were consistent across environments, we limit the presentation of results
in this paper to the map seen in Fig. 3.2.
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We employed four different categories of directions that our modeled wayfinder can under-
stand. These were:
• METRIC: Go X m and turn
• INTERSECTION: Go to the Xth intersection and turn
• LANDMARK: Turn when you see landmark X
• GO UNTIL: Go in this direction until forced to make a choice and turn
We created a simple model based on previous literature in which humans become increasingly
poor at counting intersections/measuring distances as the numbers in question become large. Con-
versely, LANDMARK and GO UNTIL directions were modeled as remaining robust regardless
of distance, as previous research indicates that people are much better at following these types of
instructions. We also represent the limitations of human memory with a fixed probability for which
any given direction might be “forgotten,” implicitly penalizing longer direction sets as being more
difficult to follow.
To ensure that the directions generated were actually influenced by the model, we repeated tests
with perturbed variations of the model. We expect, for example, that dramatically reducing the
quality of LANDMARK directions should result in plans using them less often. Further discussion
and results from these tests will be presented in Sec. 3.4.2. We also present results on the arrival
rates of the wayfinder with varying direction-giving strategies. These numbers are not presented
to show that our model is the state-of-the-art (it is not), but rather that the addition of a model to
planning improves wayfinding performance.
3.3.2 Finding Directions Maximizing Arrival Rate
In this section, we will describe an ideal approach to selecting the set of directions maximizing
wayfinder arrival rate, discuss optimization strategies for dealing with scalability issues and, find-
ing such optimizations insufficient beyond small toy examples, present a method for arriving at
paths that, while not guaranteed to be optimal, still offer improvement over shortest path direc-
tions.
To find the most effective set of directions for getting the wayfinder to the goal, we want
to search through the space of possible directions, estimating the probability of reaching our goal
using particles. Searching through this space is challenging, though, given the scale of the problem.
The number of decisions to make from any given intersection is generally larger than just the node
degree × the number of possible direction types. Directions do not merely describe how to get to
immediately adjacent neighboring intersections, but also how to get to locations many intersections
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Figure 3.3: A small portion of a depth-first search through direction space. The distribution of
particles through the environment is shown at several of the decision steps as red circles, with
larger radii corresponding to higher particle densities.
away. Thus, even though our map is a simple planar graph, in reality, our planning takes place on
a more complex multigraph where distant intersections are connected by edges describing a single
direction that guides the wayfinder between them.
To illustrate the problem, consider the map seen in Fig. 3.2. The average branching factory
on the underlying multigraph is 8.3 before accounting for the multiplicative increase caused by
factoring in differing direction types. The map seen in Fig. 3.1 is even worse, owing to its grid-like
structure, with an average branching factor of 10.9 before accounting for direction types. Even
for the fairly simple model we employ, this means at least an additional 2× increase in average
branching factor.
This large branching factor makes breadth-first searches (BFS) intractable, particularly in re-
gards to memory usage, so a more directed approach is necessary. Though many choices are
available at each decision point, it intuitively seems like this space could be pruned to make the
problem tractable at smaller scales. Therefore, an optimized depth-first search (DFS) is employed
when searching for the best set of directions. These optimizations are discussed in further detail
below.
Fig. 3.3 illustrates a portion of our DFS through the multigraph. We employ branch and bound
techniques to speed up the search through the map. The challenge here lies in determining an upper
bound on path quality. At first glance, it would seem that deviation from the directed route could
offer some bound on performance. By scoring plans based on the number of particles that may
still reach the goal, we may discard plans with lower maximum success rates than our current best
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solution. However, by pruning out plans with many particles deviating from the directed route, we
do not give these plans a chance to demonstrate good error-recovery characteristics. The problem,
in essence, is that it is difficult to say when a particle is “lost” as opposed to one that will eventually
work its way back on course. We do not want to throw away plans that may have wayward particles
get back on track.
As a result, our DFS pruning strategy has a very conservative definition of being lost. Parti-
cles only become lost when they get caught in a situation where they cannot execute the desired
instruction. When a particle encounters such a situation, it is marked “lost” and the score of the
associated plan is decreased accordingly. Our bound for pruning, then, is the score of the best plan
encountered to date.
For many plans, however, this still does not offer a useful performance improvement. Often
the DFS will initially search down deep paths, resulting in poor initial plans and accordingly weak
lower bounds. In these situations, pruning offers very little benefit. Thus, we explore several
optimizations to speed up the search.
One such optimization is finding tighter initial bound early in the search process. An initial
bound can be calculated by finding the shortest path to the goal and evaluating directions following
that path. In a similar manner, when choosing the next branch to traverse, we select branches
leading us physically closer to the goal, first. As a result, initial plans tend to converge onto the
goal more quickly and, and a result, bound the results earlier. Especially in maps with grid-like
structure, this is a very effective technique. However, in some cases, this results in the early pursuit
of very bad paths, causing us to explore a second style of optimization.
Our second optimization is to use iterative deepening with DFS. Normal iterative deepening
searches base their depth on the number of search steps taken. In this context, however, the physical
depth of the search does not necessarily have any meaning. A plan with more directions might be
more effective than one with fewer, so we cannot ignore plans of greater actual search depth. We
can bound our search depth by minimum acceptable arrival rate, though. By artificially setting
a lower bound for the search, we can constrain our search to only good plans, and if no such
high quality plans are found, lower our standards progressively until a good plan is found. For
plans with high arrival rates, this can lead to much faster convergence on a solution. However, as
we go deeper into the search space, the cost of recomputing the same plans over and over adds up,
eventually leading to a loss in performance. In testing, we found that enough queries benefited from
iteratively deepening the search that these gains made up for the repeated computation performed
after increasing the search depth.
The resulting structure of our algorithm is as follows:
1. Initialize a “plan” with many particles and an empty set of directions and add it to a stack.
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Figure 3.4: An small example of a DART search. At each step, DART expands the node with the
largest number of on-track particles (depicted in green) and adds it to a closed-list (depicted in
red). When the goal node is expanded, the search ends.
2. While the stack still has entries, pull off the top entry and consider all possible, non-backtracking
directions that can be taken from the current position as defined by the model.
3. Make copies of the plan for each possible direction and simulate the associated particles
following that direction. Now the particles form some new distribution of positions and
states in the world.
4. Sort the plans by distance of theoretical position to the goal and, if they do not violate our
“depth” constraint, add them to the stack.
5. If iteratively deepening, repeat until a plan is found, increasing the search depth as necessary.
The asymptotic runtime is impossible to fully assess without specific knowledge of the model.
Runtime increases proportionately with the number of particles simulated, but the depth of the
search is dependent on the structure of the map and the wayfinder’s abilities. However, if we
assume that the maximum search depth is d, then for number of particles P and branching factor
b, the worst-case asymptotic runtime of our DFS is O(Pbd). As will be discussed in Sec. 3.4, we
found that, even with our optimizations, the search times for non-trivial sets of directions were too
long to be of use, indicating that our pruning is unable to make a substantial enough dent in the
search space.
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3.3.3 Direction Approximation through Random Trials
Since we cannot always afford to compute the best possible set of directions for an environment
with our DFS method, we instead seek to quickly approximate the best directions while still making
use of our model. One of the main difficulties with optimizing the depth-first search is that plan
quality does not decrease monotonically as the search progresses. Though a particle may not
be on the directed route at a given step, this does not preclude it getting back on course and
successfully reaching the goal. As a result, we are very conservative when eliminating potentials
plans from consideration. For DART, we take a more aggressive approach, treating particles that
have wandered off course as irrecoverable when evaluating current plan quality. We make this
decision based on the belief that situations in which the environmental structure allows particles
to recover are rare, and thus the losses in overall plan quality are negligible. Based on these
assumptions, we may now build a much more rapid search.
Given our assumption, the optimization problem is greatly simplified. While we are still max-
imizing (3.1), p(xfinal = destination|d,m) may now be expressed as:
p(xfinal = destination|d,m) ≈
|d|∏
i=0
p(di|m, di−1) (3.2)
Where p(di|m, di−1) is the probability of executing the ith instruction successfully. The success
of a plan, then, is based strictly on the success of executing each individual direction in the plan
successfully. We may make this claim because we expect each additional instruction to at best
leave the probability of the wayfinder reaching unchanged and at worst decrease it. Therefore,
actions may be considered in sequence. This means our optimization problem looks like:
argmax
d
|d|∏
i=0
p(di|m, di−1) (3.3)
Now the problem resembles a traditional shortest-path graph algorithm, in this case with edge
weights equal to the probability of following the next direction. To find the optimal path to all
destinations from a given start point, we apply a version of Dijkstra’s single-source shortest path
algorithm [18] to find the best set of directions to any given point. A short example of the resulting
search process can be seen in Fig. 3.4.
We track potential plans in a priority queue, keeping plans with more particles that have cor-
rectly followed the directions so far at the top of the queue. During the expansion calls, we gen-
erate the copies of the plan, including the state of all of the current particles, for each possible
next direction and simulate taking that step before adding the new plans to the priority queue. A
straightforward implementation of this algorithm performs in O(|P ||D||E| + |V | log |V |), where
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|P | is the number of particles to simulate, |D| is the number of possible direction types, |E| is the
number of edges in our graph of the world, and |V | is the number of vertices in the graph.
The solutions returned by DART fall into a similar category as those computed by Richter and
Duckham [85]. DART computes the path through the environment that will be followed the most
reliably, ignoring possible advantages in ambiguous descriptions. While the algorithm may still
benefit occasionally from particles getting back on course, the algorithm makes no guarantees that
it will find such paths if they exist. While DART does not possess the full descriptive power of
the DFS, it has the practical advantage of returning a “good” set of directions in a consistently low
amount of time, regardless of the complexity of the directions necessary to navigate between start
and goal.
3.4 Results
To evaluate our technique, we constructed a simple simulation environment where we could rapidly
construct maps and populate them with random landmarks. This environment has been described
in Section 3.3.1. Our simulations were performed with 1000 particles per plan unless otherwise
noted.
3.4.1 DART vs. Shortest-Path plans
Our primary metric for evaluation is the successful arrival rate of our simulated particles. Higher
percentages clearly imply better sets of directions according to the model, since more particles were
able to successfully execute the plan. The “forgetfulness factor” acts to penalize longer plans, and
for our parameter settings results in periodic peaks in our distribution of direction quality corre-
sponding with the number of directions given. As a baseline, we compared directions generated
based on our wayfinder model to the standard of the day: shortest-path based METRIC directions.
Since it is commonly accepted in the literature that fewer turns are preferable to many, we choose
the shortest path with the fewest turns when evaluating.
Our first use of the model was to come up with the best directions to follow the same shortest-
path described by the metric-only plan. Given knowledge of the model, the quality of the plan
should increase or, if metric-only directions are best, remain unchanged. Second, we compute
directions using DART, searching beyond the bounds of the shortest-path to see if plan quality
could potentially be improved.
For every start/goal pair in the environment pictured in Fig 3.2, we computed a plan using each
of these three techniques. The resulting distributions of success rates can be seen in Fig 3.5. As
expected, METRIC-only directions proved hard to follow for our modeled wayfinder. Model-based
26
0 0.2 0.4 0.6 0.8 1
0
5
10
15
Fr
eq
ue
nc
y
Plan Success rate
0.13592
(a) METRIC-only shortest-path
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
Fr
eq
ue
nc
y
Plan Success rate
0.56566
(b) Model-optimized shortest-path
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
Fr
eq
ue
nc
y
Plan Success rate
0.6252
(c) DART
Figure 3.5: Histograms of success rates for METRIC-only shortest-path, model-optimized shortest
path, and DART best path directions for every pair of nodes in the map pictured in Fig. 3.2. Plans
using only METRIC directions deteriorate rapidly as path length and complexity increases, yield-
ing poor wayfinder arrival rates. By using the model to choose the best direction for navigating
between each turn on the shortest-path route, results were dramatically improved. DART further
improves on the optimized shortest-path results by deviating from the shortest path to improve plan
clarity. The mean of each distribution is denoted by a vertical black line, and bars extend out from
the mean to indicate one standard deviation.
shortest-path directions proved significantly easier to follow. DART, however, was able to find the
most effective directions at getting the wayfinder to the goal.
The distribution of wayfinder arrival rates shifts noticeably forward between DART and model-
optimized shortest-path directions. In particular, DART improves upon the lowest-quality plans for
model-optimized shortest paths, indicating that DART is better at directing wayfinders to faraway
points where shortest-paths may become quite complex. While DART also boosts the number of
high-arrival-rate plans, it is unsurprising that there is less change at the upper end of the perfor-
mance spectrum. High quality shortest-path plans tend to consist of very few instructions and, as
a result, offer little room for improvement.
The downside to DART is that, be definition, the routes it selects are of equal length or longer
than those selected by the shortest-path strategies. Since our previous tests show that the shortest
path is not always the best, we expect, then, that the paths selected by DART with will longer.
To gain a better picture into how much we deviate from the shortest path, we also collected travel
distances for our three evaluation methods. These can be seen in Fig. 3.6. As expected, the
large improvements in arrival rate come at the price of distance traveled. The worst-case increase
between plan distances is roughly 20%.
What is important to remember is that distance metrics are only important in terms of wayfind-
ers who successfully navigate the route. A short route with a low probability of successful naviga-
tion will, in practice, have a longer expected travel distance as the wayfinder will need to navigate
extra distance to get back on course.
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Figure 3.6: Histogram of length of directed routes for shortest-path directions vs. DART best
directions. Though DART is able to outperform shortest-path best directions in terms of wayfinder
rate-of-arrival, it can pay a noticeable price in the distance traveled to the reach the goal. Our
model places great weight on less distance-centric direction types such as landmark reliance, and
thus is more willing to travel more out of its way for landmarks simplifying the overall path. The
mean of each distribution is denoted by a vertical black line, and bars extend out from the mean to
indicate one standard deviation.
3.4.2 Effects of Model Variation
We perform another test in which we perturb the parameter settings of our original model for two
reasons. The first is to verify that our improvement over METRIC-only directions is not solely
due to our model excessively penalizing wayfinders following these directions. The second, more
important reason is to show that our algorithm is able to successfully adapt to different models. To
accomplish these, we performed a second test with a model greatly penalizing the wayfinder’s abil-
ity to recognize landmarks while improving intersection counting and distance tracking abilities.
As a result, we expect the improved performance across METRIC and INTERSECTION direc-
tions to be reflected in the types of directions chosen. Further, the performance of METRIC-only
shortest-path directions should improve.
We model METRIC direction following capabilities with a Gaussian centered at the requested
direction distance. The variance of this Gaussian grows as the mean grows larger, following the
form:
σ2 =
µ
k
log(µ+ 1) (3.4)
where µ is measured in kilometers and k is a parameter.
Our METRIC model is loosely based on the literature stating that humans have trouble with
large numbers [95]. The leading µ term is multiplied by a log term representing a slow-percentage
of the distance requested. The k term scales this percentage. We chose to model the proportional
increase as slowly growing instead of linearly proportional based off of the intuition that, when
traveling much longer distances, it becomes increasingly difficult to remember exactly how far one
has traveled, leading to further errors. The Gaussian was selected for simplicity.
For the results already presented, we used the parameter k = 200, meaning the large majority of
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wayfinders traveling 1 km will travel a distance within roughly 0.1 km of this amount. To improve
the quality of METRIC directions in our second model, we set k = 1000, as a result roughly
halving the expected error in metric directions. As seen in Fig. 3.7a, around half of the possible
directions in our testing space fall at or under the 1 km mark, so the majority of METRIC directions
considered will be followed fairly accurately.
Fig. 3.7b shows the resulting distribution of directions types for our original model vs. the
heavily modified version. As can be seen, the penalized landmark type directions completely
disappear in favor of the now more reliable INTERSECTION and METRIC directions. METRIC
directions, in particular, benefit from a vast increase in wayfinder following ability. This highlights
our method’s ability to successfully adapt to varying models as well as improve greatly on the
standard practice of only issuing METRIC directions along the shortest path.
Fig. 3.8 shows the success rate distributions based on our perturbed model. Greatly enhancing
the reliability of METRIC directions noticeably helps the metric-only shortest-path plans, but these
solutions still lag behind the model-optimized shortest-path and DART best directions. DART still
computes the best plans of the three, and with a very tight distribution of success rates.
3.4.3 DFS vs. DART
Though the full DFS described in Sec. 3.3.2 can use to model create directions that more-easily
recover from error, we were interested in seeing how much this actually matters. Attempts to
collect data comparing DART to DFS at the same scale as our DART vs. shortest-path data sets
proved computationally expensive for 1000 particles. Instead, we tested the two on the small
environment seen in Fig. 3.1. The environment was designed to offer many routes of similar
structure between various points to give the DFS as much an edge as possible.
Even at this small scale, DFS of ∼1600 examples was time consuming, taking 17.7 hrs to
compute, or an average of 40 s/plan compared to 0.5 s/plan for DART. As expected, DFS was able
to find some routes dramatically increasing arrival rates at the goal compared to DART. Typically,
however, DART was able to find equivalent or near-equivalent routes to DFS. This suggests that
generally, one set of directions is so clearly the best that the benefit of baking error recovery into
the plan is minimal.
3.4.4 The Effect of Particle Population on Performance
It is desireable to determine how many particles to use in simulation. We would like to balance the
speed of algorithmic performance against the accuracy of our representations of the distributions of
directions. To determine this value, we consider two metrics: the time is takes to return a query and
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Figure 3.7: The effect of changes in METRIC direction following capabilities on the direction
types selected when DART generates directions. The distribution of possible METRIC direction
distances compared to the standard deviation in error for the two models used to collect data can be
seen in (a). Over half of all possible METRIC directions in our test environment are of distances
of 2 km or less, meaning for both models tested, we expect wayfinders to typically be within
100 m of the requested travel distance. As (b) shows, the distribution of direction types for the
two models varied greatly when the model was altered. Thus, when the quality of METRIC and
INTERSECTION directions was increased while LANDMARK recognition abilities were dras-
tically decreased, DART responded by virtually eliminating all LANDMARK directions and by
increasing the quantity of METRIC and INTERSECTION directions.
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Figure 3.8: Histograms of successful arrival rates for several route description strategies after per-
turbing the model. Even with a wayfinder modeled with greatly improved abilities to follow MET-
RIC directions, the shortest-path direction limited to METRIC directions only could not compete
with the model-optimized or DART directions. Again, DART return the sets of directions with the
best mean success rate.
the quality of the solution. We expect quality to increase with particle quantity while performance
speed will suffer.
We performed trials for 100, 500, 1000, and 5000 particles on 4 maps of gradually increasing
complexity. The maps in question had 29, 55, 98, and 167 decision points, respectively, and
branching factors ranging from 8.4 to 11.9 before considering direction type.
For each map/particle number combination, we ran 50 planning trials on each of 50 randomly
chosen start/goal pairs and computed the mean planning time as well as the mean success rate
across trials. Returns in plan quality for additional particles diminish rapidly, showing almost no
change when increasing the number of particles from 1000 to 5000 particles. However, computa-
tion time increases linearly in the number of particles. We find that 1000 particles strike the best
balance of estimating the distribution of outcomes accurately while remaining fast (sub-second)
for our test environments.
3.5 Conclusions
We formulated a strategy for construction reliable verbal directions given a black-box generative
model of a wayfinder. We developed two particle simulation techniques for determining the best
set of directions between two points, given this model. Such particle simulations are able to find di-
rections through the environment that utilize knowledge of their surroundings such as landmarks in
addition to harnessing knowledge about the ways in which the wayfinder will err to pick directions
facilitating error recovery, when appropriate. Our preliminary results show that, even given very
simple models and minimal knowledge of the environment, particle methods offer an improvement
over currently-employed shortest-path methods.
Unfortunately, until the cost of full particle-based searches through the environment can be
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limited, such methods will have difficulty scaling to real-world environments. Thus, methods
approximating ideal results such as DART must be employed for applications where near real-time
performance is necessary. Systems deployed with such direction-giving capabilities could play an
important role in assisting people through confusing, high-traffic areas such as hospitals or busy
tourist locations as well as in currently existing vehicular and phone-based navigation contexts.
These methods could also be applied to robotic navigation tasks, which is discussed in more detail
in the next chapter.
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CHAPTER 4
Robot Navigation with Policy Chains
4.1 Introduction
In the previous chapter, we showed that, given a topological map of the environment and a gener-
ative model of a wayfinder, we can compute sets of actions to take to robustly guide the wayfinder
through the environment. In this chapter, we describe the process implementing this style of plan-
ning for a robotic system.
We present a method for generating plans in the form of chains of successively executed con-
trol sub-policies, an example of which can be seen in Fig. 4.1. Sub-policies take the form of
closed-loop control laws such as wall following, visual servoing, or goal pursuit. Sub-policies
are switched between based on conditions such as observing landmarks in the environment. We
assume the existence of a sensor model approximating the robot, as well as a map of the environ-
ment. By simulating repeated, noisy executions of actions available to the robot, we sample from
the posterior distribution of possible robot locations. This allows us to find policies that maximize
the expected rewards.
Our contributions in this chapter are:
• A novel planning framework in which plans are expressed as a chain of <sub-policy, termi-
nation condition> tuples.
• The identification of a set of useful, general-purpose policies.
• We show that this framework can take plan robustness into account, selecting routes that will
avoid sensing failures.
• We validate our simulated results against a real-world scenario.
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Figure 4.1: The expected trajectory when executing a policy-chain plan compared to open-loop
odometry estimates of 250 simulated executions of the policy-chain. Because the plan instructs
the robot to wall follow between reliably detected landmarks instead of relying on its noisy pose
estimates for positioning, the impact of odometry noise is mitigated.
4.2 Related Work
The most straightforward techniques guide a robot towards its goal via potential fields. The fields
generally slope towards the goal and are constructed such that the robot will also avoid obsta-
cles [58]. Potential fields are well suited to dynamic environments, as little additional work is
needed to handle moving obstacles, but most such methods are susceptible to local minima [41, 28].
Trajectory following methods allow plans to be constructed that avoid local minima and other
hazards. Navigation occurs in two phases. First, a safe trajectory is computed from the current
robot pose to the goal pose in a planning phase. Oftentimes, the goal is to find the shortest possible
path. The trajectory might be as simple as a Manhattan path, but for systems where dynamics are
important, the trajectory may specify velocities, orientations, etc. that must be met at various points
of execution [19]. Plans may even attempt to incorporate the avoidance of dynamic obstacles [25,
3].
After the plan is computed, a trajectory follower takes over, attempting to guide the robot along
the specified path [90, 4, 57]. In dynamic environments, replanning may be necessary to handle
unexpected obstacles. The D∗ family of algorithms and others incorporate incremental correction
steps to aid in recovery from such complications [93, 24, 61].
The above navigation strategies are dependent on good localization, but real-world systems
must operate with uncertain estimates of their pose. This has lead to examination of the problem
of planning to minimize uncertainty. Since planning now takes into account the possibility of
noisy execution, plans are selected to maximize the belief that the robot will reach the goal. These
techniques are complementary to our objective, insofar as they explore the problem of choosing
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plans based on desired levels of system performance.
A popular strategy is to model the robot belief space during navigation using a POMDP. How-
ever, while POMDPs provide a rigorous framework with which to model the problem of robotic
navigation, the complexity of the belief space and long time horizon often involved in robotic
planning typically render exact solutions intractable. Even the best state-of-the-art solvers can
take hours to solve fairly small real-world problems [55]. As a result, recent efforts have focused
on approximate or sample-based solutions. For example, Kurniawati et al. generate a simplified
roadmap through the robot’s state space by reducing the space to representative sampled mile-
stones [54]. This allows them to solve previously intractable problems in minutes, though the
domains are still fairly small.
Candido and Hutchinson take an approach similar to the one proposed in this paper, showing
that POMDP-style planning can be used to choose a set of local control policies and switching
conditions that attempt to minimize positional uncertainty at the end of plan execution [14]. Their
algorithm differs from ours in that they optimize only across switching conditions, alternating
between sub-policies pursuing the goal state and sub-policies attempting to minimize entropy.
In a slightly different approach, Prentice and Roy introduce the Belief Roadmap [81], a variant
of the Probabalistic Roadmap algorithm that incorporates belief about pose into the planning pro-
cess. Using the Belief Roadmap, robots may compute plans reducing belief uncertainty, resulting
in improved positional accuracy. In this way, they try to mitigate the impact of sensing uncertainty
during navigation.
Traditional navigation techniques have proven effective in many real-world systems, yet their
performance is limited by their dependence on precise localization and execution. Even systems
designed to increase the robustness of execution do so by focusing on reducing localization un-
certainty. While modern localization systems can be operated reliably for long periods, they are
still subject to catastrophic failures, for example, due to incorrect data association. We propose
that plan robustness can also benefit by incorporating policies that do not depend on continuous
localization.
4.3 Navigating with Sub-Policies
Robots must plan to navigate reliably in the presence of sensor noise and imprecise localization.
The most rigorous formulation of the search for such a plan is a POMDP. In its most straight-
forward form for this problem, the POMDP would consider the current pose of the robot and
its observations and map these to the best possible left and right motor commands according to
some reward function. Unfortunately, this is an impractical solution to the problem as the space of
possible states and actions is immense [78].
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Previous efforts have been made to make the problem more tractable, including the use of point-
based solvers [79, 55] and by generating belief roadmaps to plan through [81]. Instead, we propose
formulating the problem as a search for a policy chain composed of tuples of pre-constructed sub-
policies and termination conditions. Sub-policies refer to closed-loop behaviors executable by the
robot, such as wall or hall following, visual servoing, and greedy goal pursuit. The resulting plan
is executed in a similar manner to a finite state machine (FSM), with the active policy switching to
the next policy when the active termination condition is met.
A key challenge when selecting the optimal sequence of control policies is determining when
and where different control strategies are appropriate. The structure in the environment and sensors
available to the robot play a critical role in determining the effectiveness of different navigation
techniques. Kuipers’s SSH [52] presents a framework with which robots can reason about the
space around them in support of navigation tasks. Critically, a control level of this hierarchy is
proposed in which the robot builds representations of space based on the set of control policies
available to the robot. Key “places” are designated by identifying locations in the environment in
which the robot enters a stable limit cycle by following particular policies (such as wall following).
In this manner, the robot can reason about chains of policies to follow between these key locations,
enabling the construction of larger-scale topological representations of the environment. In this
work, we propose extending the ideas behind the SSH’s control level, varying not only policies, but
also the conditions under which it is appropriate to switch between them. Decoupling the control
policy from the termination condition gives the robot greater flexibility in finding solutions, though
at an increase in the cost of planning.
Our approach retains one of the critical advantages of the SSH – that choosing a control policy
(even with a termination condition) dramatically reduces the search space versus more metrical
planning approaches. We also retain the notion that a control policy can be treated like a black
box – from a planning perspective, the only relevant property of a policy is that it allows a robot
to traverse from one place to another. Sub-policies also offer a pragmatic engineering approach:
system designers can construct policies that are well-characterized and well-suited to the target
environment. An example can be seen in Fig. 4.2. A robot trying to navigate through a doorway
and down a hall could accomplish this by planning a specific trajectory, but the task may also be
described more generally as a composition of several sub-policies.
<Sub-policy, termination condition> tuples also offer the benefit of encoding high-level goal
knowledge directly into the plan in a way that can aid in execution. For example, a policy to follow
a hallway until a T-intersection is encountered eliminates the need for precise localization during
execution, instead relying on the detection of the T-intersection to cue the robot to change sub-
policies. Some controls policies can also help constrain our belief about pose estimates. A robot
employing a wall following sub-policy is expected to have little variation in lateral pose, instead
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Visually servo to the doorway
Traverse the portal
Follow the hallway to 
the right
Figure 4.2: By navigating via sub-policies, the plan describes the task adequately for execution
without over-constraining execution.
mapping its pose to the 1-dimensional manifold of position along the wall. Finally, policy-chains
are straightforward to evaluate with forward simulation, allowing us to marginalize over stochastic
variables such as noisy observations and treat tuples as single action steps. In this manner, we
reduce the planning depth required to find a solution.
4.4 Implementation
We assume that we have already collected an accurate map of the world and that we begin localized
in it. We also assume a sensor model that reasonably approximates the robot’s error rates. For this
work, switching policies are limited to landmark-based observations and checks that the robot has
reached a stable state of execution, as when a hall follower reaches a dead end. This allows the
model to be easily computed empirically by comparing sensor data against ground truth, with the
locations of landmarks known in advance.
We evaluate plan utility by rewarding higher probabilities of successful plan execution and
penalizing longer expected trajectories. The utility of state xt is given as
R(xt) = λp− d (4.1)
where d is the estimated distance the robot will travel executing this sequence of behaviors (includ-
ing an estimate of how much distance remains), p is the estimated probability that the robot will
end execution of the plan within an acceptable range of the goal, and λ may be tuned to weight the
importance of arrival rate. If λ is set to 0, the planner simply searches for the shortest path to the
goal constrained by the provided behaviors, while a λ value of 100 allows the robot to travel 1 m
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Algorithm 1 Policy-chain A∗
1: procedure POLICY-CHAIN-SEARCH(start, goal)
2: heap← start
3: while notEmpty(heap) do
4: n← best(heap)
5: if n == goal then
6: return n
7: end if
8: child← nextChild(n)
9: heap← simulate(child)
10: if hasMoreChildren(n) then
11: heap← n
12: end if
13: end while
14: return null
15: end procedure
further for every additional percent chance that it will successfully complete its task. The distance
penalty acts as a discount factor, bounding the search space by diminishing the value of rewards
gained far in the future. The choice of λ is left up to the system designer.
4.4.1 Choosing Sub-Policies
It is important to choose a rich enough set of sub-policies and termination conditions, as an in-
complete set can leave regions of the environment unreachable. These choices are system- and
task-dependent. In this work, we consider a mobile robot navigating an indoor environment com-
posed of hallways and landmarks detectable by the robot. The set of sub-policies used consists
of:
• Follow
[
left/right
]
wall
• Visually servo towards
[
object class
]
• Orient to face
[
heading
]
Termination conditions are:
• See an
[
object class
]
• No longer moving
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(a) λ = 0 (b) λ = 250 (c) λ = 1000
Figure 4.3: Different values of λ can yield very different policy-chains. Several of the landmarks
(orange) are misdetected 20% of the time, while the other landmarks (blue) are nearly perfectly
detectable. As λ increases, the robot shifts its to longer plans to avoid depending on less reliable
switching conditions.
When generating <sub-policy, termination condition> tuples, we assume landmarks will be
correctly identified and that relative orientations can be computed such that the robot will be able
to turn to face down a different hallway. We assume landmark observations to be independent of
each other, allowing conditions of the form “See the nth
[
object class
]
” to be treated as equivalent
to executing a sequence of n single
[
object class
]
sightings.
4.4.2 Building the Search Tree
Given a set of sub-policies and termination conditions, the next challenge is determining which
pairings are appropriate. In the most naı¨ve case, we would consider every possible pairing of sub-
policy and termination condition at every step of the search. The search tree grows exponentially
in the branching factor, so in practice, we wish to only generate feasibly executable actions.
In order to determine which termination conditions are likely to be relevant, we employ for-
ward simulation. Proposals for child actions are generated via single noise-free simulations of
sub-policies executed for a fixed time period. During these simulations, statistics are collected
regarding which landmarks should be seen and when. Based on these statistics, we determine
relevant pairings of landmark-based termination conditions with sub-policies. We also use these
statistics to compute the best-case score for this action.
Unfortunately, it is unlikely that the robot will perfectly execute the proposed actions. Com-
pletely describing the ways in which the robot may imperfectly execute a sequence of actions is
impractical, though, as the accounting for decision points results in exponential growth in the rep-
resentation. Instead, Monte Carlo simulations are used to estimate the distribution of states that
will result from executing a <sub-policy, termination condition> tuple. More simulations result in
improved estimates, but at the cost of increased computation. The number of simulations sufficient
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for good distribution estimates is system dependent.
4.4.3 Searching for Policy-Chains
We employ an A∗ search strategy [35] with a lazy branch evaluation scheme to compute the opti-
mal policy chain. Pseudocode is given in Algorithm 1. Proposed policy-chains are scored based on
a modified version of our scoring function incorporating a heuristic estimating the distance remain-
ing to the goal. We cheaply pre-compute these distances using the wavefront algorithm, allowing
tighter estimates than Euclidean distance as well as fast lookup during search. Expected arrival rate
is computed based on the running distribution of states sampled during Monte Carlo simulation. In
a manner similar to the one employed in [31], we only count states which are “on-track” as being
expected to arrive.
The dominant cost during search is the Monte Carlo simulation of sub-policies used to generate
the distribution of new states. To avoid unnecessary computation, we use a lazy evaluation tech-
nique. We consult the best-case scores computed during child generation to get an early estimate
about which actions will guide the search closer to the goal. The best-scoring child is greedily
evaluated, after which it and its parent are added to the search heap.
If the child is the new best search option, search proceeds without paying the full evaluation
cost for the other children. If the parent later reappears as the most promising avenue of search,
it is pulled from the heap once more, at which point the next most promising child is evaluated,
and so forth. In this manner, many searches are able to converge directly towards the goal without
performing unnecessary simulations.
4.5 Results
In this section, we demonstrate that our method can generate correct policy-chains for navigation
and examine the impact of varying noise and reward parameters. We test our method in simula-
tion. The robot is modeled as differentially driven, with odometry sensing coming from encoders
polluted with Gaussian noise. Additionally, the simulated robot is equipped with a LIDAR-style
range sensor measuring ranges at 1 degree increments for a 180 degree field-of-view around the
robot. These range measurements are also polluted with independently sampled Gaussian noise.
Landmarks are modeled as having a distribution of possible classification results, subject to
some latching error. In other words, when a landmark is first observed, we query it for an identify-
ing label. This label is randomly sampled from the distribution of possible labels for that landmark,
at which point it is assigned to that landmark until it is out of view. It is also possible for a landmark
to return a null label, indicating that the robot failed to detect the landmark entirely. Landmarks
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(a) Initial state (b) Wall follow to the T-intersection (c) Turn around
(d) Wall follow until you see a door (e) Visually servo to the door
Figure 4.4: A sequence of images demonstrating the execution of a policy chain. It is often ad-
vantageous to drive further for the benefit of greater probability of arrival. For example, when
navigating to the last doorway before the hall, it is easier to go to the end of the hall and back one
doorway than to try to count every door along the way.
are also subject to noise regarding the range from which they are observed. This is intended to
simulate the variability in performance often seen in real-world vision problems.
4.5.1 Avoiding Error-Prone Actions
We examine a simple world to demonstrate that the search adapts its behavior based on the value
of λ. In the simulated world pictured in Fig. 4.3, we model a set of hallways in which several
trees have been placed as decorations. Some of the trees are older and larger, and as a result, our
object detector classifies them correctly 99% of the time. However, some of the trees are brand
new. Because they are so small, sometimes our object detector confuses them for rubber potted
plants. As a result, the robot only recognizes them correctly as trees 80% of the time.
Results of navigation for several settings of λ can be seen in Fig. 4.3. When λ = 0, no reward
can be gained by finding more reliable routes to the goal. As a result, the shortest path is pursued.
When we increase the value of λ sufficiently, though, the robot changes policies to deviate to more
reliable, but longer, routes.
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Figure 4.5: Distributions of the number of state expansions performed for varying quantities of
Monte Carlo samples. As more simulations are performed, bounds on scores become tighter, re-
ducing variation in the number of states expanded during search. Beyond a certain point, however,
returns are limited, as computation cost grows linearly with the number of simulations performed
during sampling.
4.5.2 When Longer Paths are Better
By incorporating reliability into planning, search may ensure that it uses both sufficiently repeat-
able sub-policies as well as sufficiently repeatable switching conditions. The resulting plans often
resemble instructions similar to those one might give a human requesting directions.
Consider the example in Fig. 4.4. The robot would like to navigate to the fifth doorway along
the hall and remind the occupant of that office that it’s time for a meeting. Unfortunately, the
robot’s door detector is not fully reliable, so driving down the hall and counting five doorways will
often result in the robot failing to count a door and overshooting its goal. Ultimately, the robot
must correctly recognize at least one door (the one it must knock on) to successfully complete its
task. However, the robot may use other structure in the environment to mitigate the problem.
In this case, the robot can reliably detect T-intersections. Additionally, the fifth door from the
robot is also the last door before a T-intersection. Our search recognizes this fact and, instead of
instructing the robot to count five doors, tells it to drive until it sees the T-intersection, turn around,
and then count a single door before visually servoing to the target so it may knock. As a result,
the robot avoids unnecessary door recognition tasks and improves the likelihood with which it will
successfully knock on the correct door.
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4.5.3 Monte Carlo Samples
The majority of the computation time in our algorithm is devoted to simulation during Monte
Carlo sampling. Thus, is it important that simulations may be performed quickly. Our simulator
is implemented in Java and data was collected on a machine containing 8GB of RAM and a quad
core Intel i7-2600K CPU clocked at 3.4GHz. We can simulate 1 second of robot operation in
approximately 0.0004 seconds of CPU time, or 2500 times faster than real time.
System designers can change the number of Monte Carlo simulations to perform for each
evaluation step to trade off between accuracy in score estimates and computation time. We expect
tighter score estimates to result in a more efficient search, as we will more reliably be able to
prune bad search paths. To verify this result in our system, we compute the plan from the example
described in Sec. 4.5.2 50 times and observe how the search is executed. As Fig. 4.5 shows, the
deviation in node expansions, particularly in the upper quartiles, quickly drops as the number of
simulations performed increases.
4.5.4 Caching Plans in Topological Maps
This chapter describes a method for computing policy chains based online planning, but even
with fast simulation, this process is computationally expensive. In practice, it is useful to cache
common, optimal routes through the environment, such as the ones seen in Fig. 4.6, in the form
of a topological map. The resulting maps can be used in a similar manner to a Probabalistic
Roadmap [45], using online planning methods to plan a path into the topology, but using the stored
information in the topology to compute large-scale routes that might otherwise be expensive to
produce in real-time.
The strategy for building the map is simple. To restrict the set of nodes in the map, we only
consider places marked by landmarks (e.g. doors, intersections), which are easily detected by the
robot:
1. For each landmark, simulate the set of available actions which reach other landmarks, limit-
ing the search depth to a depth of 1.
2. Simulate a sufficient number of times to estimate the distribution of possible outcomes of
taking those actions.
3. Assemble the set of actions and distributions into a topological sub-map describing ways to
navigate from the current landmark to its neighbors.
4. Construct the full topology by taking the union of these local sub-maps.
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Figure 4.7: The robot platform used for real-world evaluation next to a doorway labeled with an
AprilTag.
4.5.5 Real-world Results
We also validate policy-chain results in the real world. The hallways of our building were in-
strumented with AprilTag fiducials [74] as stand-ins for landmarks. By using reliably detectable
fiducials, the system’s vision performance may be degraded in a controlled fashion for testing. The
testing platform was a custom robot equipped with LIDAR, an IMU, wheel encoders, and a camera
was. The robot can be seen approaching an AprilTag in Fig. 4.7.
Two plans were constructed based on a model of the test environment: one with λ = 0, resulting
in a shortest-path policy-chain, and the other with λ = 1000, which resulted in longer, but more
reliable, sequence of actions to execute. The robot was tasked to execute the resulting plans 10
times each. We found real-world robot results to be similar to those seen in simulation. When
following the shortest-path policy, which was based on counting unreliably detectable landmarks,
the robot frequently missed a single observation, causing it to overshoot its destination. Conversely,
the policy-chain optimized for robust execution more consistently guided the robot to its goal by
reducing the number of failure-prone observations it depended on.
4.6 Conclusion
In this work, we have proposed a framework for the construction policy chains for navigation.
Policy chains are composed of a series of <sub-policy, termination condition> tuples describing
a sequence of closed-loop controls for the robot to execute. We use a best-first search to explore
the space of actions executable by the robot and employ Monte Carlo simulations to evaluate
expected performance in the presence of sensor errors. The resulting plans are optimized to balance
successful plan execution against expected travel distance. We evaluated our system in simulation,
comparing against real-world executions of plans to validate our results.
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CHAPTER 5
Learning Switching Conditions 1
5.1 Introduction
Landmarks or other forms of place recognition and provide valuable reference points in naviga-
tion tasks, providing localization cues to the robot. In DART, these features play a key role in
determining the routes the robot will select. In the previous chapters, it was assumed that some set
of place detectors exists, but not what form they would take. In this chapter, we address that as-
sumption, proposing that structure-based cues are well-suited for DART’s requirements. To detect
these cues, we propose a method for semantic place classification, allowing the robot to recognize
specific types of places and the transitions between them.
Environmental structure can encode key information about the type of place a robot is in.
Corridors typically consist of long, narrow open spaces, whereas doorways appear as short, narrow
gaps in structure. Robots can exploit this information to improve on or add to their capabilities.
For example, knowing that a robot has transitioned from a room into a corridor adds extra context
for a localization problem. By pairing semantic place knowledge with natural language, a robot
can be given verbal instructions for navigation, such as “Follow this corridor until you reach an
intersection, then take the hall on the left.” Semantic information can also be used to segment the
environment facilitating the creation of topological maps.
Given the ubiquity of range sensors in modern robotics, there is value in exploring methods for
extracting as much information from them as possible. Though it is unlikely that 2D range data on
its own is sufficient to reliably distinguish high level concepts such as room types, it has proven
useful for more general place recognition tasks [8, 71], learning to distinguish between classes such
as “doorway”, “corridor” and “room.” Much of the previous work in place recognition focuses on
carefully hand-engineering features for the task at hand, often deriving them from 2D or 3D range
data.
1© 2016. Adapted from Robert Goeddel and Edwin Olson, “Learning Semantic Place Labels from Occupancy
Grids using CNNs,” October 2016.
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Figure 5.1: CNN-based classification results on the fr79 dataset. Blue denotes a room, orange a
corridor, and yellow a doorway.
We propose that CNNs are particularly well suited to the task of place classification based
on 2D range data. Range data is typically converted into occupancy grids, which are analogous
to grayscale images depicting local structure. We hypothesize that, just as CNNs are adept at
learning task appropriate features for classifying objects in images, they will be similarly adept at
identifying features in occupancy grid “images” relevant to classifying place types. This approach
can be used for general map annotation tasks, as seen in Fig. 5.1, and is also well suited for
processing live data streams from robots, as might be desirable when following directions in an
unknown environment.
In this work, we demonstrate that CNNs can, in fact, be used effectively to apply semantic
labels to places based solely on 2D range data. In particular, on the classes “room” and “corridor”,
we obtain accuracy above 92%. We also analyze the strengths and weaknesses of the system. Our
contributions in the work include:
• We propose and evaluate a specific network structure to improve performance with regards
to inter-class confusion.
• We experimentally demonstrate that CNNs perform comparably to or better than previous
work based on a well-known dataset.
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5.2 Related Work
Semantic place categorization adds information about structure to robotic systems in addition to
providing grounded place labels in aiding human interaction with robots. It has been of particular
interest to the topological mapping community, since the identification and recognition of distinct
places is critical to the functionality of topologically based systems. We broadly cluster approaches
into two main groupings based on application: online labeling systems and map post-processing
systems.
5.2.1 Online Labeling Systems
As the name implies, online labeling systems produce semantic place labels based on live sensor
data from the robot. For example, one might combine range and camera data from a robot to
attempt to classify the location the robot is currently in. These methods are well suited to tasks
such as trajectory labeling or, more generally, operating in unknown environments.
For example, Mozos et al. present a place classification system using AdaBoost to distinguish
places based on 2D range data [71]. The authors hand-construct a number of features describing the
range data, allowing them to train a classifier to distinguish between rooms, corridors, doorways,
and halls. Sousa et al., operating on a similar class of geometrical features, show some success
applying Support Vector Machine (SVM)s to place classification, as well [91].
Shi et al. demonstrate a method for applying logistic regression to the same dataset and features
as Mozos et al [88]. An interesting twist to this method is its ability to determine place categories
for individual beams in a given scan, aiding in overall classification results.
In a later work, Mozos et al. use 3D range data augmented by intensity data to distinguish be-
tween types of rooms, such as offices and kitchens [70]. By constructing histogram-based features
capturing local patterns in the range and intensity data, they are able to train an SVM to distinguish
places classes for both full and partial panoramic scans of the environment.
Hellbach et al. propose using non-negative matrix factorization on occupancy grid data to
perform feature discovery [38]. They are able to achieve high rates of classification accuracy when
using this as input for generalized learning vector quantization.
Online methods are not limited to range data. In addition to distinguishing spaces based on
structural features, spaces may also be distinguished by the presence of particular objects in them.
Several methods examine the process of building up a semantic hierarchy of spaces based on the
presence of various objects in the scene [107, 108]. For example, a cluster of chairs around a table
may be learned to denote a meeting space, while a table covered with books and a computer is
a work space. The presence of both near each other may further indicate presence in an office.
Information such as the number and spatial relationships between a number of objects can be used
48
to learn models of places for use in general environments. These works are largely driven by
vision-based object recognition systems, whereas the focus of this work is on extracting semantic
information from structure based on range data.
Much like the works above, the method introduced in this paper is intended for use as an
online method. Live occupancy grid data produced by the robot may be fed into the system,
which returns a semantic label. The key insight in this paper is that CNNs, commonly used in the
image classification domain, can also be applied effectively to occupancy grid data, eliminating
the challenges of hand-designing features.
5.2.2 Map post-processing Systems
A variety of applications focus on post-processing metrical maps to produce semantically anno-
tated versions of the map, topological representations of the space, or both. They may employ
strategies similar to online-labeling systems, or even directly use the output of such systems, but
may additionally make use of spatial relationships between locations to help constrain the problem.
Beeson et al. employed an Extended Voronoi Graph (EVG) constructed from 2D occupancy
grids to identify places for the purpose of topological map building [8]. In this context, places can
be distinguished based on the presence of various numbers of “gateways” and “path fragments”
defined by the EVG. This can also provide some general discriminative ability about the types of
places. For example, an intersection can only exist when there are multiple path fragments.
Friedman et al. introduce the Voronoi Random Field (VRF) which uses a Voronoi graph to
generate a Conditional Random Field (CRF), thereby incorporating spatial relationships into the
classifier [27]. For example, labels will generally be locally consistent with their neighbors. Like
Mozos et al., they also use AdaBoost to learn a classifier for different place types, later using the
results from the AdaBoost classifier in the CRF. By taking advantage of the connectivity features,
they are able to improve labeling consistency in addition to providing useful segmentations of the
environment, which can be used to extract a topological representation of the space.
Mozos et al. follow up the original AdaBoost work by examining how further processing may
improve the performance of the original system [72]. By applying some heuristics to correct initial
labeling results, the authors are then able to segment the environment by region to produce largely
accurate topological maps of several environments.
Additionally, it has been shown that Associative Markov Network (AMN)s can be useful in im-
proving classification results in the context of map-annotation [103, 72]. AMNs take advantage of
the fact that labels are spatially correlated to produce improved classification results. For example,
moving 10 cm often does not change the type of location that the robot is in.
Our proposed method could be used as input to many of these systems. However, we do not
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Figure 5.2: The input gridmap is fed through several convolution/pooling layers before the results
are classified by a multilayer perceptron.
investigate data post-processing methods for improving our results in this paper.
5.3 Place Recognition Targeting Interactive Systems
Our target application for the semantic labels produced by our system is an interactive robot in an
indoor environment. Interactions include instructing the robot to perform tasks such as delivery or
finding an open meeting room, or the reverse, as when a robot describes a scene to the human. The
environment may not be known in advance, so it is important that the robot can produce reasonable
classifications in unknown domains from as little as a single viewpoint. For this reason, we only
use live sensor data as input to the classification system (e.g. range measurements and pose). The
system should also be robust to viewing angle, producing consistent labeling for the same XY
location regardless of robot orientation.
The input is a fixed-size occupancy grid centered on the pose of the robot such that the robot
is facing down the X-axis. As can be seen in Fig. 5.3, our occupancy grids are created by carving
free space from structure, as opposed to a more traditional format in which all space is assumed
free until structure is observed. Though a seemingly small difference, this distinction is critical.
When marking structure, range returns falling outside the range of our fixed-size occupancy grid
are lost, adding no information to the system. Space carving allows us to retain some information
about distance range returns, even if our occupancy grid is small.
5.3.1 Classifying Places With CNNs
We hypothesize that the features relevant to distinguishing classes of places in occupancy grids are
similar to those learned by the CNNs employed in image-based object classification tasks, therefore
CNNs will also prove useful in this domain. CNNs are known to learn increasingly complex and
specific features by combining results from previous convolutional layers [110]. While CNNs
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Corridor
Doorway
Room
Figure 5.3: Example occupancy grids for three place classes. These serve as input to the CNN.
Black denotes structure, while white denotes known free space. We assume structure by default,
carving out free space based on range returns from our 2D LIDAR. This allows observations falling
outside the fixed range of the occupancy grid add information to the image.
(a) 50 hidden nodes (b) 100 hidden nodes (c) 500 hidden nodes
Figure 5.4: Test results on the fr79 dataset when varying the number of hidden nodes in the net-
work. Too many hidden nodes results in overfitting the training set, making the end of the hallway
challenging to classify. To few, however, and we lose the ability to classify several otherwise
identifiable doorways.
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containing upwards of 20 layers can be found in the literature [97], we achieved good performance
with relatively small networks.
We employ a network structure loosely based on LeNet-5 [60]. Input is fed through a stacked
pair of {convolution, ReLU, mean pooling layer} groupings. The feature maps are then fed into
a fully connected ReLU layer before being collapsed into a probability distribution-like output
across class labels by a fully connected Softmax layer. One final fully connected layer is applied
to this distribution to produce a single label as the classifier’s output. Our network structure can be
seen in more detail in Fig. 5.2.
The final fully-connected layer after the softmax plays a critical role in classification. Using
the LeNet-5 network structure, the penultimate softmax layer outputs were “scene contains a”
detectors. The input occupancy grids often capture several classes in one image, especially in the
case of doorways, from which both a room and a corridor may often be visible. As a result, it is
not uncommon to see a situation when both the room-detecting and doorway-detecting portions of
the network activate simultaneously.
This confusion often manifests in a split probability distribution, where the system is split be-
tween two or more classes. Perhaps because doorways are small compared to the other classes, this
signal in tends to be overwhelmed by the nearby presence of rooms and corridors. The presence
of this confusion can actually be a source of information, though. For example, the presence of si-
multaneous corridor, room, and doorway signals may, in fact, be indicative the doorway is the true
class label, as this confusion only occurs when the robot is in a doorway. The last fully-connected
layer aims to capture information based on these patterns in the final probability distribution, help-
ing to learn an often confusing class such as doorway. Experimentally, we found that adding this
final fully connected layer resulted in up to a 33% increase in correct doorway classifications.
5.3.2 Training Procedure
Neural networks are notoriously difficult to train [104]. The power to discover relevant discrimi-
natory features based on the data also leads to a well known tendency to overfit the training set. To
mitigate the problem of overfitting, we incorporate a validation set into the training procedure. At
the end of each epoch, the current network is tested against the validation set. If classification per-
formance has improved, the current network parameters are saved, and training continues. If, after
a certain number of epochs, no improvement has been seen, we revert to the best parameters based
on the validation set and terminate the training procedure. Final test results are then produced from
a third, independent test set.
To further increase the generality of the features learned, we mitigate the impact of potential
biases or limitations in the training data. For example, corridors come in a variety of widths, but
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if the training set only contains one example corridor of a fixed width, this information is lost.
To augment the variety in training examples, we randomly apply X and Y scale transformations
between 85% and 115% to training examples during runtime. Additionally, to ensure that robot
orientation has a limited impact on classification results, we ensure that random orientations are
selected for each training pose in the environment.
If there are widely imbalanced numbers of training examples for each class (as there are in
our datasets, since doors and even corridors take up much less space than rooms), the network can
be biased towards detecting the more prevalent classes. For example, doorways account for only
2.3% of labeled examples in one of our training sets.
One method for addressing this phenomenon is random reselection of training examples from
the smaller pools of class examples, also known as oversampling [66]. This operation may be
repeated during a training epoch until each example from the largest pool of class examples has
been seen once. If we had 1000 training instances of rooms, 500 of corridors, and 100 of doorways,
each room example would be presented once, each corridor twice, and each doorway ten times.
In conjunction with our runtime data augmentation, this increases the number of “unique” class
examples. We found that this mitigated the impact of class imbalance for our dataset. For multi-
threading purposes, data may also be split into mini-batches in a similar manner.
5.4 Results
We evaluate our system on the dataset2 used by Mozos et al. in [71]. The dataset consists of three
hand-labeled buildings, each of which is split into a training half and a test half. Two, fr52 and fr79
contain examples of the classes room, corridor, and doorway. A third, fr101, contains an additional
class, hall. Since we do not have another dataset containing the hall label for use as a validation set,
we do not use fr101 in our tests. An example of hand-labeled training data from the fr79 dataset
can be seen in Fig. 5.5a.
We use an in-house neural network library written in C to construct our CNN. Training was
performed without GPU acceleration on a machine containing 32 GB of RAM and 2 2.5 GHz Intel
Xeon processors, giving a total of 24 hyperthreaded cores. Training time typically took between 8
and 24 hours, depending on the structure and parameterization of the network.
5.4.1 Choosing Network Parameters
When training a CNN, the choice of the size of the input and size and number of hidden nodes
can have a large impact on performance. We limited our input to 10 cm occupancy grids, which
2http://www2.informatik.uni-freiburg.de/˜omartine/place_data_sets.html
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(a) fr79 training – hand-labeled (b) fr79 training – CNN
(c) fr79 test – hand-labeled (d) fr79 test – CNN
Figure 5.5: Hand-labeled input for the fr79 dataset (a) (c) compared to labels produced by our
CNN classifier (b) (d). The data seen in (a) was used to train the CNN, while training data from
fr52 (5.6a) was used as a validation set to prevent overfitting.
balance capturing large areas while preserving fine-scale structure needed for doorways.
Experiments were performed for images capturing 4×4 m through 10×10 m regions surround-
ing the robot. We found that selecting smaller regions often improved performance on doorways,
but at the cost of distinguishing classes such as corridors and rooms. This result can intuitively
be linked back to the scale of the places in question. Doorways occupy small areas, thus small
occupancy grids filter out distracting information. Conversely, many parts of a corridor or room
may only be adequately captured at a larger scale. As a result, we opted to focus on the largest,
10×10 m occupancy grids, as they seemed best suited for capturing relevant information about all
classes.
Based on this input image size, convolutional filter sizes were set to 9 × 9 pixels. Additional
filter sizes were not explored, as these settings seemed to work well. Six first-level features proved
sufficient to capture low-level details in the occupancy grids. Variation in the number of second-
level filters had only marginal impact on the results. Instead, we focus our analysis on the number
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Room Corridor Doorway
Room 98.3% 1.1% 0.6%
Corridor 0.7% 99.1% 0.2%
Doorway 24.1% 60.4% 15.5%
Overall Accuracy 97.8%
Table 5.1: Classification confusion results corresponding to fr79 test (d), with true values separated
by row. Our method performs well on room and corridor classes, but struggles with doorways.
Room Corridor Doorway
Room 97.8% 2.1% 0.1%
Corridor 7.4% 92.3% 0.4%
Doorway 51.7% 32.4% 16.9%
Overall Accuracy 95.3%
Table 5.2: Classification confusion results corresponding to fr52 test (d), with true values separated
by row. Accuracy on corridors decreases to that seen on fr79 test. This can likely be attributed
to overfitting the model to the limited training data. In particular, note the difference in structure
between the examples of dead ends in the training and test sets. Corridor errors are overwhelmingly
focused in these dead ends.
of fully connected nodes following the convolutional stages of the network. If the fully connected
layer is too large it becomes easy for the network to overfit the training data. However, if the fully
connected layer is too small, the network will be insufficiently powerful to distinguish between
classes.
We present results from three networks trained on the fr79 dataset, with a layer of 50, 100,
and 500 fully connected nodes after the final pooling layer. Test results in the form of annotated
maps can be seen in Fig. 5.4. Accuracy on the test set varied by less than 1% between the three
network structures, but even so, qualitative differences in how noise manifests can be seen when
comparing the annotated results. With 500 hidden nodes, signs of overfitting appear, particularly
in the corridor classifications. With only 50 hidden nodes, doorway classification results begin to
deteriorate. As a result, the rest of our tests are performed with a network containing a layer of 100
hidden nodes following the final pooling layer.
5.4.2 Map Annotation
Though our system is designed for use online, it is easy to demonstrate its performance across
viewpoints in an environment by using it in a map annotation task. We train two networks, one
using the fr79 training set, validated against fr52 training set during training, and the other trained
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(a) fr52 training – hand-labeled (b) fr52 training – CNN
(c) fr52 test – hand-labeled (d) fr52 test – CNN
Figure 5.6: Hand-labeled input for the fr52 dataset (a) (c) compared to labels produced by our
CNN classifier (b) (d). The data seen in (a) was used to train the CNN, while training data from
fr79 (5.5a) was used as a validation set to prevent overfitting.
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by reversing the sets. Our network structure can be seen in Fig. 5.2. Then, both networks are
evaluated against the fr52 and fr79 test sets.
Classification results trained and tested on fr79 can be seen in Fig. 5.5, while results trained
as tested on fr52 can be seen in Fig. 5.6. Hand-labeled training sets were used for training and
validation, while test sets were reserved for evaluation. Results generated by the CNN classifier
are visualized for both the test and the training sets.
Accuracy on both test sets are comparable to or better than those seen in the literature, achieving
97.8% accuracy on fr79 and 95.3% accuracy on fr52 (see Table 5.1 and Table 5.2 for class specific
breakdowns). In comparison, Mozos et al. report 93.4% accuracy on fr79 nad 92.1% on fr52
with their sequential AdaBoost method [71]. Labels show large degrees of spatial consistency, in
particular for rooms and corridors, although there is some speckled noise. It is likely that this noise
could be effectively filtered in postprocessing steps.
As is the case in the literature, doorways are challenging to effectively classify. As documented
in Sec. 5, this can be attributed to the fact that views from doorways inherently contain other
classes, as well as the small amount of training data generated by a class occupying such a small
area. On the fr79 dataset, we are only able to achieve 15.5% accuracy on doorways in the test
set. Mozos et al. only report training error for individual classes, but they, too, report the highest
individual class error was seen for doorways. While disappointing, further investigation of the
failures shows that a large portion of doorway detections register just beyond the bounds of the
labeled regions. Given the subjective nature of the doorway annotations in the training and test
data, these results could still be quite serviceable in practical applications. A larger number of
training examples would also likely facilitate learning.
5.4.3 Performance on New Environments
In this section, we examine how the classifiers trained in Sec. 5.4.2 perform in new environments
from which no training data has been seen. We would like to know if the internal representations
of classes being learned are general enough to be used in novel domains. To this end, we evaluate
the fr79 classifier on the fr52 test set and the fr52 classifier on the fr79 test set. Annotated map
data for both tests can be seen in Fig. 5.7.
Overall accuracy on both test sets remains high, but does decrease compared to when a classifier
trained on the other half of the same building is used. This is likely due to overfitting building
specific characteristics. For example, the end of the corridor in the fr52 training data is very
different from that in the fr79 test data. As a result, this region of fr79 is mostly misclassified as
“room.” Likewise, the doorways in both training environments are largely dissimilar from those in
the test environments, making them even more challenging to learn.
57
(a) fr79 CNN on fr52 test (b) ft52 CNN on fr79 test
Figure 5.7: Test results for fr52 and fr79 based on training data from the other building. Thought
overall accuracy still exceeds 90%, performance decreases, likely due to overfitting building spe-
cific characteristics.
Room Corridor Doorway
Room 97.0% 1.8% 1.2%
Corridor 16.6% 81.2% 2.2%
Doorway 29.7% 47.3% 23.0%
Overall Accuracy 93.2%
Table 5.3: Percentage of proposed labels (column) compared to the true label (row) for fr52 test
data, trained on fr79.
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Room Corridor Doorway
Room 98.8% 1.1% 0.0%
Corridor 24.4% 75.6% 0.0%
Doorway 73.9% 20.8% 5.3%
Overall Accuracy 92.4%
Table 5.4: Percentage of proposed labels (column) compared to the true label (row) for fr79 test
data, trained on fr52.
These results, while promising, do highlight the challenges of training robust CNNs. Though
they may learn powerful representations of the data, they often require vast amounts of data to
prevent overfitting. It is likely that the datasets employed in this paper are insufficiently large to
avoid these issues, even after performing scale and rotation transformations to extend usefulness
of the data.
5.5 Conclusion
In this paper, we have demonstrated that CNNs can be used to great effect in learning semantic
place labels from 2D range data commonly collected by robots. Results generalize well between
environments, but could be improved by increased variety in the training data. Our method per-
forms as well or better than existing work.
Our learned semantic place classifier is well-suited for use in DART-style navigation. Transi-
tions between different classes of places or the detection of a specific type of place can be used as
switching conditions to change navigation control policies. Cues based on structure are particu-
larly interesting, the structure of a place is often related to the types of actions that may be taken
there. Our classifier is cheap to run and operates on easily simulated sensor data, making it ideal
for evaluating the large number of simulated trials required by DART.
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CHAPTER 6
Learning Control Policies
The selection of control policies made available to a robot are critical in determining the types of
environments in which a robot can operate and how it moves about them. In Chapters 3 and 4 we in-
troduced DART and discussed the advantages of navigation based on chaining together closed-loop
control policies. In our initial experiments, these control policies were hard-engineered. While
policies could be hand-engineered for some situations, this strategy scales poorly and requires
expert domain knowledge. It is also challenging for experts to anticipate and evaluate how the
robot will react in many configurations of the environment (e.g. a building made largely of glass
or in a house with non-standard sized doorways), leading to potential brittleness in the resulting
algorithms. By learning policies based on real data and experiences, we aim to capture important
aspects about the task at hand and enable policies to transfer well to previously unseen scenarios.
In this chapter, we propose a method for learning policies from demonstrations. Learning poli-
cies from demonstration provides several benefits over alternative learning strategies. For example,
one alternative is unsupervised learning (e.g. reinforcement learning [48]), but this typically re-
quires an expert to define a reward function; this is frequently impractical, as the goals of many
tasks are difficult capture accurately. Even with a reasonable reward function, the robot must be
given a safe environment in which to learn, or it may it damage itself in the process.
Demonstrations, on the other hand, are comparatively easy to provide, even for non-expert
instructors [5]. This provides regular users the important capability to teach robots new skills
based on their needs or to help robots adapt their existing behaviors to challenges specific to a
particular environment. The supervisor can ensure the safety of demonstrated actions actions. The
key challenge in learning from demonstration is collecting enough demonstrations to accurately
capture the desired behavior.
Our method produces a similarity-based scoring function that evaluates the utility of the robot
being in particular navigation states. For example, a function trained from demonstrations of wall
following behavior will return higher scores for poses oriented parallel to nearby wall-like struc-
ture. A map showing high-utility states can be seen in Fig. 6.1. We show that this function is
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Figure 6.1: A map showing the reward gained for visiting various states for a learned left wall
follower, with the highest reward states in orange and the lowest in blue. The values were generated
by exhaustively sampling viewpoints at from free space in the map at 5 cm translational increments
and 1 degree orientation increments and selecting the maximum reward for that location. The
bright bands that trace paths near the walls show that the system has learned a wall-following
policy.
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straightforward to integrate into a traditional potential-field based navigation framework, allow-
ing us to compose functions rewarding high level behavior with lower level functions rewarding
behaviors such as obstacle avoidance. The function learning algorithm involves only a few, easily-
tunable parameters. We present results for two learned behaviors suitable for many indoor naviga-
tion tasks: left and right wall following. Wall following policies are powerful navigation strategies
for several reasons. First, the robot does not require accurate global localization behavior to ex-
ecute the policy, making it robust to failures in localization subsystems. Second, walls are easily
detected with a variety sensors commonly available to robotic systems such as LIDAR. Finally,
wall following behaviors are well suited to indoor environments composed largely of hallways,
as they can be used to navigate to virtually any area. By switching the wall to follow at strategic
points, a wall following robot can execute a wide variety of routes. The main contributions of this
chapter are:
• A method for constructing scoring functions that are well suited to navigation control poli-
cies.
• A strategy for integrating this scoring function into a potential-field based navigation frame-
work.
• Evaluation of learned scoring functions in noisy simulations based on several real-world
datasets.
6.1 Related Work
Though it is sometimes feasible for experts to manually program robots with the necessary logic
to perform tasks autonomously, this solution does not scale well or guarantee working solutions.
Hand-crafted systems may fail to anticipate challenging corner cases, and even when they do, are
time consuming to construct. Instead, it is preferable work within learning frameworks that can
be re-used in different applications. It is particularly desirable for robots to be able to adapt their
behavior on-the-fly, learning new behaviors based on shortcomings encountered over the course of
real-world task execution. In the following section, we discuss examples of learning techniques
that have been applied to robotic motion problems.
6.1.1 Reinforcement Learning
Reinforcement Learning (RL) is an unsupervised leaning process, meaning the system is allowed
to learn without expert input, instead strategically exploring the action space to discover optimal
behavior(s). The learning agent is provided with a reward function that indicates the utility of
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taking particular actions at particular states. Over time, the learned policy will improve, allowing
the agent to collect higher rewards. If the reward function is well designed, this should yield a
policy that achieves the accomplishes the desired task.
In an early example of RL in robotics, Mahadevan and Connell teach a robot equipped with
sonar sensors to push boxes around an environment [65]. They employ a similarity-based cluster-
ing technique to reduce the otherwise intractable state space, using both a hand-coded similarity
metric based on weighted Hamming distance as well as another metric based on the statistical
properties of the clusters to group similar states. They show that they are able to reduce the size
of the state space sufficiently to learn policies that are comparable to a hand-coded baseline within
twenty fixed-length learning trials using either metric.
Bagnell and Schneider describe a technique for learning a flight controller for an autonomous
helicopter through policy search techniques [6]. In domains such as flight control, there exist
dangerous regions of the state space that should be avoided, lest the robot crash and suffer damage.
The authors artificially limit the space of possible controllers to impose restrictions, such as ones
motivated by safety, on the learning process. This also enables a reduction of otherwise large and
intractable state spaces, making learning viable.
Reinforcement learning has also been applied to the domain of robot soccer, such as when
Stone et al. showed that simulated RoboCup agents could learn to play keepaway [94]. To make the
problem more tractable, the action space consisted of several pre-determined macro-actions such
as pass to(agent) and hold ball(). The agents are able to learn effective strategies for retaining
possession of the ball for varying sizes of play area and numbers of players.
While these examples show the viability of RL is some robotic tasks, in general, it is challeng-
ing to apply RL to these domains for several reasons. First, reward functions are often difficult to
construct, even for experts. Well-designed reward functions are critical for ensuring robots learn
the desired behaviors. Second, real-world experience is expensive to collect and may require ex-
tensive setup to ensure a safe learning environment. This can make it impossible to collect the
data necessary for the robot to learn. Finally, robotic tasks typically have large state spaces which
present particular problems to RL techniques. These spaces can be prohibitively expensive to
explore, preventing RL methods from converging efficiently on good policies. These difficulties
cause many in robotics to turn towards supervised learning techniques.
6.1.2 Learning from Demonstration
Learning from Demonstration (LfD) is a supervised learning technique in which an instructor
shows a robot, frequently through direct manipulation of the robot, how a task is performed.
Demonstrated action sequences captured in a variety of ways, from direct teleoperation to pas-
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sive observation and imitation of an expert demonstrator. In the former case, the learning system
may try to learn a direct mapping between the observed states and the actions executed by the
robot, while an imitation system may try to classify the actions of the demonstrator in terms of
discrete actions available to the robot.
Pomerleau provides one of the earliest examples of the application of LfD to autonomous
vehicles [80]. In this work, a neural network is trained to keep an autonomous vehicle centered
in the road. Front-facing images of the scene are used as input, which the network learns to map
to set of discretized steering wheel angles. Demonstration data consists of sequences of human-
generated steering wheel positions and corresponding images of the road in front of the vehicle at
the time the wheel positions were observed. However, the author encounters a problem common
in LfD domains: demonstrations often do not cover a sufficient portion of the state space to learn
robust behaviors. In this case, the vehicle is unable to recenter itself in the lane once it drifts
out of lane center, since the example behaviors do not encounter such a state. To learn recovery
behaviors, the training data is augmented with synthetic samples generated by shifting the image
data and steering inputs laterally.
LfD has also made appearances in the domain of robot soccer. Browning et al. show that human
demonstrations of soccer actions (such as “kicking”) can be generalized into policies for use by
the robot [11]. Humans provide demonstrations of discrete actions in the form of teleoperated
examples. The authors employ Locally Weighted Regression (LWR) to map directly from observed
states to motor actions. The intuition is that the robot should take similar actions for similar
sensor states. LWR works well with sparse data, interpolating between the samples to fill out the
demonstrated portion of the state space. This strategy works well in the authors’ domain, where
relatively few demonstrations provide effective bounds to the useful portion of the state space.
However, LWR can be ill-behaved in cases where actions must be extrapolated into unexplored
regions of the space.
Calinon and Billard use Gaussian Mixture Regression to teach a robot referee basketball hand
signals [13]. First, the desired motions are demonstrated either by an instructor instrumented with
motion sensors or by manipulating the robot directly. As demonstrations are gathered, mixtures
of Gaussians are fit to the set of trajectories. The learned trajectory is extracted by estimating
the maximum likelihood trajectory from the learned mixtures. This strategy is well suited for
this domain, as gestures will always follow a fixed sequence of motions. However, this form of
memorization and repetition would not scale to a domain such as ours, where we wish to generate
appropriate actions in environments the robot has never previously observed.
Akgun et al. demonstrate a technique for learning based on sparsified, “keyframe” demonstra-
tions [2]. Keyframes are extracted at important points in the demonstrations, providing compact
summaries of the trajectories. Generalizations of the demonstrations are extracted by clustering
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similar keyframes. These clusters form the basis of pose distributions which can be visited in se-
quence to reproduce the desired behaviors. The authors demonstrate their technique on two robot
motions: scooping and pouring of coffee beans.
The described methods are well-suited to learning single action policies, but traditional LfD
techniques struggle with policies composed of multiple sub-policies. For example, the policy-
switching behavior encoded in a Finite State Machine (FSM) is difficult to represent, as the same
observation maps to multiple possible actions. Grollman and Jenkins propose employing infinite
mixtures of experts to address this limitation [32]. The demonstration data are partitioned into
subtasks with associated “experts” on the basis of how well an expert can explain the action taken.
If no expert is suitable, a new expert is created and added to the pool. This representation allows
for the possibility of experts overlapping in observation space, allowing them to learn FSM-style
policies.
Niekum et al. propose learning FSM representations directly, demonstrating their technique on
a robot furniture assembly task [73]. The authors first segment the demonstrations into categories
based on the distinctness of motions, providing an initial set of states and transitions. This baseline
FSM is further optimized by semantically splitting states based on differences between the current
FSM and the actions seen in demonstrations.
Poor performance is common when LfD systems attempt to extrapolate behaviors to undemon-
strated portions of the state space. Demonstrations tend to be focused on very specific, “good”
sections of the space, but as a result, learned policies are ill constrained in the unexplored re-
gions [5]. Given the large state spaces involved in robotic domains, ensuring that demonstrations
sufficiently cover the state space is a recurring problem.
6.1.3 Apprenticeship Learning via Inverse Reinforcement Learning
The challenges of RL and LfD have led to hybrid approaches that try to leverage the strengths of
both. A simple strategy is to use LfD to initialize policies that are then optimized with reinforce-
ment learning. Kormushev et al. use this strategy to teach a robot the dynamically complex task of
flipping a pancake [50]. By initializing their RL system with a policy based on a single successful
demonstration, the authors are able to reduce the number of expensive, real-world trials necessary
for convergence on a good policy.
Apprenticeship learning has emerged as another successful strategy merging the strengths of
both RL and LfD. The key idea behind apprenticeship learning is that robust policies can be
challenging to learn from demonstrations, but it is often easier to learn good reward functions from
them. The process of learning this reward function from demonstrations is often referred to as
Inverse Reinforcement Learning (IRL).
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One of the earliest examples of apprenticeship learning comes from Abbeel et al., who demon-
strated a method for learning controllers for executing challenging aerobatic maneuvers on an au-
tonomous helicopter [1]. Rather than trying to learn the control outputs directly, the authors instead
observe an expert pilot executing challenging acrobatic maneuvers and use these demonstrations
to construct a function rewarding motions similar to those taken by the expert. This function is
used to model the likely trajectory the expert was trying to follow, subject to a model of helicopter
control. Then, the maneuvers may performed autonomously by trying to reproduce the learned
trajectories.
Kim and Pineau leverage IRL in the domain of robotic wheelchairs, showing that it can be
used to help their robot drive in more socially acceptable ways [47]. Driving “politely” in crowds
while still efficiently maneuvering towards one’s goal is a challenging task for a robot. Rather than
manually constructing a reward function aiming to capture these mutual goals, the authors learn
a reward function based on demonstrations of humans teleoperating the robot in social settings.
The learned reward function is integrated directly into a short-horizon path planning system as an
estimate of path utility. The resulting trajectories demonstrate more “human-like“ behavior than
traditional, shortest-path methods, indicating that the learned reward function captured important
aspects of the task.
The problem solved by Kim and Pineau most closely resembles our own, and their results
suggest that similar learning strategies could work well for learning closed loop control policies
suitable for DART. The differentiating factor is the level of complexity of the desired policies. At
its core, the policy learned by Kim and Pineau is a version of standard goal pursuit with obstacle
avoidance. The policies we wish to capture must leverage spatial and semantic knowledge about
the robot’s surroundings to take appropriate actions, using the robot’s current observations as a cue
of where to drive rather than an explicitly defined goal.
In the remainder of this chapter, we describe our method for constructing appropriate features
for our problem space and using them to train a scoring function from teleoperated demonstrations.
The learned function rewards similarity between new states and model of states encountered dur-
ing the demonstrations. This similarity function is intentionally designed to be composited with
other scoring functions such as penalties for going too close to obstacles, allowing us to impose
additional safety constraints on the final behavior.
6.2 Learning Navigation Policy
In this section, we will discuss a method for learning control policies from demonstrations of
navigation tasks. In particular, we focus on a class of navigation tasks without explicitly specified
end states, which instead can be described as behaviors or closed-loop control policies.
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These capabilities are interesting for several reasons. First, they can be used to build sequences
of macro-actions, compactly describing large routes through the environment. In conjunction with
a suitable set of policy-switching conditions such as the one introduced in Chapter 5, these form
the core building blocks of DART. Second, many of these policies have straightforward linguis-
tic descriptions, providing opportunities to build human-friendly interfaces for giving or receiv-
ing navigation instructions. Finally, these policies can also be executed without pre-existing map
knowledge, enabling robots to execute routes in previously unseen environments.
Our goal is for a robot to learn to drive in a manner similar to human demonstrations of the
desired policy. As previous work has shown [80], it can be challenging to learn a policy directly
from the demonstrated data, since many regions of the state space are not adequately covered.
Learning a function that rewards good behavior is often easier.
Intuitively, a “good” policy will prefer to visit states with key features similar to those seen in
demonstrations of the optimal behavior. For example, a wall following policy will likely learn to
prefer states in which there is a continuous block of vertical structure on the appropriate side of the
robot. Also, since we know that our robots move continuously through space, we know that good
states will typically be adjacent to other good states. This suggests that a robot could reproduce
a demonstrated behavior by pursuing a greedy policy of moving towards the adjacent states states
which are most similar to those encountered in the demonstrations.
6.2.1 Riding the Behavior Luge
A class of robot motion policies already exist that pursue this strategy: potential field navigation
methods. Potential field methods are a traditional style of navigation and control used in some
robot systems. A robot can compose several potential functions, such as a repulsive function
which produces higher values as the robot approaches obstacles and an attractive function which
produces lower values as the robot approaches its goal, and use the gradient of the resulting cost
surface as a control input. Each potential function captures an important aspect of the task (e.g.
don’t hit things, move towards this location), enabling high level behavior to emerge from the
combination of more easily specified individual tasks.
The potential function tends to decrease towards the goal, resembling a “luge” chute. This has
the benefit of allowing the environment to dictate the level of precision necessary to safely control
the robot. As the luge tightens, the robot will try to follow the center of the channel more precisely,
since the cost of deviation is higher. As the luge widens, however, the robot can be lazier in its
control.
The simplicity of potential methods comes with a trade off; they are prone to becoming caught
in local minima since they only greedily consider the next action to take. This has lead to their
67
popularity dwindling in recent years. However, DART presents an opportunity to revisit these
methods. While a lack of global planning guarantees is problematic for a traditional navigation
framework, DART can take the weaknesses of a particular control policy into account, only using
it in portions of the environment where it is appropriate.
We propose that safe policies exhibiting high level behaviors other than goal pursuit can be im-
plemented in a potential-field framework by composing behavior-derived gradients with traditional
repulsive ones. In the following section, we describe a technique for learning a reward function
capable of generating “behavior luges” such as the ones see in Fig. 6.1. We follow a standard
formulation for machine learning, constructing our reward function in terms of a set of features
describing the state space and a set of weights which emphasize features important to a particular
policy. We construct a controller to follow these channels, allowing the robot to reproduce the
desired behavior. In scenarios where the channels guide the robot into unsafe states, a repulsive
field added on top of the behavior ensures that the robot avoids harm.
6.2.2 Feature Space
Choosing the appropriate features is an important aspect of any learning from demonstration task.
Desirable features will typically provide a compact description of the robot’s observations, miti-
gating issues arising from high dimensionality such as data sparsity. We denote the robot’s obser-
vations from its current state as z. In this section, our goal is to select a function f(z)→ x which
maps observations to a feature vector x.
In this work, we will focus on features that can be derived from the range measurements col-
lected by common robot sensors such as LIDAR, RGB-D sensors, and sonar. These sensors are
capable of capturing important structural information about the environment and are commonly
used in navigation tasks. These types of measurements are well-suited for use in DART, as they
are easy to synthesize based on robot-built maps of the environment.
Our features must capture several critical characteristics of the environment around the robot
to support behaviors such as wall following. The robot must be able to distinguish walls to follow
along, indicating that we must have at least some ability to identify vertical structure. There may
be more than one wall to follow, so the robot must also understand the spatial relationship between
it and candidate walls, so that the correct wall may be selected. Proximity to the wall is also impor-
tant for distinguishing between potential walls to follow, as well as for establishing a reasonable
distance to maintain between the robot and the wall.
The robots employed in this work are equipped with 3D LIDAR capable of generating hundreds
of thousands of range measurements per second. These raw measurements possess many of the
desirable characteristics for features to work with but require some additional processing. We
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Figure 6.2: Features are constructed from range measurements falling within specific regions (seg-
ments) around the robot (red triangle). The feature vector is constructed by proceeding by extract-
ing features from each segment in counter-clockwise order, beginning at the back of the robot.
This ensures that features have a consistent relationship with the robot’s current pose in the world.
employ the vertical structure extraction techniques described in our previous work [30] to produce
a 2D compression of the 3D data. This provides an efficient filter for identifying the location of
wall-like structure relative to the robot.
This filtered data is used to generate summary statistics about the location of interesting struc-
ture around the robot. To compute these statistics, we first split the 360 degree view around the
robot into equally sized wedges which we call segments, as seen in Fig. 6.2. We assign observa-
tions of structure to segments based on their relative location to the robot. Once all observations
have been assigned to a segment, we compute statistics on a per-bin basis. In this work, we com-
pute the mean distance to structure relative to the robot in a total of 16 segments as use the means
directly as our feature vector.
More segments and statistics allow the feature space to represent the state of the world in
greater detail, but increasing the number of features also increases the number of training samples
necessary to sufficiently cover the feature space. We experimented with several settings for this
parameter and found that, for fewer that 16 segments, the robot loses its ability to discern hallway-
sized openings in the environment, preventing it from learning the desired policy. Including more
segments did not noticeably impact the resulting learned behaviors, leading us to opt for the more
compact representation.
Similarly, we experimented with a pair of potential segment statistics. In addition to evaluating
the mean distance to structure within a segment, we also considered the minimum range to struc-
ture. We found that both statistics can be used to learn wall following behaviors, but that the reward
functions learned with minimum range features resulted in large discontinuities between spatially
close viewpoints compared to functions learned with mean range features. This is because the
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minimum range is more easily affected by a single outlier measurement than the mean, which acts
to smooth the transition of extreme observations between segments.
6.2.3 Learning a Reward Function
In this section, we describe a formulation of a reward function suitable for generating behavior
potential fields and propose a strategy for learning the parameters of that function from demonstra-
tions. We provide the robot with demonstrations d ∈ D showing examples of desirable behavior.
Each demonstration consists of a sequence of n observation-action pairs:
di = {(zi1, ai1), . . . , (zin, ain)} (6.1)
As introduced in the previous section, we map these observations to a feature vector x describing
the robot’s current state in the environment. For convenience, we will refer to this descriptor as
the “state” for the remainder of this work. Our goal is to construct a reward function R(x) which
gives high rewards for being in states with similar to those seen in demonstrations (and conversely
low rewards to dissimilar states), encouraging the robot to visit such states in the future.
A naı¨ve approach might use a nearest neighbor strategy, using inverse Euclidean distance as
a reward function. This has the effect of rewarding states that are close to previously-seen states,
while penalizing states that differ significantly. Though simple to implement, this strategy has
obvious flaws for use as the basis of a potential function. First, the cost to compute the reward
increases linearly with the number of demonstrations, placing practical limitations on the amount
of training data that can be used. Second, nearest neighbor strategies also suffer in high dimen-
sional spaces, frequently running into problems with data sparsity. As dimensionality grows, more
samples will be needed to discern relevant patterns in the data.
An alternative approach is to construct the reward function based on the likelihood of observing
a given state. Let the states observed during optimal task execution follow some distribution P
with parameters θ. The probability density function of the distribution can be given as f(x|θ). A
possible reward function, then, is:
R(x) = f(x|θ) (6.2)
We hypothesize that “good” states will tend to share similar qualities, resulting in clusters of such
states in particular regions of the feature space. This clustering phenomenon will be reflected in
P , which will have higher density (and thus higher reward) near these clusters.
The challenge lies in the fact that distribution P is not known. Instead, we must estimate
the distribution from the demonstration data. Thus, our goal is to determine parameters θ which
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maximize the likelihood of observing the states seen in the demonstrations.
While it is preferable to model the joint distribution of the features directly, this approach has
practical limitations. As the number of features N becomes large, it becomes costly to collect suf-
ficient sample to accurately fit the distribution. This can lead to overfitting to the demonstrations,
degrading performance in new environments.
To address these concerns, we propose a simplifying assumption: that the features in x are
independent. This allows us to model the distribution Di of each feature xi ∈ x separately. As a
result, the reward function given in Eq. (6.2) can be updated to:
R(x) =
N∏
i=1
f(xi|θi) (6.3)
where θi are the parameters of Di.
In reality, features are likely to be correlated. However, instead of fitting a full joint distri-
bution (which, due to its large size, would be prone to over-fitting) we fit a model that assumes
independence between variables. This reduces the complexity of the distributions we are trying to
learn. Instead of learning one N -dimensional distribution, where the number of parameters may
grow exponentially with N , we instead can learn N one-dimensional distributions, reducing the
impact of dimensionality on data collection. We also introduce some robustness to overfitting:
patterns in a single feature distribution are more likely to generalize well to a new environment
than complex patterns between several features. The net result is a reward which transfers well to
new environments and can be learned from fewer demonstrations.
6.2.4 Choosing and Fitting a Distribution
Our reward formulation intentionally leaves the choice of distribution open. However, we suggest
that Gaussian Mixture Model (GMM)s have several qualities that make them well suited for our
application. GMMs represent probability distributions as a weighted sum of two or more Gaussian
distributions. GMMs are capable of representing multi-modal distributions, allowing them to accu-
rate capture a wide variety of phenomena. The probability density function of a Gaussian mixture
model varies smoothly, producing smooth, well-behaved gradients useful in later optimization and
control. Gaussian mixture models are also compact and easy to fit with standard algorithms.
We fit Gaussian mixtures to our training data using a standard algorithm described by Bishop [10].
First, we use the K-means algorithm to cluster our training data to construct an initial estimate of
the maximum likelihood Gaussian mixture model. We then use the EM algorithm refine this esti-
mate, maximizing the likelihood of observing the demonstration states given the parameters. Given
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this choice of distribution, the reward function can be expressed as:
R(x) =
N∏
i=1
K∑
k=1
φkf(xi|θki )
=
N∏
i=1
K∑
k=1
φkf(xi|µki , σki )
(6.4)
where µki and σ
k
i are the mean and variance of the k
th mixture describing the ith feature, and φk a
mixing coefficient.
In practice, the values of many features occur with low probability, leading to near-zero values
in the density function. This can lead to problems with numerical precision when representing
rewards. To combat this problem, we employ the standard practice of working with the log-
probability, leading to the modified reward function:
R(x) =
N∑
i=1
ln
( K∑
k=1
φjf(xi|µki , σki )
)
(6.5)
6.2.5 Constructing the Behavior Gradient
In this section, we describe how to incorporate the learned reward function into a potential style
control framework. Normally, a gradient draws the robot towards this goal, rewarding the robot
for moving in that direction. The closed-loop behaviors we are interested in lack such a goal,
necessitating some other motion-incentivizing force. We show that the reward function can be
used to calculate two separate gradients: a corrective gradient providing translational corrections
to the robot’s distance (e.g. moving it closer or further from the wall) and an orientation gradient
which rewards forward motion in the correct direction.
The reward function given in Eq. 6.5 varies as the robot translates and rotates in space. We
construct the described gradients in two steps. First, we determine the optimal orientation for the
robot to travel in, resulting in the orientation gradient. Then we fix the orientation and evaluate the
corrective translational gradients.
To evaluate possible orientations, we synthesize and evaluate feature vectors for viewpoints
at fixed intervals in orientation space based on the robot’s current range observations. In our
implementation, we synthesize viewpoints at 1 degree increments in the range of ±90 degrees
from the robot’s current orientation. This sampling range ensures that the robot will consider any
orientation which would move the robot forward from its current state. To determine the optimal
orientation, we simply select the orientation which achieves the maximum reward. From this, we
construct an orientation gradient indicating the direction the robot should travel. The orientation
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Figure 6.3: A map of showing the maximum reward achievable for a left wall follower at different
positions in an environment, overlaid with vectors indicating the orientation the maximum was
achieved at. Rewards fade from blue to orange, with blue indicating low reward states and orange
indicating high. The green triangle and path denote a robot of realistic scale and the rough trajec-
tory it would follow from the indicated starting pose. Note how the vectors direct the robot along
the left wall, producing the desired behavior.
gradients for a variety of poses can be seen in Fig. 6.3, while an underlying heat map shows local
variation in reward.
It is straightforward to numerically calculate the translational gradients. We compute this gra-
dient by fixing the robot’s orientation at optimal and inducing small translations in the viewpoint.
The resulting gradient acts as a corrective force, guiding the robot towards local optimal in the
reward function. For example, in the wall following tasks, this force acts keep the robot near a
learned, ideal distance from the wall it is following. Because the scale of this gradient can vary
widely in different portions of the environment, we find it useful to normalize it before use.
Though we described the process for computing the gradient at the current pose of the robot, in
practice, it is useful to compute gradients at some small lookahead distance. This acts to dampen
the resulting controller. It is straightforward to implement this by adding small corrections to the
robot’s range observations to account for the translation. In this work, we use a lookahead distance
of 0.3 m from robot center, which corresponds with the front of our robot.
6.2.6 Weighting Features for Task Relevance
We have described a method for scoring a state based on the likelihood of observing the particular
feature values making up that state. By extracting and following the gradient of this function, we
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(a) Left Wall Following (b) Right Wall Following
Figure 6.4: Feature weights learned through SGD, overlaid on the segments of the robot’s sensor
observations the features were constructed from. The learned weights show clear preference for
features observing the wall the robot is following.
reproduce a demonstrated behavior. In addition to using features designed to capture important
aspects of the state space for the task, it is common practice to learn feature weights based on the
relative importance of features to each other. We employ this strategy to further improve policy
performance.
Though our features encode important information about the similarity of a particular state to
states observed during the demonstrations, there is still room for improvement. We can further
optimize the policy reward function by adding feature weights, updating it to:
R(x,w) =
N∑
i=1
wi ln
( K∑
j=1
φjf(xi|µji , σji )
)
(6.6)
where w is the set of feature weights maximizing the reward function to produce the desired
actions. These actions can be extracted from the demonstrations, which encode the actions taken
by the demonstrator at each state.
Stochastic Gradient Descent (SGD) is a straightforward optimization technique which can be
used to compute the weight vector w. SGD is an iterative method which learns the parameters
to some function based on a provided training set. The algorithm considers each example of the
training set in turn, computing the gradient of the function and applying a small update to the
parameters based on the gradient.
Typically, SGD employs a learning rate parameter η to control the size of the update steps. By
reducing η over time, the algorithm will typically converge to either a global or local minimum of
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(a) Equal Feature Weights (b) Learned Feature Weights
Figure 6.5: Rewards and optimal orientation vectors for a right wall following behavior before and
after learning feature weights. Blue indicates lower reward states, while orange indicates the high-
est reward states. The black vectors denote the optimal orientation for a given state. Note the areas
circled in red. When the features are unweighted (a), turning left and going straight are relatively
similar in reward, resulting in the robot sometimes taking the incorrect action. Once learned feature
weights are incorporated (b), the features rewarding the incorrect action are penalized, resulting a
tight channel of high reward guiding the robot correctly around the turn.
the function. It is common practice to randomize the order in which the training data is presented
after each training epoch, which can mitigate the impact of patterns or local biases in the data. In
our case, we present viewpoints and associated actions taken during the demonstrations in random
order.
We use SGD to compute the optimal weight vector w based on the actions provided in the
demonstrations. We present data in random order, sampling single training examples uniformly
at random from the set of all demonstrations. We set our learning rate η = 10−4. We impose an
additional constraint |w| = 1, which bounds the size of updates that can be made but otherwise
does not impact the relative values of the learned weights. Visualization of our learned feature
weights with respect to the portions of the robot’s sensor observations they apply to can be seen in
Fig. 6.4.
The learned weights play a key role in producing correct actions. An example situation in
which the learned weights lead to a change in the produced behavior can be seen in Fig. 6.5,
which visualizes the cost surface and orientation gradients for a right wall follower. When the
features are equally weighted (Fig. 6.5a), a robot approaching from the right will fail the make the
turn, only swerving slightly towards the turn before going straight. One the learned weights are
added (Fig. 6.5b), the region in the middle of the intersection becomes more severely penalized,
channeling the robot correctly around the turn.
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Figure 6.6: The MAGIC 2 robot, a custom platform built by the APRIL robotics lab at the Univer-
sity of Michigan. The primary sensor of the MAGIC 2 robot is the Velodyne Puck, a 3D LIDAR
capable of collecting 300,000 range measurements per second. This robot was used to collect the
data in this chapter.
6.3 Evaluation
We evaluate our method on two behaviors: left and right wall following. Wall following behaviors
are well suited to navigation in many indoor environments, which largely consist of hallways
leading to places of interest. By switching between left and right wall following modes at strategic
moments, large-scale navigation plans can be constructed.
6.3.1 Data Collection and Training
Data was collected by logging teleoperated demonstrations of the desired behaviors in several
buildings on the University of Michigan Engineering campus. The robot used in these experiments
is the APRIL MAGIC 2 platform, pictured in Fig. 6.6. The primary sensor used for generating
training examples is the robot’s Velodyne Puck LIDAR, a ranging sensor with 16 IR lasers ar-
ranged in a vertical fan. Robot motion is estimated through a combination of wheel encoders and
gyroscopic data from an inertial measurement unit.
In total, we collected 13,604 sample viewpoints of right wall following behavior and 13,391 of
left wall following behavior across in two unique buildings, covering a total of 13 unique stretches
of wall. Samples were collected at intervals of 100 ms, resulting in a total of 45 minutes of training
data between both policies. All demonstrations were collected by the same operator.
All of the following results are presented for a feature space based on segmenting the robot’s
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range measurements into 16 equally sized segments and storing the mean range observed by the
LIDAR within that segment. Mixtures of 3 Gaussians are fit to describe the distributions of feature
values. This parameter was manually tuned to exhibit the most consistent performance.
6.3.2 Test Environments
We evaluate our algorithm using synthetic range detections generated from maps of several real-
world environments, pictured in Fig. 6.7. These 2D maps were generated from data collected by
a MAGIC 2 robot and processed with an offline SLAM system. The maps have undergone small
amounts of post-processing to add in glass walls removed by the automatic compositing algorithm.
Training data was collected in portions of the environments pictured in Figs. 6.7a and 6.7b. No
training data was collected in the environment pictured in Fig. 6.7c, which was reserved strictly
for evaluation purposes.
6.3.3 Behavior Reward Maps
It is desirable for the learned reward functions to generalize well across environments, even if those
environments were not used in training. By necessity, the learned rewards should also have distinct
preferences, so that DART is provided with a sufficiently diverse selection of actions to cover the
environment.
In our first evaluation, we investigate which states each reward function has learned to prefer.
We present these results in the form of maximum reward maps on a scale from blue to orange,
where blue indicates low-reward states and orange indicates the highest reward states.
To generate a map, we exhaustively generate synthetic viewpoints in the test environments.
Viewpoints are generated only for areas of known free space, since these are locations a robot
could theoretically travel to. Viewpoints are generated every 5 cm within this space (at the same
resolution as maps). Since orientation has a large impact on the computed reward, we evaluate
the reward function multiple times for each location, constructing feature vectors for viewpoints
rotated by 5 degree increments. In lieu of displaying a separate map for each possible orientation,
we present a single, unified map displaying the maximum reward seen for any orientation. Call
outs at interesting locations present zoomed-in views overlaid with vector fields indicating the
orientations at which maximum rewards were obtained. These vector fields are useful in illustrating
the differences in preferences learned by each policy.
As can be seen in Figs. 6.8, 6.9, and 6.10, the learned policies demonstrate clear preferences
for poses near walls on the appropriate side of the robot. The result is the formation of luge-like
troughs centered on the highest scoring traits, suggesting the learned function will be suitable for
integration in our proposed control framework.
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(a) 3rd Floor BBB (b) 2nd Floor EECS
(c) 3rd Floor GG Brown
Figure 6.7: Maps of test environments used in evaluation. Black and red indicate structure, which
black structure indicating highly vertical structure and red indicating all other structure that would
hinder navigation.
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Figure 6.8: A visual representation of high reward states for left and right wall following policies
in the GG Brown Building. Higher reward states are shown in orange, while lower reward states
are shown in blue. Black vectors in the call-outs indicate the optimal orientation of the robot at the
noted location for left vs. right wall following, while green arrows indicate the typical trajectories
followed by the robot for the given policy.
Figure 6.9: A visual representation of high reward states for left and right wall following policies
in the EECS building. Higher reward states are shown in orange, while lower reward states are
shown in blue. Black vectors in the call-outs indicate the optimal orientation of the robot at the
noted location for left vs. right wall following, while green arrows indicate the typical trajectories
followed by the robot for the given policy.
Figure 6.10: A visual representation of high reward states for left and right wall following policies
in the BBB building. Higher reward states are shown in orange, while lower reward states are
shown in blue. Black vectors in the call-outs indicate the optimal orientation of the robot at the
noted location for left vs. right wall following, while green arrows indicate the typical trajectories
followed by the robot for the given policy.
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6.3.4 Behaviors in Action
To support DART, the learned behaviors should possess two main characteristics. Foremost, the
behaviors must be capable of generating different routes from the same start state; this ensures that
DART can generate a diverse set of routes to all corners of the environment. Behaviors should
also be repeatable; while DART can account for types and varying frequencies of failures, it is
best suited to domains where behaviors generally perform reliably. DART’s strength comes from
detecting the portions of the environment where particular sensing or navigation strategies are
weak and adapting to use more reliable strategies or avoiding the region whenever possible.
In this section, we demonstrate these characteristics based on trajectories collected in simu-
lation. We perform these simulations based on maps built from traversals of real environments.
Synthetic LIDAR returns perturbed by 1% noise are generated based on the robot’s current posi-
tion in the environment. This level of noise is consistent with the performance of a real LIDAR
sensor. As in the previous section, we perform tests in three environments, one of which was not
used to when training behaviors.
To test reproducibility, we run 20 simulations of each control policy from similar starting poses,
perturbing the pose slightly. The goal of these perturbations is to demonstrate the robustness of
the policies to slight variations in starting state. We expect the learned reward functions to form
wide basins of convergence in the environment, drawing the robot quickly into steady, repeatable
trajectories. We also expect the learned policies to take different actions at key decision points,
demonstrating that the policies can produce functionally different routes. We present numerous
examples from key decision points in the environment, showing that the behaviors meet these
expectations, taking correct and consistent actions in the general case.
Figure 6.11 presents several representative examples of combinations of consistency and se-
mantic correctness exhibited during our evaluation. We indicate the trajectories taken by simulated
robots from a variety of starting configurations and annotate the decision point with arrows indi-
cating the semantically correct actions to take. The color and patterns of these arrows indicate
the characteristics exhibited by the robot when executing the learned policy. A solid green arrow
indicates the best possible outcome: a behavior was followed consistently and produced semanti-
cally correct actions. A red dotted arrow indicates a behavior which, while consistent, produced
semantically incorrect action such as passing by a hallway which the robot should have turned
down. Finally, a dark green dashed arrow indicates a behavior that exhibited a mixture of correct
and incorrect actions.
While the results shown in Fig. 6.11 show only the outcomes for a single direction of approach
to a key decision point, in subsequent figures we present composite results indicating the outcomes
of trials for all possible directions of approach to the area of interest. In cases where incorrect
actions are taken, this can result in multiple directions of approach converging on the same stable
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(a) Correct, Consistent (b) Incorrect, Consistent (c) Inconsistent
Figure 6.11: Example trajectories and instances of different characteristics exhibited by learned
behaviors. Blue lines show trajectories produced by simulated trials, while colored arrows indicate
the semantically correct behavior the trajectories should produce. In the majority of cases, be-
haviors should produce semantically correct and (mostly) consistent actions (a). This is critical to
enabling the robot to take a wide variety of actions at decision points. However if in rare instances
actions are consistently incorrect (b), DART can still use the reliability of these actions to produce
robust plans. Inconsistent actions (c) are least desirable, since the robot cannot be relied upon to
follow the intended trajectory.
final trajectory.
As expected, the learned policies show great levels of consistency, converging from a variety
of starting states to near-identical trajectories. Once converged, behaviors typically executed tra-
jectories repeatable within 10 cm. Example trajectories of left wall following in areas of interest
within the test environments can be seen in Figs. 6.13, 6.15, and 6.17. Similar results for a right
wall following policy can be seen in Figs. 6.14, 6.16, and 6.18.
We classify an execution as “semantically correct” if the robot follows a qualitatively similar
trajectory to that a human operator would take. To evaluate these actions, we evaluate the robot as
it enters areas with key decision points in the environment, which we designate as intersections be-
tween corridors. In 76% of the scenarios tested, the simulated agent consistently took the expected
action for the behavior in question, exhibiting both semantically correct and repeatable behavior.
The simulated agent consistently took a semantically incorrect action another 16% of the time. In
the remaining 8% of scenarios, the robot took some mixture of semantically correct and incorrect
actions.
The most common causes of semantically incorrect actions are local minima, which result in
the robot becoming stuck, and narrow corridors, which the robot sometimes skips over rather than
turning into. Local minima are particularly problematic at the ends of narrow corridors. Though
the semantically correct action would be to turn around at the end of the corridor and continue
following the wall, the greedy nature of the potential field algorithm consistently prevents the
robot from exploring this action.
While this means there is room for improvement in the semantic accuracy of the policies, the
current level of accuracy and high levels of repeatability suggest that the learned behaviors are well
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Figure 6.12: Legend for Fig. 6.13 - Fig. 6.18.
suited for use in a DART framework. In the rare instance of inconsistent executions, DART can
observe the failure mode and adapt its plans accordingly to avoid the unreliable behavior.
6.4 Summary
DART requires a set of easily-simulated, closed-loop policies to construct policy chains describing
routes through the environment. In this chapter, we propose that controllers for suitable behaviors
can be learned from demonstrations of desired policy. Demonstrations are an appealing source of
training data, as they can be provided by experts and non-experts alike.
Our method involves learning a reward function to integrate in a potential-field style frame-
work. This allows us to combine learned preferences for behavior actions with repulsive actions,
ensuring that the resulting policy will be both correct for the task and collision-free. Our method
fits distributions to statistic features describing the robot sensor states observed during demonstra-
tions and uses them to evaluate the likelihood of observing novel states. We reproduce the demon-
strated behavior by greedily taking actions which draw the robot to high scoring states, where
higher scores correspond with greater similarity to states observed during the demonstrations.
The learned policies produce semantically similar behaviors to the demonstrated policies, in-
dicating the validity of our approach. Additionally, the resulting policies are highly repeatable,
making them well suited for use in the DART framework. Our method is able to compute new
policies quickly from easy-to-collect demonstration data, making it easy to learn new policies on
the fly or extend existing policies with additional data, offering opportunities for non-expert users
to modify systems for their specific environments or tasks.
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Behavior: Left Wall
Environment: EECS
Figure 6.13: Left wall following trajectories in EECS. Blue lines show trajectories produced by
simulated trials, arrows indicate the predicted behaviors, and arrow colors indicate quality of the
actual behavior. The learned policy produces consistent, repeatable behaviors which generally take
semantically correct actions.
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Behavior: Right Wall
Environment: EECS
Figure 6.14: Right wall following trajectories in EECS. Blue lines show trajectories produced by
simulated trials, arrows indicate the predicted behaviors, and arrow colors indicate quality of the
actual behavior. The learned policy produces consistent, repeatable behaviors which generally take
semantically correct actions.
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Behavior: Left Wall
Environment: BBB
Figure 6.15: Left wall following trajectories in BBB. Blue lines show trajectories produced by
simulated trials, arrows indicate the predicted behaviors, and arrow colors indicate quality of the
actual behavior. The learned policy produces consistent, repeatable behaviors which generally take
semantically correct actions.
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Behavior: Right Wall
Environment: BBB
Figure 6.16: Right wall following trajectories in BBB. Blue lines show trajectories produced by
simulated trials, arrows indicate the predicted behaviors, and arrow colors indicate quality of the
actual behavior. The learned policy produces consistent, repeatable behaviors which generally take
semantically correct actions.
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Behavior: Left Wall
Environment: GG Brown
Figure 6.17: Left wall following trajectories in GG Brown. Blue lines show trajectories produced
by simulated trials, arrows indicate the predicted behaviors, and arrow colors indicate quality of
the actual behavior. The learned policy produces consistent, repeatable behaviors which generally
take semantically correct actions.
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Behavior: Right Wall
Environment: GG Brown
Figure 6.18: Right wall following trajectories in GG Brown. Blue lines show trajectories produced
by simulated trials, arrows indicate the predicted behaviors, and arrow colors indicate quality of
the actual behavior. The learned policy produces consistent, repeatable behaviors which generally
take semantically correct actions.
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CHAPTER 7
Conclusion
Navigation is a fundamental robotic capability on top of which many high-level tasks are built. It
is important that these underlying navigation systems provide a solid foundation, demonstrating
robustness sensing and actuation and actuation errors while remaining easily extensible to new
environments. In this manner, strong navigation capabilities allow robots to perform a wide variety
of tasks safely and reliably.
Robotic systems are typically equipped with powerful, general-purpose navigation systems
suitable for a wide variety of tasks. This generality comes with drawbacks, however, enforcing
strong needs for localization and accuracy in control that are not always necessary to accomplish
the desired task. The key observation in this thesis is that sometimes, simple, less general naviga-
tion strategies are sufficient for specific tasks and are more robust to possible errors. The question
we address is: when is it appropriate to use these methods in lieu of more general ones to take
advantage of this robustness?
Too commonly, navigation systems ignore the problem of reliability entirely, instead relying on
human experts to “rescue” the robot in the unlikely event of failure. For small scale applications,
this strategy may be sufficient; in an adequately controlled environment, the chance of failure may
be minimal and human assistance can always be nearby. However, as operational domains become
larger and more robots make their way into the world, interventions become more costly, requiring
larger numbers of expert technicians covering larger regions of the environment. Though some
failures (such as mechanical ones) are inevitable, by incorporating reliability into the navigation
planning paradigm, we can drive down the rate of errors due to imperfect execution, minimizing
the number of rescue interventions necessary.
7.1 Contributions
The primary contribution of this thesis is a planning framework which considers the reliability of
the actions available to the robot when selecting routes through the environment. In the first half
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of this thesis we introduce DART, a navigation framework employing Monte Carlo simulations to
evaluate the distribution of outcomes of actions available to the robot. From the results of these
simulations, we are able to construct and select policy chains describing a sequence of actions to
take which optimize both for the efficiency of the route as well as its repeatability. We initially
introduce this framework in the context of providing directions to a modeled wayfinder, and then
show more concretely how the concepts can be applied to robotic domains.
Policy chains are a powerful tool for compactly describing routes for the robot to follow.
They allow us to describe routes in terms of macro-actions (e.g. ”Follow the wall until the T-
intersection”), avoiding unnecessary levels of specificity (e.g. describing a 100 m path in 10 cm
steps). Policy chains are composed of two components: closed-loop control policies describing
ways in which the robot can move about the environment and switching conditions which can be
used to trigger changes in policy. Planning in the space of policy chains allows DART to selectively
change navigation strategies based on their effectiveness in different portions of the environment.
DART’s viability is dependent on the existence of these underlying building blocks. In the
second half of this thesis, we tackle the problem of constructing suitable control policies and
termination conditions for employing DART-style navigation on a robot. A key challenge is that
these components must be easily simulatable, so that DART may produce realistic estimates of the
outcomes of trying different actions. We focus our efforts on techniques based upon range sensors,
as they are commonly found on most modern robots and their measurements are easily simulated
in maps produced by SLAM systems.
We contribute two methods appropriate for use in DART. First, we present a method for
identifying landmarks in the environment. We describe a network structure and training techniques
to teach a CNN to classify places semantically from 2D range data. Our method is suitable for
describing classes of places such as “room”, “corridor”, or “intersection.” These types of places
are of interest, as they often correspond with key decision points along routes.
Second, we contribute a method for teaching a robot control policies from navigation. Our
method uses teleoperated demonstration data to build a reward function scoring states based on
their similarity to those encountered during demonstrations. We use this reward function to de-
fine a behavior function suitable for integration within a potential field framework, allowing us to
reproduce the demonstrated behaviors in simulation. The resulting behaviors produce consistent
and correct actions for wide varieties of starting states in several environments, indicating that the
learned policies generalize well.
Both our learned policies and place classifier consume 2D range data as their primary input;
a form of data commonly available to modern robots. This data is easily synthesized, a critical
requirement for use in DART, through raycasting operations on SLAM maps.
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7.2 Future Work
The methods described in this thesis allow robots to incorporate reliability into their navigational
planning considerations, resulting in plans that avoid challenging portions of the environment. Our
methods rely on availability of robust control policies and termination conditions to build upon,
and we suggest two possible ways to supply these capabilities to the robot. While this thesis
provides the foundation for building robust navigation systems, there are several opportunities for
improvement.
7.2.1 Detecting and Recovering From Bad Actions
Chapter 3 poses the problem of robot navigation as the problem of giving high-quality directions.
For our purposes, directions are defined as a sequence of actions to take, in order, to arrive at one’s
destination. While DART will discover the most robust sequence of actions available to the robot,
this does not guarantee that the robot will execute the final plan without error. These failures are
no less catastrophic to DART than any other planning method, motivating the addition of recovery
strategies to handle these failures.
The first step in recovering from error is to detect that an error has occurred. The robot can
detect errors in execution by comparing its observations during plan execution to the expected
observations from DART’s simulations. Sometimes this ma be easy, as when the robot passes a
landmark that could only have been seen during an incorrect execution. In more challenging cases,
the robot may have to consider the shape of its trajectory or timing of its actions compared to an
ideal execution.
Currently, when an error is detected our strategy is to plan a new policy chain from scratch.
However, in practice, directions often incorporate extra cues for use in recovery operations. For
example, if an intersection is particularly easy to miss, the direction-giver might add a note to the
end of the instruction. For example, “Go until you reach an intersection with a big tree on the
corner. If you reach the bridge, you’ve gone too far.”
Incorporating recovery cues into planning is a powerful way to increase the reliability a set
of directions. Though largely unexplored in this work, these cues might be incorporated into the
DART framework by allowing policy chains to branch and reconverge. One strategy for repre-
senting this type of action is to extend our search to the space of policy-trees, where branches of
the trees encode recovery actions for likely mistakes. However, this extension shares many of the
same challenges as those discussed in Sec. 3.3.2, in particular posing large computational issues.
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7.2.2 Determining the Optimal Set of Building Blocks
The selection of control policies and termination conditions play a deep role in the types of routes
produced by the robot. If the suite of capabilities available to the robot is insufficiently diverse,
portions of the environment may remain unreachable to the robot. This thesis proposes that, in
the particular instance of indoor environments, left and right wall following should provide good
coverage, but does not explore the question in great detail for more complicated settings. As
robots move into more diverse environments, it will become necessary to rigorously define what
constitutes a sufficient covering of the environment.
While ensuring coverage of the environment is important, is is also of interest to select the
minimal set of control policies and switching conditions that will allow the robot to fully and ef-
fectively navigate the environment. DART suffers a similar weakness to all planning algorithms:
as the branching factor becomes larger, it becomes more expensive to search the space of pos-
sible actions. However, a more diverse set of actions allows DART to more effectively adapt to
the challenges posed by the environment. Future work should evaluate the trade offs between
computational efficiency and plan quality based on the selected actions.
7.2.3 Accuracy of Simulation
The success of DART is predicated on the accuracy of the underlying simulations of available
robot actions. One of the key questions for DART-style navigation is: what level of simulation is
necessary to realistically estimate the outcome of an action? Determining the appropriate balance
between computation and the accuracy of simulations will be critical to adapting our method to
new domains.
If the simulations produce sufficiently different motions or outcomes from those produced by
the target platform for the desired policies, DART loses the ability to reliably estimate the outcomes
of policy-chains. Characterizing the impact on the efficacy of DART-style planning in the presence
of varying levels of simulation accuracy is important to determining which types of policies and
conditions are reasonable to support.
For example, the wall following behavior presented in Ch. 6 evaluation produced stable behav-
ior for several different parameterizations of the underlying platform (e.g. varying maximum drive
speeds, amounts of internal dampening, and inertia). However, once the parameters deviated suf-
ficiently from those of the actual robot platform used in the demonstrations, the learned behaviors
show some signs of instability. While ideally, simulation would perfectly model the capabilities of
the real robot, in reality, this is often an unrealistic expectation. Instead, it is interesting to consider
which types of policies would be most robust to inaccuracies or variation in the robot model. These
policies seem most likely to be effective building blocks for DART.
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Figure 7.1: The author telling a robot where it is supposed to go. Human friendly interfaces based
on language could improve the experience of interacting with robots, allowing wider audiences
access to this technology.
7.2.4 Increasing Simulation Complexity
As environments for operation become larger and more complex, it may also become challenging
to model and run the necessary simulations to determine the effectiveness of hypothetical actions.
The scope of this thesis is limited to single-building, indoor applications, but automated vehicles,
for example, may operate in regions covering many square miles, where weather, traffic, and road
conditions can play large roles in which navigation strategies prove most effective.
Computational challenges are exacerbated as interactions between multiple agents become im-
portant. It may be computationally infeasible to accurately approximate the space of possible
interactions and their effect on policy selections. One possibility is to bias the sampling process
towards the selection of more informative or influential samples, allowing the system to quickly
identify and characterize high cost outcomes.
This strategy has been employed by Mehta, Ferrer, and Olson in their work on Multi-Policy
Decision Making (MPDM) [67], a framework for control policy selection based on the predicted
interactions between agents. In this work, the authors are able to efficiently discover critical in-
teractions between agents that would result in undesirable outcomes (e.g. collisions) and adjust
policies in real-time to avoid those scenarios. It is possible that similar biased-sampling tech-
niques could be applied to the route-finding problem posed in this thesis, reducing computational
requirements.
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7.2.5 Human Interaction
When interaction with and alongside humans, it is desirable that robots act in predictable and
understandable ways. A robot pursuing the shortest path may be efficiently accomplishing it’s
goal, but it is often difficult for the robot the express that goal, and it may come across as pushy if
it cuts off some person to reach its goal more quickly.
Control policies and switching conditions can frequently be described with language, offering
opportunities for human-robot-interfaces. In this thesis, we intentionally propose methods for
learning policies and conditions with clear semantic meaning, leaving open the possibility for
future efforts to make intuitive linguistic interfaces.
The primary advantage of semantically labeled actions lies in communication: robots can de-
scribe routes in human terms, allowing them to direct people around the environment. It also
enables the robot to receive directions from a person, bypassing the planning process entirely.
Linguistic interfaces offer an opportunity to make interactions with robots seem more natural and
familiar.
A robot’s core abilities also define how it will be perceived by the humans around it. While a
shortest path follower might appear pushy, robots which stay to the sides of halls and avoid getting
too close to people might be easier to anthropomorphize and accept. An interesting area of future
research would be to evaluate policies not just based on their reliability, but on their perceived
levels of politeness and intelligence. This information could allow systems to prefer actions which
are less likely to offend nearby people.
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