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Abstract
For each 1 q < p we precisely evaluate the main Bellman functions associated with the local Lp → Lq
estimates of the dyadic maximal operator on Rn. Actually we do that in the more general setting of tree-like
maximal operators and with respect to general convex and increasing growth functions. We prove that these
Bellman functions equal to analogous extremal problems for the Hardy operator which can be viewed as
a symmetrization principle for such operators. Under certain mild conditions on the growth functions we
show that for the latter extremals exist (although for the original Bellman functions do not) and analyzing
them we give a determination of the corresponding Bellman function.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
The dyadic maximal operator on Rn is defined by
M dφ(x) = sup
{
1
|Q|
∫
Q
∣∣φ(u)∣∣du: x ∈ Q, Q ⊆ Rn is a dyadic cube} (1.1)
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N = 0,1,2, . . . .
As it is well known it satisfies the following weak type (1,1) inequality
∣∣{x ∈ Rn: M dφ(x) > λ}∣∣ 1
λ
∫
{M dφ>λ}
∣∣φ(u)∣∣du (1.2)
for every φ ∈ L1(Rn) and every λ > 0 from which it is easy to get the following Lp inequality
‖Mdφ‖p  p
p − 1‖φ‖p (1.3)
for every p > 1 and every φ ∈ Lp(Rn) which is best possible (see [1,2] for the general martin-
gales and [14] for dyadic ones).
An approach for studying such maximal operators is the introduction of the so-called Bellman
functions (see [5]) related to them which reflect certain deeper properties of them by localizing.
Such functions related to the Lp inequality (1.3) have been precisely evaluated in [3]. Actually
defining for any p > 1
Bp(F,f,L) = sup
{
1
|Q|
∫
Q
(Mdφ)
p: AvQ
(
φp
)= F, AvQ(φ) = f, sup
R:Q⊆R
AvR(φ) = L
}
(1.4)
where Q is a fixed dyadic cube, R runs over all dyadic cubes containing Q, φ is nonnegative in
Lp(Q) and the variables F , f , L satisfy 0 f  L,f p  F which is independent of the choice
of Q (so we may take Q = [0,1]n) it has been shown in [3] that
Bp(F,f,L) =
⎧⎨
⎩Fωp
(pLp−1f−(p−1)Lp
F
)p if L< p
p−1f ,
Lp + ( p
p−1
)p
(F − f p) if L p
p−1f ,
(1.5)
where ωp : [0,1] → [1, pp−1 ] is the inverse function of Hp(z) = −(p − 1)zp + pzp−1. Actually
this has been shown in a much more general setting of tree like maximal operators on probability
spaces and the corresponding Bellman function is always the same.
There are several other problems in Harmonic Analysis where Bellman functions naturally
arise. Such problems (including the dyadic Carleson imbedding and weighted inequalities) are
described in [7] (see also [5,6]) and also connections to Stochastic Optimal Control are provided,
from which it follows that the corresponding Bellman functions satisfy certain nonlinear second
order PDE.
The exact computation of a Bellman function is a difficult task which is connected with the
deeper structure of the corresponding Harmonic Analysis problem. Thus far several Bellman
functions have been computed (see [1–3,9–13]). Recently L. Slavin and A. Stokolos [8] in some
cases linked the Bellman function computation to solving certain PDEs of the Monge–Ampère
type, and in this way they obtained an alternative proof of the results in [3] for the Bellman
functions related to the dyadic maximal operator. Also in [13] using the Monge–Ampère equation
approach a more general Bellman function than the one related to the dyadic Carleson imbedding
theorem has been precisely evaluated thus generalizing the corresponding result in [3].
A.D. Melas / Advances in Mathematics 220 (2009) 367–426 369In this paper we will consider Bellman functions related to the following local inequalities
which follow from (1.3)
(∫
E
(Mdφ)
q
)1/q
 p
p − 1 |E|
1
q
− 1
p
( ∫
Rn
|φ|p
)1/p
(1.6)
whenever 1  q < p and E is a measurable subset of Rn having finite measure. The Bellman
function related to this inequality is the following
Bp,q(F,f,L) = sup
{
1
|Q|
∫
E
(Mdφ)
q : AvQ
(
φp
)= F, AvQ(φ) = f,
sup
R: Q⊆R
AvR(φ) = L, E ⊆ Q, |E| = k
}
(1.7)
and the exact determination of this will give further information on the deeper analytic properties
of the dyadic maximal operator. Here we will find the above Bellman function and we will find
the best possible constant in the local form of (1.6) which as we will show is strictly less than
p
p−1 .
Actually as in [3] we will take the more general approach of defining Bellman functions with
respect to the maximal operator on a nonatomic probability space (X,μ) equipped with a tree T
(see Section 2) but also we will study more general growth functions.
Thus we will let G,H : [0,+∞) → [0,+∞) be two increasing and convex functions satisfy-
ing the condition
lim sup
x→+∞
G(x)
H(x)
> 0 (1.8)
(otherwise the Bellman function will be +∞) and we define the following general Bellman
function
BTG,H (F,f,L, k)
= sup
{∫
E
H
(
max(MT φ,L)
)
dμ: φ  0 is measurable with
∫
X
G ◦ φ dμ F,
∫
X
φ dμ = f and E ⊆ X is measurable with μ(E) = k
}
. (1.9)
The variables f , F , L, k here satisfy 0 < f  L, G(f )  F and 0 < k  1. Dropping the
variable L in (1.9) means that we take L = f hence max(MT φ,L) is to be replaced by MT φ
and dropping the variable k means that we take k = 1 hence E is to be replaced by X. This
way we get certain other Bellman functions. The function BTG,H (F,f ) is related to martingales
whereas BTG,H (F,f, k) is related to generalizations of the dyadic Carleson imbedding theorem
(see [6]) as explained in [3]. Also we have used  F instead of = F in (1.9) for technical
reasons. We will show that in all cases of interest here this does not affect the results.
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under certain mild assumptions on G. Although the dyadic maximal function (and similarly the
more general maximal functions treated here) does not behave well under decreasing rearrange-
ment we prove that the above Bellman functions coincide with the supremum of the expression∫ k
0 H(max(L,K(r)(t)) dt where r is assumed nonnegative measurable and satisfying
∫ 1
0 r = f ,∫ 1
0 G◦r  F and where K(r)(t) = 1t
∫ t
0 r is the (local) Hardy operator (and then one can use only
decreasing r’s in evaluating the supremum). This is proved in Section 3 (in Theorem 2) using the
linearization of the maximal operator introduced in [3] and a general rearrangement inequality
on subtrees of T which might be thought of as a Bellman type function where the variable is
actually a function and which is established in Section 2 (see Theorem 1). The conditions on
G are that it is C2, satisfies G(0) = G′(0) = 0 (this can always be achieved by adding a linear
function to G), G′′ > 0 on (0,+∞) and that the Legendre dual of G has subexponential growth
near infinity. Of course this goes both ways hence one gets that the solution of corresponding
variational problems related to the Hardy operator when G(x) = xp and H(x) = max(L,x)p is
the one given by (1.5).
Next in Sections 5, 6 and 7 we study the corresponding problem for the Hardy operator in the
case where extremals exist and show that if they exist they are actually unique and are expressed
in terms of the solutions of equations that involve a specific function that depends on G and H .
This allows us to completely determine the corresponding Bellman function (Theorems 4, 5 and
6 and Propositions 2 and 3) for which as it is well known there are no extremals. Also we show
that there are cases where extremals do not exist for the Hardy operator problem, one such being
the case L> p
p−1f in (1.5).
However if H is weaker that G in the sense
∫ +∞
1
H ′
G
< +∞ (which includes the (1.7) case)
we show that extremals always exist and are unique (the case H(x) = x and G(x) 	 x logx for
large x which corresponds to the sharp condition that implies local integrability of the maximal
function and does not quite fall into the theme of this paper is treated elsewhere, see [4]). Thus
we completely determine the Bellman functions on a large class of pairs (G,H) including (1.7)
when 1  q < p (see Theorems 7 and 8 in Section 8). This determination reveals certain new
phenomena that did not occur in the p = q > 1 case treated in [3]. First of all the Bellman
functions here are much more complicated and depend on a specific positive solution of the
differential equation y′ = y1/q − x1/(p−1) on [0,+∞) but in a complicated way. Second even
the most simple function BTp,q(F,f ) (related to martingales), which in case p = q in [3] was
given by a single formula, was smooth and strictly decreasing in f for F fixed, here is given
always by a double formula is not smooth and also tends to 0 as f → 0+ and F is fixed. Actually
we provide a more detailed analysis of this in Propositions 3–6 in Sections 5 and 6. We also in
Section 8 compute the analogous to (1.7) functions but with p = +∞ and 1 q < +∞. These
results specialized to q = 1 when viewed with f fixed and F → +∞ provide a measure (which
is as expected logarithmic) for the nonintegrability of the maximal operator applied to an L1
function.
2. A rearrangement inequality on trees
As in [3] we let (X,μ) be a nonatomic probability space (i.e. μ(X) = 1). Two measurable
subsets A, B of X will be called almost disjoint if μ(A∩B) = 0. Then we give the following.
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are satisfied:
(i) X ∈ T and for every I ∈ T we have μ(I) > 0.
(ii) For every I ∈ T there corresponds a finite subset C(I ) ⊆ T containing at least two elements
such that:
(a) the elements of C(I ) are pairwise almost disjoint subsets of I ,
(b) I =⋃C(I ).
(iii) T =⋃m0 T(m) where T(0) = {X} and T(m+1) =⋃I∈T(m) C(I ).
(iv) We have limm→∞ supI∈T(m) μ(I ) = 0.
For any tree T we define its exceptional set E = E(T ) as follows
E(T ) =
⋃
I∈T
⋃
J1,J2∈C(I )
J1 =J2
(J1 ∩ J2). (2.1)
It is clear that E(T ) has measure 0.
An easy induction shows that each family T(m) consists of pairwise almost disjoint sets whose
union is X. Moreover if x ∈ X \ E(T ) then for each m there exists exactly one Im(x) in T(m)
containing x. For every m > 0 there is a J ∈ T(m−1) such that Im(x) ∈ C(J ). Since then x ∈ J
we must have J = Im−1(x). Hence the set A(x) = {I ∈ T : x ∈ I } forms a chain I0(x) = X 
I1(x)  · · · with Im(x) ∈ C(Im−1(x)) for every m> 0. From this remark it easily follows that if
I, J ∈ T and I ∩J ∩ (X \E(T )) is nonempty then I ⊆ J or J ⊆ I . In particular for any I, J ∈ T
we have either μ(I ∩J ) = 0 or one of them is contained in the other. The following gives another
property of T that will be useful later. For a proof see [3].
Lemma 1. For every I ∈ T and every α such that 0 < α < 1 there exists a subfamily F(I ) ⊆ T
consisting of pairwise almost disjoint subsets of I such that
μ
( ⋃
J∈F(I )
J
)
=
∑
J∈F(I )
μ(J ) = (1 − α)μ(I). (2.2)
Next let S be a finite subset of T such that X ∈ S . For any I ∈ S with I = X we let I ∗ denote
the unique minimal ancestor of I in S (i.e. the minimal element of {J ∈ S: I  J }) and let
AI = I
∖ ⋃
J∈S: J ∗=I
J, aI = μ(AI ) (2.3)
and we easily get
I =
⋃
SJ⊆I
AJ and so μ(I) =
∑
SJ⊆I
aJ (2.4)
for any I ∈ S (if I is a minimal element of S then clearly AI = I ).
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I ⊆ J we have yI  yJ . We denote by Ry the distribution function of ∑I∈S yIχAI that is
Ry(t) =
∑
I∈S: yI>t
aI . (2.5)
Then our main rearrangement inequality is the following.
Theorem 1. For any decreasing nonnegative finite sequence y = {yI }I∈S on the finite tree S and
any increasing and convex function Ψ : [0,+∞) → R we have
∑
I∈S
aIΨ
(∑
I⊆J
aJ
μ(J )
yJ
)

1∫
0
Ψ
( ∞∫
0
log+
Ry(t)
u
dt
)
du. (2.6)
Proof. Since
Ψ (x) = Ψ (0)+Ψ ′(0)x +
∞∫
0
(x − λ)+ dΨ ′(λ) (2.7)
(where as usual x+ = max(x,0)) it suffices to prove (2.6) when Ψ (x) = Ψλ(x) = (x−λ)+ where
λ 0 is fixed. In this case we let v ∈ (0,1] be the unique number with
∞∫
0
log+
Ry(t)
v
dt = λ (2.8)
and we compute (using (2.8))
1∫
0
Ψλ
( ∞∫
0
log+
Ry(t)
u
dt
)
du
=
v∫
0
( ∞∫
0
log+
Ry(t)
u
dt − λ
)
du =
∞∫
0
v∫
0
log+
Ry(t)
u
dt − λv
=
∞∫
0
min(Ry(t),v)∫
0
(
logRy(t)− logu
)
dudt − λv
=
∫
Ry(t)>v
(
v log
Ry(t)
v
+ v
)
dt +
∫
Ry(t)v
Ry(t) dt − v
∫
Ry(t)>v
log
Ry(t)
v
dt
=
∫
R (t)>v
v dt +
∫
R (t)v
Ry(t) dt =
∞∫
0
min
(
Ry(t), v
)
dt. (2.9)y y
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strictly decreasing and positive, the general case following by a limit argument.
If S = {X} and yX > 0 then it is easy to see that
∫∞
0 log
+ Ry(t)
u
dt = −yX logu for any u in
(0,1) and so when yX > λ (otherwise there is nothing to prove) (2.6) becomes
yX − λ
1∫
0
(
yX log
1
u
− λ
)+
du = yXe−λ/yX (2.10)
which holds since e−x > 1 − x whenever 0 < x < 1.
Now assuming (2.6) for any λ 0 and any tree (on any (X,μ,T )) having less elements than
S we let {J1, . . . , Jk} be all the elements J of S with J ∗ = X. Then the induction hypothesis
applied to the subtrees of S with tops J1, . . . , Jk on the probability spaces (Ji, 1μ(Ji)μ) gives (for
any i) that when λ aXyX (all inequalities in the cases 0 λ aXyX being identical)
Bi =
∑
I∈S
I⊆Ji
aI
( ∑
I⊆J⊆Ji
aJ
μ(J )
yJ − (λ− aXyX)
)+
 μ(Ji)
1∫
0
( ∞∫
0
log+ Ri(t)
u
dt − (λ− aXyX)
)+
du
= μ(Ji)
∞∫
0
min
(
Ri(t), vi
)
dt (2.11)
where
Ri(t) =
∑
I∈S: I⊆Ji
yI>t
aI
μ(Ji)
(2.12)
and vi ∈ (0,1] is such that
λ− aXyX =
∞∫
0
log+ Ri(t)
vi
dt. (2.13)
Now since y is strictly decreasing it is easy to see that
Ry(t) =
{1 when 0 t < yX,∑k
i=1 μ(Ji)Ri(t) when t  yX
(2.14)
and
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I∈S
aI
(∑
I⊆J
aJ
μ(J )
yJ − λ
)+
= aX(aXyX − λ)+ +
k∑
i=1
Bi
=
k∑
i=1
Bi 
k∑
i=1
μ(Ji)
∞∫
0
min
(
Ri(t), vi
)
dt. (2.15)
Now let v be as in (2.8) and assuming that v < 1 − aX we choose v0 ∈ (0,1] such that
λ− aXyX =
∞∫
0
log+
∑k
i=1 μ(Ji)Ri(t)
v0
dt. (2.16)
Observing that
∑k
i=1 μ(Ji)Ri(t) =
∑k
i=1 μ(Ji) = 1−aX when t < yX and using (2.8) and (2.14)
we get
λ = yX log 1
v
+
∞∫
yX
log+
∑k
i=1 μ(Ji)Ri(t)
v
dt
= yX log 11 − aX +
∞∫
0
log+
∑k
i=1μ(Ji)Ri(t)
v
dt
 yXaX +
∞∫
0
log+
∑k
i=1 μ(Ji)Ri(t)
v
dt (2.17)
and so (2.16) implies that v0  v and the next lemma gives
k∑
i=1
μ(Ji)
∞∫
0
min
(
Ri(t), vi
)
dt

∞∫
0
min
(
k∑
i=1
μ(Ji)Ri(t), v0
)
dt 
∞∫
0
min
(
k∑
i=1
μ(Ji)Ri(t), v
)
dt
= vyX +
∞∫
yX
min
(
k∑
i=1
μ(Ji)Ri(t), v
)
dt =
∞∫
0
min
(
Ry(t), v
)
dt (2.18)
since Ry(t) = 1 1 − aX =∑ki=1 μ(Ji)Ri(t) > v on (0, yX). This in view of (2.15) completes
the induction in the case v < 1 − aX .
Now assume v  1 − aX . Then ∑ki=1 μ(Ji)Ri(t) ∑ki=1 μ(Ji) = 1 − aX  v for all t > 0
thus (2.14) implies that
min
(
Ry(t), v
)= {v when 0 t < yX,∑k (2.19)
i=1 μ(Ji)Ri(t) when t  yX
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k∑
i=1
μ(Ji)
∞∫
0
min
(
Ri(t), vi
)
dt

∞∫
0
k∑
i=1
μ(Ji)Ri(t) dt = (1 − aX)yX +
∞∫
yX
Ry(t) dt  vyX +
∞∫
yX
Ry(t) dt
=
∞∫
0
min
(
Ry(t), v
)
dt. (2.20)
Thus the proof will be complete as soon as we have proved the following technical lemma. 
Lemma 2. Let f1, . . . , fk : [0,+∞) → [0,+∞) be decreasing and compactly supported and let
λ 0 and β0, β1, . . . , βk > 0 be such that
λ =
∞∫
0
log+
∑k
i=1 fi(t)
β0
dt =
∞∫
0
log+ f1(t)
β1
dt = · · · =
∞∫
0
log+ fk(t)
βk
dt. (2.21)
Then
k∑
i=1
∞∫
0
min
(
fi(t), βi
)
dt 
∞∫
0
min
(
k∑
i=1
fi(t), β0
)
dt. (2.22)
Proof. If λ = 0 it is trivial, hence assume λ > 0 in which case the βj ’s are uniquely determined.
It suffices to prove the lemma when k = 2 the general case following by an easy induction. We
write [0, ti ) ⊆ {fi > βi} ⊆ [0, ti] and [0, t0) ⊆ {f1 + f2 > β0} ⊆ [0, t0] where we may assume
0 < t1  t2. Also we may assume that β1 + β2 > β0 (otherwise (2.22) is obvious) and so t1  t0.
We consider the following cases:
Case 1. t1  t0  t2. We have to prove
β1t1 +
t0∫
t1
f1(t) dt + β2t2  β0t0 +
t2∫
t0
f2(t) dt. (2.23)
Write
x1β1 = exp
(
1
t1
t1∫
logf1
)
, y1β2 = exp
(
1
t1
t1∫
logf2
)
,0 0
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(
1
t0 − t1
t0∫
t1
logf2
)
,
y3β2 = exp
(
1
t2 − t0
t2∫
t0
logf2
)
 1
t2 − t0
t2∫
t0
f2 (2.24)
by Jensen’s inequality. We also let γ1 = inf(t1,t0) f1 define η ∈ (0,1] by:
1
t0 − t1
t0∫
t1
f1 = ηβ1 + (1 − η)γ1 (2.25)
and set
y2,1β2 = exp
(
1
η(t0 − t1)
t1+η(t0−t1)∫
t1
logf2
)
and
y2,2β2 = exp
(
1
(1 − η)(t0 − t1)
t0∫
t1+η(t0−t1)
logf2
)
(2.26)
and we note that x1  1, y1  y2,1  y2  y2,2  y3  1, y2 = yη2,1y1−η2,2 and since f1 + f2 > β0
on [0, t0) we have γ1 + y2,2β2 > β0.
Now (2.21) for f1 gives xt11 = eλ and for f2 gives yt11 yt0−t12 yt2−t03 = eλ hence
y3 =
(
x
t1
1
y
t1
1 y
t0−t1
2
)1/(t2−t0)
 1. (2.27)
Next (2.21) for f1 + f2 gives
β
t0
0 = exp
( t1∫
0
log(f1 + f2)
)
exp
( t0∫
t1
log(f1 + f2)
)
e−λ. (2.28)
For the first term we use the convexity of the function t → log(1 + et ) to get
exp
( t1∫
0
log(f1 + f2)
)
 (x1β1 + y1β2)t1 . (2.29)
For the second we use the following.
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0 h1 = ηβ + (1 − η)γ where η ∈ (0,1). Then
exp
( 1∫
0
log(h1 + h2)
)

(
β + exp
(
1
η
η∫
0
logh2
))η(
γ + exp
(
1
1 − η
1∫
η
logh2
))1−η
. (2.30)
Proof. Write h1(t) = λ(t)β + (1 − λ(t))γ where λ : (0,1) → [0,1] is decreasing and using the
concavity of log we have
1∫
0
log(h1 + h2)
1∫
0
λ(t) log
(
β + h2(t)
γ + h2(t)
)
dt +
1∫
0
log
(
γ + h2(t)
)
dt. (2.31)
Noting that h(t) = β+h2(t)
γ+h2(t) is increasing and that
∫ 1
0 λ(t) dt = η we get from
1∫
0
(
λ(t)− χ[0,η](t)
)(
h(t)− h(η))dt  0 (2.32)
that
1∫
0
λ(t)h(t) dt 
η∫
0
h(t) dt (2.33)
which when used in (2.31) gives (2.30). 
From this lemma we get
exp
(
1
t0 − t1
t0∫
t1
log(f1 + f2)
)
 (β1 + y2,1β2)η(γ1 + y2,2β2)1−η (2.34)
and so using (2.29) and (2.34) in (2.28) and writing θ = t1
t0
∈ (0,1] we get
γ1 + y2,2β2 > β0 
(
β1 + y1
x1
β2
)θ
(β1 + y2,1β2)η(1−θ)(γ1 + y2,2β2)(1−η)(1−θ). (2.35)
Hence using also (2.24) in order to prove (2.23) it is sufficient to show that
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(
ηβ1 + (1 − η)γ1
)
(t0 − t1)

(
β1 + y1
x1
β2
)θ
(β1 + y2,1β2)η(1−θ)(γ1 + y2,2β2)(1−η)(1−θ)t0
+ β2(t2 − t0)y3 − β2(t2 − t0). (2.36)
However using (2.27) and the convexity of the exponential function we have
(t2 − t0)y3 − (t2 − t0) = (t2 − t0)
[(
x
t1
1
y
t1
1 y
t0−t1
2
)1/(t2−t0)
− 1
]
> t0
[
1 −
(
x
t1
1
y
t1
1 y
t0−t1
2
)−1/t0]
(2.37)
and so to prove (2.36) it suffices to show that (after dividing also by t0)
β1θ + β2 y
θ
1y
1−θ
2
xθ1
+ (ηβ1 + (1 − η)γ1)(1 − θ)

(
β1 + y1
x1
β2
)θ
(β1 + y2,1β2)η(1−θ)(γ1 + y2,2β2)(1−η)(1−θ) (2.38)
but in view of (2.35) under the additional restriction
(γ1 + y2,2β2)η+θ−ηθ 
(
β1 + y1
x1
β2
)θ
(β1 + y2,1β2)η(1−θ). (2.39)
Upon setting z = β1
y2β2
 γ1
y2β2
= w  0, α1 = y2,1y2  1 
y2,2
y2
= α2 > 0, so aη1α1−η2 = 1, ρ =
η(1 − θ) so ρ + θ < 1 and τ = y1
x1y2
> 0 the inequality (2.38) is written as
z(ρ + θ)+w(1 − ρ − θ)+ τ θ  (z+ τ)θ (z+ α1)ρ(w + α2)1−ρ−θ (2.40)
and the condition (2.39) is written as
(w + α2)ρ+θ  (z+ τ)θ (z+ α1)ρ. (2.41)
Next we fix z, τ , α1, α2, ρ, θ as above and such that (z + α2)ρ+θ  (z + τ)θ (z + α1)ρ and we
consider the function V (w) = (z+ τ)θ (z+ α1)ρ(w + α2)1−ρ−θ −w(1 − ρ − θ) on the set of all
w satisfying (2.41) and w  z which is an interval (that may contain negative numbers). Clearly
V is concave on this interval and moreover (using the convexity of the function t → log(1 + et ))
V (z) z+ τ θαρ1 α1−θ−ρ2 − z(1 − ρ − θ) = z(ρ + θ)+ τ θ (2.42)
therefore to prove (2.40) it suffices to prove it for w0 = (z+ τ)
θ
ρ+θ (z+α1)
ρ
ρ+θ − α2 which is the
other endpoint of the above interval (this might be negative). But this follows since
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ρ
ρ+θ + (1 − ρ − θ)α2
 (ρ + θ)(z+ τ θρ+θ α ρρ+θ1 )+ (1 − ρ − θ)α2
 (ρ + θ)z+ τ θαρ1 α1−ρ−θ2
= (ρ + θ)z+ τ θ . (2.43)
This completes the proof in this case.
Case 2. t1  t2 < t0. Here we define x1 and y1 as in (2.24) and we let γ1 = inf[t1,t2) f1, δ1 =
inf[t2,t0) f1 we define η ∈ (0,1) by
1
t2 − t1
t2∫
t1
f1 = ηβ1 + (1 − η)γ1 (2.44)
and let
y2,1β2 = exp
(
1
η(t2 − t1)
t1+η(t2−t1)∫
t1
logf2
)
and
y2,2β2 = exp
(
1
(1 − η)(t2 − t1)
t2∫
t1+η(t2−t1)
logf2
)
. (2.45)
Then as in Case 1 we have eλ = xt11 = yt11 yη(t2−t1)2,1 y(1−η)(t2−t1)2,2 and
β
t0
0 
(
β1 + y1
x1
β2
)θ
(β1 + y2,1β2)η(t2−t1)(γ1 + y2,2β2)(1−η)(t2−t1)Ct0−t2 (2.46)
where with δ2 = inf[t2,t0) f2 we have Ct0−t2 = exp(
∫ t0
t2
log(f1 +f2)) > δ1 + δ2  β0. But we have
(
β1 + y1
x1
β2
)θ
(β1 + y2,1β2)η(t2−t1)(γ1 + y2,2β2)(1−η)(t2−t1)
>
(
γ1 + x−t11 yt11 yη(t2−t1)2,1 y(1−η)(t2−t1)2,2 β2
)t2 = (γ2 + β2)t2 (2.47)
so δ1 + δ2  β0 and (2.46) give
(δ1 + δ2)t0  βt00 > (γ1 + β2)t2(δ1 + δ2)t2−t0  (δ1 + δ2)t0 (2.48)
which is a contradiction. Hence this case cannot happen and this completes the proof of the
lemma. 
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Now given any tree T we define the maximal operator associated to it as follows
MT φ(x) = sup
{
1
μ(I)
∫
I
|φ|dμ: x ∈ I ∈ T
}
(3.1)
for every φ ∈ L1(X,μ).
The linearization of this operator we will use has been introduced in [3]. Here we will recall
its definition and properties that we will use (for more details see [3]).
Let φ ∈ L1(X,μ) be a nonnegative function and for any I ∈ T let
AvI (φ) = 1
μ(I)
∫
I
φ dμ. (3.2)
We will say that φ is T -good if the set Λφ = {x ∈ X \E(T ): MT φ(x) > AvI (φ) for all I ∈ T
such that x ∈ I } has μ-measure zero. If m 0 and λI  0 for each I ∈ T(m) are given then the
function φ =∑I∈T(m) λIχI (where χI denotes the characteristic function of I ) is T -good since
AvJ (φ) = AvP (φ) whenever J ∈ C(P ), P ∈ T(s) for s > m and so Λφ = ∅. We call such a φ a
T -step function. However not all functions are T -good but T -step functions will be enough for
our purposes.
Suppose now that φ is T -good. Then for any x ∈ X \ (E(T )∪Λφ) (i.e. for μ-almost every x
in X) we define Iφ(x) to be the largest element in the nonempty set {I ∈ T : x ∈ I and MT φ(x) =
AvI (φ)}.
Also given any I ∈ T let A(φ, I) = {x ∈ X \ (E(T )∪Λφ): Iφ(x) = I } ⊆ I and let
Sφ =
{
I ∈ T : μ(A(φ, I))> 0}∪ {X} (3.3)
which is a subtree of T . We also define the correspondence I → I ∗ with respect to Sφ as follows:
I ∗ is the smallest element of {J ∈ Sφ : I  J }. This is defined for every I in Sφ except X. It is
clear that the A(φ, I)’s for I ∈ Sφ are pairwise disjoint and their union has full measure. Their
basic properties are the following, A ≈ B meaning μ(A \B) = μ(B \A) = 0 (see [3]):
(i) If I, J ∈ Sφ then either A(φ,J )∩ I = ∅ or J ⊆ I.
(ii) If I ∈ Sφ then there exists J ∈ C(I ) such that J /∈ Sφ .
(iii) For every I ∈ Sφ we have I ≈⋃SφJ⊆I A(φ,J ).
(iv) For every I ∈ Sφ we have A(φ, I) ≈ I \⋃J∈Sφ : J ∗=I J and so
μ
(
A(φ, I)
)= μ(I)− ∑
J∈S: J ∗=I
μ(J ). (3.4)
In particular (iv) implies
AvI (φ) = 1
μ(I)
∑
J∈Sφ : J⊆I
∫
φ dμ (3.5)A(φ,J )
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aI = μ
(
A(φ, I)
)
and xI = a−1I
∫
A(φ,I)
φ dμ (3.6)
for every I ∈ Sφ (in the case where μ(A(φ,X)) = 0 we set xX = 0) we have
MT φ =
∑
I∈Sφ
(
1
μ(I)
∑
J∈Sφ, J⊆I
aJ xJ
)
χA(φ,I) (3.7)
and ∫
X
φ dμ =
∑
I∈Sφ
∫
A(φ,I)
φ dμ =
∑
I∈Sφ
aI xI . (3.8)
Moreover we note that
AvI (φ) > AvJ (φ) if I, J ∈ Sφ and I  J. (3.9)
Next let G : [0,+∞) → [0,+∞) be a C2 convex and increasing function such that G(0) =
G′(0) = 0 limx→+∞ G′(x) = +∞ and G′′ > 0 on (0,+∞). Let Ψ : [0,+∞) → [0,+∞) be the
Legendre dual of G which has the same properties as G. Also Ψ ′ is the inverse function of G′
and we have
xG′(x) = G(x)+Ψ (G′(x)), yΨ ′(y) = Ψ (y)+G(Ψ ′(y)) (3.10)
for all x, y > 0. Moreover we assume that for every γ > 0
lim
x→+∞Ψ
′(x)e−γ x = 0. (3.11)
Let H : [0,+∞) → [0,+∞) be a convex and increasing function and let Ω(y) = supx>0(xy −
H(x)) be the Legendre dual of H which here might be extended valued (for example in H(x) = x
then Ω(y) = 0 if y  1 and +∞ if y > 0). Since for any x, x1 > 0 we have H(x1)  H(x) +
H ′r (x)(x1 − x) (where H ′r is the right derivative of H ) it is easy to see that
Ω
(
H ′r (x)
)= xH ′r (x)−H(x) (3.12)
(and so it is always finite) for any x > 0.
Then we define (all functions assumed measurable)
DG,H (F,f ) = sup
{ 1∫
0
H
(
1
t
t∫
0
r(u) du
)
dt : r  0,
1∫
0
r(u) du = f
and
1∫
G
(
r(u)
)
du F
}
(3.13)0
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D¯G,H (F,f, k) = sup
{ k∫
0
H
(
1
t
t∫
0
r¯(u) du
)
dt : r¯  0,
1∫
0
r¯(u) du = f
and
1∫
0
G
(
r¯(u)
)
du F
}
. (3.14)
Since
t∫
0
r(u) du
t∫
0
r∗(u) du (3.15)
for all t in (0,1], where r∗ is the decreasing rearrangement of r , the above expressions are not
altered if we assume r respectively r¯ in the above definitions to be also decreasing on (0,1]. We
will use this below but it will be also useful to keep the above definitions without this additional
assumption in order to determine the extremals.
Using the above decomposition of MT φ we can now prove the following:
Lemma 4. Given a nonnegative T -step function φ with ∫
X
φ dμ = f and ∫
X
G(φ)dμ F there
exists a decreasing right continuous compactly supported step function R : [0,+∞) → [0,+∞)
with R(0) = 1 and such that for any c > 0 and any λ ∈ R we have
∫
X
H(MT φ)dμ
 F
c
+ 1
c
1∫
0
Ψ
(
c
( ∞∫
0
log+ R(t)
u
dt + λ
)+)
du− λf −
∞∫
0
Ω(t) dR(t). (3.16)
Proof. Using the above notation and with S = Sφ,AI = A(φ, I) we note that by Jensen’s in-
equality
∑
I∈S
aIG(xI )
∑
I∈S
∫
AI
G(φ)dμ F. (3.17)
Let
yI = H ′r
(
AvI (φ)
) (3.18)
for any I ∈ S and note that by (3.9) the finite sequence {yI } is decreasing on S .
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c
(∫
X
H(MT φ)dμ+ λf
)
=
∑
I∈S
[
aI xI c
( ∑
J∈S, I⊆J
aJ yJ
μ(J )
+ λ
)
− caIΩ(yI )
]

∑
I∈S
aIG(xI )+
∑
I∈S
aIΨ
(
c
∑
J∈S, I⊆J
aJ yJ
μ(J )
+ cλ
)
− c
∑
I∈S
aIΩ(yI )
 F +
1∫
0
Ψ
(
c
∞∫
0
log+ R(t)
u
dt + cλ
)
du− c
∑
I∈S
aIΩ(yI ) (3.19)
where R(t) =∑I∈S: yi>t aI is the distribution function of
Y =
∑
I∈S
yIχAI (3.20)
and since yX > 0 we have R(0) = 1. Now the proof of (3.16) in this case follows since∑
I∈S aIΩ(yI ) =
∫∞
0 Ω(t) dR(t).
If λ < 0 then we write S∗ = {I ∈ S: ∑J∈S, I⊆J aI yIμ(I) > −λ} and f ∗ =∑I∈S∗ aI xI to get as
in (3.19)
c
[ ∑
I∈S∗
aI xI
( ∑
J∈S, I⊆J
aJ yJ
μ(J )
)]
+ λf ∗

∑
I∈S∗
aIG(xI )+
∑
I∈S∗
aIΨ
(
c
∑
J∈S, I⊆J
aJ yJ
μ(J )
+ cλ
)
 F +
∑
I∈S
aIΨ
(
c
( ∑
J∈S, I⊆J
aJ yJ
μ(J )
+ λ
)+)
 F +
1∫
0
Ψ
(
c
( ∞∫
0
log+ R(t)
u
dt + λ
)+)
du (3.21)
using Theorem 1 for the convex increasing function x → Ψ (c(x + λ)+) whereas
c
∑
I∈S\S∗
aI xI
( ∑
J∈S, I⊆J
aJ yJ
μ(J )
)
−cλ
∑
I∈S\S∗
aI xI = −cλ(f − f ∗). (3.22)
Adding now (3.21) and (3.22) and using the first equality in (3.19) we get (3.16). 
We also have the following.
Lemma 5. If φ is as in the previous lemma and E is a measurable subset of X with μ(E) =
k ∈ (0,1) then there exists a decreasing right continuous compactly supported step function
R¯ : [0,+∞) → [0,+∞) with R¯(0) = k and such that
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∫
E
H(MT φ)dμ
 F
c
+ 1
c
1∫
0
Ψ
(
c
( ∞∫
0
log+ R¯(t)
u
dt + λ
)+)
du− λf −
∞∫
0
Ω(t) dR¯(t). (3.23)
Proof. Here we choose v > 0 such that
μ
({MT φ > v}) k  μ({MT φ  v}) (3.24)
and choose a measurable D such that V1 = {MT φ > v} ⊆ D ⊆ {MT φ  v} = V2 and μ(D) = k
(note that μ is assumed nonatomic). Since MT φ  v on E \ V1 it is easy to see that∫
E
H(MT φ)dμ
∫
D
H(MT φ)dμ (3.25)
and defining s ∈ [0,1] by μ(D) = sμ(V1) + (1 − s)μ(V2) we also have (since MT φ = v on
V2 \ V1) ∫
D
H(MT φ)dμ = s
∫
V1
H(MT φ)dμ+ (1 − s)
∫
V2
H(MT φ)dμ. (3.26)
Now we let X¯ be the union of two (disjoint) copies of X denoted by X1 and X2 and let μ¯ be the
unit mass measure on X¯ which is s times μ on X1 and 1 − s times μ on X2. Next let φ¯ be the
corresponding copies φ1 and φ2 of φ on X1 and X2 and S1, S2 the corresponding subtrees. Then
defining
yI =
⎧⎨
⎩
H ′r (AvI (φ1)) if I ∈ S1 and AvI (φ1) > v,
H ′r (AvI (φ2)) if I ∈ S2 and AvI (φ) v,
0 otherwise
(3.27)
which is clearly decreasing on S1 ∪ S2 and applying the estimates of the above lemma on the
space (X¯, μ¯) we get
s
∫
V1
H(MT φ)dμ+ (1 − s)
∫
V2
H(MT φ)dμ
 F
c
+ 1
c
1∫
0
Ψ
(
c
( ∞∫
0
log+ R¯(t)
u
dt + λ
)+)
du− λf −
∞∫
0
Ω(t) dR¯(t) (3.28)
where here R¯(t) =∑I∈S1∪S2: yi>t a¯I (with a¯I = saI if I ∈ S1 and (1 − s)aI if I ∈ S2). Now
clearly R¯(0) = sμ(V1)+ (1 − s)μ(V2) = k and so the proof follows from (3.25) and (3.26). 
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y(u) =
∞∫
0
log+ R(t)
u
dt. (3.29)
It is easy to see that y is continuous strictly decreasing on (0,1], y(1) = 0, y(u) = α log 1
u
+ β
(where α > 0, β ∈ R are constants) for all sufficiently small u and
y(u) =
1∫
u
Y ∗(s)
s
ds (3.30)
where Y ∗ is the decreasing rearrangement of the function Y in (3.20) and so
1∫
0
Ω
(
Y ∗(s)
)
ds =
∞∫
0
Ω(t) dR(t) < +∞ (3.31)
by the way the step function R is defined (note that for the finitely many yI ’s defined in (3.18)
we have Ω(yI ) < +∞)).
We have the following.
Lemma 6. Let y be continuous strictly decreasing on (0,1] with y(1) = 0 and y(u) = α log 1
u
+β
where α > 0, β ∈ R for all sufficiently small u. Then there exists a unique pair (c∗, λ∗) such that
1∫
0
Ψ ′
(
c∗
(
y(u)+ λ∗)+)du = f and
1∫
0
G
(
Ψ ′
(
c∗
(
y(u)+ λ∗)+))du = F. (3.32)
Proof. Let Aλ = {u: y(u) > −λ} (it is (0,1) if λ > 0). Then it is easy to see that the functions
Q(c,λ) =
1∫
0
Ψ ′
(
c
(
y(u)+ λ)+)du, W(c,λ) =
1∫
0
Ψ ′
(
c
(
y(u)+ λ)+)du (3.33)
are C1 on c > 0, λ ∈ R and one computes (using G′ ◦Ψ ′ = id)
∂Q
∂c
=
∫
Aλ
(
y(u)+ λ)Ψ ′′(c(y(u)+ λ))du > 0,
∂Q
∂λ
=
∫
Aλ
cΨ ′′
(
c
(
y(u)+ λ))du > 0,
∂W
∂c
=
∫
Aλ
c
(
y(u)+ λ)2Ψ ′′(c(y(u)+ λ))du,
∂W
∂λ
=
∫
c2
(
y(u)+ λ)Ψ ′′(c(y(u)+ λ))du. (3.34)Aλ
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u
+ β where
α > 0 for all sufficiently small u. Thus the Cauchy–Schwartz inequality implies (since Ψ ′′ > 0
and y(u)+ λ is strictly decreasing on the interval Aλ)
∂Q
∂c
∂W
∂λ
− ∂W
∂c
∂Q
∂λ
< 0. (3.35)
Also it is clear that for any λ ∈ R we have limc→0+ Q(c,λ) = 0 and limc→+∞ Q(c,λ) = +∞.
Therefore there exists a strictly decreasing C1 function z :R → (0,+∞) such that
Q(c,λ) = 0, λ ∈ R if and only if c = z(λ) (3.36)
and
d
dλ
W
(
z(λ),λ
)
< 0. (3.37)
Next using (3.11) we get limλ→+∞ z(λ)λ = G′(f ) and limλ→+∞ W(z(λ),λ) = G(f ) < F
and for λ → −∞ writing λ = −α log 1
δ
− β where δ > 0 is sufficiently small we get
δ
∫ 1
0 Ψ
′(z(λ)α log 1
u
) du = f , δ ∫ 10 G(Ψ ′(z(λ)α log 1u )) du = W(z(λ),λ) hence z(λ) → +∞ and
W
(
z(λ),λ
)=
∫ 1
0 G(Ψ
′(z(λ)α log 1
u
)) du∫ 1
0 Ψ
′(z(λ)α log 1
u
) du

G(
∫ 1
0 Ψ
′(z(λ)α log 1
u
) du)∫ 1
0 Ψ
′(z(λ)α log 1
u
) du
→ +∞ (3.38)
as λ → −∞ by the assumptions on G. Hence there exists a unique λ∗ ∈ R such that
W(z(λ∗), λ∗) = F . This completes the proof. 
Now with y as in (3.29) we let c∗, λ∗ be as in the above lemma and consider the function
r(u) = Ψ ′(c∗(y(u)+ λ∗)+) (3.39)
which is nonnegative continuous (and decreasing) on (0,1). Then (7.2) implies
1∫
0
r(u) du = f and
1∫
0
G
(
r(u)
)
du = F. (3.40)
Next if λ∗  0 we have using (3.40) and (3.10)
F
c∗
+ 1
c∗
1∫
0
Ψ
(
c∗
(
y(u)+ λ∗)+)du− λ∗f
= F
c∗
+ 1
c∗
1∫ [
r(u)c∗
(
y(u)+ λ∗)du−G(r(u))]du− λ∗f0
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1∫
0
r(u)y(u)du =
1∫
0
r(u)
1∫
u
Y ∗(s)
s
ds du
=
1∫
0
Y ∗(t)1
t
t∫
0
r(u) dudt. (3.41)
On the other hand if λ∗ < 0 we let ρ ∈ (0,1) be the unique number such that y(ρ) = −λ∗ and
noting that r(u) = 0 for u > ρ we get
F
c∗
+ 1
c∗
1∫
0
Ψ
(
c∗
(
y(u)+ λ∗)+)du− λ∗f
= F
c∗
+ 1
c∗
ρ∫
0
Ψ
(
c∗
ρ∫
u
Y ∗(s)
s
ds
)
du+ f
1∫
ρ
Y ∗(s)
s
ds
=
ρ∫
0
r(u)
ρ∫
u
Y ∗(t)
t
dt du+
1∫
ρ
Y ∗(t)
t
ρ∫
0
r(u) dudt
=
1∫
0
Y ∗(t)1
t
t∫
0
r(u) dudt. (3.42)
One gets also the same result defining y¯ and Y¯ ∗ as in (3.29) and (3.30) using the function R¯ of
Lemma 5.
Now for Y ∗ we use Y ∗(t) 1
t
∫ t
0 r(u) duΩ(Y ∗(t)) + H( 1t
∫ t
0 r(u) du) for t ∈ (0,1) and also
use (3.31) whereas for Y¯ ∗, noting moreover that Y¯ ∗(t) = 0 for t > k we have proved the follow-
ing.
Proposition 1. Given a nonnegative T -step function φ with ∫
X
φ dμ = f and ∫
X
G(φ)dμ F
there exists a nonnegative (decreasing) function r on (0,1] satisfying
1∫
0
r(u) du = f and
1∫
0
G
(
r(u)
)
du = F (3.43)
and such that
∫
H(MT φ)dμ
1∫
H
(
1
t
t∫
r(u) du
)
dt. (3.44)X 0 0
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creasing) function r¯ on (0,1] satisfying
1∫
0
r¯(u) du = f and
1∫
0
G
(
r¯(u)
)
du = F (3.45)
and such that
∫
X
H(MT φ)dμ
k∫
0
H
(
1
t
t∫
0
r¯(u) du
)
dt. (3.46)
Now we can prove the following theorem which can be viewed as a “symmetrization” princi-
ple for the maximal operator.
Theorem 2. For any f,F > 0 such that G(f ) < F we have
BTG,H (F,f ) = DG,H (F,f ) and BTG,H (F,f, k) = D¯G,H (F,f, k). (3.47)
Proof. For the general nonnegative φ ∈ L1(X,μ) one can consider the sequence (φm) where
φm =∑I∈T(m) AvI (φ)χI and set
Φm =
∑
I∈T(m)
max
{
AvJ (φ): I ⊆ J ∈ T
}
χI = MT φm (3.48)
since AvJ (φ) = AvJ (φm) whenever I ⊆ J ∈ T when I ∈ T(m).
Then it is easy to see that∫
X
φm dμ =
∫
X
φ dμ = f, Fm =
∫
X
G(φm)dμ
∫
X
G(φ)dμ F (3.49)
for all m and that since H is increasing H(Φm) converges monotonically almost everywhere to
H(MT φ). Also since each φm is a T -step function the above proposition implies that∫
X
H(Φm)dμDG,H (F,f ) and
∫
E
H(Φm)dμ D¯G,H (F,f, k) (3.50)
and so letting m → ∞ we get using the monotone convergence theorem the upper bounds in
(3.47) for the general φ and any measurable E ⊆ X with μ(E) = k.
Now to complete the proof of the theorem we suppose r is nonnegative decreasing on (0,1]
and satisfies the conditions in (3.13).
Then as in [3] for any α with 0 < α < 1, using Lemma 1, we choose for every I ∈ T a family
F(I ) ⊆ T of pairwise almost disjoint subsets of I such that∑
μ(J ) = (1 − α)μ(I). (3.51)
J∈F(I )
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F(I ) ⊆ S . It is clear that defining the correspondence I → I ∗ with respect to this S we have
J ∗ = I ∈ S if and only if J ∈ F(I ) and so writing
AI = I
∖ ⋃
J∈S: J ∗=I
J (3.52)
we have aI = μ(AI ) = μ(I)−∑J∈S: J ∗=I μ(J ) = αμ(I) for every I ∈ S .
Also it is easy to see that
S =
⋃
m0
S(m) where S(0) = {X} and S(m+1) =
⋃
I∈S(m)
F(I ). (3.53)
We define rank(I ) of any I ∈ S to be the unique integer m such that I ∈ S(m) and we define
the xI ’s by setting
xI = γm = 1
α(1 − α)m
(1−α)m∫
(1−α)m+1
r(u) du (3.54)
for every I ∈ S where m = rank(I ) and let
φα =
∑
I∈S
xIχAI . (3.55)
For every I ∈ S and every m 0 we have
bm(I) =
∑
SJ⊆I
r(J )=r(I )+m
μ(J ) = (1 − α)mμ(I) (3.56)
hence ∫
X
φα dμ =
∑
I∈S
aI xI =
∑
m0
∑
I∈S(m)
γmαμ(J ) = α
∑
m0
γmbm(X)
= α
∑
m0
γm(1 − α)m =
1∫
0
r(u) du = f (3.57)
and by Jensen’s inequality
∫
X
G(φα)dμ =
∑
I∈S
aIG(xI ) = α
∑
m0
G(γm)(1 − α)m 
1∫
0
G
(
r(u)
)
du F. (3.58)
On the other hand if I ∈ S and m = rank(I )
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μ(I)
∑
J∈S: J⊆I
aJ xJ = α
μ(I)
∑
0
γ+rank(I )
∑
SJ⊆I
rank(J )=rank(I )+
μ(J )
= α
∑
0
γ+m(1 − α) = 1
(1 − α)m
(1−α)m∫
0
r(u) du (3.59)
and so
∫
X
H(MT φα)dμ
∑
I∈S
aIH
(
AvI (φα)
)= ∑
m0
α(1 − α)mH
(
1
(1 − α)m
(1−α)m∫
0
r
)
. (3.60)
Therefore since r and so also 1
t
∫ t
0 r are decreasing upon setting α = 1 − δ2
−n → 0+ with δ ∈
(0,1) fixed and n → ∞ in (3.60) and using the monotone convergence theorem (since it is easy
to see that if bδ =∑m0 H( 1δm ∫ δm0 r)χ(δm+1,δm) then b√δ  bδ) we get
lim sup
α→0+
∫
X
H(MT φα)dμ
1∫
0
H
(
1
t
t∫
0
r(u) du
)
dt (3.61)
which completes the proof of the first equality in (3.47).
To complete the proof of the second equality in (3.47) the following minor modification is
needed. We take N large and set
αN = 1 − (1 − k)1/N (3.62)
consider SαN and let
EN =
⋃
I∈S
rank(I )N
AI . (3.63)
It is clear that μ(EN) = k and using the above argument we similarly get
lim sup
N=2n→+∞
∫
EN
H(MT φαN )dμ
k∫
0
H
(
1
t
t∫
0
r(u) du
)
dt (3.64)
which completes the proof of the theorem. 
4. Extremals for theDG,H and D¯G,H
Here suppose that for certain f,F, k with the above properties there exists an extremal for
(3.14) and that D¯G,H (F,f, k) < +∞ (note that (3.13) is the special case k = 1). Let r be such an
extremal. Since r is nonnegative and by (3.15) may be assumed decreasing there exists α ∈ (0,1]
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(0, α) and such that
1∫
0
b = 0,
1∫
0
bG′(r) = 0. (4.1)
Then for any η ∈ L∞(0,1) also compactly supported in (0, α) and such that
1∫
0
η =
1∫
0
ηG′(r) = 0 (4.2)
considering the C1 function S(x, y) = ∫ 10 G(r + xη + yb) which has ∂S∂x (0,0) = ∫ 10 ηG′(r) = 0
and ∂S
∂y
(0,0) = ∫ 10 bG′(r) = 0 we conclude that there exists a differentiable function λ in a neigh-
borhood of 0 such that for all ε near 0
1∫
0
G
(
r + εη + λ(ε)b)=
1∫
0
G(r) F, λ(0) = λ′(0) = 0. (4.3)
Since clearly
∫ 1
0 (r+εη+λ(ε)b) = f , r is an extremal and moreover for all ε with |ε| sufficiently
small r + εη + λ(ε)b is nonnegative on (0,1) we get
0 = d
dε
∣∣∣∣
ε=0
k∫
0
H
(
1
t
t∫
0
(
r + εη + λ(ε)b)
)
=
k∫
0
k∫
s
H ′
(
1
t
t∫
0
r
)
dt
t
η(s) ds. (4.4)
Then we use the following.
Lemma 7. If r1, r2 ∈ L1loc(U) (U is an open interval) are nonnegative and for every η ∈ L∞(U)
compactly supported in U and such that
∫ 1
0 η =
∫ 1
0 ηr1 = 0 we have also
∫ 1
0 ηr2 = 0, then there
exist constants c,ρ ∈ R such that r2 = cr1 + ρ a.e. in U .
Proof. It suffices to prove the above relation on every compact subinterval of U . Supposing
it is [0,2π] the result follows easily considering the Fourier series of r1, r2 and then for any
m,n = 0 using the (bounded) test function η(t) = rˆ1(m)e−inx − rˆ1(n)e−imx to get rˆ1(m)rˆ2(n)−
rˆ1(n)rˆ2(m) = 0 for all such m, n. 
This implies that there exist constants c,ρ ∈ R such that
χ(0,k)(s)
k∫
s
H ′
(
1
t
t∫
0
r
)
dt
t
= cG′(r(s))+ ρ (4.5)
almost everywhere in (0, α). But since r is decreasing this implies that r must be continuous on
(0, α), (4.5) holds everywhere on (0, α) and c > 0.
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∫ 1
0 G(r) = F hence the above variational problems
would not have been affected if we had replaced the  F by = F . Indeed if not, taking any η ∈
L∞(0,1) compactly supported in (0, α) and such that
∫ 1
0 η = 0, r+εη would be nonnegative and
satisfy
∫ 1
0 G(r + εη) < F whenever |ε| is sufficiently small which then implies using Lemma 7
with r1 = 0 that χ(0,k)(s)
∫ k
s
H ′( 1
t
∫ t
0 r)
dt
t
must be constant on (0, α) hence H ′( 1
t
∫ t
0 r) = 0 for
a.e. t ∈ (0,min(α, k)). But this combined with the convexity of the increasing function H (and
since r(t) = 0 if α < t  1) implies that H( 1
t
∫ t
0 r) = minH for all t ∈ (0, k). This contradicts the
fact that r is an extremal since taking M sufficiently large so that H(M) > minH and then δ > 0
sufficiently small to have δG(M) + (1 − δ)G(f−Mδ1−δ ) < F , which is possible since G(f ) < F ,
r˜ = Mχ(0,δ) + f−Mδ1−δ χ(δ,1) shows that D¯G,H (F,f, k) > minH .
Next such a function b exists unless r is constant on (0, α). Indeed choosing 0 < x1 < x2 < α
and r(x1) > r(x2) and 0 < τ < min(x1, α − x2) we let b = χ(x1−τ,x1) − χ(x2,x2+τ). Clearly b
satisfies the first equation in (4.1) and since G′ is strictly decreasing ∫ 10 bG′(r) τ(G′(r(x1))−
G′(r(x2))) > 0. But if r is constant on (0, α) then we must have α < 1 (otherwise
∫ 1
0 G(r) =
G(f ) < F which leads to a contradiction as shown above). But if r is constant on (0, α) say
r = λ > 0 then for any 0 < δ < min(k,α)/4 we take for any ε with |ε| small enough
rε = r + ε(χ(δ,2δ) − χ(2δ,3δ))+w(ε)(−χ(α−δ,α) + χ(α,α+δ)) (4.6)
where w(t) = D−1(2G(λ) − G(λ + t)− G(λ − t)), D : [0, λ2 ) → [0,+∞) being the strictly in-
creasing function D(u) = G(λ) − G(u) − G(λ − u). It is easy to see using the convexity of G
that w(t) > 0 whenever |t | is sufficiently small, w is differentiable and w(0) = w′(0) = 0. Then
it is easy to see that
∫ 1
0 rε = f and
∫ 1
0 G(rε) = F and rε is nonnegative on (0,1] so the above ar-
gument implies that
∫ 2δ
δ
∫ k
s
H ′( 1
t
∫ t
0 r)
dt
t
ds = ∫ 3δ2δ ∫ ks H ′( 1t ∫ t0 r) dtt ds and since 1t ∫ t0 r = λ when
t < 3δ we get H ′(λ) = 0 and this gives a contradiction as before. Hence such a function b always
exists.
Next we will need the following.
Lemma 8. For the extremal function r above the following identity holds
k∫
0
H
(
1
t
t∫
0
r
)
dt = kH
(
1
k
k∫
0
r
)
+ c
k∫
0
G(r)+ ρ
k∫
0
r + cτΨ (G′(r(τ−)) (4.7)
where τ = min(α, k).
Proof. Let ε > 0 be small and then integrating by parts we get
k∫
ε
H
(
1
t
t∫
0
r
)
dt = kH
(
1
k
k∫
0
r
)
− εH
(
1
ε
ε∫
0
r
)
+
k∫
ε
(
1
t
t∫
0
r − r(t)
)
H ′
(
1
t
t∫
0
r
)
dt. (4.8)
The second term in the right-hand side is o(1) as ε → 0 since it is less than ∫ ε0 H( 1t ∫ t0 r) dt (note
that we have assumed D¯G,H (F,f, k) < +∞). Also since r(t) = 0 if t > α, using (4.5) we have
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k∫
ε
r(t)H ′
(
1
k
k∫
0
r
)
dt
=
k∫
ε
tr(t) d
( k∫
t
H ′
(
1
u
u∫
0
r
)
du
u
)
=
τ∫
ε
tr(t) d
(
cG′
(
r(t)
)+ ρ)
= cτr(τ−)G′(r(τ−))− cεr(ε)G′(r(ε))− c
τ∫
ε
rG′(r)− c
τ∫
ε
t dG
(
r(t)
)
= cτ(r(τ−)G′(r(τ−))−G(r(τ−)))− c(εr(ε)G′(r(ε))− εG(r(ε)))
− c
τ∫
ε
rG′(r)+ c
τ∫
ε
G(r) (4.9)
and (letting t → τ− in (4.5))
k∫
ε
(
1
t
t∫
0
r
)
H ′
(
1
t
t∫
0
r
)
dt
= −
k∫
ε
( t∫
0
r
)
d
( k∫
t
H ′
(
1
u
u∫
0
r
)
du
u
)
= −
τ∫
ε
( t∫
0
r
)
d
(
cG′
(
r(t)
)+ ρ)−
( τ∫
0
r
) k∫
τ
d
( k∫
t
H ′
(
1
u
u∫
0
r
)
du
u
)
= −cG′(r(τ−))
( τ∫
0
r
)
+ cG′(r(ε))
ε∫
0
r + c
τ∫
ε
rG′(r)+
( τ∫
0
r
) k∫
τ
H ′
(
1
u
u∫
0
r
)
du
u
= ρ
τ∫
0
r + cG′(r(ε))
ε∫
0
r + c
τ∫
ε
rG′(r). (4.10)
Now noting that r = 0 on (τ, k) (if nonempty), (4.7) will follow from (4.8), (4.9), (4.10) and
(3.10) once we have proved that
lim
ε→0+
[( ε∫
0
r − εr(ε)
)
G′
(
r(ε)
)+ εG(r(ε))
]
= 0. (4.11)
But this follows from
∫ 1
0 G(r) = F < +∞ since the convexity of G implies that G(r(t)) 
(r(t)− r(ε))G′(r(ε))+G(r(ε)) on (0, ε). 
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Case 1. If α = 1 then (4.5) holds on (0,1] hence r is continuous on (0,1], constant on (k,1]
and ρ = −cG′(r(k)). Therefore, writing ρ = −cγ , we have f = ∫ 10 r = ∫ k0 r + (1 − k)r(k) and
F = ∫ 10 G(r) = ∫ k0 G(r)+ (1 − k)G(r(k)) and γ = G′(r(k)). Hence (4.7) and (3.10) give
D¯G,H (F,f, k)
=
k∫
0
H
(
1
t
t∫
0
r
)
dt
= kH
(
1
k
k∫
0
r
)
+ c[F − (1 − k)G(r(k))]− cγ [f − (1 − k)r(k)]+ ckΨ (G′(r(k)))
= kH
(
f − (1 − k)Ψ ′(γ )
k
)
+ c(F − γf +Ψ (γ )). (4.12)
Moreover setting r˜(s) = r(ks) we easily get that ∫ 1
s
H ′( 1
t
∫ t
0 r˜)
dt
t
= cG′(r˜(s)) − cγ on (0,1],∫ 1
0 r˜ = 1k (f − (1 − k)Ψ ′(γ )) and
∫ 1
0 G(r˜) = 1k (F − (1 − k)G(Ψ ′(γ ))).
Case 2. If α < 1 then we fix bounded functions b, ζ compactly supported in (0, α) such that b
satisfies (4.1) and ∫ 10 ζ = 1. Then define for τ close to 1 and s small
rτ,s(t) = r(τ t)+ (τ − 1)f ζ(τ t)+ sb(τ t) (4.13)
when 0 < t  τ−1 and rτ,s(t) = 0 otherwise. Since α < 1 and r , b, ζ are zero on (α,1] it is easy
to see that for any τ sufficiently close to 1 we have
∫ 1
0 rτ,s = f . Moreover setting
K(τ, s) =
1∫
0
G(rτ,s) = 1
τ
1∫
0
G
(
r(t)+ (τ − 1)f ζ(t)+ sb(t))dt (4.14)
the second equality holding when τ > α we have K(1,0) = F , ∂K
∂s
(1,0) = ∫ 10 G′(r)b = 0 and
∂K
∂τ
(1,0) = f ( ∫ 10 G′(r)ζ ) − F hence there exists a differentiable function w in a neighborhood
of 1 such that w(1) = 0 and K(τ,w(τ)) = F . Thus writing
W(τ) =
k∫
0
H
(
1
t
t∫
0
rτ,w(τ)
)
dt =
k∫
0
H
(
1
τ t
τ t∫
0
(
r(u)+ (τ − 1)f ζ(u)+ sb(u))du
)
dt
= 1
τ
kτ∫
0
H
(
1
t
t∫
0
(
r + (τ − 1)f ζ + sb)
)
dt (4.15)
we must have W ′(1) = 0 and so after using (4.7) and since b, ζ are compactly supported in (0, α)
where (4.5) holds we get with M = cmin(α, k)Ψ (G′(r(min(α, k)−))
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k∫
0
H
(
1
t
t∫
0
r
)
dt − kH
(
1
k
k∫
0
r
)
+
k∫
0
H ′
(
1
t
t∫
0
r
)(
1
t
t∫
0
(−f ζ +w′(1)b)
)
dt
= c
k∫
0
G(r)+ ρ
k∫
0
r +M +
k∫
0
k∫
s
H ′
(
1
t
t∫
0
r
)
dt
t
(−f ζ(s)+w′(1)b(s))ds
= c
k∫
0
G(r)+ ρ
k∫
0
r +M +
k∫
0
(
cG′
(
r(s)
)+ ρ)(−f ζ(s)+w′(1)b(s))ds
= c
k∫
0
G(r)+ ρ
k∫
0
r +M − cF − ρf (4.16)
since w′(1) = −( ∫ 10 G′(r)b)−1(f (∫ 10 G′(r)ζ )− F). Hence
c
1∫
k
G(r)+ ρ
1∫
k
r = cmin(α, k)Ψ (G′(r(min(α, k)−))) (4.17)
and so if α  k the left-hand side of (4.17) being 0 implies that r(α−) = 0 hence r is continuous
on (0,1]. But we cannot have k < α < 1 because then we must have ρ = −cG′(r(k)) and r is
continuous on (0, α) and constant on [k,α) thus c ∫ 1
k
G(r) + ρ ∫ 1
k
r = −c(α − k)Ψ (G′(r(k))
which when combined with (4.17) leads to the contraction cαΨ (G′(r(k)) = 0.
Thus we must have α  k (and so r(k) = 0 and by (4.5) ρ = ∫ k
α
H ′( 1
t
∫ t
0 r)
dt
t
= ∫ k
α
H ′( f
t
) dt
t
)
and thus (4.17) gives
D¯G,H (F,f, k) =
k∫
0
H
(
1
t
t∫
0
r
)
dt = kH
(
1
k
k∫
0
r
)
+ cF + ρf
= kH
(
f
k
)
+ f
k∫
α
H ′
(
f
t
)
dt
t
+ cF = cF + αH
(
f
α
)
+
k∫
α
H
(
f
t
)
dt. (4.18)
Also from (4.5) we easily get that the function r˜(s) = r(αs) satisfies ∫ 1
s
H ′( 1
t
∫ t
0 r˜)
dt
t
=
cG′(r˜(s)) on (0,1], ∫ 10 r˜ = fα and ∫ 10 G(r˜) = Fα . Here we define γ to be 0.
We have thus proved the following.
Theorem 3. If the convex and increasing functions G,H satisfy the assumptions of the previous
section and for certain positive real numbers f,F, k with G(f ) < F,k  1 there exists an ex-
tremal for (3.14) and D¯G,H (F,f, k) is finite then there exists a continuous decreasing function r˜
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cG′
(
r˜(s)
)= cγ +
1∫
s
H ′
(
1
t
t∫
0
r˜
)
dt
t
(4.19)
for all s ∈ (0,1] and such that:
(i) If γ > 0 then
1∫
0
r˜ = 1
k
(
f − (1 − k)Ψ ′(γ )),
1∫
0
G(r˜) = 1
k
(
F − (1 − k)G(Ψ ′(γ ))) (4.20)
and
D¯G,H (F,f, k) = kH
(
f − (1 − k)Ψ ′(γ )
k
)
+ c(F − γf +Ψ (γ )). (4.21)
(ii) If γ = 0 then there exists α with 0 < α  k such that
1∫
0
r˜ = f
α
,
1∫
0
G(r˜) = F
α
(4.22)
and
D¯G,H (F,f, k) = cF + αH
(
f
α
)
+
k∫
α
H
(
f
t
)
dt. (4.23)
The above theorem when specialized for k = 1 provides a corresponding description for the
variational problem (3.13).
We will now show that when H is weaker than G in the following sense there always exist
extremals for the expressions defined in (3.13) and (3.14). Assume thus that
+∞∫
1
H ′(x)
G(x)
dx < +∞. (4.24)
Then we have the following.
Proposition 2. Assuming H , G satisfy also (4.24) there always exist decreasing nonnegative
functions on (0,1] which are extremals for the variational problems (3.13) and (3.14) and the
corresponding functions DG,H and D¯G,H are finite valued. Moreover one can replace the  F
by = F in (3.13) and (3.14) and the resulting functions will be the same thus DG,H and D¯G,H
are strictly increasing in F when the other variables are fixed.
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quence for (3.13) of nonnegative functions on (0,1] which in view of (3.15) can be assumed also
decreasing. Since for each δ > 0 we have δrm(δ) f we conclude that there exist a subsequence
(rmj ) and a decreasing nonnegative function r such that rmj (x) → r(x) at each point of continu-
ity of r , hence a.e. (one just chooses rmj so that rmj (s) converges whenever s ∈ (0,1] is rational).
By Fatou’s lemma we have
∫ 1
0 G(r(u)) du F and since limx→+∞
G(x)
x
= +∞ one easily gets
that the sequence (rm) is uniformly integrable so
∫ t
0 rmj →
∫ t
0 r for every t in (0,1].
Next we will show that the sequence (hm) where hm(t) = H( 1t
∫ t
0 rm) is also uniformly inte-
grable which will imply that r is an extremal. Fixing m we let d(z) = |{t ∈ (0,1]: 1
t
∫ t
0 rm > z}|
and note that (since 1
t
∫ t
0 rm is decreasing) whenever t < d(z) we have
G(z)G
(
1
t
t∫
0
rm
)
 1
t
t∫
0
G(rm)
F
t
(4.25)
hence d(z) F
G(z)
and so if λ > 1
∫
{t : 1
t
∫ t
0 rm>λ}
H
(
1
t
t∫
0
rm
)
 F
(
H(λ)
G(λ)
+
+∞∫
λ
H ′(z)
G(z)
dz
)
→
λ→+∞ 0 (4.26)
by (4.24) (and the convexity of H ). The last sentence follows since we have shown that for any
extremal we must have
∫ 1
0 G ◦ r = F . This completes the proof. 
5. Determination of the extremal when H ′ > 0
We will now examine more closely Eq. (4.19) assuming the existence of an extremal.
We assume first that H ′ > 0 on (0,+∞) and without loss of the generality that H(0) = 0
(otherwise we subtract a constant).
Let r˜ be as in Theorem 3. Clearly from (4.19) it follows limt→0+ r˜(t) = +∞. Since H ′ > 0 on
(0,+∞) we easily get that r˜ must be strictly decreasing on (0,1]. Since G′′ > 0 on (0,+∞) and
H is strictly decreasing we can define the continuous strictly increasing function Z on [0,+∞)
by
Z
(
G′
(
r˜(t)
))= H
(
1
t
t∫
0
r˜
)
(5.1)
for t ∈ (0,1] and differentiating we get using (4.19)
Z′
(
G′
(
r˜(t)
))(
G′ ◦ r˜)′(t) = H ′
(
1
t
t∫
0
r˜
)(
− 1
t2
t∫
0
r˜ + r˜(t)
t
)
= c(G′ ◦ r˜)′(t)(1
t
t∫
r˜ − r˜(t)
)
0
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at every t where H ′ exists and is continuous at 1
t
∫ t
0 r˜ hence almost everywhere. But since it is
easy to see that Z locally Lipschitz on [γ,+∞) (note that γ = G′(r˜(1))) we get that Z satisfies
the following differential equation
Z′(x) = c(H−1(Z(x))−Ψ ′(x)) (5.3)
for every x  γ . Moreover from (5.2) we easily get Z′ > 0 everywhere hence
Z(x) >H
(
Ψ ′(x)
) (5.4)
for all x  γ . Actually we have setting t = 1 in (5.1) that Z(γ ) = H( 1
k
(f − (1 − k)Ψ ′(γ ))) and
if γ = 0 then Z(γ ) = H(f
α
)H(f ) > 0.
Also from (4.19) we get cG′(r˜(s)) = cγ + ∫ 1
s
H ′(H−1(Z(G′(r˜(t)))) dt
t
which easily gives
c
G′(r˜(t))∫
γ
du
H ′ ◦H−1 ◦Z(u) = log
1
t
(5.5)
for all t ∈ (0,1] hence r˜ can be reconstructed from Z and γ .
Now note that by Jensen’s inequality
lim
t→0+
tG ◦H−1 ◦Z(G′(r˜(t)))= lim
t→0+
tG
(
1
t
t∫
0
r˜
)
 lim
t→0+
t∫
0
G(r˜) = 0 (5.6)
hence writing x = G′(r˜(t)) which tends to +∞ as t → 0+ we get using (5.5) that
lim
x→+∞G ◦H
−1 ◦Z(x) exp
(
−c
x∫
γ
du
H ′ ◦H−1 ◦Z(u)
)
= 0. (5.7)
Also, since we have assumed D¯G,H (F,f, k) finite, from (4.8) in Lemma 8 with r˜ replacing r ,
using also (4.19) and (5.5) to get
1∫
0
(
1
t
t∫
0
r˜ − r˜(t)
)
H ′
(
1
t
t∫
0
r˜
)
dt
=
1∫
0
tc
((
H−1
(
Z
(
G′
(
r˜(t)
))−Ψ ′(G′(r˜(t)))))dG′(r˜(t)))
= c
+∞∫
exp
(
−c
x∫
du
H ′ ◦H−1 ◦Z(u)
)(
H−1
(
Z(x)
)−Ψ ′(x))dx (5.8)
γ γ
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+∞∫
γ
exp
(
−c
x∫
γ
du
H ′ ◦H−1 ◦Z(u)
)(
H−1
(
Z(x)
)−Ψ ′(x))dx < +∞. (5.9)
Next we consider the differential equation (5.3) on [0,+∞) together with the condition (5.4) on
(0,+∞). Since H ′ > 0 on (0,+∞) it is easy to see that local uniqueness holds hence if Z1,Z2
are any two solutions then either Z1 > Z2 on (0,+∞) or Z1 > Z2 on (0,+∞). We then have
the following.
Lemma 9. There exists at most one solution of (5.3) and (5.4) on (0,+∞) satisfying also (5.7).
Proof. Assuming Z1 >Z2 on (0,+∞) are two functions satisfying (5.3) and (5.4) then defining
ζ = Z1 −Z2 > 0 we get by the convexity of H
ζ ′(t) = c[H−1(Z1(x))−H−1(Z2(x))] c
H ′ ◦H−1 ◦Z1(t) ζ(t) (5.10)
almost everywhere hence the function ζ(t) exp(−c ∫ x1 duH ′◦H−1◦Z1(u) ) is increasing which implies
that it is bounded from below by a positive constant as t → +∞. Since ζ(t) < Z1(t) and using
(1.8) we conclude that Z1 does not satisfy (5.7). 
Concerning (5.4) we also have the following.
Lemma 10. If 0 < a <M , Z1 satisfies (5.3) on (a,M] and Z1(M)H(Ψ ′(M)) then Z1 can be
uniquely extended to a solution of (5.3) on [0,M] which satisfies (5.4) on (0,M).
Proof. By local existence and uniqueness it suffices to show that if 0 < x0  M satisfies
Z1(x0) = H(Ψ ′(x0)) then there exists δ > 0 such that Z1(x) > H(Ψ ′(x)) for all x in (x0 −δ, x0).
But this follows since Z′1(x0) must be 0 whereas if x < x0 is close to x0 then for some σ > 0
H
(
Ψ ′(x)
)
H
(
Ψ ′(x0)
)−H ′r(Ψ ′(x))[Ψ ′(x0)−Ψ ′(x)] Z1(x0)− σ(x0 − x).  (5.11)
Using the above lemma we then define the minimal solution Z(c, .) of (5.3) as follows: For
any M > 0 let ZM denote the unique solution of (5.3) on [0,M] satisfying (5.4) on (0,M) and
ZM,c(M) = H(Ψ ′(M)). It is easy to see that whenever M ′ >M > 0 we have ZM ′,c > ZM,c on
(0,M]. Then we define
Z(c, x) = lim
M→+∞ZM,c(x) = supM>x ZM,c(x) (5.12)
for x  0. Then we easily get that either Z(c, x) = +∞ for all x > 0 in which case there is no
solution of (5.3) on [0,+∞) satisfying (5.4) on (0,+∞) or Z(c, x) < +∞ for all x > 0 in which
case Z(c, .) is a solution of (5.3) on [0,+∞) satisfying (5.4) on (0,+∞) such that for any other
such solution Z¯ we have Z(c, x)  Z¯(x) for all x  0. In this case we call Z(c, .) the minimal
solution of (5.3).
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[γ,+∞) of the minimal solution Z(c, .) (which thus for this specific c > 0 must be finite). Next
we define the kernel
Kc(x) = c
H ′ ◦H−1(Z(c, x)) (5.13)
on (0,+∞) (when H ′ at the corresponding point exists) and note that using (5.5), r˜(1) = Ψ ′(γ )
and since tG(r˜(t)) → 0 as t → 0+
1∫
0
G
(
r˜(t)
)
dt = G(Ψ ′(γ ))−
1∫
0
t dG
(
r˜(t)
)
= G(Ψ ′(γ ))−
1∫
0
exp
(
−
G′(r˜(t))∫
γ
Kc(u)du
)
dG
(
r˜(t)
)
= G(Ψ ′(γ ))+
+∞∫
γ
exp
(
−
x∫
γ
Kc(u)du
)
xΨ ′′(x) dx (5.14)
and similarly
1∫
0
r˜(t) dt = Ψ ′(γ )+
+∞∫
γ
exp
(
−
x∫
γ
Kc(u)du
)
Ψ ′′(x) dx. (5.15)
Hence in view of (4.20) we must have in the case γ > 0
Ak(c, γ ) = Ψ ′(γ )+ k
+∞∫
γ
exp
(
−
x∫
γ
Kc(u)du
)
Ψ ′′(x) dx = f (5.16)
and
Bk(c, γ ) = G
(
Ψ ′(γ )
)+ k
+∞∫
γ
exp
(
−
x∫
γ
Kc(u)du
)
xΨ ′′(x) dx = F (5.17)
whereas from (4.22) we must have in case γ = 0 (in which case Z(c,0) must be positive)
A(c) = A1(c,0) =
+∞∫
exp
(
−
x∫
Kc(u)du
)
Ψ ′′(x) dx = f
α
(5.18)0 0
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B(c) = B1(c,0) =
+∞∫
0
exp
(
−
x∫
0
Kc(u)du
)
xΨ ′′(x) dx = F
α
(5.19)
where 0 < α  k.
To study the above equation we will now examine the solutions Z(c, .). First we have the
following.
Lemma 11. Let c1 > c2 > 0 and suppose that the minimal solution Z(c2, .) exists (i.e. is finite).
Then Z(c1, .) also exists and we have
Z(c2, x) > Z(c1, x) (5.20)
for all x > 0.
Proof. Let M > 0. Then let Z1 = ZM,c1 and Z2 = Z(c2, .). Clearly Z1(M) < Z2(M) and if
0 < x0 < M satisfies Z1(x0) = Z2(x0) = T we have T > H(Ψ ′(x0)) and so (Z1 − Z2)′(x0) =
(c1 − c2)(H−1(T ) − Ψ ′(x0)) > 0 hence Z1(x) > Z2(x) if x > x0 is sufficiently close to x0.
This easily implies that ZM,c1(x) < Z(c2, x) for all x ∈ (0,M]. Letting M → +∞ we get the
existence of Z(c1, .) and (5.20) with an  instead of <. However the above argument also shows
that if Z(c2, x0) = Z(c1, x0) for some x0 > 0 then Z(c2, x) < Z(c1, x) for some x > x0 which is
a contradiction. This completes the proof. 
Thus we also have Kc1(x) > Kc2(x) for all x > 0 whenever c1 > c2 > 0 are as in the above
lemma.
Now we define ΣG,H to be the set of all c > 0 such that Z(c, .) exists (and is finite), (5.7) and
(5.9) hold when Z is replaced by Z(c, .) and the expression Bk(c, γ ) (and so also Ak(c, γ )) is
finite for any γ > 0 (γ does not matter as long as it is positive).
Also we define Σ¯G,H to be the set of all c > 0 such that Z(c, .) exists (and is finite), Z(c,0) >
0, (5.7) and (5.9) hold when Z is replaced by Z(c, .) and γ = 0 and the expression B(c) (and so
also A(c)) is finite.
Then the above lemma implies that both ΣG,H and Σ¯G,H are intervals, ΣG,H is unbounded
from above and Σ¯H,G ⊆ ΣH,G (having the same left endpoints if both nonempty). We also have
the following.
Lemma 12.
(i) The function (c, x) → Z(c, x) is continuous on ΣG,H × [0,+∞). Moreover the functions
Ak(c, γ ) and Bk(c, γ ) are continuous on ΣG,H × (0,+∞), strictly increasing in γ and
strictly decreasing in c, and the functions A(c) and B(c) are continuous on Σ¯G,H and strictly
decreasing in c and they satisfy
G
(
Ak(c, γ )
)
<Bk(c, γ ) (5.21)
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A1(c, x) = Ψ ′(x)+
+∞∫
x
exp
(
−
y∫
x
Kc
)
Ψ ′′(y) dy = H−1(Z(c, x)). (5.22)
(ii) If in addition H is continuously differentiable then (c, x) → Z(c, x) is C1 on ΣG,H ×
(0,+∞) and on Σ¯G,H × [0,+∞) and moreover its partial derivative ω(c, x) = ∂Z(c,x)∂c
satisfies
ω(c, x) = −
+∞∫
x
exp
(
−
s∫
x
Kc
)(
H−1
(
Z(s)
)−Ψ ′(s))dx < +∞. (5.23)
Proof. (i) Let (cm) be a strictly decreasing sequence such that cm ∈ ΣG,H and cm → c ∈ ΣG,H .
Then Z(cm, .) increase and are bounded from above by Z(c, .) so they converge to a solution ζ
of (5.3) satisfying (5.4) and such that ζ  Z(c, .) thus by the properties of the minimal solution
ζ = Z(c, .). Next let (cm) be a strictly increasing sequence such that cm ∈ ΣG,H and cm → c ∈
ΣG,H . Then Z(cm, .) decrease, so are bounded from above by say Z(c1, .), and therefore they
converge to a solution ζ of (5.3) satisfying (5.4) and such that ζ  Z(c, .). But now for any x
and m
G ◦H−1 ◦Z(cm,x) exp
(
−cm
x∫
γ
du
H ′ ◦H−1 ◦Z(cm,u)
)
G ◦H−1 ◦ ζ(x) exp
(
−cm
x∫
γ
du
H ′ ◦H−1 ◦ ζ(u)
)
(5.24)
hence ζ also satisfies (5.7) (for c since c < cm). The uniqueness now Lemma 9 implies that
ζ = Z(c, .). Now the proof can be easily completed noting also that k  1 implies ∂Ak
∂γ
,
∂Bk
∂γ
> 0
and using the monotone convergence theorem.
To prove (5.21) we write, integrating by parts,
Ak(c, γ ) = (1 − k)Ψ ′(γ )+ k
+∞∫
γ
Ψ ′ dρ,
Bk(c, γ ) = (1 − k)G
(
Ψ ′(γ )
)+ k
+∞∫
γ
G ◦Ψ ′ dρ (5.25)
where dρ is the unit mass positive measure −d exp(− ∫ x
γ
Kc) on [γ,+∞) and then apply the
strict convexity of G and Jensen’s inequality.
To prove (5.22) we use (5.7) (noting also that Ψ ′ <H−1 ◦Z) and (5.3) to write
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(
Z(c, x)
)= − lim
N→+∞
N∫
x
d
dy
[
exp
(
−
y∫
x
Kc
)
H−1
(
Z(c, y)
)]
dy
= lim
N→+∞
N∫
x
exp
(
−
y∫
x
Kc
)
cH−1(Z(c, y))−Z′(c, x)
H ′(H−1(Z(c, y)))
dy
= lim
N→+∞
N∫
x
exp
(
−
y∫
x
Kc
)
cΨ ′(y)
H ′(H−1(Z(c, y)))
dy
= − lim
N→+∞
N∫
x
Ψ ′(y) d exp
(
−
y∫
x
Kc
)
= Ψ ′(x)+ lim
N→+∞
N∫
x
exp
(
−
y∫
x
Kc
)
Ψ ′′(y) dy = A1(c, x). (5.26)
(ii) For M > 0 we consider the family of solutions ZM,c which is C1 in (c, x) and ωM,c(x) =
∂ZM,c(x)
∂c
satisfies ωM,c(M) = 0 and
ω′M,c(x) =
c
H ′ ◦H−1(ZM,c(x))ωM,c(x)+
(
H−1
(
ZM,c(x)
)−Ψ ′(x)) (5.27)
on (0,M] hence
ωM,c(x) = −
M∫
x
exp
(
−c
s∫
x
du
H ′ ◦H−1 ◦ZM,c(u)
)(
H−1
(
ZM,c(s)
)−Ψ ′(s))dx (5.28)
on ΣG,H × (0,+M]. Now using the relation ZM,c1(x) − ZM,c2(x) =
∫ c1
c2
ωM,c(x) dc, the prop-
erty (5.9) and the monotone convergence theorem the proof is complete. 
The above lemma in particular implies that if cm ∈ Σ¯G,H strictly increase to c /∈ Σ¯G,H then
limm→∞ Z(cm,0) = 0.
Example 1. (a) If H(x) = pG(x) = xp where p > 1 then p′Ψ (x) = xp′ where p′ = p
p−1 > 1
and the corresponding equation becomes Z′(x) = c(Z(x)1/p − x1/(p−1)). Now using the substi-
tution Z(x) = xp′Y(x), it satisfies
xY ′(x) = cY (x)1/p − p′Y(x)− c. (5.29)
We will then show that Z(c, .) exists if and only if cminβ>1 Tp(β) = Tp(p′) = p(p′)p where
Tp(β) = p′ βpβ−1 is strictly decreasing on (1,p′] and strictly increasing on [p′,+∞). Indeed if
c < Tp(p
′) there is δ > 0 such that c(y1/p − 1) < (p′ − δ)y for all y  1 hence by (5.29) it
follows that YM,c(x) = x−p′ZM,c(x) satisfies that xδYM,c(x) is decreasing. Hence YM,c(x0) 
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Tp(p
′) let β be the unique number in (1,p′] such that c = Tp(β). Then clearly Z(x) = βpxp′ >
xp
′
satisfies the equation on [0,+∞). Now if Y satisfies (5.29) on [0,+∞) and Y(x0) < βp
for some x0 one easily gets Y ′(x) < 0 for x > x0 and moreover there exists δ > 0 such that
cY (x)1/p −p′Y(x)−c < −δ there. But this gives xY ′(x) < −δ and so there exists x1 sufficiently
large with Y(x1) < 1. Thus Z(c, .) = βpxp′ in this case. Hence Σ¯G,H is empty (which is related
to the single formula in the corresponding Bellman function Bp(F,f ) in [3]) and it follows easily
that Kc(x) = ξt where ξ = β(p−1)(β−1) ∈ [p′,+∞). It then follows that ΣG,H = (Tp(p′),+∞)
and if c ∈ ΣG,H (so ξ > p′) that
Ak(c, γ ) = γ p′−1
(
1 + k
(p − 1)ξ − 1
)
, Bk(c, γ ) = γ p′
(
1 + k
(p − 1)ξ − p
)
. (5.30)
One then can, solving the corresponding system (5.16), (5.17) and using (4.20), produce the same
function as in [3] for the (F,f, k) Bellman function which, combined with the corresponding
theorem from [3], shows that for this case an extremal (which Theorem 4 will show that is
unique) always exists for the corresponding (3.14) variational problem (although the functions
G,H do not satisfy (4.24)). However we will show in Corollary 1 below that changing H to
HL(x) = max(x,L)p with L> pp−1f there will be no extremal even for the variational problem
(3.13), which corresponds to the Bellman function in (1.5).
(b) If G(x) = x22 and H(x) = x then the equation becomes Z′(x) = c(Z(x)−x) and it is easy
to see that Z(c, x) = x + 1
c
. Hence it follows that Σ¯G,H = ΣG,H = (0,+∞) in this case.
(c) If G(x) = x22 and
H(x) =
{
4x − 3 if x  1,
x2 if 0 < x < 1
(5.31)
then one gets Z(c, x) = 4x − 3 + 16
c
if 0 < c < 4 (note that in this case Z(c, x) > 1) whereas for
c = 8 we have
Z(8, x) =
{
4x − 1 if x  12 ,
4x2 if 0 < x < 12
(5.32)
hence Z(8,0) = 0 (and so Z(c,0) = 0 for all c > 8). Hence in this case ΣG,H = (0,+∞) is
different from Σ¯G,H which must be of the form (0, c0] for some c0 ∈ (4,8). So the interval
Σ¯G,H depends also on the behavior of H near 0.
We now have the following.
Lemma 13. If 0 γ1  γ2, 0 < c1 < c2, c1, c2 ∈ ΣG,H (c1 ∈ Σ¯G,H in case γ1 = 0 and similarly
for c2), k1, k2 ∈ (0,1] and Ak (c1, γ1) = Ak (c2, γ2) then Bk (c1, γ1) > Bk (c2, γ2).1 2 1 2
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γ1
Kc1)  1, λ(x) = exp(−
∫ x
γ1
Kc1) < 1 for x > γ1 and D = Kc2 −
Kc1 > 0 and letting dσ denote the positive measure Ψ ′′(x) dx we have
+∞∫
γ2
[
k1 −Λk2 exp
(
−
x∫
γ2
D
)]
λ(x)dσ (x) =
γ2∫
γ1
(
1 − k1λ(x)
)
dσ(x) (5.33)
and we have to prove that
+∞∫
γ2
[
k1 −Λk2 exp
(
−
x∫
γ2
D
)]
λ(x)x dσ(x) =
γ2∫
γ1
(
1 − k1λ(x)
)
x dσ(x). (5.34)
If k1 <Λk2 then since the left-hand side of (5.33) is positive (here we use k1  1) there should
exist a unique τ > γ2 such that k1 = Λk2 exp(−
∫ τ
γ2
D) and so
+∞∫
γ2
[
k1 −Λk2 exp
(
−
x∫
γ2
D
)]
λ(x)x dσ(x)
> τ
τ∫
γ2
[
k1 −Λk2 exp
(
−
x∫
γ2
D
)]
λ(x)dσ (x)+ τ
+∞∫
τ
[
k1 −Λk2 exp
(
−
x∫
γ2
D
)]
λ(x)dσ (x)
= τ
+∞∫
γ2
[
k1 −Λk2 exp
(
−
x∫
γ2
D
)]
λ(x)dσ (x)
= τ
γ2∫
γ1
(
1 − k1λ(x)
)
dσ(x) >
γ2∫
γ1
(
1 − k1λ(x)
)
x dσ(x). (5.35)
On the other hand if k1 Λk2 then the integrand in the left-hand side of (5.34) is positive hence
the result follows as in (5.35) but with γ2 instead of τ . This completes the proof. 
Lemma 14.
(i) On the interval Σ¯G,H the function c → B(c)A(c) is strictly decreasing. In particular given f , F
the system (5.18)–(5.19) has at most one solution (c,α).
(ii) On the set ΣG,H × (0,+∞) the function Bk(c, γ ) is strictly decreasing on the level sets of
Ak(c, γ ). That is if c1 < c2 belong to this interval and γ1, γ2 > 0 are such that Ak(c1, γ1) =
Ak(c2, γ2) then γ1 < γ2 and Bk(c1, γ1) > Bk(c2, γ2). In particular given f , F the system
(5.16)–(5.17) has at most one solution (c, γ ).
(iii) If c1 ∈ Σ¯G,H , c2 ∈ ΣG,H , γ2 > 0 and 0 < α  k  1 are such that αA(c1) = Ak(c2, γ2)
then c1 < c2 and αB (c1) > Bk(c2, γ2). In particular given f,F at least one of the systems
(5.16)–(5.17) and (5.18)–(5.19) has no solutions.
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(where dσ denotes the positive measure Ψ ′′(x) dx)
B(c2)A(c1)−B(c1)A(c2)
=
+∞∫
0
+∞∫
0
(x − y) exp
(
−
x∫
0
Kc2 −
y∫
0
Kc1
)
dσ(x)dσ (y)
=
∫ ∫
{x>y}
(x − y)
[
exp
(
−
x∫
0
Kc2 −
y∫
0
Kc1
)
− exp
(
−
y∫
0
Kc2 −
x∫
0
Kc1
)]
dσ(x)dσ (y)
=
∫ ∫
{x>y}
(x − y) exp
(
−
x∫
0
(Kc1 +Kc2)
)[
exp
( x∫
y
Kc1
)
− exp
( x∫
y
Kc2
)]
dσ(x)dσ (y) > 0
and this completes the proof.
(ii) If γ1  γ2 then we would have Ak(c1, γ1)Ak(c1, γ2) > Ak(c2, γ2) since c1 < c2. Hence
γ1 < γ2 and the rest follows from Lemma 13 (with k1 = k2 = k).
(iii) If we had c1  c2 then c2 ∈ Σ¯G,H and αA(c1)  kA(c2) < Ak(c2, γ2) a contradiction.
Hence c1 < c2 and the rest follows from Lemma 13 (with k1 = α, k2 = k). 
Now the above analysis easily implies the following theorem.
Theorem 4. Assume H ′ > 0 on (0,+∞) and that for certain positive real numbers f,F, k with
G(f ) < F,k  1 there exists an extremal for (3.14) and D¯G,H (F,f, k) is finite. Then there exist
unique c = cG,H (F,f, k) > 0, γ = γG,H (F,f, k) 0 and α = αG,H (F,f, k) ∈ (0, k] such that
αG,H (F,f, k) = k and cG,H (F,f, k) ∈ ΣG,H if γG,H (F,f, k) > 0, and cG,H (F,f, k) ∈ Σ¯G,H
if γG,H (F,f, k) = 0 satisfying the following system of equations
Ψ ′(γ )+ α
+∞∫
γ
exp
(
−
x∫
γ
Kc
)
Ψ ′′(x) dx = f, (5.36)
G
(
Ψ ′(γ )
)+ α
+∞∫
γ
exp
(
−
x∫
γ
Kc
)
xΨ ′′(x) dx = F (5.37)
and for the corresponding Bellman function we have
BTG,H (F,f, k) =
{
kH
(f−(1−k)Ψ ′(γ )
k
)+ c(F − γf +Ψ (γ )) if γ > 0,
cF + αH (f
α
)+ ∫ k
α
H
(f
t
)
dt if γ = 0
(5.38)
(and thus the same holds for D¯G,H (F,f, k)). Moreover the extremal is unique.
If extremals exist (and thus are unique by the above theorem) for all relevant values of f,F, k
one can distinguish in terms of the values of f,F, k which of the two alternatives in (5.38) holds.
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with G(f ) < F,k  1 there exists an extremal for (3.14) and D¯G,H (F,f, k) is finite (for ex-
ample when G, H satisfy also (4.24)). Then the functions cG,H (F,f, k), γG,H (F,f, k) and
αG,H (F,f, k) are continuous and decreasing in F for fixed f , k. Moreover there exists for each
f, k a VG,H (f, k) ∈ (G(f ),+∞] such that γG,H (F,f, k) > 0 if F < VG,H (f, k) (so the first
alternative holds in (5.38)) and γG,H (F,f, k) = 0 if F  VG,H (f, k) (so the second alternative
holds in (5.38)). Actually if finite, VG,H (f, k) is the unique value F0 such that there exists c > 0
with kA(c) = f and kB(c) = F0.
Proof. That they are decreasing follows from Lemma 14, and the continuity follows from the
corresponding continuity of Ak , Bk , A, B combined with the uniqueness part in Theorem 4 (the
existence for all relevant f , F , k being assumed). Moreover Lemma 14(iii) implies that if for
fixed f , k we have γG,H (F,f1, k) = 0 and γG,H (F,f2, k) > 0 then F1 >F2.
Now supposing that the second alternative holds for all F >G(f ) then taking a sequence Fm
decreasing to G(f ) and the corresponding increasing by the first part of this lemma cm,αm we
have using Lemma 12 Z(cm,0) = H ◦A(cm) = H( fαm )H(
f
k
) thus we cannot have cm → +∞.
This implies cm → c′ < +∞ which by Lemma 12 must belong to Σ¯G,H . Letting then α′  k  1
denote the limit of αm we get using (5.21)
G(f ) = α′B(c′) > α′G(A(c′))= α′G( f
α′
)
G(f ) (5.39)
contradiction. This completes the proof. 
The possibility of having the two alternatives above is a new element here not encounter in
the case of Example 1 treated in [3]. We next examine what happens when F and k are kept
fixed. This reveals another new element that is the possibility of sup0<f<G−1(f ) BTG,H (F,f, k)
(which corresponds to dropping the condition ∫
X
φ = f in (1.9)) to occur not as f → 0+ but at
an intermediate point, actually the point of change between alternative one and two.
Proposition 4. Assume H ′ > 0 on (0,+∞) and that for all positive real numbers f,F, k with
G(f ) < F,k  1 there exists an extremal for (3.14) and D¯G,H (F,f, k) is finite. Also let 0 <
k  1 and F > 0 be fixed. Then the Bellman function BTG,H (F,f, k) considered as a function
of f ∈ (0,G−1(F )) is strictly increasing on the interval of f such that γG,H (F,f, k) = 0 and
strictly decreasing on the interval of f such that γG,H (F,f, k) > 0. In particular if for the fixed
F , k there exists c1 = c1(F, k) > 0 satisfying kB(c1) = F then f → BTG,H (F,f, k) assumes it
maximum value exactly at the point f0 = kA(c1(F, k)).
Proof. Let f ∈ (0,G−1(F )) and let r be the corresponding extremal (see Section 4). Then we
consider the variation defined in (4.1)–(4.4) but with the only difference that η now satisfies∫ 1
0 η = 1 instead of 0. Then clearly (4.3) and (4.4) are valid and so using (4.5) (note that r is an
extremal) we get
d
dε
∣∣∣∣
ε=0
k∫
H
(
1
t
t∫ (
r + εη + λ(ε)b)
)
=
k∫ (
cG′
(
r(s)
)+ ρ)η(s) ds = ρ. (5.40)
0 0 0
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∫ 1
0 (r + εη + λ(ε)b) = f + ε and so
∫ k
0 H(
1
t
∫ t
0 (r + εη + λ(ε)b))  BTG,H (f +
ε,F, k).
Therefore if ρ > 0 then BTG,H (f +ε,F, k) > BTG,H (F,f, k) for all ε > 0 sufficiently small and
if ρ < 0 then the same inequality holds for every ε < 0 with |ε| sufficiently small. However the
analysis in Section 4 implies that ρ = −cγ < 0 when γG,H (F,f, k) > 0 and if γG,H (F,f, k) =
0 then ρ = ∫ k
α
H ′( f
t
) dt
t
which is positive unless α = k (which corresponds to the case F =
VG,H (f, k)). This completes the proof. 
Remark 1. It might happen that only one alternative holds in certain cases and for certain
f,F, k. Indeed in Example 1 γG,H > 0 always thus only the first alternative holds (that is
VG,H (f, k) = +∞). In Section 7 we will describe a class of pairs (G,H) (which include the
cases (x) = xq and G(x) = xp with 1  q < p) where for each f, k both alternatives happen
(which one depends on the value of F ). Also it is not possible to have γG,H = 0 everywhere
since changing it to some γ > 0 (without changing cG,H , αG,H ) we would get some different
(F,f, k) where the first alternative holds. It might happen though that alternative two holds for
a specific pair (f, k) and all F , but we have no example for that. However we will see that
when H(x) = xq , where q  1 and we replace the condition ∫
X
G ◦ φ  F by the L∞ bound
‖φ‖∞  F˜ then only alternative two holds for any value of f , F and k (this of course does not
fall in the above analyzed situation).
6. The case H ′ = 0 on an interval
Next (again assuming the existence of an extremal) we consider the case where there exists
L > 0 (we may actually assume L > f otherwise the above argument still works) such that
H ′ = 0 on (0,L) and H ′ > 0 on [L,+∞). Actually we may assume that H satisfies H ′ > 0 on
(0,+∞) and that we have the convex increasing function
HL(x) = H
(
max(x,L)
) (6.1)
and thus BTG,HL(F,f, k) is actually equal to the general Bellman function BTG,H (F,f,L, k) de-
fined in (1.9). Then we consider the corresponding r˜ as in Theorem 3 and consider the following
two cases:
Case 1.
∫ 1
0 r˜  L that is f − (1 − k)Ψ ′(γ )  Lk if γ > 0 or f  Lα if γ = 0. Then one can
carry out essentially the same argument to conclude that c, γ or c, α are actually the ones given
in the theorem. This means that the extremal function is the same as in the L = f case (of course
the Bellman function might change).
Case 2.
∫ 1
0 r˜ < L. Then there exists a unique τ ∈ (0,1) such that
τ∫
0
r˜ = τL (6.2)
and we again define Z by (5.1) but now only for t ∈ (0, τ ) note that we must have G′(r˜(t)) = γ
for all t in [τ,1] and that log 1
t
in (5.5) now becomes log τ
t
to conclude using essentially the same
analysis that we must have
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+∞∫
γ
exp
(
−
x∫
γ
Kc
)
Ψ ′′(x) dx = f, (6.3)
G
(
Ψ ′(γ )
)+ τk
+∞∫
γ
exp
(
−
x∫
γ
Kc
)
xΨ ′′(x) dx = F (6.4)
and by (6.2)
Ψ ′(γ )+
+∞∫
γ
exp
(
−
x∫
γ
Kc
)
Ψ ′′(x) dx = L (6.5)
if γ > 0 whereas if γ = 0 we have
τα
+∞∫
0
exp
(
−
x∫
0
Kc
)
Ψ ′′(x) dx = f,
τα
+∞∫
0
exp
(
−
x∫
0
Kc
)
xΨ ′′(x) dx = F (6.6)
and by (6.2)
+∞∫
0
exp
(
−
x∫
0
Kc
)
Ψ ′′(x) dx = L (6.7)
thus f = ταL.
Note now that the system (6.6)–(6.7) can be considered as the limiting case γ = 0 (in which
case we must have c ∈ Σ¯G,H ) of the system (6.3)–(6.5) but with a different value for τ and also
in this case that the corresponding values for D¯G,H from Theorem 3 coincide. Hence we may
absorb this into (6.3)–(6.5). To distinguish between the above essentially three cases we need the
following (A1,B1 are the functions defined in (5.16), (5.17) but with k = 1 and we assume that
the variables are as in Lemma 13).
Lemma 15. Given f , F , k as in Theorem 4 and L> f we have:
(i) Assume that (c1, γ1, τ1), (c2, γ2, τ2) (τ1, τ2 ∈ (0,1)) satisfy 0  γ1 < γ2, A1(c1, γ1) =
A1(c2, γ2) = L, Aτ1k(c1, γ1) = Aτ2k(c2, γ2) = f and Bτ1k(c1, γ1)  G(f ). Then
Bτ1k(c1, γ1) > Bτ2k(c2, γ2). In particular the system (6.3)–(6.5) can have at most one solu-
tion c > 0, γ  0, τ ∈ (0,1).
(ii) Assume that (c1, γ1, τ1), (c2, γ2) (τ1 ∈ (0,1)) satisfy Aτ1k(c1, γ1) = Ak(c2, γ2) and
A1(c1, γ1)  A1(c2, γ2). Then we have γ1 > γ2, c1 > c2 and Bτ1k(c1, γ1) < Bk(c2, γ2).
In particular if the system (6.3)–(6.5) has a solution as above and for the triple c¯ =
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f − (1 − k)Ψ ′(γ¯ ) < Lk hence Case 1 above does not occur.
(iii) Assume 0 < α  k, Aτ1k(c1, γ1) = αA(c2) and A1(c1, γ1)  A(c2) then c1 > c2 and
Bτ1k(c1, γ1) < αB(c2). In particular if the system (6.3)–(6.5) has a solution as above and
we have γ¯ = 0 (see (ii)) then f < Lα¯ hence Case 1 above does not occur.
Proof. (i) Form A1(c1, γ1) = A1(c2, γ2) we get as before c1 < c2. Next τik = f−Ψ ′(γi )L−Ψ ′(γi ) and so
B1(ci, γi) = Fi + (L− f )Fi−G(Ψ ′(γi ))f−Ψ ′(γi ) for i = 1,2 where Fi = Bτik(ci, γi) and from Lemma 13
we have B1(c1, γ1) > B1(c2, γ2). Since the function x → F1−G(x)f−x is strictly increasing (since
F1 G(f )) on (0, f ) we get F1−G(Ψ
′(γ1)
f−Ψ ′(γ1) <
F1−G(Ψ ′(γ2)
f−Ψ ′(γ2) and thus
F1 = B1(c1, γ1)− (L− f )F1 −G(Ψ
′(γ1))
f −Ψ ′(γ1)
> B1(c2, γ2)− (L− f )F1 −G(Ψ
′(γ2))
f −Ψ ′(γ2)
= F2 + (L− f ) F2 − F1
f −Ψ ′(γ2) (6.8)
from which we get F1 >F2.
(ii) From Ak(c1, γ1) > Aτ1k(c1, γ1) = Ak(c2, γ2)  Ak(c2, γ1) combined with Ak(c, γ ) =
kA1(c, γ ) + (1 − k)Ψ ′(γ ) we get Ψ ′(γ1) > Ψ ′(γ2) thus γ1 > γ2. Then from A1(c1, γ2) <
A1(c1, γ1)  A1(c2, γ2) we get also c2 < c1 and so from Lemma 13 (with the roles of c1, c2
etc. interchanged) we get Bτ1k(c1, γ1) < Bk(c2, γ2).
(iii) From A1(c2, γ1)A(c2) > A1(c1, γ1) we get c2 < c1 and the rest follows as in (ii). 
The above analysis now implies the following (which also determines D¯G,HL(F,f, k)).
Theorem 5. Assume H ′ > 0 on (0,+∞) and that for certain positive real numbers f,F, k,L
with G(f ) < F , k  1, f < L there exists an extremal for (3.14) with H replaced by HL defined
by (6.1) and D¯G,HL(F,f, k) is finite. Then exactly one of the following alternatives holds:
(i) There exists a (unique) extremal for (3.14) with H , D¯G,H (F,f, k) is finite and if we set c =
cG,H (F,f, k) > 0, γ = γG,H (F,f, k)  0 and α = αG,H (F,f, k) as defined in Theorem 4
we have
f −Ψ ′(γG,H (F,f, k))
L−Ψ ′(γG,H (F,f, k))  αG,H (F,f, k). (6.9)
Moreover if this happens then:
(i1) If γG,H (F,f, k) > 0, which can happen only if kL < f , then BTG,H (F,f,L, k) =
BT (F,f, k), so L plays no role.G,H
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BTG,H (F,f,L, k) = cF + αH
(
f
α
)
+
k∫
α
H
(
max
(
f
t
,L
))
dt (6.10)
(and so again if kL < f then BTG,H (F,f,L, k) = BTG,H (F,f, k) and L plays no role).
(ii) There exists a unique solution c¯ = c¯G,H (F,f,L, k) ∈ ΣG,H , γ¯ = γ¯G,H (F,f,L, k) 0 (c¯ ∈
Σ¯G,H if γ¯ = 0) of the system
A1(c¯, γ¯ ) = L, B1(c¯, γ¯ ) = F + (L− f )F −G(Ψ
′(γ¯ ))
f −Ψ ′(γ¯ ) (6.11)
satisfying also
Ψ ′(γ¯ ) < f and f −Ψ
′(γ¯ )
L−Ψ ′(γ¯ ) < k (6.12)
and
BTG,H (F,f,L, k) = kH(L)+ c¯
(
F − γ¯ f +Ψ (γ¯ )). (6.13)
Case (i1) cannot happen unless kL < f because Ak(c, γ ) = f and kL f − (1 − k)Ψ ′(γ¯ ) =
kA1(c, γ ) implies f = Ak(c, γ ) > kA1(c, γ )  kL.
If extremals exist for all relevant values of f,F, k,L one can distinguish in terms of the values
of f,F, k,L which of the alternatives in the above theorem holds, the proof being similar to that
of Proposition 3 using now Lemma 15 and an easy computation from Eqs. (6.11), (6.12).
Proposition 5. Assume H ′ > 0 on (0,+∞) and that for all positive real numbers f , F , L, k with
f < L,G(f ) < F,k  1 there exists an extremal for (3.14) and D¯G,HL(F,f, k) is finite (for ex-
ample when G, H satisfy also (4.24)). Then the functions c¯G,H (F,f,L, k) and γ¯G,H (F,f,L, k)
are continuous and decreasing in F for fixed f , k, L. Moreover given f, k,L fixed we have the
following:
(i) If f  Lk (in which case (6.12) holds for any γ > 0 with Ψ ′(γ )  f ) there exists F¯0 =
V¯G,H (f, k,L) ∈ (G(f ),+∞] such that case (ii) in theorem holds if F < F¯0 and case (i2)
holds if F  F¯0. Actually if finite, F¯0 is the unique number such that there exists c > 0 with
A(c) = L and B(c) = F¯0L
f
. That is γG,H (F¯0, f, k) = 0 and αG,H (F¯0, f, k) = fL (notation as
in Theorem 4).
(ii) If f > Lk there exists F¯1 = V˜G,H (f, k,L) ∈ (G(f ),VG,H (f, k)) such that case (ii) in
theorem holds if F < F¯1, case (i1) holds if F¯1  F < VG,H (f, k) and case (i2) holds if
F  VG,H (f, k) (if VG,H (f, k) < +∞). Actually F¯1 is the unique number such that there ex-
ist c, γ > 0 with Ak(c, γ ) = f , Bk(c, γ ) = F¯1 and A1(c, γ ) = L, that is γG,H (F¯1, f, k) > 0
and A1(cG,H (F¯1, f, k), γG,H (F¯1, f, k)) = L.
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happen when F is near G(f ). Indeed otherwise we would get Fm ↓ G(f ) and (strictly increas-
ing) cm,γm with Ψ ′(γm) < f , Ak(cm,γm) = f , Bk(cm,γm) = Fm and
f −Ψ ′(γm)
L−Ψ ′(γm)  k. (6.14)
But then if cm had a finite limit we would get a contradiction as in Proposition 3. Hence cm →
+∞ and so we must have Ψ ′(γm) → f which contradicts (6.14). The rest of the proof is similar
to that of Proposition 3. 
The above proposition in particular implies that BTG,H (F,f,L, k) is continuous.
Moreover one has the following analog of Proposition 4.
Proposition 6. Assume H ′ > 0 on (0,+∞) and that for all positive real numbers f , F , L, k with
f  L,G(f ) < F,k  1 there exists an extremal for (3.14) and D¯G,HL(F,f, k) is finite. Also
let 0 < k  1 and L,F > 0 be fixed. Then the Bellman function BTG,H (F,f,L, k) considered as
a function of f ∈ (0,min(G−1(F ),L)) is strictly increasing on the interval of f such that case
(ii) or case (i1) holds and strictly decreasing on the interval of f such that case (i2) holds. In
particular if for the fixed F , k, L there exist c¯0 = c¯0(L) > 0 and c1 = c1(F, k) > 0 satisfying
A(c¯0) = L and kB(c1) = F then f → BTG,H (F,f,L, k) assumes it maximum value exactly at
the point f0 = kA(c1(F, k)) Lk if c¯0(L) > c1(F, k) and exactly at the point f ∗0 = F A(c¯0(L))B(c¯0(L)) if
c¯0(L) c1(F, k).
Proof. The same argument as in the proof of the proposition gives similar conclusions when
ρ = 0 (where the extremals now are taken with respect to HL). But ρ = 0 here implies that γ = 0
so ρ = ∫ k
α
H ′L(
f
t
) dt
t
= 0 and this gives that either α = k or f
α
< L. This in view of the analysis in
Section 5 implies that either f > kL and F = VG,H (f, k) or f  Lk and γ¯G,H (F,f,L, k) = 0
and so F = V˜G,H (f, k,L). If the first case holds we must have f = kA(c1) > kL = kA(c¯0)
thus c1 < c¯0. If the second case holds then (from Eqs. (6.6) and (6.7)) we get kB(c1) = F =
ταB(c¯0) kB(c¯0) thus c1  c¯0. These complete the proof. 
We next illustrate the above with the following example (which is maybe the simplest case
and probably the only one where everything can be explicitly computed).
Example 2. If we take G(x) = Ψ (x) = x22 and H(x) = x (so (4.24) is satisfied) and replacing
F by F2 we have ΣG,H = Σ¯G,H = (0,+∞) (actually the equation is Z′ = c(Z − x) which gives
Z(c, x) = x+ 1
c
for all c > 0), Kc = c, Ak(c, γ ) = γ + kc and Bk(c, γ ) = γ
2
2 + kc2 + kγc and so the
triple (c, γ,α) in Theorem 4 becomes (
√
2k−k2
F−f 2 , f −
√
k(F−f 2)
2−k , k) if 2f
2 > kF and ( 2f
F
,0, 2f
2
F
)
if 2f 2  kF and moreover (6.11) gives γ¯ = L − √L2 − 2Lf + F (which must be  0) and
using (6.12) we easily get for
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= sup
{∫
E
max(MT φ,L)dμ: φ  0 is measurable with
∫
X
φ2 dμ = F,
∫
X
φ dμ = f and E ⊆ X is measurable with μ(E) = k
}
(6.15)
the following explicit formula
BT2,1(F,f,L, k)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
Lk +√L2 − 2Lf + F − (L− f ) if F−f 2
(L−f )2 <
2k−k2
(1−k)2 and F  2Lf ,
kf +√(2k − k2)(F − f 2) if Lk  f , F < 2f 2
k
and F−f
2
(L−f )2 
2k−k2
(1−k)2 ,
2f + f log Fk2f 2 if Lk  f and F  2f
2
k
,
f +Lk + f log F2Lf if Lk > f and F  2Lf .
(6.16)
We can also use the above theorem to prove the nonexistence of extremals.
Corollary 1. If p > 1, H(x) = xp , G(x) = xp
p
and L > p
p−1f then there is no extremal for
D¯G,HL(F,f ) (this means k = 1).
Proof. Since here Σ¯G,H is empty (see Example 1) and since k = 1 only case (ii) in Theorem
5 could happen. But using (5.30) and setting θ = 1
(p−1)ξ−1 there we have since ξ > p
′ that
0 < θ < 1
p−1 and now (6.3) and (6.5) give
γ p
′−1(1 + τθ) = f, γ p′−1(1 + θ) = L (6.17)
thus L< γp′−1(1+ 1
p−1 ) <
p
p−1f contradiction. Hence by Theorem 5 there is no extremal. 
The above corollary explains the double formula in (1.5). One can actually obtain from (5.30)
the expression in the case L  p
p−1f in formula (1.5) in which case using the corresponding
theorem from [3] shows that in this case there is an extremal for D¯G,HL(F,f ). This provides an
example in which G,H do not satisfy (4.24) and extremals sometimes exist and sometimes do
not.
7. The Bellman function when H is weaker than G
Assume now that G,H satisfy also (4.24), thus by Proposition 1 extremals always exist. We
will impose here certain additional regularity and relative growth conditions which will allow us
to obtain better descriptions of the corresponding Bellman functions.
First we have the following.
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θc : [Δc,+∞) → (0,+∞) such that θ ′c > −1 and
cθc(y)G
′′(y) >
(
1 + θ ′c(y)
)
H ′r
(
y + θc(y)
) (7.1)
for all y Δc . Then Z(c, .) exists and satisfies
Z(c, x)H
(
Ψ ′(x)+ θc
(
Ψ ′(x)
)) (7.2)
for all x G′(Δc).
Proof. Let M > 0 and write ρ(x) = H(Ψ ′(x) + θc(Ψ ′(x))). Clearly ZM,c(M) = H(Ψ ′(x)) <
ρ(M). Let x0 < M be the infimum of all x in (0,M) such that ZM,c(x) < ρ(x). Then if x0 
G′(Δc) we have ZM,c(x0) = ρ(x0) and so
Z′M,c(x0) = cθc
(
Ψ ′(x0)
)
>
(
1 + θ ′c
(
Ψ ′(x0)
))
H ′r
(
Ψ ′(x0)+ θc
(
Ψ ′(x0)
))= ρ′r (x0) (7.3)
hence there exists x′ > x0 with ZM,c(x′) > ρ(x′). This contradiction implies that x0 < G′(Δc)
and thus completes the proof. 
Lemma 17. Suppose H(0) = 0. If for some c > 0 we have
sup
λ>0
1
G′(λ)
λ∫
0
H ′(x)
x
dx > c (7.4)
and Z(c, .) exists and is finite then Z(c,0) > 0.
Proof. Let w on (0,M] solve w′ = cH−1 ◦w and w(M) = H(Ψ ′(M)) < Z(c,M). Then Z(0)
w(0) hence with λ = Ψ ′(M) we get
λ∫
H−1(Z(c,0))
H ′(x)
x
dx 
λ∫
H−1(w(0))
H ′(x)
x
dx
=
w(M)∫
w(0)
u
H−1(u)
du = cM = cG′(λ). (7.5)
This combined with (7.4) completes the proof. 
Assume now that G,H satisfy all the above conditions for all c > 0 and that
+∞∫
′
exp
(
−
x∫
′
c du
H ′(Ψ ′(u)+ θc(Ψ ′(u)))
)
xΨ ′′(x) dx < +∞G (Δc) G (Δc)
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+∞∫
Δc
exp
(
−
y∫
Δc
cG′′(s) ds
H ′(s + θc(s))
)
G′(y) dy < +∞ (7.6)
for all c > 0. Then the mapping (c, γ ) → (A1(c, γ ),B1(c, γ )) is well defined (note that
G(A1(c, γ )) < B1(c, γ ) by Lemma 12) and finite for every (c, γ ) ∈ [0,+∞)× [0,+∞). Hence
invoking the proofs of Lemmas 14 and 15 and the fact that extremals always exist in this case we
conclude that we must have ΣG,H = (0,+∞). Next since clearly Kc(x) → +∞ as c → +∞ and
Kc(x) → 0 as c → 0+ we have for each fixed γ > 0 and 0 < k  1 that limc→+∞ Ak(c, γ ) =
Ψ ′(γ ), limc→+∞ Bk(c, γ ) = G(Ψ ′(γ )), limc→0+ Ak(c, γ ) = limc→0+ Bk(c, γ ) = +∞. More-
over Lemma 17 implies that Σ¯G,H is nonempty hence by Lemma 12 it must be of the form
(0, c∗) where (c∗ might be infinity) limc↑c∗ A(c) = 0. Hence we easily get the following.
Theorem 6. Suppose that G,H satisfy also (4.24), H(0) = 0, the condition of Lemma 16 for
every c > 0, the corresponding θc’s satisfying (7.6). Then the following hold:
(i) For each fixed f > 0, 0 < k  1 there exists a unique c0 = c0(f, k) > 0 such that kA(c0) =
f and in Proposition 3 we have VG,H (f, k) = kB(c0(f, k)). That is in Theorem 4 both cases
always happen and for fixed f, k we have γG,H (F,f, k) > 0 if and only if F < kB(c0(f, k)).
(ii) For each fixed L > f > 0, 0 < k  1 such that f  kL let c1 = c1(L) > 0 be the unique
number with A(c1) = L. Then c1 < c0 in Theorem 5 exactly cases (i2) and (ii) happen.
Case (ii) happens if F < f
L
B(c1(L)) and case (i2) happens if F  fLB(c1(L)) (note that
f
L
B(c1(L)) > kB(c0(f, k)) here).
(iii) For each fixed L> f > 0, 0 < k  1 such that f > kL let γ0 = γ0(f,L, k) = G′( f−kL1−k ) > 0
and let c∗ = c∗(f, k,L) > 0 be the unique number satisfying A1(c∗, γ0(f,L, k)) = L.
Then Ak(c∗, γ0(f,L, k)) = f , Bk(c∗, γ0(f,L, k)) < kB(c0(f, k)) and in Theorem 5 all
cases happen. Actually case (ii) happens if F < Bk(c∗, γ0(f,L, k)), case (i1) happens if
Bk(c
∗, γ0(f,L, k))  F < kB(c0(f, k)) and case (i2) happens if F  kB(c0(f, k)) (note
that here the value of the Bellman function in cases (i1) and (i2) does not depend on L).
Moreover the conclusions of Propositions 4 and 6 hold.
The above theorem combined with Theorems 4 and 5 completely determine the corresponding
Bellman functions.
Remark 2. If moreover H is also C2 and the estimate (7.2) implies that for the function
b(c, x) = ∫ x0 ∂Kc∂c = ∫ x0 [ 1H ′◦H−1(Z(c,u)) − cω(c,x)H ′′◦H−1(Z(c,u))(H ′◦H−1(Z(c,u)))3 ]du (where ω(c, x) is given by
(5.23) the following property holds: for every c1 > 0 there exists d ∈ L1(0,+∞) such that
exp(− ∫ x
γ
Kc)xΨ
′′(x)b(c, x)  d(x) for all x > 0 and all c > 0 in a neighborhood of c1 then
one can differentiate under the integral sign and get that Ak , Bk are C1 and (with dδc denoting
the positive measure exp(− ∫ x Kc)Ψ ′′(x) dx)γ
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∂c
= −k
+∞∫
γ
b(c, x) dδc(x) < 0,
∂Bk
∂c
= −k
+∞∫
γ
xb(c, x) dδc(x) < 0,
∂Ak
∂γ
= (1 − k)Ψ ′′(γ )+Kc(γ )
+∞∫
γ
dδc(x) > 0,
∂Bk
∂γ
= (1 − k)γΨ ′′(γ )+Kc(γ )
+∞∫
γ
x dδc(x) > 0, (7.7)
hence by using Chebyshev’s integral inequality (b(c, .) being strictly increasing) we get easily
(since also k  1)
∂Ak
∂c
∂Bk
∂γ
− ∂Ak
∂γ
∂Bk
∂c
> 0 (7.8)
and similarly
d
dc
(
B(c)
A(c)
)
< 0 (7.9)
and these imply (see the proof of Lemma 6) that the functions cG,H (F,f, k), γG,H (F,f, k)
and α = αG,H (F,f, k) in Theorem 3 and hence also BTG,H (F,f, k) are C1 on the open sets
{F > VG,H (f, k)} and {F < VG,H (f, k)}. A similar statement applies for BTG,H (F,f,L, k).
8. Bellman functions for the Maximal operator related to local Lp → Lq estimates
We will now apply the above general results to the case H(x) = xq and G(x) = xp
p
where
1 q < p < +∞ thus (replacing F by F
p
) determining the following Bellman functions
BTp,q(F,f,L, k)
= sup
{∫
E
(
max(MT φ,L)
)q
dμ: φ  0 is measurable with
∫
X
φp dμ = F,
∫
X
φ dμ = f and E ⊆ X is measurable with μ(E) = k
}
(8.1)
for all p,q with 1 q < p +∞ (here we allow p to be infinite). The corresponding differential
equation reads
Z′(c, x) = c[Z(c, x)1/q − x1/(p−1)] (8.2)
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Z(1, .) we get
Z(c, x) = c− qp−q Zp,q
(
c
p−1
p−q x
) (8.3)
where
Z′p,q(x) = Zp,q(x)1/q − x1/(p−1) (8.4)
on [0,+∞) and moreover using the function θ(y) = 2q
p−1x
q−p+1 in Lemma 16 we easily get
x
q
p−1 <Zp,q(x) < x
q
p−1 + 2
qq
p − 1x
q
p−1 −1 (8.5)
for all sufficiently large x in fact for all x > ( 2
qq
p−1 )
p−1
p−q (which of course determine Zp,q
uniquely). Also from Lemma 17 we get Zp,q(0) > 0.
Next one computes
x∫
0
Kc =
c
p−1
p−q x∫
0
du
qZp,q(u)(q−1)/q
(8.6)
if q > 1 whereas Kc = c when q = 1 hence writing
Γp,q(γ˜ ) = 1
p − 1
+∞∫
γ˜
exp
(
−
x∫
γ˜
du
qZp,q(u)(q−1)/q
)
x
1
p−1 −1 dx (8.7)
and
Δp,q(γ˜ ) = p
p − 1
+∞∫
γ˜
exp
(
−
x∫
γ˜
du
qZp,q(u)(q−1)/q
)
x
1
p−1 dx (8.8)
we get
Ak(c, γ ) = c−
1
p−q
[
γ˜
1
p−1 + kΓp,q(γ˜ )
]
, Bk(c, γ ) = 1
p
c
− p
p−q
[
γ˜
p
p−1 + kΔp,q(γ˜ )
]
,
A(c) = c− 1p−q Γp,q(0), B(c) = 1
p
c
− p
p−q Δp,q(0) (8.9)
where
γ˜ = c p−1p−q γ . (8.10)
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x
1
p−1 + Γp,q(x) = Zp,q(x)1/q (8.11)
and
+∞∫
x
exp
(
−
y∫
x
du
qZp,q(u)(q−1)/q
)[
Zp,q(y)
1/q − y 1p−1 ]dx
= q
p − q Zp,q(x)−
p − 1
p − q xZ
′
p,q(x). (8.12)
These in particular imply that the function
Wp,q(x) = x
1
p−1
Zp,q(x)
1
q
(8.13)
satisfies Wp,q(0) = 0, limx→+∞ Wp,q(x) = 1 and W ′p,q(x) > 0 for all x  0.
Now using also (8.4) in (8.12) and integrating by parts (which is legitimate since (8.5) and
(8.6)) we get
+∞∫
x
exp
(
−
y∫
x
du
qZp,q(u)(q−1)/q
)[
Zp,q(y)
1/q − y 1p−1 ]dx
= −Zp,q(x)+ 1
q
+∞∫
x
exp
(
−
y∫
x
du
qZp,q(u)(q−1)/q
)
Zp,q(y)
1/q dx (8.14)
hence eliminating the integral containing Zp,q(y)1/q we get
x
p
p−1 +Δp,q(x) = pq
p − q Zp,q(x)−
p(q − 1)
p − q xZp,q(x)
1/q + q(p − 1)
p − q x
p
p−1 . (8.15)
Note also that Γp,q(0) = Zp,q(0)1/q , Δp,q(0) = pqp−q Zp,q(0) and that for q = 1 (Eq. (8.4) be-
ing linear) we have Zp,1(x) =
∫ +∞
x
ex−ss
1
p−1 ds is the truncated gamma function and thus in
particular Zp,1(0) = Γ ( pp−1 ).
Therefore applying Theorems 4 and 6, noting that we have replaced F by F
p
, after straightfor-
ward computations (writing Eqs. (5.37) and (5.38) in view of the above relations and in the first
part of (5.38) replacing F and f by what we get from these equations) we get the following (also
in certain places replacing Zp,q(γ˜ )
1
q − γ˜ 1p−1 by Z′p,q(γ˜ ) to make the formulas more readable).
Theorem 7. If 1  q < p then the Bellman function BTp,q(F,f, k) is completely determined as
follows
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f p < F <
pq
(p − q)Zp,q(0)
p−q
q
k−p+1f p (8.16)
then there exists a unique γ˜ = γ˜G,H (F,f, k) > 0 satisfying the equation
γ˜
p
p−1 + p
p−q k(qZp,q(γ˜ )− (q − 1)γ˜ Z′p,q(γ˜ ))
[(1 − k)γ˜ 1p−1 + kZp,q(γ˜ )
1
q ]p
= F
f p
(8.17)
and
BTp,q(F,f, k) =
f qk(pZp,q(γ˜ )− (p − 1)γ˜ Z′p,q(γ˜ ))
(p − q)[(1 − k)γ˜ 1p−1 + kZp,q(γ˜ )
1
q ]q
, (8.18)
(ii) If
F  pq
(p − q)Zp,q(0)
p−q
q
k−p+1f p (8.19)
then when q > 1
BTp,q(F,f, k) =
p − 1
p(q − 1)
(
pq
p − q Zp,q(0)
q−1
q
) p−q
p−1
F
q−1
p−1 f
p−q
p−1 − k
−q+1
q − 1 f
q (8.20)
whereas when q = 1
BTp,1(F,f, k) =
p
p − 1f +
f
p − 1 log
[
(p − 1)Γ ( p
p−1 )
p−1kp−1F
pf p
]
. (8.21)
Next for the case where L also enters we will apply Theorems 5 and 6. Here note that with
the analogous to (8.10) substitution the equation A1(c, γ ) = L (we omitted the bars) becomes
Zp,q(γ˜ )
1/q = Lc 1p−q and then straightforward manipulations of the corresponding equations in
Theorem 5 (actually eliminating c and τk from (6.3)–(6.5)) give the following.
Theorem 8. If 1  q < p then the Bellman function BTp,q(F,f,L, k) is completely determined
as follows:
(i) Suppose f  kL. Then
(i1) if
f p < F <
pq
(p − q)Zp,q(0)
p−q
q
Lp−1f (8.22)
there exists a unique positive number γ˜ = γ˜G,H (F,f,L, k) such that Z′p,q(γ˜ )f >
γ˜
1
p−1 (L− f ), satisfying the equation
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p
p−1 +Lp−1 p(Z
′
p,q(γ˜ )f − γ˜
1
p−1 (L− f ))
p − q
[
qZp,q(γ˜ )
Z′p,q(γ˜ )
− (q − 1)γ˜
]
= FZp,q(γ˜ )
p
q (8.23)
and for this γ˜ we have
BTp,q(F,f,L, k)
= Lqk + L
q−1(Z′p,q(γ˜ )f − γ˜
1
p−1 (L− f ))
p − q
[
q
Z′p,q(γ˜ )
− (p − 1)γ˜
Zp,q(γ˜ )
]
, (8.24)
(i2) if
F  pq
(p − q)Zp,q(0)
p−q
q
Lp−1f (8.25)
we have when q > 1
BTp,q(F,f,L, k)
= Lqk + p − 1
p(q − 1)
(
pq
p − q Zp,q(0)
q−1
q
) p−q
p−1
F
q−1
p−1 f
p−q
p−1 − q
q − 1L
q−1f (8.26)
and when q = 1
BTp,1(F,f,L, k) =
1
p − 1f +Lk +
f
p − 1 log
[
(p − 1)Γ ( p
p−1 )
p−1F
pLp−1f
]
. (8.27)
(ii) Suppose f > kL and let γ˜0 = γ˜0(f,L, k) = W−1p,q( f−kLL(1−k) ) (the inverse of the function given
in (8.13)). Then
(ii1) if
f p < F <
Lp
Zp,q(γ˜0)
p
q
[
γ˜
p
p−1
0 +
pk
p − q
[
qZp,q(γ˜0)− (q − 1)γ˜0Z′p,q(γ˜0)
]] (8.28)
there exists a unique positive number γ˜ = γ˜G,H (F,f,L, k) satisfying (8.23) and the
inequalities
Z′p,q(γ˜ )(f −Lk) < γ˜
1
p−1 (L− f ) < Z′p,q(γ˜ )f (8.29)
and BTp,q(F,f,L, k) is given by (8.24),
(ii2)–(ii3) if
F  L
p
p
q
[
γ˜
p
p−1
0 +
pk
p − q
[
qZp,q(γ˜0)− (q − 1)γ˜0Z′p,q(γ˜0)
]] (8.30)
Zp,q(γ˜0)
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BTp,q(F,f,L, k) = BTp,q(F,f, k) (8.31)
which is given by Theorem 7 and both alternatives in Theorem 7 occur here in the
range (8.30).
The above theorem is illustrated by Example 2.
Combining now the above theorem with Propositions 4 and 6 (and with k = |E|) we have the
following.
Theorem 9.
(i) The best constant Cp,q in the inequality (where E ⊆ X is assumed measurable)
(∫
E
(MT φ)q
)1/q
 Cp,q |E|
1
q
− 1
p
(∫
X
|φ|p
)1/p
(8.32)
satisfies: if q = 1 then
Cp,1 =
[
p
p − 1Γ
(
p
p − 1
)]1− 1
p
(8.33)
and if q > 1 then
Cp,q = q
1
q
(
pq
p − q Zp,q(0)
) 1
q
− 1
p
(8.34)
and in both cases it is strictly less than p
p−1 .(ii) If
Lp >
(p − q)Zp,q(0)p−q
pq|E|
∫
X
|φ|p (8.35)
the following sharp inequality holds∫
E
(
max(L,MT φ)
)q  Lq |E| + 1
p
Zp,q(0)
p−q
q L−p+q
∫
X
|φ|p (8.36)
and otherwise the right-hand side of (8.32) provides the sharp upper bound for the left-hand
side of (8.36).
The fact that the best constants are less than p
p−1 follows from Holder inequality combined
with (1.5) and the fact that maxf BTp,q(F,f ) is assumed at some f0 > 0 (whereas by (1.5)
supf BTp (F,f ) is taken only as f → 0+).
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directly. We thus define for any q  1 finite the following
BT∞,q(T , f,L, k)
= sup
{∫
E
(
max(MT φ,L)
)q
dμ: φ  0 is measurable with ‖φ‖∞  T ,
∫
X
φ dμ = f and E ⊆ X is measurable with μ(E) = k
}
(8.37)
the variables here satisfying 0 < f  L T and 0 < k  1 (note that MT φ  T pointwise a.e.
here).
When k = 1,L = f we have the following.
Proposition 7. If q = 1 we have
BT∞,q (T , f ) = f + f log
T
f
(8.38)
whereas if q > 1 then
BT∞,q(T , f ) =
q
q − 1T
q−1f − 1
q − 1f
q. (8.39)
Proof. Note that as p → +∞ (8.5) implies that Zp,q(x) → 1 for all x > 2. Hence we easily get
that on ζ(x) = limp→+∞ Zp,q(x) exists for all x > 0 and satisfies the equation ζ ′ = ζ 1/q − 1
and ζ(x) = 1 for x > 2 hence ζ = 1 on (0,+∞). Using now (8.5), (8.7) and the equality
Γp,q(0) = Zp,q(0)1/q we get limp→+∞ Zp,q(0) = 1. Next fixing f,T with f < T we clearly
have BT∞,q (T , f ) lim infp→+∞ BTp,q(T p,f ) and we get that for all sufficiently large p the in-
equality (8.19) holds for F = T p . Thus from (8.20) and (8.21) we get the upper bounds in (8.38)
and (8.39).
To get the lower bounds we take a large integer N , write α = 1− ( f
T
)1/N , consider the subtree
Sα used in the proof of Theorem 2 and let
φN = T
∑
I∈S, rank(I )N
χAI (8.40)
so that
∫
X
φN = f , ‖φN‖∞ = T , AvI (φN) = T if rank(I )N and AvI (φN) = T (1 −α)N−m =
f (
f
T
)−m/N if rank(I ) = m<N . Hence
∫
(MT φN)q dμ T q(1 − α)N +
N−1∑
m=0
f q(1 − α)−mqα(1 − α)m (8.41)
X
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∫
X
MT φN dμ f + fN
(
1 −
(
f
T
)1/N)
(8.42)
and for q > 1
∫
X
(MT φN)q dμ T q−1f +
1 − ( f
T
)1/N
1 − ( f
T
)(1−q)/N
(
f q − T q−1f ) (8.43)
and therefore letting N → ∞ in (8.42) and in (8.43) completes the proof. 
Then using a method similar to that in [3] we compute the more general Bellman functions as
follows.
Theorem 10. If q = 1 we have
BT∞,1(T ,f,L, k) =
⎧⎪⎪⎨
⎪⎪⎩
kT if 0 < k  f
T
,
f + f log T k
f
if f
T
< k  f
L
,
kL+ f log T
f
if f
L
< k  1,
(8.44)
whereas if q > 1 then
BT∞,q (T , f,L, k) =
⎧⎪⎪⎨
⎪⎪⎩
kT q if 0 < k  f
T
,
q
q−1T
q−1f − 1
q−1k
−q+1f q if f
T
< k  f
L
,
q
q−1 (T
q−1 −Lq−1)f + kLq if f
L
< k  1.
(8.45)
Proof. Fixing T > 0 let Uq(f ) = f + f log Tf if q = 1 and Uq(f ) = qq−1T q−1f − 1q−1f q if
q > 1. In all cases then it is easy to see that Uq is strictly concave and increasing in f on (0, T ].
Next suppose that φ, E satisfy the requirements in the corresponding definition, choose u > 0
such that
μ
({
max(MT φ,L) > u
})
 k  μ
({
max(MT φ,L) u
}) (8.46)
and choose a measurable D such that V1 = {MT φ > u} ⊆ D ⊆ {MT φ  u} = V2 and μ(D) = k
(note that μ is assumed nonatomic). We consider then two cases.
(i) If u > L then MT φ > L on V2. Since MT φ  u on E \ V1 it is easy to see that
∫
(MT φ)q dμ
∫
(MT φ)q dμ (8.47)
E D
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on V2 \ V1)
∫
D
(MT φ)q dμ = s
∫
V1
(MT φ)q dμ+ (1 − s)
∫
V2
(MT φ)q dμ. (8.48)
Now since each of the V1, V2 is a union of families {I (1)j }, {I (2)r } consisting of pairwise almost
disjoint elements maximal under AvI (φ) > u (resp.  u) and we clearly have MT φ = MT (I )φ
for each of those I ’s (where T (I ) is the tree formed by all elements of T contained in I and I is
endowed with the probability measure 1
μ(I)
μ) we have setting α(1)j =
∫
I
(1)
j
φ dμ, α
(2)
r =
∫
I
(2)
r
φ dμ
and using Proposition 7 and the concavity of Uq
∫
E
(MT φ)q dμ
∑
j
sμ
(
I
(1)
j
)
Uq
(
α
(1)
j
μ(I
(1)
j )
)
+
∑
r
(1 − s)μ(I (2)r )Uq
(
α
(2)
r
μ(I
(2)
r )
)
 kUq
(
S
k
)
(8.49)
where S =∑j sα(1)j +∑r (1 − s)α(2)r . But clearly S  f and S  kT . Hence since Uq is in-
creasing
∫
E
(
max(MT φ,L)
)q
dμ kUq
(
min
(
T ,
f
k
))
(8.50)
in this case.
(ii) u = L. Here let k1 = μ(D1) k and noting that max(MT φ,L) = MT φ on D1 and L on
D2 \D1 we get arguing as in (i)
∫
E
(
max(MT φ,L)
)q
dμ k1Uq
(
min
(
T ,
f
k1
))
+ (k − k1)Lq (8.51)
which also contains (8.50) as the special case k1 = k. Next optimizing the right-hand side of
(8.51) which happens for any q , as it can be easily seen, when k1 = fL if f < kL and when
k1 = k if f  kL (note that fL  fT ) we get the upper bounds in (8.44) and (8.45).
Conversely given 0 < k1  k and with S = min(k1T ,f ) we fix 0 < δ < 1 choose, using
Lemma 1, a measurable set E1 ⊆ X with μ(E1) = k1 that is a union of pairwise almost disjoint
elements {Ij } of T and using Proposition 7 for each j choose a φj  0 supported in Ij satisfying
φj  T ,
∫
Ij
φj = μ(Ij ) Sk1 (which is possible since Sk1  T ) and
∫
I
(MT φj )q dμ δμ(Ij )Uq
(
S
k1
)
. (8.52)j
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φ˜ =
∑
j
φjχIj +
f − S
1 − k1 χX\E1 . (8.53)
Note that 0  f−S1−k1  T and
∫
X
φ˜ = f . Then choose a measurable E2 ⊆ X \ E1 with μ(E2) =
k − k1. Setting E = E1 ∪E2 which satisfies μ(E) = k we have∫
E
(
max(MT φ˜,L)
)q
dμ
∫
E1
(MT φ˜)q dμ+Lqμ(E2)
 δk1Uq
(
S
k1
)
+ (k − k1)Lq. (8.54)
Letting now δ → 1− in (8.54) completes the proof. 
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