Abstract-In common wireless systems pilot placing can be interpreted as a way to sample the channel with some degree of accuracy. In this letter we investigate the necessary conditions on the pilots spacing for time-varying fading to guarantee a specified average bit error rate. These constraints are evaluated in closed form for large SNR and small fading dynamics and specialized for varying fading correlation and coded/uncoded binary transmissions.
I. INTRODUCTION

I
N wireless communications, reliable coherent reception is guaranteed as long as the channel estimation exhibits a sufficiently high quality. In most practical systems, the channel gain is acquired by using pilot symbols known to the receiver and multiplexed within the data stream to convey the necessary robustness against channel variations.
Design of training length has been assessed in [1] for the block-fading case to maximize the mutual information. The problem of optimizing both the interval among subsequent training phases and the training length arises when the channel estimate becomes outdated due to time-varying fading. The optimal training length and interval are numerically found in [2] - [4] to maximize the fraction of time spent in transmission and in [5] to minimize the maximum Bit Error Rate (BER) for uncoded transmission and given the number of pilots. It is shown therein that for time-varying fading and high Signal to Noise Ratio (SNR), the optimal training sequences consist of one pilot symbol each so that the fading process is sampled with a given frequency. The interplay between spectral efficiency, transmit power and fading correlation in terms of channel capacity has been recently and independently considered in [6] .
In this paper transmission is organized as shown in Fig. 1 : each pilot symbol is followed by a block of Δ information symbols so that the time-varying faded channel is sampled with a frequency = Δ −1 ≤ 1 [pilots/symbols]. Information on the channel state is conveyed here by MMSE interpolation of the two ( = 2) estimates from the pilots that are closest in time 1 . Given that pilots sample the fading variations with a given accuracy (that depends on the pilot symbols energy), we investigate here the necessary conditions on the required (minimum) sampling frequency of fading (or pilots spacing) to guarantee a level of accuracy (e.g., an average BER w.r.t. fading) for data detection. Notice that, when the interval between pilots Δ is small (for large frequency ), the fading is largely oversampled to minimize the out-dating of the channel estimate and improve the performances. In addition to previous works, sampling frequencies are derived here in closed form for high SNR and small fading dynamics to guarantee an average BER at the receiver. Moreover, results are shown for an arbitrary fading correlation, for uncoded and bit interleaved coded BPSK transmissions.
This letter is organized as follows, the system and the channel estimation model are introduced in Sect. II. In Sect. III we evaluate the conditions on the required sampling frequency in closed form. Fading sampling frequencies are derived in terms of the fading auto-correlation function (that describes the fading dynamics), the information and pilot symbol energies, the required BER and the coding gain. Next, results are specialized for Gauss-Markov AR-1 fading dynamics [9] and corroborated by numerical evaluation (see also [3] for the BPSK uncoded case).
II. SYSTEM AND CHANNEL MODEL
Information symbols of duration are sent from a single antenna transmitter over a narrowband channel to a single antenna receiver, the time interval among pilot symbols (see 
is the energy of the information symbol ( ) with
. (2) with symbol energy . The additive white Gaussian (AWG) noise samples ∼ (0, 2 ) are uncorrelated, 2 = 0 / and 0 is the single sided noise power spectral density. Fading impairments for pilot and information symbols ℎ, ℎ ∼ (0, 1) are modelled as unit power complex-normal distributed (Rayleigh fading) stationary processes. The fading correlation over signalling intervals
depends on the dynamics of the channel (e.g., the Doppler frequency) at hand. As an example, the innovation process of the channel state ℎ( ) can be modelled by a first-order Gauss-Markov (AR-1) process [9] with ℎ( ) = ℎ( − 1) + ( ), where is the fading correlation between two adjacent symbols and driving noise is ( ) ∼ (0, 1 − 2 ). In this case the fading correlation over symbols is ℛ( ) = .
The SNR over information symbols is = / 0 , while the SNR over the pilot symbols is = / 0 and the pilotto-symbol power ratio is ≡ / , with ≥ 1 to make pilots beneficial in data decoding [10] .
A. MMSE channel interpolation in time-varying fading
In this paper the channel gain ℎ( ) at time = 1, ..., Δ is estimated by combining the channel estimates obtained from = 2 pilots (the previous and the upcoming pilots). For completeness, the MSE of channel estimation is shown in Fig.  2 -(b) assuming in general that pilots ( /2 previous and /2 upcoming pilots, = 2, 4, 6 ...) are used to acquire the MMSE channel estimate at time = Δ /2 (at the center of one sub-block of Δ symbols where MSE has the maximum value). As far as the fading is time-varying (e.g., for AR-1, < 1) and the SNR over the pilots is large enough ( > 15 ) there is no meaningful advantage in using more than two pilots ( = 2) for channel interpolation. In practice, the use of > 2 pilots for channel estimation is not justified from the benefits in BER probability: this motivates the choice of limiting our analysis to the practical case of = 2.
The Maximum Likelihood (ML) estimate of the channel from pilot ℓ (by neglecting the timing reference Δ ) is unbiased aŝ
where estimate error is Δℎ and the quality of the fading sampling is the mean square error (MSE) [|Δℎ pilots. Given an arbitrary correlation function ℛ(⋅), the MMSE estimator iŝ
where, for analytical convenience, = Δ with ∈ (0, 1).
The MSE 2 ( Δ ) profile is influenced by channel outdating [ĥ( Δ )|ℎ (ℓ), ℎ (ℓ + 1)] and by estimation errors
where
Notice that pilot symbol energy (or SNR ) rules the quality of the sampling.
III. MINIMUM SAMPLING FREQUENCY OF FADING
The minimum required sampling frequency of fading (or pilots spacing) is found to guarantee an average (w.r.t. fading statistic) BER at the receiver¯. Probability¯is related to the particular application at hand. The average BER is computed for uncoded and bit interleaved coded BPSK transmission. The impact of channel estimation error on performance is assessed for large enough SNR and small fading dynamics (e.g., low Doppler).
The baseband received signal (1) at symbol can be restated as
where the impairments¯( ) = Δℎ( ) √ ( ) + ( ) are taken from independent Gaussian random variables so that the conditional error probabilities can be conveniently expressed by using the (⋅) function as in [2] and [11] . Conditions for the minimum sampling frequency of fading are derived for arbitrary fading correlation ℛ(⋅) and for uncoded and coded transmissions: to ease system design, results are shown for varying SNRs ( ) over information symbols and over pilot symbols ( = ). We show how requirements on the minimum sampling frequencies can influence the energy allocation (e.g., the SNRs ratio ) between training and data. The reader might refer to [3] and [7] for a more detailed discussion on the optimal allocation of energy between pilot and data symbols.
A. Uncoded BPSK
The following Proposition defines the minimum sampling frequency of the fading = Δ −1 to guarantee the target BER given the fading correlation ℛ(⋅). Proposition 1: Detection of uncoded bit stream from its received symbols with probability at least 1 −¯can be achieved if the sampling frequency of fading = Δ −1 is such that
, equality holds for max 2 ( −1 |ℛ) ≪ 1 and asymptotically large SNR. The quality of the sampling shall be at least
Proof: The conditional BER for uncoded BPSK transmission over symbol can be approximated as done in [11] by Pr( |ℎ( ), (7) with = Δ . The approximation is tight for large SNR and small enough Doppler so that i) all the impairments from channel estimation errors are approximated as white Gaussian noise; ii) the conditional error probabilities can be taken from conventional () function; iii) bias of channel power estimate can be neglected [|ĥ( )
as the most significant source of error is the MSE of channel estimation that adds to AWG noise term [14] . At large SNR the average BER
tightness of (10) for large SNR and small enough Doppler is also numerically proved in Fig. 2-( 
Λ( )
. (11) Condition (9) follows as
For Gauss-Markov fading dynamics, the condition (9) becomes
where = 1 − ≪ 1 is the fading decorrelation. In the limit for → ∞ and ≥ the minimum sampling frequency of fading scales as
Proof: For AR-1 with = 2 , the MSE at the center of the block reduces, for
B. Bit Interleaved coded BPSK
The information bit stream is now encoded (e.g., by using a convolutional encoder) into a number of codewords. The code rate constrains the symbol energy to so that the energy of information symbol is the same for both coded and uncoded systems. Performances are ruled at high SNR by the error event of minimum length . Codewords are then fed back into an ideal interleaver that converts the channel and the estimation noise into memoryless processes thus constraining the elements in the received sequence (after de-interleaving) to be all independent.
Proposition 2: Detection of interleaved and coded bit stream from its received symbols with probability at least 1 −¯can be achieved if the sampling frequency of fading
with (¯, ) = (
where equality holds for max 2 ( −1 |ℛ) ≪ 1 and asymptotically large SNR. The quality of the sampling shall be at least = / > (¯, )(4 ) −1 . Proof: The conditional BER using MLSE decoding at the receiver is ruled at large SNR by the probability of an error event of minimum length [12] Pr( |h,
and ( ) refers to the set of codeword bit positions that cause the error event with distance .
is the number of error bits in the error event. The average BER
2 )] over the fading process h [12] and the set of estimation errors 2 scales, for large SNR and small fading dynamics as
The (ideal) interleaving can alleviate the impairments that are caused by channel out-dating by associating independent and uncorrelated estimation errors to the bits that belong to the same error event (for the block fading case, the reader might also refer to [13] ). It follows (14) by constraining
can be written as a function of
, while last two integrals can be found by straightforward numerical integration.
Corollary 2: For Gauss-Markov fading dynamics condition (14) becomes
for ≪ 1. In the limit for → ∞ and for ≥ the minimum frequency of fading sampling scales as
Proof: For AR-1 model of fading
A numerical evaluation of the minimum sampling frequencies for uncoded (Corollary 1, (13)) and bit interleaved coded (Corollary 2, (18)) BPSK is shown in Fig. 3 [5, 7] . Log-likelihood ratios (LLRs) for Viterbi decoding are computed by assuming the noisy terms as independent Gaussian RVs.
(in dashed lines) reveal as effective in estimating the minimum sampling interval when > 20 and < 0.035.
IV. CONCLUDING REMARKS The minimum sampling frequency of the fading (or pilots spacing) is evaluated here to guarantee an average BER at the receiver for bit interleaved coded and uncoded binary systems. MMSE channel interpolation serves as an effective (and low complexity) method to acquire the channel estimate in time-varying fading by combining the estimates from the previous and the upcoming pilot symbols. The minimum sampling frequency of fading is shown to depend in general on the (arbitrary) fading correlation function ℛ(⋅), the SNRs for pilot ( ) and information ( ) symbols and the required performances (¯). The large fading oversampling that is required for uncoded transmission can be traded for longer codewords with smaller rates (and symbol energy) to improve the robustness against estimation errors (and noise). The joint exploitation of (convolutional) coding and (ideal) interleaving is shown to reduce the impact of errors due to channel outdating by associating independent estimation errors to each symbol belonging to the same error event. The conditions on the required minimum sampling frequencies hold for generic code design and are shown to be valid for high SNR and small fading dynamics.
