Strategieë om woordnette vir hulpbronskaars tale te ontwikkel: 'n gevallestudie vir Afrikatale. Die African Wordnet Projek (AWN) het ten doel om woordnette vir vyf Afrikatale te ontwikkel. Die tale sluit Setswana, isiXhosa, isiZulu, Sesotho sa Leboa (ook Sepedi of NoordSotho genoem) en Tshivenda in. Die sogenaamde uitbreidingsmodel, wat op die struktuur van die Engelse Princeton WordNet (PWN) gebaseer is, word tans gebruik om die AWN deurlopend handmatig uit te brei. Hierdie metode is baie arbeidsintensief en moet deur linguiste uitgevoer word. Die linguiste word deur verskeie kriteria, soos die vlak van leksikalisering van 'n woord en die geskiktheid van die sinstel vir die taal, gelei. Linguiste moes tot nou toe hierdie besluite sonder veel ondersteuning in die vorm van elektroniese hulpmiddels maak, aangesien daar vir baie Afrikatale nog nie eers basiese hulpbronne soos vrylik beskikbare, rekenaarleesbare en elektroniese tweetalige woordelyste bestaan nie. Metodes om die handmatige ontwikkeling van sinstelle te bespoedig en die werkslading op die taalspesialiste te verlig, het onlangs baie aandag geniet. Die eksperimente het daaroor gegaan dat die minimale hoeveelheid bronne wat wel beskikbaar is, ingespan word om sinstelle in die PWN te identifiseer wat na die AWN oorgedra behoort te word. Inligting uit die tweetalige woordelyste word op sinvolle wyse onttrek en aan die linguiste voorgehou om die finale seleksie te maak. In hierdie artikel word die metodologie wat gebruik is om die AWN te ontwikkel, voorgelê. Beskikbare hulpbronne wat in die verskillende eksperimente gebruik of ontwikkel is, word beskryf, voorlopige resultate word gegee en toekomstige planne word beskryf.
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WordNet is a semantic dictionary that was designed as a network, partly because representing words and concepts as an interrelated system seems to be consistent with evidence for the way speakers organise their mental lexicons.
An example of a very comprehensive synset from the Princeton WordNet (PWN) (Princeton University, 2016) for English is shown in Figure 1 . This example demonstrates the semantic nature of a wordnet and the hierarchical relations captured therein (more detail on this is provided in the Semantic Domains section). The PWN contains extensive synsets such as the one shown in Figure 1 not only for nouns but also for verbs, adjectives and adverbs, each articulating a distinct concept.
Since the 1990s, wordnets have been built for more than 150 languages worldwide, including many that are genetically and typologically unrelated to the original English wordnet.
The first step towards creating cross-lingual wordnets was EuroWordNet (Vossen 1998) , which encompasses eight languages, followed by the Multilingual Open Wordnet Project (Bond & Paik 2012) where 34 open wordnets have been merged and are housed in a central repository for easy use. The latest venture is the Global WordNet Grid (Vossen, Bond & McCrae 2016 ) that aims at providing a platform for centralising all existing wordnets.
Development of a wordnet typically follows one of two distinct methods, as discussed by Ordan and Wintner (2007) and Vossen (1998) . New wordnets are usually constructed from the ground up as a stand-alone resource and subsequently aligned with the PWN (Fellbaum 1998) in the so-called merge approach as in the case of PolNet, a Polish wordnet (Vetulani, Kubis & Obrębski 2010) that is based on a high-quality monolingual Polish lexicon. Alternatively, the FIGURE 1: The first sense for the noun synset 'hand' in PWN.
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alignment to PWN can be used as the basic structure on which to build a new wordnet from the onset. This latter method is referred to as the expand model which translates the English wordnet into the target language, and assumes that the new language shares an underlying structure with PWN. An example is the Hungarian wordnet (HuWN) (Vincze & Almási 2014) for which PWN 2.0 served as the basis.
Although a wordnet is accessible to human users via a web browser for the study of lexical structure and lexicalisation patterns, wordnets are also an essential resource for natural language processing applications that, for instance, require lexical disambiguation. Semantic relations in a wordnet can be exploited for word sense discrimination (cf. the 2013 shared task for SemEval, reported on by Navigli, Jurgens & Vannella 2013) , which is one of the core technologies for many other natural language processing applications. The usefulness of wordnets is further described by Abdullah and Ibrahim (2015) , who applied wordnets to improve the accuracy of information retrieval in a semantically driven search engine. Regarding language learning applications, Susanti, Iida and Tokunaga (2015) reported on the use of wordnets to automatically generate vocabulary tests for second language acquisition.
In light of the foregoing description of wordnets as significant resources for natural language processing applications, the aim of this article is to present various strategies used for building the African Wordnets, as well as explaining the available resources that were taken advantage of and the resources that had to be developed in the case of these underresourced languages. In the next section, we briefly present the African Wordnets and discuss their status quo. Then, various development strategies are discussed critically and illustrated with concrete examples. We conclude and point to future work in the final section.
Background and status quo of the African Wordnet Project
The languages in this project are considered resource scarce compared to most other languages listed by the Global WordNet Association (2016), in the sense that lexical resources are very limited and that there are no machine-readable lexicons freely available. The monolingual wordlists without lexical or grammatical information and relatively small, domain-specific corpora available at, for example, the Language Resource Management Agency (RMA) (2013) are insufficient for semi-automatic wordnet construction in the African languages. The agglutinating nature of the African languages belonging to the Bantu language family, particularly for those with a conjunctive orthography, such as isiZulu and isiXhosa, calls for morphological annotation for accurate corpus searches. Spiegler, van der Spuy and Flach (2010:1022) point out that the complex morphology of isiZulu is a challenge in particular for computational analysis, because:
Words usually incorporate both prefixes and suffixes, and there can be several of each. This makes it hard to identify the root by mechanical means, as the root could be the first, second, third, or even a later morpheme in a word. The complexities involved are exacerbated by the fact that a considerable number of affixes, especially prefixes, have allomorphic forms.
Although prototypes of rule-based morphological analysers have been developed for the mentioned two languages, these are not freely available yet (cf. Bosch & Pretorius 2011) .
The purpose of the African Wordnet Project (AWN) is the development of aligned wordnets for African languages spoken in South Africa (i.e. languages belonging to the Bantu language family) as multilingual knowledge resources which could be extended to include a wide variety of related languages also from other parts of Africa. Linking such wordnets to one another and to the many global wordnets makes cross-linguistic research and development possible. The first step towards developing such a rich resource for African languages was a training workshop for linguists, lexicographers and computer scientists which took place in 2007. As a direct result, development of wordnet prototypes for five official South African languages commenced as the AWN. Currently, the project includes isiXhosa, isiZulu, Setswana, Sesotho sa Leboa and Tshivenda 1 and has consisted of phases as described in Griesel and Bosch (2014) . Throughout the development, the AWN used the DEBVisDic editor tools (DEBVisDic: WordNet editor and browser n.d.) which are distributed as freeware and aim to be user-friendly and intuitive for linguists building semantic networks. DEBVisDic has been used in more than 20 projects and was recently re-launched as a web application (Rambousek & Horak 2016 ). An example of the DEBVisDic interface for the Setswana wordnet is given in Figure 2 . The definition, usage example, domain and other linguistic data fields for seatla (hand) can all be seen in one view.
Because of the resource scarceness of African languages, it was decided to follow the expand model for the development of the African Wordnet. As indicated by Ordan and Wintner (2007) , the expand model provides a tested structure on which to build a new resource and is therefore typically the choice for less resourced languages. Furthermore, the focus would be on the noun part included in PWN. The focus is mainly on the nouns because a starting point was motivated by the assumption that this would be a gentle introduction to wordnet development for our relatively inexperienced team of linguists. Also, nouns make up the bulk of the lexicon and would therefore, see the wordnets grow at a steady pace. The deliverables were divided into three categories: a basic synset, a definition and a usage example. The team started out by creating a basic synset in a first pass, with definitions and usage examples being added in subsequent iterations. It soon became clear after discussions with experienced wordnet developers at the Global Wordnet Conference in 2014 that the strength of a wordnet for further use lies more in the usage of examples than in definitions, and the focus 1.The ISO 639-2 codes as found on http://www.loc.gov/standards/iso639-2/php/ code_list.php are used for ease of reference. These codes are XHO (isiXhosa), ZUL (isiZulu), TSN (Setswana), NSO (Sesotho sa Leboa) and VEN (Tshivenda).
then shifted in this direction. Currently, the development team is engaged in formal quality assurance and further experiments on providing each synset with at least one usage example (see the Conclusion and Future Work section for more details in this regard). Table 1 reflects the status quo of the data contained in the AWN. The figures reported here were gradually built up over an 8-year period (2008-2016) and involved a large group of linguists working part-time on the project.
The only other wordnet covering a South African language is for Afrikaans (Kotzé 2008) and includes 10 068 synsets developed using a combination of manual and automatic methods. The AWN still has some way to go to reach the number of synsets encapsulated in larger projects such as:
• http: Given the data scarceness of the African languages, manual development has been the only feasible option for continued development up to now; however, experiments to exploit the relatively little data available for the five African languages in our project have already begun. The next section describes each of our development strategies in more detail.
Development strategies

Base concepts
When following the expand model in wordnet development, the most important consideration is to decide how to identify the concepts that should be included in the wordnet first. Because manual development is a slow and labour-intensive task, one would aim at including concepts that are used frequently and in a broad spectrum of domains. Such a resource can be found in the Princeton Core Concepts list (Available at http://wordnetcode.princeton.edu/standofffiles/core-wordnet.txt). In addition to this set of seed terms, the AWN looked towards two international projects, the BalkaNet Project (See http://www.dblab.upatras.gr/ balkanet/) and the EuroWordNet Project (See http://www. illc.uva.nl/EuroWordNet/), for guidance in this regard. In the EuroWordNet Project, a list of Common Base Concepts containing roughly 1024 concepts was identified and mapped to synsets in the PWN 2.0. This list was later expanded to about 5000 synsets and applied in the BalkaNet Project. Both the Princeton Core Concepts and BalkaNet Common Base Concepts aim at providing a starting point for new development. The Common Base Concepts are regarded as 'the fundamental building blocks for establishing the relations in a wordnet and give information about the dominant lexicalization patterns in languages' (Weisscher 2013) . Some examples of the application of these lists are discussed below. Lindén and Niemi (2014:191) base the creation of an extensive Finnish wordnet, directly aligned with the PWN, 'on the assumption that most synsets in PWN represent languageindependent real-world concepts'. In creating a wordnet for Catalan (Benítez et al. 1998) , the development team also used the Common Base Concepts as starting point because most of these concepts could be found in monolingual dictionaries for the language and thus transferred to wordnet format with relative ease. This automatic transfer only needed the manual addition of the hierarchical structure which is unique to ontologies, such as a wordnet to be done by linguists. In the IndoWordNet project (Prabhu et al. 2012) , which also followed the expand model, the team creatively turned to poetry (some of which translated from English) to find equivalents for all the terms in the Common Base Concepts and Princeton Core Concepts lists.
During the first development phases, the AWN followed suit and used the extended Common Base Concepts list as well as the Princeton Core Concepts list to extract English synsets for linguists to include and translate into the African languages concerned. However, in the case of the AWN, it soon became clear that a more localised approach was needed. The seed lists described above contain many concepts that are not lexicalised in the African context. Linguists were forced to create new terminology or do time-consuming searches in their own text collections and online to match the foreign concepts. This not only resulted in many lengthy descriptions for unfamiliar terms being included as synonyms but also hampered progress as our inexperienced team were discouraged by the time-consuming work.
Some slight meaning differences between concepts in the African languages from those captured in PWN also came to light. The Setswana word utlwa, for instance, points to four of the five qualities which could be found under the English concept 'sensation; sense experience'. In English, this concept would include perception of taste, sight, hearing, smell and feeling, but in Setswana, the concept excludes the perception of sight and includes the meaning of understanding and listening. Such a small difference in meaning would be very confusing for a user of an English-Setswana wordnet if we were to simply link the synsets for 'sensation' with utlwa.
Developers of wordnets in other languages seemed to experience the same difficulties with non-lexicalised terminology (cf. Vincze & Almási 2014) and, like the IndoWordNet, needed to find creative methods for solving this problem. The most popular solutions seemed to be (1) coining of new terms to cover the entire PWN scope and (2) creating language-specific synsets which are not linked to PWN as a subset in the larger database. This presents challenges for the storage and multilingual nature of the new wordnets but ensures a thorough coverage in the target language.
In Table 2 , we give some examples of nouns included in the Princeton Core Concepts and Common Base Concepts lists that are not lexicalised in the African languages. From the table, it can be seen that linguists sometimes provided very long descriptions for non-lexicalised terminology, rather than a precise concept. For instance, the translation provided for 'apparatus' in isiZulu literally means 'equipment to make something specific', while the translation of 'buffet' in isiXhosa denotes 'food that is 
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displayed so that people can help themselves'. Lexicalisation challenges are also encountered in the synsets 'earldom' in both the administrative and heraldry domains because these concepts are foreign to the African context.
Following the example of the HuWN (Vincze & Almási 2014:119), we subsequently made provision for linguists to indicate that an English noun is not lexicalised in the African languages by introducing a special field in the DEBVisDic editor where linguists can clearly indicate the nonlexicalisation of concepts in their particular language. In this way, superfluous non-lexicalised synsets are eliminated so that the wordnet of the language concerned eventually takes on a natural way of lexicalising concepts.
Organic growth
Some linguists working on the AWN quickly gained confidence and a thorough understanding of the goal of a wordnet. These linguists realised that adhering to the lists discussed in the Base Concepts section would not result in a truly African database but instead be nothing more than a translation of foreign (European) terminology. Especially, the Setswana language team ventured off this list quickly and began including synsets that the researchers found interesting and applicable to other areas of their work. Linguists would start by including the most prototypical sense of a frequent word and allow this sense to guide them to the next. Because of this organic style, the Setswana wordnet includes many figurative meanings and unexpected relations in the ontology structure. The Setswana team also simultaneously included adjectives and verbs semantically related to the nouns that they were developing. One such example can be seen in the Setswana word sebete (n: liver, adj: brave) which is semantically linked to bogale (adj: sharpness, brave, angry, strong). Both words are synonyms for being brave, but have other meanings that place them in a variety of domains, including BodyParts (see the Semantic Domains section for more information on how the team used this characteristic). The result is a semantically narrower wordnet when considering the different domains or levels included but a much richer resource in the semantic domains that are covered. The only restriction which was placed on the team was that each synset they included should still be linked to a synset and sense in the PWN, thus still following the expand model and negating the need for either creating a new ontology to fit the data or manually aligning with the PWN at a later stage.
Because this style of expansion did not suit all linguists, we continued to supply lists of seed terms, but tried to extract those synsets in the PWN that had a solid localised base in the African languages. The most rudimentary way of doing this was to provide a continually updated list of terms that other languages in the AWN had already included in their wordnets. Languages such as isiXhosa and isiZulu that belong to the same language group show similar morphological and orthographic patterns as demonstrated by Pretorius and Bosch (2009) . It therefore makes sense to use the data developed for the related language productively and 
expand on it, rather than starting new development from the ground up. This is not an unusual approach, particularly in under-resourced languages, as recommended by Alberts and Mollema (2013:46) for the harmonisation of terminology in the South African Bantu languages. Linguists working on languages in the same language group were encouraged to work together in the development of new synsets for the AWN, and information was shared among the groups at regular project meetings. Thus, the isiZulu and isiXhosa wordnets now contain a shared batch of 3746 synsets, whereas Setswana and Sesotho sa Leboa share a batch of 1527 synsets. The first four languages that were added to the AWN, isiXhosa, isiZulu, Setswana and Sesotho sa Leboa, share 2532 synsets among all four languages, which is indeed a constructive step towards multilingual applications of the wordnets. A language learner can, for instance, see translations for a word in different languages when consulting a semantically tagged corpus. The organic growth style encouraged not only shared synsets but also leads to valuable comparative insights between Tshivenda, isiZulu and Sesotho sa Leboa, for example, in the case of the naming of body parts (see ).
As mentioned previously, Tshivenda was later added as a fifth language when the development for the other four languages had already been under way for some time. To ease and speed up the development, the linguists were not only provided with the localised base concepts list as described in the Corpus Frequencies section, but also with the completed synsets from Sesotho sa Leboa as examples. The choice of language for this fast tracking was purely a practical consideration -both linguists working on Tshivenda also had a very good knowledge of Sesotho sa Leboa and felt confident to use this data when creating new synsets for their language. Tshivenda linguists, therefore, did not only have a list of lexicalised terms in English to start incorporating into their wordnet, but the seed list was further enhanced with the lemmas, usage examples and definitions in Sesotho sa Leboa. This approach worked exceptionally well and witnessed the Tshivenda wordnet grow to nearly 5000 synsets within 3 years.
Corpus frequencies
As the project progressed, more resources became available, for instance, via the RMA (2013). These resources could be used to extract our own lists based on real-world parallel corpora for the languages included in AWN, and therefore allowed us to follow new methods. To test this approach, a multilingual parallel corpus, including all 11 official South African languages, was acquired from the RMA. The English version of the parallel corpus contained 50 000 tokens and was used to compare the African languages' data with the Princeton Core Concepts. From the multilingual corpus, we extracted a frequency list for Tshivenda and compared the 5000 most frequent terms in the multilingual African wordlist with the list of (English) base and core concepts mentioned above.
This frequency list extracted from the above mentioned multilingual corpus includes concepts that reflect unique African language usage but are also skew in terms of domain representation. Most of the data in the parallel corpus were sourced from government domain web pages and freely available online newspapers. As the data were mostly sourced from the web, a platform that is quite new for the African languages, it also does not reflect older but still acceptable word forms. The domains included also do not provide many figurative interpretations (see Eiselen & Puttkammer 2014 for a complete description of the corpora developed in the NCHLT project). This can be seen in the fact that some of the more frequent words found in the corpora included 'benefit' (2042 occurrences, translated as uncedo in XHO and kholo in NSO) and 'money' (1592 occurrences, translated as imali in ZUL and XHO and as tšhêlêtê or madi in TSN). It is therefore clear that the lists are by no means a wellrounded representation of the language usage, but at least the linguists in our team were acquainted with the concepts, which allowed for further exploiting and organic growth (see the Base Concepts section for more discussion on this point).
The approach utilising frequency lists from language-specific corpora proposed here was also followed in the development of the Romanian WordNet (Tufiş et al. 2006:337) . In the case of Tshivenda, the result was a list of concepts that are internationally regarded and commonly occur in modern African corpora. The list of roughly 1000 concepts was shared with the linguists as a starting point for Tshivenda wordnet development.
It should, however, be noted that the disjunctive orthography of Tshivenda lends itself to straightforward extraction of frequency lists from corpora, particularly in the case of nouns. Extraction of frequency lists in isiZulu and isiXhosa, with their conjunctive orthography, is more complex and requires preprocessing, such as morphological analysis of text corpora, to identify word roots (cf. Bosch & Pretorius 2011 ).
Semantic domains
Development speed was significantly higher in the teams that focussed on lexicalised terminology and were following the direction each term led them in to exploit more meanings and senses. The organic growth style with seed lists that were extracted from local corpora suited the AWN team. Concurrently, some teams needed guidance in the form of seed lists more than others as the sheer quantity of work still to be done for AWN was overwhelming.
While individual methods and workflows were respected and linguists were encouraged to follow whichever method suited their situation (taking time constraints, research involvement and experience into consideration), the problem remained that we aimed to create an African wordnet where a significant set of synsets would at least be shared across all languages in the project. According to Anderson, Pretorius and Kotzé (2010:3757) , 'the establishment of inter-lingual indices and ontologies would make cross-linguistic information retrieval and question answering possible, and significantly aid machine translation'. It was therefore decided to exploit the existing structure of the wordnet as a Niles and Pease (2001: 3) describe the ontologies as follows: 'The SUMO provides definitions for general-purpose terms and acts as a foundation for more specific domain ontologies'. The MILO is described as 'an ontology that is being developed as a bridge between the abstract content of the SUMO and the rich detail of the various domain ontologies'. Combining these two frameworks aims at putting forth a hierarchical categorisation that is both machine-readable and easily understood by human interpreters. After discussing the different development methods used by the language teams in the AWN with the entire group, a compromise between more free-flowing development as used by the Setswana team and the stricter coherence to the PWN was suggestedall linguists would work in a specific SUMO and MILO domain and exploit all interesting terminology within that domain for a specified time frame. After this period, the larger project team would re-evaluate the direction this domain took them in and consider moving to the next. As a first suggestion, the team agreed to work on 'Body Parts'. This domain is much less abstract, concepts are shared across the languages to a large degree, and it was therefore hoped that the synsets could be added faster than domains lower down (and thus more abstract) in the ontologies.
This approach seemed to work especially well for encouraging collaboration among the language groups. Although the number of synsets developed did not increase significantly, constructive discussions dealing with the comparison of linguistic phenomena took place and resulted in various research outputs (cf. Mabusela 2013; Madonsela & Mahonga 2013; Mojapelo 2013 Mojapelo , 2016 .
Linking
For the first 5 years of development, linguists were responsible for identifying and translating appropriate synsets without much help from electronic resources. Over that period, the African Wordnets only grew with an average of 1000 synsets per language per year (see Griesel & Bosch 2014 for a detailed introduction). Regarding the Catalan Wordnet, Benítez et al. (1998:1) confirm that although manual construction of lexicons is the most reliable technique, it is costly and highly time-consuming. They continue by giving this as the reason why researchers rather focus 'on the massive acquisition of lexical knowledge and semantic information from preexisting structured lexical resources as automatically as possible'.
Recently, research was done to speed up the manual development of synsets in the AWN in order to ease the workload of the human language experts. The investigations centred around utilising the minimal amount of information available in limited bilingual dictionaries to identify synsets in the PWN that could be included in the AWN semi-automatically. After identifying appropriate and still missing synsets, key pieces of information from the dictionary can be transferred to the wordnet presented to linguists for final approval and inclusion in the wordnets.
For the experiments described here, a few basic bilingual dictionaries that were made available for research purposes were used. These resources ranged in scope from a few hundred terms in a bilingual wordlist with little more than a translated lemma to a more comprehensive bilingual dictionary with at least a part of speech tag and some indication of the meaning. Many of the dictionaries were not in machinereadable format and required extensive proofreading to ensure a usable data source. The dictionaries were also often older manuscripts and therefore did not include newer terminology or word forms (cf. the Setswana-English dictionary by Brown [1925] that is freely available from https://archive.org/ details/secwanadictiona00browgoog).
Similar studies using bilingual dictionaries have been conducted for a variety of languages. Oliver (2014) describes various methods for automatic expansion of wordnets using Wikipedia, bilingual dictionaries, BabelNet, machine translation and other resources to identify and validate possible synsets. His methods depend heavily on the availability of online data sources in the languages for which he proposes to build wordnets and deliver promising results. Montazery and Faili (2010) used bilingual corpora and a large dictionary for Persian-English to map PWN synsets with Persian words, based on a score calculated for each synset and the possible Persian translations linked to it. With a precision score of 82% on unambiguous synsets, this method shows great promise but requires quite a large amount of data for the target language.
The biggest difference between these languages and the African languages, however, is the wealth and quantity of data contained in dictionaries which are freely accessible, often in machine-readable formats. Most of the entries in the dictionaries used in the above studies had at least searchable definitions and examples for each lemma. In the case of African languages, even basic resources like computer readable and electronic dictionaries are not always freely available. Given this resource scarceness, we had to develop a semi-automatic method of extracting possible synsets from the data listed above. It was decided to still include manual verification in the methodology as the data available were either very small or outdated and would, therefore, be more difficult to map to the PWN.
As described in the Introduction section, a basic synset is made up of a literal, a part of speech tag and the different semantic relations deemed necessary by the SUMO and MILO categorisation. It is also linked to the PWN by a unique identification code (ENG ID). By virtue of this ENG ID, the five African language wordnets are then connected to form a multilingual resource. Utilising the minimal amount of information available in the electronic resources listed above
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(sometimes as little as a lemma and its translation), we identified synsets in the PWN as potential links. One such example from the Sesotho sa Leboa dictionary is 'almond tree' with its translation moamandêlê. Using the English lemma, a possible match could easily be found in the PWN, from which an ENG ID and definition were extracted. A simple spreadsheet was drawn up with all of the possible matches like that for 'almond tree' (see Table 3 ). This sheet has a column each for the Sesotho sa Leboa and the English lemmas, as found in the bilingual dictionary, the ENG ID and definition from the PWN, and open columns for the linguist to indicate a true match and provide a usage example if the definition and lemma are indeed a match. Linguists simply had to indicate whether the definition matched the dictionary entry with a 'yes' or 'no' classification. Because of various copyright issues, no usage examples from external sources could be used, but linguists rather had to provide a novel example for each matched synset. The information provided by the linguists was then automatically carried over to the appropriate XML database format, with additional information on the SUMO and MILO classification, domain and hierarchical structure which could be garnered from the English PWN.
The methodology was kept simple while utilising as much of the dictionaries as possible. Mappings where linguists marked 'no' will be evaluated at a later stage and might still be included in the wordnet, but linked to a different PWN counterpart. Although the addition of a manual verification step seems unnecessary given the promising results (see Table 4 ), Kotzé (2008:180) warns that a single lexicographical resource does not suffice for this type of experiment. It was therefore deemed necessary to ensure the quality of the AWN that linguists verified and in some cases corrected the entries before we included these in the larger database. Efforts to acquire more (bilingual) wordlists and corpora are ongoing.
Extracting usage examples
In addition to the basic synset, each sense should be further enriched by a usage example in the target language showing the use of the sense in context. In most wordnets of languages which are highly resourced, usage examples are semiautomatically extracted from available (tagged) corpora as demonstrated, for instance, by Broda, Maziarz and Piasecki (2012:3648) with regard to the Polish wordnet plWordNet. It is interesting to note that Broda et al. op cit. advise that linguists should not depend exclusively on intuition, but should also consult available corpora for usage examples. However, they caution that 'finding examples of rare senses of words in a large corpus is difficult and time-consuming'.
In the case of the AWN, linguists did not use corpora to find usage examples, but either created their own examples or translated the English usage examples if these were available. For example, in the case of:
• buffet (ENG20-07108586-n), there is no usage example in the PWN, but in the Setswana synset, a usage example has been provided, viz. Baeng ba nnake ba jele dijȏ tse di monate tsa boitsholȇlȏ.
• newspaper (ENG20-07573103-n), the English usage example is not translated into isiZulu, but a new usage example is created: ngifunda iphephandaba. 
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• standing (ENG20-13156245-n) the English usage example has simply been translated into Sesotho sa Leboa viz. leloko la boemo bja godimo setšhabeng 'a member in good standing (in society)'.
A first attempt was then made to fast-track the process for the isiZulu wordnet by using the recently compiled isiZulu Wortschatz corpus (Universität Leipzig http://corpora. informatik.uni-leipzig.de/) to semi-automate the process of extracting usage examples. The corpus that contains 100K sentences with an average length of 12 words per sentence implements NoSketchEngine as concordance user interface or corpus browser and has a basic lemmatiser for isiZulu built-in (see http://cql.corpora.uni-leipzig.de/? corpusId=zul_mixed_2014). This semi-automatic process is illustrated in Figure 3 .
The search on word form (igatsha) results in nine hits; however, because of the complex morphology and conjunctive orthography of isiZulu, it might be necessary in some cases to widen the search to lemma (gatsha) because it results in 59 hits, presenting a wider range of usage examples to choose from. Future research will include thorough evaluation of the corpus and its suitability to automatic extraction of usage examples.
Conclusion and future work
Much has been written about the resource scarceness of the African languages (cf. the resource audit performed by Grover, Van Huyssteen & Pretorius 2010) . Wordnets not only aim to serve as direct sources of data for further human language technology and linguistic research, but also to create more intricate resources such as semantically tagged corpora, information retrieval systems and the like. The AWN is a first step in creating valuable databases for five South African languages and will soon be made available to the larger linguistic community for further research.
The development strategies used for building a first version of the AWN for isiXhosa, isiZulu, Setswana, Sesotho sa Leboa and Tshivenda were described. Despite the varying strategies implemented to build wordnets for the five African languages concerned, the similarities shared on levels such as morphology or grammar and semantics allow the language teams to learn from one another, to share and thus to fast-track the development of the individual wordnets in this way.
The dilemma of under-resourced African languages further called for the implementation of various methods during the early stages of development. For example, much of the initial work was done manually following the expand model from the PWN. As the team gathered more experience and suitable lexical resources became available, more localised guidance could be given in the form of frequency-based seed terms and semi-automatic linking of lemmas from bilingual wordlists and the PWN. Experiments to speed up the collection of usage examples from online corpora also show promising results.
Each of the various development strategies plays a part in creating the unique AWN (Figure 4 ). These methods were employed simultaneously by the different language groups, depending on their level of experience, the available language resources and the individual preferences of the linguists. This qualitative approach to development worked well in a diverse team, building wordnets for five African languages in parallel.
During the development, a few questions also arose as to the best practise for handling conceptual and lexical gaps which exist between English and the African languages. Bentivogli and Pianta (2000:665) point out that even among culturally related languages, such as Italian and English, it has been shown that a medium-sized dictionary of English to Italian contains around 7.8% lexical gaps, where there is no equivalence and a free translation is needed. One possible solution for the AWN might lie in participating in the Global WordNet Grid initiative (Fellbaum & Vossen 2007; Vossen et al. 2016 ) which aims at creating a centralised platform for all wordnets with focussed efforts in including new concepts in multiple languages.
The AWN is currently undergoing extensive quality assurance. Aspects that need attention are to verify that the African language concept is linked to the correct English PWN synset and sense, spellchecking and normalisation of the content to ensure uniformity. Smrz (2004) also lists several categories that can be tracked and corrected automatically, including omitted POS tags, SUMO and MILO categories, etc. Future work will include creating a user interface to not only browse and develop new synsets but also to check the quality of the completed work in time as a linguist verifies the data. When freely available text manipulation tools such as lemmatisers and spellcheckers become available for the African languages, these tools should also be incorporated into such an interface.
Because of the limited availability of lexicographic and basic language resources for the African languages, wordnet construction presents a challenging and timeconsuming manual task for linguists. As it stands, notwithstanding the different strategies implemented in the development of wordnets for the five African languages concerned, the AWN provides a solid base for future development of new synsets, expansion of the synsets with usage examples and definitions and inclusion of further African languages. It is foreseen that this first version will soon become a useful tool in the creation of more complex applications.
