Sufficient conditions for weak consistency of the Koenker-Bassett estimator are obtained for the parameter of a nonlinear regression model with continuous time and random noise possessing the property of the long-range dependence.
Introduction
Mathematical models for observations of the form "signal plus noise" have a wide area of applications in various fields of natural and social sciences such as turbulence theory, meteorology, hydrology, geophysics, statistical radiophysics, chemical kinetics, econometrics, finance, sociology, etc.
Models with continuous time and random noise with long-range memory are of special interest. Some recent applied studies prove that various data observed in the sciences mentioned above show the property of long-range dependence (see, for example, the books by Beran [1] , Leonenko [2] , Doukhan et al. [3] ). Parameters of nonlinear regression models can be estimated by a method proposed by Bassett and Koenker [4] . The Koenker-Bassett estimator can be used to estimate an unknown parameter of the unknown βquantile of observations. The value β ∈ (0, 1) is defined from the distribution of the random noise.
Earlier studies [5, 6] dealt with sufficient conditions for weak consistency and asymptotic normality of the Koenker-Bassett estimator in the case of nonlinear models with discrete time and with independent and identically distributed errors of observations.
The main aim of this paper is to obtain sufficient conditions for weak consistency of the Koenker-Bassett estimator in the case of nonlinear models with continuous time.
Setting of the problem
Consider the following nonlinear regression model:
where g (t, θ) is a real function that is continuous with respect to the set of all its argu-
is an open bounded set of parameters containing θ, and Θ c is the closure in R q of the set Θ. We also assume that ε(t) satisfies the following conditions. A1. ε(t), t ∈ R, is a local functional of the Gaussian stationary process ξ(t), that is,
A2. ξ(t), t ∈ R, is a measurable real stationary Gaussian process defined on the probability space (Ω, F, P). Furthermore, ξ(t) is a mean square continuous process with long-range dependence, and its covariance function is given by
where L(t) is a slowly varying at infinity function (see, for example, [7] ). Finally we assume that E ξ(t) = 0, E ξ 2 (t) = B(0) = 1. We denote by F (x) the distribution function of ε(0) and assume that A3. F (0) = β for some β ∈ (0, 1). Consider the function
is called the Koenker-Bassett estimator (or generalized least modules estimator) of the unknown parameter θ ∈ Θ constructed from observations X(t), t ∈ [0, T ], represented in the form of (1) with respect to the loss function ρ β (x), x ∈ R.
The estimatorθ T exists if the above conditions are satisfied for the model (1) (see, for example, [8] ).
Since P (X(t) < g(t, θ)) = P(ε(t) < 0) = P(ε(0) < 0) = β, the model of observations (1) can be viewed as a nonlinear quantile regression. Indeed, θ T is an estimator of the unknown parameter θ for the β-quantiles g(t, θ) of the observations X(t), t ∈ [0, T ].
Let g(t, τ ) be a continuously differentiable function with respect to τ ∈ Θ and let
The latter lower limit can even be equal to infinity. Now we change the variables in the regression function as follows: we let
where θ is the true value of the parameter. The image of the parametric set Θ under this
Some properties of the loss function
Let β = min {β, 1 − β} and β = max {β, 1 − β}. We list below some useful properties of the loss function ρ β (the proofs of these properties are straightforward).
VI. If the first moment of a random variable ξ exists, then
VII. If the second moment of a random variable ξ exists, then
Var ρ β (ξ) = Var ρ 1−β (−ξ).
It follows from property IV that
If we additionally assume that E ξ = 0, then
Properties VI and E ε(t) = 0, t ∈ R, imply that
Main result
In what follows we need the following conditions. B. (i) For all ε > 0 and r > 0, there exists δ = δ(r, ε) > 0 such that
(ii) For all r > 0, there exists a constant σ = σ(r) < ∞ such that
C. For all r > 0, there exists Δ(r) > 0 such that
for sufficiently large T > T 0 , and moreover
for some r 0 > 0, where a 0 > 2 and Δ 0 > 0 are some numbers.
Theorem 1. Let ε(t) satisfy conditions A1, A2, and A3. If conditions B and C hold, then
According to the definition of the Koenker-Bassett estimator,
By Chebyshev's inequality,
Property III of the function ρ β implies that
This means that the decomposition
are the Chebyshev-Hermite polynomials and where ϕ(u) = (2π) −1/2 e −u 2 /2 is the standard Gaussian density. Note that
In particular,
We need the following result of [9] to estimate the latter integral. If η = 0, then the same conclusion holds under the additional assumption that the function L is nondecreasing on the axis (0, ∞). 
Therefore (9)
On the other hand,
in view of property IV. Using bound (3) we prove the inequality
Further
Hence
Let r = r 0 and γ = 2/a 0 , where the numbers r 0 and a 0 are defined in condition C. Then (10) together with Chebyshev's inequality implies that (11)
Following the method used to estimate the probability P 1 , we consider the representation in the Hilbert space L 2 (R, ϕ(u)du):
Since c 0 = d 0 by condition (4), we get
As above, the right-hand side of (11) is O (B(T )) as T → ∞. It remains to estimate the probability
for γ ∈ (0, 1). Let F (1) , . . . , F (l) ⊂ V c (r 0 ) = {u ∈ R q : u ≤ r 0 } be closed sets, whose diameters do not exceed δ defined by (5) with r = r 0 . Let ε = νΔ(r)γ /(2β), where ν ∈ (0, 1) is a certain number, and let l i=1
Then
According to property V we have
Considering condition (5), we conclude that
Every term of the latter sum is estimated separately:
Let ρ β (ε(t) − Δh(t, u i )) = Z(ε(t)) = Z (G(ξ(t)) ).
Since, for every fixed t ∈ [0, T ],
the function Z(G(·)) can be decomposed in the Hilbert space L 2 (R, ϕ(x)dx) with respect to the Chebyshev-Hermite polynomials, namely
Then Now we obtain from (12) and (13) that O (B(T ) ) .
Concluding remarks
Sufficient conditions are found in the paper for weak consistency of the Koenker-Bassett estimator in the quantile regression model with long-range memory noise and continuous time. The proof of the asymptotic normality of the estimator will be published elsewhere.
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