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Abstract
Let E be a separable (or the dual of a separable) symmetric function space, let M be a semifinite
von Neumann algebra and let E(M) be the associated noncommutative function space. Let (εk)k1 be
a Rademacher sequence, on some probability space Ω . For finite sequences (xk)k1 of E(M), we consider
the Rademacher averages
∑
k εk ⊗ xk as elements of the noncommutative function space E(L∞(Ω)⊗M)
and study estimates for their norms ‖∑k εk ⊗ xk‖E calculated in that space. We establish general Khint-
chine type inequalities in this context. Then we show that if E is 2-concave, ‖∑k εk ⊗ xk‖E is equivalent
to the infimum of ‖(∑y∗
k
yk)
1/2‖+ ‖(∑ zkz∗k)1/2‖ over all yk , zk in E(M) such that xk = yk + zk for any
k  1. Dual estimates are given when E is 2-convex and has a nontrivial upper Boyd index. In this case,
‖∑k εk ⊗ xk‖E is equivalent to ‖(∑x∗k xk)1/2‖ + ‖(∑xkx∗k )1/2‖. We also study Rademacher averages∑
i,j εi ⊗ εj ⊗ xij for doubly indexed families (xij )i,j of E(M).
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The purpose of this paper is to study Rademacher averages on noncommutative symmetric
spaces, in connection with some recent developments of noncommutative Khintchine inequal-
ities. Throughout we let E be a symmetric Banach function space on (0,∞) (see [15]). Let
(M, τ) be a semifinite von Neumann algebra equipped with a normal semifinite faithful trace τ .
For any x belonging to the space M˜ of all τ -measurable operators, let μ(x) : t > 0 → μt(x)
denote the singular value function of x (see [11]). Then the noncommutative symmetric space
E(M) is the space of all x ∈ M˜ such that μ(x) ∈ E, equipped with the norm
‖x‖E(M) =
∥∥μ(x)∥∥
E
.
We refer to [15,16] for general facts on symmetric function spaces and to [24,31,7–9,14]
for a thorough study of E(M)-spaces and their properties. We note that in the case when
E = Lp(0,∞), the space E(M) = Lp(M) is the usual noncommutative Lp-space associated
with M (see e.g. [11,29] and the references therein).
In general we will simply let ‖ ‖E (instead of ‖ ‖E(M)) denote the norm on E(M) if there is
no risk of confusion.
Let (Σ,dμ) be a localizable measure space and consider the commutative von Neumann
algebra L∞(Σ). In the sequel, we will always consider the von Neumann algebra tensor product
L∞(Σ) ⊗ M as equipped with the trace dμ ⊗ τ . This gives rise to noncommutative spaces
E(L∞(Σ)⊗M). Note that Lp(L∞(Σ)⊗M) coincides with the Bochner space Lp(Σ;Lp(M))
for any p  1. However E(L∞(Σ)⊗M) is not a Bochner E(M)-valued space in general.
Consider the compact group Ω = {−1,1}∞, equipped with its normalized Haar measure dm.
For k  1, we let εk :Ω → {−1,1} be the Rademacher functions defined by letting εk(Θ) = θk
for any Θ = (θk)k1 ∈ Ω . Let x1, . . . , xn be a finite family of E(M). We will consider two
Rademacher averages of the xk’s. First we let
∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
Rad(E)
=
(∫
Ω
∥∥∥∥∑
k
εk(Θ)xk
∥∥∥∥
E(M)
dm(Θ)
)
be the norm of the sum
∑
k εk ⊗ xk in the Bochner space L1(Ω;E(M)). Next we note that each
εk ⊗ xk belongs to the noncommutative space E(L∞(Ω)⊗M) and we let
∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
E
be the norm of their sum
∑
k εk ⊗ xk in the latter space.
Classical commutative or noncommutative Khintchine inequalities involve the ‘classical’
Rademacher averages expressed by ‖ ‖Rad(E) (see e.g. [16–18,29,19]). In this paper we will
be interested in Khintchine inequalities regarding the averages expressed by ‖ ‖E . In general, the
averages ‖ ‖Rad(E) and ‖ ‖E are not equivalent, see Section 4 for more on this topic.
We let pE and qE denote the Boyd indices of E (see [16, Definition 2.b.1]).
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Proposition 2.d.1] and its proof that whenever qE < ∞, we have an equivalence∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
E
≈
∥∥∥∥(∑
k
|xk|2
) 1
2
∥∥∥∥
E(Σ)
for finite families (xk)k of E(Σ). The main purpose of this paper is to establish noncommutative
versions of this theorem.
To express them, we first note that whenever A(·) and B(·) are two quantities depending on a
parameter ω, we will write A(ω) B(ω) provided that there is a positive constant K such that
A(ω)KB(ω) for any ω. Then we write A(ω) ≈ B(ω) when we both have A(ω) B(ω) and
A(ω) B(ω).
Given an arbitrary M and a finite family (xk)k of E(M), we set
∥∥(xk)k∥∥c = ∥∥∥∥(∑
k
x∗k xk
) 1
2
∥∥∥∥
E(M)
and
∥∥(xk)k∥∥r = ∥∥∥∥(∑
k
xkx
∗
k
) 1
2
∥∥∥∥
E(M)
. (1.1)
Next we let ∥∥(xk)k∥∥max = max{∥∥(xk)k∥∥c,∥∥(xk)k∥∥r}
and ∥∥(xk)k∥∥inf = inf{∥∥(yk)k∥∥c + ∥∥(zk)k∥∥r},
where the infimum runs over all finite families (yk)k and (zk)k in E(M) such that xk = yk + zk
for any k  1.
The classical noncommutative Khintchine inequalities [17,18,29] say that if 2 p < ∞, then
we have an equivalence ∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
Rad(Lp)
≈ ∥∥(xk)k∥∥max (1.2)
for finite families (xk)k of Lp(M), whereas if 1 p  2, we have an equivalence∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
Rad(Lp)
≈ ∥∥(xk)k∥∥inf. (1.3)
Furthermore it is shown in [19] that (1.2) remains true when Lp is replaced by any E which is
2-convex and q-concave for some q < ∞, and that (1.3) remains true when Lp is replaced by
any E which is 2-concave.
The main result of this paper is the following.
Theorem 1.1. Assume that E is separable, or that E is the dual of a separable symmetric function
space.
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∥∥(xk)k∥∥inf  ∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
E
(1.4)
for finite families (xk)k of E(M).
(2) If qE < ∞ and pE > 1, then we have∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
E

∥∥(xk)k∥∥max (1.5)
for finite families (xk)k of E(M).
This theorem will be proved in Section 3. The preceding Section 2 contains preparatory and
preliminary results. Section 4 is devoted to examples and illustrations. In Corollary 4.2, we show
that the Rademacher averages ‖∑k εk ⊗ xk‖E are equivalent to ‖(xk)k‖inf if E is 2-concave,
and that they are equivalent to ‖(xk)k‖max if E is 2-convex and qE < ∞. These are analogs of
the main results of [19]. Also we discuss equivalence between ‖∑k εk ⊗ xk‖E and the classical
averages ‖∑k εk ⊗ xk‖Rad(E) and show that Theorem 1.1 is in some sense optimal. In Section 5,
we study double sums
∑
i,j
εi ⊗ εj ⊗ xij ,
regarded as elements of E(L∞(Ω) ⊗ L∞(Ω) ⊗ M). We extend Theorem 1.1 and Corollary 4.2
to this setting.
We mention (as an open problem) that we do not know if the second part of Theorem 1.1
remains true without assuming that pE > 1.
2. Preliminaries and background
In this section, we assume that E is a fully symmetric function space on (0,∞) (in the sense
of [8]). We do not make any assumption on its Boyd indices. We let (M, τ) and (N,σ ) denote
arbitrary semifinite von Neumann algebras.
Given 1 p  q ∞, we will write
E ∈ Int(Lp,Lq)
provided that the following interpolation property holds: Whenever T is a linear operator from
Lp(0,∞) + Lq(0,∞) into itself which is bounded from Lp(0,∞) into Lp(0,∞) and from
Lq(0,∞) into Lq(0,∞), then T maps E into itself. We recall that in this case, the resulting
operator
T :E → E
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on interpolation. We recall that if E ∈ Int(Lp,Lq), then we have
p  pE  qE  q. (2.1)
Throughout the paper, we will use the following fundamental result (see [8]).
Proposition 2.1. Assume that E ∈ Int(Lp,Lq) and let
T :Lp(M)+Lq(M) → Lp(N)+Lq(N)
be any linear operator such that
T :Lp(M) → Lp(N) and T :Lq(M) → Lq(N)
are bounded. Then T maps E(M) into E(N) and the resulting operator T :E(M) → E(N) is
bounded. Moreover we have an estimate∥∥T :E(M) → E(N)∥∥ C max{∥∥T :Lp(M) → Lp(N)∥∥,∥∥T :Lq(M) → Lq(N)∥∥}
for some constant C not depending on either M , N , or T .
Remark 2.2. Note that the fully symmetric assumption on E is equivalent to the property that
E ∈ Int(L1,L∞) with the additional property that
‖T :E → E‖max{∥∥T :L1 → L1∥∥,∥∥T :L∞ → L∞∥∥} (2.2)
for any T :L1 + L∞ → L1 + L∞ (see e.g. [15, II, Theorem 4.3]). In this case, Proposition 2.1
for (p, q) = (1,∞) holds true with C = 1.
Further, any symmetric function space which is either separable, or is the dual of a separable
symmetric function space, is automatically fully symmetric.
The norms introduced in (1.1) are related to matrix representations, as follows. Let n 1 be
an integer and consider the von Neumann algebra Mn(M) equipped with the trace tr ⊗ τ (here tr
is the usual trace on Mn). In the sequel we will write Eij for the usual matrix units of Mn. For
any x ∈ E(M), we have
|Eij ⊗ x| = Ejj ⊗ |x|,
hence Eij ⊗x ∈ E(Mn(M)), with ‖Eij ⊗x‖E = ‖x‖E . We deduce that the space E(Mn(M)) can
be algebraically identified with the space Mn ⊗ E(M) of n × n matrices with entries in E(M).
Then for any x1, . . . , xn in E(M), we have
∣∣∣∣∣
n∑
Ek1 ⊗ xk
∣∣∣∣∣= E11 ⊗
(
n∑
x∗k xk
) 1
2
,k=1 k=1
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∥∥∥∥∥
(
n∑
k=1
x∗k xk
) 1
2
∥∥∥∥∥
E(M)
=
∥∥∥∥∥
n∑
k=1
Ek1 ⊗ xk
∥∥∥∥∥
E(Mn(M))
=
∥∥∥∥∥∥∥∥∥
⎡⎢⎢⎢⎣
x1 0 · · · 0
...
...
...
...
...
...
xn 0 · · · 0
⎤⎥⎥⎥⎦
∥∥∥∥∥∥∥∥∥
E(Mn(M))
. (2.3)
Likewise, we have
∥∥∥∥∥
(
n∑
k=1
xkx
∗
k
) 1
2
∥∥∥∥∥
E(M)
=
∥∥∥∥∥
n∑
k=1
E1k ⊗ xk
∥∥∥∥∥
E(Mn(M))
=
∥∥∥∥∥∥∥∥
⎡⎢⎢⎣
x1 · · · xn
0 · · · 0
...
...
0 · · · 0
⎤⎥⎥⎦
∥∥∥∥∥∥∥∥
E(Mn(M))
.
Let Coln :Mn(M) → Mn(M) be the natural projection onto the ‘column subspace’ of Mn(M),
taking Ei1 ⊗ x to itself for any i  1 and taking Eij ⊗ x to 0 whenever j  2. Alternatively,
Coln is the right multiplication z → zc, where c = E11 ⊗ 1. Since μt(zc)  μt(z)‖c‖M =
μt(z) for any z ∈ M˜ and any t > 0, the mapping Coln extends to a contractive projection on
E(Mn(M)), that is, ∥∥Coln :E(Mn(M))→ E(Mn(M))∥∥ 1. (2.4)
We record for further use the following straightforward consequence of the latter observation and
Proposition 2.1.
Lemma 2.3. Assume that E ∈ Int(Lp,Lq). There is a constant C verifying the following prop-
erty. Let n 1 be an integer and let T :Lp(M)n +Lq(M)n → Lp(N)+Lq(N) be a linear map
such that for r equal to either p or q , we have
∥∥T (x1, . . . , xn)∥∥r 
∥∥∥∥∥
(
n∑
k=1
x∗k xk
) 1
2
∥∥∥∥∥
r
, x1, . . . , xn ∈ Lr(M).
Then we have
∥∥T (x1, . . . , xn)∥∥E  C
∥∥∥∥∥
(
n∑
k=1
x∗k xk
) 1
2
∥∥∥∥∥
E
, x1, . . . , xn ∈ E(M).
Let n  1 be an integer and let (E(M)n,‖ ‖inf) (respectively (E(M)n,‖ ‖max)) denote the
product space E(M)n of all n-tuples (x1, . . . , xn) of E(M) equipped with the norm ‖(xk)k‖inf
(respectively ‖(xk)k‖max). Let E′ denote the Köthe dual of E and recall that when E is separable,
then E′ = E∗ (see e.g. [15, p. 102]).
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(1) If E is separable, then we both have(
E(M)n,‖ ‖inf
)∗ = (E′(M)n,‖ ‖max) and (E(M)n,‖ ‖max)∗ = (E′(M)n,‖ ‖inf)
isometrically.
(2) If E is separable, or if E is the dual of a separable symmetric space, then for any x1, . . . , xn
in E(M), we have∥∥(xk)k∥∥inf = sup{∥∥(sxks)k∥∥inf: s is a selfadjoint projection from M, τ(s) < ∞}.
Proof. Assume that E is separable. Then it follows from [9, p. 745] that E(Mn(M))∗ =
E′(Mn(M)). Using (2.4) and its row counterpart, this implies that(
E(M)n,‖ ‖c
)∗ = (E′(M)n,‖ ‖r) and (E(M)n,‖ ‖r)∗ = (E′(M)n,‖ ‖c)
isometrically. Then part (1) of the proposition follows at once, using standard duality principles
(see e.g. [15, Theorem I.3.1]).
Now take x1, . . . , xn in E(M). By the preceding point, there exist y1, . . . , yn in E′(M) such
that ‖(yk)k‖max = 1 and
∥∥(xk)k∥∥inf = n∑
k=1
τ(xkyk).
Let ε > 0. For every k = 1, . . . , n, there exists a selfadjoint projection sk from M such that
τ(sk) < ∞ and ∣∣τ(sxksyk)− τ(xkyk)∣∣ ε
n
for every s  sk . Indeed, this follows from [5, Proposition 2.5] (the latter proposition holds true
for general semifinite von Neumann algebras). Set s =∨1kn sk . Clearly τ(s) < ∞ and we
have ∣∣∣∣∣
n∑
k=1
τ(sxksyk)
∣∣∣∣∣ ∥∥(xk)k∥∥inf − ε.
Furthermore, ∣∣∣∣∣
n∑
k=1
τ(sxksyk)
∣∣∣∣∣ ∥∥(sxks)k∥∥inf∥∥(yk)k∥∥max = ∥∥(sxks)k∥∥inf
by part (1) of this proposition. Hence ‖(sxks)k‖inf  ‖(xk)k‖inf − ε. This shows the nontrivial
inequality of part (2) in the case when E is separable. The proof in the case when E is the dual
of a separable symmetric space is similar, by applying part (1) to the predual of E. 
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E
(
L∞(Ω)⊗M)∗ = E′(L∞(Ω)⊗M). (2.5)
Let P :L2(Ω) → L2(Ω) be the orthogonal projection onto the closed linear span of the εk’s. For
any 1 < r < ∞, Lr(M) is a K-convex Banach space in the sense of [26] (see also [22]). Indeed,
Lr(M) has a nontrivial type (see e.g. [29, Corollary 5.5]). Thus the linear map P ⊗ILr (M) extends
to a bounded projection Lr(Ω;Lr(M)) → Lr(Ω;Lr(M)).
Assume now that pE > 1 and qE < ∞. Owing to the relations pE′ = qEqE−1 and qE′ =
pE
pE−1
[16, Proposition 2.b.2], we have pE′ > 1 and qE′ < ∞ as well. Then Boyd’s Theorem (see e.g.
[13, Theorem 7.3]) ensures that E ∈ Int(Lp,Lq) and E′ ∈ Int(Lp,Lq) for some 1 <p  q < ∞.
Applying the boundedness of P ⊗ILr (M) above with r = p and r = q , we deduce by interpolation
that P ⊗ IE and P ⊗ IE′ extend to bounded projections
E
(
L∞(Ω)⊗M)→ E(L∞(Ω)⊗M) and E′(L∞(Ω)⊗M)→ E′(L∞(Ω)⊗M),
respectively. Combining with the duality identification (2.5), this yields equivalence properties∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
E
≈ sup
{∣∣∣∣∑
k
τ (xkyk)
∣∣∣∣: yk ∈ E′, ∥∥∥∥∑
k
εk ⊗ yk
∥∥∥∥
E′
 1
}
and ∥∥∥∥∑
k
εk ⊗ yk
∥∥∥∥
E′
≈ sup
{∣∣∣∣∑
k
τ (xkyk)
∣∣∣∣: xk ∈ E, ∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
E
 1
}
.
We refer to [6, Theorem 1.3] for a slightly more precise result when E is reflexive.
Let E(2) denote the 2-convexification of E. We will use the following well-known Cauchy–
Schwarz inequality. For any g,h ∈ E(2)(M), we have gh ∈ E(M) and
‖gh‖E(M)  ‖g‖E(2)(M)‖h‖E(2)(M). (2.6)
Indeed, this inequality follows from [11, Theorem 4.2].
We will use Hardy spaces associated to symmetric function spaces. We start with a general
definition. Assume here that (N,σ ) is a finite von Neumann algebra and let H∞(N) ⊂ N be a
finite subdiagonal algebra in the sense of [29, Section 8]. Recall that for any 1  p < ∞, the
associated Hardy space Hp(N) is defined as the closure of H∞(N) into Lp(N) and that we
actually have Hp(N) = H 1(N) ∩ Lp(N) (see [30] and [20, (3.1)]). Note that since N is finite,
we have a continuous inclusion E(N) ⊂ L1(N). Then we let
HE(N) = H 1(N)∩E(N),
that we regard as a subspace of E(N) equipped with the induced norm. It is plain that HE(N) ⊂
E(N) is closed.
We clearly have E(2)(N) ⊂ L2(N), and hence HE(2) (N) ⊂ H 2(N). Owing to the fact that the
product of two elements of H 2(N) belongs to H 1(N), we deduce that for any x, y ∈ HE(2) (N),
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mate (2.6), we have the following factorization property.
Proposition 2.6. For every f in HE(N) and for every ε > 0, there exist g,h ∈ HE(2) (N) such
that f = gh and
‖g‖E(2)‖h‖E(2)  (1 + ε)‖f ‖E.
Proof. In the case when E = Lp , this result is due to Marsalli–West [20, Theorem 4.3]. In turn,
the latter result relies on [20, Theorem 4.2]. It is not hard to adapt the proof of these two theorems
to the above general case. An alternative route consists in adapting the proof of [3, Theorem 3.4].
Details are left to the reader. 
Remark 2.7. When dealing with noncommutative Hardy spaces as above, it is usually assumed
that the trace σ on N is normalized, i.e. σ(1) = 1. However the proofs of [20, Theorems 4.2
and 4.3] work as well under the mere assumption that σ(1) < ∞. Likewise, the above Proposi-
tion 2.6 holds true whenever σ(1) < ∞.
In Section 3 we will apply the previous proposition in the following classical context. We
let T denote the unit circle, equipped with Haar measure, and we identify L∞(T) with the space
of essentially bounded 2π -periodic functions from R into C in the usual way. Next let (M, τ) be
a finite von Neumann algebra and let
N = L∞(T)⊗M.
Since L1(N) = L1(T;L1(M)) one can define Fourier coefficients on L1(N) by letting
fˆ (j) = 1
2π
2π∫
0
f (t)e−ij t dt ∈ L1(M), f ∈ L1(N), j ∈ Z.
Then the space
H∞(N) = {f ∈ N : ∀j < 0, fˆ (j) = 0}
is a finite subdiagonal algebra. Note that the resulting Hardy spaces coincide with the vector
valued Hp-spaces Hp(T;Lp(M)), for any 1 p < ∞. It is clear that
HE
(
L∞(T)⊗M)= {f ∈ E(L∞(T)⊗M): ∀j < 0, fˆ (j) = 0}.
We conclude this section with a few remarks on Fourier coefficients on E(L∞(T) ⊗M). For
any j ∈ Z, let Fj be the linear map taking any f ∈ L1(T;L1(M)) to fˆ (j). Then Fj is both
a contraction from L1(T;L1(M)) into L1(M) and from L∞(T) ⊗ M into M . Hence by the
interpolation Proposition 2.1, it also extends to a bounded operator
Fj,E :E
(
L∞(T)⊗M)→ E(M).
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E(M)
 CE‖f ‖E(L∞(T)⊗M), f ∈ E
(
L∞(T)⊗M), j ∈ Z. (2.7)
Lemma 2.8. For any f1, . . . , fn in E(L∞(T)⊗M), and for any j ∈ Z, we have∥∥∥∥∥
(
n∑
k=1
fˆk(j)
∗fˆk(j)
) 1
2
∥∥∥∥∥
E(M)
 CE
∥∥∥∥∥
(
n∑
k=1
f ∗k fk
) 1
2
∥∥∥∥∥
E(L∞(T)⊗M)
.
Proof. We apply the above results on Mn(M), with
f =
n∑
k=1
Ek1 ⊗ fk.
For any j , the Fourier coefficient fˆ (j) is equal to
∑
k Ek1 ⊗ fˆk(j). Hence the result follows
from (2.7) and (2.3). 
3. Proof of the main result
Throughout this section we let (M, τ) be a semifinite von Neumann algebra. Our aim is to
prove Theorem 1.1. We start with an equivalence property which will enable us to deduce the
estimation of the Rademacher averages on E(M) from an estimation of a certain lacunary Fourier
series.
We set ej (t) = eij t for any integer j ∈ Z and any t ∈ R. The left-hand side in the equivalence
below is the norm of
∑
k e3k ⊗ xk in E(L∞(T) ⊗ M). Note that no assumption on either pE
or qE is made in the next statement.
Proposition 3.1. Assume that E is fully symmetric. Then we have an equivalence∥∥∥∥∑
k
e3k ⊗ xk
∥∥∥∥
E
≈
∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
E
for finite families (xk)k of E(M).
Proof. For any k  1, let ηk(t) = cos(3kt) and η˜k(t) = sin(3kt) for t ∈ R. It is plain that∥∥∥∥∑
k
ηk ⊗ xk
∥∥∥∥
E

∥∥∥∥∑
k
e3k ⊗ xk
∥∥∥∥
E

∥∥∥∥∑
k
ηk ⊗ xk
∥∥∥∥
E
+
∥∥∥∥∑
k
η˜k ⊗ xk
∥∥∥∥
E
. (3.1)
Here the norms are computed in E(L∞(T) ⊗ M). Indeed, the mapping g(t) → g(−t) is an
isometry on the latter space, which proves the first inequality. The second one is obvious.
Now fix an integer n 1 and consider the Riesz product
K(Θ, t) =
n∏(
1 + εk(Θ)ηk(t)
)
, Θ ∈ Ω, t ∈ R.k=1
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k∈A ηk . By convention, ε∅ = 1 and η∅ = 1. If A = ∅, then the integrals of εA and ηA on Ω
and T respectively are equal to 0. Since
K(Θ, t) =
∑
A⊂{1,...,n}
εA(Θ)ηA(t), Θ ∈ Ω, t ∈ R,
this implies that
sup
Θ
2π∫
0
∣∣K(Θ, t)∣∣ dt
2π
= 1 and sup
t
∫
Ω
∣∣K(Θ, t)∣∣dm(Θ) = 1.
Consequently, one can define two linear contractions
T1 :L
1(Ω;L1(M))→ L1(T;L1(M)) and T2 :L1(T;L1(M))→ L1(Ω;L1(M))
by letting
[
T1(f )
]
(t) =
∫
Ω
K(Θ, t)f (Θ)dm(Θ), f ∈ L1(Ω;L1(M)),
and
[
T2(g)
]
(Θ) = 1
2π
2π∫
0
K(Θ, t)g(t) dt, g ∈ L1(T;L1(M)).
Moreover T ∗2 :L∞(Ω)⊗M → L∞(T)⊗M and T1 coincide on the intersection of their domains.
Thus we may define a linear map
T :L1
(
Ω;L1(M))+L∞(Ω)⊗M → L1(T;L1(M))+L∞(T)⊗M
extending both of them. Thus by interpolation (using Remark 2.2), we have∥∥T :E(L∞(Ω)⊗M)→ E(L∞(T)⊗M)∥∥ 1.
For any k = 1, . . . , n and any x ∈ E(M), we have
T (εk ⊗ x) =
∑
A⊂{1,...,n}
(∫
Ω
εAεk dm
)
ηA ⊗ x = ηk ⊗ x.
Hence T maps
∑
k εk ⊗ xk to
∑
k ηk ⊗ xk for any x1, . . . , xn ∈ E(M) and we obtain that∥∥∥∥∑ηk ⊗ xk∥∥∥∥
E

∥∥∥∥∑ εk ⊗ xk∥∥∥∥
E
.k k
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the proposition. The reverse estimate is proved similarly, using the fact (easy to check) that for
any A ⊂ {1, . . . , n} and any k = 1, . . . , n, we have
1
2π
2π∫
0
ηA(t)ηk(t) dt =
{
0 if A = {k},
1
2 if A = {k}. 
Further equivalence properties of the above type are established in [2].
Remark 3.2. The above result can be regarded as an analog of the following classical result of
Pisier. For any Banach space and for any 1 r < ∞, there is an equivalence∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
Lr(Ω;X)
≈
∥∥∥∥∑
k
e2k ⊗ xk
∥∥∥∥
Lr(T;X)
for finite families (xk)k of X [25].
The main result of this section is the following noncommutative Paley inequality, which ex-
tends [18].
Theorem 3.3. Assume that E is fully symmetric and that qE < ∞. There is a constant C  0
such that for any finite (M, τ), for any f ∈ HE(L∞(T)⊗M) and for any n 1, we have∥∥(fˆ (3k))n
k=1
∥∥
inf  C‖f ‖E(L∞(T)⊗M).
Proof. Throughout we let (mj )j0 be the sequence given by mj = 1 if j = 3k for some k  1,
and mj = 0 otherwise. Let f ∈ HE(L∞(T) ⊗ M). Applying Proposition 2.6 (and Remark 2.7)
with N = L∞(T)⊗M and ε = 1, we find g,h ∈ HE(2) (L∞(T)⊗M) such that f = gh and
‖g‖E(2)‖h‖E(2)  2‖f ‖E.
By analyticity we have
fˆ (j) =
∑
0ij
gˆ(i)hˆ(j − i), j  0.
We define
yj =
∑
j
2 <ij
gˆ(i)hˆ(j − i) and zj =
∑
0i j2
gˆ(i)hˆ(j − i)
for any j  0, so that we have decompositions fˆ (j) = yj + zj in E(M). Thus it suffices to show
that for some constant C  0, we have∥∥(mjyj )l ∥∥  C‖f ‖E and ∥∥(mjzj )l ∥∥  C‖f ‖E (3.2)j=0 c j=0 r
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gj =
∑
j
2 <ij
ei ⊗ gˆ(i) and hj =
∑
j
2ij
ei ⊗ hˆ(i)
as elements of HE(2) (L∞(T)⊗M). Then we have
mjyj = mj
j∑
i=0
gˆj (i)hˆ(j − i) = m̂j gjh(j)
and similarly,
mjzj = m̂j ghj (j).
We shall now concentrate on the first part of (3.2). Applying Lemma 2.8, we deduce from above
that
∥∥(mjyj )lj=0∥∥c  CE
∥∥∥∥∥
(
l∑
j=0
(mjgjh)
∗(mjgjh)
) 1
2
∥∥∥∥∥
E(L∞(T)⊗M)
.
Recall that for any u and v in some space of the form N +L1(N), with u 0, we have (v∗uv) 12 =
|u 12 v|. Consequently,
∥∥∥∥∥
(
l∑
j=0
(mjgjh)
∗(mjgjh)
) 1
2
∥∥∥∥∥
E(L∞(T)⊗M)
=
∥∥∥∥∥
(
h∗
(
l∑
j=0
(mjgj )
∗(mjgj )
)
h
) 1
2
∥∥∥∥∥
E(L∞(T)⊗M)
=
∥∥∥∥∥
(
l∑
j=0
(mjgj )
∗(mjgj )
) 1
2
· h
∥∥∥∥∥
E(L∞(T)⊗M)

∥∥∥∥∥
(
l∑
k=1
g∗3k g3k
) 1
2
· h
∥∥∥∥∥
E(L∞(T)⊗M)
.
Applying the ‘Cauchy–Schwarz inequality’ (2.6) on L∞(T)⊗M , we therefore obtain that
∥∥(mjyj )lj=1∥∥c  CE‖h‖E(2)
∥∥∥∥∥
(
l∑
k=0
g∗3k g3k
) 1
2
∥∥∥∥∥
E(2)
.
For l  1 as above, consider the linear map
T :L2
(
T;L2(M))→ L2(Ml ⊗L∞(T)⊗M)
3342 C. Le Merdy, F. Sukochev / Journal of Functional Analysis 255 (2008) 3329–3355defined by
T (ϕ) =
⎡⎢⎢⎢⎣
ϕ1 0 · · · 0
...
...
...
...
...
...
ϕl 0 · · · 0
⎤⎥⎥⎥⎦ , with ϕk = ∑
3k
2 <i3k
ei ⊗ ϕˆ(i).
It is plain that T is a contraction on L2. Now let 2 < q < ∞ and consider ϕ ∈ Lq(T;Lq(M)).
The easy part of the noncommutative Khintchine inequalities on Lq(M) (which follows from the
2-convexity of Lq ) yields
∥∥T (ϕ)∥∥
Lq(Ml⊗L∞(T)⊗M) =
∥∥∥∥∥
(
l∑
k=1
ϕ∗k ϕk
) 1
2
∥∥∥∥∥
Lq(T;Lq(M))

∥∥∥∥∥
l∑
k=1
εk ⊗ ϕk
∥∥∥∥∥
Lq(Ω×T;Lq(M))
.
Furthermore there exists a constant Kq (only depending on q) such that∥∥∥∥∥
l∑
k=1
θkϕk
∥∥∥∥∥
Lq(T;Lq(M))
Kq‖ϕ‖Lq(T;Lq(M))
for any θk = ±1 and any ϕ ∈ Lq(T;Lq(M)). Indeed, Lq(M) is a UMD Banach space, hence the
latter estimate follows from the vector-valued Fourier multiplier theory on this class ([23], see
also [4]). We deduce that∥∥T :Lq(T;Lq(M))→ Lq(Ml ⊗L∞(T)⊗M)∥∥Kq.
We now use interpolation. The space E(2) is 2-convex by nature, and we know that qE(2) =
2qE < ∞. Hence by [13, Theorem 7.3], there exists 2 < q < ∞ such that E(2) ∈ Int(L2;Lq).
Thus by Proposition 2.1, we have∥∥T :E(2)(L∞(T)⊗M)→ E(2)(Ml ⊗L∞(T)⊗M)∥∥K
for some constant K not depending on l  1. Now observe that T (g) =∑lk=1 Ek1 ⊗ g3k . Ac-
cording to (2.3), this yields
∥∥∥∥∥
(
l∑
k=1
g∗3k g3k
) 1
2
∥∥∥∥∥
E(2)
K‖g‖E(2) .
Consequently, we have∥∥(mjyj )lj=0∥∥c KCE‖g‖E(2)‖h‖E(2)  2KCE‖f ‖E.
This is the first part of (3.2), and the proof of the second one is similar, using the hj ’s. 
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and let s ∈ M be a selfadjoint projection with τ(s) < ∞. Consider the finite von Neumann
algebra sMs and the analytic polynomial
fs =
n∑
k=1
e3k ⊗ sxks.
This is an element of HE(L∞(T)⊗ sMs). Hence by Theorem 3.3, we have an estimate
∥∥(sxks)k∥∥inf  C‖fs‖E  C∥∥∥∥∑
k
e3k ⊗ xk
∥∥∥∥
E
.
Then applying Propositions 2.4(2) and 3.1, we deduce the lower estimate (1.4).
We now turn to the upper estimate (part (2)). We first assume that E is separable. For any
x1, . . . , xn in E(M) and y1, . . . , yn in E′(M), we have∣∣∣∣∣
n∑
k=1
τ(xkyk)
∣∣∣∣∣ ∥∥(xk)nk=1∥∥max∥∥(yk)nk=1∥∥inf.
By assumption qE < ∞ hence pE′ > 1. Applying the first part of Theorem 1.1 to E′, we therefore
deduce that ∣∣∣∣∣
n∑
k=1
τ(xkyk)
∣∣∣∣∣ C∥∥(xk)nk=1∥∥max
∥∥∥∥∥
n∑
k=1
εk ⊗ yk
∥∥∥∥∥
E′
for some constant C  0 not depending either on n, the xk’s or the yk’s. Now applying the first
equivalence in Remark 2.5 yields the result.
The proof in the case when E is the dual of a separable symmetric space is similar, using the
second equivalence in Remark 2.5. 
4. Examples
In the noncommutative setting, it is well known that the quantities ‖ ‖max and ‖ ‖inf appearing
in Theorem 1.1 are not equivalent in general. In Proposition 4.4 below we will show that the
latter theorem cannot be improved in general. For the time being we will consider special cases
when the estimates (1.4) or (1.5) can be replaced by an equivalence. Throughout we let (M, τ)
be an arbitrary semifinite von Neumann algebra, and we assume that E is either separable or is
the dual of a separable symmetric space.
Corollary 4.1.
(1) Assume that E ∈ Int(L1,L2). Then∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
E
≈ ∥∥(xk)k∥∥inf (4.1)
for finite families (xk)k of E(M).
3344 C. Le Merdy, F. Sukochev / Journal of Functional Analysis 255 (2008) 3329–3355(2) Assume E ∈ Int(L2,Lq) for some q < ∞. Then∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
E
≈ ∥∥(xk)k∥∥max (4.2)
for finite families (xk)k of E(M).
Proof. We only prove part (1), the proof of (2) being similar. By the easy part of the noncom-
mutative Khintchine inequalities on L1(M) (equivalently, by the 2-concavity of L1), we have∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
L1(Ω;L1(M))

∥∥∥∥(∑
k
x∗k xk
) 1
2
∥∥∥∥
L1(M)
for any finite family (xk)k in L1(M). On the other hand we obviously have∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
L2(Ω;L2(M))
=
(∑
k
‖xk‖2L2(M)
) 1
2 =
∥∥∥∥(∑
k
x∗k xk
) 1
2
∥∥∥∥
L2(M)
for xk ∈ L2(M). Applying Lemma 2.3, we deduce an estimate∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
E

∥∥(xk)k∥∥c
for xk ∈ E(M). The same holds true with ‖ ‖r instead of ‖ ‖c, and these two estimates immedi-
ately imply that ‖∑k εk ⊗ xk‖E  ‖(xk)k‖inf.
Our assumption ensures that qE  2, see (2.1). The converse inequality is therefore given by
the lower estimate in Theorem 1.1. 
The next results should be compared with [19].
Corollary 4.2.
(1) If E is 2-concave or qE < 2, then the equivalence property (4.1) holds true.
(2) Assume that qE < ∞. If E is 2-convex or pE > 2, then the equivalence property (4.2) holds
true.
Proof. This follows from the previous corollary. Indeed by [13, Theorem 7.3], the assumption
in (1) ensures that E ∈ Int(L1,L2) whereas the assumption in (2) ensures that E ∈ Int(L2,Lq)
for some q < ∞. 
It is well known that the Rademacher averages ‖∑k εk ⊗ xk‖E studied in the present paper
and the ‘classical’ Rademacher averages ‖∑k εk ⊗ xk‖Rad(E) are not equivalent in general. In
fact, rather little is known on the cases when∥∥∥∥∑ εk ⊗ xk∥∥∥∥
E
≈
∥∥∥∥∑ εk ⊗ xk∥∥∥∥
Rad(E)
, xk ∈ E(M). (4.3)k k
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follows from [16, Proposition 2.d.1] and [1] that∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
E
≈
∥∥∥∥(∑
k
|xk|2
) 1
2
∥∥∥∥
E(M)
, xk ∈ E(M),
for all commutative M if and only if qE < ∞. Second,∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
Rad(E)
≈
∥∥∥∥(∑
k
|xk|2
) 1
2
∥∥∥∥
E(M)
, xk ∈ E(M),
for all commutative M if and only if E is q-concave for some q < ∞ (see [21, Corollary 1]
or [16, Theorems 1.d.6(i) and 1.f.12(ii)]).
We recall that if E is q-concave, then qE  q (see e.g. [16, p. 132]). Thus if E is q-concave for
some q < ∞, (4.3) holds true when M is commutative. On the other hand, consider E = Lr,∞,
with 1 r < ∞. Then pE = qE = r but E is q-concave for no finite q . Consequently the equiv-
alence (4.3) does not hold true in general for that space E.
We do not know if (4.3) holds true for any q-concave E (with q < ∞) and for any M . Com-
bining Corollary 4.2 and [19], we obtain classes of symmetric spaces having this equivalence
property.
Corollary 4.3. Suppose that either E is 2-concave, or E is 2-convex and q-concave for some
q < ∞. Then (4.3) holds true for any M .
The paper [6] contains two classes of spaces E satisfying (4.3). On the one hand, it is
shown that all reflexive Orlicz spaces on (0,∞) have this property. On the other hand, for any
1 < p,q < ∞ and any γ ∈ R, the Lorentz–Zygmund space Lp,q(LogL)γ is also shown to sat-
isfy (4.3). All these spaces have nontrivial Boyd indices. Combining with Theorem 1.1, we derive
that for all such spaces E, we have estimates
∥∥(xk)k∥∥inf  ∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
Rad(E)

∥∥(xk)k∥∥max, xk ∈ E(M). (4.4)
We conclude this section by showing a certain optimality of Theorem 1.1 and of (4.4). For
any p  1, we let Sp = Lp(B(2)) denote the Schatten p-class on 2 and we let Spm = Lp(Mm)
be its finite-dimensional version. It is well known (and easy to check) that for any p = 2,∥∥(xk)k∥∥inf ≈ ∥∥(xk)k∥∥max on Sp. (4.5)
Proposition 4.4. Let E = Lp(0,∞)∩Lq(0,∞), with 1 <p < 2 < q < ∞.
(1) E satisfies the equivalence property (4.3).
(2) There exist a semifinite von Neumann algebra M and infinite-dimensional subspaces Y,Z ⊂
E(M) such that∥∥∥∥∑ εk ⊗ xk∥∥∥∥
Rad(E)
≈ ∥∥(xk)k∥∥max and ∥∥(xk)k∥∥max ≈ ∥∥(xk)k∥∥inf
k
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k
εk ⊗ xk
∥∥∥∥
Rad(E)
≈ ∥∥(xk)k∥∥inf and ∥∥(xk)k∥∥inf ≈ ∥∥(xk)k∥∥max
for finite families (xk)k of Z.
Proof. Note that E(M) = Lp(M) ∩ Lq(M). Then using the Khintchine–Kahane inequality, we
have for a finite family (xk)k of E(M)∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
E(L∞(Ω)⊗M)
≈
∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
Lp(Ω;Lp(M))
+
∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
Lq(Ω;Lq(M))
≈
∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
Rad(Lp(M))
+
∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
Rad(Lq(M))
≈
∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
Rad(Lp(M)∩Lq(M))
.
This proves (1).
To show (2), let R be the hyperfinite II1 factor and let
M = R ∞⊕B(2).
Since the trace on R is normalized, we have Lq(R) ⊂ Lp(R) with ‖ ‖p  ‖ ‖q on Lq(R). On the
other hand, Sp ⊂ Sq with ‖ ‖q  ‖ ‖p on Sp . Consequently, we have a topological direct sum
decomposition
E(M) = Lq(R)⊕ Sp.
Then take Y = Lq(R) ⊕ (0) and Z = (0) ⊕ Sp . For any integer m  1, there is a completely
isometric embedding
Jm :S
q
m → Lq(R),
in the sense of [28] (see also [27]). In particular for any n 1 and any x1, . . . , xn ∈ Sqm, we have
∥∥(Jm(xk))k∥∥c =
∥∥∥∥∥(ISqn ⊗ Jm)
(
n∑
k=1
Ek1 ⊗ xk
)∥∥∥∥∥
Lq(Mn(R))
=
∥∥∥∥∥
n∑
k=1
Ek1 ⊗ xk
∥∥∥∥∥
Lq(Mn⊗Mm)
= ∥∥(xk)k∥∥c.
The same holds true with ‖ ‖r instead of ‖ ‖c and we deduce that∥∥(Jm(xk))k∥∥inf = ∥∥(xk)k∥∥inf and ∥∥(Jm(xk))k∥∥max = ∥∥(xk)k∥∥max.
By means of these equalities and (4.5), we obtain that Y and Z have the properties stated in the
proposition. 
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Let E and M as in Section 2. Let (xij )1i,jn be a doubly indexed family of some E(M). In
this section we will be interested in the double Rademacher average
∑
i,j εi ⊗εj ⊗xij . Extending
the definitions of Section 2, we let ∥∥∥∥∥
n∑
i,j=1
εi ⊗ εj ⊗ xij
∥∥∥∥∥
E
denote the norm of this sum in the noncommutative space E(L∞(Ω) ⊗ L∞(Ω) ⊗ M). The
analysis of this norm requires more definitions. We will use the matrix notation [xij ] to denote
the element
∑n
i,j=1 Eij ⊗ xij of E(Mn(M)). Accordingly we will write
∥∥[xij ]∥∥E =
∥∥∥∥∥
n∑
i,j=1
Eij ⊗ xij
∥∥∥∥∥
E(Mn(M))
for the norm of this matrix in E(Mn(M)). Also we extend the notation (1.1) to doubly indexed
families by writing
∥∥(xij )i,j∥∥c =
∥∥∥∥∥
(
n∑
i,j=1
x∗ij xij
) 1
2
∥∥∥∥∥
E(M)
and
∥∥(xij )i,j∥∥r =
∥∥∥∥∥
(
n∑
i,j=1
xij x
∗
ij
) 1
2
∥∥∥∥∥
E(M)
.
Finally we introduce max and inf norms as follows. First we let∥∥(xij )i,j∥∥max = max{∥∥[xij ]∥∥E,∥∥[xji]∥∥E,∥∥(xij )i,j∥∥c,∥∥(xij )i,j∥∥r}.
Second we let∥∥(xij )i,j∥∥inf = inf{∥∥[aij ]∥∥E + ∥∥[bji]∥∥E + ∥∥(cij )i,j∥∥c + ∥∥(dij )i,j∥∥r},
where the infimum runs over all 4-tuples (aij )i,j , (bij )i,j , (cij )i,j , and (dij )i,j of families
of E(M) such that xij = aij + bij + cij + dij for any 1 i, j  n.
Such norms were introduced in [12] and [28] on noncommutative Lp-spaces and the following
equivalence properties hold. If 2 p < ∞,∥∥∥∥∑
i,j
εi ⊗ εj ⊗ xij
∥∥∥∥
Lp(Ω×Ω;Lp(M))
≈ ∥∥(xij )i,j∥∥max, xij ∈ Lp(M), (5.1)
and if 1 p  2,∥∥∥∥∑
i,j
εi ⊗ εj ⊗ xij
∥∥∥∥
Lp(Ω×Ω;Lp(M))
≈ ∥∥(xij )i,j∥∥inf, xij ∈ Lp(M). (5.2)
See [12, Section 3] and [28, Remark 9.8.9] for proofs and more remarks. The main purpose of
this section is to extend (5.1) (respectively (5.2)) to the case when Lp is replaced by a 2-convex
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simple lemma.
Lemma 5.1. For any family (xij )1i,jn in E(M), we have∥∥∥∥∥
n∑
i,j=1
Eij ⊗ xij
∥∥∥∥∥
E(Mn⊗M)
=
∥∥∥∥∥
n∑
i,j=1
Ei1 ⊗E1j ⊗ xij
∥∥∥∥∥
E(Mn⊗Mn⊗M)
.
Proof. Indeed, the two elements z1 =∑ni,j=1 Eij ⊗ xij and z2 =∑ni,j=1 Ei1 ⊗ E1j ⊗ xij have
the same distribution function, hence μ(z1) = μ(z2). 
We start with a general result and the 2-convex case.
Proposition 5.2. Assume that E is separable, or that E is the dual of a separable symmetric
function space. Assume further that qE < ∞ and pE > 1. Then we have
∥∥(xij )i,j∥∥inf  ∥∥∥∥∑
i,j
εi ⊗ εj ⊗ xij
∥∥∥∥
E

∥∥(xij )i,j∥∥max
for finite families (xij )i,j of E(M).
Proof. The upper estimate is a simple reiteration argument. For any xij ∈ E(M), we write∑
i,j
εi ⊗ εj ⊗ xij =
∑
i
εi ⊗ zi, with zi =
∑
j
εj ⊗ xij ,
and we apply the upper estimate of Theorem 1.1 on L∞(Ω)⊗M . We find that∥∥∥∥∑
i,j
εi ⊗ εj ⊗ xij
∥∥∥∥
E

∥∥∥∥∑
i
E1i ⊗ zi
∥∥∥∥
E
+
∥∥∥∥∑
i
Ei1 ⊗ zi
∥∥∥∥
E
=
∥∥∥∥∑
j
εj ⊗
(∑
i
E1i ⊗ xij
)∥∥∥∥
E
+
∥∥∥∥∑
j
εj ⊗
(∑
i
Ei1 ⊗ xij
)∥∥∥∥
E
.
Applying Theorem 1.1(2) again, together with Lemma 5.1, we see that∥∥∥∥∑
j
εj ⊗
(∑
i
E1i ⊗ xij
)∥∥∥∥
E

∥∥∥∥∑
ij
E1j ⊗E1i ⊗ xij
∥∥∥∥
E
+
∥∥∥∥∑
ij
Ej1 ⊗E1i ⊗ xij
∥∥∥∥
E
= ∥∥(xij )i,j∥∥r + ∥∥[xji]∥∥E.
Likewise, ∥∥∥∥∑ εj ⊗(∑Ei1 ⊗ xij)∥∥∥∥
E

∥∥(xij )i,j∥∥c + ∥∥[xij ]∥∥E.j i
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The lower estimate can be deduced from the upper one by duality, the argument being similar
to the one in the proof of Theorem 1.1 given in Section 3. We skip the details. 
Theorem 5.3. Assume that E is separable, or that E is the dual of a separable symmetric function
space. If E ∈ Int(L2,Lq) for some q < ∞, then we have∥∥∥∥∑
i,j
εi ⊗ εj ⊗ xij
∥∥∥∥
E
≈ ∥∥(xij )i,j∥∥max
for finite families (xij )ij of E(M).
In particular, this holds true if qE < ∞ and if either E is 2-convex or pE > 2.
Proof. Assume that E ∈ Int(L2,Lq) for some q < ∞. The estimate  is given by Propo-
sition 5.2. As in the proof of Corollary 4.1, the reverse estimate is proved by interpolation,
using (5.1) on Lq .
The last line of the statement then follows from [13, Theorem 7.3]. 
We shall now consider double sums in the 2-concave case or, more generally, in the case when
E ∈ Int(L1,L2). This case turns out to be much more delicate than the 2-convex one. The major
obstacle is that we do not know whether the lower estimate in Proposition 5.2 remains true in the
case when 1 pE  qE < ∞.
We will need to somehow replace the Rademacher functions by the generators of a free group
living in the associated group von Neumann algebra. The use of such techniques goes back to
Haagerup and Pisier [12]. In the sequel, we let G = F∞ be a free group with an infinite sequence
γ1, . . . , γn, . . . of generators. Let (δg)g∈G denote the canonical basis of 2G and let λ :G → B(2G)
be the left regular representation of G, defined by
λ(g)δh = δgh, g,h ∈ G.
We recall that the group von Neumann algebra of G is defined as
VN(G) = {λ(g): g ∈ G}′′ = Spanw∗{λ(g): g ∈ G}⊂ B(2G).
For simplicity we let M = VN(G) in the sequel. Let e be the unit element of G. Then M has a
canonical normalized normal trace σ defined by σ(z) = 〈z(δe), δe〉.
Let (M, τ) be an arbitrary semifinite von Neumann algebra. In the sequel we regard the von
Neumann tensor product M ⊗ M as equipped with σ ⊗ τ in the usual way. It is remarkable
that the noncommutative Khintchine inequalities on Lp remain unchanged if one replaces the
Rademacher sequence by the λ(γk)’s. Namely for any 1 p < ∞, there is an equivalence∥∥∥∥∑
k
λ(γk)⊗ xk
∥∥∥∥
Lp(M⊗M)
≈
∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
Lp(Ω;Lp(M))
(5.3)
for finite families (xk)k of Lp(M) (see [12, Section 3] and [28, Theorem 9.8.7]).
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k
λ(γk)⊗ xk
∥∥∥∥
E
for the norm of their sum
∑
k λ(γk)⊗ xk in the latter space.
Let a ∈ M and let ϕa :L1(M) → C be the functional defined by ϕa(z) = σ(za) for any
z ∈ L1(M). The algebraic tensor product L1(M) ⊗ L1(M) is dense in L1(M ⊗ M) (see e.g.
[10, Section 3]) and ϕa ⊗ IL1(M) uniquely extends to a bounded operator T 1a :L1(M ⊗ M) →
L1(M). Indeed, this extension is the pre-adjoint of the embedding M → M ⊗ M taking any
x ∈ M to a ⊗ x. Likewise, ϕa|M ⊗ IM uniquely extends to a contractive normal operator T ∞a :
M ⊗ M → M . Moreover these two maps coincide on the intersection of L1(M ⊗ M) and
M⊗M . Hence we may define a bounded linear map
Ta :L
1(M⊗M)+M⊗M → L1(M)+M
extending both of them. In the sequel it will be convenient to write
〈u,a〉 = Ta(u), u ∈ L1(M⊗M)+M⊗M.
Fix an integer n 1 and let
Pn :L
1(M⊗M)+M⊗M → L1(M⊗M)+M⊗M
be defined by
Pn(u) =
n∑
k=1
λ(γk)⊗
〈
u,λ
(
γ−1k
)〉
. (5.4)
This is a projection which extends the orthogonal projection L2(M⊗ M) → L2(M⊗ M) onto
the subspace Span{λ(γk): 1 k  n} ⊗L2(M).
Lemma 5.4. There exist a constant KE  0 such that for any n 1 and any (M, τ) as above,∥∥Pn :E(M⊗M) → E(M⊗M)∥∥KE.
Proof. By construction, Pn is the extension of two bounded maps
P∞n :M⊗M →M⊗M and P 1n :L1(M⊗M) → L1(M⊗M).
Since the L2-realization of Pn is selfadjoint, P∞n is the adjoint of the mapping v → [P 1n (v∗)]∗
on L1(M⊗M). Hence ∥∥P∞n ∥∥= ∥∥P 1n ∥∥. (5.5)
Let P = Span{λ(g): g ∈ G}. According to [12, Proposition 1.1], the restriction of P∞n to P ⊗M
has norm  2. Further, P ⊗ M is a w∗-dense ∗-subalgebra of M ⊗ M . Hence the unit ball
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w∗-continuous, we deduce that ‖P∞n ‖  2. The result now follows from (5.5) and Proposi-
tion 2.1. 
Lemma 5.5. Assume that qE < ∞. Then we have an estimate∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
E

∥∥∥∥∑
k
λ(γk)⊗ xk
∥∥∥∥
E
for finite families (xk)k of E(M).
Proof. For any n 1, let us define
Qn :L
1(M⊗M)+M⊗M → L1(Ω;L1(M))+L∞(Ω)⊗M
in a similar way to Pn, by letting
Qn(u) =
n∑
k=1
εk ⊗
〈
u,λ
(
γ−1k
)〉
.
Applying Lemma 5.4 with E = Lp and (5.3), we obtain that for any 1 p < ∞, we have∥∥Qn :Lp(M⊗M) → Lp(Ω;Lp(M))∥∥Kp
for some constant Kp only depending on p. Since qE < ∞, there exists some 1 < q < ∞ such
that E ∈ Int(L1,Lq). Applying the above estimate with p = 1 and p = q together with Proposi-
tion 2.1, we deduce that ∥∥Qn :E(M⊗M) → E(L∞(Ω)⊗M)∥∥DE
for some constant DE only depending on E. Since
Qn
(
n∑
k=1
λ(γk)⊗ xk
)
=
n∑
k=1
εk ⊗ xk
for any x1, . . . , xn in E(M), we obtain the desired estimate. 
Using K-convexity as in Remark 2.5, it is not hard to see that if pE > 1 and qE < ∞, then the
two averages ‖∑k λ(γk)⊗ xk‖E and ‖∑k εk ⊗ xk‖E are actually equivalent. We do not know if
this equivalence holds true if we merely assume that qE < ∞. However we have the following
special case.
Lemma 5.6. Assume that E ∈ Int(L1,L2). Then we have an equivalence∥∥∥∥∑
k
λ(γk)⊗ xk
∥∥∥∥
E
≈
∥∥∥∥∑
k
εk ⊗ xk
∥∥∥∥
E
(≈ ∥∥(xk)k∥∥inf)
for finite families (xk)k of E(M).
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that ∥∥∥∥∑
k
λ(γk)⊗ xk
∥∥∥∥
E

∥∥(xk)k∥∥inf.
Combining with Lemma 5.5 and the lower estimate in Theorem 1.1, one gets the equiva-
lence. 
Theorem 5.7. Assume that E is separable, or that E is the dual of a separable symmetric function
space. If E ∈ Int(L1,L2), then we have∥∥∥∥∑
i,j
εi ⊗ εj ⊗ xij
∥∥∥∥
E
≈ ∥∥(xij )i,j∥∥inf
for finite families (xij )ij of E(M).
In particular, this holds true if either E is 2-concave or qE < 2.
Proof. By [13, Theorem 7.3], the last assertion will follow from the main one. Thus we assume
that E ∈ Int(L1,L2). Then the estimate∥∥∥∥∥
n∑
i,j=1
εi ⊗ εj ⊗ xij
∥∥∥∥∥
E

∥∥(xij )i,j∥∥inf
follows from interpolation principles as in Corollary 4.1(1), using (5.2) for p = 1. We are now
going to concentrate on the converse inequality.
We first observe that∥∥∥∥∑
i,j
λ(γi)⊗ λ(γj )⊗ xij
∥∥∥∥
E
≈
∥∥∥∥∑
i,j
εi ⊗ εj ⊗ xij
∥∥∥∥
E
(5.6)
for finite doubly indexed families (xij )i,j of E(M), where ‖ · · · ‖E in the left-hand side stands
for the norm of the double sum
∑
i,j λ(γi)⊗ λ(γj )⊗ xij in the space E(M⊗M⊗M). Indeed
applying Lemma 5.6 first on L∞(Ω)⊗M and then on M⊗M , we have
∥∥∥∥∑
i
εi ⊗
(∑
j
εj ⊗ xij
)∥∥∥∥
E
≈
∥∥∥∥∑
i
λ(γi)⊗
(∑
j
εj ⊗ xij
)∥∥∥∥
E
=
∥∥∥∥∑
j
εj ⊗
(∑
i
λ(γi)⊗ xij
)∥∥∥∥
E
≈
∥∥∥∥∑λ(γj )⊗(∑λ(γi)⊗ xij)∥∥∥∥
E
,j i
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i,j
λ(γi)⊗ λ(γj )⊗ xij
∥∥∥∥
E

∥∥(xij )i,j∥∥inf. (5.7)
Fix an integer n 1 and let (xij )1i,jn be a family of E(M). We write
n∑
i,j=1
λ(γi)⊗ λ(γj )⊗ xij =
n∑
i=1
λ(γi)⊗ zi, with zi =
n∑
j=1
λ(γj )⊗ xij .
Then according to Lemma 5.6, there exist z′1, . . . , z′n, z′′1, . . . , z′′n in E(M ⊗ M) such that zi =
z′i + z′′i for any i and∥∥∥∥∥
n∑
i=1
Ei1 ⊗ z′i
∥∥∥∥∥
E(Mn⊗M⊗M)

∥∥∥∥∑
i,j
λ(γi)⊗ λ(γj )⊗ xij
∥∥∥∥
E
,
∥∥∥∥∥
n∑
i=1
E1i ⊗ z′′i
∥∥∥∥∥
E(Mn⊗M⊗M)

∥∥∥∥∑
i,j
λ(γi)⊗ λ(γj )⊗ xij
∥∥∥∥
E
.
Let Pn be defined by (5.4). We clearly have Pn(zi) = zi , hence zi = Pn(z′i ) + Pn(z′′i ) for any
i = 1, . . . , n. Moreover there exist two families (uij )1i,jn and (vij )1i,jn of E(M) such
that
Pn
(
z′i
)= n∑
j=1
λ(γj )⊗ uij and Pn
(
z′′i
)= n∑
j=1
λ(γj )⊗ vij
for any i. Then we have decompositions
xij = uij + vij , 1 i, j  n.
Let us now apply Lemma 5.4 on Mn ⊗M , with IMn ⊗ Pn instead of Pn. We find that∥∥∥∥∥
n∑
j=1
λ(γj )⊗
(
n∑
i=1
Ei1 ⊗ uij
)∥∥∥∥∥
E
=
∥∥∥∥∥
n∑
i=1
Ei1 ⊗ Pn
(
z′i
)∥∥∥∥∥
E

∥∥∥∥∥
n∑
i=1
Ei1 ⊗ z′i
∥∥∥∥∥
E

∥∥∥∥∑
i,j
λ(γi)⊗ λ(γj )⊗ xij
∥∥∥∥
E
.
In the same manner,∥∥∥∥∥
n∑
λ(γj )⊗
(
n∑
E1i ⊗ vij
)∥∥∥∥∥ 
∥∥∥∥∑λ(γi)⊗ λ(γj )⊗ xij∥∥∥∥
E
.j=1 i=1 E i,j
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counterpart) instead of Pn. We therefore obtain new families (aij )i,j , (bij )i,j , (cij )i,j , and (dij )i,j
in E(M) such that
uij = cij + aij , vij = bij + dij , 1 i, j  n,
and ∥∥∥∥∑
i,j
Ej1 ⊗Ei1 ⊗ cij
∥∥∥∥
E

∥∥∥∥∑
j
λ(γj )⊗
(∑
i
Ei1 ⊗ uij
)∥∥∥∥
E
,
∥∥∥∥∑
i,j
E1j ⊗Ei1 ⊗ aij
∥∥∥∥
E

∥∥∥∥∑
j
λ(γj )⊗
(∑
i
Ei1 ⊗ uij
)∥∥∥∥
E
,
∥∥∥∥∑
i,j
Ej1 ⊗E1i ⊗ bij
∥∥∥∥
E

∥∥∥∥∑
j
λ(γj )⊗
(∑
i
E1i ⊗ vij
)∥∥∥∥
E
,
∥∥∥∥∑
i,j
E1j ⊗E1i ⊗ dij
∥∥∥∥
E

∥∥∥∥∑
j
λ(γj )⊗
(∑
i
E1i ⊗ vij
)∥∥∥∥
E
.
According to Lemma 5.1, these estimate imply that the four quantities
∥∥[aij ]∥∥E, ∥∥[bji]∥∥E, ∥∥∥∥(∑
ij
c∗ij cij
) 1
2
∥∥∥∥
E
, and
∥∥∥∥(∑
ij
dij d
∗
ij
) 1
2
∥∥∥∥
E
are all

∥∥∥∥∑
i,j
λ(γi)⊗ λ(λj )⊗ xij
∥∥∥∥
E
.
Furthermore we have xij = uij +vij = aij +bij +cij +dij for any i, j , hence we obtain that (5.7)
holds true. 
References
[1] S. Astashkin, M. Braverman, A subspace of a symmetric space, which is generated by a Rademacher system with
vector coefficients, Operator Equations in Function Spaces 130 (1986) 3–10 (in Russian).
[2] S. Astashkin, F. Sukochev, Multiplicative systems of functions with vector coefficients, in preparation.
[3] T. Bekjan, Q. Xu, Riesz and Szëgo type factorizations for noncommutative Hardy spaces, J. Operator Theory, in
press.
[4] D. Burkholder, Martingales and singular integrals in Banach spaces, in: W.B. Johnson, J. Lindenstrauss (Eds.),
Handbook of the Geometry of Banach Spaces, vol. I, Elsevier, 2001, pp. 233–269.
[5] V. Chilin, F. Sukochev, Weak convergence in noncommutative symmetric spaces, J. Operator Theory 31 (1994)
35–65.
[6] P. Dodds, F. Sukochev, Contractibility of the linear group in Banach spaces of measurable operators, Integral Equa-
tions Operator Theory 26 (1996) 305–337.
[7] P. Dodds, T. Dodds, B. de Pagter, Noncommutative Banach function spaces, Math. Z. 201 (1989) 583–597.
[8] P. Dodds, T. Dodds, B. de Pagter, Fully symmetric operator spaces, Integral Equations Operator Theory 15 (1992)
942–972.
C. Le Merdy, F. Sukochev / Journal of Functional Analysis 255 (2008) 3329–3355 3355[9] P. Dodds, T. Dodds, B. de Pagter, Noncommutative Köthe duality, Trans. Amer. Math. Soc. 339 (1993) 717–750.
[10] E. Effros, Z.-J. Ruan, On approximation properties for operator spaces, Internat. J. Math. 1 (1990) 163–187.
[11] T. Fack, H. Kosaki, Generalized s-numbers of τ -measurable operators, Pacific J. Math. 123 (1986) 269–300.
[12] U. Haagerup, G. Pisier, Bounded linear operators between C∗-algebras, Duke Math. J. 71 (1993) 889–925.
[13] N. Kalton, S. Montgomery-Smith, Interpolation of Banach space, in: W.B. Johnson, J. Lindenstrauss (Eds.), Hand-
book of the Geometry of Banach Spaces, vol. II, Elsevier, 2003, pp. 1131–1175.
[14] N. Kalton, F. Sukochev, Symmetric norms and spaces of operators, J. Reine Angew. Math., in press.
[15] S. Krein, J. Petunin, E. Semenov, Interpolation of Linear Operators, Transl. Math. Monogr., vol. 54, Amer. Math.
Soc., 1982.
[16] J. Lindenstrauss, L. Tzafriri, Classical Banach Spaces, II, Springer-Verlag, 1979.
[17] F. Lust-Piquard, Inégalités de Khintchine dans Cp (1 <p < ∞), C. R. Acad. Sci. Paris Sér. I Math. 303 (7) (1986)
289–292.
[18] F. Lust-Piquard, G. Pisier, Noncommutative Khintchine and Paley inequalities, Ark. Mat. 29 (1991) 241–260.
[19] F. Lust-Piquard, Q. Xu, The little Grothendieck theorem and Khintchine inequalities for symmetric spaces of mea-
surable operators, J. Funct. Anal. 244 (2007) 488–503.
[20] M. Marsalli, G. West, Noncommutative Hp spaces, J. Operator Theory 40 (1998) 339–355.
[21] B. Maurey, Type et cotype dans les espaces munis de structures locales inconditionnelles, exposés XXIV et XXV,
in: Séminaire Maurey–Schwartz (1973–1974), Ecole Polytechnique, 1974.
[22] B. Maurey, Type, cotype and K-convexity, in: W.B. Johnson, J. Lindenstrauss (Eds.), Handbook of the Geometry
of Banach Spaces, vol. II, Elsevier, 2003, pp. 1299–1332.
[23] T. McConnel, On Fourier multiplier transformations on Banach-valued functions, Trans. Amer. Math. Soc. 285
(1984) 739–757.
[24] V.I. Ovcinnikov, Symmetric spaces of measurable operators, Dokl. Akad. Nauk SSSR 191 (1970) 769–771.
[25] G. Pisier, Les inégalités de Khintchine–Kahane, d’après C. Borell, exposé no. 7, in: Séminaire sur la géométrie des
espaces de Banach (1977–1978), Ecole Polytechnique, 1978.
[26] G. Pisier, Holomorphic semigroups and the geometry of Banach spaces, Ann. of Math. 115 (1982) 375–392.
[27] G. Pisier, Non-commutative vector valued Lp-spaces and completely p-summing maps, Astérique 247 (1998).
[28] G. Pisier, Introduction to Operator Space Theory, London Math. Soc. Lecture Note Ser., vol. 294, Cambridge Univ.
Press, 2003.
[29] G. Pisier, Q. Xu, Non-commutative Lp-spaces, in: W.B. Johnson, J. Lindenstrauss (Eds.), Handbook of the Geom-
etry of Banach Spaces, vol. II, Elsevier, 2003, pp. 1459–1517.
[30] K. Saito, A note on invariant subspaces for finite maximal subdiagonal algebras, Proc. Amer. Math. Soc. 77 (1979)
348–352.
[31] F. Sukochev, V. Chilin, Symmetric spaces over semifinite von Neumann algebras, Dokl. Akad. Nauk SSSR 313
(1990) 811–815 (in Russian); translation in: Soviet Math. Dokl. 42 (1991) 97–101.
