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Abstract
Purpose – The purpose of this paper is threefold: to make explicitly clear the range of efﬁcient
multi-objective optimization algorithms which are available with kriging; to demonstrate a previously
uninvestigated algorithm on an electromagnetic design problem; and to identify algorithms
particularly worthy of investigation in this ﬁeld.
Design/methodology/approach – The paper concentrates exclusively on scalarizing
multi-objective optimization algorithms. By reviewing the range of selection criteria based on
kriging models for single-objective optimization along with the range of methods available for
transforming a multi-objective optimization problem to a single-objective problem, the family of
scalarizing multi-objective optimization algorithms is made explicitly clear.
Findings – One of the proposed algorithms is demonstrated on the multi-objective design of an
electron gun. It is able to identify efﬁciently an approximation to the Pareto-optimal front.
Research limitations/implications – The algorithms proposed are applicable to unconstrained
problems only. One future development is to incorporate constraint-handling techniques from
single-objective optimization into the scalarizing algorithms.
Originality/value – A family of algorithms, most of which have not been explored before in the
literature, is proposed. Algorithms of particular potential (utilizing the most promising developments
in single-objective optimization) are identiﬁed.
Keywords Optimization techniques, Programming and algorithm theory
Paper type Research paper
1. Introduction
Multi-objective optimization algorithms which seek to locate a set of Pareto-optimal
solutions may be categorized broadly into two families: non-scalarizing and
scalarizing. Non-scalarizing algorithms consider each objective separately, and select
new designs using a measure of how non-dominated they are; such methods are known
as multi-objective evolutionary algorithms (Deb, 2001). Scalarizing algorithms on the
other hand, transform the multi-objective optimization problem (MOOP) to a
single-objective optimization problem (SOOP) using some particular method
(Miettinen, 1999); then an algorithm from single-objective optimization is used to
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method used between iterations then enables an approximation of the Pareto set to be
built up.
Owing to the high-computational cost of evaluating objective functions and
constraintsinelectromagneticoptimaldesignproblems,cost-savingtechniques,suchas
surrogate-modeling, are typically employed. One popular type of surrogate model is
kriging (Lebensztain et al., 2004). Functions which utilize statistical information
regardingtheuncertaintyinthepredictionofthekrigingmodelarethencommonlyused
to select the next design vector to evaluate (Jones, 2001). The use of surrogate models in
multi-objective optimization is relatively new; in particular, only recently have
(non-trivial) non-scalarizing algorithms been proposed (Hawe and Sykulski, 2007a).
In single-objective optimization, a wide range of utility functions now exist, each of
which may be combined with a scalarizing function to give rise to a (scalarizing)
multi-objective optimization algorithm. Despite this simplicity, relatively few have
been explored in the literature. The purpose of this paper is threefold:
(1) to provide a review of existing scalarizing cost-effective multi-objective
optimization algorithms;
(2) to demonstrate a previously uninvestigated algorithm on an electromagnetic
design problem; and
(3) to suggest algorithms worthy of investigation in this ﬁeld.
The paper begins with a brief review of the state-of-the-art in selection criteria for
single-objective optimization with kriging. This is then followed by a description of
scalarizing methods commonly used to transform MOOPs to SOOPs. The full range
of scalarizing algorithms made possible with kriging is then made explicitly clear, and
attention is drawn to such algorithms already investigated in the literature. A
previously uninvestigated algorithm is then demonstrated on the optimal design of an
electron gun; ﬁnally, suggestions are made for further investigation.
2. Selection criteria with kriging models for single-objective optimization
Owing to lack of space (and the fact that many descriptions may be found elsewhere,
e.g. Lebensztain et al., 2004), the details of constructing a kriging model are omitted.
Here, we concern ourselves only with the details of using a kriging model to determine
where to evaluate next (for the purpose of minimizing a single-objective function f ).
It is well known that, the statistical foundation of kriging models enables the
uncertainty in their predictions to be quantiﬁed (Jones, 2001). Having a measure of the
uncertainty in the prediction y of an unknown objective function f allows the concept of
improvement to be deﬁned for unevaluated design vectors. Speciﬁcally, suppose that
objective function f is to be minimized, and that fmin is the lowest objective function
value so far observed. Then, by modeling the kriging prediction of an unknown design
vector x as the realization of a Gaussian distribution Y, with mean y(x) and standard
error s(x) as given by the kriging model (Jones et al., 1998), the improvement associated
with design vector x is deﬁned to be (Jones, 2001):
I½x ¼max½ðf min 2 YÞ;0 ð 1Þ
This concept has proven to be extremely useful in deﬁning criteria for selecting design
vectors to evaluate. For example, by specifying a certain target level which should be
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837achieved T (,fmin), using this model of uncertainty the probability of an unevaluated
design vector attaining a value less than T is given by (Jones, 2001):
Pðfðx*Þ , TÞ¼F
T 2 yðx*Þ
sðx*Þ
  
ð2Þ
where F is the Normal cumulative distribution function. This is shown in Figure 1: the
probability of the unevaluated design vector x* having an objective function value less
than T is represented by the shaded area under the Gaussian distribution modeling the
uncertainty in the value of f(x*). By maximizing the value of P(f(x) , T) over design
variable space, the design vector which has the greatest probability of achieving a
value less than T may be selected for evaluation.
Rather than evaluate the design vector which maximizes the probability of
achieving a certain level of improvement, the EGO algorithm (Jones et al., 1998) chooses
to evaluate the design vector which maximizes the expectation value of the
improvement (the expected improvement), given by:
E½I½x   ¼ ðf min 2 yðxÞÞF
f min 2 yðxÞ
sðxÞ
  
þ sðxÞw
f min 2 yðxÞ
sðxÞ
  
ð3Þ
where F and w are the normal cumulative and density functions, respectively. The ﬁrst
term in equation (3) favours design vectors close to the current minimum (exploitation),
whilst the second term favours design vectors with high uncertainty in their value
(exploration); by introducing weighting factors w1 and w2 before these two terms, a
weighted expected improvement utility function (Sobester et al., 2005) may be formed
which allows control over the balance between exploration and exploitation.
Furthermore, by deﬁning the generalized improvement as:
I g½x ¼max½ðf min 2 YÞg;0 ; ð4Þ
Figure 1.
Modeling the uncertainty
in the prediction made by
a kriging model using a
Gaussian distribution
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EI g½x 
  
¼ sgðxÞ
X g
k¼0
ð21Þk g!
k!ðg 2 kÞ!
  
f min 2 yðxÞ
sðxÞ
   g2k
Tk ð5Þ
where:
T½x ¼2f
f min 2 yðxÞ
sðxÞ
  
f min 2 yðxÞ
sðxÞ
   k21
þðk 2 1ÞTk22 ð6Þ
with:
T0½x ¼F
f min 2 yðxÞ
sðxÞ
  
ð7Þ
and:
Tl½x ¼2f
f min 2 yðxÞ
sðxÞ
  
: ð8Þ
Higher values of g correspond to higher levels of improvement, and so tend to favour
exploration of empty regions of design variable space. Variation of the parameter g
between iterations allow the balance between exploration and exploitation to be
balanced (Figure 2).
Not all utility functions depend on the concept of improvement. For example, the
conditional likelihood method (Jones, 2001) is quite different: by hypothesizing
the value of the objective function f *, the design vector x* which yields the most
credible response surface (given by the likelihood of the sampled points conditional on
the surface passing through the hypothesized point) is chosen for evaluation.
Figure 2.
Illustration of the
generalized expected
improvement functions on
a test function
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839This concept is shown in Figure 3, and used in the algorithm proposed in Hawe and
Sykulski (2007b).
Recently, the minimizer entropy utility function has been proposed (Villemonteix
et al., 2008) and implemented in an algorithm known as informational approach to
global optimization (IAGO). Rather than evaluate the design vector which is most
likely to be the global minimum of the objective function, IAGO chooses to evaluate the
design vector which maximizes the information gain on the position of the global
minimum. Initial results show IAGO to be very effective; it promises to be very suitable
for optimal electromagnetic design.
Figure 3.
Illustration of the
credibility of hypothesis
method on a test function
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3.1 Scalarizing methods
Many scalarizing methods exist for transforming a MOOP to a SOOP. This section
discusses three of the most popular: the 1-constraint method, the weighting method,
and the weighted metric method.
The 1-constraint method is unlike most other scalarizing methods as it does
not involve weighting the multiple objectives into one function; instead one objective
(fl say) is chosen for minimization, whilst the others (fi, i – l) are constrained below
suitable limits 1i:
Minimize f lðxÞ subject to f iðxÞ , 1i i ¼ 1;2; ...;M; i – l ð9Þ
By varying the limits 1i, an approximation to the Pareto-front can be built up. This is
illustrated for a two-objectiveproblem in Figure 4(a), where f2 is chosen as the objective
to be minimized, with different upper bounds 1i, i ¼ 0, 1, 2, 3 shown for objective f1.I n
this case, 10 is too low; no feasible solution has a value of f1 , 10, and so no solution is
found; however Pareto solutions z1,z 2,a n dz 3 may be located using 11, 12, and 13,
respectively. This method has the attractive feature of being capable of locating all
Pareto-optimal solutions (Miettinen, 1999); however, it does require solving SOOPs
with (potentially) high numbers of constraints, which is undesirable.
Another popular scalarizing method is to combine the multiple objectives using a
weighted sum, i.e:
Minimize ^ fðxÞ¼
X M
i¼1
wi  fiðxÞð 10Þ
where   fi is the normalized value of objective fi. One major drawback of the weighting
method is its inability to capture solutions on concave parts of Pareto-optimal fronts.
This is shown schematically in Figure 4(b): for every contour line which could
potentially capture a solution on the concave part of the Pareto-front (such as that
shown), a better (i.e. lower) contour line exists which yields a solution on the
non-concave part of the front instead. Despite its drawbacks, the simplicity of this
method means it is one of the most popular methods used to scalarize multi-objective
problems.
The problem of locating concave solutions may be overcome by using different
metrics to deﬁne the distance of a solution from the Utopian point z *, such as the
weighted Lp metric:
Figure 4.
Illustration of three
different scalarizing
methods: (a) 1-constraint
method; (b) contour lines
of the weighting method;
and (c) contour lines of the
augmented Tchebycheff
method
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841f iðxÞ 2 z*        
p¼
X M
i¼1
wi f iðxÞ 2 z*
i
     
     
p
 ! 1=p
: ð11Þ
For the case p ¼ 1, the metric becomes the weighted Tchebycheff metric, variants of
which exist such as the augmented Tchebycheff metric. Minimizing this metric:
Minimize ^ fðxÞ¼
i¼1;2;...;M
max wi f iðxÞ 2 z*
i
     
      þ r
X M
i¼1
f iðxÞ 2 z*
i
     
     
"#
ð12Þ
(where r is a small positive constant) has the advantage that all Pareto solutions may
be located (Miettinen, 1999), even those on the concave part of the Pareto-optimal front,
as shown in Figure 4(c).
3.2 Scalarizing cost-effective algorithms made possible with kriging
Given the wide selection of kriging-assisted utility functions for solving SOOPs, and
methods for transforming a MOOP to a SOOP, the range of potential cost-effective
multi-objective algorithms is huge. Despite this, relatively few have been explored in
the literature. Table I shows the algorithms made possible using just the selection of
utility functions and scalarizing functions discussed in this paper alone: it should be
noted however that, just as the discussion of selection criteria and scalarizing methods
within this paper is by no means exhaustive, neither is the list of potential scalarizing
algorithms in Table I.
Scalarizing method
Kriging-based selection criteria 1-constraint Weighting method Weighted metric
Probability of improvement
Expected improvement Jones (2001) Knowles (2006)
Weighted EI
Generalized EI X
Credibility of hypothesis Hawe and Sykulski (2007c)
Minimizer entropy
Table I.
The family of scalarizing
multi-objective
optimization algorithms
made possible with
kriging
Figure 5.
Pareto solutions as found
by the algorithm
combining the generalized
expected improvement
selection criteria with the
augmented Tchebycheff
metric
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literature: combining the expected improvement criteria with the 1-constraint (Jones,
2001) and weighted metric (Knowles, 2006) methods, and combining the credibility of
hypothesis criteria with the weighted metric method (Hawe and Sykulski, 2007c). The
following section demonstrates the algorithm combining the generalized expected
improvement criteria with the weighted metric method (marked X in Table I); a
suitable cooling scheme was used to vary the value of g between iterations.
3.3 Demonstration of algorithm on electromagnetic design problem
The voltage on, and position of, the focus electrode of an electron gun was varied so as
to achieve two objectives: to focus the beam of electrons on the center of the anode
as much as possible, and to make the electrons hit the anode face as perpendicular as
possible. Formally, denoting the voltage on the focus electrode by V Volts, and its
perpendicular distance from the emitting surface by d cm, the objective functions to be
minimized are:
Minimize f 1ðV;dÞ¼
Z
anode
JðrÞr2dS ð13Þ
and:
f 2ðV;dÞ¼
Z
anode
v2
x þ v2
y
  
v2
x þ v2
y þ v2
z
   dS ð14Þ
subject to V [ ½0;1000  and d [ ½4;10 ; where r is the radial distance from the center
of the anode surface, J(r) is the current density at r, and the integrals are taken over the
surface of the anode. vx, vy, and vz are the components of the electron velocities as they
hit the surface of the anode, which lies in the xy-plane. Each analysis was carried out
using the vector ﬁelds space charge solver, SCALA. The Pareto optimal points found,
along with one of the solutions, are shown in Figure 5.
4. Conclusions and further work
There are a huge number of potential cost-effective scalarizing multi-objective
optimization algorithms possible with kriging. This paper has made explicitly clear
how to construct such algorithms using selection criteria from kriging-assisted
optimization, and demonstrated one such algorithm on the optimization of an electron
gun. Clearly, many further algorithms are possible, and worthy of investigation; of
particular potential is a scalarizing algorithm which utilizes the recently proposed
information-based minimizer entropy selection criteria (Villemonteix et al., 2008).
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