Given a set S of n numbers, the 3SUM problem asks to determine whether there exist three elements a, b, c ∈ S such that a + b + c = 0. The related Convolution-3SUM problem asks to determine whether there exist a pair of indices i, j such that
Introduction
The main topic of this paper is the well-known 3SUM problem: given a set S of n numbers, determine whether there exist three elements a, b, c ∈ S such that a+b+c = 0. (An alternative, equivalent variant is to determine the existence of a, b, c ∈ S with a + b = c.) Finding an O(n 2 )-time algorithm is a standard textbook exercise. A popular conjecture is that 3SUM has no truly subquadratic (n 2−Ω(1) ) time algorithm, even when the input numbers are integers (a slightly stronger conjecture states that the problem remains hard even for integers bounded by n O (1) ). The current best algorithm for 3SUM for arbitrary real numbers has a deterministic time bound of O((n 2 / log 2 n)(log log n) O(1) ), as given by Chan [5] , building on the breakthrough by Grönlund and Pettie [9] . For integers, a randomized O((n 2 / log 2 n)(log log n) 2 )-time algorithm was known much earlier, by Baran, Demaine, and Pǎtraşcu [4] , using hashing and bit-packing techniques.
The 3SUM problem has received considerable attention and has been at the center of recent activities surrounding fine-grained complexity [12] , since (polynomial) conditional lower bounds on the time complexity of problems can be established by giving (efficient) reductions from 3SUM, if one believes in the above conjecture. An early paper by Gajentaan and Overmars [8] described the first (real-)3SUM-hardness results for a long list of problems in computational geometry; many more have been found since. More recently, a number of integer-3SUM-hardness results have been discovered for problems from other areas, including graph algorithms (for example, triangle enumeration [11, 10] ), dynamic data structures (for example, dynamic subgraph connectivity, dynamic reachability, and dynamic maximum matching [11, 10, 1] ), and string algorithms (for example, local alignment [2] and histogram indexing [3] ).
Following the seminal work by Pǎtraşcu [11] , many integer-3SUM-hardness results were established by reductions via an intermediate problem called Convolution-3SUM: 1 given an array A of n numbers, determine whether there exist i, j such that
Convolution-3SUM is easily reducible to 3SUM, and may be viewed as a more "structured" variant of 3SUM, which is more convenient to work with; for example, Convolution-3SUM is more trivially solvable in O(n 2 ) time.
In one part of his paper, Pǎtraşcu [11] gave a simple randomized reduction from 3SUM to Convolution-3SUM for integers, showing that 3SUM and Convolution-3SUM are "subquadratic-time equivalent": if Convolution-3SUM can be solved in O( n 2 f (n·f (n)) 2 ) time, then 3SUM can be solved in O( n 2 f (n) ) randomized (Las Vegas) time. For example, if Convolution-3SUM for integers could be solved in O(n 2−ε ) time, then 3SUM for integers could be solved in O(n 2−ε/2+O(ε 2 ) ) randomized time. Kopelowitz, Pettie, and Porat [10] refined Pǎtraşcu's result and gave a more efficient randomized reduction with only an O(log n) factor slowdown: if Convolution-3SUM for integers can be solved in T 0 (n) time, then 3SUM for integers can be solved in O(T 0 (n) log n) randomized time.
Two questions remain: (i) can the reduction be made deterministic, and (ii) can the slowdown be lowered further? As mentioned, many integer-3SUM-hardness reductions go through Convolution-3SUM (though to be fair, Kopelowitz et al. [10] showed how to avoid it in some reductions), so these basic questions are of interest if one cares about proving deterministic conditional hardness results, and about the efficiencies of reductions. On the first question, Kopelowitz et al. wrote: ". . . it would be surprising if our construction can be efficiently derandomized. . . ". On the second, they wrote: "We leave it as an open problem to show that 3SUM and Convolution-3SUM are asymptotically equivalent, without the O(log n)-factor gap." In this paper, we make progress on both questions.
In Section 3, we present an alternative reduction from 3SUM to Convolution-3SUM which is deterministic: for example, if Convolution-3SUM could be solved in deterministic O(n 2−ε ) time, our proof gives an algorithm for 3SUM running in deterministic O(n 2− ε 5+ε log O(1) U ) time, assuming that the input numbers are integers bounded by U . The extra log O(1) U factor is small when the universe size U is polynomially bounded (and as mentioned, the 3SUM conjecture is generally believed to be true even for the case of U = n O(1) ). The reduction is simple, and fit for presentation in a classroom.
In Section 4, we present a randomized (Las Vegas) reduction from 3SUM to Convolution-3SUM that further improves Kopelowitz et al.'s result, with a much smaller (log log n) O(1) factor slowdown. More precisely, if Convolution-3SUM can be solved in O(n 2 /f (n)) time, then 3SUM can be solved in O((n 2 /f (n))(log log f (n)) O(1) ) randomized time. The result is obtained by a simple recursive algorithm, although the analysis of the recurrence gets a bit tricky (but is nevertheless interesting).
Finally, in Section 5, we combine our recursive approach with extra derandomization ideas to obtain a still better deterministic reduction from 3SUM to Convolution-3SUM, with only a log O(1) U factor slowdown. The resulting algorithm gets a little more complicated, however.
We should note that reductions can be viewed not just as conditional hardness results, but also as potential tools for deriving positive results. If one were to aim for an improved integer-3SUM algorithm with, say, O((n 2 / log 3 n)(log log n) c ) expected time, our randomized reduction suggests that it is sufficient to concentrate on solving the simpler Convolution-3SUM problem in O((n 2 / log 3 n)(log log n) c−ε ) time.
Preliminaries
Problem statements. There are multiple similar versions for 3SUM in the literature. In the main text of this paper we will use the following definition, where the in-put numbers are from three sets. In the appendix, we will show that this is equivalent to the standard version with one set: Definition 2.1. (3SUM) Given three sets of n integers S 1 , S 2 and S 3 , determine whether there exist three
The analogous 2SUM problem (testing if there exist two elements a ∈ S 1 and b ∈ S 2 with a + b = 0) can easily be solved in O(n) time after sorting.
We will use the following version of the Convolution-3SUM problem:
It is easy to reduce Convolution-3SUM to 3SUM without increasing the time complexity: assuming that all array elements are nonnegative integers, we can just let S 1 , S 2 , S 3 contain numbers of the form i + 2nA 1 Overview of Pǎtraşcu's reduction. We briefly review Pǎtraşcu's randomized reduction from 3SUM to Convolution-3SUM [11] . Intuitively, if we have a linear hash function h, i.e., h(x) + h(y) = h(x + y) for every x and y, then we can place each 3SUM element
. However, we need to deal with two issues: first, we do not have linear hash function; second, there could be collisions, i.e. h(
The first issue is resolved by using almost linear hash functions, as defined above. For any fixed x and y, there are only constant number of possibilities for h(x + y). Pǎtraşcu uses Dietzfelbinger et al.'s family [6, 7] of hash functions h(x) = (a · x mod 2 w )/2 w−s , where a is a random odd number in [2 w ], U = 2 w , and m = 2 s . This family is known to be almost linear and 2-universal.
To deal with the second issue, we let each location of A i be a bucket, which may contain multiple elements. We then solve multiple Convolution-3SUM instances, where in each instance, we pick out (at most) a single element from each bucket.
A more naive hash family. It is not easy to efficiently derandomize Dietzfelbinger et al.'s hash functions [6] , so in order to get a deterministic reduction, we use a simpler hash function, by just taking the input number modulo a random prime. (This idea is of course not new.) 
From the prime number theorem we know there are
Bucket size. Pǎtraşcu's reduction needs an additional "load-balancing" property (which was shown by Baran et al. [4] for any exactly 1-universal hash family, in particular, for one variant of Dietzfelbinger's hash family [6] ), stating that if we hash n elements to m buckets, then the expected number of elements in buckets with size > 3n m is at most O(m). Our reduction does not need this property-we only need the following simpler lemma on the bucket sizes, whose proof follows from an easy application of Markov's inequality. The lemma allows m > n (i.e., having more buckets than elements), which will be useful later in some of our reductions. By Markov's inequality, the probability of an element x being bad is at most Pr
Therefore the expected number of bad elements x in S is at most Pr[size of x's bucket > t] · N = dN m · 1 t · N .
Simple Deterministic Reduction
We now present a simple deterministic reduction from 3SUM to Convolution-3SUM. We proceed like in Pǎtraşcu's randomized reduction, but we choose the more naive hash function h(x) = x mod p for a random prime p in [ m 2 , m), where m = dn B for a parameter B to be set later, and d = O(log U ). Throughout the paper, we let theÕ(·) notation conceal log O(1) U factors.
Assume Convolution-3SUM can be solved in deterministic O(n 2−ε ) time. Apply Lemma 2.4 to each input set S i , with d = O(log U ), m = dn B , N = n, and another parameter t to be set later. Then the expected number of bad elements (as defined in 1 4 , so there must exist a hash function h ∈ H (which corresponds to a prime p) such that for each of the three sets S i , the number of bad elements is at most 4 times the expectation. We can find such a hash function naively by trying all O( m log m ) possible primes in the range [ m 2 , m) (which can be generated inÕ(m) time) and computing the bucket sizes and the number of bad elements, which takes O( m log m ) · O(n) =Õ( n 2 B ) time. To determine whether there exist a ∈ S 1 , b ∈ S 2 and c ∈ S 3 such that a + b + c = 0, we need to consider two cases:
• Case I. If any of a, b, or c is a bad element, we can solve the problem in O( Bn t ) ·Õ(n) =Õ( Bn 2 t ) time, by enumerating each bad element and solving 2SUM inÕ(n) time to find the other two elements.
• Case II. For solutions that involve three good elements, we follow Pǎtraşcu's approach: for any triple of indices i, j, k ∈ [t], we search for solutions where a is the i-th element in its bucket, b is the j-th element, and c is the k-th element, by invoking the
The total running time is
By setting t = B 2 to balance the first two terms, the bound becomesÕ( n 2 B + B 4+ε n 2−ε ). By setting B = n ε 5+ε , the running time isÕ(n 2− ε 5+ε ).
Theorem 3.1. If Convolution-3SUM can be solved in deterministic O(n 2−ε ) time, where ε > 0 is a constant, then we can solve 3SUM in deterministicÕ(n 2− ε 5+ε ) time.
Randomized Reduction
Now we present our randomized reduction from 3SUM to Convolution-3SUM. Let the size of the input sets S 1 , S 2 and S 3 be n k1 , n k2 and n k3 , respectively.
A simple randomized recursive algorithm. Let t 1 , t 2 , t 3 and B be parameters to be set later. We use Dietzfelbinger et al.'s hash function [6] , and apply Lemma 2.4 to S i , with d = 2, m = 8n B , N = n ki , and t = t i . Then the expected number of bad elements in S i (as defined in Lemma 2.4) is at most dN m · 1 t · N ≤ Bn 4tik 2 i . We repeatedly choose the hash function independently, until the number of bad elements is at most 4 times the expectation for each of the three sets S 1 , S 2 and S 3 . By a union bound, we succeed with probability ≥ 1 4 , so with high probability we only need to repeat O(log n) times.
To determine whether there exist a ∈ S 1 , b ∈ S 2 , c ∈ S 3 where a + b + c = 0, we need to consider two cases:
• Case I. If any of a, b, or c is a bad element-say, a is bad-then instead of directly solving this case, we recursively solve 3SUM on the following three sets: S 1 containing all bad elements in S 1 (which has size at most Bn t1k 2 1 ), S 2 , and S 3 .
• Case II. For solutions that involve three good elements, we can reduce to
When the size of one of the sets S i drops below a constant, we can stop the recursion and directly solve the problem in linear time (by reducing to 2SUM). The total running time satisfies the following recurrence with high probability:
It remains to set the parameters and solve the recurrence.
Solving the recurrence: rough analysis. One simple choice of the parameters is to set t 1 = t 2 = t 3 = 2 and B = 1. Then the recurrence simplifies to:
Observe that in the recursion, the parameters k 1 , k 2 and k 3 grow rapidly. To be precise, define the
Let h be the smallest number such that d h ≥ n; then h = O(log log n). There are h ≤ 3h = O(log log n) levels in the recursion tree, so there are at most 3 h = log O(1) n nodes in the recursion tree. At each node, the cost is O(n 2−ε ). Therefore, the total running time is O(n 2−ε log O(1) n) (with high probability).
Solving the recurrence: refined analysis. We will now reduce the extra log O(1) n factor by a more clever choice of parameters.
First permute indices so that k 1 ≥ k 2 ≥ k 3 . Let δ ∈ (0, 1) be a constant, and s = log log n. Set t 1 = s, t 2 = s, t 3 = sB and B = k δ 2 . The total running time satisfies the following recurrence:
(Note that in upper-bounding the function, we have replaced sk 2 3 with sk 2−δ 3 in the third term.) To analyze the recurrence, this time we define the
Let h be the smallest number such that d h ≥ n; then h = O(log 2−δ log s n). There are h ≤ 3h = O(log log n) levels in the recursion tree.
For each node at the j-th level of the recursion tree, we have k 1 = d i , k 2 = d i , k 3 = d i , for some indices i ≥ i ≥ i with i + i + i = j. We label such a node by the triple (i, i , i ). The number of nodes labeled (i, i , i ) in the recursion tree is at most j i j−i i . We know k 2 = d i , so k 2 ≥ s (2−δ) i −1 , and the cost at a node
The total cost over all nodes in the recursion tree is bounded by the sum
because s = log log n and h = O(log log n). The first O(1) terms in the summation dominate the running time, because the exponent decreases rapidly towards −∞. So the total running time is O(n 2−ε (log log n) O(1) ) (with high probability). With more calculations, one can give explicit bounds on the exponent of the (log log n) O(1) factor. For example, as ε approaches 0, it is possible to show that the exponent approaches 3 by a more careful choice of parameters.
More generally, we may consider the case when Convolution-3SUM takes O( n 2 f (n) ) time for some function f (n). The analysis can be modified as follows.
We set parameters t 1 , t 2 , t 3 , B as in the above refined analysis, but with s = log log f (n). Also, when we have reached nodes at levelĥ = c 0 log log f (n) for some constant c 0 , we stop recursion and directly solve 3SUM at those nodes by a brute-force method, i.e., enumerating each element in the smallest set, then reducing to 2SUM. At each of those nodes, we know the smallest set S 1 has size n k1 , where k 1 ≥ s (2−δ)ĥ 3 −1 ≥ f (n) 2 for a sufficiently large constant c 0 .
By a similar argument to the above refined analysis, the total running time for the nodes at level up toĥ in the recursion tree is O( n 2 f (n) (log log f (n)) O(1) ), assuming that n 2 f (n) /n 1+ρ is monotonically increasing for some constant ρ > 0.
The brute-force algorithm for each node at levelĥ takes O( n k1 · n) time, and there are at most O(3ĥ) ≤ (log f (n)) O(1) such nodes, so the total cost at those nodes is O(3ĥ · n f (n) 2 · n) = o( n 2 f (n) ). Combining these two parts, we obtain the total running time O( n 2 f (n) (log log f (n)) O(1) ) (with high probability).
Theorem 4.2. If Convolution-3SUM can be solved in randomized (Las Vegas) O( n 2 f (n) ) time, then we can solve 3SUM in randomized (Las Vegas) O( n 2 f (n) (log log f (n)) O(1) ) time, assuming that n 2 f (n) /n 1+ρ is monotonically increasing for some constant ρ > 0.
As a special case, if f (n) = log O(1) n (as in the state-of-the-art algorithms), the total running time is
We leave open the question of whether the remaining (log log f (n)) O(1) factor could be removed (which seems difficult with our method). . At each node of the recursion, by union bound there exist a prime p ensuring the number of bad elements is at most 4 times the expectation for each of the three sets S 1 , S 2 and S 3 , and we can find p naively by trying all primes inÕ(mn) =Õ( n 2 B ) time. The cost of solving the Convolution-3SUM instances isÕ(t 1 t 2 t 3 ( n B ) 2−ε ) = O(B 1+ε n 2−ε ). The total running time thus satisfies the following recurrence:
Improved Deterministic Reduction
From the analysis in Section 4, there are 3 O(log log n) = log O(1) n nodes in the recursion tree, so the total running time isÕ( n 2 B + B 1+ε n 2−ε ). Setting B = n ε 2+ε yieldsÕ(n 2− ε 2+ε ) time.
A Different Versions of 3SUM
In this appendix, we note the equivalence of different versions of the 3SUM problem. For clarity, here we will refer to the 3SUM version in the main text as 3SUM-for-3-Sets. The following variants of 3SUM are commonly used in the literature: Trivially (by setting S 1 = S 2 = S 3 = S), 3SUM-with-Duplicates reduces to 3SUM-for-3-Sets. Here we provide a reduction from 3SUM-without-Duplicates to 3SUM-for-3-Sets, which is more challenging:
Lemma A.3. If 3SUM-for-3-Sets can be solved in deterministic T 0 (n) time, then we can solve 3SUM-without-Duplicates in deterministic O(T 0 (n)) time, assuming that T 0 (n)/n 1+ρ is monotonically increasing for some constant ρ > 0.
Proof. We describe a simple recursive algorithm to solve 3SUM-without-Duplicates, using the given 3SUM-for-3-Sets oracle, where r is a sufficiently large constant:
1. Divide S into r subsets S 1 , . . . , S r each of size at most n r . 2. For all i, j ∈ {1, . . . , r} with i = j, solve 3SUM-for-3-Sets for the three sets S i , S j , and S \ (S i ∪ S j ).
3. For all i ∈ {1, . . . , r}, solve 3SUM-for-3-Sets for the three sets S i , S i , and S \ (S i ∪ {−2a : a ∈ S i }).
4.
For i ∈ {1, . . . , r}, recursively solve 3SUM-without-Duplicates for the set S i ∪({−2a : a ∈ S i }∩(S \S i )), which has cardinality at most 2 n r . 5. Return yes iff the answer to at least one of the above subproblems is yes.
It is easy to see that if the algorithm returns yes, then there exists distinct elements a, b, c ∈ S with a + b + c = 0. (The only possibility of false positives due to duplicates is in step 3, when a ∈ S i and b = a ∈ S i , but then c = −a − b / ∈ S \ (S i ∪ {−2a : a ∈ S i }).) On the other hand, if there exist distinct elements a, b, c ∈ S with a + b + c = 0, then the algorithm returns yes in step 2 if a, b, c are in different subsets, and yes in step 3 or 4 if a and b are in the same subset S i , depending on whether c / ∈ {−2a : a ∈ S i } or not (all remaining cases are symmetric).
The running time satisfies the recurrence T (n) = rT (2n/r) + O(r 2 T 0 (n)).
For a sufficiently large constant r, this gives T (n) = O(T 0 (n)) under the stated assumption.
The above reduction appears new to the best of our knowledge. For example, Kopelowitz et al. [10] explicitly mentioned false positives due to duplicates as one of the technical difficulties to overcome if one wants to improve their reduction.
There are also alternative versions to Convolution-3SUM (one set vs. three, with or without duplicate indices), which can also be seen to be equivalent.
