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Space-charge effects play a dominant role in many areas of physics. In high-
power microwave devices using high-current, relativistic electron beams, it places a limit
on the amount of radiation a device can produce. Because the beam’s space-charge can
actually reflect a portion of the beam, the ability to accurately predict the amount of
current a device can carry is needed. This current value is known as the space-charge
limited current. Because of the mathematical difficulties, this limit is typically estimated
from a one-dimensional theory. This work presents a two-dimensional theory for
calculating an upper-bound for the space-charge limited current of relativistic electron
beams propagating in grounded coaxial drift tubes. Applicable to annular beams of
arbitrary radius and thickness, the theory includes the effect introduced by a finite-length
drift tube of circular cross-section. Using Green’s second identity, the need to solve
Poisson’s equation is transferred to solving a Sturm-Liouville eigenvalue problem, which
is easily solved by elementary methods. In general, the resulting eigenvalue, which is
required to estimate the limiting current, must be numerically determined. However,
analytic expressions can be found for frequently encountered limiting cases.
Space-charge effects also produce the fundamental collective behavior found in
plasmas, especially in plasma sheaths. A plasma sheath is the transition region between a
bulk plasma and an adjacent plasma-facing surface. The sheath controls the loss of
particles from the plasma in order to maintain neutrality. Using a fully kinetic theory, the
problem of a planar sheath with a single-minimum electric potential profile is
investigated. Appropriate for single charge-state ions of arbitrary temperature, the theory
includes the emission of warm electrons from the surface as well as a net current through
the sheath and is compared to particle-in-cell simulations. Approximate expressions are
developed for estimating the sheath potential as well as the transition to space-charge
saturation. The case of a space-charge limited sheath is discussed and compared to the
familiar Child-Langmuir law.
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CHAPTER 1
INTRODUCTION TO SPACE-CHARGE LIMITED CURRENTS
It has been known for nearly a century that there is an upper limit on the amount
of current that can pass between two electrodes. This limiting current is known as
the space-charge limited (SCL) current and is one of the most important phenomena
related to charged particle beams. For beam currents below this limit, the beam flow is
laminar through the drift space and the problem is time-independent. However, if the
beam current exceeds the SCL current a virtual cathode is formed and the transmitted
current decreases. The virtual cathode is a point where a fraction of the beam particles
come to rest and represents an instability in the beam. After the formation of a
virtual cathode, the transmitted current decreases as the injected current increases.
The ability to accurately determine the SCL current, in order to prevent or enhance
the formation of a virtual cathode, is required in several fields, including high-power
microwave devices,1–4 astrophysical plasmas,5 xerographic technology,6 electron beam
ion sources and traps,7–9 field emitter arrays,10 and collective-ion acceleration.11,12
For most high-power microwave (HPM) devices the presence of a limiting current
represents a limitation in the ability to produce microwave energy since an arbitrarily
large electron beam current is not possible. On the otherhand, the vircator (VIRtual
Cathode oscillATOR) and reflex triode use the presence of the virtual cathode as a
means for microwave production.1 In astrophysical plasmas, electric fields established
in pulsar magnetospheres and white dwarf accretion disks are expected to establish
currents that are space-charge limited.5 Similar to simple diodes, xerographic devices
1
employ a potential difference to transport resin particles from a donor electrode to the
receiver electrode as a means to transfer images.6 Electron beam ion sources/traps use
the potential depression of an electron beam to trap and/or create high charge state
ions. High density beams, i.e., large current densities, are required to obtain high
ionization efficiencies. The SCL current is one limitation that must be considered.7
Field emitter arrays “hold the potential for significantly impacting next-generation
radio-frequency amplifiers.”10 Employing numerous conical emitters and applying
a larger potential difference between the gate electrode and anode, large current
densities are possible and understanding the effects of space-charge on the current
flow is essential. Collective-ion accelerators use a propagating virtual cathode formed
within a high energy electron beam to accelerate the ions.11 Thus, it is clear that
knowledge of the space-charge limited current and the ability to predict it for a variety
of beam and drift space geometries is important throughout physics.
Review of the Classical Space-Charge Limited Current Theory
For completeness, this section presents a review of the classical solution to the
space-charge limited diode. A thorough discussion, along with numerous references
and the early theory development, is given in the book by Birdsall and Bridges.13 The
problem geometry, illustrated in Fig. 1.1, consists of two ideal, infinite electrodes held
at a potential difference of V0 and separated by a distance L. The grounded cathode
emits a zero temperature stream of electrons into the gap, which propagate to the
anode (held at potential V0). As long as the electron velocities are much less than
the speed of light, the self-magnetic field can be neglected and the problem is one-







FIG. 1.1. Geometry considered in the classical space-charge limited flow problem.
Cold electrons are injected from the grounded cathode into the gap. The electron
stream travels a distance L to the anode, which is held at a potential, V0. Also
shown are three electric potential profiles illustrating the three regimes of space-
charge effects, which can be classified by the value of the electric field at the cathode.
where φ(x) is the electric potential and ρ(x) the charge density, the charge density can
be written in terms of the potential by using conservation of charge and energy. Since
all physical quantities are taken to be time independent, the continuity equation states
that the current density is constant. Letting the current density be J0, it is written in
terms of the electron velocity and particle density as J0 = −en(x)v(x). From energy
conservation, the velocity and potential are related through v2(x) = −2eφ(x)/m.








































and is subject to the boundary conditions η(0) = 0 and η(1) = 1. As will be seen, one
important factor in the study of space-charge limited flow is the value of the electric
field at the emitting surface. For the cases considered here, the value η′(0) is of
concern. To maintain consistency among these three conditions on η(x), a relation is
needed between the normalized current density, j, and the electric field at the surface,
































































η (ζ) + [η′ (0)]2. (1.9)








Using Eq. (1.10) in Eq. (1.9) and solving for η(ζ) gives the normalized electric poten-
tial with the only parameter being the electric field at the cathode. Since Eq. (1.9) is
a cubic equation in η(ζ), the particular solution must be chosen to satisfy the given
boundary conditions. The solution is not given here because of its complicated nature
and yields no pertinent information for the present discussion.
From the discriminant of Eq. (1.10), it is clear that only a finite range of electric
field values are appropriate to the analysis at hand: −1/3 ≤ η′(0) ≤ 2/3. However,
the range of electric field values is more restrictive than this. An implicit assumption
throughout this analysis is that the electric potential minimum is located at the
cathode. Since the anode is held at a positive potential with respect to the cathode,
the electric field cannot be positive at the surface, i.e., η′(0) < 0. If this were so, the
electric potential would have an inflection point within the gap. At this point, the
electric field would be zero and a virtual cathode would exist, reflecting a portion
of the injected electrons. Since only particles with positive velocities (toward the
anode) are considered, the present analysis breaks down. Therefore, the value of the
electric field at the cathode provides a convenient measure of the degree of space-
charge saturation in the gap. Figure 1.1 illustrates the effect of the surface electric
field on the electric potential profile. If the surface electric field is negative, η′(0) > 0,
there is insufficient space-charge to limit the particle flow. If the electric field is zero
at the surface, η′(0) = 0, the particle flow is space-charge limited. In this case, j = 1
and the current density equals that given by the Child-Langmuir law, Eq. (1.4). If
the electric field is positive at the surface, η′(0) < 0, the particle flow is called space-
charge saturated. For this case, a virtual cathode forms in front of the cathode and
the effect of the reflected particles must be considered. Although a time-independent
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analysis of this case has been made,13 a rigorous treatment would include temporal
effects. However, the mathematical difficulties in such an approach restrict such a
treatment to numerical modeling or particle simulation.
History of Space-Charge Limited Current
The first published accounts of SCL currents is due to Child14 in 1911 and Lang-
muir15,16 a few years later, who investigated the current flow between planar electrodes
with a potential difference insufficient to saturate the region. Neglecting the effect of
initial velocity, they found that the maximum current that would flow between the
electrodes varied as the three halves power of the gap potential. This relationship
between the current and potential is known as the Child-Langmuir law. The effects
of small initial velocity were investigated by Langmuir17 and later by Langmuir and
Compton18 assuming a Maxwellian distribution of initial velocities. Each study found
only minor corrections to the Child-Langmuir law. Extending to larger initial velocity,
Gill19 discovered qualitatively new behavior, including hysteresis between the trans-
mitted and injected currents. Gill found that as the injected current increases past
the space-charge limit, the transmitted current continues to decreases. If the injected
current is then steadily decreased, the transmitted current increases but does not
reach the SCL current value. In 1944, Knipp20 presented a more complete version
of the classical solution by including the space-charge of electrons reflected from the
virtual cathode. The same problem was later treated by Bull.21 Using a Maxwellian
velocity distribution as well as an angular distribution of velocities, Walker22 inves-
tigated the effects of particle deflections from the grid wires. One of the earliest
treatments of axial current in cylindrical tubes was preformed by Smith and Hart-
mann,23 who considered a solid beam propagating in an infinitely-long drift tube.
6
Hollow beams were later considered by Wax24 and Brewer.25 Solutions for finite ra-
dius beams travelling in finite length drift tubes were presented by Bridges, Frey and
Birdsall in 1965.26 With the development and wide-spread use of solid-state devices,
the interest in vacuum tubes, as well as research into limiting currents, declined.
More recently, increased interest in HPM devices caused a revival in the desire
to accurately predict the SCL current in vacuum and plasma-filled devices. This
change in application led to a significant change in the approach to estimating the
limiting current. Most diodes, and the like, employ non-relativistic beams. In the
pursuit of high-power microwave output, HPM researchers use electrons beams with
the highest possible energy. Thus, relativistics effects must be considered in analyzing
the space-charge limiting current. The first exact treatment of the relativistic Child-
Langmuir problem was given by Jory and Trivelpiece in 1969.27 They considered a
one-dimensional planar diode with a cold, mono-energetic beam of electrons injected
from the cathode. Using elliptic integrals, they developed an analytic expression for
the limiting current that reduces to the Child-Langmuir law in the non-relativistic
regime. Recently, temperature effects were included in both a non-relativistic28 and
a relativistic29 extension to the Child-Langmuir law. Unfortunately, the resulting
equations had to be numerically solved.
Since most HPM devices use cylindrical or toroidal drift spaces, the need for
formulas that considered more than one dimension increased. Unfortunately, self-
consistently solving Poisson’s equation for SCL flow for anything other than a one-
dimensional planar problem requires a numerical approach. Bogdankevich and Rukhadze
considered finite-length effects for electron beams in hollow drift tubes. Using a lin-
earization of the two-fluid hydrodynamic equations, they investigated the stability
7
of both uncompensated and compensated (filling the drift tube with positive ions to
reduce the electron space-charge) beams.30 Later, Voronin et al.31 devised a method
to estimate the SCL current, including length-effects. Their approach used Green’s
second identity to correlate the SCL problem to a two-dimensional Sturm-Liouville
eigenvalue problem, which is easily solved by elementary methods. Another benefit to
their approach is the facility with which it can be generalized to more general cases.
Genoni and Proctor32 utilized this method to investigate electron beams of arbitrary
radius in hollow drift tubes. Since many present-day HPM devices (such as backward-
wave oscillators, magnetically insulated line oscillators, etc..) employ coaxial drift
space, Stephens and Ordonez extended the theory to annular beams in finite-length
coaxial drift tubes, presenting an analytic formula for estimating the SCL current.33
Another important consideration in analyzing limiting currents in HPM devices is
the gyromotion of the beam particles. Drobot and Kim investigated both cylindrical
and strip beams (between infinite planar electrodes) and found that the transverse
motion of the beam particles reduced the limiting current below that predicted by
considering only the axial velocities.34 The interaction between the electromagnetic
waves and electron beam present in gyro-devices (gyrotron, gyro-backward-wave os-
cillator, etc.) has recently been investigated via computer cimulation by Spencer et
al..3 As a final note, research of limiting currents in solid state materials is becoming
another driving force into the understanding of space-charge limited flow.
Overview
The current work discusses space-charge limitations in cylindrical drift tubes and
planar sheaths. As mentioned for cylindrical drift tubes, the space-charge present
in a plasma sheath also places limitations on the current magnitude that can be
8
passed through a plasma sheath. Although additional complications arise from the
multiple species contributing to the space-charge and the need to self-consistently
solve for the potential simply to predict the sheath extent, similar ideas apply to both
problems. Chapter 2 discusses approximate techniques to estimate the space-charge
limited current in coaxial drift tubes. It first presents a review of the infinite-length
approximation, an approach suitable to situations when the drift tube is much longer
than the tube radius. It then considers the same configurations but including finite-
length effects by extending a theory that estimates an upper bound to the limiting
current. The remaining chapters apply to planar sheaths, of which an overview and
historical sketch appear in Chap. 3. A theoretical investigation of the planar sheath
is presented in Chap. 4. After developing the essential distribution functions, particle
densities and fluxes for three sheath electric potential profiles, boundary conditions
are applied to derive a set of nonlinear equations describing the electric potential at
certain locations within the sheath. To avoid the necessity of solving these nonlinear
systems, approximate expressions for the potential are provided to simplify predicting
the value of the electric potential. The chapter then concludes with a discussion of
the effects of the plasma and surface parameters on the plasma sheath. Finally, Chap.
5 discusses the problem of current limitations with the sheath.
9
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CHAPTER 2
UPPER-BOUND FOR THE SPACE-CHARGE LIMITED CURRENT
Derivation of an exact analytic expression for the space-charge limited (SCL)
current is tractable only for one-dimensional problems. The reason for this stems
from the nonlinearity introduced into Poisson’s equation by relating the charge and
current densities to the electric potential through the conservation of energy. To
illustrate this, consider finding Poisson’s equation for the SCL current of an electron
beam travelling down a concentric cylindrical drift tube. Let the particles be injected
into the cylinder at z = 0 with a kinetic energy
(γb − 1)mc2. (2.1)
Assuming a strong axial magnetic field to inhibit radial and azimuthal motion, the
current density has only an axial component and is related to the particle density,
n(r, z), and axial velocity, vz(r) = cβ(r, z), according to
J (r) = −en (r, z) cβ (r, z) . (2.2)
In general, the current density can be a function of radius since the only restriction is
that it be independent of z, which follows from conservation of charge. Conservation
of energy then relates the injected beam kinetic energy to the energy at any position
downstream of the injection plane according to
γb = γ (r, z) − e
mc2
φ (r, z) . (2.3)
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Using the relation between the relativistic mass factor and the axial velocity,
γ (r, z) =
√
1
1 − β2 (r, z) , (2.4)
the charge density can be expressed in terms of the electric potential by





γb + Φ (r, z)√
[γb + Φ (r, z)]
2 − 1
, (2.5)
where the normalized potential, Φ(r, z) = eφ(r, z)/mc2, is introduced. Using cgs-
units, Poisson’s equation can now be written as







γb + Φ (r, z)√
[γb + Φ (r, z)]
2 − 1
, (2.6)
with IA = mc
3/e the Alfvén current. Equation (2.6) is clearly a highly nonlinear
partial differential equation. If the radial dimension is neglected, a self-consistent
solution is available.1 In general, however, an exact analytic solution has not been
found for Eq. (2.6). Thus, analysis of the SCL problem in two or three dimesions has
been relegated to numerical solution or particle simulations. If an analytic expression
is desired, various approximation methods are available. In particular, this chapter
reviews the infinite-length approximation for electron beams propagating in coaxial
drift tubes and investigates estimating an upper bound for the SCL current, including
length effects.
The approach used here was first developed by Voronin et al.2 for an electron
beam travelling in and completely filling a hollow cylindrical drift tube. Using Green’s
second theorem, solving Poisson’s equation is transferred to solving a linear eigen-
value boundary value problem. Genoni and Proctor later extended the method to
15
include solid and annular beams of arbitrary radius.3 This chapter extends the the-
ory to include coaxial drift tubes. After reviewing the infinite-length approximation,
expressions for the SCL current are presented for various beam and drift tube geome-
tries under the infinite-length approximation. The essential theory for estimating an
upper-bound for the SCL current is then presented, followed by the general solution
of the associated eigenvalue problem. Using the developed theory, specific examples
for the SCL current upper-bound are then given for hollow and coaxial tubes. The
chapter concludes with a summary of the results.
Space-Charge Limited Current in the Infinite-Length Approximation
Due to the complexity of solving Eq. (2.6), a standard approximation is to ne-
glect axial variations so that only the radial dimension is of concern. This approach
provides a realistic model if the drift tube length is much larger than the drift tube











γb + Φ (r)√
[γb + Φ (r)]
2 − 1
. (2.7)
This differential equation is still quite nonlinear and exact analytic solutions are not
known. Typically the problem is not solved self-consistently but a uniform charge
density is assumed. However, a useful relation can be self-consistently obtained from
this equation by considering a simple charge density profile. In particular, assume
the electron beam is injected with the following current density profile:
J (r) = − I
2πr
δ (r − rb) , (2.8)
where rb is the beam radius, I the beam current and δ the Dirac delta function.
Futhermore, assume that the drift tube is composed of coaxial cylinders of radii
16








γb + Φ (r)√
[γb + Φ (r)]
2 − 1
δ (r − rb) . (2.9)
The solution, which is zero at r1 and r2 as well as continuous at rb is





, r1 ≤ r < rb,
ln r/r2
ln rb/r2
, rb < r ≤ r2.
(2.10)
Note that the problem of a hollow drift tube, in lieu of a coaxial drift tube, can be
obtained by letting r1 → 0 on the right-hand side so that Φ(r) = Φb for 0 < r < rb.
It remains to consider the discontinuity in the electric field across the beam. Doing
so yields the self-consistent expression for the beam current as
I = IA
ln r2/r1
2 ln r1/rb ln r2/rb
F (Φb) , (2.11)
where F (Φb) is defined according to




2 − 1. (2.12)
Examining the definition of F (Φb) shows that it is zero whenever Φb = 0 and Φb =








at Φb = γ
1/3











Note that the SCL current is written as a (beam factor)/(geometric factor). The
feature that will be used later in this section is the beam factor, (γ
2/3
b − 1)3/2. It
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is common place, particularly when working with non-relativistic beams, to replace
the beam factor from the calculation with the beam factor defined here. Albeit ad
hoc, this replacement typically increases the range of beam energy over which the
expression is applicable and has the proper scaling with respect to the potential in
the non-relativistic regime, i.e., I ∼ φ3/2.
Unfortunately, a thin beam is the only case in which Eq. (2.7) can be solved
for an exact analytic expression. To determine the SCL current for other beam
configurations in the infinite-length approximation, a different approach is required.
Thus, rather than attempt to solve the self-consistent Poisson equation, the source
term is taken to be uniform over the beam cross-section. That is, the right-hand side
of Eq. (2.7) is replaced with 4πen0 which is constant across the beam cross-section
and zero outside of it. Appendix A solves Poisson’s equation for the general problem
of a piece-wise, constant source term bounded by coaxial, grounded cylinders.
For an electron beam with a uniform cross-section, the current, I, and current
density, J = −en0v, are related by I = J · A, where A = π(r2o − r2i ) is the cross-
sectional area for a beam with inner radius ri and outer radius ro. From the results
of Appendix A, it is found that the potential can be written as the product of the
uniform charge density and a geometric function, φ(r) = en0g(r). Conservation of
energy relates the electric potential to the beam energy as −eφ = (γb−γ)mc2. Letting
gmax represent the maximum value of g(r), the SCL current is found to be
Iscl = IAβ (γb − 1) A
gmax
, (2.15)
where β = v/c. As previously mentioned, the range of validity of this expression can
18









Thus, the problem of estimating the SCL current in the infinite-length approximation
reduces to determining the value of the geometric factor, gmax, for a given beam and
drift tube geometry.
Expressions for the Space-Charge Limited Current in the Infinite-Length
Approximation
Having developed an expression for the space-charge limited current within the
infinite-length approximation, this section uses that result for various beam and drift
tube geometries. Appendix A considers Poisson’s equation for a piece-wise constant
potential in order to model the uniform cross-section beam. After solving Poisson’s

















where the constant a0 is given by
a0 = −2π (r
2


















Using these expressions, the SCL current for beams in hollow and coaxial drift tubes
is easily determined.
To examine a hollow tube, the inner radius of the drift tube is allowed to approach
zero, r1 → 0. However, the constant a0 defined in Eq. (2.18) cannot be accurately
determined without more information. Thus consider the case of a solid beam, where
ri = r1 → 0. Then the constant a0 = 0 and the potential maximum, from Eq. (2.17),
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is proportional to
φmax ∼ gmax = πr2o
[




Using this with Eq. (2.16), the space-charge limited current for a solid beam in a
hollow drift tube is
Iscl =
IA







If the outer radius of the beam approaches the outer cylinder radius, ro → r2, the
case of a full beam is obtained. In this case, a0 = 0 and gmax = πr
2
2. The SCL current








If the restriction of ri → 0 is released, then the constant a0 has the value 2πr2i .
The potential maximum is then given by











and the space-charge limited current for an annular beam in a hollow drift tube is
Iscl =
[
















The case of a thin annular beam, ri → ro, cannot be determined from this expression
since the required discontinuity in the electric field is not present. However, this beam











For the case of a coaxial tube, no simplifications with respect to r1 and r2 need be
made. In general for an annular beam, the constant a0 cannot be simplified so that
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with a0 given by Eq. (2.18). As for the hollow drift tube, the case of a thin annular
beam cannot be determined from this expression. A full beam, however, can be
handled. Letting ri → r1 and ro → r2 gives
a0 =
π (r22 − r21)
ln (r2/r1)
. (2.25)
The geometric factor then becomes, after some simplification,
gmax =












The space-charge limited current for a full annular beam can then be written in terms
















Upper Bound for the SCL Current
The general problem geometry consists of concentric, cylindrical conductors of
length L with the inner conductor at radius r1 and outer conductor at radius r2.
The cylinders are capped with an anode foil at z = 0 and a collector plate at z =
L. All boundaries are grounded. An annular electron beam of inner radius ri and
outer radius ro is emitted from the foil with a uniform density and travels to the
collector plate. To prevent radial or azimuthal motion, a strong, axial magnetic field
is externally applied. The magnetic self-field of the beam is neglected. Equation (2.6)






















subject to the boundary conditions
Φ (r, 0) = Φ (r, L) = 0, r1 ≤ r ≤ r2,
Φ (r1, z) = Φ (r2, z) = 0, 0 ≤ z ≤ L.
(2.29)







and β(r, z) is found from Eq. (2.5) to be
β (r, z) =
√
[γb + Φ (r, z)]
2 − 1
γb + Φ (r, z)
. (2.31)
Note that the beam radii explicitly appear in the constant K. This implies another as-
sumption of this theory: the beam must maintain a constant cross-section. However,
this assumption is implicitly stated by the presence of the infinitely strong magnetic
field. Since the field inhibits all radial motion, the beam cannot diverge or constrict.
Therefore, the cross-section will remain constant.
To determine the upper bound estimate for the SCL current, Green’s second





















The underbraces indicate that τ equals the volume integral and Σ the surface integral.
The function Φ is the normalized electric potential satisfying Eqs. (2.28) and (2.29)
and the function ψ satisfies the eignenvalue problem defined by
∇2ψ (r, z) = Λψ (r, z) , ri ≤ r ≤ ro, 0 ≤ z ≤ L, (2.33)
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and subject to the boundary conditions












− b2ψ (ro, z) = 0, 0 ≤ z ≤ L.
(2.34)
The constants a1, a2, b1 and b2 are determined in the next section such that
1) the surface integral Σ in Eq. (2.32) is zero,
2) Equation (2.33) has an eigenfunction that is non-zero interior to the problem
domain, and
3) The corresponding eigenvalue is negative.









− Λ0Φ (r, z)
]
ψ (r, z) rdrdz = 0, (2.35)
where Λ0 is the fundamental eigenvalue for the associated eigenvalue boundary value
problem. Since ψ(r, z) can only be zero along the boundaries, the integrand in square
brackets must change sign during the integration in order that the volume integral
be zero. Denoting the point where the argument in square brackets is zero by (r′, z′),
the constant K at this point is
K = |Λ0|β (r′, z′) Φ (r′, z′) . (2.36)
Since there is no source of energy to the beam particles within the drift tube, the fact
that 1 < γ(r′, z′) < γb implies that




[γb − γ (r′, z′)] (2.37)
cannot exceed the value (γ
2/3
0 −1)3/2. This value is determined by setting the derivative
of β(r′, z′)Φ(r′, z′) with respect to γ(r′, z′) equal to zero and solving for the root.
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Therefore, since the right-hand side of Eq. (2.36) has an upper bound, so does K ∼ I0.
Inserting the value of K from Eq. (2.30) and solving for I0 gives the upper bound
estimate for the SCL current as











Determining an expression for Iub is dependent upon solving the linear eigenvalue
problem defined by Eqs. (2.33) and (2.34). The general solution for this boundary
value problem is developed in the next section.
General Solution of the Associated Eigenvalue Problem
To validate the expression for the upper bound SCL current, the assumption that
the surface integral in Eq. (2.32) is zero must now be shown true. This will be
accomplished by choosing appropriate values for the constants a1, a2, b1 and b2 in Eq.
(2.34). These values must correspond to a solution Λ0, ψ0 of the eigenvalue problem
where Λ0 is negative and ψ0 is zero only on the boundaries. The eigenfunction can
be determined from separation of variables to be of the form
ψ0 (r, z) = ρ (r) sin (κ1z) , (2.39)
where κn = nπ/L; this form automatically satisfies the boundary conditions at the



















The lower and upper limits on ξ represent the contributions from the inner and outer
conducters to the surface integral.
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Considering only the charge-free regions, the solution to Eq. (2.28) can be written
as





Angn (r, r1) sin (κnr) , r1 ≤ r ≤ ri,
∞∑
n=1




′) = I0 (κnr) − I0 (κnr
′)
K0 (κnr′)
K0 (κnr) . (2.42)
Here, I0 and K0 are the modified Bessel functions of the first and second kind, re-
spectively, of order zero. It is clear that gn(r, r1) and gn(r, r2) automatically satisfy
the boundary conditions at r1 and r2. Furthermore, gn(r, r
′) reduces to the proper
solution when r1 → 0.
The differential equation for ρ(r) can be determined by substituting from Eqs.
(2.39) and (2.41) into Eq. (2.40). With this, it is found that the surface integral, Σ,






+ λrρ (r) = 0, ri ≤ r ≤ ro, (2.43)
with the boundary conditions
a1riρ
′ (ri) − a2ρ (ri) = 0,
b1roρ
′ (ro) − b2ρ (ro) = 0.
(2.44)
The coefficients in Eq. (2.44) are given by













Since Iν(z) (Kν(z)) is a monotonically increasing (decreasing) function of z for real
arguments, one can show that the coefficient b1 is negative while the other coefficients
are positive by using the fact that r1 ≤ ri and r2 ≥ ro.
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Noting that the differential equation for ρ(r) is Bessel’s equation of order zero,
the solution can be written
ρ (r) = J0 (kr) + C (k)N0 (kr) , (2.46)
where k2 = λ0 and J0 (N0) is the order zero Bessel function of the first (second)
kind. Applying the boundary conditions given in Eq. (2.44), the coefficient C(k) and
eigenvalue k are determined from the nonlinear system
a2 [J0 (kri) + C (k)N0 (kri)] + a1kri [J1 (kri) + C (k)N1 (kri)] = 0,
b2 [J0 (kro) + C (k)N0 (kro)] + b1kri [J1 (kro) + C (k)N1 (kro)] = 0.
(2.47)
Since the value of C(k) is not always necessary for determining the SCL current
upper-bound, a single equation for k is given by
a2J0 (kri) + a1kriJ1 (kri)
a2N0 (kri) + a1kriN1 (kri)
=
b2J0 (kro) + b1kroJ1 (kro)
b2N0 (kro) + b1kroN1 (kro)
, (2.48)
where the coefficients a and b in Eq. (2.48) are defined in Eq. (2.45). For cases when
C(k) is zero, e.g., a hollow drift tube, Eq. (2.47) must be used. Once Eq. (2.47) or












SCL Upper Bound for Hollow Drift Tubes
Having determined the form of the SCL current upper bound, its remains to de-
termine how the upper bound depends upon the geometry. This is accomplished by
solving the determinantal equation, Eq. (2.47), for the eigenvalue k for the specific
geometry at hand. This section investigates various cases of hollow drift tubes, i.e.,
r1 = 0. When the inner conductor is absent, the boundary condition coefficients a1
26
and a2 defined in Eq. (2.45) must be modified since the Bessel function K0 logarith-
mically diverges at the origin. In this case, these coefficients become
a1 → I0 (κ1ri) ,
a2 → κ1riI1 (κ1ri) .
(2.50)
With these modifications, various beam geometries in a hollow drift tube can be
considered.
Solid Beam
For a solid beam, the inner radius is zero, ri = 0. The parameter C(k) in the
radial solution of the associated eigenvalue problem, Eq. (2.46), must be zero to
avoid the divergent N0 at the origin. Setting C(k) = ri = 0 in Eq. (2.48) gives the




kroJ1 (kro) = 0. (2.51)
Without further simplifying assumptions, Eq. (2.51) is a transcendental equation for
k and must be numerically solved to determined the SCL current upper bound.
Full Solid Beam
If the beam completely fills the drift tubes, i.e., a full beam, then the outer radius of
the beam coincides with the drift tube wall, ro = r2, and Eq. (2.51) can be simplified.
If ro is set equal to r2 in the coefficients b1 and b2, it is found that b1 = g1(r2, r2) = 0
while b2 remains non-zero. Therefore, the determinantal equation becomes
J0 (kr2) = 0. (2.52)
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This equation is satisfied if k/r2 equals the lowest root of J0. Therefore, the upper















This result was given in Voronin et al.2 by using the same method.
Thin Solid Beam
The next beam geometry in a hollow drift tube which leads to an algebraic ex-
pression for the SCL current upper bound is a thin beam. For a thin beam, the inner
beam radius, ri, is again allowed to approach zero while the length of the tube is in-
creased until it is much larger than the tube radius, r2/L  1. If this limit is applied
to the coefficients b1 and b2 defined in Eq. (2.45) and the small argument expansion









If the ratio b1/b2 in Eq. (2.51) is replaced by this expression, the determinantal equa-
tion is written










1 + 4 ln (r2/ro)
. (2.56)
With k determined, the SCL current upper bound for a thin beam propagating in a













FIG. 2.1. Length effects on the geometric factor for the SCL current of solid beams
propagating in a hollow drift tube of radius r2 = 10 mm. The cases shown are a
full beam (ro = r2), a half beam (ro = r2/2) and the value under the infinite-length
approximation.











Comparing these two expressions, it is clear that a finite-length places a higher upper
bound on the SCL current compared to the case when finite-length effects are not
considered. The finite-length effect is demonstrated in Fig. 2.1, which shows the
geometric factor for different beam configurations in a hollow drift tube of radius
r2 = 10 mm. Obviously, the full solid beam can propagate a larger current due to the
larger cross-section and is always approximately three times the half beam current.
Neither the half nor full solid beam ever approach the value predicted by the infinite-
length approximation, as discussed above. However, they do approach the values
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FIG. 2.2. Effect of beam radius on solid beams propagating in a hollow drift tube of
radius r2 = 10 mm and length L = 50 mm. The thin beam approximation, r2  L,
agrees with the result obtained from the determinantal equation for a solid beam, Eq.
(2.51). The infinite-length expression under-estimates the finite-length expressions.
predicted by Eq. (2.57).
The effects of beam radius on solid beams is illustrated in Fig. 2.2, for a drift
tube of radius r2 = 10 mm and L = 50 mm. The cases shown correspond to the
general expression for a solid beam (where the determinantal equation, Eq. (2.51),
is numerically solved), the case of a thin solid beam, Eq. (2.57), and the infinite-
length approximation, Eq. (2.20). Also, the thin beam expression agrees well with
the general result below ro ∼ 0.75r2.
SCL Upper Bound for Coaxial Drift Tubes
Having developed expressions for the SCL current upper bound in hollow drift
tubes, this section investigates various beam geometries travelling in coaxial drift
tubes. In general, Eqs. (2.47) or (2.48) must be numerically solved to determine the
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eigenvalue k required in Eq. (2.49). However, for limiting cases of the beam’s radii,
approximations can be made to yield analytical expressions.
Thin Annular Beam
To analyze a thin beam, the inner beam radius, ri, is replaced by ro(1 − δ/ro),
where δ = ro− ri is the beam thickness. The beam thickness is then allowed to go to
zero. Making this substitution in Eq. (2.45) and expanding the Bessel functions to
first order in δ, the boundary condition coefficients a1 and a2 become
a1 ≈ g1 (ro, r1) − κ1roδg′1 (ro, r1) ,
a2 ≈ κ1ro [g′1 (ro, r1) − κ1roδg1 (ro, r1)] ,
(2.58)
where






It can be shown that as the beam thickness approaches zero, the eigenvalue k →
∞ while the product kδ remains finite. It is therefore reasonable to approximate
the circular Bessel functions in Eq. (2.48) by the leading term of their asymptotic
expansions. The result can be rearranged to give the expression
cot (kδ) = − a2b2 + a1b1rirok
2
a1b2rik − a2b1rok . (2.60)
The right-hand side of this expression can be further simplified by inserting the ex-
pressions from Eq. (2.58), replacing ri with ro(1 − δ/ro) and then taking the limit
δ → 0. The leading term from the resulting expression gives
cot (kδ) ≈ − b1ro [I0 (κ1ro) −K0 (κ1ro)]
b1κ21ro [I1 (κ1ro) + K1 (κ1ro)] − b2 [I0 (κ1ro) + K0 (κ1ro)]
. (2.61)











where the Wronskian for the modified Bessel functions was used to simplify the ex-
pression.
Examination of the right-hand side of Eq. (2.62) shows that it is a linear function
of kδ whose slope increases without bound as δ approaches zero. In order for such
a line to intersect cot(kδ), it must do so for kδ  1. Hence, the cotangent can be
replaced by the approximate expression cot(z) ∼ 1/z, which holds for z  1. An
explicit expression for the eigenvalue k can be written as
δrok
2 ∼ g1 (r1, r2)
g1 (ro, r1) g1 (ro, r2)K0 (κ1r1)
. (2.63)
In order to use this in the formula for the upper-bound, the geometric factor in Eq.



















Thus, the upper bound for SCL current for a thin beam propagating in a coaxial drift
tube is give by
Iub = IA
g1 (r1, r2)







Long Thin Annular Beam
As for the thin beam in the hollow drift tube, a long thin annular beam in a
coaxial drift tube leads to more simplifications over the simple thin beam case. As
before, for a long beam the outer tube radius is taken to be much smaller than the
tube length, r2  L. Taking this to be true and using the small argument expansion
for the modified Bessel functions in Eq. (2.65), the geometric factor for a long thin
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FIG. 2.3. Geometric factor for the SCL current of a long thin beam in a coaxial drift
tube, Eq. (2.67). The tube radii are r1 = 1 mm and r2 = 10 mm with a beam radius
rb = 9.5 mm. The infinite-length expression, Eq. (2.14), is shown for comparison and
has the value 9.97.
































) (γ2/3b − 1)3/2 . (2.67)
This expression exactly matches the corresponding expression obtained for a thin
beam propagating in a coaxial drift tube, Eq. (2.14), based on the infinite-length
approximation. Figure 2.3 shows a comparison of the geometric factor of Eqs. (2.65)
and (2.67) for r1 = 1 mm, r2 = 10 mm and rb = 9.5 mm. It is clear that as the
tube length approaches ten times the gap distance (i.e., r2 − r1), the two expressions
are very similar. However, the tube length at which this occurs depends upon the
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FIG. 2.4. Profile of the tube length, as a function of beam radius, for the finite-length
expression and infinite-length expressions to agree within 0.1%. As the beam nears
the wall, the two expressions agree for shorter tubes.
beam radius. This fact is illustrated in Fig. 2.4, which compares the tube length and
beam radius for the infinite-length expression to be within 0.1% of the finite-length
expression. It is clear that as the beam nears the tube walls, the necessary tube
length for the two expressions to approximately agree decreases.
Full Annular Beam
As previously found, if the beam completely fills a hollow drift tube the expression
for the upper bound SCL current becomes quite simple. A similar statement holds
for an annular beam completely filling a coaxial drift tube. However, the presence of
the inner conductor slightly complicates the analysis. If the inner and outer beam
radii are set equal to the respective tube radii, ri = r1 and ro = r2, the coefficients
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a1 and b1 in Eq. (2.45) are zero. Retaining only those terms multiplying a2 and b2 in
Eq. (2.47), the eigenvalue k must satisfy the equation
J0 (kr1)N0 (kr2) − J0 (kr2)N0 (kr1) = 0. (2.68)
This equation is a cross product of linearly independent Bessel functions. According
to Eq. (9.5.27) of Abramowitz & Stegun,4 an approximate analytical solution to this
equation is available: The sth root of
Jν (z)Nν (λz) − Jν (λz)Nν (z) = 0 (2.69)















(4ν2 − 1) (4ν2 − 25) (λ3 − 1)
4 (16ν)3 (λ− 1) .
(2.71)






Using this value in Eq. (2.49), the upper bound SCL current for a full annular beam





















One of the most important features in charged particle beam applications is the
ability to accurately predict the space-charge limited current. For situations where
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two or more dimensions must be considered, a self-consistent analytic expression is not
available. To avoid the need of numerically solving the nonlinear Poisson equation
under conditions of space-charge limited flow, approximate expressions are highly
desirable. One common approach, the infinite-length approximation, considers the
problem domain to be much longer than the problem radius. This method, however,
avoids the key question of length effects on the current. Using Green’s second identity,
the nonlinear Poisson equation can be related to a linear eigenvalue problem which is
easily solved as a boundary value problem. Although this theory cannot predict the
exact value, it does place an upper limit on the SCL current. At its most general level,
the theory applies to coaxial drift tubes and annular beams of arbitrary radius. For
drift tubes whose length is more than five times the radius, it is found that the SCL
current differs from that obtained by the infinite-length approximation only slightly.
Furthermore, the relative length of the tube at which this occurs depends upon the
location of the beam within the drift tube. As the beam nears the tube walls, the
required length for the infinite-length approximation to become valid decreases.
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CHAPTER 3
INTRODUCTION TO PLASMA SHEATHS
The electrostatic potential within an unbounded, neutral plasma at equilibrium
is essentially constant. Such a plasma is well described by a Maxwellian velocity
distribution. Even if the plasma is bounded by a material surface, far from the sur-
face the velocity distribution is nearly Maxwellian. Near the surface, however, large
electric fields develop and a Maxwellian is no longer appropriate. This region of high
electric fields is known as the plasma sheath and extends several Debye lengths into
the plasma. The sheath is typically divided into two regions. The region nearest
the surface is called the Debye sheath, collector sheath or simply the sheath. The
remaining region is entitled the presheath or source sheath. Although precisely defin-
ing the boundary between the sheath and presheath or between the presheath and
bulk plasma is difficult, some qualitative statements can be made. The electric field
in the sheath is typically much larger than in the presheath. Furthermore, the sheath
is non-neutral and non-Maxwellian whereas the presheath is typically considered to
be globally quasi-neutral.
Perhaps the closest “precise” definition of the sheath/presheath interface stems
from the Bohm criterion.1 In this interpretation, the presheath is considered as a
region of slowly-varying electric potential that serves to accelerate plasma ions into
the sheath. This acceleration must be sufficient that the ions reach their acoustic
speed by the time they reach the sheath edge (i.e., the sheath/presheath interface).
Considering a mono-energetic beam of ions, Bohm expressed this criterion as v ≥ vs,
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where v is the ion velocity directed towards the sheath and vs is the ion acoustic
wave speed. Furthermore, this transition is also evident by a field singularity at the
sheath edge, implying the transition between two regions described by vastly different
length scales. The presheath is described on scales of the ion mean free path while
the sheath follows scales given by the Debye length. Therefore, the sheath edge (the
interface between the sheath and presheath) is determined by the position of the
field singularity. From this, the presheath must extend sufficiently far into the edge
plasma (the plasma extending beyond the presheath) such that the Bohm criterion
is satisfied.
The two main approaches to solving the sheath problem employ either a kinetic
approach or one based on the fluid equations. The fluid equations are derived by
multiplying the evolution equation for the phase-space distribution function (DF),
the Vlasov equation, by various powers of the velocity and then integrating over
velocity space. Although these equations provide a convenient starting point, subtle
details are lost due to the averaging process used to derive the equations and a
complete description is not available. A theory based on the kinetic theory attempts
to determine information about the phase-space DF, which contains the complete
information of the system. Unfortunately, directly solving for the phase-space DF is
a formidable task and an analytical result is rarely available. Some approaches obtain
an integro-differential equation which can be solved in certain limiting cases but must,
in general, be numerically solved. An alternative to directly solving Vlasov’s equation
is to consider sheaths with a particular electric potential profile and then, using the
planar-source model,2 determine the forbidden regions of phase-space. This allows the
DF in the sheath (i.e., sheath and presheath) to be determined. The latter approach
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is used in the present work. But before discussing that, a brief history of fully kinetic
sheath theory is in order.
History of Fully Kinetic Sheath Theory
The sheath problem has been an active area of research for nearly a century. Orig-
inating in the seminal study of gaseous arc discharges by Tonks and Langmuir,3 it has
covered fields ranging from scrape-off layers and divertor plates in fusion devices,4–6
to electronic devices and plasma processing,7,8 plasma diagnostic probes,9–12 and free
burning arcs.13 Because of this widespread interest, a thorough discussion of sheath
theory history is beyond the scope of most works, including the present. Therefore,
only an outline of the history of fully kinetic sheath theory is presented.
The first kinetic description of the sheath was given by Tonks and Langmuir,3 who
investigated the effect of probes submersed into the plasma of an arc discharge. They
derived an integro-differential equation describing the electrostatic potential through-
out the sheath and plasma by assuming a Maxwellian distribution for the electrons
and that the ion density followed from the ionization of cold neutrals. Neglecting
terms lowest-order in the Debye to system length ratio, they obtained an integral
equation describing the potential distribution in the plasma up to the sheath edge. A
power-series solution was then obtained for the plasma equation under various lim-
its of the ion mean free path (compared to the system length) and ion generation
methods for different geometries (planar, cylindrical and spherical). Harrison and
Thompson14 obtained an analytic solution to the plasma equation for the case of a
collisionless plasma in planar geometry. An analytic solution to the plasma-sheath
equation for the sheath region was obtained by Caruso and Cavaliere.15 However,
joining the sheath solution to the plasma solution is difficult because of the field
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singularity at the sheath edge.16
Other formulations of the plasma-sheath equation have been presented by var-
ious authors. Kinetic theories that considered warm ions began appearing around
1980. Riemann17 developed a collision-dominated counterpart to the collisionless
Tonks-Langmuir model. Considering Maxwellian electrons and ions generated from
the ionization of warm neutrals, Emmert et al.2 found no field singularity at the
sheath edge, a prevalent feature in theories restricted to cold ions. Later, Bissell
and Johnson18 investigated the same problem but, using a Maxwellian source, found
the field singularity persisted for warm ions. Results from other theories19,20 that
considered warm ions also maintained the existence of the field singularity. It was
later pointed out by Bissell21 that Emmert’s theory did not contain the familiar field
singularity because his source function created no ions with zero velocity. Having ions
born with zero velocity causes the electric field at the plasma/sheath boundary to
become infinitely large to sufficiently accelerate the ions to maintain quasineutrality.
The absence of such ions allows the electric field at this boundary to remain finite.
Bissell also demonstrated that Emmert’s theory yields a proper solution to the sheath
problem by showing it satisfies the generalized Bohm criterion and concluded that
the field singularity must exist if ions, born with zero velocity, are to be accelerated
so that quaisneutrality is maintained.
Despite this controversial result from Emmert et al., their work contained a sig-
nificant contribution. Numerically solving their plasma-sheath equation for various
ratios of the Debye length to system length, they demonstrated that the width of the
plasma source does not affect the electric potential at the wall if this ratio is sufficiently
small (< 10−3). With this, the source region can be replaced with a planar source at
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the plasma edge (i.e., the interface between tha plasma and presheath). Thus, the
sheath problem can be solved by using truncated particle DFs without consideration
of the source region. Use of truncated distributions predates the work by Emmert et
al. in the field of thermionic convertors and Q-machines.22–26 A thermionic convertor
uses a hot cathode to partially ionize a neutral gas to form a plasma allowing current
to flow to the anode. Depending upon the applied diode voltage and the ratio of
emitted ions to electrons, a variety of stable and unstable potential profiles are pos-
sible. Auer22 used a plane-diode model to model a low-pressure thermionic converter
while characterizations of the possible profiles were presented by McIntyre.23,24 The
plane-diode model was used by Rynn25 to model the sheaths in the end columns of
a Q-machine. Considering single-ended Q-machines, Kuhn26 investigated the equi-
librium properties of “non-wavy” potential profiles, based on the categorization of
stable and unstable profiles presented by Ott.27 The collisionless, kinetic plane-diode
model was later verified by particle simulation of single-emitter plasma devices (i.e.,
single-ended Q-machines or thermionic converters with a negatively biased collector)
with a monotonically decreasing potential profile.28 Schwager and Birdsall,29 using
the planar-source model, considered the effect of finite ion temperature on the en-
tire sheath, citing better agreement with Emmert’s2 theory than with Bissell and
Johnson’s.18
Depending upon the properties of the material surface bounding the plasma, the
impact of plasma particles on the surface could cause the emission of secondary elec-
trons. Also, externally heating the surface or surface heating by these impacts could
likewise produce thermionic emission of electrons. The effects of such processes on
the plasma sheath is another area of prime interest. In 1929, Langmuir30 investigated
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the effects of surface-emitted electrons on probe characteristics. If a wire or probe
is attached to a voltage supply and immersed in a plasma, local properties of the
plasma can be determined by measuring the current carried by the wire. Langmuir
discovered that the space potential could be determined by heating the probe, causing
thermionic emission. If the probe could be sufficiently heated while the applied volt-
age decreased, the point where the cold and hot probe measurements disagreed would
yield the space potential.11 Sizonenko31 noted that for secondary electron emission
coefficients (the ratio of emitted electrons to impacting electrons) exceeding unity,
positive or negative charge accumulated, relative to the plasma, near the surface. He
showed that such emission coefficients could reduce the amount of sputtering from
the divertor plates of a thermonuclear reactor since the loss of electrons to the diver-
tor artificially cooled the plasma periphery. Investigating the influence of secondary
electrons on the stability of the plasma sheath, Franklin and Han32 determined that
the wall potential could be decreased by increasing the secondary electron emission
coefficient. Electrons emitted from the plasma-facing surface, which is not assumed to
be electrically floating, with zero energy was considered by Ordonez.33 He found that
the electron emission decreased the floating potential and the presence of a current
directed toward (away from) the surface increased (decreased) the floating potential.
The effect of surface-emitted electrons with non-zero temperature was later investi-
gated by Schwager34 and Ordonez35 for electrically floating surfaces and demonstrated
the same relationship between the electron emission and floating potential. Stephens
and Ordonez36 extended the theory to include warm secondary electrons and non-zero
currents. They found that the material surface could become positive with respect
to the plasma (as opposed to the familiar negative bias for floating surfaces) but
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required either a large secondary electron emission coefficient or large currents for a
non-emissive surface. Furthermore, they also demonstrated that the current in such
sheaths are nearer the ion current saturation limit as opposed to the electron current
saturation limit.
Chapter 4 derives the DF for particles entering various potential energy profiles.
Choosing to work with potential energy rather than electric potential profiles permits
the same potential energy profile to be used for different electric potential profiles,
depending upon the sign of the particle’s charge. After deriving the DF and a few
moments, these results are applied to particular electric potential profiles. For each
potential profile, boundary conditions are applied to the charge density and particle
flux to derive a set of nonlinear equations for the potential at the plasma edge, the
solid surface and the potential minimum (if appropriate). These equations are then
simultaneously solved for a variety of parameter values (ion temperature and charge
state, electron temperature, secondary electron emission coefficient and temperature,
as well as the ion-to-electron mass ratio). Approximate expressions for the potential
at these three locations are then determined to avoid the necessity of solving the
nonlinear set of equations. The dependence of the electric potential upon the men-
tioned parameters are then discussed. Also, profiles of the particle density, normalized
temperature and energy flux are given for each species.
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THEORETICAL INVESTIGATION OF PLANAR SHEATHS
To obtain the most information about a planar sheath, fully kinetic sheath theory
is the natural choice since the distribution function provides a maximum amount of
information on the system. From a practical point of view, the most relevant fea-
tures of the sheath are the value of the electric potential at the surface as well as
the transition from the edge plasma to the presheath. Using the planar-source model
along with truncated Maxwellians, three profiles of the electric potential within the
sheath are studied. These three profiles exhaust the possible non-oscillatory profiles
for a sheath with a single minimum. To facilitate the distribution function con-
struction for the three particle species considered (plasma ions, plasma electrons and
secondary electrons), potential energy profiles are first considered. These results are
then applied to the three electric potential profiles in question, yielding the necessary
quantities that define the value of the potential at the edge-plasma/presheath and
sheath/surface interfaces, along with the electric potential minimum for cases where
space-charge saturation are present. Since these values must be determined from a
system of nonlinear equations, approximate expressions for these quantities are also
provided. The effect of varying the plasma and surface parameters on the value of the
electric potential at the edge-plasma, surface and minimum are described. Profiles
for the particle density, normalized temperature and energy flux through the sheath
are then presented.
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Distribution Function and Moments for Three Potential Energy Profiles
This section uses the planar-source model to determine the distribution function
for particles in various potential energy profiles. Once the distribution functions are
found, the first two moments along with the normalized temperature and energy flux
are calculated for each case. Using a potential energy profile rather than specific
electric potential profiles avoids consideration of the particle’s charge. For example, a
plasma electron entering a monotonically decreasing electric potential exhibits similar
phase space properties to a positive ion entering a monotonically increasing potential.
Rather than computing each of these cases, using the potential energy profile allows
the distribution function to be found once and used for those combinations of electric
potential and particle charge that yield the same potential energy profile. Specifically,
three potential energy profiles will be considered: 1) an accelerating, non-reflecting
profile; 2) an initially retarding profile; and 3) an initially accelerating profile with
reflection. These three profiles were found to comprise all non-oscillatory electric
potential profiles that correspond to single minimum sheaths.
Consider a potential energy, U(x), defined between the points x0 and xn such
that x0 < xn. Let particles be injected at x0 with only positive velocities. The
distribution function at x0 for particles of mass m has the form f0(v)Θ(vx) where Θ
is the Heaviside step function and








Here, β = m/2T0 and n0 (T0) is the density (temperature) associated with the full
Maxwellian f0(v). By conservation of energy and momentum, the velocity of a particle
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m
. (4.2)
Considering only steady state configurations, the distribution function must first sat-










The distribution function f(x,v) = f(v0,x, vy, vz) satisifies this condition, where v0,x
is replaced by the right-hand side of Eq. (4.2). The distribution function must also
take into account inaccessible regions of phase space. To accomplish this, the explicit
form of the potential energy must be known. The remainder of this section considers
specific potential energy profiles in order to describe these inaccessible regions.
As mentioned, four different moments of the distribution function are computed
for each potential energy profile. In terms of the distribution function f(x,v) for a
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FIG. 4.1. Potential energy profile considered in this section. A planar source of
particles is located at xo and injects particles toward xn. All particles injected at xo
pass through to xn.
Potential Energy Profile 1
Figure 4.1 shows the first potential energy profile. Particles injected at x0 will
pass through to xn and will only have positive velocities. However, the particles must
have a velocity vx >
√
2[U(x0) − U(x)]/m in order to enter the region between x0
and xn. Therefore, the distribution function is









Using the substitution ψ0x = [U(x0) − U(x)]/T0, the distribution function can be
re-written as














The moments defined in Eqs. (4.3)–(4.6) can now be calculated using Eq. (4.7). Drop-

































Here, G1(z) = e
z erfc(
√




−t2 dt is the complementary error
function.
Potential Energy Profile 2
Figure 4.2 shows the second potential energy profile considered. First, examine
the region xm < x < xn. It is clear that this is identical to the profile considered
in the previous section with U(x0) replaced by U(xm). Thus, for this region, the
distribution function is








where ψmx = [U(xm) − U(x)]/T0.
For the region x0 < x < xm, particles with energy less than U(xm) − U(x0) are
reflected; particles with energy greater than this continue toward xn. The fastest
reflected particle has energy exactly equal to this. Thus, this value represents the
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FIG. 4.2. Potential energy profile considered in this section. A planar source of
particles is located at xo and injects particles toward xn. Particles injected at xo with
kinetic energy less than U(xm) are reflected back towards xn. The remaining particles
reach xn.
maximum negative velocity. Hence, the distribution function for this region is








Therefore, the distribution function for particles in the potential energy profile shown
in Fig. 4.2 is
























, xm < x < xs.
(4.12)
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The definitions ψm0 = [U(xm) − U(x0)]/T0 and G2(z) = ez erfc(−√z) were used.
Potential Energy Profile 3
The final potential energy profile to be considered is shown in Fig. 4.3. Because
there is a barrier proceeding the potential well, this profile has more complicated
forbidden regions in phase space. First consider the region xr < x < xn. The
potential in this range is similar to the range x0 < x < xm of the profile considered
in the previous section. Thus the distribution function for xr < x < xn is given by








where ψnx = [U(xn) − U(x)]/T0.
The region x0 < x < xr introduces two disjoint allowed regions of phase space.
The first allowed region corresponds to particles with positive velocities. In order
for injected particles to pass x0, there velocities must satisfy vx >
√
ψ0x/T0. The
second allowed region pertains to negative velocity particles. The particles with the
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FIG. 4.3. Potential energy profile considered in this section. A planar source of
particles is located at xo and injects particles toward xn. Particles injected at xo with
kinetic energy less than U(xn) are reflected back towards xn. The remaining particles
reach xn.
largest negative velocity are those that have kinetic energy equal to U(xn) − U(x0).
The particles with the smallest negative velocity have kinetic energy equal to U(x0).
Thus, the distribution function for particles between x0 and xr can be written as















Collecting the results of this section, the distribution functions for particles in-
jected into the potential energy profile shown in Fig. 4.3 is
































, xr < x < xs.
(4.18)
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Distribution Function and Moments for Three Electric Potential Profiles
For a particle of charge q in a static electric potential φ, with no other forces
acting on the particle, the particle’s potential energy is simply qφ. Thus, given an
electric potential profile the distribution function is easily determined by comparing
the potential energy profile, resulting from the specified electric potential profile,
with those discussed in the previous section. For example, a negatively charged
particle, q < 0, in an electric potential that monotonically decreases from xo to xn
corresponds to the first potential energy profile with xn = xm. Knowing this, the
distribution function and first few moments can be written down by inspection of
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the formulas from the previos section. This section applies this procedure to the
three electric potential profiles illustrated in Fig. 4.4. These particular profiles are
chosen because they represent the complete set of non-oscillatory solutions for a single
minimum sheath. Also, these three cases correspond to different levels of electron
space-charge saturation. The profile shown in Fig. 4.4(a) can only occur when the
emission coefficient of secondary electrons from the surface is less than a critical value.
If the emission coefficient exceeds this value, the increase in negative space-charge near
the surface produces an electric potential minimum near, but not coincident with,
the surface. The potential profile then resembles that shown in Fig. 4.4(b). The
characteristic minimum in the potential is present whenever the emission coefficient
exceeds this critical value, and the sheath is called “space-charge saturated.” If the
emission coefficient is increased further yet, the surface will eventually become positive
compared to the plasma edge and the electric potential profile is similar to that shown
in Fig. 4.4(c). Increasing the secondary electron emission coefficient further still, the
qualitative shape of the potential profile does not change: there is still a potential
minimum near the surface and the surface is positive with respect to the edge plasma.
To simplify the expressions derived in this chapter, some new notation is now
introduced. The symbol ψ continues to represent the normalized electric potential
for each species, as determined by the subscripts: i—plasma ions; e—plasma elec-
trons; and δ—secondary electrons. For example, the normalized potential for plasma
electrons is given by ψe = −eφ/Tpe, for the plasma ions by ψi = Zeφ/Tpi for charge
state Z and for the secondary electrons by ψδ = −eψ/Tsδ. Several new subscripts are
used to represent the position at which the potential is evaluated. These are defined
as:
58
FIG. 4.4. The electric potential profiles considered in this section. These correspond
to (a) no space-charge saturation, (b) space-charge saturation with a surface nega-
tively biased with respect to the plasma, and (c) space-charge saturation with the
surface positively biased with respect to the plasma.
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p — edge-plasma/presheath interface, xp,
b — presheath/sheath interface, xb,
m — electric potential minimum, xm,
r — position in the sheath where the potential equals φ(xp, xr),
s — sheath/surface interface, xs, and
x — arbitrary location within the sheath, x.
Two adjacent position subscripts represents a difference. For example, the sheath
potential, defined as the difference between the potential at the edge-plasma and the
surface is denoted as φps = φp − φs. The inverse-square of the thermal velocities
are given by βe = me/2Tpe for plasma electrons, βi = mi/2Tpi for plasma ions and
βδ = me/2Tsδ for secondary electrons. The charge state of the ions is Z. To illustrate
this notation, the difference in normalized potential energy for secondary electrons
between the surface and the edge-plasma is ψspδ = −eφsp/Tsδ = −e[φ(xs)−φ(xp)]/Tsδ.
Monotonically Decreasing Profile
The first electric potential profile considered is shown in Fig. 4.4(a). The positive
plasma ions entering at xp experience a monotonically descreasing potential profile.
Using the expressions appropriate for this profile, the plasma ions are described by
Plasma Ions
Distribution function:














































For the negative plasma electrons, the profile appears as a monotonically increasing
barrier. This corresponds to the potential energy profile shown in Fig. 4.2 where the
maximum occurs at the surface, xm = xn. Using the appropriate expressions given
above, the description of the plasma electrons is given by
Plasma Electrons
Distribution function:














































The secondary electrons enter at xs so that an electric potential that monotonically
increases from xp appears to the secondary electrons as a potential energy profile that
monotonically decreases from xs to xp. Using the expressions determined above for
this profile yields the following description of the secondary electrons
Secondary Electrons
Distribution function:














































Single Minimum, Negative-Wall Profile
The next electric potential profile to be considered is shown in Fig. 4.4(b). As the
plasma ions enter the region at xp, they again encounter an accelerating force. No
ions are reflected after passing xm and the appropriate potential energy profile is still
that shown in Fig. 4.1. Thus, the plasma ions obey the same system of equations

















































Inverting the potential profile shows that it most closely resembles the potential en-
ergy profile of Fig. 4.2. Unlike the previous electric potential profile, the potential
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G2 (ψmxe) , xp < x < xm,








































Since the value of the electric potential at the wall is less than at the edge-plasma,
the secondary electrons entering the profile shown in Fig. 4.4(b) at xs encounter a
potential energy profile similar to the one shown in Fig. 4.3. Using the expressions







































G1 (ψmxδ) , xp < x < xm,








































Single Minimum, Positive-Wall Profile
For the final electric potential profile, Fig. 4.4(c), the plasma ions experience a
potential profile similar to that shown in Fig. 4.3. Thus, using the expressions from














































2e−ψpsiG1 (ψpxi) −G1 (ψsxi) , xp < x < xr,










































For this profile, the plasma and secondary electron distribution functions and mo-
ments are the same as those presented in the section that discussed the second po-







































G2 (ψmxe) , xp < x < xm,














































































G1 (ψmxδ) , xp < x < xm,








































Brief Discussion of Surface-Emitted Electrons
Surface-emitted electrons can result due to a variety of causes. The two that are
considered to be the most relevant to plasma sheaths are secondary electron emission
(ejection of electrons from the surface due to particle impact with the surface) and
thermionic emission (ejection of electrons from a heated surface).
For secondary electron emission, the gross flux of secondary electrons, Fgδ, can be
related to the flux of plasma electrons impacting the surface, Fe, by the secondary
electron emission coefficient, δ, according to
Fgδ = δFe. (4.68)
The gross flux of surface-emitted electrons can be related to the density of surface-












The present work assumes that secondary electrons do not contribute to the pro-
duction of later secondary electrons. This is reasonable since the secondary electrons
should not be accelerated by the sheath to the point where their energy is comparable
to the plasma electron energy. It is further assumed that the plasma ions play no role
in the production of secondary electrons.






Here, A is a material dependent parameter and Φ is the work function for the plasma-







Evaluation of the Sheath and Presheath Potentials
Using the particle density and flux expressions obtained in the previous section, a
system of nonlinear equations can be found by applying suitable boundary conditions
on the electric potential and charge density. The solution of this system of equations
yields the electric potential at the wall and the presheath (along with the potential
minimum for cases of space-charge saturation). The boundary conditions to be ap-
plied are:
Condition 1: The charge density at the presheath/sheath interface is zero.
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Condition 2: The presheath is globally quasineutral.
Condition 3: The electric field at the electric potential minimum is zero.
The first condition imposes a reference value on the potential and gives zero elec-
tric field at the presheath/sheath interface. Condition 2 states that the integral of
the charge density throughout the presheath is zero. This condition can also be
expressed by requiring the electric field be zero at the edge-plasma/presheath and
presheath/sheath interfaces. The third condition naturally follows from the relation-
ship between the electric field and potential. However, it is considered only for those
cases when the location of the minimum is not coincident with the wall, i.e., when
space-charge saturation exists. The remainder of this section develops the neces-
sary system of equations to determine the desired potential values by applying these
conditions to the expressions determined above for each of the cases discussed.
Before continuing, some new notation must be introduced. The first step is to
construct non-dimensional variables so that the resulting expressions will also be
unit-less. Secondly, ratios of these non-dimensional variables are introduced since
only particular combinations of the non-dimensional variables appear in the final
expressions. Rather than using the ion charge state, Z, and the normalized ion tem-
perature, τi = Tpi/Tpe, separately, they are combined into the variable ζ ≡ Z/τi. The
ion-to-electron mass ratio, η, and τi are combined into ξ ≡
√
η/τi. The normalized
secondary electron temperature, τδ ≡ Tsδ/Tpe, is also needed.
To incorporate plasma-facing surfaces that are biased with respect to the plasma,
a normalized current density is used and defined by
γi =





As seen in Eq. (4.73), γi is the ratio of the total charge flux to the maximum ion
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charge flux. Defining the normalized current density in terms of the maximum ion
current rather than in terms of the maximum plasma electron current is more suitable
for studying the present sheath profiles. The reason is the existence of a strict upper
limit on γi, namely γi = 1. This represents the ion saturation current and is more
suitable for describing the sheath opposed to the electron normalized current density
which becomes infinite at the ion saturation current. The electron normalized current
is similarly defined as
γe =











which measures the relative densities of electrons and ions. Using the particle flux
expressions, Eqs. (4.25), (4.30), (4.35), (4.40), (4.45), (4.50), (4.55), (4.60) and (4.65),












e−ψspi − γi ξe
−ψmpe . (4.78)
These equations apply when, respectively: space-charge saturation is not present
[Eq. (4.76)]; space-charge saturation is present and the surface is negatively biased,
φs < φp [Eq. (4.77)]; and space-charge is present while the surface is positively biased,
φs > φp [Eq. (4.78)]. The neutralization factor can also be written in terms of γe by
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using the same particle flux expressions with Eq. (4.74) to yield
α = ξ
[





















If the expression for α in terms of the ion normalized current is equated to the corre-
sponding expression for α in terms of the electron normalized current, the following











eψpsi − γi γie
−ψmpe . (4.84)
It is clear that at the ion saturation current, the electron normalized current diverges.
It should be noted that Eqs. (4.76)–(4.78) are not suitable expressions at the
ion saturation current, γi = 1. Since these expressions are used to determine the
sheath potentials, the present theory does not rigorously apply at the ion saturation
current. However, some information can be obtained from the steps leading to Eqs.
(4.76)–(4.78). For the no space-charge saturation case, Eq. (4.76), the only way
such a configuration can reach the ion saturation current is for δ = 1, i.e., complete
emission from the surface; such a situation is not expected from typical thermionic or
secondary emission materials. Thus, it is unlikely that a sheath without space-charge
saturation can reach the limit γi = 1. Whenever space-charge saturation is present
within the sheath, this limit is obtainable. If the surface is negatively biased with
respect to the plasma the condition on the secondary electron emission coefficient is
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relaxed such that δ = exp(eφsm/Tsδ). Since φm ≤ φs and for most cases of interest
the secondary electron temperature is cooler than the plasma electron temperature,
one expects that δ is strictly less than unity. Finally, if the surface is positively biased
then the situation becomes more complicated since one must know how the sheath
potential, φps, compares with Ze/τi. For some cases there might be no singularity in
α when γi = 1.
Returning to the evaluation of the sheath potentials, in order to enforce the bound-
ary conditions the charge density, ρ = e[Zni − ne − nδ], must be known. Using the
expressions for the particle density, namely Eqs. (4.24), (4.29), (4.34), (4.39), (4.44),
(4.49), (4.54), (4.29), and (4.34), along with the neutralization factor, the charge





1 − γi ξG1 (ψpxi) −G2 (ψsxe) −
δ√
τδ





1 − γi ξG1 (ψpxi) −G2 (ψmxe)
− δ√
τδ





1 − γie−ψpsi ξ
[
2e−ψpsiG1 (ψpxi) −G1 (ψsxi)
]
−G2 (ψmxe) − δ√
τδ
e−ψmsδG1 (ψmxδ) . (4.87)
Note that Eqs. (4.86) and (4.87) apply only for xp ≤ x ≤ xm since it is only through
this range that the boundary conditions need be applied.
Having expressions for the charge density, the boundary conditions specified on
page 69 can now be enforced. For Condition 1, Eqs. (4.85)–(4.87) are evaluated at
the presheath/sheath interface, xb, and set equal to zero. This gives
1 − δ
1 − γi ξG1 (ψpbi) = G2 (ψsbe) +
δ√
τδ
G1 (ψsbδ) , (4.88)
73
1 − δe−ψmsδ




e−ψmsδG1 (ψmbδ) , (4.89)
1 − δe−ψmsδ
1 − γie−ψpsi ξ
[
2e−ψpsiG1 (ψpbi) −G1 (ψsbi)
]





Requiring a globally quasineutral presheath, Condition 2, is implemented by set-
ting the integral of the charge density from xp to xb to zero. Changing the integration
variable from x to ψxe, this boundary condition can be written
∫ xb
xp
ρ (x) dx = 0 ⇒
∫ ψbe
ψpe
ρ (ψxe) dψxe = 0. (4.91)

























































To conserve space and simplify the appearance of Eqs. (4.92)–(4.94), the integrals are
not expanded. However, they are simply expanded by use of the indefinite integrals
∫












The final boundary condition only applies when the potential minimum position
does not coincide with the surface, i.e., existence of space-charge saturation. Con-
dition 3 states that the electric field be zero at the electric potential minimum. By
condition 2, the electric field is zero at the presheath/sheath interface. Hence, the to-
tal charge between the presheath/sheath iterface and the potential minimum location
is zero, ∫ ψme
ψbe
ρ (ψxe) dψxe = 0. (4.97)










































For the above expressions to be useful, a reference value for the electric potential
must be chosen. For simplicity, the potential at the presheath/sheath interface, xb,
is taken to be zero: φ(xb) = 0. This choice yields ψpe as the normalized potential
drop across the presheath and ψse across the sheath. The values of ψpe and ψse
are determined by Eqs. (4.88) and (4.92) for an electric potential that montonically
decreases from the edge plasma/presheath interface — no space-charge saturation.
Similarly, Eqs. (4.89), (4.93) and (4.98) [Eqs. (4.90), (4.94) and (4.99)] are simulta-
neously solved to determine ψpe, ψme and ψse for a single-minimum potential profile
75
under the conditions of space-charge saturation with a negatively (positively) biased
surface.
To compute the self-consistent electric potential profile for a given set of pa-
rameters (ζ, ξ, δ, γi and τδ), Poisson’s equation must be self-consistently solved.
In one-dimension, this is easily accomplished. First re-write Poisson’s equation in


































∫ ψxe 2ρ (ψ′xe)
enpe
dψ′xe. (4.102)
Note that a change of variables from y to ψxe was performed in the ρ integration and
that ψ′xe is used to distinguish the integration variable from the value of ψxe on the
left-hand side. This expression can be integrated again to yield
y =





Using Eq. (4.103), the appropriate expression of the charge density [that is, Eqs.













Recall that Eqs. (4.86) and (4.87) are only valid between xp and xm so that the charge
density expression must be re-evaluated using the particle densities appropriate for
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xm ≤ x ≤ xs to determine the correct form of the charge density for use in Eq.
(4.104).
Another point of interest beyond the value of the potentials is the transition to
space-charge saturation as well as from a negatively to a positively biased surface.
These situations can also be determined from the expressions presented above. One
difference between the absence and presence of space-charge saturation is the location
of the electric potential minimum. If there is no space-charge saturation, the minimum
coincides with the surface yielding a monontonic profile. However, when space-charge
saturation is present the value of the electric potential differs from the value at the
surface, Thus, if the replacement ψme = ψse is made in Eqs. (4.89), (4.93) and (4.98)
and the resulting equations are simultaneously solved for ψpe, ψse and δ, then the
value of δ is the desired critical value, δc. Similarly, the transition from a negatively
biased to a positively biased surface occurs when ψse equals ψpe. Thus, replacing each
occurence of ψpe with ψse in Eqs. (4.90), (4.94) and (4.99) and solving for ψme, ψse
and δ yields the desired values at the transition.
Approximate Expressions
With the appropriate system of equations from the previous section, the value of
the electric potential throughout the the presheath and sheath can be determined.
Unfortunately, a highly non-linear system of equations must be simultaneously solved.
To facilitate the evaluation of the presheath, minimum and sheath potentials as well
as the critical electron emission coefficient, approximate expressions for these values
are presented. These approximate expressions were obtained by solving the system of
equations over a range of parameter values and determining a suitable formula that

















20, 50, 100, 500, 1000
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Table 4.1. Parameter values used in obtaining the fits.
values used for these fits are presented in Table 4.1 except where specifically noted.
For each parameter value, all other parameters were varied over their entire specified
ranges. The single value of τδ is chosen since the potentials are effectively independent
of the surface-emitted electron temperature when τδ < 0.1.
When the secondary electron emission coefficient is less than a critical value, δc,
the electric field at the material surface is non-zero and points away from the surface
while the electric potential minimum coincides with the surface. If δ > δc, there is
still a non-zero electric field at the surface. However, it now points toward the surface
and impedes the escape of more surface-emitted electrons. Furthermore, the electric
potential minimum no longer coincides with the surface. For the particular case that
the emission coefficient equals this critical value, the potential is still a minimum at
the surface but the surface electric field is now zero. An expression that describes the
critical secondary electron emission coefficient value is
δc = 1 − 2.9ζ
0.28 (1 − γi)0.7
ξ0.79
. (4.105)
(0.2 ≤ ζ ≤ 5, 20 ≤ ξ ≤ 1000, |γi| ≤ 0.5)
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Determined by solving Eqs. (4.89), (4.93) and (4.98), under the condition that ψme =
ψse, for the values stated in Table 4.1, this expression agrees to within 4% of the
numerically determined values. Beneath the expression for δc are the parameter
ranges for which this expression lies within the stated error. As expected, the value
of δc is less than one.
For sheaths that are not space-charge saturated, the electric potential monoton-
ically decreases from its value at the edge-plasma/presheath interface, as previously
shown in Fig. 4.4(a). When δ < δc, the following two expressions yield the values
for the normalized presheath and sheath potentials to within 7% of the numerically
determined values from Eqs. (4.88) and (4.92):


























(0.2 ≤ ζ ≤ 5, 20 ≤ ξ ≤ 1000, |γi| ≤ 0.5, δ ≤ δc)
Having set the electric potential to zero at the presheath/sheath interface, ψbe = 0,
one location subscript is used since ψpbe = ψpe. Note that two values of the secondary
electron emission coefficient were used to determine these fits, δ = 0, δc.
Under conditions of space-charge saturation, the secondary electron emission co-
efficient must exceed a critical value, δ > δc. For such cases, an electric potential
minimum occurs within the sheath. If the surface remains negatively biased with re-
spect to the edge plasma, the normalized presheath, minimum and sheath potentials
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can be described by the following expressions:







ψme = 0.0864 − 0.0101ζ +
(





0.128 + 0.0416ζ − 0.00549ζ2
)
δ2c , (4.109)
ψse = ψme − 0.00693 (1 − 0.074δ) δ. (4.110)
(0.2 ≤ ζ ≤ 5, 20 ≤ ξ ≤ 1000, |γi| ≤ 0.5, δc ≤ δ ≤ 6)
These expression agree to within 7%, 3.5% and 3%, respectively, of the numerical
values determined by simultaneously solving Eqs. (4.89), (4.93) and (4.98) for the
parameter values specified in Table 4.1 as well as δ = δc, 1.5, 3.0, 6.0.
To obtain a surface positively biased with respect to the edge plasma, a significant
flux of emitted electrons is necessary. Although this phenomenon has been observed,4
it is expected to occur only for floating surfaces with large thermionic current densities
and anode surfaces with large current densities. Equations (4.108)–(4.110) do not
apply to such cases and are limited to ψpe < ψse.
Effects of Parameters on the Sheath Potential
Having presented the equations required to determine the value of the sheath
potentials and the approximate expressions, it remains to demonstrate how the pa-
rameter values affect the value of the sheath potentials. This section investigates these
effects by numerically solving the appropriate system of sheath potential equations
as the value of one parameter is varied while the other parameters are held constant.
As before, the case of a positively biased surface is not considered due to the extreme
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conditions required to achieve such a potential profile. Thus, only the cases of no
space-charge saturation and space-charge saturation with a negatively biased surface
are examined.
A common set of parameter values (excluding the secondary electron emission
coefficient) is chosen for both cases of space-charge saturation. Since the actual
physical parameters, such as the ion temperature (Tpi), ion charge state (Z) and
ion mass (mi), occur only within certain combinations, i.e., ζ = ZTpe/Tpi, these
aggregrate parameters are discussed. This allows a broader range of phenomena to
be discussed since variation in ζ can be realized by varying the ion charge state, ion
temperature or the plasma electron temperature. The only physical parameter that
is directly considered is the secondary electron emission coefficient, δ, since it never
appears in combination with any other parameters. The base parameter values are
τδ = 0.01, ξ = 200, ζ = 5 and γi = 0. Since δ is the primary indicator of the existence
of space-charge saturation, its value is either 0 when space-charge saturation is absent
or 1 when it is not. Furthermore, to effectively discuss the effect of δ, the secondary
electron temperature must be sufficient for these particles to take an active role within
the sheath. Therefore, τδ = 0.25 is used when the effect of δ is considered. It would be
reasonable to discuss the two cases of space-charge saturation separately, it is just as
reasonable to discuss them simultaneously in order to demonstrate how significantly
the degree of space-charge saturation affects the sheath. Finally, to continue the
generality for applicability over a broad range of physical phenomena, the normalized
potentials, ψse = −eφ(xs)/Tpe and ψpe = −eφ(xp)/Tpe, are plotted as opposed to the
electric potential itself.
A convenient starting point in discussing the parameter effects on the sheath po-
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FIG. 4.5. Edge plasma (dashed) and surface (solid) potential variation for changes in
the secondary electron emission coefficient. The transition to space-charge saturation
occurs near δ = 0.95. The potential at the edge plasma suffers a drastic change as the
sheath becomes space-charge saturated but then remains effectively constant. The
surface potential continues to be effected by δ past the transition, although to a lesser
extent.
tentials is the secondary electron emission coefficient, δ, since it is perhaps the most
important parameter in distinguishing the degree of space-charge saturation. Figure
4.5 shows the edge plasma and surface potentials as the secondary electron emission
coefficient is varied from 0 to 2.5. For the other parameter values stated earlier, the
transition to space-charge saturation occurs around δ = 0.95 and is clearly evident
from the figure. Although the surface potential has the larger change in value, the po-
tential at the edge plasma displays the greatest dependence on δ. Although remaining
essentially constant within the regimes of space-charge saturation, ψpe changes dras-
tically as the transition point is approached. Figure 4.5 also demonstrates the rather
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FIG. 4.6. Normalized edge plasma (dashed) and surface (solid) potential dependence
on the normalized current density. The edge plasma bears little effect from variations
in γi. The surface potential displays an asymptote at γi = 1, at which point the
theory breaks down.
large emission coefficient required for the surface to become positively biased with
respect to the edge plasma. Since ψse varies linearly with δ in the space-charge satu-
ration regime and ψpe is essentially constant, the value of δ for this second transition
is estimated by linearly extrapolating ψse to be equal to ψpe and is found to be ∼ 6.9.
Perhaps the second-most important parameter for distinguishing the regimes of
space-charge saturation is the normalized current density, γi. As the emission coef-
ficient controls the amount of negative charge present near the surface, γi dictates
the direction of charge flow and therefore whether the surface acquires more or less
negative charge. To demonstrate this, Fig. 4.6 shows the edge plasma and surface
potential as the normalized current density is varied up to the ion saturation current,
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FIG. 4.7. Normalized edge plasma (dashed) and surface (solid) potential variation
for changes in the secondary electron temperature under conditions of space-charge
saturation (δ = 1). The edge plasma has an inflection point near τδ = 0.3 while
the surface potential monotonically decreases as the secondary electron temperature
approaches the plasma electron temperature.
γi = 1. As the normalized current density moves aways from this saturation value,
the number of ions travelling toward the surface decreases, effectively increasing the
amount of negative charge there. Therefore, near γi = 1 the normalized surface po-
tential should be larger than for γi  1. As for the secondary electron emission
coefficient, the potential at the edge plasma shows only slight variation.
Figure 4.7 shows the normalized edge plasma and surface potentials as functions
of the secondary electron temperature in the space-charge saturated regime. When
the space-charge saturation is absent, there are insufficient secondary electrons to
significantly affect the potentials and that case is thus not considered. As expected
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FIG. 4.8. Normalized edge plasma (dashed) and surface (solid) potential variation
for changes in the parameter ξ =
√
miTpe/meTpi for space-charge densities below
saturation. The normalized surface potential varies linearly with ln(ξ) whereas the
normalized potential at the edge plasma rapidly decreases with increasing ξ.
and shown in the figure, τδ has a major effect on the surface potential. Secondary
electrons emitted with larger kinetic energies enables them to travel farther into the
sheath and the surface becomes increasingly more positive (recall that the normalized
potential is proportional to the negative of the electric potential, ψse = −eφ(xs)/Tpe).
The effect of varying the ion mass or temperature is demonstrated by plotting the
normalized edge plasma and surface potentials against the parameter ξ, as shown in
Fig. 4.8 when space-charge saturation is absent and Fig. 4.9 when it is present. The
similarities between these two cases are that both boundaries depend monotonically
on ξ with ψpe decreasing and ψse increasing as ξ increases. Also, the potential at the
edge plasma displays only minor changes over the entire range. For the no saturation
85
FIG. 4.9. Normalized edge plasma (dashed) and surface (solid) potential variation for
changes in the parameter ξ =
√
miTpe/meTpi when space-charge saturation is present.
The edge plasma potential varies similarly as in the no space-charge saturation case.
The surface potential depends on ξ much more heavily when space-charge saturation
is present.
case, the normalized surface potential shows a linear dependence on ln(ξ) whereas
the dependence is much stronger when in the space-charge saturation regime.
The final parameter to be discussed involves the ion charge state as well as the
plasma ion to electron temperature ratio, ζ = ZTpe/Tpi. The manner in which ψpe
and ψse depend on ζ is shown in Fig. 4.10 for no space-charge saturation and Fig. 4.11
for space-charge saturation. For both cases, the normalized edge plasma potential
monotonically decreases with increasing ζ. The numerical values for these two curves
are very similar, starting at −0.053 (−0.074) and ending at −0.854 (−0.927) when
space-charge saturation is absent (present). On the other hand, the surface potential
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FIG. 4.10. Normalized edge plasma (dashed) and surface (solid) potential variation
for changes in the parameter ζ = ZTpe/Tpi when space-charge saturation is absent.
Both potentials display a similar dependence on ζ with the surface potential carrying
a much stronger dependence.
shows a marked difference between the two cases of space-charge saturation. When
the sheath is space-charge saturated, ψse shows a symmetry line at ζ = 1 in terms of
ln ζ, i.e., the value of ψse is essentially the same for ζ and 1/ζ.
Profiles of Some Distribution Function Moments
Having discussed the effect of varying the plasma and surface parameters on the
electric potential at the edge-plasma and material surface, it is also instructive to
consider the profiles of the particle density, normalized temperature and energy flux.
The profiles of these quantities are given for each species and are determined by the
expressions given on pages 61–68. Since these moments depend upon the potential
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FIG. 4.11. Normalized edge plasma (dashed) and surface (solid) potential variation
for changes in the parameter ζ = ZTpe/Tpi when space-charge saturation is present.
The normalized edge potential shows the same dependence on ζ regardless of the
degree of space-charge saturation. The normalized surface potential is essentially
symmetrical in | ln ζ| about ζ = 1.
throughout the sheath, Poisson’s equation, Eq. (4.104), must be integrated using
the appropriate values of the potential, ψpe and ψse (as well as ψme for the case of
space-charge saturation). As previously mentioned, Eq. (4.86) cannot be used to
determine the potential between xm and xs since it only applies for xp ≤ x ≤ xm.
The appropriate terms from Eqs. (4.39), (4.44) and (4.49) can be used, however, to
reconstruct ρ(x) for the range xm ≤ x ≤ xs and Poisson’s equation can then be
integrated again to yield the remaining portion of the electric potential profile.
Once all the relevant charge densities have been constructed, the task of inte-
grating Poisson’s equation can then be tackled. Since the first integral of Poisson’s
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equation involves simply integrating the charge density with respect to ψxe, this can
be performed algebraically. Unfortunately, the second integral requires the integration
of the inverse square-root of the first integral and must be handled numerically. Fur-
thermore, some care must be taken in actually integrating this result. By Condition
1 on page 69, the charge density is zero at xb, the presheath/sheath interface. This
implies that the first integral is likewise zero at xb. Thus, the integrand for the second
integral of Poisson’s equation diverges near this point and the numerical integration
must be able to handle such a situation. For the case of space-charge saturation,
the integrand also diverges at xm. The normalized potential profiles used in this sec-
tion were calculated by separately integrating Poisson’s equation on each side of the
singularities and then combining the results to form the complete profile. Once the
normalized electric potential is known throughout the sheath, the moments (particle
density, normalized temperature and energy flux) were calculated for each particle
species (plasma ions, plasma electrons and surface electrons). In order to maintain
uniformity for each profile and to avoid specifying any specific particle densities, each
moment was normalized. For the plasma electrons, for example, the particle density
was divided by npe while the energy flux was divided by npeTpe/
√
βe. The same was
done for the plasma ions and secondary electrons using their respective values.
Figure 4.12 shows the normalized electric potential as well as the particle density,
normalized temperature and energy flux for each species when space-charge saturation
is absent. Since ψxe = −eφ(x)/Tpe, the monotonically decreasing electric potential
is shown as a monotonically increasing profile. The parameter values used to create
these profiles are τδ = 0.25, δ = 0.5, ξ = 200, ζ = 5 and γi = 0, resulting in
ψpe = −0.7177 and ψse = 2.597. For this case, the sheath extends over 32 Debye
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(a) Normalized electric potential. (b) Plasma ions.
(c) Plasma Electrons (d) Surface electrons
FIG. 4.12. Profiles of the normalized electric potential and of some normalized mo-
ments for the three particles species under the condition of no-space-charge saturation.
lengths away from the surface. In order to determine the Debye length, however,
specific values for the temperature and particle density within the edge-plasma must
be given. Lying below the space-charge saturation regime, the low surface electron
density shown in Fig. 4.12(d) is expected with the particle density equaling 0.5 at the
surface. Note the large surface electron energy flux away (recall that positive fluxes
for the surface electrons are positive away from the surface) from the surface. This is
expected since only energetic electrons can escape from the surface due to the large
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(a) Normalized electric potential. (b) Plasma ions.
(c) Plasma Electrons (d) Surface electrons
FIG. 4.13. Profiles of the normalized electric potential and of some normalized mo-
ments for the three particles species when the sheath is space-charge saturated.
surface potential, ψse = 2.597.
The same profiles for the normalized electric potential and moments are shown
in Fig. 4.13 for the case of space-charge saturation and a negative bias surface. The
presence of a potential depression near the surface, indicating the presence of space-
charge saturation, is evident from the normalized potential profile shown in Fig.
4.13(a). The parameters used to creates these profiles are the same as before, except
that δ = 2. This value of the secondary electron emission coefficient is approximately
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twice that of the transition value, δc ∼ 0.945. The entire sheath extends more than 37
Debye lengths into the edge-plasma and the normalized potential has the values ψpe =
−0.8327, ψme = 0.2472 and ψse = 0.05978. These values indicate that the sheath is in
the space-charge saturation regime but far from the transition to a positive surface (for
which ψse would equal ψpe). Inspection of the plasma electron particle density shows
a significant decrease compared to the no space-charge saturated case. Likewise, the
surface electrons display a much higher concentration. However, compared to the no
saturation case, the surface electron energy flux is considerably smaller, especially
near the surface. Since the surface potential for the present case is only a couple
percent of that for the no space-charge saturation value, more low energy electrons
escape the surface and the half-Maxwellian distribution weighs them more heavily
than the more energetic particles.
Having discussed the normalized potential, particle density, normalized tempera-
ture and energy flux profiles as a function of position, their parameter dependence at
the edge-plasma and material surface are now presented. For simplicity, only the sec-
ondary electron emission coefficient is considered. Since δ plays most dominately in
affecting the degree of space-charge saturation, it seems the most suitable parameter
to discuss. Thus, using the parameter values τδ = 0.25, ξ = 200, ζ = 5 and γi = 0,
each moment is presented at the edge-plasma, xp, and the material surface, xs, for
each species. The plasma ions are not shown at xp since these moments are constant-
for the two cases of space-charge saturation considered. Recall that the transition to
space-charge saturation occurs at δ = 0.945.
Figure 4.14 shows the particle densities at the edge plasma for the electrons and
at the surface for all three species. The plasma electrons maintain a very high den-
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(a) At the edge-plasma. (b) At the material surface.
FIG. 4.14. Profiles of the normalized particle density for each species at the edge-
plasma and the material surface as a function of the secondary electron emission
coefficient.
sity at the edge-plasma until the sheath becomes space-charge saturated, at which
point their density diminishes significantly. Similarly, the surface electron density
increases until the transition and then decreases below its pre-transition value. This
behavior can be explained by recalling that the electron particle densities depend
most heavily on the surface potential as well as how ψse depends upon δ, Fig. 4.5.
As the emission coefficient is increased, the surface potential decreases because of the
increased secondary electron space-charge. This allows more surface electrons to be
emitted (because of the greater number of low-velocity electrons able to overcome
the potential barrier) and allows fewer plasma electrons to be reflected by the surface
potential. This change in ψse also explains the profiles at the material surface. The
small plasma electron density below δc results from the large surface potential, which
prevents these electrons from nearing the surface. As for the plasma ions near the
surface, their density profile closely follows the potential profile. Hence, as the surface
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(a) At the edge-plasma. (b) At the material surface.
FIG. 4.15. Profiles of the normalized temperature for each species at the edge-plasma
and the material surface as a function of the secondary electron emission coefficient.
Note the different vertical scales between the two positions.
potential increases, the ion density also increases.
The normalized temperature profiles are shown in Figure 4.15. Comparing the
electron temperatures at both interfaces indicates a complementary effect: While the
temperature at one interface changes, the temperature at the other remains constant.
This behavior results from the variation of ψpe and ψse (or ψme for space-charge
saturation), shown in Fig. 4.5, and the fact that the spatial variation of Te and Tδ is
through ψse or ψme. Since the temperatures are evaluated only at the edge-plasma
and the surface, this dependence reduces to the total sheath potential: ψspe for no
space-charge saturation and ψmpe for space-charge saturation. Since neither the edge-
plasma potential nor the potential minimum significantly vary after the transition
to space-charge saturation, the temperatures at xp reflect this lack of change. In
the same regime, the surface potential continues to change and produces the seen
variations at xs. As for the plasma ions, their large inertia prevents much change in
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(a) At the edge-plasma. (b) At the material surface.
FIG. 4.16. Profiles of the normalized energy flux for each species at the edge-plasma
and the material surface as a function of the secondary electron emission coefficient.
their temperature at either end of the sheath.
Finally, the energy flux for each species is shown in Fig. 4.16. Although similar to
the normalized temperature shown earlier, the most marked difference is the variation
of Qδ at the edge-plasma once the sheath is space-charge saturated and the vast
variation in Qi through the non-saturated sheath. Both of these effects are easily
explained by consideration of the potential energies of each species. As the surface
potential decreases in magnitude (recall that it is negative), the ion acceleration
produced by the sheath potential decreases. This results in a similar decrease in the
plasma ion energy flux. Since ψse varies most quickly for δ < δc and only slowly
after that, Qi readily parallels that variation (see Fig. 4.5). At the edge-plasma, the
surface electron energy flux is quite large near δ = 0 since these particles are quickly
accelerated away from the surface by the large surface potential. As this potential
decreases, the energy flux likewise diminishes. After the transition to space-charge
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saturation, the surface potential might continue to decrease (allowing more surface
particles to enter the sheath) but the barrier introduced by the potential minimum
reflects many of these particles. Furthermore, the particles that do pass xm are no
longer accelerated as greatly as in the case of no space-charge saturation.
Particle Simulation of Sheath Development
Using the fully kinetic planar sheath model, a theoretical description of the sheath
has been obtained. Although numerical solution of the involved equations is required,
the theory provides a complete decription of the sheath. In this section, a particle-in-
cell (PIC) computer simulation of the sheath is presented. PIC simulations employ
thousands of particles to model the collective behavior of the plasma. The program
uses Lorentz forces, calculated from the self-consistent particle densities and currents,
to advance the particles through phase space. The entire calculation takes place on a
fixed mesh and uses a constant timestep for each computational cycle. Appendix B
provides more details on PIC methods and provides references for more information.
The simulation models an initially empty region, 0 ≤ x ≤ L, between an electri-
cally floating surface and a source of hydrogen plasma. Plasma electrons and ions are
injected into this region, at x = L, with equal and constant current densities. Since
the computation time increases with ion mass, sub-cycling is used on the ions. For
a hydrogen plasma, the ion mass is 1836 times the electron mass. Thus, advancing
each species every cycle would require an extremely long run-time in order to com-
pletely advance the ions. Sub-cycling overcomes this by advancing the ions only every
40 cycles, using a timestep of 40 times that used for the electrons. The value 40 is
chosen since 40 <
√
1836 — the ion velocities are approximately 40 times less than
the electron velocities. Each species is given a thermal velocity associated with the
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(a) surface potential history (b) steady-state profiles
FIG. 4.17. History of the normalized surface potential and resulting steady-state
sheath profile for a hydrogren plasma with various ion-to-electron temperature ratios:
τi = Tpi/Tpe = 0.1, 1.0, 10.0.
plasma source and injected using a half-Maxwellian distribution.
In order to maintain a certain degree of accuracy, several parameters must be
properly chosen. Since the simulation employs a fixed timestep, the timestep must
be sufficientaly small so that information is not lost by advancing the problem too
quickly. Thus, the timestep for every run is less than 0.1/ωpe, where ωpe is the elec-
tron plasma frequency. In order to minimize fluctuations, there must be a sufficient
number of simulation electrons within each Debye length, λD. Maintaining at least
400 simulation electrons per λD reduces the fluctuations to about 10%. Finally, each
problem must use a sufficient number of grid points per λD to accurately resolve the
problem. A minimum of 6 grid points per λD was used for each simulation.
The time history of the normalized electric potential at the electrically floating
surface is shown in Fig. 4.17. Each curve corresponds to a different ratio of the plasma







Table 4.2. Comparison between the normalzied surface potential predicted by the
fully kinetic theory and the particle-in-cell simulation.
fluctuates at the plasma frequency and depends upon the time-dependent number of
electrons within the sheath. The initial rise in ψse = −eφs/Tpe, starting from zero,
results from the more mobile electrons reaching the surface first. The normalized
surface potential decreases as the ions begin impacting the surface and negating the
original build-up of negative charge. Eventually, ψse reaches a steady-state value when
the net flux of particles, as well as the number of particles, equalizes. Note that ψse
peaks at a larger value for smaller τi since it takes slightly longer for the less-mobile
ions to reach the surface. Note that some of the high-frequency variation in ψse results
from the ion sub-cycling (some are also plasma oscillations at the plasma frequency).
This effect is numerical and could be completely removed by not sub-cycling the ions.
The corresponding stead-state profiles are shown in Fig. 4.17(b). It is clear that
increasing τi increases the potential throughout the sheath, although the differences
are small near the edge plasma, x = L. The values for ψse are given in Table 4.2 for
both the theoretical and simulation predictions. The values agree within 20% of the
principal simulation values and within 10% under the most favorable conditions.
The phase-space and particle density for each species are shown in Fig. 4.18,
corresponding to the τi = 1 case. All the ions entering the the region, at x = L, pass
to the surface — none are reflected. This is expected for a montonically decreasing
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(a) electron phase-space (b) ion phase-space
(c) particle density
FIG. 4.18. Phase-space and particle densities for the plasma electrons and ions for
τi = 1. The scatter plots show only half of the actual simulation particles. The
positions are normalized to the system length and the velocities are scaled to the
particle’s thermal velocity. The particle densities are scaled to the density at the
midplane.
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profile. Only the fastest electrons impact the surface. The remaining particles are
reflected by the potential and return to the plasma. Since these figures are taken
from the steady-state, the accumulated negative charge on the surface repels most of
the electrons, shown by the low electron density near the surface. It should be noted
that the striations in the phase-space plots are an artifact of injecting particles only
at discrete times and are exaggerated for the ions due to sub-cycling. The electron
and ion particle densities are each normalized to their value at x = L/2. This provides
for easy comparison since their physical densities are of different scales. The regions
near the boundaries are ion-rich (ni > ne) whereas the central region of the sheath is
characterized as slightly electron-rich.
Summary
The ability to accurately predict the sheath structure at the interface between a
plasma and a material surface as well as the effects on particle transport to the surface,
are relevant for several areas of physics. Two popular approachs to this problem are
based upon the fluid equations and kinetic theory. Although modelling the sheath
as a fluid provides a convenient starting point and circumvents much of the difficulty
contained within kinetic theory, the averaging process used to develop the equations
misses detailed information about the system. If a complete description of the sheath
is desired, kinetic theory must be used to determine the phase-space distribution
functions which contain a complete description of the sheath. To concentrate on the
sheath itself and avoid modelling the entire bulk plasma, the planar source model
is a convenient tool. Replacing the edge-plasma (that portion of the plasma outside
the sheath and presheath) with a planar source of half-Maxwellian particles simplifies
the analysis and replaces the nonlinear integro-differential equation for the plasma
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potential with a system of algebraic, nonlinear equations which are much simpler to
solve.
This chapter has used the fully kinetic sheath theory, including the planar source
model, to study plasma sheaths in contact with electron-emitting surfaces for three
electric potential profiles: 1) monotonically decreasing; 2) single-minimum, negative
surface; and 3) single-minimum, positive surface. Three particle species were consid-
ered, each with an arbitrary temperature: 1) plasma ions of a single, positive charge
state; 2) plasma electrons; and 3) surface electrons emitted from the surface with
an arbitrary electron emission coefficient. The emission model considers only plasma
electrons to produce surface emission; the plasma ions and emitted electrons do not
participate in the production of surface-emitted electrons.
After constructing the distribution function for each species, including the impor-
tant effects of forbidden regions of phase-space, expressions for the particle density,
flux, normalized temperature and energy flux were determined. The particle fluxes
were used to construct a normalized current density which allows a net flux of charge
through the sheath to be considered. The densities were then used to determine
the total charge density. A system of equations was then developed to describe the
electric potential at the edge-plasma, surface and the potential minimum by apply-
ing boundary conditions to the charge density (and the electric field, for the case of
space-charge saturation). These equations were then numerically solved for a range
of parameter values in order to produce approximate expressions for the potential at
these locations, as well as the secondary electron emission coefficient for the transi-
tion to space-charge saturation. These expressions detour the necessity to solve the
nonlinear system in order to estimate the sheath potential.
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The dependence of the edge-plasma and surface potentials on the plasma and
surface parameters was then investigated. Choosing a base set of parameter values,
each parameter was varied, while the others remained constant, over a reasonable
range of values and the potential values numerically determined. The variation of the
particle density, normalized temperature and energy flux for each species throughout
the sheath was then considered for both the presence and absence of space-charge
saturation. Since the secondary electron emission coefficient is most prominent in de-
termining the degree of space-charge saturation within the sheath, the change in these
three distribution function moments, as functions of this parameter, were considered.
Finally, a simulation of the sheath, evloving to the steady-state, using particle-in-
cell methods was presented. PIC methods provide a powerful tool in understanding
the development and kinetic properties of plasma sheaths. Considering two different
plasma ion-to-electron temperatures, the effect of the ion temeprature on the surface
potential of an electrically floating electrode was presented. Although the fully kinetic
sheath theory predicted, along with the simulation, that the normalized potential at
the surface should decrease as the ion temperature increases, only the simulation
detailed how such a state evolved. Being warmer, the ions have a larger velocity
upon entering the sheath and reach the surface more quickly, leaving less time for the
electrons to “charge-up” the surface. Another benefit of doing PIC simulations is the
simplicity with which magnetic fields can be included. Such a task has not yet been
achieved for the kinetic theory, due to the complications introduced by the gyrotron
motion.
Although the presented theory provides a very thorough basis for investigating
plasma sheaths, there are some limitations to its applicability. External magnetic
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fields are not explicitly considered. Since the transverse velocity components are
described by full-Maxwellians, any magnetic field must intersect the surface at near-
normal incidence. More specialized extensions are also possible. For example, ions
of different masses or multiple charge states could be considered. Cylindrical or
spherical plasma-facing surfaces could be modelled for application to probes. For
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CHAPTER 5
CURRENT LIMITATIONS IN PLANAR PLASMA SHEATHS
Having discussed space-charge limited currents in cylindrical drift tubes and pla-
nar sheaths, these two topics are now connected by investigating the sheath at the
space-charge limit. It was mentioned in the previous chapter that two quantites play
the largest role in determining the degree of space-charge saturation within the sheath:
the secondary electron emission coefficient and the normalized current density. For
the sheath structures considered, the emission coefficient is most significant since it is
the negative space-charge contributed by the surface electrons that dictates whether
the sheath is space-charge saturated. Although the normalized current density can
be increased to saturate the sheath, in most cases, its affect can be easily overcome
by varying the emission coefficient.
To review the problem, consider the sheath electric potential profiles shown in
Fig. 5.1. The top curve represents the monotonically increasing potential present in
a sheath that is not space-charge saturated. The depression in the bottom curve
indicates that this profile corresponds to the presence of space-charge saturation.
Finally, the middle curve, whose electric field is zero at the left, represents the space-
charge limit.
The procedure for analyzing the space-charge limited current (SCLC) in cylin-
drical drift tubes involved applying boundary conditions on the electric potential
along the problem boundary as well as forcing the electric field to be zero at the
electron-emitting surface. A similar method is used for analysing the SCLC in the
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FIG. 5.1. Electric potential profiles for three levels of space-charge saturation within
a plasma sheath. The top curve corresponds to the absence of space-charge saturation
while the non-monotonicity of the bottom curve indicates the presence of space-charge
saturation. The zero electric field at left end of the middle curve indicates that the
sheath is at the space-charge limit. (Note: These profiles are normalized in both the
potential and position so that they have the same length and maximum value.)
sheath. For this case, however, there are multiple species contributing to the space-
charge. In analogy to the drift tube problem, a zero electric field must be imposed
at each emitting surface. According to the boundary conditions used to determine
the sheath potential (see page 69), the electric field is zero at the presheath/sheath
interface. Thus, the plasma particles entering the sheath (that is, the portion of the
sheath between the presheath/sheath interface and the material surface) are implicitly
space-charge limited. The only remaining condition is to enforce the zero electric field
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condition at the electron-emitting surface. Note that this problem is similar to the
problem of space-charge limited bipolar flow where positively charged particles enter
a diode region from one side while negatively charge particles enter from the other
side.1,2 Similar to the single-species SCLC problem, boundary conditions are imposed
on the potential at each boundary and the zero electric field condition is used, at each
emitting surface, to determine the maximum current for each species. The differences
between space-charge limited bipolar flow and the space-charge limited sheath are the
presence of an additional species and the effect of the plasma presheath on the ions
entering the sheath. Additionaly, the potential values are self-consistently determined
at the sheath boundaries while they are enforced boundary conditions for the bipo-
lar flow. This last difference is the main complication in studying the space-charge
limited sheath.
Space-Charge Limited Current in a Plasma Sheath
In order to analyze the space-charge limited current within the sheath, the charge
density can be determined using the results of Chap. 4. In particular, Eq. (4.86) can





1 − γi ξG1 (ψpxi) −G2 (ψmxe) −
δ√
τδ
e−ψmsδG1 (ψmxδ) . (4.86)
Note that the equations appropriate for the single-minimum, negative surface must
be used to self-consistently determine the potential values as well as the emission
coefficient or the normalized current density (depending on which parameter is cho-
sen to be an independent variable). As previously mentioned, this expression only
applies between the edge-plasma (the position where the plasma particles enter the
presheath), xp, and the potential minimum, xm. However, since for SCL flow the
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potential is minimum at the material surface, xs, the potential minimum coincides
with the surface: xm = xs ⇒ ψme = ψse. Thus, replacing every occurrence of ψme





1 − γi ξG1 (ψpxi) −G2 (ψsxe) −
δ√
τδ
G1 (ψsxδ) . (5.1)
Notice that this expression is different from that one would obtain by analyzing
a diode with the same particle injections. This is because of the presence of the
presheath, ψpe. This external potential alters the injection velocities of the plasma
ions from that obtained by modelling a planar diode with half-Maxwellian injection-
velocity distributions modified to consider the diode potential.
Using this charge density in Poisson’s equation, with the position normalized to







This differential equations can be multiplied by 2ψ′xe and integrated once from ψxe = 0













































Obviously, this first-order differential equation must be solved numerically. But some
information can be determined by considering the zero field condition at x = xs.
Applying this condition gives the normalized current density as
γi = 1 + ξ
1 − δ
ζ














This expression represents the space-charge limited current in terms of the plasma and
surface parameters as well as the electric potential at the edge-plasma and material
surface. Actually, this is the SCLC in terms of the maximum ion current; multiplying
through by Zenpi/2
√
πβi yields the actual current. Note that all the particles de-
pend upon the surface potential whereas only the ions depend upon the edge-plasma
potential. This can be expected by consideration of the Bohm criterion: the purpose
of the presheath is to accelerate the ions into the sheath. Unfortunately, the values
of ψpe and ψse must be numerically determined which requires the specification of
γi. Thus, although Eq. (5.4) displays the functional dependence between the current
and the potentials, it is unsuitable for numerical computation. Notice that the ion
saturation current, γi = 1, can only be reached if δ = 1 or the numerator is zero.
Having concluded that the space-charge limited current in the sheath must be
numerically calculated, the required equations need to be constructed. Since the SCL
corresponds to the transition to space-charge saturation, the equations developed
in Chap. 4 corresponding to the single-minimum, negative surface profile provide
the starting point. As previously mentioned, at the space-charge limit the potential
minimum coincides with the surface, yielding a zero electric field there. Thus, Eqs.
(4.89), (4.93 and (4.98) are re-written here by setting ψme = ψse:
1 − δ
1 − γi ξG1 (ψpi) = G2 (ψme) +
δ√
τδ


































































These three equations must be simultaneously solved for ψpe, ψse and one parameter.
Concerning the SCLC, the parameter is γi since the current’s dependence on the other
parameters is the desired goal.
Using the parameter value τδ = 0.25 (so that the surface electrons have suffi-
cient energy to reasonably affect the sheath), along with ξ = 200 and ζ = 1, these
three equations are solved specifying δ over the range from 0.3 to 0.99. The results
are shown in Fig. 5.2. It is clear that the normalized potential drop across the en-
tire sheath, ψspe, decreases as the normalized current becomes increasingly negative,
mainly due to the variation in the normalized surface potential, ψse. As previously
mentioned, the sheath can maintain the space-charge limit despite a low surface emis-
sion coefficient, δ, if the normalized current is sufficiently large and negative. Since
for γi  0, many more electrons are being drawn from the sheath toward the edge
plasma, accomplishing the same task as if δ were larger.
Ideally, one would like an expression similar to the Child-Langmuir law for a
single-species, planar diode. Due to the complexity of the charge density, Eq. (5.1),
an analytic solution is unavailable. An approximate expression, similar to those pre-
sented in Chap. 4 for the sheath potentials, could be determined. However, for the
wide range of values which would be required, the accuracy would be lacking. One
reason for this is that the length dependence would have to be determined by inte-
grating Poisson’s equation across the singularities at xp, xb and xs, leading to large
uncertainties in the sheath length which would make the expression of only limited
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FIG. 5.2. Normalized potentials and emission coefficient profiles for various values of
the ion normalized current density for a space-charge limited sheath.
value. However, a qualitative dependence is depicted in Fig. 5.3. The values used
for this figure were determined by numerically integrating Poisson’s equation across
the entire sheath, from ψpe to ψse. These should be taken as only an indication of
the relationship between γi and the sheath length since the integration is extremely
sensitive to how closely the singularities are approached. The scant number of data
points resulted from the difficulty in obtaining satisfactory results from the integra-
tion, which are determined to accurate to within 10−6. Attempting a more stringent
accuracy goal led to numerical difficulties. Since 1/
√∫
ρ is being integrated, there




FIG. 5.3. Ion normalized current density versus the sheath length at the space-charge
limit.
an imagninary contribution to the sheath length — a completely unacceptable re-
sult. Despite these difficulties, the profile shown in Fig. 5.3 shows some similarities
to the single-species Child-Langmuir law: as the gap length (i.e., the sheath length)
decreases, the magnitude of the current increases. However, the Child-Langmuir law
dictates J ∼ V 3/2 whereas within the sheath, the relation has a curvature more similar
to J ∼ V −3/2.
Summary
This chapter examined the planar plasma sheath when the net current within the
sheath is space-charge limited. Because of the three species involved (plasma ions,
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plasma electrons and surface electrons), this requires enforcing the zero electric field
condition at two locations. Since the fully kinetic sheath theory imposes a zero electric
field at the presheath/sheath interface, this provides one convienent location. The
other lies at the surface, from where the surface electrons are emitted into the sheath.
Thus, the effect of space-charge limitation can only be examined within the sheath,
not the combined presheath and sheath. However, the presheath plays a pivotal
role in limiting the current within the sheath. Neglecting the presheath reduces the
problem to a three-species bipolar problem, which alters the charge density. The
presheath must be considered in order to accurately accurate for ion acceleration into
the sheath, as stated in the Bohm criterion.
Using the fully kinetic sheath theory, the charge density is easily determined.
However, because of the extremely non-linear relation to the electric potential, only
numerical solutions are available. In order to solve Poisson’s equation, a system of
three, non-linear equations must be simultaneously solved for the potential at the
surface and edge plasma as well as the ion normalized current density. By varying
the plasma and/or surface parameters, the relation between the potential drop across
the sheath and the current is determined. By varying the secondary electron emission
coefficient, it is found that this relation bears a similar relation between the sheath
length and current as found in the single-species Child-Langmuir law. However, the
current displays a dependence on the sheath potential that more closely resembles
V −3/2 rather than the more familiar V 3/2.
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APPENDIX A
ELECTROSTATIC POTENTIAL IN THE INFINITE-LENGTH
APPROXIMATION FOR A UNIFORM CROSS-SECTION BEAM IN A
GROUNDED COAXIAL DRIFT TUBE
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This appendix solves the radial Poisson equation for an annular region of uniform
charge density bounded by grounded coaxial cylinders. The position and value of the
potential maximum is also determined. These expressions are developed to simplify
determining the space-charge limited current in the infinite-length approximation for
various beam and drift tube geometries.
Letting the coaxial cylinders have radii r1 < r2 and the space-charge to be within











0 r1 ≤ r < ri
−4π ri ≤ r ≤ ro
0 ro < r ≤ r2
. (A.1)





φ1 (r) = a1 ln r + b1 r1 ≤ r < ri
φ0 (r) = a0 ln r + b0 − πr2 ri ≤ r ≤ ro
φ2 (r) = a2 ln r + b2 ro < r ≤ r2
. (A.2)
Due to the homogeneous Dirichlet boundary conditions at r1 and r2, the expressions
for φ1 and φ2 can be immediately simplified to









To connect the expression in the space-charge region to those in the charge-free
regions, matching conditions are required. These are taken to be continuity in the































− a0 ln ri + πr2i = b0 = a2 ln
ro
r2
− a0 ln ro + πr2o (A.6)
Solving this equation for a0 and re-arranging terms gives
a0 = −2π (r
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Using Eq. (A.7) and reversing the steps, each of the coefficients can be determined in
terms of a0, yielding
b0 = −a0 ln r2 + πr2o
[




a1 = a0 − 2πr2i ,
a2 = a0 − 2πr2o,
(A.8)
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To determine the position and value of the potential maximum, it is reasonable
to only consider the region of space-charge. Thus, setting the derivative of φ0, with























as the maximum potential value.
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APPENDIX B
REVIEW OF PARTICLE-IN-CELL METHODS
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This appendix outlines some of the basic principles of particle-in-cell (PIC) meth-
ods for simulation of plasmas. To simplify the discussion, only one spatial dimension
is considered; higher dimensions are easily generalized.
A PIC code purports to accurately model the temporal evolution of a collection of
particles (perhaps multiple species) governed by self-consistently determined forces.
In practice, this is accomplished by discretizing space and time (as well as the kinetic
equations) and applying a sequence of operations to the particles and fields. The
program begins by distributing particles throughout the problem geometry. Grid-
based charge and current densities are then determined by weighting the particles to
the grid points. These densities are then used to integrate the field equations. Once
the grid-based fields are known, they are interpolated to the particle positions in order
to advance the particles in time. The entire cycle is repeated as determined by the
particular problem. An excellent source for PIC methods is provided in Birdsall and
Langdon.1
Since the physical equations must be written in a form suitable for computer use,
both the geometry and time must be written is a discrete form. Thus, introduce a
discrete, spatial grid covering the physical distance from x = 0 to x = L. The grid is
composed of Ng vertices and Nc = Ng−1 segments, or cells. The cell-width is defined
as ∆x = L/Nc. The grid positions are defined by
xj = j∆x j = 0, 1, . . . , Nc. (B.1)
The value of any field quantity (charge density, electric potential, electric field, etc.)
is defined only at the grid points according to
Fj = F (xj) . (B.2)
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Finally, let the problem begin at t = 0 with each computational cycle advancing the
problem from time t = n∆t to t = (n + 1)∆t.
Integration of the Equations of Motion
Typically, most of the computational expense is spent advancing and collecting
the particles since a usual problem involves thousands of particles and only a few
hundred, at most, grid points. Therefore, efficient “particle-pushers” are required.
















For electromagnetic problems, the force F is composed of an electric and magnetic
term:







Here, γ−2 = 1 − (v/c)2 is the relativistic factor and the normalized momentum,
u = γv, is used in lieu of the ordinary velocity, v. A common approach to solving
the equations of motion with such a force term is given by Boris.2 The gist of this
method is that only the electric field changes the magnitude of the velocities, whereas
the magnetic field simply imposes a rotation. Thus, the velocity can be advanced
from n∆t to (n + 1)∆t by the equations





v′ = v− + v− × t, (B.9)
v+ = v− + v′ × s, (B.10)












The relavtivistic factor is evaluated within this method according to (γn)2 = 1 +
(u−/c)2 = 1 + (u+/c)2. This procedure corresponds to a half-acceleration, a rotation,
and another half-acceleration and is easily implemented in one or more dimensions.
Even in one spatial dimension, all three velocity components can be used. This allows
consideration of external magnetic fields that are not parallel to the spatial axis.
Weighting the Particles to the Grid
Once the particles have been advanced through phase-space, the charge and cur-
rent densities need to be determined. For each particle, the particle’s position and
velocity are interpolated to the nearest grid points. In two dimensions, for example,
the interpolation involves four grid points but only two in one-dimension. For a par-
ticle with position Xi located between the grid points xj and xj+1, the contributions
to the grid based charge distribution are given by
qj = q
[








To determine in which cell the particle lies, .i.e, the value of j, one uses the floor
operator. That is, j = xj/∆x yields the integral portion of the ratio xj/∆x.
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Recalling that xj = j∆x, these expressions can be re-written
qj = q
[











After accumulating every particle to the charge distribution, it can be recast into the
charge density required for Maxwell’s equations.
For electromagnetic problems, the current density is also required. Thus, each
velocity component must be weighted to the grid to produce each component of the
current density. The procedure is analogous to accumulating the charge distribution.
Integration of the Field Equations
After determining the charge and current densities, the field equations must be
time-advanced (for electromagnetic problems) or simply integrated (for electrostatic
problems). Considering only one-dimensional, electrostatic problems, the electric




= −4πρ (x) , (B.17)
and to the electric field by
Ex (x) = −dφ (x)
dx
. (B.18)









Since the finite-differenced Poisson equation is a tridiagonal system with constant
coefficients, it can be easily solved by the Thomas tridiagonal method.3 Once all the
φj are known, the electric field can be determined at every grid point.
The boundary conditions on the potential are imposed while solving Poisson’s
equation. This simply requires specifying the value of φ0 and φNc . For example, the
potential at an electrically floating perfect conductor is determined not only from
the space-charge within the half-cell but also the surface charge deposited from the
convective current. For an open boundary, the value of the potential can be arbitrarily
chosen. A convenient reference for boundary conditions in one-dimensional models is
provided in Verboncoeur et al.4
Weighting the Fields to the Particles
After determining the electric field, it must be interpolated to the position of each
particle in order to push the particle. Recall that the field is defined only at the grid
points while the particles are distributed throughout the cells. Therefore, the grid
point that is nearest to, and less than, the particle position needs to be determined.
Since x0 = 0, this is easily determined for the particle at Xi by j = Xi/∆x. This
yields the grid index such that xj ≤ Xi.
Knowing in what cell the particle is, it is a simple matter to determine the force
on the particle. Using only the grid points directly bounding the particle’s cell, the








Enhancements to the Basic PIC Method
Although the essential idea of particle-in-cell methods was discussed above, there
are several enhancements that can increase the realism and speed at which problems
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can be simulated. This section details some of the methods incorporated in the PIC
code used in this paper.
Representative Particles
For most plasma applications, the particle density present in a plasma is over
a trillion particles per cubic centimeter. Attempting to model such a collection on
present-day computers is completely infeasible. To circumvent this difficulty, the idea
of a representative particle is mandatory. Rather than consider each electron and
ion within such a plasma, the simulation aggregates many physical particles into a
single representative particle. This simulation particle carries the charge and mass of
many physical particles. As an example, let each simulation electron represent xp2c
physical electrons. Then each simulation, or representative, electron carries −1.602×
10−19 × xp2c Coulombs of charge and has a mass of 9.11 × 10−31 × xp2c kilograms.
However, the acceleration of such a particle in an electric field, E, is still only −eE/me,
where −e and me are the charge and mass of a physical electron, since xp2c cancels
from the charge-to-mass ratio. Using representative particles allows a simulation to
be tailored to a particular computer’s memory capacity while allowing plasmas of
arbitrary density to be modelled.
Sub-cycling
Since the mass, or inertia, of a particle defines how easily a force accelerates it,
it plays a significant role in the choice of timestep. It is well known that the plasma
ions, whose mass is several thousand times more than an electron’s, react on much
longer timescale than electrons. This fact lead many PIC users to treat the ions as a
static background charge density. Although this is acceptable for some applications,
it is not for modelling the sheath, for example. In this case, the motion of the ions
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(neutralizing the negative charge build-up on the plasma-facing surface) is paramount.
Rather than treating the ions as immobile, another approach is to employ “scaled-
mass” ions. For this approach, the ion-to-electron ratio is taken to be on the order of
100. Although unrealistic, it does allow the effect of ion motion and yields qualitative
information about the particular processes involved. Perhaps, the best choice is called
sub-cycling.
Because the ion inertia delays any reaction to a force, compared to the electrons,
the ions can be advanced through phase-space using a larger timestep than required
by the electrons. This is the gist of sub-cycling. As an example, consider a hydrogen
plasma in which the ion mass is 1836 times the electron mass. If each species have
the same temperature, the ion thermal velocity is
√
1836 times the electron thermal
velocity. Thus, for a timestep ∆t, the electrons will move a distance vte∆t while the
ions will move only vti∆t = vte∆t/
√
1836. Thus if the ions are advanced
√
1836 cycles,
they will move a distance comparable to the distance an electron would move each
cycle. Therefore, sub-cycling allows realistic ion (or neutral) masses to be considered
while avoiding severely increasing the problem runtime.
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