The Johnson t r a n s l a t i o n family of d i s t r i b u t i o n s provides a v a r i e t y of d i s t r i b u t i o n a l shapes f o r t h e modelling of empirical d a t a t h a t a r e r e a d i l y used i n simulation models.
A t t h e o t h e r extreme, one can avoid t h e choice of an e x p l i c i t model by using t h e d a t a t o form empirical d i s t r i b u t i o n s . V a r i a n t s of t h i s approach, such a s t h e empirical d i s t r i b u t i o n with exponential t a i l s
suggested by Bratley. Fox, and Schrage (1987) , James J. Swain
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A t l a n t a GA 30345 James R. Wilson School of I n d u s t r i a l Engineering Purdue University West Lafayette, IN 47907 r e q u i r e l i t t l e i n t h e way of a d d i t i o n a l assumptions about t h e underlying d i s t r i b u t i o n being estimated. F i n a l l y , using s l i g h t l y s t r o n g e r assumptions (e.g.,
smooth d e n s i t y f u n c t i o n and r e s t r i c t i o n t o uni-or b i v a r i a t e d i s t r i b u t i o n s ) one can c o n s t r u c t general f a m i l i e s of d i s t r i b u t i o n s , including t h e Johnson
t r a n s l a t i o n family, Pearson, and Schmeiser-Deutsch (1980) , among o t h e r s . In c o n t r a s t t o t h e parametric approach, members of t h e s e f a m i l i e s a r e considered u s e f u l approximations, and not n e c e s s a r i l y t h e "true" d i s t r i b u t i o n t h a t generated t h e data.
Our a t t e n t i o n is focused on t h e Johnson t r a n s l a t i o n family, which c o n s i s t s of t h r e e d i s t r i b u t i o n s whose v a r i a t e s can be transformed i n t o normal v a r i a t e s . For completeness t h e normal d i s t r i b u t i o n is t r e a t e d a s a f o u r t h member of t h e family. The general form of t h e transformations is where f ( -) denotes t h e transformation, X and 6 a r e s c a l e -l o c a t i o n parameters, and Y and S a r e shape parameters. The two parameters X and 6 a r e taken by convention t o be p o s i t i v e . Table 1 lists t h e transformation f u n c t i o n s f ( . ) and t h e i r i n v e r s e s f-'(-), which a r e u s e f u l f o r v a r i a t e generation.
Note t h a t if Y is normally d i s t r i b u t e d with mean -
Y/& and v a r i a n c e l/S, t h e v a r i a t e X can be obtained
The f o u r d i s t r i b u t i o n s a r e t h e lognormal (SL), t h e bounded (S,), t h e unbounded (Su), and t h e normal (SN). Bounded v a r i a t e s a r e supported on t h e range 
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Moment matching and other parameter estimation methods a r e discussed i n t h e next section. In s e c t i o n 3 a sampling experiment is conducted t o examine t h e p r o p e r t i e s of t h e estimated d i s t r i b u t i o n s a s a f u n c t i o n of t h e f i t t i n g method.
The s e c t i o n concludes with a b r i e f discussion of t h e r e s u l t s and p l a n s for f u r t h e r work.
METHODS OF FITTING The moment matching algorithm c o n s i s t s of two p a r t s : i n t h e f i r s t p a r t , t h e proper d i s t r i b u t i o n is determined using t h e standardized t h i r d and f o u r t h
moments, B, and 8,.
The a c t u a l parameters of t h e chosen d i s t r i b u t i o n a r e obtained by equating t h e sample moments t o t h e moments of t h e d i s t r i b u t i o n taken a s a function of t h e parameters, from which
t h e parameters may be solved.
H i l l , H i l l , and
Holder ( Parameters y and 6 a r e s p e c i f i e d above; f o r a l l cases 5 = 0 and h = 10.
I
More r e c e n t l y , i n an e f f o r t t o f i n d a f i t t i n g Swain, Venkatraman, and Wilson (1988) . Venkatraman method t h a t could be e a s i l y automated and t o avoid and Wilson (1987) provide a FORTRAN program FITTRl t h e f e a s i b i l i t y problems sometimes encountered by which performs t h e f i t t i n g f o r a v a r i e t y of MM, Wilson (1983) proposed a l e a s t squares c r i t e r i o n e s t i m a t o r s including l e a s t squares.
which matches uniformized order s t a t i s t i c s t o t h e i r expected v a l u e s under t h e c o r r e c t Johnson normalizing
The e r r o r s &i = R.-pi, i=l, .... n a r e dependent transformation.
That is, l e t t i n g X (1) < X(z) < .-. and n o n i d e n t i c a l l y Beta d i s t r i b u t e d . For most i, < Xcn) denote order s t a t i s t i c s from a sample of s i z e and moderate samples s i z e s (n>30), t h e Beta n, t h e v a r i a t e s d i s t r i b u t i o n s w i l l be f a i r l y normal and t h e c o r r e l a t i o n s could be neglected, s o t h a t ordinary l e a s t squares (OLS) is s u i t a b l e f o r estimation.
w i l l have t h e same d i s t r i b u t i o n a s t h e order s t a t i s t i c s from t h e uniform d i s t r i b u t i o n under t h e c o r r e c t choice of t h e
transformation f ( * ) and t h e parameters 9. Let pi = i / ( n t l )
h e expected value of uniform order s t a t i s t i c s , U ( i ) .
The l e a s t squares algorithm f i t s parameters by minimizing t h e squared d i s t a n c e between t h e Ri(g,f) and t h e pi. F u r t h e r d e t a i l s a r e provided i n Swain and Wilson (1985) , and weighting scheme based upon t h e known v a r i a n c e and covariance f u n c t i o n of t h e uniform order s t a t i s t i c s leads t o a weighted l e a s t squares (WLS) estimator.
The WLS e s t i m a t o r is o f t e n b i a s e d i n p r a c t i c e . An i l l u s t r a t i o n of t h i s b i a s and an explanation is
provided by Swain, Venkatraman, and Wilson (1988) .
B e t t e r r e s u l t s can be obtained by basing t h e weights e x c l u s i v e l y on t h e inverse of t h e marginal variances, f o r a diagonally weighted l e a s t squares 
MLE
While t h e log-likelihood is a f u n c t i o n of only t h e remaining parameters X and t,, t h e s u r f a c e is not simple.
S t o r e r (1987) examined t h e p r o p e r t i e s of t h e log-likelihood f u n c t i o n and d e t a i l s a s t r a t e g y f o r obtaining s o l u t i o n s .
Quanti l e 
EXPERIMENTAL RESULTS

A s t a t i s t i c a l samplink experiment is run t o examine t h e p r o p e r t i e s of t h e parameters f o r each of t h e d i f f e r e n t f i t t i n g methods. To simplify t h e p r e s e n t a t i o n of t h e r e s u l t s , we focus our a t t e n t i o n p r i m a r i l y upon t h e estimation of t h e q u a n t i l e s of t h e p a r e n t d i s t r i b u t i o n s . The q u a n t i l e s provide an i n d i c a t i o n of how well t h e f i t t e d d i s t r i b u t i o n s would reproduce v a r i a t e s from t h e parent d i s t r i b u t i o n . In addition, s i n c e t h e behavior of t h e q u a n t i l e s and d i s t r i b u t i o n p r o b a b i l i t i e s a r e
r e l a t e d , t h e q u a n t i l e s can be used t o i n f e r how well t h e d i s t r i b u t i o n f u n c t i o n can be estimated.
The comparisons considered here a r e l i m i t e d t o a s i n g l e sample s i z e and t h e i n i t i a l r e s t r i c t i o n t h a t t h e analyst "knows" t h e c o r r e c t d i s t r i b u t i o n f o r f i t t i n g .
Sampling is performed f o r both a symmetric and skewed member of t h e SB and Su f a m i l i e s . To simplify t h e comparison among e s t i m a t o r s , t h e simulations employ common random numbers. Normal random variiates a r e generated using t h e IMSL (1985) subroutine GGNPM, and t h e sampling was performed on Control Data Cyber 830 computers.
Each sample c o n s i s t s of 200 r e p l i c a t e s of n = 50
observations.
The two SB c a s e s a r e considered f i r s t . The f i r s t case is a symmetric SB with parameters Y = 0, 6 = 1, X = 100. and t = 0, while t h e second S case has Y = 1; both d i s t r i b u t i o n s a r e i l l u s t r a t e d i n Figure 1 . R e s u l t s f o r t h e q u a n t i l e e s t i m a t e s f o r qe1, q.25, q e 5 , q-75, and q e 9 a r e provided i n Tables  2 and 3 . Note t h a t only p a r t i a l samples a r e included f o r t h e MM estimators: t h e s e a r e t h e c a s e s f o r which t h e parameter e s t i m a t e s a r e c o n s i s t e n t with t h e d a t a observed. A l l f i v e e s t i m a t o r s perform well f o r t h e SB's, though t h e MU and LS e s t i m a t o r s do not do q u i t e a s well f o r t h e extreme q u a n t i l e s , qel and q 9, p a r t i c u l a r l y i n t h e skewed case. Here t h e case f o r t h e MLE appears t o be stronger.
B
The MM and LS q u a n t i l e estimates were o f t e n biased, p a r t i c u l a r l y f o r t h e second case, while t h e MLE's exhibited much l e s s b i a s .
One of t h e hazards of using t h e MM estimator with t h e Su i s i l l u s t r a t e d here.
The MM estimator switches t o an SB f i t when indicated by t h e samplo moments. Though t h e Su d i s t r i b u t i o n s used i n t h i s experiment a r e not c l o s e t o t h e region f o r t h e SB, v a r i a b i l i t y i n t h e sample moments is s u f f i c i e n t t o r e q u i r e an SB f i t .
In t h e second Su case, f o r instance, 193 of t h e 200 r e p l i c a t i o n s were f i t t o an SB i n s t e a d of t h e Su. System --Description of t h e FITTRl Software,"
Research Memorandum 87-21, School of I n d u s t r i a l Engineering, Purdue University.
