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Figure 1: Video object segmentation using a dictionary of deep visual words. Our proposed method represents an object as a set of cluster centroids in
a learned embedding space, or “visual words”, which correspond to object parts in image space (bottom row). This representation allows more robust and
efficient matching as shown by our results (top row). The visual words are learned in an unsupervised manner, using meta-learning to ensure the training
and inference procedures are identical. The t-SNE plot [29] on the right shows how different object parts cluster in different regions of the embedding space,
and thus how our representation captures the multi-modal distribution of pixels constituting an object.
Abstract
Accurate video object segmentation methods finetune a
model using the first annotated frame, and/or use additional
inputs such as optical flow and complex post-processing. In
contrast, we develop a fast algorithm that requires no fine-
tuning, auxiliary inputs or post-processing, and segments a
variable number of objects in a single forward-pass. We
represent an object with clusters, or “visual words”, in the
embedding space, which correspond to object parts in the
image space. This allows us to robustly match to the ref-
erence objects throughout the video, because although the
global appearance of an object changes as it undergoes oc-
clusions and deformations, the appearance of more local
parts may stay consistent. We learn these visual words in
an unsupervised manner, using meta-learning to ensure that
our training objective matches our inference procedure. We
achieve comparable accuracy to finetuning based methods,
and state-of-the-art in terms of speed/accuracy trade-offs
on four video segmentation datasets.
1. Introduction
Masses of video data is produced every second – exam-
ples include uploads to the internet and streams recorded by
driverless cars and surveillance systems. Fast and accurate
algorithms to understand video data are thus of paramount
importance. This paper addresses the task of video seg-
mentation, and follows the protocol defined in the DAVIS
datasets [4, 36]. Here the ground-truth mask of one or more
objects are provided in the first frame, which must then be
tracked at a pixel-level throughout the rest of the video.
Accurate approaches to video segmentation trained
a fully convolutional network (FCN) [27] for fore-
ground/background segmentation on existing datasets, and
then adapted it to the testing video by finetuning the net-
work on the first, fully-annotated frame [3, 28, 44, 21, 40,
9]. Although these methods produce accurate results (and
can be improved further by using optic flow [42, 2, 8, 16,
47] or post-processing with DenseCRF [22, 3, 2, 7]), they
are extremely time consuming, taking between 700s to 3h
to finetune per DAVIS video [3, 21], rendering them unsuit-
able for real-life applications.
This paper, in contrast, considers the more challenging
scenario where the network is not finetuned at all, and uses
no optical flow or additional post-processing, in order to de-
velop a fast algorithm. Our approach is inspired by metric-
learning approaches which embed pixels from the same ob-
ject close to each other in a learned embedding space, and
pixels from different objects far apart. Chen et al. [6] used
this idea to formulate video segmentation as a pixelwise re-
trieval task, where each pixel of the ground-truth mask was
embedded in the first frame to form an index, and pixels in
subsequent frames were classified with nearest neighbours.
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Contrastingly, in the related context of few-shot learning,
Prototypical networks [41] represent each class with the
mean of their embeddings and classify subsequent queries
with a softmax over distances to each prototype.
Prototypical networks, although simple and fast, do not
have sufficient capacity to model complex, multi-modal
data distributions such as an object in a video that undergoes
deformations, occlusions and viewpoint changes. Nearest
neighbour approaches [6, 24, 33, 17] have greater mod-
elling capacity, but are more computationally expensive as
the time and memory cost to perform a lookup grows lin-
early with the size of the index. For pixel-level tasks, they
also store many redundant pixels with similar appearance in
the index. Furthermore, they are more prone to overfitting
and noise, which becomes more prevalent during the “on-
line adaptation” of video segmentation models to account
for variations throughout the video [6, 17, 44, 9].
Our flexible approach interpolates the spectrum of metric
learning approaches by representing an object with a fixed
number of cluster centroids in the embedding space. We
denote this as a dictionary of visual words, because each
cluster centroid in the embedding space corresponds to a
part of the object in the image space as shown in Fig. 1, even
though these words are formed in an unsupervised manner.
The use of visual words enables more robust matching,
because even though an object as a whole may be subject to
occlusions, deformations, viewpoint changes, or disappear
and reappear from the same video, the appearance of some
of its more local parts may stay consistent.
These visual words are learned without any explicit su-
pervision by clustering our embedding space, and using
meta-learning to ensure that our training objective matches
our inference procedure. This is in contrast to related
metric-learning based approaches [6, 33, 24] which are
trained with surrogate, and sometimes unstable, losses. Fur-
thermore, as our method requires only a single forward-pass
to segment a variable number of objects per video, it nat-
urally scales to the multi-object setting. Related methods
[45], in contrast, segment each object independently before
combining results and are thus slower for multiple objects.
The advantages of our simple and intuitive approach is
reflected by its performance on multiple single- and multi-
object video segmentation datasets (DAVIS 2016 [35],
DAVIS 2017 [36], SegTrack v2 [23], YouTube-Objects [37,
18]) where we achieve comparable accuracy to finetuning-
based methods (whilst being 1 to 2 orders of magnitude
faster), and lie on the Pareto front as no other published
methods are both faster and more accurate.
2. Related Work
The most accurate video segmentation methods using the
DAVIS protocol [35, 36] currently finetune models on the
first frame of the video [28, 3, 44, 21] and/or use optical
flow [16, 47, 8, 42] or DenseCRF [3, 2, 7] post-processing
to improve performance. Our proposed approach does not
involve finetuning, or additional information such as opti-
cal flow, and still achieves comparable performance whilst
being one to two orders of magnitude faster.
Fast approaches to video segmentation, that do not fine-
tune on the first frame, or use optical flow, can broadly be di-
vided into methods performing mask propagation or metric
learning. Mask propagation methods, such as [34, 45, 19],
use the segmentation mask from the one frame to guide the
network to predict the mask in the next frame (i.e. pixel-
level tracking). These methods use the prior that objects
move smoothly and slowly over time, and thus struggle
when there are temporal discontinuities like occlusion or
rapid motion. Moreover, errors accumulate over time as
the model “drifts”, particularly if the algorithm loses track
of the object. Li et al. [25] addressed this issue using
re-identification modules which traverse the video back-
and-forth to recover any potential missed object prediction.
However, this method is not causal as it looks at future
frames. Oh et al. [45] do not only use the previous frame,
but also the first reference frame, to guide the tracking.
However, this does not completely alleviate the problem of
model drift, as if the model loses track of the object, the ob-
ject’s appearance may have changed so much from the first
frame that the reference frame is not effective in recovering
it. Moreover, since these methods match the entire object as
a whole, they struggle with occlusions. This is in contrast to
our approach which represents objects by their constituent
parts to be more robust to appearance changes. Finally, [45]
is designed for tracking a single object, and thus handling
multiple objects require processing each object individually
before heurstically merging results. Our method in compar-
ison segments multiple objects in a single-forward pass.
Our work is more similar to methods using pixel-to-pixel
matching or metric learning [6, 17, 33, 40, 24]. Chen et
al. [6] formulated video segmentation as a pixel-level re-
trieval problem, where embeddings from the first reference
frame are used to form an index for a nearest neighbour
classifier. Note that the method of [6] is trained with a
variant of the triplet loss, which though common for metric
learning, does not optimise explicitly for the nearest neigh-
bour search at inference time. The triplet loss is also diffi-
cult to train with, as it is very sensitive to triplet selection
[39, 14]. Siamese networks have also been employed in a
similar manner [17, 33, 40], where one branch computes
embeddings from the annotated first frame which are used
to match to the embeddings computed by the other branch
on the current frame. When classifying query images, these
methods all effectively search all the pixels from the refer-
ence frame. This approach is not only expensive in terms
of time and memory (as it retains redundant embeddings of
similar pixels), but is also more susceptible to noise. This
is an issue during the “online adaptation” [6, 9, 17, 44] of
the model which may introduce incorrectly labelled em-
beddings. Our method retains only cluster centroids in the
embedding space (which correspond to exemplars of object
parts), which enables faster and more robust matching.
The utility of object parts for more robust matching for
video segmentation has been identified before by [7]. How-
ever, Cheng et al. [7] use handcrafted heuristics to form
object parts based on bounding boxes in the image space.
In contrast, we cluster our embedding space in an unsuper-
vised manner to obtain visual words which resemble object
parts (as pixels with similar appearance cluster together).
Moreover, the method of Cheng et al. [7] – which tracks
bounding boxes of object parts and then merges foreground
segmentations within these boxes – consists of two sepa-
rately trained modules (using different datasets), whereas
our method is trained via meta-learning with a single objec-
tive function that matches our inference procedure.
Finally, we note that meta-learning has not been explored
much in the context of video segmentation. Yang et al. [48]
used meta-learning to adapt the weights of the final layer of
a segmentation network at test time. This is in contrast to
our method which adaptively computes the initial dictionary
of visual words from the first labelled frame in the video.
Note that our method can be viewed as a generalisa-
tion of Protoypical networks [41] and Matching networks
[43] for few-shot classification. Prototypical networks rep-
resents the training data from each class as a single proto-
typical vector. Matching networks, on the opposite end of
the spectrum, consider all training data samples of a partic-
ular class to make a classification regardless of how redun-
dant or noisy these samples may be. Our method interpo-
lates these two methods by representing an object class via
a fixed number of cluster centroids, which correspond to ex-
emplars of object parts in the case of video segmentation.
3. Proposed Approach
We first describe the formulation of video object seg-
mentation as a meta-learning problem in Sec. 3.1. This
allows us to train our model in the same way that it will
be tested, unlike other metric-learning based approaches to
video segmentation [6, 17]. We then describe our model and
meta-training strategy in Sec. 3.2 and 3.3. Finally Sec. 3.4
describes how we can easily adapt our model to account for
changes in the object’s appearance through the video in.
3.1. Video Object Segmentation as Meta-Learning
Meta-learning, or learning to learn, is often defined
as learning from a number of tasks in the training set,
to become better at learning a new task in the test set
[38, 32, 15, 11]. In the context of video object segmenta-
tion, the task is to learn from the ground-truth masks of the
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Figure 2: Formulation of video object segmentation as a meta learn-
ing problem. Each video presents a new task: Learn from the ground
truth object masks on the first frame (support set), to segment them on the
remaining frames in the video (query set).
objects in the first frame of the video (support set) to seg-
ment and track them in rest of the video (query set). Our
meta-learning objective is to learn model parameters θ on a
variety of tasks (videos), which are sampled from the dis-
tribution p(T ) of training tasks (i.e. meta-training set), such
that the learned model performs well on a new unseen task
(test video). Denoting the loss of the model on the nth task,
Tn, as LTn(θ), the meta-training objective is thus
θ∗ = argmin
θ
∑
Tn∼p(T )
LTn(θ). (1)
Figure 2 illustrates our meta-learning setup for video seg-
mentation using this definition. The support set S is the
set of all labeled pixels in the first frame, S = {xi, yi}Ni=1.
Here xi represents the pixel i in the first frame, yi ∈ C =
{1, ..., C} is the ground truth class label of pixel xi, N is
the number of labeled pixels in the frame, and C is the
number of object classes that need to be tracked and seg-
mented in the video. Similarly the query set is defined by
Q = {xj , yj}N×Fj=1 , where F is the number of frames in the
video after the first frame, and j indexes pixels across all F
frames. The output of each task T is the set of predicted
class labels for the pixels in Q, Yˆ = {yˆj}N×Fj=1 .
Next, we describe our model for estimating the outputs
of each task, i.e. the object label for every pixel in the query
frames of the video.
3.2. Model
In order to predict the label for each pixel in the query
set Q, we need to learn a representation for each object us-
ing information from the support set S. We represent each
object in the video using a dictionary of deep visual words.
Each pixel in the query set is then labelled based on the deep
visual word that it is assigned to.
Learning visual words is a challenging task, as we do
not have any ground truth information of the object parts
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Figure 3: Overview of the proposed method. The first frame of the video (reference frame), which forms the support set S in our meta-learning setup,
passes through a deep segmentation network f(θ) to compute a d = 128 dimensional embedding for each pixel. A dictionary of deep visual words are then
learned by clustering these embeddings for each object in the reference frame (Eq. 2). Pixels of the query frame are classified as one of the objects based to
their similarities to the visual words (Eq. 3 and Eq. 4). The model is meta-trained by alternately learning the visual words given model parameters θ, and
learning model parameters given the visual words.
that they correspond to. Consequently, as summarised in
Fig. 3, we use a meta-training algorithm, where we alternate
between the unsupervised learning of deep visual words
(Sec. 3.2.1) and supervised learning of pixel classification
given these visual words (Sec. 3.2.2). Our model thus learns
to learn a better classifier, by optimising the visual words
that it will produce at test-time.
3.2.1 Unsupervised Learning of Deep Visual Words
We initially pass the first frame of the video, which is the
support set S, through a deep neural network f(θ) to com-
pute the embedding for each pixel xi in S, fθ(xi). We then
compute a set of deep visual words for all the pixels in each
object class. Let Sc be the set of pixels in S with class label
c. Each set Sc is partitioned into K clusters Sc1, ....,ScK
using the k-means algorithm [1], with µck being the respec-
tive centroids of the clusters, using the objective:
Sc1, ....,ScK = argmin
Sc1,....,ScK
K∑
k=1
∑
xi∈Sck
‖fθ(xi)− µck‖22 ,
(2a)
µck =
1
|Sck|
∑
xi∈Sck
fθ(xi). (2b)
In other words, we represent the distribution of the pixels
within each set Sc in the learned embedding space with a
set of deep visual words Mc = {µc1, ..., µcK}. We can,
in principle, use any clustering algorithm here and choose
k-means as it is computationally efficient and simple.
3.2.2 Supervised Learning for Pixel Classification
Once the deep visual words for each object have been con-
structed, the probability of assigning a pixel xj ∈ Q to the
kth visual word from the cth object class is computed using
a non-parametric softmax classifier,
p(ck|xj) =
exp
(
s(µck, fθ(xj))
)∑
µi∈M exp
(
s(µi, fθ(xj))
) , (3)
where M = ⋃Cc=1Mc is the dictionary of deep visual
words for all objects present in the video, and s is the co-
sine similarity function. We enable our model to account for
intra-class variations by encouraging each pixel to resemble
only one relevant visual word. As a result, the probability
of pixel xj taking the object class label c is defined as
p(yˆj = c|xj) =
maxk∈{1,..,K} p(ck|xj)∑C
c′=1maxk∈{1,..,K} p(c
′
k|xj)
. (4)
This allows our model to learn meaningful visual words that
correspond to the diverse object parts that constitute an ob-
ject. Note from the T-SNE visualisation of our embeddings
in Fig. 1 that pixels from different parts of the same object
cluster in separate regions of the embedding space.
Finally, our loss function for this pixel classification
problem, where yˆj is the predicted object class label for
pixel xj is defined as
LTn = −
1
|Q|
|Q|∑
j=1
log
[
p(yˆj = yj |xj)
]
(5)
− 1|Q|(C − 1)
|Q|∑
j=1
C∑
c=1,c6=yj
log
[
1− p(yˆj = c|xj)
]
.
The first term is the standard cross-entropy term that is typ-
ically used in image classification and semantic segmenta-
tion. The second term further reduces the probability of
incorrect classes, by pulling their embeddings further away
from the visual word of the correct class. We included this
second term as it experimentally improved results.
3.3. Meta-training procedure
Each iteration of our meta-training algorithm consists of
an unsupervised learning process to construct a dictionary
of visual words from the support set S, followed by a su-
pervised learning step where the segmentation network pa-
rameters, θ, are updated by minimsing the loss function in
Eq. 5 according to Eq. 1. In other words, the model learns
to learn deep visual words in the first frame of the video to
minimise a pixel-level loss over the rest of the video.
Our proposed meta-learning approach is quite flexible,
and generalises previous work such as [41] and [43]. Pro-
totypical networks [41] represent each class with a single
prototypical vector (i.e. one visual word), whilst Matching
networks [43] represent each class using all the samples
of that class in the support set (i.e. the embedding of each
pixel in S would form a visual word). Our method interpo-
lates between these two approaches to build a more robust
representation of the support set S. Also note that previ-
ous metric-learning approaches to video object segmenta-
tion such as [6] learn an embedding using variants of the
triplet loss and perform nearest neighbour classification at
test time. This approach is thus similar to Matching net-
works [43], with the key difference being that the training
objective (triplet loss) does not correspond to the inference
procedure (nearest neighbour search).
3.4. Online Adaptation
The objects of interest from the first frame, as well as the
background, often undergo deformations, occlusions, view-
point changes and other transformations. As a result, adapt-
ing the model throughout the video is vital to achieve good
performance and done by state-of-art methods [44, 6, 17].
We adapt our model by simply updating the set of vi-
sual words that represent the object. Concretely, given a
dictionary of visual wordsM, captured up to the frame tj ,
we predict the segmentation map in frame tj+δ , and treat
it as a new support set Sδ = {xδi , yδi }Ni=1, where yδi is the
predicted object class for pixel xδi . Next, we compute an
updated set of deep visual wordsMδ from the new support
set using k-means as described in Sec. 3.2.1, and compute
their corresponding cluster centroid representations by
µδck =
1
|Sδck|
∑
xi∈Sδck
fθ(xi). (6)
To filter out incorrect predictions and prevent errors from
compounding, we only add new words that still resemble
the existing ones. This is based on the assumption that
within a time interval δ, where δ is chosen moderately,
the objects will deform slowly and their pixel-level embed-
dings will also not vary greatly. Concretely, we update the
main visual word setM with the new setMδ , if there are
mδ ∈Mδc and m ∈Mc, for which
∥∥µδm − µm∥∥ ≤ α.
Additionally, to ensure that online adaptation uses reli-
able and confident pixel-level predictions to update the vi-
sual words, we apply a simple outlier removal process (that
assumes spatio-temporal consistency of objects over time)
to the pixel-level predictions. Specifically, we discard re-
gions from the adaptation process if they have no intersec-
tion with the predicted object mask in the previous frame.
Note that during online adaptation, none of the existing
words within M are discarded, because each object may
revert to its original shape, appearance or viewpoint during
a video. This is also why the Eq. 4 takes the maximum value
to match to only the most relevant visual word.
The effect of this online adaptation procedure, and other
design choices, are experimentally validated next.
4. Experimental evaluation
We first describe our experimental settings in Sec. 4.1
before comparing to state-of-art methods on four video seg-
mentation datasets in Sec. 4.2. Finally, Sec. 4.3 presents an
ablation study. For reproducibility, we will release training
code and models used in our experiments.
4.1. Experimental setup
Model We use a Deeplab v2 architecture as the encoder
[5], f(θ), which uses a ResNet-101 [13] backbone with di-
lated convolutions. The encoder maps an input frame of
size H ×W to a feature of size H ×W × 2048. We add an
additional convolutional layer to produce an embedding of
d = 128 dimensions, and bilinearly upsample this to the
original image size. These 128-dimensional embeddings
are then clustered to form our visual words.
Unless otherwise specified, we use k = 50 visual words
for the foreground object classes. As the background typi-
cally contains more variation, we use four times as many-
clusters for the background. For online adaptation, we set
α = 0.5. The ablation study in Sec. 4.3 shows the effect
of the number of visual words, k, whilst the supplementary
shows that our method is not very sensitive to α.
Datasets We evaluate on standard video segmentation
datasets for tracking both single objects (DAVIS-2016 [35],
YouTube-Objects [37, 18]) and multiple objects (DAVIS-
2017 [36], SegTrack v2 [23]) given fully-annotated object
masks in the first frame. DAVIS-2016 contains 30 train-
ing and 20 validation videos. DAVIS-2017 extends DAVIS-
2016 to 60 training and 30 validation videos. Furthermore,
multiple objects (ranging from 1 to 5, with an average of 2)
are annotated in the first frame and must be tracked through
the video, making it considerably more challenging than
DAVIS-2016. YouTube-Objects and SegTrack v2 do not
have a training split, so we evaluate our model trained on
DAVIS-2017 on them.
Training Following competing methods which use a
model pretrained on image segmentation datasets [17, 45, 6,
48, 31, 44], we initialise the encoder of our network using
the public Deeplab-v2 model [5] that has been trained on
COCO [26]. Thereafter, we meta-train our model follow-
ing the “episodic training” procedure, which is the standard
practice [43, 41, 11]. Each training episode is formed by
sampling a support set S and a relevant query set Q. The
idea of episodic training is to, at each iteration, mimic the
inference procedure. In other words, the query set should
be classified given only the support set. Here, we build each
episode by first randomly sampling a video from the train-
ing dataset, treating the pixels of the first frame of the video
as S, and randomly selecting a set of query frames from the
rest of the video and treating their pixels as Q.
Evaluation metrics We report standard metrics defined
by the DAVIS protocol [35]: The mean IoU (J ), the F-
score along the boundaries of the object (F) and the mean
of these two values (J&F). We also report the “decay”
[35] in J . This is calculated by splitting a video temporally
into four clips, and taking the difference of the IoU in the
last clip to the first clip. Lower scores of “decay” are better,
and was proposed by [35] to measure whether a model is
robust or if its predictions degrade over time.
Finally, we also report our runtime per-frame. Our run-
time is measured on a desktop machine with a single Titan
X (Pascal) GPU, and an Intel i7-6850K CPU with six cores.
4.2. Comparison to state-of-art
Table 1 shows our state-of-art results on DAVIS-2017,
DAVIS-2016, YouTube-Objects and SegTrack-v2. On all
these datasets, there is no method that is both faster and
more accurate than us. This Pareto front is also visualised in
Fig. 4 for DAVIS-2017, the most challenging dataset. The
methods that are more accurate than us all finetune on the
first frame, use optical flow or additional post-processing
such as CRFs [22] and thus have a runtime that is larger by
a factor of at least 8 [25, 3].
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Figure 4: Comparison of speed and accuracy on DAVIS 2017. Entries
on the Pareto front (i.e. no other method is both faster and more accurate)
are marked by a star. Note the speed axis uses a logarithmic scale.
The only method that is close to us in terms of speed and
accuracy is RGMP [45]. However, the runtime of RGMP
increases linearly with the number of objects being tracked
from the first frame. This is because RGMP processes each
object instance independently through the “encoder” part
of their network [45], and combine their results together
at the end. Therefore, even though RGMP is faster than
our method on DAVIS-2016 (a single-object dataset), it is
actually slower on DAVIS-2017 (a multi-object dataset).
As the authors did not report the runtime of their method
on DAVIS-2017, we ran their publicly available inference
code, and obtain an average runtime of 0.30s per frame on
DAVIS-2017 (Tab. 1). However, DAVIS-2017 only aver-
ages 2 objects per video. We measured RGMP to average
0.11s, 0.41s and 0.60s per frame for videos with 1, 3 and
5 objects respectively. The runtime of our method, in con-
trast, increases much slower, taking 0.25s, 0.38s and 0.53s
respectively. Thus, the runtime of RGMP increases by 5.4×
from 1 object to 5 objects, whilst our runtime only increases
by 2.1×. This is because our model only requires a single
forward-pass through the network, irrespective of the num-
ber of objects being tracked. Thus, there is only a minor
increase in runtime from DAVIS-2016 to DAVIS-2017 as
there are more visual words. Note that the runtime advan-
tage of our method would increase over RGMP [45] if even
more objects were to be tracked in a video. Moreover, our
speed could also be improved by implementing CUDA ker-
nels for k-means clustering.
Note that our method also achieves a lowerJ Decay [35]
than RGMP [45] indicating greater robustness. This is also
shown qualitatively in Fig. 6 where our method overcomes
occlusions and can recover from errors made in previous
frames, unlike mask propagation methods like RGMP. We
believe that representing objects with cluster centroids in
the embedding space (visual words), which correspond to
object parts in the image space, increases the robustness of
our matching, as the appearance of more local parts typ-
Table 1: State-of-art results among methods not performing finetuning on four common video object segmentation datasets. Legend: FT: Fine-Tuning
on the first frame of the test video; PP: Post-Processing; OF: Optical Flow; Ours−: Our model without online adaptation; †: An ensemble of models are
used. *As the original authors did not report the runtime, we timed it using the public inference code. Evaluation metrics are detailed in Sec. 4.1.
DAVIS-2017 DAVIS-2016 YouTube-Objects SegTrack-v2
Method FT PP OF J (%) J Decay(%) F (%) J&F (%) Time(s) J (%) J Decay(%) F (%) J&F (%) Time(s) J (%) J (%)
MSK [34] 3 3 3 – – – – – 79.7 – 75.4 77.5 12 72.6 70.3
MaskRNN [16] 3 3 60.5 – – – 9 80.7 – 80.9 80.8 0.60 – 72.1
OnAVOS [44] 3 3 61.6 27.9 69.1 65.3 13 86.1 5.2 84.9 85.5 13 77.4 –
DRL [12] 3 – – – – – 84.1 – 84.6 84.3 – 78.1 –
Lucid [21] 3 3 3 – – – – – 84.8 – – – ∼ 190 76.2 77.6
OSVOSS [3] 3 3 64.7 15.1 71.3 68.0 – 85.6 5.5 87.5 86.5 4.50 83.2 65.4
CINM† [2] 3 3 3 67.2 24.6 74.4 70.7 ∼ 108 83.4 12.3 85.0 84.2 – 78.4 –
ReID [25] 3 3 67.3 – 71.0 69.1 2.33 – – – – – 79.6 78.7
PReMVOS† [28] 3 3 74.3 16.2 82.2 78.2 ∼ 70 85.5 8.8 88.6 87.0 ∼ 70 – –
MaskRNN [16] 3 45.5 – – – 0.60 – – – – – – –
FAVOS [7] 3 54.6 14.1 61.8 58.2 >1.80 82.4 4.5 79.5 80.9 1.80 – –
CTN [20] 3 – – – – – 73.5 15.6 69.3 71.4 1.33 – –
FAVOS [7] – – – – – 77.9 – 76.0 76.9 0.60 – –
VPN [19] – – – – – 70.2 12.4 65.5 67.8 0.63 – –
BVS [30] – – – – – 60.0 28.9 58.8 59.4 0.37 68.0 60.0
PML [6] – – – – – 79.3 8.5 75.5 77.4 0.27 – –
OSMN [48] 52.5 21.5 57.5 54.8 0.50* 74.0 9.0 – – 0.14 69.0 –
VideoMatch [17] 56.5 – – – 0.35 81.0 – – – 0.32 79.7 –
RGMP [45] 64.8 18.9 68.6 66.7 0.30* 81.5 10.9 82.0 81.7 0.13 – 71.1
Ours− 55.8 24.6 63.1 59.5 0.17 76.2 11.2 77.6 76.9 0.17 77.4 64.6
Ours 63.9 14.4 70.7 67.3 0.29 81.5 5.0 82.7 82.1 0.25 81.1 72.0
Table 2: The effect of different object representations The same MS-
COCO pretrained network is used, without any online adaptation. We use
the 5 nearest neighbours, following [6].
Model J (%) Time(s)
Single prototype 32.9 0.14
5 Nearest neighbours 45.9 5.50
Deep visual words (k = 50) 48.4 0.17
ically stays consistent even though the object as a whole
transforms. And as our online adapatation process retains
a memory of previous visual words, our method can handle
objects disappearing and reappearing (Fig. 6) unlike RGMP.
4.3. Ablation study
This section studies how different design choices in our
algorithm impact overall performance on DAVIS-2017.
Effect of Meta-Learning To evaluate the efficacy of
meta-learning, we evaluated our MS-COCO initialised net-
work and obtained a mean IoU of (J ) of 50.7. Meta-
training significantly improves our IoU to 63.9% (Tab. 1).
Perhaps surprisingly, our initialisation already outperforms
published work like Mask-RNN [16] (Tab. 1). The perfor-
mance of our initialisation leads us to study the effect of our
object representation next.
Object representation We represent the object given in
the first frame of the video with a dictionary of k visual
words in the embedding space. An alternative is to repre-
sent each object with a single vector, i.e. k = 1 (as in Proto-
typical networks [41]). In our case, this prototype is formed
by taking the mean embedding of all pixels of the object la-
belled in the first frame. The other end of the spectrum is to
Table 3: The effect of the size of visual word dictionary on model per-
formance Results are on DAVIS-2017, without any online adaptation.
Dictionary Size (k) 1 5 10 20 50 100 200 400
J (%) 49.9 54.5 54.8 54.9 55.8 56.3 56.3 56.4
Time (s) 0.140 0.168 0.170 0.171 0.173 0.199 0.254 0.373
represent each object with separate embeddings for all of its
pixels, i.e. k = n where n is the number of labelled pixels
in the first frame. This corresponds to the approach of Chen
et al. [6] and also Matching networks [43].
Table 2 compares these approaches for our MS-COCO
pretrained network. It shows that using k = 50 clusters
outperforms both nearest neighbour classification and a sin-
gle prototypical vector per class. This motivates our reason
for using k visual words to represent an object and suggests
why we outperform methods such as [6] in Tab. 1.
Note how matching using our visual words representa-
tion has a similar runtime to a single prototype and is sig-
nificantly faster than performing a nearest neighbour search.
This is because the search time is linear in the number of
pixels, O(n). And like the other approaches we compare to
in Tab. 2, we do the matching at full resolution. The run-
time could be greatly reduced by doing the look-up on a
subsampled image (for example, [6] do the look-up at 1/8
resolution which reduce the time by about a factor of 64).
Effect of visual word dictionary size Table 3 examines
the effect that the number of visual words in the dictio-
nary has on accuracy and runtime on DAVIS-2017. We
can see that accuracy steadily increases as the number of
clusters is increased from k = 1 (which corresponds to
Prototypical networks [41]) and plateaus at k = 50. We
believe that complex objects with high intra-object varia-
tions produce embeddings with multi-modal distributions,
Ours
RGMP
[45]
Ours
RGMP
[45]
Figure 5: Qualitative comparison of our method to RGMP [45]. RGMP obtains good results initially in the video (first two columns), but cannot recover
after making errors (third column). Note how it misclassifies the yellow person (first example) and loses track of the rider (second example). In contrast,
our method overcomes occlusions in all of these cases by robustly matching an object to its constituent parts. Additional results are in the supplementary.
Table 4: The effect of online adaptation on model performance. δ de-
notes the frame interval before every step of online adaptation. Small val-
ues of δ help the model to adapt to quickly changing scenes, but too small
a δ can introduce noise into the visual words. NA: No online adaptation.
Interval (δ) NA 30 20 10 5 2 1
J (%) 55.8 58.6 59.2 61.3 63.9 63.7 62.8
Table 5: The effect of outlier removal and online adaptation
Outlier Removal Online Adaptation J (%)
7 7 55.8
7 3 60.4
3 3 63.9
which is why they are better represented with multiple vi-
sual words. Although increasing k beyond 50 does not sub-
stantially change the accuracy, it does increase the runtime,
which is why we use k = 50 when comparing to existing
methods in Tab. 1. Setting the number of visual words to
n, the number of pixels in the first frame, would amount to
the nearest neighbour search done by [6], which our method
outperformed in Tab. 1.
Effect of Online Adaptation Online adapation, as de-
scribed in Sec. 3.4, updates the dictionary of visual words to
account for appearance changes in the object throughout the
video. Table 4 shows how updating the dictionary,M, im-
proves performance. Smaller values of the update interval,
δ, meansM is updated more frequently and thus helps the
system smoothly adapt to dynamic scenes and fast-moving
objects. However, very small values of δ, such as δ = 1 also
increase the chance of adding noisy visual words, which
may explain why δ = 5 performs the best. The supplemen-
tary shows that this online update is not sensitive to the dis-
tance threshold, α. Table 5 also shows that our simple “out-
lier removal” step improves results as well, by encouraging
spatio-temporal consistency from one frame to the next.
Note that our online adaptation system adds little over-
head as it simply updates the existing dictionary of visual
words. No additional forward or backward passes through
the network are required, unlike methods such as [44].
An experiment about the consistency of visual words
over time is included in the supplementary.
5. Conclusion and Future Work
We proposed a novel representation of objects by their
cluster centroids in the embedding space (visual words)
which correspond to object parts. These visual words were
learned without supervision, using meta-learning to ensure
that the training and inference procedure are identical. Vi-
sual words provide enable more robust matching, as the
appearance of more local parts may stay consistent whilst
the object as a whole deforms or is occluded. Our novel
representation, and meta-training procedure enabled our
method to achieve state-of-art performance on four com-
mon datasets in terms of speed and accuracy trade-offs
(with comparable accuracy to expensive finetuning-based
methods that take at least 8 times longer). Moreover, our
method readily scales to multiple objects in videos, with its
runtime only increasing slightly from single-object DAVIS-
2016 to multi-object DAVIS-2017. Future work is to learn
the number of clusters automatically, and to incorporate
more temporal information into our model.
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Appendix
In this supplementary material, we present more quali-
tative results (Sec. A), additional ablation studies (Sec. B)
and also per-sequence results (Sec. C).
A. Qualitative Results
Figures 6 and 7 present further qualitative comparisons
of our method with RGMP [46]. We compare to RGMP as
it is the closest to us in both accuracy and speed.
The attached video also contains results for the entire
clip.
Ours
RGMP
[45]
Ours
RGMP
[45]
Ours
RGMP
[45]
Ours
RGMP
[45]
Figure 6: Success cases of our method, and comparison to RGMP [45]. In each of these videos, our method is able to accurately track the objects labelled
in the first frame throughout the video. First video: Our algorithm accurately segments the person throughout the video, whilst RGMP cannot deal with the
scale and viewpoint changes of the person and mistakes him for the motorbike. Second video: Our method is able to segment the kite-surfing harness and
wires whilst RGMP loses track of these fine structures. Additionally, note how we are able to segment the heavily-occluded surf-board throughout the video,
unlike RGMP. Third video: Both methods perform well on this example. Fourth video: RGMP loses track of the cyclist from the fourht frame onwards,
whereas our method is robust to this occlusion. Mask propagation methods, such as RGMP, struggle with such occlusions. Our representation of objects as
visual words is more robust in these situations. Full video results of these clips are included in the supplementary video.
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Figure 7: Failure cases of our method and RGMP [45]. First video: Note how our method does not properly segment the green box through the video.
RGMP, on the other hand, loses track of the whole box, and also cannot deal with the two people occluding each other in the last two frames. Second video:
In the fourth and fifth frames, our method confuses the cyclists legs and motorbike. RGMP segments the person properly, but not the entire motorbike.
Third video: Our algorithm struggles to segment the fine structures of the parachute. RGMP, on the other hand, completely loses track of the parachute
after the first frame. Fourth video: Our segmentation of the bicycle (particularly its spokes) is not very accurate. RGMP, on the other hand, makes a larger
error between the bicycle and person when they occlude each other from the third frame onwards. Full video results of these clips are included in the
supplementary video.
B. Additional ablation studies
In this section, we present an additional experiment on
the temporal consistency of our visual words, the effect of
online adaptation and the size of the visual word dictionary.
B.1. Temporal consistency of our visual words
In this experiment we aim to infer whether our visual
words remain in the same region/part on the object through-
out the video. We use the Physical Parts Discovery Dataset
[10] for this experiment. This dataset contains videos for
two object classes, namely, “tiger” and “horse”. There are
16 videos for each class, with 8 videos with the animal fac-
ing right and the other 8 videos with the animal facing left.
Ground truth annotation for 10 body parts of the object is
provided for a subset of frames in the video.
We use this dataset, as it is the only one that we are aware
of that annotates the parts of an object throughout the video.
However, as our method produces object parts in an unsu-
pervised manner, we first form a mapping from each of our
visual words to a ground truth object part. Thereafter, we
evaluate the consistency of these visual-word-to-object-part
mappings over time.
Mapping visual words to ground truth object parts We
initially run our algorithm on the first frame of the video, to
obtain k visual words for the object. We then map each
visual word to a ground truth object part. This assignment
is done based on the majority vote from all the pixels in that
visual word, i.e. a visual word is assigned to the part which
it has the maximum spatial overlap with it. This is then the
ground truth assignment of the visual words to the object
parts and will be used next for evaluation.
Evaluation For all other frames of the video, we run our
method and match each pixel to a visual word of the object.
We then find the part that these visual words now belong
to, which is following the previous paragraph performed
according to the maximum spatial overlap. We then cal-
culate how many visual words still belong to the part that
they were assigned to in the first annotated frame. The per-
centage of these consistent mappings, averaged over the en-
tire dataset, is our performance metric, which we denote the
“Part consistency score”. This metric measures the consis-
tency of our visual words over time, as it indicates if a visual
word is still in the same region of the object as it was in the
first frame.
Results Table 6 performs this experiment for different
numbers of visual words, k. For k = 10, the accuracy
is 77.4%, showing that our method is indeed consistently
tracking parts of the object. This is also shown visually in
Fig. 8 and in the supplementary video. Table 6 also shows
Table 6: Part consistency score as a function of the number of visual
words, k. The relatively high score (the maximum is 100) suggests that
our method indeed forms visual words that consistently correspond to the
same parts of the tracked object throughout the video. This is performed
on the Physical Parts Discovery Dataset [10].
Dictionary Size (k) 10 15 20 30 40 50 60 80 100
Part consistency score (%) 77.4 75.1 74.1 71.9 71.1 71.1 70.9 69.9 69.6
that the part tracking accuracy decreases as k is increased.
We believe this is because each of the regions corresponding
to a visual word decreases as k is increased, and thus there
is higher variance in visual-word-to-object-part mapping.
B.2. Effect of α on online adaptation
Figure 9 shows the effect of the distance threshold dur-
ing online adaptation, α, on the accuracy of our method on
DAVIS-2017. It shows that our algorithm is robust to the
choice of alpha, performing similarly in a wide range of
values when α lies in the interal [0, 0.7], thus motivating
our decision to use α = 0.5 in our experiments. Although
our method is tolerant to a wide range of α values, setting
it too high (α ≥ 0.8) introduces noisy visual words into the
online adaptation process which harms performance.
Figure 10 also shows an example of the online adaptation
of our model on the DAVIS-2017 dataset.
B.3. Effect of visual word dictionary size
Table 3 of the main paper already showed the effect of
the visual word dictionary size on performance. Figure 13
examines this in more detail by showing the accuracy (mea-
sured by the IoU, J ), the runtime in seconds and the mem-
ory consumption as a function of the size of the visual word
dictionary. We can see that the accuracy starts saturating
after around k = 50 clusters. However, the runtime and
memory consumption increase linearly as the number of vi-
sual words is increased. This motivates our decision to use
k = 50 clusters, as it provides a good balance between ac-
curacy and speed.
Additionally, Fig. 11 presents some of the visual words,
corresponding to object parts, that are automatically learned
by our model.
Finally, Fig. 12 shows the qualitative effect on our fi-
nal segmentation results by increasing the number of visual
words in the dictionary.
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Figure 8: Qualitative examples of our experiment on the temporal consistency of visual words on the Physical Parts Discovery (PPD) Dataset [10]
Note how the visual words that our model learns in an unsupervised manner (third row) are consistent over time. The PPD dataset contains ground-truth
annotations for animal classes (second row) which we leverage for our experiment. Note that our visual words will not correspond exactly to the ground
truth parts as we learn our visual words in an unsupervised manner.
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Figure 9: The effect of the α hyper-parameter used in the online adaptation of on our method. Note how our IoU on the DAVIS-2017 validation set
barely changes for α ∈ [0, 0.7] showing that our algorithm is not very sensitive to this hyper-parameter.
Figure 10: The effect of online adaptation on the representation of dynamic objects. As the object pose changes over time, newer visual words (denoted
by gray and light-blue colors) are learned and added to the dictionary of visual words.
Input image Visual words Final segmentation
Figure 11: Visual words formed by our model. Each row represents a video from DAVIS-2017 dataset, with the original image (left), the object parts
formed by our model in different colors (middle), and the segmentation output (right) obtained using our model. It can be seen that our model forms
meaningful visual words which represent body parts in objects.
Original Image k = 1 k = 3 k = 50
Figure 12: The effect of visual word object representation on qualitative segmentation outputs. This figure shows that increasing the size of the visual
word dictionary (K) improves the representation of the object, and thus improves segmentation outputs (qualitative). This is because it can better capture the
intra-object variance. For instance, the lost face of the human in yellow (first row), the lost tail of the dog (third row), and the missing legs of the horse (last
row) have been recovered in the last column (50 visual words), because of this property. Similarly, our method can address partial occlusions by representing
different object parts using visual words, and tracking them robustly over the video (fourth row). All the visual words are learned in an unsupervised manner
to represent object parts, as described in the main paper. The results are obtained without any fine-tuning.
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Figure 13: The effect of visual word dictionary size hyper-parameter on our algorithm’s accuracy (IoU), runtime (s) and memory consumption
(GB). The accuracy, in terms of the IoU (J ) starts saturating around k = 50. However, the runtime and memory increase linearly with the number of
clusters, k. As a result, we use k = 50 which provides a good balance between accuracy and speed.
C. Per-Sequence Results
Table 7: Per-sequence video object segmentation results for DAVIS-2016 [35] dataset.
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F 0.98 0.77 0.70 0.85 0.92 0.99 0.98 0.81 0.95 0.72
J 0.94 0.55 0.69 0.81 0.96 0.96 0.94 0.81 0.93 0.65
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Table 8: Per-sequence video object segmentation results for DAVIS-2017 [36] dataset.
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F 0.70 0.87 0.90 0.58 0.59 0.49 0.60 0.60 0.93 0.89 0.45 0.41 0.56 0.84 0.77
J 0.68 0.91 0.86 0.62 0.56 0.60 0.65 0.75 0.78 0.67 0.46 0.45 0.60 0.81 0.76
Sequence Kite
-Su
rf 1
Kit
e-S
urf
2
Kit
e-S
urf
3
Lab
-Co
at 1
Lab
-Co
at 2
Lab
-Co
at 3
Lab
-Co
at 4
Lab
-Co
at 5
Lib
by
1
Loa
din
g 1
Loa
din
g 2
Loa
din
g 3
Mb
ike-
Tri
ck
1
Mb
ike-
Tri
ck
2
Mo
tocr
oss-
Jum
p 1
F 0.67 0.26 0.94 0.44 0.51 0.49 0.41 0.62 0.91 0.89 0.55 0.89 0.75 0.76 0.57
J 0.28 0.16 0.72 0.07 0.13 0.55 0.43 0.66 0.76 0.93 0.47 0.84 0.62 0.75 0.48
Sequence Mot
ocr
oss-
Jum
p 2
Par
agli
din
g-L
aun
ch
1
Par
agli
din
g-L
aun
ch
2
Par
agli
din
g-L
aun
ch
3
Par
kou
r 1
Pig
s 1
Pig
s 2
Pig
s 3
Sco
oter
-Bla
ck
1
Sco
oter
-Bla
ck
2
Sho
otin
g 1
Sho
otin
g 2
Sho
otin
g 3
Soa
pbo
x 1
Soa
pbo
x 2
Soa
pbo
x 3
F 0.52 0.84 0.83 0.58 0.95 0.55 0.62 0.84 0.77 0.77 0.31 0.55 0.68 0.82 0.81 0.84
J 0.69 0.77 0.58 0.15 0.90 0.52 0.48 0.93 0.64 0.80 0.33 0.59 0.44 0.84 0.75 0.76
Table 9: Per-sequence video object segmentation results for Youtube-Objects dataset [37, 18].
Sequence Aeroplane Bird Boat Car Cat Cow Dog Horse Motorbike Train
J (%) 87.1 84.7 81.0 82.9 78.8 76.3 80.3 72.9 77.8 89.5
