e
= error in prediction e XV = cross-validation error R = correlation coefficient between the absolute value of the errors and the square root of the prediction variance R XV = estimator for R based on cross validation s I. Introduction T HE use of surrogates for facilitating optimization and statistical analysis of computationally expensive simulations has become commonplace [1] [2] [3] [4] . They offer easy-to-compute prediction and in some cases (such as kriging [5, 6] and polynomial response surfaces [7, 8] ), they also furnish the prediction variance as a measure of uncertainty [9] . Figure 1a illustrates the concepts of prediction and prediction variance. Adaptive sampling and optimization methods use the prediction variance to select the next sampling point. For example, the Efficient Global Optimization (EGO) [10] and the Enhanced Sequential Optimization [11] algorithms use the kriging prediction variance to seek the point of maximum expected improvement as the next simulation for the optimization process. For such methods, it is important to assess the accuracy of the prediction variance; but presently, this is not available (although there is work on how to improve the uncertainty structure [12] ). Cross validation is a standard tool for estimating the mean square errors (see the Appendix), thus the quality of the fit; and it can be used for selecting surrogates in a set [13] [14] [15] . Cross validation divides a set of p data points into k subsets. The surrogate is fit to all subsets except one, and the error is checked in the subset that was left out. This process is repeated for all subsets to produce a vector of cross-validation errors, e XV . Figure 1b illustrates cross validation when only one point is omitted.
We propose using cross validation for estimating the correlation between the prediction variance and the errors. Specifically we propose to use the correlation between the absolute values of the cross-validation errors and the square root of the prediction variance at the points that were left out.
II. Correlation Between Square Root of Prediction Variance and Absolute Errors
There are many possible measures of the quality of the prediction variance (e.g., based on test points we could compute the ratio between integrated square errors and integrated prediction variance, or the mean ratio between absolute errors and square root of prediction variance). However, here we focus on correlation as a possible indicator of usefulness. We calculate the correlation between the square root of the prediction variance, s, and the absolute value of the error in prediction, jej ‡ :
During the process of cross validation, at the points that were taken out, we compute both errors and prediction variance. Once repeated for all subsets, we have vectors of cross-validation errors e XV and prediction variances s 2 XV . Figure 1c illustrates the concepts of e XV and s XV . In this work, we used the leave-one-out cross-validation for computing e XV and s XV . This can be expensive for surrogates such as kriging. Congdon and Martin [16] presented a cheap-to-compute alternative to the computation of both e XV and s 2 XV for kriging models (they discuss how these measures can be used to assess the quality of the fit). The correlation coefficient using cross-validation data is given by
We propose that 1) R XV can be used as an estimator of R; and 2) R XV can be used to rank different surrogates according to how well their prediction variance correlates with the errors in prediction. Table 1 gives details about the different basic surrogates used during the investigation. The DACE toolbox of Lophaven et al. [17] and the SURROGATES toolbox of Viana [18] were used to execute the kriging and polynomial response surface algorithms, respectively. The SURROGATES toolbox was also used for easy manipulation of the surrogates. We create different kriging surrogates by varying the regression models.
III. Numerical Experiments
The quality of fit, and thus the performance, depends on the design of experiment (DOE). Hence, for all test problems, a set of 1000 different Latin hypercube designs [19] were used to average out the DOE dependence of the results. We used the MATLAB function lhsdesign, set with the maxmin option with 1000 iterations to generate the DOEs for fitting.
As test problems, we employed the following two analytical functions, widely used as benchmark problems in optimization [20] Full second-and third-order (PRS2 and PRS3, respectively) polynomial response surface. 5 PRS3 
To investigate the effect of the point density, we fitted the BraninHoo function using both 20 and 42 points and the Hartaman6 function with 56 and 110 points. Figure 2 illustrates through boxplots how changing the DOEs impacts R of different surrogates. We see that the correlation can be substantially smaller than 1, meaning that the prediction variance does not always describe well variations of the actual errors. As expected, the sparseness of the DOE in the six-dimensional space negatively affects both the kriging and polynomial response surface prediction variances. In fact, R is mostly below 0.5. We can also see that the best surrogate in terms of the correlation depends on the problem. Apparently, with sparse data sets, the correlation improves with order of the trend. The Branin-Hoo function fit with 20 points corresponds to a relatively dense set of points (and then there is a marginal difference between the different kriging models). For the Hartman6 function, where data are sparser because of dimensionality, PRS2 is almost as good (and sometimes even better) in terms of the correlation as the best kriging surrogate. This may indicate that, in high dimensions, polynomial response surfaces may be useful with optimization algorithms that use the uncertainty structure. Figure 3 illustrates how well R XV estimates R. Figures 3c and 3d show that with sparse data sets, R XV is only a rough estimate of R (even though it becomes better with more points).
IV. Results and Discussion
When multiple surrogates are available, we investigate if R XV can be used to detect which surrogate has the prediction variance that better correlates with the absolute errors. Figure 4 illustrates this idea with the scatter of R XV and R in a single DOE of the Branin-Hoo Fig. 3 Boxplots of the ratio between R XV and R out of 1000 DOEs. function fit with 20 points. We can see that the values of R XV and R are not the same (and sometimes not even close, as in the case of krg2) and the surrogates with the best R XV and R are not the same. Nevertheless, selection based on R XV (krg0) and R (krg1) have comparable performance in terms of R (values are close, R 0:82 for krg0 and R 0:84 for krg1). If this happens for the set of studied problems, we consider that our approach succeeds in selection. Figure 5 shows the 25 50 75 percentiles of the R values (out of 1000 DOEs) for surrogates picked according to different criteria (including both prediction and prediction variance). Unexpectedly, the surrogates chosen based on the prediction (surrogates with smaller values of e RMS or PRESS RMS ) offer a rather poor performance in terms of the correlation between absolute errors and square root of the prediction variance. Figure 5 confirms our expectations showing that R XV is more successful for selecting the surrogate with good correlation of error and prediction variance than both PRESS RMS and the e RMS .
V. Conclusions
We proposed using cross validation for estimating the correlation between the absolute value of the errors and the square root of the prediction variance. The approach was tested on two algebraic examples for kriging and polynomial response surface surrogates. For these examples we found that while we may obtain only a rough estimate of the correlation between their prediction variance and actual absolute errors, we succeeded in selecting surrogates with good correlation. Surprisingly, 1) the statistically based prediction variance may not always correlate well to the errors; 2) the surrogate with the most accurate predictions did not necessarily have the best correlation; 3) with sparse data sets, the trend function influenced the quality of the correlation of kriging surrogates; and 4) the uncertainty structure of polynomial response surfaces was almost as good as (and sometimes better than) the best kriging surrogate.
Appendix: Root Mean Square Error (RMSE) and Prediction Sum of Squares (PRESS)
In this paper, when we check the accuracy of a surrogate, we compute the RMSE by Monte Carlo integration at a large number of p test test points:
where e i y i ŷ i is the error associated with the prediction,ŷ i , compared to the actual simulation, y i , in the ith test point. 
