We give equivalent characterizations for those n x n complex matrices A whose unitary orbits %?(A) and C-numerical ranges WC{A) satisfy ei8&(A) = f/(A) or e'e WC(A) = WC(A) for some real 0 (or for all real 0 ). In particular, we show that they are the block-cyclic or block-shift operators. Some of these results are extended to infinite-dimensional Hubert spaces.
INTRODUCTION
Let C" be equipped with the standard inner product (•, •) defined by (x, y) = v*x for all x , y eCn. For any A e C"x" , the unitary orbit of A is the set (A) = {UAU*:UeCnxn, U*U = I}.
If we regard A as a linear operator on C" , then %(A) is the collection of all matrix representations of A with respect to different orthonormal bases of C" . In order to understand the properties of A , it is useful to study its unitary orbit. This is especially true when those "orthonormal bases-free" properties are concerned. For example, to conclude that A, ßeC"x" are not the same linear operator represented in different orthonormal bases, one has to show that W(A)¿,1f(B).
Another tool for studying the properties of A e Cnx" is the (classical) numerical range of A , which is defined and denoted by W(A) = {x*Ax:xeC", x*x=l}.
There is extensive literature on the numerical range, and many nice results have been obtained (e.g., see [3] and its references). In particular, many of these results show the interesting interplay between the geometrical properties of W(A) and the algebraic and analytic properties of the matrix A. For examples, W(A) is a singleton set if and only if A is a scalar multiple of the identity matrix; W(A) is a segment on the real line if and only if A is hermitian; if A is normal then W(A) is just the convex hull of its eigenvalues; etc. Suppose we use the same symbol (•, •) to denote the standard inner product on Cn n defined by (A, B) = Xr(B*A), and let Exx be the n x n matrix with 1 as the (1,1) entry and 0 elsewhere. Then W(A) = {Xr(ExxUAU*)\ U*U = /} = {(X, Eu): X e %?(A)}.
Hence W(A) can be identified with the image of i/(A) when projected onto the subspace spanned by Exl . As W(A) already carries a great deal of information on A, one would naturally consider other rank-1 projections and expect that the images of %(A) under these projections would carry more information on A or í¿(A). This gives rise to the following definition of the C-numerical range of A , which is introduced by Goldberg and Straus [4] ; for C e C"xn , WC(A) = {XT(CUAU*): U*U = /}.
As rVc(A) = {{X, C*)\ X € &(A)}, WC(A) can be viewed as the (linearly scaled) image of %f(A) when projected onto the subspace spanned by C*. As a matter of fact, many interesting results, which relate the geometrical shape of WC(A) with the algebraic or analytic properties of A , have been obtained for this generalization of the numerical range. For example, it has been shown that WC(A) is a singleton set if and only if A or C is a scalar multiple of / ; WC(A) is a nondegenerate line segment in the complex plane if and only if each of A and C is normal (but not a scalar multiple of /) and has collinear eigenvalues [5, 7] . Some other related results can be found in [6, 8] . In this paper we do research along a similar line. We characterize in §2 those matrices A for which eWWc(A) = WC(A) for all C e C"x" for some real 6 (or for all real 6). There are several alternative descriptions for such matrices. For example, they are precisely those matrices A whose unitary orbits satisfy e' %(A) = *2¿(A), and they are the block-cyclic or block-shift operators. Here, a block-cyclic (or block-shift, respectively) operator A on C" is one that satisfies A(S¡) c S¡,, for i -1, ... , m -1 , and A(Sm) C Sx (or A(Sm) = 0, respectively) for some direct sum C" -Sx © • • • © Sm of mutually orthogonal subspaces. This includes the weighted cyclic (or weighted shift, respectively) operators A defined by A(x¡) = a¡x¡+x , / = 1, ... , n -1 , and A(xn) = anxx (or 0, respectively), for some orthonormal basis {xx, ... , xn) of C" and a,, ... , an € C. In §3, we consider the same problem in infinitedimensional Hubert spaces instead of C" . Some of the results in §2 are extended there.
Main results (finite-dimensional
case)
The result below gives equivalent characterizations for matrices which have circular symmetry on their unitary orbits or C-numerical ranges. In particular, it shows that these matrices are exactly the block-shift operators. Theorem 2.1. Let AeCnx".
The following conditions are equivalent.
(a) eie&{A) = <%{A) for all 6 e R. (b) eie%(A) = %f(A) for some 6 e R with eike ¿\ for all k=\, ... , n. This implies e'V(/i) € ^(¿). Proof. Suppose A satisfies any of the equivalent conditions in Theorem 2.1. Then there exists some unitary U such that U AU* = M = (Mk() satisfies condition (e) in Theorem 2.1. For any C e C"x" , let V be unitary such that V*CV is in lower triangular form. Then, since M is lower triangular with all diagonal elements zero, we have 0 -Xx((V*CV)M) = Xr((V*CV)(UAU*)) = Xr(C(VU)A(VU)*) 6 WC(A). As the unitary group {Í7 e Cnxn: U*U = 1} is compact and connected, so is WC(A). Now that WC(A) is compact and connected, contains the origin, and satisfies condition (c) of Theorem 2.1 (which is equivalent to all other conditions in the theorem), it follows that WC(A) is a compact circular disc on the complex plane centered at the origin. Therefore condition (g) holds. By taking C = A* , we then have condition (h). That (h) implies condition (d) of Theorem 2.1 is obvious.
Also, it is clear that (g) implies (i). Conversely, if condition (i) holds, then, if)
by considering e C instead of C in (i) for various 6 e R, (g) also holds. D
In conditions (b) and (d) of Theorem 2.1, the real scalar 8 satisfies e / 1 for all k = \, ... , n . One may consider the case when 6 is such that e'm -1 for some 1 < m < n . By arguments similar to those in the proof of Theorem 2.1, we obtain the following characterizations for those matrices whose unitary orbits or C-numerical ranges have some weaker symmetry properties. It turns out that, instead of the block-shift operators in the case of Theorem 2.1, these matrices are the block-cyclic operators. is a circular disc (the center of which may not be the origin) for all C e C"x". Does the converse hold? (Ill) By a result of Westwick [10] (see also [9] ), if C = aK + ßl where a , ß e C and K is hermitian, then WC(X) is convex for any X e C"x". By the discussion in (II), if C = A + ul where A satisfies any of the equivalent conditions in Theorem 2.1 and Corollary 2.2, then WC(X) is also convex for any I e C"x". It would be interesting to identify more matrices C for which WC(X) is convex for all X.
Extension to infinite-dimensional case
Let H be a Hubert space and ¿8(H) the set of all continuous linear operators on H. As the case of dim H < oo (i.e., H is isomorphic to C" for some n) is already treated in §2, we may well assume that H is infinite-dimensional in this section, though all the arguments below are still valid even if H is of finite dimension. Let A and At (t > a) be in 38(H). We write s. limr, aAt = A if lim/Vj ||(^-/4)j£:|| = 0 for all x e H. An operator U € 38(H) is called unitary if U*U = UU* = I. Similar to that in the previous sections, the unitary orbit of A e 38(H) is defined as 2¿(A) = {UAU*: U is unitary}. For a given real iß 8, we shall study the condition e %/(A) = %f(A) and try to give equivalent characterization for those A which satisfy it.
The following spectral resolution formula for unitary operators on H is well known (e.g., see [11] ). Lemma 3.1. Let U e 38(H) be unitary. Then it admits a spectral resolution U = f0" e" dPt, where the integral is the norm-convergence limit of the corresponding Riemann sums, and {Pt: t e [0, 2n]} is a family of orthogonal projections on H which satisfy Moreover, U" = JQ n e"" dPt for all integers n . In particular, U* = JQn e~" dPt.
Let {Pt: t e [0, 27i]} be a family of orthogonal projections on H which satisfies (2). For any 0 < a < b < 2n , define P(a ,b] -Pb -P. The following lemma is easy to verify. We remark that some of the operators P(ak_x, ak] in Lemma 3.2(a) may be zero.
Lemma 3.3. Let U be a unitary operator on H which admits the spectral resolution described in Lemma 3.1. Then for any 0 < a < b < 2n, Notice that some of the subspaces Sk in Theorem 3.5(b) may be zero. With this in mind, one may apply Theorem 3.5 (which is true no matter whether H is infinite-dimensional or not) to prove part of the statement in Theorem 2.1. For example, if condition (b) of Theorem 2.1 holds for an A g Cnx" and a real 0 such that e' has finite order m > n , then, by Theorem 3.5, C" can be factored into a direct sum C" = Sx © ■ ■ ■ © Sm of mutually orthogonal subspaces such that (5) holds. However, since m > n , at most n of the Sk 's can be nonzero. By suitably renaming the Sk 's, one gets (f) of Theorem 2.1. Of course, in the finite-dimensional case, we would prefer the original proofs given in §2 for their simplicity and algebraic nature.
Finally, we point out the following open questions. 
