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can be extracted from these data. We provide tips for data submitters and users, including specific
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Abstract
More than 15 petabases of raw RNAseq data is now accessible through public
repositories. Acquisition of other ’omics data types is expanding, though most
lack a centralized archival repository. Data-reuse provides tremendous oppor-
tunity to extract new knowledge from existing experiments, and oﬀers a unique
opportunity for robust, multi-’omics analyses by merging metadata (informa-
tion about experimental design, biological samples, protocols) and data from
multiple experiments. We illustrate how predictive research can be accelerated
by meta-analysis with a study of orphan (species-speciﬁc) genes. Computational
predictions are critical to infer orphan function because their coding sequences
provide very few clues. The metadata in public databases is often confusing; a
test case with Zea mays mRNA seq data reveals a high proportion of missing,
misleading or incomplete metadata. This metadata morass signiﬁcantly dimin-
ishes the insight that can be extracted from these data. We provide tips for data
submitters and users, including speciﬁc recommendations to improve metadata
quality by more use of controlled vocabulary and by metadata reviews. Finally,
we advocate for a uniﬁed, straightforward metadata submission and retrieval
system.
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1. Highlights
Tips, tools, and pitfalls in accessing and harvesting knowledge from public
datasets.
Case study using meta-analysis: Exploring the behavior and function of
orphan genes.
Why metadata meta-matters.
Submitting high quality metadata to public archives.
Recommendations to improve the quality and usability of public metadata.
2. Meta-analysis of data with its metadata
2.1. The meta-importance of metadata
Meta-analysis, the systematic combining of data from multiple studies, aids
in developing hypotheses that have greater statistical power than that from a
single experiment alone. As such, it can provide a powerful high-throughput
ﬁrst-pass inference of gene function [1–7].
For some purposes, meta-analysis depend only on data without it’s meta-
data. Computer scientists can represent the patterns in the data without em-
phasis on the biology. Statisticians can evaluate data heterogeneity, determine
value distributions, or compare normalization parameters. Bioinformaticians
can implement high-throughput studies that test general ideas, for example
about patterns and degrees of interactions among genes.
However, for much meta-analysis, the metadata is crucial. From a biol-
ogist’s vantage point, accurate and comprehensive metadata is nearly always
essential for biological insight. We focus here on transcriptomics, because these
data are most bountiful. However, the concepts apply generally to proteomics,
metabolomics, and other omics data, which are rarely archived yet valuable in
molecular function inference [8–10].
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2.2. Using compiled sets of RNA-seq data and its metadata
Meta-analysis of multiple experiments can provide key information about
the function of a particular gene. For example, if statistical analysis of a single
RNA-seq dataset shows that expression of a gene is up-regulated 18-fold when a
plant is under heat-stress, it may not be reasonable to design tests of knockout
mutants of that gene under similar heat-stress conditions. However, if this gene
is upregulated in ten independent studies of heat stress that include various
organs, the gene might be prioritized for a test as to it’s potential involvement in
a heat stress response. If the dataset shows the gene is downregulated in various
mutants of ABA signal transduction, ABA might be mediating the eﬀect; also
a testable hypothesis. If this same gene is down-regulated by aphid infestation
but not by nematodes, this provides yet another piece in the puzzle that can
be addressed experimentally. In the primary publications arising from each
independent study, that gene, one of perhaps many hundreds of genes with
diﬀerential expression, may easily have been ignored.
Likewise, meta-analysis can be used to develop testable hypotheses about
biological systems. For example, it can provide clues about the physiological
signiﬁcance of a biochemical pathway, or the interactions among members of
genes in a gene family, or it can provide a unique gene expression ﬁngerprint of
a particular disease condition versus other related diseases.
Suﬃcient transcriptomic data for meaningful meta-analysis are available for
many organisms. Thousands (eg. maize, yeast, Arabidopsis) to hundreds of
thousands (humans) of individual RNA-seq runs have been deposited in pub-
lic databases. Most are in NCBI/Sequence Read Archives (SRA contained more
than 10 petabases of data as of April, 2017), NCBI/GEO, EMBL/ArrayExpress/ENA
and DDBJ or JGI. [11–22]. These data come from many thousands of studies.
Meta-analyses may be based on a pre-existing compiled data or new dataset.
Public transcriptomics datasets (RNAseq or microarray) composed of data
from multiple experiments have been compiled for several model species and
have led to valuable insights ([1, 11, 12, 16, 17, 23, 24]. Some community
crop databases have similar compilations [25, 26]. Most compiled datasets are
3
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limited in size (generally ranging from 50 to 1000 chips or runs and 4 to 50
experiments). For many species, including some major crops, compiled datasets
are limited or non-existent. There is currently no central repository for large
compiled biological datasets, although many published compiled datasets are
accessible via dispersed project websites, and some links to large datasets are
stored in diverse compilations, e.g., awesome-public-datasets. ([1, 11, 12, 16, 17,
23, 24, 27, 28].
2.3. Creating compiled sets of RNA-seq data and its metadata
A raw dataset can be compiled for meta-analysis. This involves a number
of data normalization decisions. Creating a large dataset from multiple studies
involves choosing which analytical approaches to use to combine the data and
which statistical methods to use for normalization [1, 29–31]. These approaches
have diﬀerent strengths and weaknesses, and are likely to reveal diﬀerent bio-
logical features. At one extreme, individual studies can be separately examined
[32]. Information on expression levels is retained for each study, however, com-
parison of expression across experiments can be misleading and the statistical
power of meta-analysis is lost.
Alternately, experiments can be co-normalized before meta-analysis. For
example, the weighted mean of the correlations from individual studies could
be calculated [32]. In another approach, data from individual studies could be
pooled and then co-normalized using the same method for all runs, transforming
the data to a common range [1, 33, 34]. Using the weighted mean approach re-
veals the most “true” correlation [32]; however, this method misses much about
the biology that can be seen if the pooled method is used. A hypergeometric
analysis of gene ontology (GO) terms [35] of the genes in the clusters obtained
by weighted means method compared to the pooled method revealed both sta-
tistical approaches yield signiﬁcant over-representation of GO terms [32, 33].
To implement meta-analysis, individual runs are grouped into samples, and
the samples into studies. Each run in a study is identiﬁed by its experimental
conditions. This is where accurate metadata describing the biological conditions,
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design, and biological samples comes into the picture. A researcher’s ﬂexibility
and analysis options are greatly increased if s/he has access to a compendium
of data with its comprehensive metadata. Conversely, research is hindered by
an avoidable nightmare: incomplete, incorrect, and inaccessible metadata.
The ATH963 microarray dataset provides an example of how to build a
high-quality dataset and the beneﬁts that can be reaped. All microarray data
available as of 2007 were retrieved from ArrayExpress [1]. After removal of
samples with low replicate quality, this amounted to 71 experiments, 963 chips.
A selection criterion for replicate reproducibility was imposed and samples with
low quality replicates were removed. Data from each chip was normalized, after
removal of outliers, such that the mean relative expression of a gene was a
common value. The data were then pooled. The bottleneck in creating the
dataset were the metadata, which were manually curated after downloading;
this process took months and the end result was still lacking basic information
about many samples. That said, analysis of the ATH963 dataset has led to
hypotheses that have culminated signiﬁcant discoveries [1, 36, 37]. For example,
the surprising prediction that the chalcone isomerase-like FAP genes are involved
in fatty acid metabolism [36]; a prediction that was later experimentally veriﬁed
[38].
2.4. Meta-analysis and visualization
Existing software provides diverse analysis and visualization approaches to
transcriptomics data [10, 25, 36, 39–42]. One example of visualization/analysis
software, MetaOmGraph [1, 43] is a Java software that enables on-the-ﬂy corre-
lations of expression among all genes, as well as data sorting by, e.g., keywords
and accumulation levels. MetaOmGraph empowers biologist’s explanation with
use of metadata and analysis of large datasets. Researchers can analyze the
pre-curated datasets for Arabidopsis that is available on MetaOmGraph, or can
upload and analyze datasets of their own. The software is data-type agnostic,
and can be used to analyze and visualize multiple data types (e.g., microarray,
metabolomics, taxes, RNA-seq, grades, or epidemiology). Datasets can be large
5
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(tens of thousands of samples by tens of thousands of genes). A researcher has
direct access to all the data and metadata in the dataset. The researcher can
calculate correlations on the ﬂy for a selected gene against all other genes, dis-
play interactive results, and can analyze the entire dataset or a selected subset
(e.g., all experiments representing reproductive structures and oxidative stress).
One advantage of this approach is that the researcher drives the analysis, and
can look at large datasets as a whole.
EfP browser [44, 45] is another example of a visualization software. It re-
lies on selected sets of pre-curated, pre-analyzed experiments with high quality
metadata. Rather than create a large combined dataset, experiments are an-
alyzed independently. A biologist selects a gene and gets information about
expression of that gene related to treatments, developmental stages, or organs.
The expression of two genes can be compared, and the data can be displayed
as a heat map of a plant. The datasets are smaller but accessible for download
and metadata is well-curated. The variation among replicates and the details
about the types of treatments are less easily available; the user must download
each data set individually to examine it. This type of approach has the major
advantage that little eﬀort is required to get valuable information. However, if
the experimental data from diﬀerent studies is not combined, the user has less
ability to determine the extent to which a change in gene expression is context-
independent. Most importantly, if the data are not pooled or co-normalized,
comparisons across experiments and experimental treatments can be mislead-
ing. A recent Shiny web application, ScanGEO enables the direct mining of
all RNA-seq data in GEO. Like EfP, the analysis is on a gene-by-gene and
experiment-by-experiment basis.
3. Orphans: New kids on the block
3.1. Something old, something new
The study of orphan genes provides a prime example of how metadata can be
used to reveal gene function. New protein-coding protogenes are continuously
6
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arising from a background of transcriptional and translational chatter [46]. Most
protogenes will not become ﬁxed in evolution, however, some have selective
value and may survive and evolve in structure, expression, and function. Thus,
a given genome is comprised of genes that have emerged and become ﬁxed in the
genome at various times in evolution. Genes that originated early in evolution
are far more likely to be well-characterized than genes of recent origin [47].
Phylostratigraphic analysis, the classiﬁcation of each gene in a species based on
its emergence on a evolutionary time-scale [48], allows a researcher to identify
and focus on genes of recent origin. One category of young genes, orphan genes
(also called species-speciﬁc genes), is deﬁned as genes unique to a given species,
sharing no sequence similarity with genes from other taxa.
Both non-coding and protein coding orphan genes are likely present in every
species. However, non-coding orphans are diﬃcult to identify due to their usual
low similarity to non-coding genes in other species [46]. Furthermore, young
but functional non-coding genes can disappear in the transcriptional noise; as
a result, non-coding genes are seldom predicted or annotated. Protein-coding
orphan genes are somewhat easier to identify than non coding orphan genes
because their ORF can be translated and used as part of the search criteria,
and because ribosomal binding and proteomics can provide additional evidence
that they are translated. Thus, protein coding orphans are partially annotated
in most newly sequenced genomes.
Protein-coding orphan genes comprise ∼1-10 percent of genes in most eu-
karyotic genomes [47]. Using a conservative estimate of 15,000 genes/eukaryotic
species [49], then there will be around 100 to 1000 orphan genes per species.
Assuming there are around 10 million eukaryotic species on earth [50], then the
total number of unique orphan protein sequences will be on the order of 1 to 10
billion.
3.2. What do they do?
Despite the multitude of orphans, only a handful of orphans or other highly
lineage-speciﬁc genes have been studied from a functional perspective [47, 51–
7
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57]. The antifreeze protein of the antarctic iceﬁsh [58–60] and jellyﬁsh toxin
proteins [61] were functionally characterized because of their dramatic prop-
erties; subsequently, these were determined to be orphans. The orphan gene
dauerless, found in the zebraﬁsh relative Pristionchus paciﬁcus, controls the
copy number of a pheromone-related gene, and thereby inﬂuences conversion of
ﬁsh larvae to a stress resistant phenotype [56]. The A. thaliana orphan gene
QQS responds sensitively to biotic insults and interacts with the conserved NY-
Y transcription factor complex to modulate carbon and nitrogen allocation and
total protein content [54, 62].
A study with E. coli showed that targeted expression of about 25 per cent of
randomized ORF-containing sequences induced altered cell growth and response
[63]. This result reﬂects on a global level the potential for function of emergent,
previously non-genic sequences even though they have not been subjected to
selection pressure based on their transcription/translation.
Some orphans are recruited into unique stress responses, development-speciﬁc
pathways, or defense networks - transient conditions where highly-optimized an-
cient proteins might be less dominant among the expressed genes. Such orphans
may be expressed only under very limited developmental contexts or under spe-
ciﬁc environmental conditions [47, 56, 58, 61, 64]. Several plant orphan genes
from Arabidopsis thaliana [47, 51], Oryza sativa [65], Solanum spp. [66], and
legumes [67, 68] have been shown to respond speciﬁcally to various abiotic and
biotic stresses, or to express only in speciﬁc structures.
3.3. Meta-analysis of gene expression data is a best bet for ﬁrst-pass delineation
of orphan function
Ultimately, experiments are required to prove the function of a gene. One
goal of functional annotation is to provide a basis upon which more detailed
experimental studies can be designed. However, a genome’s orphan complement
is usually left with default labels such as “Hypothetical protein” or “Unknown
function”. This is because the standard homology-based inference, so useful for
more established genes, cannot be used for orphan genes, that by deﬁnition have
8
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no homologs. Thus, an alternative strategy is needed.
One approach to narrow in on gene function would be to use high throughput
screens on orphan mutants [69]. However, it is diﬃcult to design the screen or
know what to screen for without prior information.
An alternative would be to infer function from computational analysis of
motifs within the sequence. For example, the presence of signals targeting the
protein for extra-cellular transport [70]. However, such motifs are rare in orphan
genes.
Identiﬁcation of an interacting protein or other molecule could provide an
idea of what biological function an orphan might participate in. Ab initio struc-
tural prediction and subsequent docking simulations could be applied to predict
proteins that an orphan gene might interact with. However, docking simulations
have not yet been applied for any orphans, which are predominantly composed
of “unknown” secondary structure [47], and which have only rarely been puri-
ﬁed for analytical structural determination. Two hybrid screens have been used
in at least one case to determine an interacting protein of an orphan protein
[62, 71].
Another alternative to postulate function is to use high-throughput, homol-
ogy independent data, e.g. ’omics data. Diverse statistical and computational
methods of meta-analysis can emphasize various features of gene expression,
for example, Pearson’s or Spearman’s correlation [1, 72], Markov Clustering
[1], Machine Learning methods [29, 73] or Mutual Information [30, 31]. A.
thaliana orphan genes and other genes of unknown function have been placed
into groups according to co-expression patterns [72] and by co-expression fol-
lowed by Markov Clustering [1]. More comprehensive RNAseq datasets, com-
bined with metabolomics and other ’omics datasets, will enable yet more pow-
erful analyses. Orphans are a wildly deviant group often with a highly variable
pattern of expression [1]; thus, even more than for ancient genes, it is important
to use a wide variety of experimental conditions in any meta-analysis to evaluate
orphan gene function.
9
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3.4. Meta-analysis with exploration to postulate A. thaliana orphan function
A. thaliana has around 1,000 orphans genes [47], which are varied in ex-
pression patterns and levels. Contrary to popular perception, some orphan
genes have high expression under many conditions. Fig. 1 shows 20 of the
orphans from A. thaliana whose transcripts accumulate to high levels under
multiple conditions. The biological samples (X axis) have been sorted by level
of QQS expression (a feature of the MetaOmGraph software [43] that was used
for visualization). Of these 20 orphan genes, only QQS has been functionally
characterized [62, 71]; the other 19 are annotated as, e.g., “unknown protein”.
Figure 1: Expression pattern of 20 promiscuously-expressed orphan genes across multiple
genetic, environmental, and developmental conditions. Samples ordered by expression level
of orphan gene AT3G30720(QQS). Each line represents the expression pattern of a single
orphan gene. X axis is 483 samples. Y axis is gene expression level (mean of replicates).Genes
expression values on each chip are normalized to an average value of 100. ATH963 dataset
[1] is visualized in MetaOmGraph [43]. Mean expression value of genes is normalized to 100
(green arrow).
Fig. 2 depicts the patterns of expression of nine A. thaliana orphan genes
that have sparse expression. Without data from samples of seeds at 8-10 days
after fertilization, the conditions under which the orphan AT1G05450 is highly
expressed, this gene may not have been considered as a gene nor annotated in
the genome (Fig. 2A). Nor would researchers know which tissues to harvest
to search for the presence of a AT1G05450 protein, or how to devise a test for
the biological role for this gene. Clearly, to postulate functions for sparsely
expressed orphans, the biological samples in a meta-analysis must encompass
many environmental, developmental and genetic conditions.
Samples with high accumulation of AT1G31520 transcript are either derived
from pollen or from shoot apical meristem (SAM). It is only because the dataset
being visualized, ATH963 [1], contains samples of apical meristems of rosette
shoots, that a researcher can understand that AT1G31520, though barely ex-
pressed under most conditions, is highly expressed in SAM (Fig. 2B), and that
it might function in that complex progenitor of leaf and stem morphology and
10
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ptLocus ID TAIR Annotation Phylostratum PearsonCorrelation
AT1G31520 Unknown protein Arabidopsis thaliana 1
AT4G19480 Unknown protein Arabidopsis thaliana 0.95
AT3G26920 FBD/Leucine Rich Re-
peat domains containing
protein
Magnoliophyta 0.93
AT3G11490 rac GTPase activating
protein
Eukaryota 0.93
AT3G26120 terminal EAR1-like
1(TEl1)
Eukaryota 0.93
AT1G31430 Pentatricopeptide repeat
PPR-like) superfamily
protein
Eukaryota 0.9
AT1G03445 BRI1 SUPPRESSOR
1(BSU1)
Cellular organisms 0.89
AT5G59900 Pentatricopeptide repeat
PPR-like) superfamily
protein
Eukaryota 0.89
AT5G37620 Cys/His-rich C1 domain
family-zinc ion binding
Embryophyta 0.88
AT4G09455 copia-like retrotransposon
family
NA 0.88
Table 1: The nine genes with expression patterns most highly correlated with A thaliana
orphan gene AT1G31520 across 483 conditions. The phylostratum classiﬁcation is from [47];
the Pearson correlation is calculated using the MetaOmGraph software [43] and is based on
the ATH963 dataset [1].
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metabolism. Likely, using data from only a limited number of conditions led
NCBI AceView [74] to report that the “AT1G31520 gene is expressed at a low
level, only 3.2 percent of the average gene in this release”.
Figure 2: Expression patterns of 9 sparsely-expressed orphan genes across multiple ge-
netic, environmental,and developmental conditions.The need for multiple samples obtained
under a wide range of conditions is clear from the restricted expression patterns of these
genes.Many datasets would not contain the speciﬁc conditions in which a given orphan is
expressed.A)Samples ordered by expression level of orphan gene AT1G05450. AT1G05450
expression is detected in seeds at 8-10 days after pollination.B)Samples ordered by expres-
sion level of orphan gene AT1G31520.All samples that have detectable AT1G3152 expression
are either meristems or pollen.Each line represents the expression pattern of a single orphan
gene.X axis is 483 samples.Y axis is gene expression (mean of replicates). ATH963 dataset [1]
is analyzed, sorted and visualized in MetaOmGraph [43]. Mean expression value of genes is
normalized to 100 (green arrow).
To determine which, if any, genes might be expressed under the same con-
ditions as AT1G31520, the MetaOmGraph software [43] was used for a corre-
lation analysis of the accumulation of the AT1G31520 transcript as compared
to the other 22,000 genes represented on the Aﬀymetrix chip. The expression
of AT1G31520 is highly correlated with nine other genes in the Arabidopsis
genome across the varied experiments and conditions (Table 1). Those among
the correlated genes that have any annotated function appear to be involved in
regulatory processes. One such gene, BRI1 suprressor BSU1, is a member of
the 4-gene Protein Phosphatase with Kelch-Like repeat domains (PPKL) fam-
ily; the proteins from this family form homo- and hetero-oligomers, complexes
that are needed for brassinosteroid signaling [75]. BUS1 inhibits BR signal-
ing by dephosphorylating BR-signaling kinase BIN2, and hence targeting it for
degradation [76–78]. Interestingly, until functional studies indicated otherwise,
BSU1 was annotated as a “Hypothetical protein” with minimal evidence for its
expression [79]. These results might lead a researcher to investigate a potential
role of AT1G31520 is relation to BR signaling in SAM.
Fig. 3 shows the pattern of expression of AT1G31520 and these nine co-
12
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expressed genes. The data is sorted according to terms in the metadata. (These
sort terms were chosen based on the metadata from the Fig. 2B samples that
showed high AT1G31520 accumulation.)
Fig. 2A indicates that some of the samples with signiﬁcant accumulation of
the AT1G31520 transcript are pollen; however, it is also possible that other sam-
ples of pollen did not accumulate AT1G31520 transcript. Perhaps AT1G31520
accumulation is speciﬁc only to mature pollen, or pollen developing under some
particular environmental condition. Fig. 3A shows the 483 Arabidopsis samples
after sorting to bring near the Y axis any study with the word “pollen” in it.
Three studies, each with samples from multiple ﬂowers parts, including pollen,
petal, carpel, stamen and sepal, were identiﬁed in this sort. Stamen (which
contain pollen) showed slight peaks of AT1G31520 accumulation; the samples
composed exclusively of pollen show much higher peaks. The other ﬂower parts
did not have detectable AT1G31520 expression. Based on this somewhat limited
set of pollen samples, AT1G31520 was expressed in pollen under all conditions
tested but not in the rest of the ﬂower.
In Fig. 3B, the terms “apical” OR “apex” were used to identify samples
containing meristems; these would include SAM as well as samples from root
meristem, inﬂorescence meristem, etc. Of the 483 conditions in this dataset, the
highest expression of AT1G31520 was in SAMs of Col-0 seedlings grown under
long days or continuous light. All SAM samples showed high AT1G31520 accu-
mulation. Neither inﬂorescence meristems nor root meristems of Col-0 plants
showed detectable expression of AT1G31520. SAMs from seedlings in ler, CS175
or CS184 showed little detectable expression of AT1G31520. Furthermore, all
SAM samples from Col-0 plants showed high AT1G31520 accumulation.
The conditions under which a given orphan gene is expressed, and the genes
of known function with which it is co-expressed, have enabled functional pre-
dictions in at least one case. Meta-analysis of the ATH963 dataset provided a
key to elucidating the function of the QQS orphan gene in carbon and nitro-
gen allocation and stress response [54, 62], predictions that were experimentally
veriﬁed [47, 62, 71, 80]. Meta-analysis also led to the hypothesis that the SAQR
13
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Brassicaceae-speciﬁc gene is involved in the senescence response [55].
Figure 3: Genes with expression most highly correlated to the orphan gene AT1G31520.
Annotations and Pearson correlations of the mostly highly co-expressed genes are shown in
Table 1. A) Samples sorted according to key term “pollen”(grayed region). B) Samples sorted
according to key terms “apical” OR “apex”(grayed region). The 9 genes shown are those
among the 22,000 represented on the Aﬀymetrix chip with the highest Pearson correlation
to AT1G31520 across all samples.Each line represents the expression pattern of a single gene.
X axis is 483 samples. Y axis is gene expression.ATH963 dataset [1] is analyzed, sorted and
visualized in MetaOmGraph [43].Mean expression value of genes is normalized to 100 (green
arrow).
Thus, though orphans lack phylogenetic context, meta-analysis of transcrip-
tomics data and metadata can provide a powerful high-throughput approach to
place them in a physiological context. Genes can be clustered based on expres-
sion proﬁle and these clusters of co-expressed genes (also referred to as regulons)
can be linked to a potential physiological or developmental phenomenon based
on the metadata of the samples with high expression of the gene of interest and
the identity of other genes in the co-expression regulon. Orphans in such clus-
ters can be considered as candidates for targeted experimental analysis. The
more comprehensive the data and metadata, the more potential for an accurate
functional hypotheses.
4. Standardization and simplification of metadata, its submission and
retrieval
As exempliﬁed for the orphan genes of Figs. 2 and 3, an ’omics-based ap-
proach to predict gene function is dependent on high quality and complete
metadata. Community eﬀorts have led to development of standards for bio-
logical and analytical metadata [12, 81, 82]. MIAME [81], the seminal eﬀort,
describes microarray metadata standards, stating that “metadata should in-
clude the type of the experiment (such as normal-versus-diseased comparison,
time course, dose response, and so on) and the experimental variables (... time,
dose, genetic variation or response to a treatment or compound)” [81]. These
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Figure 4: IDs used by major data/metadata submission systems for transcriptomics studies.
The IDs are automatically assigned by the databases during the submission process; the
deﬁnitions are those provided by the databases [83–87]; the notes are our comments. The
column “as deﬁned by SRA” includes the explanations of these concepts as provided by two
diﬀerent web pages within SRA. NP, Not Present.
standards do not reﬂect the quality of much of the real-world metadata submis-
sions in major databases. Metadata quality could be greatly improved by 1)
more thoughtful use of the extant database submission systems by the submit-
ter, and 2) improvement in submission system infrastructures and explanations
by the database. Section 4 provides some tips for ﬁrst-time metadata submitters
and retrievers to facilitate data reuse.
4.1. Submission
The data/metadata submission process can be complex. There are currently
a variety of ways by which RNAseq data and metadata can be submitted to a
public repository, and they are not all created equal. GEO, SRA and Array-
Express house the major submission systems, and the metadata and data are
theoretically synchronized across them. Data is assigned IDs and stored in
GEO, SRA, BioProject and BioSample for NCBI submissions and in ArrayEx-
press and ENA for EMBL database submissions. Fig. 4 compares the naming
hierarchy across each of these databases, as deﬁned in the user interface of
that database. Multiple terms are used to refer to the same concept across the
various databases; in this paper we use consistent terminology to minimize con-
fusion. The various IDs assigned by NCBI/GEO, SRA, BioProject, BioSample
and EMBL databases(ArrayExpress, ENA) sometimes appear to refer to the
same information. Most notably confounding, the term “experiment” is used
to refer to a “study” in ArrayExpress, but elsewhere “experiment” is used to
refers to a subcategory of a sample: “unique sequencing results for a speciﬁc
sample” (SRA) or “An experiment contains information about the sequencing
experiments” (ENA).
15
Page 16 of 55
Ac
ce
pte
d M
an
us
cri
pt
4.1.1. Submitting via GEO: Highly Recommended.
RNAseq short read data, processed data, and metadata can be submitted
via GEO [88] or directly to SRA. The GEO submission format uses a single
spreadsheet (excel or tsv) for each analytical Platform. Thus, all metadata about
a study and its samples are in one place and easily compared (Supplementary
ﬁle 1 has the template ﬁle along with two example sheets). The GEO portal
prompts the submitter to select a template spreadsheet ﬁle based on the type of
Platform used (e.g., Aﬀymetrix, Agilent, Illumina, Nimblegen). The template
spreadsheet varies according to the Platform. GEO has clear explanations of
each metadata ﬁeld in the spreadsheet (Series, Samples and Protocols) [89].
Each GEO spreadsheet contains columns for the submitter to enter all meta-
data concerning the study and its samples. The Summary ﬁeld details the study
goals and provides a description of the study. The Overall Design ﬁeld enables
submitters to describe the numbers and arrangements of samples, replicates,
controls; Overall Design is important to understand the experiment and assess
its quality. The Protocol ﬁeld (total mRNA-seq, ribosomal footprinting, small
RNA-seq, etc.), is a critical ﬁeld for any future meta-analysis.
One downside to the GEO submission system is that there is no ﬁeld in which
to enter a Secondary Accession. A Secondary Accession would provide links to
the same data in other databases, such as DDBJ or EBI. When contacted by
email, GEO staﬀ indicated that a secondary accession “could be added to the
Overall Design or Summary ﬁeld”, and indicated that it was “not their prior-
ity” to provide metadata for meta-analysis. (Although, the submitter could be
encouraged to add any applicable Secondary Accession by a mouse-over prompt,
which would take maybe 30 minutes of time for a GEO programmer).
GEO’s template ﬁle has ﬁelds for user-designated characteristics:tag that
are speciﬁc to each sample (Supplementary ﬁle 1 is a template ﬁle for GEO
submission). Some recommended example for the ﬁeld characteristics:tag are
provided. Because the GEO submission is via spreadsheet, a submitter knows
at one glance what s/he has entered, and can easily change errors before sub-
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mission. The ﬁnal step is submitting the spreadsheet along with the raw and
processed data ﬁles in a zip ﬁle to the GEO portal. Raw data for runs are
automatically ported to the SRA database and assigned SRR-IDs (Fig. 4).
4.1.2. Submitting via SRA: not recommended
Submitting sequence read data and metadata via SRA [90] is complex, and
involves the submitter ﬁlling out a series of web pages and spreadsheets, some-
times with multiple choices as to which should be completed next. Information
about the submission process is dispersed across multiple web forms[91]; some
of these explanations are incomplete or unclear, while others are useful (SRA
Metadata Overview and Submission [90]; SRA Overview [92]; Search in SRA[93];
SRA Factsheet (Supplementary ﬁle 2). One example, the SRA Overview, does
not mention that there are three possible nomenclatures for Study Accession
IDs, depending on the source database to which the data was initially submit-
ted: SRA designates studies as: SRP-ID if they are from SRA; ERP-ID, from
EBI; or DRP-ID, from DDBJ. The multiple IDs are alluded to elsewhere in SRA
[93], but no information is provided as to how these nomenclatures are assigned
or accessed in the database.
SRA encourages SRA data submission via the SRA Submission Portal sys-
tem [94] (Supplementary File 3). Three separate submissions are required.
Speciﬁcally, the submitter registers the study via BioProject Submission Por-
tal [95], the sample(s) via BioSample Submission Portal [96], and the platform
metadata via SRA Submission Portal. BioProject Submission Portal [95] users
submit data about the study through a series of web forms and a template ﬁle
(Supplementary ﬁle 4). Each BioProject Submission requires a Project Type,
Organism Name, Description of the study, and provides an option of adding
a single BioSample ID. A BioProject ID is assigned once the completed web
form is submitted. Samples are submitted via BioSample [96]. BioSample Sub-
mission Portal provides a series of web forms and a spreadsheet to which the
user submits metadata about the sample/samples (Supplementary ﬁle 5 shows
the template ﬁle for entering Biosamples in case of Plants). To link BioSam-
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ples to a BioProject, the submitter provides the BioProject ID. Then, the user
goes to the SRA Wizard web page of the SRA Submission Portal. The SRA
Submission Portal requires the submitter to enter his/her name and other con-
tact information. The subsequent web form prompts the submitter to enter
the BioProject ID, BioSample IDs and a release date for the submission. The
next web form enables the submitter to download a spreadsheet template ﬁle
and populate it with information about the analytical Platforms (eg. Helicos,
ABI Solid, PacBio SMRT) and about the (processing) Strategy (eg. RNAseq,
WGS, miRNAseq) which is similar to the Protocols entry in a GEO submission.
Each ﬁeld is assigned a column within the spreadsheet. The ﬁeld entries have
a drop-down menu, creating a controlled vocabulary. Some ﬁelds have pop-up
comments or deﬁnitions, which give the submitter guidance as to how to ﬁll in
the ﬁelds. This spreadsheet can be edited by the submitter before submission.
The spreadsheet provided no ﬁeld to allow a user to enter a Secondary Accession
(such as a GEO accession or an ArrayExpress accession). Because the submis-
sion process is more complex than submitting to GEO, there are many more
opportunities for errors to be introduced.
Submission of data/metadata via the SRA User Interface [90] is insuﬀerable
and should be avoided if possible (Supplementary ﬁle 6 shows required ﬁelds vs.
not required ﬁelds). The SRA interface itself no longer recommends using this
method to submit metadata. (Initially, this was the only way to submit data to
SRA).
4.1.3. Submitting via ArrayExpress
The new ArrayExpress submission system, Annotare [97], provides a simple
eight-step data/metadata submission system with clear submission guidelines
[98]. Like GEO, it accepts microarray and Next Generation Sequencing studies.
For each data type, pre-submission checklists provide the submitter an idea
of what s/he should have in hand. Submission is via a series of webpages.
Comprehensive metadata ﬁelds include Sample Name,Material Type, Organism.
Like GEO, variable samples attributes that are speciﬁc to the study are added
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by the user. The submissions can be saved as spreadsheets. A validation step
ensures that all ﬁelds are ﬁlled in, but not whether they make any logical sense.
Raw data and some metadata is printed to the ENA database.
GEO and ArrayExpress have equally intuitive submissions systems; the very
major downside to ArrayExpress is that the data and metadata in ArrayExpress
is much less easily accessible for meta-analysis (discussed in Section 4.3).
4.1.4. Unique IDs at NCBI and ArrayExpress
During the submission process, each database generates unique IDs (Fig.
4). Understanding to what these IDs refer is critical to being able to design
eﬀective queries for data retrieval. In total, six unique IDs are created for
an RNAseq submission to NCBI: BioProject ID (PRJNA-ID), BioSample ID
(SAMN-ID), SRA Study ID (SRP-ID), SRA Sample ID (SRS-ID), SRA Exper-
iment ID (SRX-ID), and SRA Run ID (SRR-ID). If the entry was submitted
initially via GEO, three more unique identiﬁers are generated: a Series ID
(GSE-ID), a Platform ID (GPL-ID), and a GEO Sample ID (GSM-ID); only
the GSE-ID is displayed in the corresponding SRA entry, and thus the GSE-ID
provides a critical unique identiﬁer and link between the metadata in GEO and
the run data in SRA. The BioProject ID (PRJNA-ID), SRA Study ID (SRP-ID)
and GEO Series ID (GSE-ID) seem to point to identical data.
A submission to GEO enables users to easily access the corresponding raw
data ﬁles, as they are automatically stored in SRA via the GEO Submission.
So, for any GEO entry describing an RNAseq experiment, the corresponding
raw ﬁle(s) are present in the SRA database [99]. ArrayExpress assigns a single
ID to each study, the ID varies according to the database to which the data and
metadata was initially submitted. Four additional IDs (SAMEA-ID, ERX-ID,
ERR-ID and PRJEB-ID) are assigned to ArrayExpress submissions for the ENA
database. The ENA database is rarely used in retrieving data and metadata for
re-use.
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4.2. Submission errors and revisions
Submission in GEO is based almost entirely on a single editable spreadsheet;
thus, all information is handy until the point of submission and errors can be
easily corrected. In contrast, because the SRA User Interface involves three sep-
arate submissions (to BioProject, BioSample and the SRA User Interface), as
well as a series of web submission pages that need to be sequentially understood
and completed, errors are easily introduced. Furthermore, it is quite diﬃcult to
correct errors that may have occurred during an SRA submission. Changes to
most parts of a submission require the submitter to send an email to the SRA
staﬀ, with a request to update/edit. This process is complex and can be confus-
ing. (For an actual sample of an email exchange between an SRA staﬀ member
and a submitter, with identifying information removed, see Supplementary File
7).
4.3. Tools for retrieving metadata: A test case with maize RNAseq data and
metadata
A prerequisite to data/metadata reuse is being able to eﬃciently search, re-
trieve and understand the biological and technical parameters of that data/metadata.
Several methods for data/metadata retrieval are possible for each database. We
illustrate these methods using Zea mays coding RNAseq data/metadata. We
then assess the quality of the retrieved metadata.
Data and metadata can be retrieved from SRA using the SRA online search
engine [100] or the SRAdb R toolkit [101, 102](Fig. 5). The SRAdb R toolkit in-
cludes dbGetQuery and getSRA, two APIs that are useful for metadata retrieval.
We compared the functionality of these standard data retrieval approaches in
retrieving all Zea mays, paired-end, Illumina, coding RNA transcriptomic runs
(Fig. 5). The SRA online search engine identiﬁed 125 studies (3519 runs).
However, only limited metadata could be retrieved, and some runs were not rel-
evant to the search query (eg. genomic source, metagenomic source, etc.). The
two SRAdb R toolkit software gave similar results– dbGetQuery API retrieved
96 studies (3251 runs) while the getSRA API retrieved 102 studies (3591 runs)
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(Supplementary ﬁle 8 contains R scripts used for retrieval of study, sample,
experiment and run metadata from SRA). For each study, the metadata was
complete and all samples and runs were retrieved in a single spreadsheet. Some
of the samples or runs were irrelevant to the search query (e.g., single-end, meta-
transcriptomic, genomic, or metagenomic reads), and these runs were ﬁltered
out manually (Fig. 5).
We used the secondary accession IDs (GSE-IDs and E-MTAB-IDs) obtained
from SRA Study Alias and Study Attribute ﬁelds (search of Fig. 5) to retrieve
the corresponding metadata from the GEO and ArrayExpress databases (Fig.
6). The GSE-IDs were queried via the GEOmetadb R toolkit dbgetQuery API
[103, 104] to retrieve the GEO run and study metadata; this metadata was
complete and didn’t require ﬁltering out of irrelevant runs. A ﬂowchart detailing
the search parameters obtained from GEO and ArrayExpress is shown in Fig.
6.
A SQL query of the Zea mays data in GEO using the GEOmetadb R toolkit,
which is designed based on the structure of that database, retrieved 6901 runs.
This exceeded the number of the GEO runs obtained through secondary acces-
sions provided by SRA metadata with many runs that did not meet the search
criteria. This is because GEOmetadb R toolkit, the query structure doesn’t
allow searching for ﬁelds containing the keywords ’TRANSCRIPTOMIC’, ’IL-
LUMINA’ or ’PAIRED’ while the SRA query structure allowed use of these
speciﬁc keywords. It allows the search, it just doesn’t retrieve the data. Thus,
many irrelevant runs are obtained, and these would need to be ﬁltered out before
a meta-analysis of the data.
ArrayExpress was problematic for search and retrieval of metadata corre-
sponding to multiple experiments. Like GEO and SRA, ArrayExpress has an
R package, ArrayExpress R package [105, 106], and a search engine [107] for
data retrieval. However, retrieving metadata using the R package required that
three diﬀerent kinds of ﬁles (IDF, SDRF, and processed ﬁles) are present in
the database. Because most studies in ArrayExpress do not include all three
ﬁle types, retrieving metadata using the 199 E-MTAB-IDs from SRA did not
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provide any result. Searching the same 199 E-MTAB-IDs via the ArrayExpress
search engine retrieved metadata from four studies; however, all of these studies
had been originally submitted via SRA.
Retrieving metadata using the ArrayExpress search engine directly, using
the query ’Zea mays AND “coding RNA” NOT “non coding RNA”’ and then
ﬁltering out those studies that were not from Zea mays, retrieved 106 studies.
Neither the ArrayExpress search engine nor the ArrayExpress R Package
provided a pipeline to retrieve metadata for the combined runs from multiple
studies; rather, runs must be accessed study by study. This requires the user
to navigate through each study to each sample. Then, the researcher must
ﬁlter out from each study the runs that are irrelevant to the retriever’s pur-
pose (e.g., in this test case, single end read runs, ribosomal proﬁling, or DNA
seq runs); this process is tedious. We did not develop code for JSON queries,
Rest-style queries, (the former two being additional approaches suggested to
query the ArrayExpress database [108]) nor did we study the ArrayExpress and
ENA database schema to develop SQL queries. Thus, we cannot comment on
the eﬃcacy of these methods in retrieving studies nor evaluate the quality of
the ArrayExpress metadata. The ArrayExpress database has links to the ENA
database. This database stores sequence reads data and metadata. A search
of ENA ( '“Zea mays” AND LibrarySource=“TRANSCRIPTOMIC” AND Li-
braryLayout=“PAIRED” AND InstrumentModel=“ILLUMINA”’) retrieved a
total of 114 studies, with limited metadata. The studies in the ENA database
do not appear to reference an external database.
GEO stores all submitted metadata while SRA stores all the correspond-
ing raw data ﬁles. Since SRA has the most intuitive query structure as stated
above, the simplest method to access comprehensive metadata submitted to
GEO would be to query SRA, obtain corresponding GEO accessions and ulti-
mately retrieve metadata from GEO using these accessions.
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Figure 5: Workﬂow of search and retrieval in the SRA database. The SRA database engine
allows an advanced search but doesn’t allow metadata to be downloaded. The SRAdb R toolkit
[101] has two APIs, dbGetQuery and getSRA. dbGetQuery allows SQL queries while getSRA
allows a text search to retrieve metadata. Both of the queries retrieved varying number of runs
and both of them contained unwanted entries which required ﬁltering it out. *The metadata
retrieved by getSRA API was used as a test case for missing annotations. GSE-IDs,GSM-IDs
and E-MTAB-IDs were used to retrieve metadata from GEO and ArrayExpress, respectively
(see Fig. 6).
4.4. Missing and confusing annotations: a test case
Datasets with missing or incorrect metadata are much harder to reuse and
more open to misinterpretation. Information is lost if related terms are not
merged into a common categorical variable. We illustrate the extent of this an-
notation challenge by analysis of all metadata from the 2341 paired end Illumina
coding RNAseq runs from Zea mays (i.e, the set of all runs available in SRA as
of 03/01/2017 and retrieved via the getSRA API and the subset of those runs
retrieved via GEO) (Fig. 5 and Supplementary ﬁle 9). Because of the more
limited search and retrieve capability of ArrayExpress, we did not include this
metadata in our analysis.
Figure 6: Workﬂow of search in GEO and ArrayExpress. The metadata from the SRA search
(Fig. 5) provided GEO Series and Sample IDs which were used to retrieve GEO metadata
using the GEOmetadb R toolkit. The same SRA metadata also contained ArrayExpress E-
MTAB-IDs, which were used to retrieve ArrayExpress metadata. The ArrayExpress R package
didnt retrieve any metadata (explained in text).
Figure 7: Metadata entries for coding RNA-seq Zea mays runs from the SRA database.
Metadata for 2341 paired-end Illumina runs were retrieved using the SRA R toolkit (Fig. 5).
For each ﬁeld, the number of blank entries, the number actually ﬁlled in by the submitter
(helpful metadata) or the number ﬁlled in automatically ﬁlled by SRAdb (Unique IDs as-
signed) are shown. *metadata imported from BioSample entries (required to be ﬁlled out by
submitters prior to an SRA submission); **metadata imported from the BioProject (required
to be ﬁlled out by submitters prior to an SRA submission). Seventeen ﬁelds were left blank
by all submitters.
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4.4.1. SRA
In total, 61 metadata ﬁelds were retrieved from the SRA search (Fig. 7).
Twenty seven percent of the metadata ﬁelds were left blank by every submitter;
these included ﬁelds conveying important information, such as Sample URL link,
Primary Study, Study Attribute and Study Description. Thirty-seven percent of
the ﬁelds were ﬁlled in by some of the submitters. For example, 54 percent of
submitters left the Experiment attribute ﬁeld blank; 48 percent of the submitters
left the Design Description ﬁeld empty (Fig. 8). Twenty-nine per cent of the
ﬁelds were always ﬁlled in by submitters: Library Layout, Taxon ID, Updated
Date and Instrument Model were among these. Ten percent of the ﬁelds were
generated automatically by SRA, including the various IDs.
Confusing or non-helpful annotations are extensive, and data ﬁelds are often
ﬁlled in with inappropriate information (Fig. 9 and Supplementary ﬁle 10 part a
and b). For example, one entry for the ﬁeld Experiment Name is “BGl-CAUO5-
CORLJSD3AE”; an entry in the Experiment Title ﬁeld is “LL100”, another
“lane2.bc8”; an entry in the Sample Alias ﬁeld is “FGMG-O2”; a Sample entry,
“71d23972-1dc9-11e6-bfeb-000e1e0af2dc”; the submitter may understand these
entries, but they are not useful to the broader community.
4.4.2. GEO
One thousand seven hundred and forty seven of the 2341 maize RNAseq
runs in SRA (Fig. 5) also had a GEO sample entry (meaning that the study
was submitted via GEO)(Fig. 6). These corresponded to sixty ﬁve studies.
GEO entries tend to have much more comprehensive metadata than SRA. This
more comprehensive metadata is likely because: the GEO submission process
is clear and relatively simple; the GEO ﬁeld names are intuitive; and the GEO
submitter is encouraged to use controlled vocabulary. GEO has fewer required
metadata ﬁelds relative to SRA, yet it covers the important information about
the experimental conditions. The various ﬁelds provided by the submitter to
GEO in the format characteristics:tag are merged into one ﬁeld, characteristics,
by the database before submission, which makes metadata retrieval and reuse
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easy.
Figure 8: Metadata entries for coding RNA-seq Zea mays runs from the GEO database. The
metadata ﬁelds for Studies/Series and Samples for each GEO submission (1747 paired-end
Illumina runs) were retrieved using the GEOMetadb R toolkit (Fig. 6). (Supplementary ﬁle
8 contains R scripts used for retrieval of series and sample metadata from GEO.) For each
ﬁeld, the number of blank entries, the number ﬁlled in by the submitter, or the number ﬁlled
in automatically ﬁlled by GEO (mostly IDs) are shown. The metadata entered in GEO was
more completely annotated than that entered in SRA. Only 1 ﬁeld out of the total 34 ﬁelds
were left blank by all the submitters. 13 ﬁelds were always ﬁlled in by all the submitters.
The ﬁeld characteristics is a submitter-designated compilation of the characteristics for each
sample, such as line, tissue and developmental stage.
Figure 9: Confusing and counterintuitive metadata entries from SRA, GOE and ArrayExpress.
A few examples, of many, from the metadata for coding RNA from Zea mays. Bold headings
are ﬁelds.
GEO submissions include metadata for studies and samples (Fig. 8). Of
the 32 ﬁelds retrieved from the GEO entries, 21 were ﬁlled in by all submit-
ters, and four were predominantly blank. A qualitative assessment indicated
the ﬁelds Overall Design, Summary and Type were generally quite well written
and informative from a data-reuse perspective. Six unique ID ﬁelds were au-
tomatically populated by GEO. Sample metadata was generally good quality.
Less informative entries included, for example, one entry in the ﬁeld Title was
“10-OPEA-1”, another was “10R” (Fig. 9). See [109] for a GEO submission
with exemplary metadata, submitted by Ruairidh Sawers [110].
4.4.3. ArrayExpress
Due to the time required for merging and manually analyzing the Array-
Express metadata study by study (see Section 4.3), we did not systematically
evaluate metadata quality for ArrayExpress. However, we did examine meta-
data from 10 studies. ArrayExpress, like GEO, has metadata ﬁelds called char-
acteristics, which include tags. The submitter generates the characteristics for
each experiment that best describe her/his experimental variables. However,
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ArrayExpress compartmentalizes metadata rather than merging all character-
istics into one ﬁeld. Thus, extracting and combining ArrayExpress metadata
from runs from multiple studies may require a researcher to merge all the char-
acteristics columns into a single ﬁeld, as well as to merge the run metadata
from the experiments (Merging characteristics can be done using the “ﬁnd and
merge” function in Excel).
4.5. Incorrect annotations
Some RNA-seq data is wrongly annotated. One example is a study that
annotated the Saccharomyces cerevisiae strain incorrectly for all but the ﬁrst
sample, presumably as a consequence of “dragging” the strain number through
the column in the spread sheet, the strain number increasing by one at each row
(See Supplementary ﬁle 10).
Another example is provided in a clever study of metadata from 4,010 mi-
croarrays chips based on humans derived from 70 experiments in GEO, which
investigated the number of mis-annotated samples by evaluating the expression
of sex-speciﬁc genes. Forty-six percent of these experiments had one or more
samples that were mislabeled with respect to gender (male or female) [111].
Identifying mis-annotated samples is challenging unless there are clear cut
markers (such as the sex-speciﬁc genes used in [111]) that identify particular
conditions. However, if only some of the run replicates comprising a given
sample are mislabeled, cross-replicate data comparisons at the time of data
submission could help to eliminate some of the mislabeling. A useful tool for
cross-replicate comparisons might be NGSCheckMate [112]. Potentially mis-
annotated replicates could then be ﬂagged for the researcher/PI to review.
4.6. Retrieving common submissions from SRA, GEO and ArrayExpress
A promising approach to improve the metadata for a meta-analysis would be
to pool the metadata submitted to the three databases. The sequence databases
share data on a weekly basis [87], therefore information in GEO, SRA and Array-
Express is theoretically synchronized; however, this does not appear to always
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be the case. Some experiments in SRA are not in ArrayExpress. ArrayExpress
does not provide easily apparent accessions/IDs that link to other databases.
It does not appear that data ﬂows from ArrayExpress to GEO. None of this is
stated on the respective websites. In practice, retrieving submissions that were
common to GEO, SRA and ArrayExpress was non-trivial.
In our case study of maize RNAseq data, not a single Sample ID was re-
trieved that was common to all three databases using any of the R-toolkits or
search engines. It should not take weeks (or months) for a researcher to retrieve
and curate sets of metadata and data. A single intuitive portal and database
(worldwide) with a consistent clearly deﬁned structure and terminologies, would
save time and reduce the number of databases that a researcher would need to
understand and search in order to retrieve comprehensive data and metadata.
5. Controlled vocabulary
To easily compare data and metadata across submissions, it is imperative
that the metadata contains standard terms, which submitters can choose from
pre-designed libraries/ontologies. For example, if the term “iron stress” is used
in the title of every sequencing run in which high or low iron is a variable, it
is simple to identify those experiments in which “iron stress” is a variable. A
researcher could leverage data from these experiments to gain new information,
such as a ﬁngerprint of those genes up-regulated under high iron, regardless of
other environmental and developmental contexts. Extrapolating to the orphan
theme, a researcher could determine whether any orphan gene was part of this
ﬁngerprint. If so, a reasonable postulate might be that the orphan plays a role in
iron metabolism or stress.The researcher could then design an experiment to test
her/his hypothesis. However, if one submitter uses the term “iron stress” for a
plant grown under unusually high iron, while others describe a similar treatment
as “Fe stress”, “FTH”, “high iron”, “metal”, “treated” or “iron-treated”, this
type of analysis would be more diﬃcult and require much more human time in
searching and classifying the metadata.
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Likewise, using a controlled vocabulary is important for gleaning insight
from other types of annotations, such as characteristics designations. Suppose
an experiment involved biotic stress (e.g., fungal disease), one submitter might
create a metadata ﬁeld column headed characteristics:fungal type with entries
describing the fungal species used in each treatment. Another user might create
a column headed characteristics:pathogen type, also with entries describing the
fungal species used in each treatment. A third submitter might create a meta-
data ﬁeld column headed characteristics:treatment with entries describing the
fungal species used in each treatment.
RNA isolation and sequencing methods provide examples of a particular
controlled vocabulary challenge, because of the rapidly changing nature of the
technologies, methodologies, sequencing apparatus and resolutions. Yet, it is
critical to for a researcher to be aware of what dat types and analytical plat-
forms comprise a given meta-analysis.
In summary, inconsistencies in naming can hinder high-throughput meta-
analyses and vastly reduce reusability of data. Conversely, metadata that are
well-annotated with controlled vocabulary (ontological terms, tabs, mesh terms,
keywords) enable a researcher to extract and analyze sets of experiments and
samples using ﬂexible criteria, enriching the value and understanding of the
analysis.
5.1. Ontologies
The 2001 MIAME standards state “A list of qualiﬁers initially left at a
submitter's discretion may progressively be made standard when applicable on-
tologies are made public.... Provided in a format of controlled vocabularies,
these will enable accurate queries and more formal data analysis than free-text
descriptions” [81]. Indeed, ontologies can provide excellent avenues to stan-
dardize metadata [16, 35, 113, 114]. Unfortunately, there is still a paucity of
comprehensive ontologies: biology may be far too complex for comprehensive
ontologies.
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5.2. Tabs/MeSH terms/keywords
Tabs/MeSH terms/keywords can alleviate the challenge of developing on-
tologies, yet still enable the terms used for conditions, tissues, organisms and
strains to be compatible across studies, creating a uniformity that is main-
tained across all the metadata, thus rendering the metadata easier to process
and search. GEO and ArrayExpress prompt the users to submit these types
of information. For example, in GEO the submitter is instructed to ﬁll in “as
much metadata as is needed” into the characteristic:tag ﬁelds “to describe the
variable and key characteristics” of her/his biological samples (e.g., characteris-
tic:plant part, characteristic:time of day, and characteristic:mutant). Although
this approach still involves subjectivity as to which characteristics are impor-
tant and how they should be deﬁned, from a data-reuse perspective these ﬁelds
can be extremely beneﬁcial. A greater emphasis and integration of use of MeSH
terms [115] into the characteristics would further standardize metadata.
5.3. Reasons for inadequate metadata and metadata retrieval.
Major challenges on the database side include: the lack of a comprehensive
validation system for submission; the diﬃculty of connecting within and across
the varied SQL-based relational databases used by SRA, GEO, and ArrayEx-
press, the context of big data with ever-changing data types and requirements;
and the inadequate funding or appreciation for curation. These challenges are
exacerbated in SRA by the complex process of metadata submission, metadata
ﬁelds that are not well-deﬁned, and metadata ﬁelds that are (or appear to be)
repetitive. For ArrayExpress, big-(meta)data retrieval is problematic because
the current structure of the database supports querying and retrieving individual
experiments, and then going within each experiment to examine the runs, but
does not appear to support retrieving samples/runs from multiple experiments
en masse.
Challenges on the submission side are that many individual submitters are
not trained in the submission process or in its relevance. Metadata/data sub-
mitters are often students who may not realize the extent to which providing
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comprehensive metadata can increase the impact of their own research, nor
how they themselves can reuse metadata/data to develop hypotheses, nor how
a well-annotated public repository for biological data can beneﬁt the scientiﬁc
community. Individual PIs are ultimately responsible for training their students
in data submission, however, not all PIs understand the extent to which meta-
data enables re-purposing of data, most are busy, and submission itself can be
cumbersome and confusing. There is little incentive for excellence in metadata.
6. Recommendations
The petabases of RNAseq data being generated via elegant, well-executed
experiments are deposited in data archives. The data is often used only one time
by it's creators for one purpose. Yet, within this data is valuable information
that could be re-used to generate new insight into complex biological challenges.
We present a series of recommendations, each of which on it's own could increase
the information content in the metadata and/or eﬃciency of its retrieval, and
thus provide powerful data re-use capabilities.
Recommendations for submitters: Submit comprehensive, accurate metadata.
To enhance the reusability of omics data, we advocate that data submitters
expand the metadata in their submissions by including controlled vocabulary-
tags/keywords/MeSH terms and ontology terms to describe their experiment.
This would enable a (computational) parser to more eﬃciently extract the terms
and apply them to the analysis. Well-annotated datasets enable a researcher
to analyze multiple experiments using a ﬂexible variety of criteria. We also
recommend that PIs check all metadata submissions and take responsibility
for them. Metadata submission provides a great opportunity to train students
about the importance of consistent, controlled-vocabulary and comprehensive
data in a public database. Finally, because the large-scale retrieval of qual-
ity data/metadata is the most straightforward for GEO-submitted metadata,
we recommend submission of data/metadata via GEO, in order to maximize
potential impact of data with its metadata.
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Recommendations for journals and funding agencies: Implement policies of
metadata/data review. Reviews could take a variety of forms. Journals could
establish a policy in which the metadata/data submissions described in the
manuscript are included in the review process. This would put more burden on
reviewers, however, it would improve the utility of public data. Federal funding
agencies could implement a random spot-check of the metadata and data sub-
missions included in annual reports. There is little so frightening to PIs as to lose
their funding. Such a spot-check would ensure much higher quality metadata.
Journals could require the approval of each data/metadata submission by the
PI before the data is entered into the database. A positive incentive to increase
the quality of metadata would be an award for best metadata submissions by
students.
Recommendations for biologically-challenged meta-analyzers (read, computational
geeks): Include biologists in any eﬀort. When analyzing metadata and data, it is
imperative that biologists verify that the metadata is appropriately designated.
A biologist can often identify major ﬂaws in the metadata classiﬁcations, and/or
can become drawn into the analysis to create case studies or suggest hypothesis.
Recommendations for using meta-analysis of RNAseq data to explore gene func-
tion. Bioinformatics can provide many clues as to a gene’s function or a bio-
logical process. The same data can, and should be, analyzed in multiple ways.
Going to one website and pulling out an expression result for a gene is rarely
suﬃcient. A researcher should be skeptical, and take into account the meth-
ods by which a meta-analysis was conducted. Looking at multiple datasets or
huge datasets can help to derive valid hypotheses. And, if a gene encoding an
“hypothetical protein” comes your way, take the chance.
Recommendation for public archives: a single intuitive metadata submission sys-
tem. Ideally, metadata should be submitted, stored and retrieved via a single
system, world-wide. It is likely that a NoSQL database platform [116] for meta-
data/data storage, such as MongoDB [117], would be preferable to the current
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table-based relational database storage. NoSQL platforms, used currently by
most giant companies [118] as well as by the ’omics databases such as PMR
[10, 119], would provide the greater ﬂexibility and more rapid data retrieval
that is needed for a rapidly growing and changing data storage system.
In the near term, we recommend submission of RNAseq data via GEO, be-
cause of the relative advantages of that system in enabling eﬃcient retrieval of
large-scale high quality metadata and data. A speciﬁc corollary: SRA should
redirect potential submitters to GEO. This would require only a simple prompt
to any would-be SRA submitter, for example, “Please submit all RNA-Seq meta-
data via GEO”, with a link to the GEO submission site. It would take twenty
minutes for an SRA programmer and ultimately save many millions of research
dollars.
To ensure the best product, federally-funded metadata/data submission sys-
tems should be subject to public review starting in the planning stages and
through beta releases, with comments/ratings from reviewers posted online
(similar to reviews at Amazon or Yelp). Reviews would provide important
guidance to the developers of the metadata/data submission-system, making
them more aware of community needs and more responsive to the end-users.
Recommendation for a public site for metadata compilations. A public site
should be created to store large, well-curated sets of metadata that have been
generated by researchers, with links to the data. Upon publication of a meta-
analysis, the relevant metadata set could be deposited in this site, with a link
to the metadata set in the publication. Such metadata sets would provide a
valuable resource for the biological and computational communities.
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