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We analyze the dynamics of periodically-driven (Floquet) Hamiltonians with short- and long-range
interactions, finding clear evidence for a thermalization time, τ∗, that increases exponentially with
the drive frequency. We observe this behavior, both in systems with short-ranged interactions, where
our results are consistent with rigorous bounds, and in systems with long-range interactions, where
such bounds do not exist at present. Using a combination of heating and entanglement dynamics,
we explicitly extract the effective energy scale controlling the rate of thermalization. Finally, we
demonstrate that for times shorter than τ∗, the dynamics of the system is well-approximated by
evolution under a time-independent Hamiltonian Deff, for both short- and long-range interacting
systems.
Periodic driving is a ubiquitous tool for the con-
trolled manipulation of quantum systems. Classic exam-
ples abound in the context of magnetic resonance spec-
troscopy, where a broad class of dynamical decoupling
pulse sequences have been developed to suppress un-
wanted interactions, both within a system’s own degrees
of freedom, as well as with an external environment [1–
7]. Periodic driving has also become a staple in the engi-
neering toolshed of both condensed matter and atomic
physics, enabling the realization of topological insula-
tors from nominally trivial band structures [8–12] and
the generation of synthetic gauge fields for neutral atoms
[13–15].
When a generic system with many degrees of freedom
is periodically driven, it typically absorbs energy from the
driving field and heats up to an infinite temperature state
[16–25], a process called thermalization [26]. However,
when the driving frequency is high, the Floquet system
can only absorb energy from the drive by creating multi-
ple local excitations — an inefficient process that results
in an extremely long thermalization time [27–30]. The
system does eventually thermalize, but during the time
interval before this occurs, it settles into a “prethermal”
state [31–35] that exhibits the hallmarks of thermal equi-
librium, albeit at a lower entropy than the true infinite
temperature thermal state (which is only reached at very
late times). In this paper, we characterize and elucidate
the mechanism of Floquet thermalization.
Using massively parallel Krylov subspace methods, we
explore the late time dynamics of periodically-driven
spin chains with both short- and long-ranged interac-
tions. For short-range interactions and bounded local
Hilbert spaces, seminal recent results have proven that
the thermalization time, τ∗, increases at least exponen-
tially (up to log corrections) with the frequency of the
drive [27–29]. We provide the first concrete demonstra-
tion of this. To this end, our results are consistent with
those of [42], which also observed slow heating; but ad-
ditionally, by directly observing the exponential scaling
of the thermalization time, we can extract the effec-
FIG. 1. Floquet thermalization dynamics of a long-range in-
teracting spin model with L = 20. (a) As the driving fre-
quency is increased, one observes an exponential enhancement
in the time scale at which the system approaches infinite-
temperature as diagnosed by the energy density, 〈D(0)eff 〉/L→
0. (inset) For smaller system sizes, full thermalization to in-
finite temperature is never observed even at late times. (b)
The same exponentially slow thermalization is seen in the
time scale where the half-chain entanglement entropy reaches
its infinite temperature value, L
2
log(2) − 0.5. (inset) Each
spin is periodically driven by a time-dependent magnetic field
which exhibits a square pulse shape.
tive energy scale controlling the Floquet heating rate.
This is enabled by going to sufficiently large system sizes
such that there is a clear separation of scales between
the local bandwidth and the global many-body band-
width [43]; indeed, for driving frequencies above the
many-body bandwidth, the system is trivially blocked
from heating up to infinite temperature (inset, Fig. 1a).
Moreover, we demonstrate that the half-chain entangle-
ment entropy, SL/2(t), quickly reaches a plateau value
consistent with a prethermal state before saturating to
its infinite-temperature value at exponentially-late times
[27–29]. On this prethermal plateau, there is an emergent
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2FIG. 2. Floquet evolution of both short- and long-range interacting systems with L = 20. a,b) [e,f)] Energy density as a
function of time for short-range [long-range] interactions, as measured with respect to the prethermal Hamiltonian D
(0)
eff for a
low temperature (a[e]) and a high temperature (b[f]) initial state. As one increases the frequency of the periodic drive, one
observes an exponential increase in the thermalization time (to infinite temperature). c,d) [g,h)] The half-chain entanglement
entropy as a function of time for short-range [long-range] interactions. Two distinct timescales emerge: τDeff and τ
∗. τ∗
corresponds to the thermalization time and is estimated via the colored, dashed vertical lines. τDeff corresponds to the time-
scale where the system reaches the prethermal Gibbs state (with entropy SPL/2) of the effective Hamiltonian Deff, and is indicated
via a solid, black vertical line. (inset, c) The initial evolution of SL/2 is consistent with a linear light cone in the case of the
short-range interactions and deviates from linear growth in the long-range case (inset, g) [36–41].
time-independent Hamiltonian, Deff, that is conserved
and generates the time evolution of the system at stro-
boscopic times t = mT (where T is the period of the
drive).
Finally, we also observe exponentially-long thermal-
ization time scales (as well as an emergent Deff) in a
long-range, power-law interacting system, for which no
bounds exist in the previous literature; such a result is
particularly relevant to isolated quantum optical systems
of atoms, ions and molecules, where strong interactions
often take the form of long-range coulomb, dipolar, or
van der Waals couplings [44–47].
Model and Probes—We analyze one-dimensional spin
chains whose Floquet evolution is governed by a Hamil-
tonian with power-law interactions:
H`(t) = J
∑
i<j
σzi σ
z
j
|i− j|α +
~h(t)·
[∑
i
~σi
]
+Jx
∑
〈i,j〉
σxi σ
x
j (1)
where ~h(t) = hxxˆ+ (hy yˆ + hz zˆ)(1− 2θ(t− T/2)) (inset,
Fig. 1b) [48], σγi are Pauli operators, ω = 2pi/T is the
driving frequency [27–29]. All energies are measured in
units in which J = 1. We will also consider a short-range
interacting model, Hs(t), realized by truncating the Ising
interaction in H` to nearest and next-nearest neighbor.
To characterize the Floquet thermalization dynamics,
we will begin with two diagnostics (Fig. 1). First, we
will use the increase of the energy averaged over a pe-
riod of the drive: D
(0)
eff ≡ 1T
∫ T
0
dt Hl(t) = J
∑
i<j
σizσ
j
z
|i−j|α +
hx
∑
i
σx +Jx
∑
〈i,j〉
σixσ
j
x [49]; we note that D
(0)
eff is actually
the first term in an expansion for the prethermal Hamil-
tonian, Deff = D
(0)
eff +D
(1)
eff /ω+D
(2)
eff /ω
2 + · · · , which con-
tains a finite but exponentially-large number of terms
[27, 28]. To set notation, let us also define Dneff as the
truncation of Deff to n-th order in 1/ω. As a second
diagnostic, we will investigate the growth of the half-
chain entanglement entropy as a function of time: SL/2 ≡
Tr(−ρL/2 ln ρL/2) where ρL/2 ≡ Tr1≤i≤L/2(|ψ(t)〉〈ψ(t)|).
Exponentially slow thermalization—We directly com-
pute the Floquet evolution of up to L = 22 spins using
massively parallel Krylov subspace techniques [50–52].
We consider initial product states with spins polarized
along zˆ and control the energy density of the initial state
by varying the number of equally-spaced domain walls
that are present. We begin with the short-range model,
Hs(t) and compute the time evolution of 〈D(0)eff (t)〉/L for
L = 20 spins at a variety of driving frequencies (signifi-
cantly larger than the local energy scales of the Hamilto-
nian but smaller than the global many-body bandwidth
[53]). Unlike the small size (L = 12) exact diagonaliza-
tion (ED) results (inset, Fig. 1a), one observes a clear
approach to infinite temperature (〈D(0)eff 〉/L→ 0) at late
3FIG. 3. The thermalization time τ∗, as extracted from SL/2,
as a function of driving frequency for both (a) short- and (b)
long-range interactions. The slope provides a direct estimate
of Jeff, the energy scale, controlling the slow thermalization
dynamics. The extracted Jeff is largely independent of initial
state (different colors) and is consistent with its interpretation
as an effective local energy scale of the system. Initial states
near the edge of the spectrum exhibit slightly larger τ∗, which
can be qualitatively attributed to a reduction of the density
of states at these energies.
times, as shown in Fig. 2a. We define the thermalization
time τ∗ as the time at which the energy density is halfway
from its initial value to its infinite temperature value, so
that τ∗ is defined by, 〈D(0)eff (τ∗)〉 = 0.5〈D(0)eff (t = 0)〉. For
both low (Fig. 2a) and high temperature (Fig. 2b) initial
states, one observes an exponential enhancement of τ∗ as
a function of increasing driving frequency.
To further probe the exponentially slow heating of the
system, we investigate the growth of the half-chain en-
tanglement entropy as a function of time. We expect
the evolution of SL/2(t) to be characterized by three dis-
tinct regimes: an initial growth period beginning from
SL/2(0) = 0; an intermediate plateau where the entropy
reaches its prethermal value, SPL/2; and a final plateau
once the system has fully thermalized to infinite tempera-
ture, with SL/2 = (L ln(2)−1)/2 [54]. This is indeed born
out by the numerics (Fig. 2c,d). The time scale at which
the entropy is halfway from its prethermal plateau value
to its infinite temperature value gives us an alternate def-
inition of τ∗, SL/2(τ∗) = SPL/2+[(L ln(2)−1)/2−SPL/2]/2,
and has the virtue of not relying upon a choice of opera-
tor (such as Dneff) used to probe the state of the system.
For both low (Fig. 2c) and high (Fig. 2d) temperature
initial states, one observes an exponentially-long heating
time scale consistent with that extracted from 〈D(0)eff 〉/L.
To this end, Fig. 3a shows just how well τ∗ fits an expo-
nential dependence for a variety of different initial states.
There is a second time scale in the problem; namely,
the time, τDeff , at which the entanglement entropy
reaches its prethermal plateau value, SPL/2, as depicted in
Fig. 2c,d. This is the time at which the system globally
establishes the prethermal equilibrium-like Gibbs state of
Deff and is expected to be greater than the local thermal-
ization time of Deff by a factor of order ∼ L. The value
of the plateau entropy, SPL/2, depends on the inverse tem-
perature of the prethermal ensemble, βeff, which in turn
can be directly estimated using the energy density, , of
the initial state: L = 〈Deff(t = 0)〉 ≈ Tr
[
Deff e
−βeffDeff].
To quantitatively verify this relationship, we utilize
small size exact diagonalization results on D4eff in order
to estimate the entanglement entropy as a function of
inverse temperature [55]. In the case of short-range in-
teractions, this approach predicts SPL/2 = 4.6 ± 0.4 and
SPL/2 = 5.4 ± 0.5 for low and high temperature initial
states, respectively, both in excellent agreement with the
numerically observed plateau (Fig. 2c,d). For long-range
interactions, we find that finite size effects in the ED pre-
vent an accurate extrapolation of the entropy and lead
to systematic overestimate of the plateau entropy [55].
We now turn to the long-range interacting model,
H`(t), with power-law α = 1.25, where we again compute
〈D(0)eff (t)〉/L and SL/2(t). We note that the recent proofs
[27–29] of exponentially-slow heating in Floquet systems
seem to be naturally extendable to the case of long-range
few-body interactions, such as the power-law two-body
interactions in Eqn. (1). The intuition is that the sys-
tem still needs to make many rearrangements, each with
a few-body (albeit long-ranged) interaction, in order to
absorb energy ω from the drive. Indeed, for both low
(Fig. 2e,g) and high (Fig. 2f,h) temperature initial states,
we observe exponentially slow heating times as a function
of frequency, analogous to the short-range case.
A few remarks are in order. First, we note that in
the long-range model, the early-time entanglement en-
tropy exhibits a more complex light cone, deviating from
the linear one observed in the short-ranged case (inset,
Fig. 2c,g). Second, for the same frequencies at which
there is already a clear plateau in the short-ranged model,
the long-range system exhibits a shoulder with a weak up-
slope, which only flattens into a true plateau for larger
frequencies (Fig. 2g). Third, while both the short- and
long-range systems exhibit exponentially slow thermal-
ization, there is a clear quantitative difference between
the heating rates in the two cases.
To further explore this, we directly extract the energy
scale controlling the exponentially slow heating (i.e. the
effective local bandwidth), by fitting τ∗ (extracted from
SL/2) to τ
∗ ∼ eω/Jeff , as depicted in Fig. 3. In the case
of short-range interactions, both low and high tempera-
ture initial states give Jseff ≈ 0.5 ± 0.1, consistent with
the strength of terms in Hs(t). For the long-range in-
teracting model, one finds a larger J`eff ≈ 0.9 ± 0.1. In-
triguingly, these heating rates yield a ratio, J`eff/J
s
eff ≈
1.8 ± 0.2, which is consistent with the ratio of the aver-
age strength of all interactions emanating from each site,[∑ |i− j|−1.25] / [1 + 2−1.25] ≈ 1.6 [56]. We note that
the prefactor of the exponential in τ∗ is larger for initial
states near the edges of the spectrum, which could arise
from the smaller density of states there (Fig. 3) [55].
4FIG. 4. a) The difference, δn, of the expectation value of
O = D(0)eff /L as a function of time, for a chain of length L =
16, with different frequencies (colors) and different Magnus
truncation orders (line style). The distinct regimes are seen:
an initial plateau at short times and a linear increase at late
times. b) Extracted slope of the late time linear regime of
δn as a function of frequency. This provides an independent
estimate for J`eff which is in excellent agreement with that
calculated from τ∗SL/2 . c) Plateau height h
(n)
pl for different
Magnus truncation orders, n, as a function of frequency. The
results are consistent with an n-dependent power law.
Long-range prethermal effective Hamiltonian—We
now demonstrate that the time-independent prethermal
Hamiltonian Deff is indeed the generator of Floquet dy-
namics at stroboscopic times up to τ∗. Here, we will
focus on the more surprising long-range case, leaving the
short-range case for the supplementary information [55].
Unlike the question of slow heating, a proof of the exis-
tence of a time-independent Deff may need to employ
Lieb-Robinson bounds for long-range interactions [36–
41], for which the tightest possible bounds may not yet
have been found for d < α < 2d, where d is the spatial
dimension. As aforementioned, we not only observe the
same exponentially-slow approach to the maximum en-
tropy (consistent with 〈D(0)eff (t)〉/L), but also the presence
of a prethermal plateau (for both low and high tempera-
ture initial states), indicative of the existence of Deff even
for long-range interacting systems (Fig. 2g,h)!
Further evidence for the existence of a time-
independent Deff comes from comparing the system’s
evolution under the full Floquet unitary, Uf ≡
e−i
∫ T
0
Hl(t)dt, to evolutions under truncations of the Mag-
nus expansion: Deff = D
(0)
eff +D
(1)
eff /ω +D
(2)
eff /ω
2 + · · · at
leading order (D0eff), at second order (D2eff), and at fourth
order (D4eff).
In Fig. 4a, we plot δn = |〈O〉Uf − 〈O〉Dneff |, as a func-
tion of time for different frequencies and different Mag-
nus truncation orders, with operator O = D(0)eff /L (other
choices of local operators exhibit similar results but this
one has the cleanest numerics [55]). Here, 〈O〉H is the
expectation value of O evolved under H; thus, δn(t) cap-
tures the time-dependent difference in the expectation
value of O evolved under the full Floquet unitary ver-
sus under different approximations to Deff. Inspection
reveals two essential features: a short-time plateau [57]
whose value depends on both n and ω, followed by linear
growth at late times that seems to converge for the dif-
ferent truncation orders. To understand these features,
we note that there are two contributions to δn(t).
First, since Deff approximates the full Floquet evolu-
tion only up to a time scale τ∗ ∼ eω/Jeff , one expects the
exponentially slow accumulation of errors, δ ∼ te−ω/Jeff .
Second, even at short times, one expects a finite dis-
crepancy to arise simply from the fact that the nth or-
der Magnus approximation still differs from Deff (e.g. by
terms such as D
(n+1)
eff /ω
n+1 +D
(n+2)
eff /ω
n+2 + · · · ). This
second point explains the qualitative dependence of the
plateau value on n and ω. In particular, larger n and
larger ω both lead to a smaller initial plateau for δn(t)
since they correspond to decreasing the effect of higher-
order terms in the expansion; by measuring the plateau
height hp as a function of frequency, we find that it is
consistent with hp ∼ ω−γ(n), where γ is an n-dependent
power-law (Fig. 4c).
Finally, the observed linear growth of δn(t) at late
times is consistent with the exponentially slow accumula-
tion of errors, δ ∼ te−ω/Jeff , and enables another indepen-
dent extraction of Jeff. In particular, as shown in Fig. 4b,
by plotting the slope of the late time growth of δn(t) as a
function of the frequency, one obtains Jeff ≈ 0.88 ± 0.05
consistent with that calculated from the entanglement
entropy in Fig. 3.
Conclusion—Despite their ubiquity, periodically-
driven Floquet systems have generally not shown distinct
phases of matter. This is largely due to their tendency
to heat up to infinite temperature, except in certain ex-
ceptional cases, such as free fermion systems (e.g. topo-
logical insulators [8–12]), and strongly-disordered one-
dimensional (and possibly, two-dimensional) systems in
the many-body localized phase [58–63]. In the high-
frequency limit, however, we have shown that there is
an exponentially-long time interval during which a sys-
tem may, as it would in true thermal equilibrium, realize
phases of matter and phase transitions between them,
including certain phases that do not exist in undriven
systems [29, 64, 65].
On the experimental side, prethermalization provides
a straightforward technique for extending the thermal-
ization time-scales of Floquet systems. This enables ex-
periments to work in parallel with theory in realizing and
5studying novel out-of-equilibrium phases. This formalism
also enables the engineering of quantum evolution simi-
lar to dynamical decoupling and other techniques more
common in the magnetic resonance community.
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CALCULATION OFDeff
In this section we compute the prethermal effective HamiltonianDeff of our periodically driven system. This time-independent
Hamiltonian is the approximate generator of stroboscopic time evolution until τ∗. We obtain Deff by approximating the time
evolution under one period, Uf , by a truncated Magnus expansion, leading to a representation of Deff as a power series in the
period of the drive T = 2pi/ω.
Consider the time evolution under the Hamiltonian described in Equation (1) of the main text:
H`(t) =

(
J
∑
i<j
σzi σ
z
j
|i−j|α + Jx
∑
〈i,j〉
σxi σ
x
j +
∑
i
hxσ
x
i
)
+
(∑
i
hyσ
y
i + hzσ
z
i
)
= D + E for 0 < t < T2(
J
∑
i<j
σzi σ
z
j
|i−j|α + Jx
∑
〈i,j〉
σxi σ
x
j +
∑
i
hxσ
x
i
)
−
(∑
i
hyσ
y
i + hzσ
z
i
)
= D − E for T2 < t < T
, (S1)
where D[E] is the time [in]dependent component of H`(t). The term E can be thought of as a magnetic field with a square
wave time profile in the yˆ and zˆ directions. As in the main text, we define the analogous short-range model Hs(t) by truncating
the Ising interaction to nearest and next nearest neighbor.
The evolution under a period can be succinctly written as:
Uf = exp
{
−iT
2
(D − E)
}
exp
{
−iT
2
(D + E)
}
. (S2)
Uf can now be cast as the exponential of an effective Hamiltonian:
Uf ≈ exp{−iTDeff} = exp
{
−iT
2
(D − E +D + E) + 1
2
(
−iT
2
)2
[D − E,D + E] + ...
}
(S3)
Upon algebraic simplification and collection of terms, Deff can be recovered as a sum of products of the terms D and E:
Deff = D +
i
2
T
2
(ED −DE)− 1
6
(
T
2
)2
(EED − 2EDE +DEE) (S4)
+
i
24
(
T
2
)3 [
(EDDD +DEEE − EEED −DDDE) + 3(EEDE +DDED − EDEE −DEDD))]
+
1
360
(
T
2
)4 [
− 27(EDDED +DEDDE) + 23(DDEDE + EDEDD) + 18(EDDDE + EEDEE) + 8DEDED
− 12(EEEDE + EDEEE)− 7(EEDDD +DDDEE) + 3(DEEEE + EEEED)− 2(DEEDD +DDEED)
]
+ ...
Although cumbersome, this formulation of Deff provides a straightforward numerical implementation within the SLEPc and
PETSc libraries [1–3] as one can obtain all orders of Deff in terms of only D and E. Equation (S4) holds regardless of the
form of its interacting terms, so it applies to both the short- and long-range models. As per the main text, we define Dneff as the
truncation of Deff to n-th order in 1/ω.
τ∗ AS A FUNCTION OF INITIAL ENERGY DENSITY
The existence of a prethermal regime has been proven as an upper bound in the difference of time evolved operators under the
full Hamiltonian and Deff [4–6]. The generality of this approach leaves an open question: what is the effect of different initial
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2FIG. S1: τ∗ of the short-range interacting model as a function of the energy density of the initial state (measured with respect to D(0)eff ) and
the frequency of the drive. a) τ∗ as estimated using the entanglement entropy of the system. b) τ∗ as estimated using the evolution of the
energy density. In both cases we observe an overall independence on the initial state except near the center and edges of the spectrum, where
we believe our estimation scheme and the change in density of states lead to the deviations, respectively.
states in the thermalization time scale of a system? In this section we attempt to shed some light onto this question by analyzing
how the thermalization time scale, τ∗, changes as a function of energy density of the initial state (measured with respect toD(0)eff )
for both short- and long-range interacting systems.
We estimate τ∗ in two different ways - using the evolution of the entanglement entropy SL/2(t), and of the energy density
〈D(2)eff 〉/L. Firstly, we estimate τ∗ to be the time when the entanglement entropy is half-way between its prethermal plateau SPL/2
and its final value of (L ln(2)− 1)/2 [7]:
SL/2(τ
∗) = SPL/2 +
1
2
[
(L ln(2)− 1)
2
− SPL/2
]
. (S5)
Given the large size of our system, we are unable to compute directly SPL/2 as a function of the initial energy density (since
that would require full exact diagonalization). With this constraint, we instead estimate SPL/2 using the value SL/2(t) when we
observe the system has reached a plateau at frequency ω = 9:
SPL/2 ≈ SL/2(tpre) , (S6)
where we have used tpre = 300, 200 for the short- and long-range models respectively. Secondly, we estimate τ∗ to be the time
when the energy is half-way between its initial value and its infinite temperature value 〈Dneff(t)〉 → 0:
〈Deff(τ∗)〉 = 〈Deff(0)〉
2
. (S7)
Equation (S7) contains an ambiguity as to which order one should consider for Deff. Performing the analysis with different Dneff,
one observes no qualitative change in the results, so we choose D2eff for the remainder of this work.
We now analyze how τ∗ varies for different initial states. We consider initial product states with spins polarized along zˆ
and control the energy density by varying the number of equally spaced domain walls. In Figure S1, we consider τ∗ for the
short-range interacting system at different frequencies using both entanglement entropy, Figure S1(a), and energy density Figure
S1(b). In both cases we observe the qualitatively similar behaviors. As a function of frequency, we observe an exponential
dependence across the entire set of initial states, as expected from the state independent results proven in [4–6]. We also observe
no large dependence on the energy density, except near the center and at the edges. For the former, the closeness of SPL/2 and the
initial energy density to their infinite temperature values limits our ability to correctly estimate τ∗. For the latter, a lower density
of states is expected to decrease the rate at which the system is able to absorb energy from the drive leading to an increase in τ∗,
as highlighted in Figure 3b of the main text.
In Figure S2 we perform the analogous analysis for the long-range interacting system. Again we observe the same qualitative
behavior when estimating τ∗ using the entanglement entropy, Figure S2a, and the energy density, Figure S2b. Moreover,
both short- and long-range interacting systems present the same overall qualitative features. We note, however, two important
differences between the two. In the long-range model there is a more pronounced increase in τ∗ near the edges of the spectrum.
This is in agreement with our understanding that this phenomena arises as a density of states effect, since the long-range model
has a smaller density of states near the edge of the spectrum. Moreover, the frequency has a smaller impact on τ∗ in the
long-range model across the entire spectrum, consistent with the results presented in Figure 3 for a few different initial states.
3FIG. S2: τ∗ of the long-range interacting model as a function of the energy density of the initial state (measured with respect to D(0)eff ) and the
frequency of the drive. a) τ∗ as estimated using the entanglement entropy of the system τ∗SL/2 . b) τ
∗ as estimated using the evolution of the
energy density τ∗En. We observe the same qualitative behavior as in the short-range interacting model, depicted in Figure S1, but with a larger
increase of τ∗ at the edge of the spectrum and a smaller dependence with the frequency of the drive, in agreement with the analysis presented
in Figure 3 of the main text.
ESTIMATING THE ENTANGLEMENT ENTROPY PLATEAU HEIGHT SPL/2
In this section, we describe a way to obtain SPL/2 (for L = 20) by estimating the entanglement entropy of Dneff on both short-
and long-range models using exact diagonalization (ED) results from smaller system sizes, L = 6, 8, 10, 12. Having obtained
the eigenspectrum of D4eff it becomes straightforward to both compute the energy density  and SL/2 of a thermal state of Deff
as a function of inverse temperature β:
L(β) = 〈D4eff〉β =
tr(D4effe−βD
4
eff)
Z
and SPL/2(β) = Tr(−ρβL/2 ln ρβL/2) (S8)
where Z = Tr(e−βD
4
eff) and ρ is the reduced density matrix defined as:
ρβL/2 = Tri≤1≤L/2
(
e−βD
4
eff
Z
)
(S9)
Having computed both (β) and SPL/2(β) for different β, one obtains implicitly the entanglement entropy as a function of the
energy density, SL/2(), as illustrated in Figure S3. We have also included the limiting cases of zero and infinite temperature
that corresponds to the edge and center of the spectrum ( = 0) respectively, where the entanglement entropy is SPL/2 = 0 and
SPL/2 =
L
2 ln(2).
From these data, we construct a cubic extrapolation sest() of SPL/2/(L/2). Given the small finite size effect of S
P
L/2/(L/2)
for  < 0 we assume that sest( < 0) remains constant as we vary the system size. For  > 0, increasing the system size leads
to an increase in the width of the spectrum. As a result, in order to use SL/2 at system size L′ = 12 to estimate SL/2 at system
size L = 20, we need to rescale the energy density before using our interpolation. The resulting estimate for SPL/2 is given by:
SEstL/2 =
L
2
× sest
(
L
maxL
maxL′
)
, (S10)
where L is the initial energy density in the L = 20 state, while maxl is the edge of spectrum at system size l. In the case of
l = L, we consider the energy density of the fully polarized state, while in l = L′ it can be obtained exactly from ED. This
rescaling serves two purposes: 1) ensuring that the argument falls inside the domain of the interpolation, and 2) attempting to
account for finite size effects. From Figure S3 we observe that a smaller L leads to a larger slope near the edge of the spectrum.
This leads to an overestimation of SPL/2 in the long-range case as observed in our results. Finally, since we are evolving a pure
initial state unitarily, the system will never reach the true thermal ensemble, leading to a correction of 0.5 in Equation (S10) [7]:
SEstL/2 =
L
2
× sest
(
L
maxL
maxL′
)
− 0.5 (S11)
4FIG. S3: a[b]) Half-chain entanglement entropy density SL/2/(L/2) as a function of the energy density  of the thermal state of the short-
[long-]range model and for different system sizes L = 6, 8, 10, 12. Dashed line corresponds to a cubic interpolation to the data points. For
negative energy density, SL/2/(L/2) is approximately constant as a function of system size for both short- and long-range models. However,
for positive , there is a large size effect for the long-range model, which limits the validity of our extrapolation.
ESTIMATING ERRORS IN THE NUMERICS
In order to quantify our uncertainty in the extraction of quantities from our numerics we define the following procedures as
our uncertainty.
• τ∗ - The extraction of τ∗ depends on the estimation of SPL/2. Due to the simple method considered in Equation (S6) we
consider our uncertainty regime in τ∗ as:
SL/2(τ
∗
min) = S
P
L/2+0.35×
[
(L ln(2)− 1)
2
− SPL/2
]
; SL/2(τ
∗
max) = S
P
L/2+0.65×
[
(L ln(2)− 1)
2
− SPL/2
]
. (S12)
We estimate our error as the maximum deviation between |τ∗ − τ∗min| and |τ∗ − τ∗max|. In the case of the extration of τ∗
from the energy density we apply the same criterion.
• mδn - The uncertainty in this quantity arises from the impact of the plateau physics, that can change the fit to a straight line,
as well as the choice of the region where we observe the linear regime. We account for these phenomena by dividing the
range where we observe the linear effect into six equally sized sub regions. By applying the fit within each of the regions,
we obtain an estimate of mδn . While the true estimate becomes the average of these values, we take the uncertainty as the
2σ standard deviation.
• hnp - Similar to mδn we define a region where we observe the existence of the plateau. hnp is then given by the average of
the δn at these points, while we take the uncertainty as the 2σ standard deviation.
PRETHERMAL EFFECTIVE HAMILTONIAN FOR SHORT-RANGE INTERACTING SYSTEM
In Figure 4 of the main text, we analyzed the role of Deff as the approximate generator of stroboscopic time evolution for the
long-range interacting model. In this section we supplement those results by studying the short-range model usingO = D(0)eff /L
as well as considering other local operators in both short- and long-range models. Analogous to the results presented in Figure
4 of the main text, we consider the difference δn in the expectation value of O = D(0)eff /L when time evolved under Dneff or the
full Floquet unitary in the short-range interacting model with L = 16.
In Figure S4a we observe the same qualitative behavior as in the long-range interacting system analyzed in the Figure 4a of
the main text. In particular we observe the same initial plateau originating from the difference between Dneff and Deff as well
as the late time linear regime. Immediately, one notices that for the same range of frequencies, the linear regime of δn occurs
at later times corresponding to a slower linear growth. In Figure S4b,c we quantify these aspects by analyzing the frequency
dependency of both the slope of the linear regime, and the height of the plateaus. From the linear slope, we extract an effective
interaction strength Jseff = 0.6 ± 0.1 which is in agreement with the results from the analysis presented in Figure 3 in the main
5FIG. S4: a) The difference, δn, of the expectation value of O = D(0)eff /L as a function of time, for a chain of length L = 16 with short-range
interactions, with different frequencies (colors) and different Magnus truncation orders (line style). The distinct regimes are seen: an initial
plateau at short times and a linear increase at late times. b) Extracted slope of the late time linear regime of δn as a function of frequency. This
provides an independent estimate for J`eff which is in agreement with that calculated from τ
∗
SL/2
, in Figure 3 of the main text. c) Plateau height
h
(n)
pl for different Magnus truncation orders, n, as a function of frequency. The results are consistent with an n-dependent power law.
text, Jseff = 0.5 ± 1. Regarding the plateau height we observe a similar power law dependence with frequency hp ∼ ω−η as in
the long-range case, but with larger values of η.
We now demonstrate that the results presented in Figure 4 and Figure S4 extend to other local operators of the system. In
particular we will consider the operators σzi , σ
x
i , σ
z
i σ
z
i+1 and σ
x
i σ
x
i+1 at site i, by measuring the errors δ
z
i ,δ
x
i , δ
zz
i and δ
xx
i
respectively, defined between time evolution under Dneff and the full Hamiltonian. We then define δz ,δx, δzz and δxx as the
average of the errors over the all sites of the chain. In analogy to Figure 4 and Figure S4, we observe the emergence of a late
time linear regime for all the considered operators, as shown in Figure S5 (short-range) and Figure S6 (long-range). The rate
of growth of the linear regime decreases both with increasing n and ω, consistent with Deff being the approximate generator
of time evolution. However, unlike the case when O = D(0)eff /L, the early time behavior has a more complex structure. In
these cases, we do not expect these local operators to be approximately conserved, so we observe different, operator dependent,
thermalization dynamics.
To corroborate that the early time behavior is due to differences in short-time thermalization dynamics, we estimate τDeff as
the time, the system approaches SPL/2. After this time, we observe that most of the error is given by an initial plateau followed
by a linear regime. For t > τDeff , extracted in Figure S7, the system has thermalized to Deff, so the error is dominated initially
by the difference the thermal expectation of O with respect to Deff or Dneff, until the linear growth in error from the difference
between Deff and the full evolution dominates.
Finally, we emphasize that the agreement we observe for the long-range model in Figure S6 between the evolution under
the full Hamiltonian and the different orders of Deff at different frequencies provides further evidence of the existence of a
prethermal effective Hamiltonian given by Deff that approximately describes the time evolution of our system, even though no
formal proofs exist for power-law interactions at present.
6FIG. S5: Difference in local operators, (σzi [a],σ
x
i [b],σ
z
i σ
z
i+1 [c],σ
x
i σ
x
i+1 [d]) when evolved under the full evolution andDneff of the short-range
model. Similar to Figure 4 and Figure S4 we observe a late time linear regime, corresponding to the linear accumulation of error. At early times
we observe a complex behavior arises from the thermalization dynamics to Dneff. For t > τDeff , as extracted from Figure S7, the error follows
the same behavior as in Figure 4a and Figure S4a whenO = D(0)eff /L. Despite the initial behavior, an increase in n leads to an earlier onset of
the linear regime, as expected from Deff being the approximate generator of time evolution, consistent with previous theoretical results.
FIG. S6: Difference in local operators, (σzi [a],σ
x
i [b],σ
z
i σ
z
i+1 [c],σ
x
i σ
x
i+1 [d]) when evolved under the full evolution andD
n
eff of the long-range
model. We observe a qualitatively similar picture to the results presented in Figure S5. This provides further evidence of Deff being the
approximate generator of stroboscopic time evolution. Similarly to Figure S5, the error dynamics becomes simpler for t > τDeff , as extracted
from Figure S7.
7FIG. S7: a[b]) Entanglement Entropy evolution for the full Hamiltonian for short-[long-] model. The thermalization of the system with respect
to Deff leads to the emergence of a plateau in the entanglement entropy. We define the time at which this plateau begins as τDeff . We estimate
this time scale for short- and long-range models as τsDeff = 40 and τ
`
Deff
= 100 respectively.
For the data presented in Figure 2 of the main text, we focused on antiferromagnetic product states, where heating manifests as
an increase in the energy density toward its infinite temperature value (namely, zero). In the case of ferromagnetic states, the
process of heating actually corresponds to a decrease in the value of 〈D(0)eff 〉/L. As shown in Figure S8 for a chain of L = 22, one
observes an exponential enhancement of the thermalization time from an initial state on the ferromagnetic side of the spectrum.
FIG. S8: Exponentially long thermalization dynamics for L = 22 spins using an initial state on the ferromagnetic side of the spectrum. The
process of heating toward the infinite temperature thermal ensemble actually shows up as a decrease of the energy density toward zero.
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