Melt generation and migration are an important link between surface processes and the thermal and chemical evolution of the Earth's interior. However, their vastly different timescales make it difficult to study mantle convection and melt migration in a unified framework, especially for 3-D global models. And although experiments suggest an increase in melt volume of up to 20 per cent from the depth of melt generation to the surface, previous computations have neglected the individual compressibilities of the solid and the fluid phase. Here, we describe our extension of the finite element mantle convection code ASPECT that adds melt generation and migration. We use the original compressible formulation of the McKenzie equations, augmented by an equation for the conservation of energy. Applying adaptive mesh refinement to this type of problems is particularly advantageous, as the resolution can be increased in areas where melt is present and viscosity gradients are high, whereas a lower resolution is sufficient in regions without melt. Together with a high-performance, massively parallel implementation, this allows for high-resolution, 3-D, compressible, global mantle convection simulations coupled with melt migration. We evaluate the functionality and potential of this method using a series of benchmarks and model setups, compare results of the compressible and incompressible formulation, and show the effectiveness of adaptive mesh refinement when applied to melt migration. Our model of magma dynamics provides a framework for modelling processes on different scales and investigating links between processes occurring in the deep mantle and melt generation and migration. This approach could prove particularly useful applied to modelling the generation of komatiites or other melts originating in greater depths. The implementation is available in the Open Source ASPECT repository.
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J. Dannberg and T. Heister both fracture and flow (Keller et al. 2013) . However, the required computational effort has limited most tectonic scale time-dependent applications to 2-D, and although these models take into account the compaction of the solid matrix to allow melt to be expelled or to flow in, they treat both individual phases as incompressible and often assume their densities to be constant.
These simplifications are valid on small scales, but become more limiting when linking surface observations to the deeper mantle and studying the interaction of mantle and magma dynamics in the context of larger-scale structures such as mantle plumes, subduction zones, and mid-ocean ridges. The density of the solid phase (and hence its volume) changes by approximately 65 per cent over the depth of the whole mantle (Dziewonski & Anderson 1981) , but the influence in the upper mantle is less than 20 per cent, and a large contribution results from phase transitions. The implied compressibilities of ≈5 × 10 −12 to 1.6 × 10 −12 Pa −1 lead to density changes of less than 2 per cent per 100 km depth. However, typical compressibilities of mantle melts are an order of magnitude higher, in a range of 3.1 × 10 −11 to 5.3 × 10 −11 Pa −1 (Agee & Walker 1993; Ohtani & Maeda 2001; Suzuki & Ohtani 2003; Sanloup et al. 2013) , implying that their volume can increase 7-11 per cent per 100 km they ascend from the melting region. Depending on melt composition, and especially for hydrous melt, higher compressibilities are possible (Matsukage et al. 2005; Jing & Karato 2008) . For melts generated at pressures of 5 GPa (at a depth of approximately 150 km), such as in a plume with an excess temperatures of 250 K (Katz et al. 2003) , compression curves (Ohtani & Maeda 2001) show that melt volumes can increase by up to 20 per cent from the melting depth to the surface. Moreover, changes in melt composition over time can further influence the melt volume. Hence, this volume change is especially important for melt generated in greater depths, such as komatiites.
Moreover, the geometry of geologic structures is not limited to 2-D, examples being transform faults at mid-ocean ridges, plate velocities and lateral variations in the thickness of the overlying plate when a mantle plume impinges on the base of the lithosphere, and bent subduction zones or along-trench variations of oceanic crustal thickness. The 3-D structure of these settings has implications for the processes of melt migration, focusing and distribution of melt, and eventually the associated volcanism at the surface.
Nevertheless, several numerical challenges have prevented joint modelling of coupled magma and mantle dynamics in 3-D so far:
(1) Melt migration and mantle convection occur on widely different time and length scales, which makes it very difficult to study both processes together, as melt migration can only be resolved on a much higher resolution and using smaller time steps. (2) Important material properties strongly depend on temperature, pressure and porosity, leading for example to high viscosity contrasts of potentially more than five orders of magnitude often on very small length scales, which poses a challenge for iterative solvers. (3) These dependencies of the material parameters on the solution variables are strongly nonlinear, calling for advanced nonlinear solvers. All the previous points combined make it impossible to study these processes without using advanced numerical techniques and the ability to do large-scale parallel computations. We address these challenges in the following way:
(i) Adaptive mesh refinement allows us to refine the mesh where melt is present and viscosity contrasts are high, and to use a coarser mesh in regions without melt, where velocities and gradients of material properties are lower. For reaching the same accuracy overall fewer degrees of freedom and computational resources are required compared to a model with uniform mesh.
(ii) Parallelization of the code, scaling up to 10 000s of processors makes it possible to run models with several tens of millions of degrees of freedom, allowing for large-scale models in 3-D that still resolve processes on the length scale of melt migration.
(iii) We use a linearized BDF2 time-stepping scheme (secondorder accurate backward differentiation formula, see Kronbichler et al. 2012) with an optional Picard iteration, alternating the solution of the Stokes system and the advection systems until convergence is reached. We employ a generalized minimal residual method with a Wathen-style block preconditioner for the Stokes part of the problem, allowing for high local and global viscosity contrasts.
(iv) A careful design of material model parameters appropriate for whole mantle convection (no plasticity, limiting viscosities, ...) allows for stable computations even if the magmatic time and length scales are not fully resolved.
The implementation of melt migration is integrated into the open source mantle convection code ASPECT (Kronbichler et al. 2012; Bangerth et al. 2015) , which is based on the deal.II finite element library (Bangerth et al. 2016) . The massively parallel, adaptive computing capabilities of the underlying deal.II library (Bangerth et al. 2011 ) enable the computations done for this paper.
Here, we present our extension of ASPECT that models coupled magma/mantle dynamics in 2-D and 3-D, employing adaptive mesh refinement. It includes all of the terms of the original formulation of two-phase flow of McKenzie (1984) , taking into account the compressibility of both individual phases, which makes this formulation (hereafter called fully compressible formulation) consistent also for higher pressures. Moreover, energy conservation, pressure-, temperature-and composition-dependent melt generation and latent heat effects are considered. We illustrate the effect of compressibility on melt migration (Section 4.1), and demonstrate the correctness and accuracy of the code by showcasing several benchmarks and convergence tests . Moreover, we show the effectiveness of adaptive mesh refinement using a test case that features structures expected in applications, but has an analytical solution (Section 4.5) . Finally, we present 2-D and 3-D application cases in earth-like settings, including mantle plumes, global mantle convection and magmatic shear bands (Sections 4.3, 4.6 and 4.7) . The code used to generate these results can be found in the repository at https://github.com/geodynamic/aspect and all input files to reproduce the results are available at Dannberg & Heister (2016) .
P RO B L E M S E T U P

Physical model
The original ASPECT mantle convection code (Kronbichler et al. 2012 ) models the movement of solid mantle material. These computations also allow for taking into account how partially molten material changes the material properties and the energy balance through the release of latent heat. However, this does not include melt extraction or any relative movement between melt and solid. Here, we adapt ASPECT to solve additional equations describing the behaviour of silicate melt percolating through and interacting with a viscously deforming host rock. This is implemented based on the approach of Keller et al. (2013) in the viscous limit, extended to a compressible formulation.
Our model includes two material phases: The solid matrix (denoted with index s) and the fluid melt phase (denoted with index f). 
The melt fraction φ defines averaged quantitiesX out of solid (X s ) and fluid (X f ) quantities:
We start from the McKenzie equations, which are derived in appendix A of McKenzie (1984) . The mass and momentum conservation for solid and fluid are:
where ρ is the density (with the index denoting solid or fluid phase), g is the gravitational acceleration, is the melting rate, and the other symbols are as given in Table 1 . In order to eliminate the time derivatives, and under the assumption that the flow field is in equilibrium (∂ρ s, f /∂t = 0), we rewrite the first two equations to:
Now we can add eqs (6) and (7) and get
To eliminate the fluid velocity u f from the equations, we replace it by using Darcy's law (eq. 4):
and get
Rearranging terms, we get
The last three terms contain gradients of the solid and fluid density, respectively, and are typically nonlinear. As densities are typically model specific input parameters, modelling of these terms has to be considered. The change in density of the solid phase is dominated by the change in static pressure, which can be written as ∇p s ≈ ∇p static ≈ ρ s g. This allows us to write
where κ s is the isothermal compressibility of the solid. To approximate the fluid density using the fluid pressure gradient, the chosen model parameters have to be considered: If viscous compaction is large compared to Darcy drag, the fluid pressure is controlled by the melt density. On the other hand, if viscous compaction is small compared to Darcy drag, the fluid pressure is controlled by the solid density (Šrámek et al. 2007 ). This can also be expressed in terms of the compaction length δ c = (ξ + 4η/3)K D , with a small δ c compared to size of the melting region corresponding to the latter, and a large δ c corresponding to the former case. Hence, we make ∇ρ f a model input parameter, which can be adapted based on which force is expected to be dominant (or the user can supply the correct gradient if possible). For insights on how to choose this parameter we refer to Section 4.1. We can now replace eq. (11) by
The original McKenzie formulation of the momentum equation (eq. 5, eqs A16-A18 in McKenzie 1984) only contains one pressure explicitly, the fluid pressure. However, for the purpose of numerically solving the system more efficiently, we can define a new variable, the compaction pressure, analogous to Keller et al. (2013) as
The viscous constitutive law for the compaction stress in the host rock (see Keller et al. 2013, viscous limit) is
which allows us to replace the compaction term in eq. (5) by the compaction pressure:
The final set of equations are (15), (13) and (14):
The equations are solved for the solid velocity u s , the fluid pressure p f , and the compaction pressure p c . Without the presence of melt (φ = 0), the equations reduce to the standard compressible Stokes system used in ASPECT. For the material properties used in the equations, there are many different parametrizations provided in the literature, so in ASPECT these material descriptions can be set in a material model module that can be easily modified by the user, and we will use different formulations for the various models presented in this manuscript. Several of the material properties depend on the solution variables: Through the permeability, which is often parametrized as k φ = k 0 φ n , the Darcy coefficient K D depends on the porosity. Moreover, the shear and compaction viscosities η and ξ can depend on the porosity, temperature, pressure, strain rate and composition. Common formulations for the dependence on porosity are η = (1 − φ)η 0 e −α φ φ with α φ ≈ 25-30 and ξ = η 0 ζ φ −n with n ≈ 1 and ζ ≈ 1-10 (e.g. Katz 2008 Katz , 2010 Keller et al. 2013 , and references therein). All of these dependencies introduce strong nonlinearities in the equations, which have to be considered when solving the system. Note that we use a three-field instead of a two-field system of equations here, based on the results of previous studies (Rhebergen et al. , 2015 showing that the construction of a uniform preconditioner with respect to the model parameters is difficult for the two-field formulation, while preconditioners are less sensitive to these parameters for the three-field problem.
We use Dirichlet boundary conditions for the velocity and Neumann boundary conditions for the fluid pressure:
According to Darcy's law (eq. 4), prescribing the fluid pressure gradient at the boundaries also implies a melt inflow velocity u f , with
Hence, if the lithostatic pressure gradient f 2 = ρ s g is prescribed, melt can flow in or out due to variations in the dynamic pressure. On the other hand, prescribing f 2 = ρ f g together with f 1 · n = 0 leads to no in-and outflow of melt or solid. Arbitrary melt fluxes can be prescribed in addition to these options by choosing other values for f 2 .
Here, we do not use the visco-elasto-plastic rheology of the Keller et al. (2013) formulation. Hence, we do not consider the elastic deformation terms that would appear on the right hand side of eqs (15) and (14) and that include the elastic and compaction stress evolution parameters ξ τ and ξ p . Moreover, our viscosity parameters η and ξ only cover viscous deformation instead of combining viscoelasticity and plastic failure.
In addition to the previously derived conservation equations for total mass and momentum (eqs 13-15), melt transport requires an advection equation that governs the evolution of the porosity field φ and an equation for the conservation of energy. Under the assumption of equilibrium (∂ρ s, f /∂t = 0) we can write eq. (3) as
To bring this equation in the same form as the other advection equations in ASPECT, we replace the second term of the equation by
Then we use the same method as for the mass conservation and assume the change in density is dominated by the change in static pressure. This finally allows us to use eq. (12) to replace ∇ρ s /ρ s = κ s ρ s g and write
In order to model melting and freezing of melt, we also need a solution for the temperature T and thus include an energy conservation equation in our model that includes radiogenic heat production, shear heating, adiabatic heating, and release and consumption of latent heat of melting/freezing (Rudge et al. 2011 )
with the shear strain rateε s =ε(u s ) − 1 3 (∇ · u s )1. This formulation assumes phase-independent parametrizations for thermal expansivity α and specific heat C p , a phase-averaged parametrization for the thermal conductivity k, and thermal equilibrium in the whole model domain.
While all terms in eq. (20) are included in the implementation in ASPECT, we decided to omit the effects of melt migration and radiogenic heat production on the energy equation in most computations in this work for the following reasons.
First, our emphasis in this work is on the mechanical modelling and we estimate that this simplification will only have a small effect on the order of a few percent on the integrated heating rate and temperature in the model, but recognize that the influence may be much stronger locally, especially in regions where the melt fraction is high and melt velocities differ significantly from the velocity of the solid. Fast advection of heat together with the fluid flow will change the temperature distribution; and higher heating rates due to the high melt velocities in partially molten areas can provide a feedback mechanism, allowing more melt to be produced. Fig. A1 shows the differences between a model with and without the effect of melt migration on energy conservation at the example of a 1-D model of a mantle plume (with the same setup as described in Section 4.1). Temperature differences are highest at the top of the plume head: In the model where heat is advected by melt, energy is transported upwards faster and the temperature gradient at the top of the plume head is steeper, leading to overall higher average temperatures in the plume head. The maximum plume excess temperature is not changed. Hence, in applications where local temperature, heating processes or the maximum melt fraction are central, these additional heating mechanisms should be included.
Second, a potential issue with including the terms is that u f is not a primal variable in our discretization, but is computed as a postprocess using eq. (9) based on Darcy's law, which contains the gradient of p f . As a consequence, u f is less accurate than other variables as can be seen in the numerical convergence tests (we indeed observe roughly linear convergence for u f ).
By neglecting the effects of melt migration and radiogenic heat production on the energy equation in the presented models -except for the latent heat of melting and freezing T S , which is determined by the entropy change S upon melting the material completely and the melting rate , we arrive at the equation:
Weak formulation
To apply the finite element method we need to derive the weak form of the eqs (13), (14) and (15). For details see Appendix B. The final set of equations reads:
for all test functions v s , q f , q c .
D I S C R E T I Z AT I O N A N D L I N E A R S O LV E R S
is natural (we assume homogeneous boundary conditions for simplicity here), the choice for V p f and V pc requires more thought: Unique solvability can only be expected with an additional normalization condition like p f = 0. If we assume K D > 0 at all times, the natural space for the fluid pressure would be
while for K D = 0 it reduces to L 2 * ( ) = {q ∈ L 2 ( ) | q = 0} and we experience a standard inf-sup condition known from the Stokes equation.
Assuming ξ is finite, the constant in the compaction pressure p c is already uniquely determined due to (24), which is essentially an L 2 projection of the divergence into p c . The correct space here is V pc = L 2 ( ).
We now discretize using conforming finite elements on quadrilaterals. An example for a stable discretization is given by
with k ≥ 2 where Q k is the standard continuous space of tensorproduct polynomials of degree k on the reference cell. For k = 2 this results in the standard Taylor-Hood pair Q d 2 × Q 1 for both velocity/pressure pairs. For the evolution of the melt fraction, we achieve the best results when choosing elements of degree k − 1 for the porosity field. In this case, the divergence of the velocity, which is contained in the advection equation as a source term, and the porosity are in the same function space, and no interpolation is necessary. This guarantees that no melt is generated for a divergence-free velocity field.
As we use stable finite elements, we do not have to impose a minimum permeability to avoid stability problems, which has been done in previous finite element magma dynamics implementations. Instead, there is a continuous transition to Stokes flow for zero porosity. Nevertheless, we have to limit the compaction viscosity for low porosities to guarantee ξ < ∞, which would technically be possible by setting 1/ξ = 0, but would make eqs (23) and (24) linear dependent.
Linear System
Discretizing eqs (22)-(24), we obtain the linear system ⎛ ⎜ ⎝
where N is the discretization of −(K D ∇p f , ∇q f ) in the incompressible case and K is given by −( 1 ξ p c , q c ). For compressible computations, N also contains the non-symmetric, third term from eq. (23).
Based on the solver strategy in Rhebergen et al. (2015) , we solve the block system (25) using flexible GMRES with the upper block triangular preconditioner (preconditioned from the right)
For the Schur complement approximations we choosê
where M * and L * are mass and stiffness matrices, respectively. While the preconditioner P is only defined for constant coefficients this way, varying coefficients can be treated by pulling them into the integration for the mass and stiffness matrices inX and Y. For details see Heister & Rapin (2013) ; Silvester & Wathen (1994) . The approximation for A −1 is done using an inner CG solver with a relative tolerance of 10 −2 preconditioned by Trilinos ML applied to the diagonal blocks of A. The Schur complement solves forX −1 andŶ −1 are also done using CG preconditioned by a block ILU(0).
N U M E R I C A L R E S U LT S
In the following, we will demonstrate the accuracy and versatility of our code at the example of a number of benchmark cases and relevant setups for coupled magma/mantle dynamics applications. The ASPECT code, including all presented modifications, is available at https://github.com/geodynamic/aspect and all input files to reproduce the results are available at Dannberg & Heister (2016) . The computations were done with ASPECT version 1.5.pre sha1 #dfe0bcc70b251ecbf8aed105e1c4d5d75206bf42.
1-D adiabatic upwelling
To demonstrate the effect of compressibility and the choice of approximation for the fluid pressure gradient, we here present 1-D models of typical applications of coupled magma-mantle dynamics: a mid-ocean ridge and a mantle plume. For both setups, inflow at the bottom of the domain is prescribed with a fixed velocity and temperature, characteristic for the respective problem, and material is upwelling and melting adiabatically. The models are computed for four different cases: (1) approximating the material as incompressible, (2) including compressibility, assuming ∇ p f = ρ f g, (3) including compressibility, assuming ∇ p f = ρ s g, (4) including compressibility, assuming ∇ p f =ρg. The choice of approximation affects compression and expansion of melt; and comparing the fluid pressure gradients and melt volumes in these models allows us to estimate which approximation is suitable for which application, and how big differences between the formulations are.
Both models start from an adiabatic temperature profile: For the mid-ocean ridge, potential temperature and inflow velocity are 1600 K and 5 cm yr −1 , respectively; for the mantle plume these parameters are 1850 K and 1.5 m yr −1 , which corresponds to the inflow velocity obtained from 2-D models with an open bottom boundary for a plume with the same excess temperature and material properties (Section 4.6). The top boundary is open in both models, so that-in accordance with mass conservation-the outflow velocity at the top depends on melt volume changes due to compressibility. All material parameters can be found in Table 3 .
The mid-ocean ridge model extends to a depth of 100 km and we let it evolve until it reaches steady state. We then compare the fluid pressure gradient in the incompressible model (which does not make any assumptions about the fluid pressure) to the products ρ f g, ρ s g andρg in the same model (Fig. 1, top left) ; and we find that for the mid-ocean ridge, the product of bulk density and gravity seems to be a good approximation for the fluid pressure gradient. As long as melt is far away from boundary layers and can be extracted easily, buoyancy forces are balanced by Darcy drag, and viscous compaction forces are negligible. This is whatŠrámek et al. (2007) define as the Darcy equilibrium, and in this case eq. (5) becomes ∇ p f =ρg: The fluid pressure is controlled by the bulk density. Note that in previous studies (such asŠrámek et al. 2007 ), this approximation is mostly discussed in the limit of small porosity, where it simplifies to ∇ p f = ρ s g.
The plume model extends to a depth of 300 km, and we let it develop until the plume approaches the upper model boundary (so the model corresponds to a plume reaching the base of the lithosphere). The same analysis of the fluid pressure gradient (Fig. 1 , top centre) shows that this case, where melt fractions are higher and the model is not in steady state, has a more complicated behaviour. In the stable plume tail, melt can segregate upwards easily, and we can assume Darcy equilibrium. Hence, the product of bulk density and gravity is still a good approximation for the fluid pressure gradient. However, in the plume head, where melt segregation is limited by viscous dilation/compaction of the high-viscosity solid matrix above the melting region, the Darcy approximation is not valid. Instead, the flow regime is close to whať Srámek et al. 2007 call the viscogravitational equilibrium: buoyancy is balanced by viscous compaction forces, so that the viscous resistance of the solid limits melt ascent, and the difference between solid and melt velocity becomes small. In this case, eq. (4) reduces to ∇ p f = ρ f g and the fluid pressure is controlled by the melt density.
The corresponding porosity profiles for mid-ocean ridge and plume model are shown for comparison ( Fig. 1, top right) . As for the region in the mantle plume where porosity is highest (the plume head), and hence the effect of melt volume changes are largest, ∇ p f = ρ f g seems to be a good approximation, this relation is the one we choose for our 2-D and 3-D plume models in Section 4.6. However, in general it depends on the model setup which approximation is most suitable, and for most applications of coupled magma/mantle dynamics choosing ∇ p f =ρg is a reasonable approach.
Note that in the plume model shown above, the porosity is above the disaggregation threshold, and it is debatable if the implemented equations still hold in this case. However, the general trend shown here is also valid for much smaller porosities. We exaggerated the value for the porosity to show an extreme for how far the fluid pressure can deviate from the approximation ∇ p f =ρg. In most realistic models, the values will be closer together and the problem will be smaller than shown here.
In addition to estimating the fluid pressure gradient, we also compute how the melt volume changes over time in the limit of the different approximations for ∇p f (Fig. 1, bottom) . For the midocean ridge model, which is in steady state, we take the melt flux φu f plotted over depth as a measure for the melt volume. For the mantle plume model, we integrate the melt volume over time. In the absence of melting or freezing, and without considering the Taking into account melt generation, these quantities increase as material is upwelling; and comparing them in an incompressible model and compressible models with the different approximations allows us to estimate how large the effect of compressibility on the melt volume is. This does not only include the effect of the melt volume change itself, but also its influence on material properties, such as viscosity, permeability and overall buoyancy, which in general allow a larger volume of melt to ascend faster. In the case of the steady state model, a faster ascent of melt also leads to melt leaving the model domain faster, so that less melt is present at a given point in time. Overall, this means that the approximation with the highest absolute value of the pressure gradient (in this case ρ s g) and hence the largest melt expansion effect does not necessarily lead to the largest melt flux. Fig. 1 (bottom) shows that in case of a mid-ocean ridge, the effect of compressibility on the melt flux is generally 5 per cent or less, independent of the approximation. For a mantle plume, one the other hand, the differences in melt volume can be more than 20 per cent, and differences between the different approximations can be on the order of 5 per cent of the total melt volume.
Incompressible solitary wave benchmark
The support of nonlinear solitary waves of permanent shape and constant velocity is a well-known feature of the melt migration equations (Barcilon & Richter 1986; Barcilon & Lovera 1989) . The wave behaviour develops because the solid matrix is able to compact and dilate in response to variations in melt flux, and the permeability -and hence the melt flux -increases with porosity (Spiegelman 1993a ). Due to the viscous resistance of the matrix to volume changes, which hinders the buoyant ascent of melt, porosity is forced to accumulate, draining melt from surrounding areas. This creates porosity minima -new obstructions for the melt flowand leads to the growth of solitary waves (Spiegelman 1993b) . This problem has become a standard for benchmarking magma migration codes (Schmeling 2000; Simpson & Spiegelman 2011; Keller et al. 2013) ; and solitary waves have been suggested as a way of magma transport in the mantle, contributing to its episodic behaviour (Scott & Stevenson 1986; Wiggins & Spiegelman 1995) . For 1-D solitary waves, assuming constant shear and compaction viscosities and using a permeability law in form of
and the non-dimensionalization
there is an analytical solution for the shape of the solitary wave, which can be written in the implicit form:
with A > 1 being the non-dimensional amplitude of the wave (Barcilon & Richter 1986). When scaled back to physical units, this equation describes a wave with the amplitude Aφ 0 propagating with a fixed shape and constant phase speed c = u 0 (2A + 1) in a uniform porosity (φ = φ 0 ) background. This is only valid in the limit of small porosity 1 − φ 0 ∼ 1. For running this 1-D benchmark problem, we use a pseudo-1-D profile with only a few elements in the horizontal direction and a vertical extension of 400 m, chosen in such a way that the deviation from background porosity φ/φ 0 − 1 < 10 −7 . The resolution in this direction is varied as multiples of two of the coarsest grid with n z = 160, resulting in a resolution of 2.5 m ... 0.3 m. We apply the negative phase speed of the solitary wave u s = −c e z as velocity boundary condition, so that the wave will stay at its original position while the background is moving, and set the end time of the model to t = 6 × 10 6 years to allow the soliton to propagate five times its width. The parameters used for the model are taken from Keller et al. (2013) and are given in Table 2 . Fig. 2 displays the shape of the solitary wave for both porosity and compaction pressure in the final time step for different models as well as the analytical solution.
We evaluate the accuracy of our model results by comparing both the phase speed and the shape of the wave after the model runtime to this analytical solution. In order to do this, we calculate the deviation of the position of the computed wave from the analytical solution (the phase shift z). This is done by averaging over the distance between points with the same porosity in both solutions:
n .
We can then use the phase shift to calculate the phase speed error e c = c num c ana − 1 Fig. 3 illustrates the time evolution of these errors for simulations with different resolutions and time step sizes. After an initial transient stage, the shape and phase speed errors remain constant. This demonstrates that the code is able to capture the expected behaviour of a solitary wave that moves with a constant phase speed without changing its shape. However, the errors do not seem to converge to zero with increasing resolution. This is expected, as solitary waves are the solution of a simplified formulation of the porous flow equations that is only valid in the limit of small porosity. To show how the solution depends on the amplitude of the wave A and the background porosity φ 0 , we performed a series of models with the same parameters as given in Table 2 , but varying φ 0 , and accordingly changed the reference permeability, background velocity and maximum porosity Aφ 0 to retain the same non-dimensional problem, only modifying the scaling. The results (Fig. 4) show that all errors decrease with decreasing porosity. This is also visible in Fig. 2 , where the shape of the solitary wave approaches the one of the analytical solution for small wave amplitudes. The results show no dependence on time step size (Fig. 3) , and we attribute this to the fact that the position of the solitary wave -and the numerical solution for each time step -only changes very slowly with time because we prescribe the negative wave speed at the model boundaries.
Magmatic shear bands
It has been suggested and shown both numerically and experimentally that shear bands are a typical feature emerging when shear is applied to a partially molten rock (Stevenson 1989; Holtzman et al. 2003; Spiegelman 2003; Holtzman & Kohlstedt 2007; Butler 2009 Butler , 2010 King et al. 2009 ). The instabilities develop because the viscosity of the rock is low where porosity is high, which also leads to low pressures. Melt tends to flow towards these low-pressure regions, where it accumulates (Stevenson 1989) . Shear bands are predicted to grow fastest under an angle of 45 • to the orientation of highest shear stress if the rheology of the host rock is Newtonian and porosity-dependent (Spiegelman 2003) , but can develop at much smaller angles in case of a combination of porosity-dependent and power-law viscosity (Katz 2006) or in case of anisotropic viscosity (Takei & Holtzman 2009; Butler 2012; , 2015 . We present shear band models for both viscos-ity formulations, analogous to the setup described in Spiegelman (2003) , Alisic et al. (2014) and for Newtonian rheology and in Katz (2006) for power-law rheology.
The model geometry is a 4 mm × 1 mm 2-D box periodic in the horizontal direction, starting from a background porosity φ 0 = 0.05 with small perturbations. A constant horizontal velocity u s in opposite directions is applied at the top and bottom boundaries, 5 × 10 −9 m 2 5 × 10 −9 m 2 10 −8 m 2 n dis 1 (Newtonian case) --6 (Power-law case) and the vertical gradients of pressure and porosity are required to be zero at these boundaries.
Plane wave melt bands with porosity-weakening
For the Newtonian case, we use a rheologic law in the form of
with an exponent of α = −1, and we parametrize the permeability as k φ = k 0 φ 2 and the compaction viscosity as ξ = ξ 0 φ 0 /φ. The boundary velocity is set to u s = (±500 m yr −1 , 0). A comprehensive list of model parameters and the material description can be found in Table 3 . The porosity initial condition is a sinusoidal wave of the form φ(x, y) = φ 0 + A cos(kx sin θ 0 + ky cos θ 0 ),
where φ 0 is the background porosity, A = 10 −4 is the relative amplitude of the wave, k is the wave number and θ 0 is the initial band angle. We compute the initial growth rate of these melt bands in dependence of the band angle and the chosen wave number both analytically and numerically, using the formulation derived with linear stability analysis in Spiegelman (2003) in the form it is used for this benchmark case in Alisic et al. (2014) :
Here,ε xy = 0.5 ∂u x /∂ y = 6.4 × 10 7 yr −1 is the xy component of the strain rate, and ∇ · u s is the velocity divergence at a porosity maximum of the wave far from the boundary. We computed this value by finding the maximum (or minimum, for band angles larger than 90 • ) velocity divergence in the centre of the box, that is, the part where 0.001 m < x < 0.003 m and 4.5 × 10 −4 m < y < 5.5 × 10 −4 m. Fig. 5 shows the dependence of the growth rateṡ on the initial band angle and convergence with increasing resolution. Our models reproduce the sinusoidal dependence on θ 0 with the fastest growth at an angle of 45 • that is predicted by linear stability analysis (Spiegelman 2003) . The numerical error decreases with resolution, and the convergence order is O(h 2 ), as reported in Alisic et al. (2014) . At high resolution, other effects than just the grid spacing-for example, due to linearizing the governing equations to obtain the analytical solution, or the influence of the model boundary-become more important, and the error stagnates.
Shear bands with porosity-weakening and strain-rate-weakening
For the power-law rheology, we extend the viscosity formulation to also include a dependence on the strain rate
with an exponent of α/n dis = −27 for the porosity and n dis = 6 for the strain rate. Note that this equation differs from the one in Katz (2006) in a factor of 1/n dis in the porosity exponent, as a rederivation of the equation (Takei & Holtzman 2009 ) has shown that the porosity weakening effect decreases as α/n dis . We still chose to use the original value α/n dis = −27 from Katz (2006) instead of α = −27 to be able to compare our results to the numerical models of Katz (2006) . The permeability is parametrized using the common formulation k φ = k 0 φ 3 and the compaction viscosity is constant. The boundary velocity u s = (±32 km yr −1 , 0) leads to a strain rate ofε = 1.434 s −1 . For this model setup, the porosity field is initiated with a constant background porosity φ 0 = 0.05 and added white noise with an amplitude of 0.0005. During the model evolution, elongated melt bands develop due to the applied shear; and we measure the angle of these bands after a strain of γ = 1 is reached (Fig. 6, top) . We apply a Fourier transform to the porosity field of the final time step and analyse the amplitude of the resulting frequencies in dependence of their angle. Fig. 6 (middle left) shows a histogram of these values binned by band angle. The average angle of the shear bands is then computed by fitting a log-normal to the band angle distribution. Computations with varying resolutions (Fig. 6, middle  right) show that the band angle converges to a value of approximately 17.5 • , being in the range of predictions from experiments and other numerical models, where 15 • -25 • to the plane of shear are reported (Katz 2006) . A model of magmatic shear bands in 3-D, but otherwise identical setup (Fig. 6, bottom) reveals that the modelled shear bands are indeed planar features also in 3-D. They still emerge in a certain angle determined by the applied shear, while the white noise-initially randomly distributed in all 3-D-only modulates the concentration of porosity in the band along its extension. The model has a resolution of 8 μm, which corresponds to 45 million degrees of freedom, and the full model evolution is shown in Supporting Information Movie S1.
Compressible convergence
To set up a 2-D test for melt transport including compressibility, we developed a new benchmark with an analytical solution, choosing the velocity, density and gravity in such a way that the laterally averaged products ρ f,s u s as well as ρ f,s g are constant, but the divergence of the velocity is not zero:
which also leads to all the terms ∇ρ ρ being constant. The remaining material parameters are constructed to create a zero horizontal component of the fluid pressure, a vertical component that depends only on z, and to satisfy our previous assumption that ∇ρ ρ ≈ κρg:
ξ (x, z) = e −z + 2 3 e 2x + 1,
This leads to the following solution for the porosity, fluid pressure, compaction pressure and fluid velocity:
The results are shown in Fig. 7 . In the top part, velocity u s and porosity φ are converging as expected with order k + 1 in the L 2 norm, except that we cannot explain why u s for k = 2 is only converging quadratically (but the correct order is attained when discretizing with k = 3). The melt velocity is computed as a postprocess from u s and the gradient of the pressure solutions, which explains the almost linear convergence order. As the melt velocity is not a variable used directly in our computations, but mainly for visualization, this is less critical. See the discussion of eq. (20) for details. The bottom half of Fig. 7 shows convergence of the three pressures with optimal orders. Altogether, these results demonstrate the functionality and accuracy of our solver for the fully compressible formulation of two-phase flow.
Adaptive convergence
To demonstrate the effectiveness of adaptive mesh refinement when applied to problems of melt migration, we have set up a test case with an incompressible, analytical solution featuring a vein of high porosity standing out against a low-porosity background (Fig. 8) , and including a compaction viscosity with a Gaussian in the middle of the domain. We constructed the boundary conditions, the source term and the gravity in such a way that the solution is
A script to generate the constructed material parameters, source terms and boundary conditions can be found in the supporting data (Dannberg & Heister 2016) . In this example we use a refinement criterion employing a gradient jump estimator based on the porosity and the compaction pressure. An example mesh can be seen in Fig. 9 and the refinement clearly captures the region of interest for the two fields in the estimator. Note that the refinement does not match the features of the velocity or solid pressure, so we cannot expect superior performance compared to global refinement. While it would have been easy to improve the adaptive convergence by changing the setup to concentrate the features of every variable in the vein, we think this is a more realistic setup. Even then, the improvements in the error over global refinement are convincing and highlight how useful adaptive refinement in the setting of melt migration can be, see Fig. 10 .
In this model global refinement requires two to four times as many degrees of freedom compared to adaptive refinement (for quantities like compaction pressure, porosity, and derived quantities like melt velocity). While quantities like solid velocity see no improvement here, the errors are very small to begin with because the field is relatively smooth compared to the melt velocity. This is likely also true for most realistic problems. For realistic models we propose to combine one of these criteria with refinement based on other solution variables or material properties such as temperature or viscosity.
Melt transport in a rising mantle plume
When hot buoyant material in form of a mantle plume approaches the surface, the temperatures inside of the plume exceed the solidus and material starts to melt. We use this example as an application for our coupled magma/mantle dynamics code. We present 2-D and 3-D plume models, and employ both the incompressible and compressible formulation of two-phase flow. The model domain is a Cartesian box, extending from the Earth's surface to 300 km depth and 600 km horizontally. The initial temperature profile is adiabatic with a potential temperature of 1600 K, with a cold top thermal boundary layer corresponding to oceanic lithosphere with an age Figure 7 . Results of spatial convergence test for different polynomial degrees k (diamonds: Q 2 × Q 1 , triangles: Q 3 × Q 2 ). Plotted are the L2 errors relative to the compressible, 2-D, analytical solution. Linear, quadratic, cubic and quartic trends are shown for reference as dotted and dashed lines. of 10 million years and a top temperature of 293 K. A spherical perturbation of 250 K with a diameter of 80 km is added in the centre of the bottom boundary of the model to start the plume ascent. Initially, there is no porosity present in the model. The temperature boundary conditions are prescribed according to the initial values at top and bottom, and insulating at the sides; the velocity boundary conditions are free slip everywhere except for the bottom boundary layer, where the hydrostatic pressure is applied, but material is allowed to flow in and out. This leads to inflow of hot material acting as a plume tail. The rheology is purely Newtonian, but both shear and compaction viscosity are temperature-and porosity-dependent in the form
with exponents of α = −5 and β = 10, which are chosen lower compared to what experiments suggest to limit the viscosity contrast in the model to approximately 6 orders of magnitude. The melting parametrization (Katz et al. 2003) is described in Appendix C.
We apply no freezing of melt here, as we are mainly interested in how the volume of generated melt evolves over time and the related differences between the compressible and incompressible formulation. However, latent heat of melting is incorporated, with an entropy change of S = −300 J/(kg K) upon melting. In this setting, the porosity can exceed values of 25-35 per cent, where the host rock ceases to be a connected matrix and starts to disaggregate into individual blocks and grains. It is debatable if the equations can still be applied in this limit, but it has been argued (Keller et al. 2013 ) that Darcy flow can still be a valid approximation for this type of flow, in this case describing the settling and interaction of a mush or single grains of solid in the melt phase. The permeability is then a measure for how much the relative flux of one phase is hindered by the other phase. We follow the approach of Keller et al. (2013) and use the parametrized permeability law
with n = 3 and m = 2.
(33) Figure 8 . Setup of the convergence test for adaptive mesh refinement. Top row is solid pressure, compaction pressure and fluid pressure. Bottom row shows porosity, melt velocity and solid velocity. The main feature is a vein of increased porosity standing out against a low-porosity background. Figure 9 . Fields like in Fig. 8, but showing the mesh refined using an error indicator based on a combination of porosity and compaction pressure gradient jumps. The algorithm clearly detects the peak in the compaction pressure and the vein and resolves them using small cells. Figure 10 . Convergence plot of L2 errors of various quantities with adaptive refinement (solid lines with diamonds) compared to global refinement (dashed lines with triangles). As expected from the refinement in the porosity vein, the errors for porosity, compaction pressure and fluid velocity are clearly superior, while other errors are comparable to global refinement. Linear, quadratic and cubic trends are shown for reference as dotted and dashed lines. Note that this approach involves a strong simplification and may in some aspects result in non-physical behaviour. In particular, as permeability goes to zero in the limit of 100 per cent porosity, the fluid is forced to move together with the solid, using the Stokes equation to compute melt velocities, which may generate shear stresses although the solid is completely disaggregated. However, it remains an open question how to accurately model magma/mantle dynamics above the disaggregation threshold. The setup we use here is chosen to demonstrate the capabilities of the code and to show differences between the compressible and incompressible formulations, and caution is recommended when transferring this model to more realistic applications.
To test the influence of considering the individual compressibility of solid and fluid on the model evolution, we designed models with three different formulations of the density parametrization ( Fig. 11a ):
(i) with constant melt and solid densities ρ f = 3000 kg m −3 and ρ s = 3400 kg m −3 , only depending on temperature, (ii) pressure-and temperature-dependent densities, with the solid density fit to PREM (Dziewonski & Anderson 1981) and the melt density fit to data for komatiite melts (Agee & Walker 1993) using a dependency in the form ρ = ρ 0 (1 − α thermal (T − T adi ))e κp , but incompressible formulation of the mass and momentum conservation (iii) the same densities as in eq. (2), but with the fully compressible system of equations.
A comprehensive list of model parameters can be found in Table 3 , and all material properties are identical to the ones used in the 1-D upwelling models presented in Section 4.1. Except for the properties mentioned above the material model is the same as described in Section 4.3.
During the model evolution, the plume ascends from the bottom of the model due to its high buoyancy. At a pressure of approximately 5 GPa material starts to melt, lowering the viscosities and further reducing the density. While the plume rises, the melt first accumulates at its top until it reaches a depth of 50 km, where the melt starts to separate from the plume head, moving further up and spreading laterally at the base of the lithosphere (Fig. 12 ). In agreement with previous studies of melt migration in mantle plumes with lower melt fractions (Schmeling 2000) , melt segregation velocities point almost vertically upwards, and within the plume head magnitudes of melt and solid velocities are comparable. Horizontal movement occurs when melt is advected with the solid plume material (for low melt fractions) and as it stagnates below the impermeable lithosphere in a melt-rich layer. The generated shear initiates small-scale downwellings of cold and dense lithosphere above into the low-viscosity plume material, leading to mixing in the plume head and thinning of the lithosphere. The full model evolution is shown in Supporting Information Movie S2. We evaluate the volume of generated melt over the model evolution time and compare this quantity between the different setups (Fig. 11b) .
In the purely incompressible model, the density of the melt is very low, leading to a fast plume ascent and earlier melting and upwards migration of melt. In the models with pressure-dependent density, the buoyancy of the plume is smaller, and the plume rises more slowly. This explains the faster growth of melt volume for the purely incompressible model. However, there is also a volume difference between the compressible case and the incompressible, but pressure-dependent density case. As there is no difference in density parametrizations between these models, the plume buoyancy, melt generation rate and ascent velocity are identical. But as the compressible formulation considers the extension of the melt phase when it reaches lower pressures, a higher overall melt volume is reached in this model. The difference in melt volume between these two cases depends on the melt compressibility, but it is also influenced by where and how much melt is generated, i.e. the melting parametrization. For melt generated at greater pressures, the change in density and thus the volume change is higher. For the example cases shown here it amounts to 5 per cent in the case with shallow melting and 11.4 per cent in the case with deep melting. As the models are only 2-D, these values technically represent melt areas, and not melt volumes, so that for a 3-D model an even stronger effect of compressibility (of V ≈ A 3/2 ) is expected, leading to differences of up to 18 per cent. Fig. 13 shows a model with identical setup as in the incompressible case, but in 3-D, and illustrates how melt accumulates at the top of the rising plume head. The snapshot shows the adaptively refined mesh and demonstrates how this allows us to resolve features of interest while saving computational resources over a globally refinement mesh. For this computation, the adaptive refinement is based on a combination of refinement criteria that are evaluated every few time steps: the mesh is refined in a cylinder around the plume and in the lithosphere, and dynamically based on the presence of melt. Supporting Information Movie S3 shows the time evolution of the same model in lower resolution.
Influence of melt migration on a global-scale convection model
After showcasing our implementation on a realistic example of melt migration in a rising mantle plume, we will demonstrate that with the aid of adaptive mesh refinement our software also allows it to combine models of global-scale mantle convection and melt migration. We study how melt generation and segregation impact the dynamics of such a model by comparing a classic convection model-where only the equilibrium melt fraction in dependence of temperature and pressure is computed-and a model with coupled magma/mantle dynamics, where melt is allowed to migrate. More precisely, we consider the distribution of melt, the flow field, and average velocities and temperatures.
As our focus is on the qualitative influence of melt migration on the model dynamics, we simplify the model setup to only include basic features important to study this dependence. We choose a Cartesian geometry with an aspect ratio of three and dimensions of 2900 × 8700 km. The model is heated from the bottom and cooled from the top, with no additional heat sources in the form of internal heating, latent heat or shear heating. We employ a simplified melting parametrization with a linear dependence of the solidus temperature on pressure p and depletion C, and assume that the generated melt is proportional to the temperature in excess of the solidus:
T p = 6 × 10 −8 K/Pa,
The melting rate is computed as the difference between the equilibrium melt fraction and the melt present in the model. While these melting relations are strongly simplified, they capture the qualitative influence of temperature, pressure and depletion/enrichment on the melting rate and are an appropriate approximation for studying the general model behaviour with the present melt fractions of up to 20 per cent and the dependence of melt generation and migration on the model dynamics. Whenever melt is generated in the model and migrates upwards, it leaves behind depleted material, and when the porosity present in the model exceeds the computed equilibrium melt fraction, melt freezes, creating enriched material. This change in material composition is modelled by a density change of the material proportional to enrichment/depletion, with depleted material being less dense and enriched material being denser than the surrounding mantle. In addition, porosity weakens the material as described in Section 4.6, except for the compaction viscosity, which follows an exponential dependence equivalent to the one for the shear viscosity. All model parameters can be found in Table 3 .
In the classic convection model (Fig. 14, top) , melt is generated by decompression melting where hot material reaches a shallow depth and partially molten areas remain relatively stationary as long as the general pattern of the flow field does not change. In the model with melt migration (Fig. 14, bottom) , the same mechanism Once melt starts to be generated, enriched material accumulates in the top layer, and depleted material in a layer below in 200-400 km depth. Part of the enriched material also flows downwards and is distributed over the whole model domain. Bottom left: development of the melt volume for models with (red lines) and without (blue line) melt migration, and varying density contrasts between 'enriched' and 'depleted' material. For the model without melt migration, melt volume is calculated as equilibrium melt fraction for the present temperature and pressure conditions (i.e. batch melting). Bottom right: development of the root mean square velocity for models with (red line) and without (blue line) melt migration. While the model evolution is similar in the beginning, it diverges once a significant amount of melt is generated (compare left side), and the model with melt migrations shows higher velocity peaks. of melt generation is active, initially leading to melting in the same regions where hot material is upwelling and approaching the surface. However, as the melt migrates upwards, it reaches regions with lower ambient mantle temperatures and starts to freeze, leaving behind depleted material that is not fertile enough to generate new melt. This means that the overall melt volume is much smaller (Fig. 15 , bottom left), as is expected for fractional melting in comparison to batch melting. Moreover, patches of enriched material created by freezing of melt influence the model dynamics: as it has a higher density than the surrounding mantle, cold and enriched material sinks down, initiating several small downwellings that do not occur in the model without melt migration. Fig. 15 (top) illustrates the evolution of enrichment and depletion over time: As soon as melt is generated in the model, it migrates upwards from its source, where it freezes again, creating a layer of enriched material close to the top of the model, and leaving behind a layer of depleted material below, in 200-400 km depth. In principle, even though the model is extremely simplified, these layers correspond to the Earth's crust (or at least the part of the crust generated by plumes, as there are no divergent plate boundaries in the model where oceanic crust and lithosphere would be generated) and the asthenosphere. Of course, the melt does not migrate through the previously existing cold top layer in our models and hence cannot reach the surface. However, the small-scale convection initiated by the downwellings of dense enriched, crystallized material allows for new, hot material to flow upwards, and melt intruding further upwards into the lithosphere. This is already a similar process as what is described by Sobolev et al. (2011) as thermo-magmatic erosion of the lithosphere by mantle plumes. The downwelling enriched material is subsequently distributed over the whole model domain (blue streaks towards the end of the time evolution in Fig. 15, top) . The full model evolution is presented in Supporting Information Movie S4.
This diverging model dynamics is also visible in the root mean square velocities (Fig. 15, bottom right) : during the first 250 million years both models behave almost identically, but afterwards different peaks develop in the two models. However, as the root mean square velocity is mainly influenced by upwellings instead of downwellings (due to the lower viscosities) both the average value and the frequency of peaks remain similar.
It is very likely that the model behaviour will change if a more complex melting and material behaviour is incorporated, but our model shows that already this very simple approximation of melting, together with melt migration, has a strong influence on the model dynamics, including average model velocities, predicted melt volumes and number and frequency of downwellings.
C O N C L U S I O N S A N D O U T L O O K
In this study, we described how to implement two-phase flow in 2-D and 3-D in a finite element code with adaptive mesh refinement. The proposed formulation, which includes the compressibility of the individual solid and melt phase in addition to compaction, allows models to be extended consistently to greater depth in the Earth's mantle. The presented applications demonstrate the accuracy and efficiency of our software and its ability to capture the behaviour of melt in relevant application cases of magma/mantle dynamics on different scales, ranging from millimetres to thousands of kilometres. Simulations of mantle plumes and global convection show that including melt migration in a model significantly changes the convection pattern, and for deep melts the compressibility can have an effect of an order of 20 per cent on the computed melt volume.
The main advantages of the presented method are (1) the effectiveness of adaptive mesh refinement, allowing for higher resolution or larger model domains with the same computational resources, (2) the potential to study applications with 3-D geometries and (3) the capability to couple melt migration to processes deeper in the Earth's mantle and global mantle convection in a consistent formulation considering the compressibilities of solid and melt phase.
Despite all this, the methods described here are not sufficient to solve all conceivable models related to melt migration realistically: The focus of this study is on the coupling of magma dynamics to mantle dynamics on larger scales, and our current approach does not consider elastic and plastic deformation of the material. Hence, it does not allow for modelling of melt transport through fractures or dikes, one of the main modes of melt extraction on smaller scales such as in the lithosphere and crust (Keller et al. 2013 ). These deformation mechanisms introduce additional nonlinearities and make the problem numerically challenging, demanding the use of more efficient nonlinear solvers, ideally employing Newton's method, to be viable in 3-D.
In addition, we here concentrate on the mechanical evolution of the two-phase system, simplifying its thermal and chemical evolution and using parametrizations for calculating melting and freezing rate and the influence of melt on material properties. This approximation considers the qualitative influence of compositional changes on solidus, liquidus, density, viscosity and other material properties. However, it does not allow an accurate computation of the melt and residuum composition in a multicomponent system or the associated chemical heterogeneities generated by the melting process-which would be required for a more realistic description of the rheology of partially molten regions and a more sophisticated comparison of the model to geochemical data. Employing thermodynamic data to calculate melting rates self-consistently and keeping track of the evolution of solid and melt composition should be a goal for future modelling studies.
Finally, we assume that melt and solid are always in thermodynamic equilibrium. However, this might not be a valid approximation for all applications of porous flow in the Earth's mantle and excludes modelling disequilibrium melting such as described in Rudge et al. (2011) . In particular, it has been suggested (Rudge et al. 2011 ) that disequilibrium transport may play an important role for reaction infiltration instabilities (Spiegelman et al. 2001) , which lead to melt focusing and channelized flow below mid-ocean ridges.
Nevertheless, we have shown that ASPECT can be applied to a number of relevant model setups for coupled magma/mantle dynamics and that it has the potential to become a versatile and useful tool for the magma migration community.
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