Elliptic Variational Problems in RN with Critical Growth  by Ambrosetti, A. et al.
Journal of Differential Equations 168, 1032 (2000)
Elliptic Variational Problems in RN with Critical Growth
A. Ambrosetti1
SISSA, via Beirut 24, Trieste 34014, Italy
and
J. Garcia Azorero and I. Peral2
UAM, Cantoblanco, Madrid, Spain
Received May 3, 1999; revised October 7, 1999
dedicated to professor jack k. hale on the occasion of
his 70th birthday
1. INTRODUCTION AND MAIN RESULTS
In this paper we look for positive solutions of
(P=) &2u==h(x) uq+u p, u # D1, 2(RN ),
where 0<q<1 and p=(N+2)(N&2) is the critical Sobolev exponent.
We will make the following assumptions on h:
(h0) h # L1(RN ) & L(RN ),
(h1) h+ 0. (h+ denotes the positive part of h.)
Problem (P=) is variational in nature: non-negative solutions of (P=) can be
found as stationary points of the functional f= : D1, 2(RN )  R,
f=(u)=
1
2 |R N |{u|
2&
=
q+1 |R N h(x) u
q+1
+ &
1
p+1 |R N u
p+1
+ .
Our first result is related to [3, 5, 6].
Theorem 1.1. Suppose that (h0 , h1) hold. Then there exists =0>0 such
that for all = # (0, =0) problem (P=) has two non-negative solutions.
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Furthermore, if h satisfies (h0) and
(h2) h0,
then the solutions are positive.
The proof of Theorem 1.1 is carried out in Section 2. A solution u= bifurcat-
ing from u=0 is found as a local minimum of f= , while a second solution u~ =
is obtained by using the MountainPass (MP, for short) Theorem. The main
ingredient of the proof is to show that the PalaisSmale (PS, for short) condi-
tion holds below a certain level, see Proposition 2.1. The existence of u= is
related to Theorem 2.1 of [3], while the existence of u~ = is the extension to RN
of Theorem 2.3 of [3].
Remark 1.2. (a) If h& 0 we do not know if u>0, since we cannot
apply the strong maximum principle to &2u+h&(x) uq, if 0<q<1.
(b) One of the two solutions branches off from u=0 in the sense that
u=  0 in D1, 2(RN) as =  0+. The proof will make clear that for the
existence of such a u= it suffices to assume that h # Lt(RN ), with t=( p+1)
( p&q). The second solution is found by means of the MountainPass
Theorem.
The second part of the paper is related to the recent work [7]. Problem
(P=) is considered as a perturbation of the equation
&2u=u(N+2)(N&2), u # D1, 2(RN ),
which has a manifold Z of positive solutions,
Z={z+, !(x)=+(2&N)2z \x&!+ + : +>0, ! # RN= ,
where
z(x)=CN(1+|x| 2)(2&N)2, CN=[N(N&2)](N&2)4.
Since any z+, ! is a critical point of f0 , we will say that Z is a critical
manifold.
Theorem 1.3. Suppose h is a continuous function which satisfies (h1) and
(h3) | :=supp h is compact.
Then there exists =1>0, +1>0 and !1 # RN such that for all |=|<=1 problem
(P=) has a positive solution u1, = with u1, =  z+1 , !1 in D
1, 2(RN ) as =  0.
Furthermore, if h changes sign then there exist +2>0, !2 # RN with
(+1 , !1){(+2 , !2) and another positive solution u2, = of (P=) such that
u2, =  z+2 , !2 in D
1, 2(RN) as =  0.
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Remark 1.4. (a) The above result is in contrast with Theorem 2.4 of
[3] where, in the case of Dirichlet problems on a bounded domain, it was
proved that for any solution w= distinct from the ‘‘minimal’’ one, there
results
&w=&   as =  0+.
(b) Unlike in Theorem 1.1, the solutions we find in Theorem 1.3 are
close to the manifold Z. This new feature, jointly with assumption (h3),
allows us to prove that these solutions are positive without taking =>0,
nor requiring the assumption (h2). Another consequence of the fact that
u1, = and u2, = converge to points of Z is that they are different from the solu-
tion that branches off from u=0 found in Theorem 1.1. Therefore, when h
is continuous, satisfies (h1), (h3) and changes sign, problem (P=) possesses
for =>0 small, at least 3 solutions: one is non-negative and bifurcates from
u=0, the other two are positive and close to Z. Let us also point out that,
when h changes sign, u1, = can possibly coincide with the MountainPass
solution found in Theorem 1.1, while u2, = has Morse index equal to N+2,
according to [2, Theorem 3.2].
(c) Theorem 1.3 extends the results of Sections 5 and 6 of [7] where
q was taken to be greater or equal to 1.
The proof of Theorem 1.3 is given in Section 3 and relies on the pertur-
bation procedure discussed in [7], see also [1] and [2]. The new feature
here is that the approach needs to be localized because f= is not of class C2.
The same perturbation method can be used to handle other equations on
RN. In Section 4 we include one of such applications and consider a class
of Schroedinger equations with a potential and a nonlinearity with critical
growth. We prove there exist semiclassical states concentrating near critical
points of the potential. This kind of result extends those of [4].
Notation. v Ls(RN ) denote the usual Lebesgue spaces; the norm is
indicated with &u&s .
v D1, 2(RN )=[u # L2N(N&2) : {u # L2(RN)]; D1, 2(RN) is endowed
with the norm &u&1, 2=&{u&2 .
v S denotes the best Sobolev constant.
2. PROOF OF THEOREM 1.1
In this section we shall prove Theorem 1.1. We begin with the PS
condition.
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2.1. The PalaisSmale Condition
Proposition 2.1. Suppose that (h0) holds and let [un]/D1, 2(RN ) be
such that
(i) f=(un)  c=< 1N S
N2&C(N, q, &h&s) =s, where s=( p+1)( p&q)
(ii) f $=(un)  0.
Then there exists a subsequence strongly convergent in D1, 2(RN ).
Proof. From (i) and (ii) it readily follows that there exists a constant
M>0 such that
&un&1, 2M. (1)
Without relabeling we can assume hereafter that
un ( u weakly in D1, 2(RN) and un  u a.e. in RN. (2)
Lemma 2.2. For all ’>0 there exists \0>0 such that
|
|x|>\0
|{un |2 dx<’, \n.
Proof. We follow the arguments of [11]. By contradiction, suppose
that there exists ’0>0 such that for all \>0 one has, up to a subsequence,
|
|x|>\
|{un |2 dx’0 . (3)
Fixed =>0 small enough (to be precised later), let r>0 be such that
|
|x|>r
|{u|2 dx<=.
Let j # N the integer part of M= and let
Ik=[x # RN : r+k|x|r+(k+1)], k=0, 1, ..., j.
From (1)
( j+1) =|
R N
|{un |2 dx :
j
k=0
|
Ik
|{un |2 dx.
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Hence there exists k # [0, 1, ..., j] such that (up to a subsequence):
|
Ik
|{un |2 dx=, \n. (4)
Let /1(x)0 denote a cut-off function such that,
/1(x)={1,0,
|x|r+k
|x|r+(k +1)
and such that |{/1(x)|2. We also set /2(x)=1&/1(x). Define
vn=/1 un , wn=/2un .
Using (4) and the Sobolev inequalities on Ik it is easy to check that there
exists c>0 such that (up to a subsequence):
|( f $=(un)& f $=(vn), vn) |c =, (5)
|( f $=(un)& f $=(wn), wn) |c =. (6)
As a consequence we have
|( f $=(vn), vn) |c =+o(1), (7)
|( f $=(wn), wn) |c =+o(1). (8)
Now (7) implies
f=(vn) f=(vn)& 12 ( f $=(vn), vn)&
1
2 c =+o(1). (9)
Using the Ho lder inequality one finds
f=(vn)&
1
2
( f $=(vn), vn)
1
N
&(vn)+& p+1p+1&= \ 1q+1&
1
2+ &h&s &(vn)+&q+1p+1 ,
(10)
where s= p+1p&q . Let C(N, q, &h&s)>0 denote a constant such that
1
N
a p+1&= \ 1q+1&
1
2+ &h&s aq+1&C(N, q, &h&s) =( p+1)( p&q), \a>0.
Then (9) and (10) yield (c0 , c1 , ... denote positive constants)
f=(vn)&c0=&C(N, q, &h&s) =( p+1)( p&q)+o(1). (11)
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On the other hand it is easy to estimate
} = |RN h(x)(wn)q+1+ }=c1 \||x| >r+k |h(x)| s+
1s
.
Hence for r>0 large enough one has
} = |RN h(x)(wn)q+1+ }c2=. (12)
Then (8) implies
} |R N |{wn | 2&|RN |(wn)+ | p+1 }c2=+o(1). (13)
From (3) and for \=r+k we have that
|
|x|>r+k +1
|{wn |2|
|x|>r+k
|{un |2>’0 . (14)
Taking = small, from (4) and (14) it follows that
| |{wn | 2>
’0
2
and taking = possibly smaller and n large, (13) implies
| (wn) p+1+ >
’0
3
>0.
Consider
n=:nwn , : p&1n =
&wn&21, 2
&(wn)+& p+1p+1
.
With this choice
&n&21, 2=&n&
p+1
p+1 .
By the definition of the best Sobolev constant S:
S
&n&21, 2
&n&2p+1
=&n&4(N&2)p+1
and this implies
&(wn)+& p+1p+1S
N2.
15ELLIPTIC VARIATIONAL PROBLEMS IN RN
Hence, using also (12),
f=(wn)&
1
2
( f $=(wn), wn)=
1
N
&(wn)+& p+1p+1&= \ 1q+1&
1
2+ | h(x)(wn)q+1+ dx

1
N
SN2&c4 =. (15)
From (15) and (8) it follows that
f=(wn)
1
N
SN2&c5 =+o(1). (16)
Moreover, by (4) and (58) one has
f=(un) f=(vn)+ f=(wn)&c6 =. (17)
Finally (17), (12) and (16) yield
f=(un)
1
N
S N2&C(N, q, &h&s) =( p+1)( p&q)&c7 =+o(1)
and hence, for = small, a contradiction with assumption (i). K
Proof of Proposition 2.1 completed. In view of the previous lemma, we
can apply the concentration compactness procedure by P. L. Lions (see
[12] and [13]) to find, up to a subsequence,
(A) |{un |2 ( d+|{u|2+ j # N +j $xj
(B) |un | p+1 ( d&=|u| p+1+ j # N &j $xj ,
where $xj is the Dirac delta supported in xj , N is at most numerable and
the convergence is understood in the sense of the weak convergence of the
measures.
(C) &2( p+1)j +j for all j # N.
Assume that the support of the singular part of d+ is not empty, namely
there exist j # N such that +j {0.
For $>0 consider ,$ # C , ,$0 a cut-off function centered at xj such
that
,$(x)={1,0, if |x&x j |
$
2
if |x&x j |$
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and |{,| 4$ . Then
0= lim
n  
( f $=(un), ,$un)
= lim
n   \|R N |{un | 2 ,$ dx+|R N un ({un , {,$) dx
&= |
Rn
h(x) ,$(un)q+1+ dx&|
Rn
,$(un) p+1+ dx+
From (A) and (B) we get
(i) R N |{un |2 ,$ dx  R N ,$ d+
(ii) R N |un | p+1 ,$ dx  R N ,$ d&.
Since supp(,$)=B$(xj ) is bounded, up to a subsequence,
(iii) R N h(x) |un | q+1 ,$ dx  B$ (xj) h(x) |u|
q+1 ,$ dx.
Moreover, taking limits for n  ,
}|RN un ({un , {,$) dx }
\|B$ (xj ) |{un |
2 dx+
12
\|B$ (xj ) |un |
2 |{,$ |2 dx+
12
M \|B$ (xj ) |un |
2 |{,$ |2 dx+
12
 M \|B$ (xj ) |u|
2 |{,$ |2 dx+
12
(18)
and by Ho lder inequality
\|B$ (xj ) |u|
2 |{,$ |2 dx+
12
\|B$ (xj) |u|
p+1 dx+
1( p+1)
\|B$(xj) |{,$ |
N dx+
1N
c8 \|B$ (xj) |u|
p+1 dx+
1( p+1)
 0, as $  0. (19)
Therefore (i), (ii), (iii), (18) and (19) imply
0= lim
$  0
lim
n  
( f $=(un), ,$ un)=+ j&& j
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and, since &2( p+1)j S+ j , we conclude that either &j=+j=0 or &j=+ j
S N2. In the last case, since q+1<2N(N&2) and h # Lt for all t1
then
|
R N
h(x) |un |q+1 dx  |
RN
h(x) |u|q+1 dx, n  .
Moreover,
|
R N
|un | p+1 dx  |
RN
d&SN2+|
RN
|u| p+1 dx
and hence as above
c=
1
N
S N2+
1
N |RN u
p+1
+ dx&= \ 1q+1&
1
2+ |R N h(x) uq+1+ dx

1
N
S N2&C(N, q, &h&s) =( p+1)( p&q).
This is a contradiction with (i) proving the proposition. K
2.2. Existence of a Local Minimum
We first prove the existence of a non-negative solution u= of (P=) such
that u=  0 as =  0. Let us point out explicitely that if h0 then the
strong maximum principle implies that the solution is positive; see Remark 1.2.
Lemma 2.3. Let (h0&h1) hold. For =>0 small, f= achieves a local
minimum u= {0 and u=  0 as =  0.
Proof. From the Sobolev and Ho lder inequalities, it follows that
f=(u) 12 &u&21, 2&=c1 &u&q+11, 2 &c2 &u& p+11, 2 .
Let \=r(=) be the first zero of the function ,(s)= 12 s
2&=c1sq+1&c2s p+1.
For future references we point out that r(=)  0 as =  0. One has that
(a) There exist c0>0 and =0>0 such that f=(u)&c0 for all
&u&1, 2<\ and f=(u)>0 if &u&=\, for all 0<=<=0 .
Next, let , # C0 (R
N ), such that ,0, &,&1, 2=1 and supp ,/[x | h(x)>0].
For t>0 we have
f=(t,)=
1
2
t2&
=
q+1
tq+1 |
RN
h+,q+1&
t p+1
p+1 |RN ,
p+1.
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Hence for =>0 small there exists t0<\ such that for 0<t<t0
f=(t,)<0.
This and the preceding statement (a) yield
&<i= := inf
&u&1, 2\
f=(u)<0.
For =>0 small we can apply Proposition 2.1 with c= i= and hence i= is
achieved at some u= . Finally, it is clear that &u=&1, 2r(=)  0. K
Remark 2.4. Using the LusternikSchnierelmann theory one can prove
that the problem
&2u==h(x) |u|q&1 u+|u| p&1 u, u # D1, 2(RN ), 0<=<=0
has infinitely many solutions such that &u&1, 2<\. For bounded domains
see [3] and [9]. K
2.3. The Existence of a Second Solution
In this subsection we shall complete the proof of Theorem 1.1 showing
that (P=) possesses a second solution u~ = .
We will follow the ideas of [3]. More precisely we will prove that if for
=>0 f= has a local minimum u= , then there exists a second nonnegative
solution of (P=). If u= is a local minimum of f= in D1, 2(RN ), then v=0 is
a local minimum in D1, 2(RN) for the traslated functional
I=(v)= 12 |
RN
|{u|2 dx&|
R N
H(x, v) dx, (20)
where
H(x, v)=|
v
0
g(x, s) ds,
g(x, s)={=h(x)((u=+s)
q&u=q)+((u=+s) p&u=p), s0
0, s<0
namely
H(x, v)=
=
q+1
h(x)((u=+v+)q+1&uq+1= &(q+1) u
q
= v+)
+
1
p+1
((u=+v+) p+1&u p+1= &( p+1) u
p
= v+).
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Proposition 2.5. If v=0 is the only critical point of (20) in D1, 2(RN )
then I= satisfies a local PalaisSmale condition below the critical constant
}= 1N S
N2.
Proof. Let [vn] be a PalaisSmale sequence of I= verifying
(i) I=(vn)  c<}; (ii) I$=(vn)  0.
Then &vn&1, 2M, for some positive constant M, and hence there exists a
subsequence, vn ( v weakly in D1, 2(RN ). Moreover v is a solution in
distributions sense to the Euler equation associated to I= and by density it
is in fact a weak solution. Therefore by (ii) above, v=0. Like in subsection
2.1, the arguments of [11] yield that no evanescence is possible. Precisely
one has:
Lemma 2.6. Let [vn] be the PalaisSmale sequence considered above.
Then \’>0, _\0 such that
|
|x|>\0
|{vn |2 dx<’, \n.
Proof. As above we argue by contradiction. Assume that there exists a
’0>0 such for all \>0 one has, up to a subsequence,
|
|x|>\
|{vn |2 dx’0 .
Fixed =>0, by the same arguments as before we can find an annulus
A=[x # RN : R<|x|<R+1],
with a R that will be choosen later, such that, up to a subsequence,
|
A
|{vn |2 dx<=, |
A
|{(u=+vn)|2 dx<=, \n.
Consider /1(x)0 a cut-off function such that
/1(x)={1,0,
|x|R
|x|R+1
and such that |{/1(x)|2. We also set /2(x)=1&/1(x). We consider the
corresponding truncated functions
w1, n=/1vn , w2, n=/2 vn .
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Notice that wi, n ( 0 weakly in D1, 2(RN), i=1, 2. Next, the following
estimates hold:
(I$=(vn), u=+wi, n)=o(1), i=1, 2, (21)
|(I$=(vn)&I$=(w1, n), u=+wi, n) |c=+o(1), i=1, 2. (22)
As a consequence
|(I$=(w i, n), u=+wi, n) |c=+o(1), i=1, 2. (23)
The main point is the following inequality
lim
n  
I=(w i, n)&
1
2
(I$=(wi, n), u=+wi, n)
= lim
n   \
1
N |N (u=+(wi, n)+)
p+1&u p+1= +0. (24)
In particular we can estimate
I=(w1, n)I=(w1, n)& 12 (I$=(w1, n), u=+w1, n)&c=+o(1)
and taking into account (24) it follows that
I=(w1, n)&c=+o(1). (25)
From (23) we obtain for i=2
|
R N
|{w2, n |2|
R N
((u=+(w2, n)+) p+1&u p+1= )+c=+o(1). (26)
By the following elementary inequality
0<c1
(1+t) p+1&1&t p+1
t p+t
c2 , t>0,
and since vn ( 0 we have
|
R N
w p2, n u= o(1), |
RN
w2, nu p= =o(1).
Then
|
R N
((u=+w2, n) p+1&u p+1= )=|
R N
(w2, n) p+1+o(1)
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and therefore
|
|x|>R
|{vn |2>$ implies |
R N
w p+12, n >
$
2
(for = small and large n). Now, by the same arguments of Lemma 2.2, we
find
I=(vn)I=(w1, n)+I=(w2, n)&c=
1
N
S N2&c~ =+o(1)
and for = small we reach a contradiction. K
Proof of Proposition 2.5 Completed. By the previous lemma we find that
\’>0, _\0 , such that
|
|x|>\0
|{vn |2 dx<’, \n.
We are now in position to apply the Concentration Compactness Lemma by
P. L. Lions. Precisely, since vn ( 0, we get, up to a subsequence (we use
the same notation emploied in the proof of Proposition 2.1).
(A) |{vn | 2 ( d+ = j # N + j$xj
(B) |vn | p+1 ( d& = j # N &j $xj
(C) &2( p+1)j +j for all j # N.
In particular it follows that
(D) |{(u=+vn)|2 ( d+|{u= | 2+d+
(E) |u=+vn | p+1 ( d&=|u= | p+1+d& .
By the same localization procedure done in the proof of Proposition 2.1
and taking as test function (u=+(vn)+) ,$ we get that if there is some
singular part it follows +j=&jS N2. And this gives a contradiction as soon
as the energy level is c<}= 1N S
N2. K
The existence of a second solution of (P=) is a consequence of the
following slightly more general result.
Theorem 2.7. Let (h0) and (h1) hold and assume that for =>0, f= has a
local minimum. Then problem (P=) has a second non-negative solution. In
addition, if (h2) holds, then the solution is positive.
Proof. By contradiction. If f= has only the minimum u= as critical point
then I= has only zero as critical point and it is a local minimum. As a
consequence I= satisfies the geometric hypothesis of the MP Theorem. Let
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c denote the MP level of I= . According to Proposition 2.5, I= satisfies a
local PalaisSmale condition under the critical level }. Hence it remains to
show that the MP level c satisfies c<}. If h>0 a direct calculation shows
that
csup
t>0
I=(tz)<},
where z is the Sobolev minimizer introduced in Section 1. If (h1) holds it
suffices to consider a Sobolev minimizer conveniently concentrated in the
support of h+ , namely, z+, ! such that
|
R N
h+(x) zq+1+, ! >|
RN
h&(x) zq+1+, ! .
In any case the MP critical level is achieved and the proof is completed.
K
Remark 2.8. If N>6 the local PalaisSmale condition proved above
allows to obtain a second positive solution for small =>0 via the MP
Theorem working directly with f= . The only detail to be checked is that if
we consider the path #(t)=tz0(x), z0(x)=CN(1+|x| 2)2&N, then
max
t0
f=(#(t))<
1
N
S N2&C(N, q, &h&s) =( p+1)( p&q).
provided =>0 is small enough.
We end this section by stating for completeness the following result.
Theorem 2.9. There exists * >0 such that for =>* problem (P=) has no
positive solution.
The proof is similar to the one in the bounded domain case. See [5]
and [10].
3. EXISTENCE OF SOLUTIONS NEAR Z
Here we prove Theorem 1.3. It is always understood that h is continuous
and satisfies (h1) and (h3). As anticipated in the Introduction, we will use
a perturbation method, variational in nature, developed in [1, 2, 7] which
permits to find critical points of a C2 functional
f=(u)= f0(u)&=G(u)
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near a manifold Z of critical points of f0 , under suitable non-degeneracy
conditions. In the present case,
f0(u)=
1
2 |R N |{u|
2&
1
p+1 |RN u
p+1
+
and
G(u)=
1
q+1 |RN hu
q+1
+ .
Since q<1, G fails to be C2 on D1, 2(RN ) and to overcome this lack of
regularity, we have to modify a little the abstract approach. We will indicate
the main differences, referring for the other arguments to abovecited papers.
First of all, it is convenient to work in the Banach space X=D1, 2(RN ) &
L(RN ) equipped with the norm &u&X=&u&1, 2+&u& . Instead of working
on the critical manifold Z introduced in Section 1, we consider the subset
Z0 of Z defined by
Z0=[z+, ! : |!|<R, 0<+1<+<+2],
where z+, ! has been introduced in Section 1 and R, +1 and +2 will be
choosen later on. In any case, we shall take R in such a way that |=
supp h/BR . Set
a :=inf {+ (2&N)2z0 \x&!+ + : x # |, |!|<R, +1<+<+2= .
and consider the open set
U={z+, !+w : z+, ! # Z0 , &w&X<a2= .
For u=z+, !+w # U and |x|<R one has that
u(x)a&&w&
a
2
>0.
In particular, since |/BR there results
u(x)
a
2
>0, \x # |.
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This immediately implies that G: U  R is of class C2. Next, let us define
for u # U
A=(u)==huq+u p.
Since h # Lt(RN ) for all t>1, it follows that
A=(u) # L2N(N+2)(RN ) & L(RN), \u # U.
For  # L2N(N+2)(RN ) the problem &2v= has a unique solution
v # D1, 2(RN). Moreover, by elliptic regularity if
 # L2N(N+2)(RN ) & Lt(RN ), t>N2 then v # L(RN ).
Hence, if we denote the solution v=J then
J b A= : U  X.
Let
T+, !Z=span (q1 , ..., qN+1)
denote the tangent space to Z at z+, ! . Here
qj=
z+, !
!j
, j=1, ..., N, qN+1=
z+, !
+
.
Identifying Z0 with (+1 , +2)_BR /RN+1 we define
H: (+1 , +2)_BR_U_R_RN+1  X_RN+1
with components
H1(+, !, w, =, :)=z+, !+w&J b A=(z+, !+w)&:
i
:iqi
(27)
H2(+, !, w, =, :)=((w, q1) , ..., (w, qN+1) ).
Hereafter, ( , ) denotes the scalar product in D1, 2(RN ). The derivative
Dw, :H has components
H1
(w, :)
[v, b]=v&J(A$=(z!, ++w) v)&:
i
biqi ,
H2
(w, :)
[v, b]=((v, q1) , ..., (v, qN+1) ).
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Notice that the dependence of H on = and : is C1 by linearity and the
dependence on ! and + comes from z!, + and hence it is C1, too.
Furthermore, the dependence on w is also C1: since the component H2
is linear, the problem reduces to show the regularity of H1 . According to
the linearity of J, the local regularity of G on U and the regularity of f0 we
can write
"H1w (w1)&
H1
w
(w2)"= sup&v&X=1 &J((A$=(z+w1)&A$=(z+w2)) v)&X .
Then by Ho lder inequality it is easy to see that
&J((A$=(z+w1)&A$=(z+w2)) v)&1, 2  0 (&w1&w2 &X  0).
By the elliptic estimates it follows that
&J((A$=(z+w1)&A$=(z+w2)) v)&  0 (&w1&w2&X  0).
This shows the C1 regularity with respect to w # U.
After these preliminaries we are in position to apply the Implicit Function
Theorem as in [1, 2, 10] to solve the equation (27) locally near z!, + # Z0 ,
==0, :=0 and w=0. Actually, using Lemma 3.1 of [7], we know that the
derivative Dw, :H is invertible on D1, 2(RN)_RN+1, in the sense that, for
any (g, ;) # D1, 2(RN )_RN+1 there exists a unique (v, b) # D1, 2(RN )_
RN+1 such that Dw, :H[v, b]=(g, ;). Moreover, by elliptic regularity one
also has that if (g, ;) # X_RN+1 then (v, b) # X_RN+1.
Define
Z= [u=z+w(=, z) : z # Z0]
and let z= # Z= be a critical point of f= constrained on Z= . Then one has
Df=(z=)[,]=0, for all , # Tz= Z= .
Moreover, by the first of (27) we have that
Df=(z=)[v]=0, \v # X, v = TzZ.
Then Df=(z=)[v]=0, \v # X and, by density,
Df=(z=)[v]=0, for all v # D1, 2(RN ).
This means the critical points of f= on Z= give rise to solutions of (P=).
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Finally one has that
f=(z+w)= f0(z)&=G(z)+o(=). (28)
As a consequence, we have
Proposition 3.1. If z* # Z0 is a proper local minimum or maximum of
G(z), then for = small, u= z*+w(=, z*) is a critical point of f= . The same
is true if z* is a non-degenerate critical point.
In order to apply the preceding result to our particular case we have to
study
1(+, !)#G(z+, !)=
+&:
q+1 |R N h(x) z
q+1
0 \x&!+ + dx,
where := (N&2)2 (q+1). One has
1(+, !)=
+N&:
q+1 |R N h(+y+!) z
q+1
0 ( y) dy=
+&:
q+1 |R N h(x) z
q+1
0 \x&!+ + dx
or else
1(+, !)=
+&:
q+1 |RN h( y+!) z
q+1
0 \y++ dy. (29)
Let us point out explicitely that N&:>2.
Lemma 3.2. Let 1 be defined by (29). Then
(i) lim+  0 1(+, !)=0, uniformly in !.
(ii) lim |+|+|!|   1(+, !)=0.
(iii) If h(!0)>0 then
lim
+  0+
1(+, !0)
+N&:
=A>0 ( possibly +).
Proof. (i) Let r>0 be such that |/Br . Assume first that |!|2r. If
|x|<r then !+x  | and hence, using (29)
(q+1) |1(+, !)|max
|x|r
+&:zq+10 \x++ |x+! # | |h(x+!)| dx.
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Then
|1(+, !)|c1 +(q+1)((N&2)2) &h&1  0 as +  0
uniformly with respect to |!|>2r.
If |!|<2r we find
|
R N
h(x) zq+10 \x&!+ + dx=|x # | h(x) zq+10 \
x&!
+ + dx
c1 |
|x| <r
zq+10 \x&!+ + dx. (30)
Then estimating the last integral for |!|<2r it follows that
|
R N
h(x) zq+10 \x&!+ + dxc2 +2:,
and hence
1(+, !)c2 +:,
proving (i).
(ii) If +  + < the proof is similar to that of (i). If +  , one has
that
(q+1) |1(+, !)|+&: &h&1 &z0&q+1  0.
(iii) Consider first the the case N>4 and 2(N&2)<q<1 when
zq+10 # L
1. Then
1(+, !0)
+N&:
=
1
q+1 |R N h(+y+!0) z
q+1
0 ( y) dy
 h(!0) |
RN
zq+10 ( y) dy as +  0
by the Lebesgue dominated convergence theorem. In this case 0<A<.
In the remaining dimensions, namely if zq+10  L
1, by Fatou Lemma we get
lim inf
+  0+ |R N h(+y+!0) z
q+1
0 ( y) dyh(!0) |
R N
zq+10 dx=+.
In this case A=+. K
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Proof of Theorem 1.3. By (iii) of Lemma 3.2 there exists a +0>0 such
that
1(+0 , !0)+N&:0
min[A, 1]
2
#B. (31)
By Lemma 3.2(ii) we can find +2>0, R2>R0 such that
1(+, !)<
B
2
, (+, !) # [+=+2 , |!|R2] _ [++2 , |!|=R2].
Finally, by Lemma 3.2(i), there exists +1>0 such that
1(+1 , !)<
B
2
, |!|<R2 .
In correspondence of +1 , +2 and R=R2 , we fix Z0 . From (31) it follows
that
max
+1++2 , |!| R
1
is achieved at some (+*, !*) and the abstract setting allows us to conclude
that
u1, = z+*, !*+w=(+*, !*)
is a solution to (P=). Hypothesis (h3) and the uniform convergence
w=(+*, !*)  0 as =  0
imply that the solution is positive. For details, see [7], Section 5. Finally,
if there exists ! 0 such that h(! 0)<0, we can repeat the above arguments
and 1 will achieve a negative minimum on a suitable Z 0 , giving rise to a
second positive solution.
4. FURTHER REMARKS ON PERTURBATION PROBLEMS
In this section we will apply the perturbation method discussed before to
a class of singularly perturbed problems in RN. This is motivated by the
existence of semiclassical states of nonlinear Schroedinger equation with a
potential, see [8] and [4] and references therein. The new feature is that
we handle problems with critical growth.
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We consider
&=2 2u=V(x) u+H(x) u p, u # D1, 2(RN ), (32)
where we assume:
(V1) V # Lt(RN ), \t1
(V2) there exists a constant matrix Q=(qi, j) such that
V(x)=(Qx, x) +o( |x|2) as x  0.
(H1) there exists a constant matrix P=( pi, j ) such that
H(x)=1+(Px, x)+o( |x|2) as x  0
and H(x)&1 # Lt(RN ), \t1.
Changing variables we get the equivalent formulation,
&2u=V(=x) u+H(=x) u p
=u p+[V(=x) u+(H(=x)&1) u p].
We can write the associated energy functional as
f=(u)= f0(u)&G(=, u), u # D1, 2(RN ),
where f0 is as in the previous sections and
G(=, u)=
1
2 |RN V(=x) u
2 dx+
1
p+1 |R N (H(=x)&1) u
p+1 dx.
Perturbations like the preceding ones have been discussed in [2, 4]. It has
been shown that one can still use Proposition 3.1 with G substituted by 1,
1(z+, !)= lim
=  0
G(=, z)
=2
.
From (V2), (H1) and since N>6 one has
1(+, !)=
1
2 |RN (Qx, x) z
2
+, !(x) dx+
1
p+1 |R N (Px, x) z
p+1
+, ! (x) dx
=+211(+, !)+12(+, !),
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where
11=
1
2 |R N :
N
i, j=1
qi, j (+y j+! j)(+yi+!i ) z20( y) dx,
12=
1
p+1 |RN :
N
i, j=1
pi, j (+y j+! j)(+yi+! i) z p+1( y) dx.
For N>6 we set
a=|
R N
y2i z
2( y) dy, a$=|
R N
z2( y) dy
ap=
1
p+1 |R N y
2
i z
p+1( y) dy, a$p=
1
p+1 |R N z
p+1( y) dy.
Then one finds
1(+, !)=
+2
2
(a+2 tr Q+a$Q(!))+(ap +2 tr P+a$pP(!)).
If tr Q } tr P<0, the system {1=0 has a solution (+*, 0) where +* is the
root of
+2=&
ap tr P
a tr Q
>0.
The hessian 1"(+*, 0) is the matrix
\&4ap tr P0
0
M+
where
M= 12 +*
2a$Q+a$pP.
Then applying the abstract setting we find the following result:
Theorem 18. Suppose (V ) and (H ) hold and let N>6. Suppose that
tr P{0, that tr P } tr Q<0 and that M is not singular. Then for = small (32)
has a solution concentrating at x=0, namely u= rz( x+*=).
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