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CRYSTAL STRUCTURES FOR SYMMETRIC GROTHENDIECK
POLYNOMIALS
CARA MONICAL, OLIVER PECHENIK, AND TRAVIS SCRIMSHAW
Abstract. The symmetric Grothendieck polynomials representing Schubert
classes in the K-theory of Grassmannians are generating functions for semi-
standard set-valued tableaux. We construct a type An crystal structure on
these tableaux. This crystal yields a new combinatorial formula for decompos-
ing symmetric Grothendieck polynomials into Schur polynomials. For single-
columns and single-rows, we give a new combinatorial interpretation of Las-
coux polynomials (K-analogs of Demazure characters) by constructing a K-
theoretic analog of crystals with an appropriate analog of a Demazure crystal.
We relate our crystal structure to combinatorial models using excited Young
diagrams, Gelfand–Tsetlin patterns via the 5-vertex model, and biwords via
Hecke insertion to compute symmetric Grothendieck polynomials.
1. Introduction
The set of k-dimensional linear subspaces in Cn is known as the Grassman-
nian X = Grk(C
n). Grassmannians are naturally smooth projective varieties and
have been well studied from numerous viewpoints; for background, see, e.g., [Ful97,
Gil18, KL72, Pec16, Sch79] and references therein. One approach to studying the
Grassmannian is through its cohomology ring, where a basis of cohomology classes
appears as the Poincare´ duals to the Schubert varietiesXλ that decomposeX into a
cell complex. By corresponding the Schubert classes with those Schur polynomials
sλ whose defining partition λ fits inside a k × (n − k) rectangle, the cohomol-
ogy H∗(X) is isomorphic to a projection of the algebra of symmetric functions.
That is to say, the Schubert structure coefficients of H∗(X) are either Littlewood–
Richardson coefficients or 0. This identification permits the application of many
combinatorial tools to the study of Grassmannian Schubert calculus.
Modern Schubert calculus strives for a richer understanding of the Grassman-
nian through use of generalized cohomology theories, such as K-theory. In the
K-theory ring K(X) of algebraic vector bundles over X , there is a canonical ba-
sis of Schubert classes given by the structure sheaves of the Schubert varieties.
As in the usual cohomology, these Schubert classes may be represented by certain
polynomials; in this case the symmetric Grothendieck polynomials Gλ. The combi-
natorics of K-theoretic Grassmannian Schubert calculus have also been well-studied
by numerous authors using diverse tools; e.g., [Buc02, BKS+08, BS16, GMP+16,
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FK94, IIM17, IS14, Len00, LMS16, MS13, MS14, PP16, PS18, PY17b, PY18, TY09,
Vak06, WZJ16, Yel17] and references therein.
Remarkably, the product GµGλ of symmetric Grothendieck polynomials (even
in an infinite number of variables) can be written in a unique way as a finite
sum of other symmetric Grothendieck polynomials Gν . There are many known
positive combinatorial rules to compute the Schubert structure coefficients Cνλµ,
many of which are natural K-theory analogs of rules for Littlewood–Richardson
coefficients. In particular, Cνλµ is the number of set-valued tableaux of weight ν
with skew shape given by the shapes λ and µ touching at their corners such that a
particular reading word is Yamanouchi [Buc02]. Other such rules have been given
in [BS16, LMS16, PP16, PY17b, TY09, Vak06].
One important interpretation of Schur functions is as characters of the special
linear Lie algebra sln. To study the representation theory of a Kac–Moody Lie
algebra g using combinatorics, M. Kashiwara introduced the q → 0 limit of rep-
resentations of the quantum group Uq(g) in the seminal papers [Kas90, Kas91].
As q corresponds to absolute temperature of certain physical systems and q → 0
corresponds to taking temperature to absolute zero, he coined these bases crystal
bases. For g = sln, this construction gave a natural (algebraic) interpretation to
many well-known combinatorial constructions. This includes that coplactic oper-
ators are crystal operators (see, e.g., [BS17, Ch. 8]), Schu¨tzenberger’s evacuation
involution [Sch72] is the q → 0 limit of the Lusztig involution on the quantum
group [Len07], and that tableau promotion reflects a Dynkin diagram automor-
phism for the corresponding affine type ŝln [Shi02].
Our aim is to apply M. Kashiwara’s crystal theory to the study of symmet-
ric Grothendieck polynomials.1 By work of A. Buch [Buc02], Gλ is a generating
function for the set SVn(λ) of semistandard set-valued tableaux of shape λ with
entries at most n. Our main result shows that this combinatorial set carries a
Uq(sln)-crystal structure in the sense that it is isomorphic to a direct sum of the
crystals B(µ) of irreducible highest weight representations. This implies we can
write a symmetric Grothendieck polynomial Gλ as a positive sum of Schur func-
tions sµ, where the multiplicities M
µ
λ are given by counting highest weight (i.e.
Yamanouchi) semistandard set-valued tableaux. C. Lenart [Len00, Thm. 2.2] has
given a different combinatorial formula for the multiplicities Mµλ in terms of cer-
tain flagged increasing tableaux. Using our crystal structure and the “uncrowding”
operation of [Buc02] (see also [RTY18]), we further obtain a new proof of Lenart’s
formula.
The goal of this project was to construct a K-theoretic analog of (combina-
torial) crystal theory. Indeed, we believe there are additional K-theory crystal
operators such that when added to our Uq(sln)-crystal structure on SV
n(λ), we
obtain a connected component such that the characters of the K-theory analog of
a Demazure crystal are equal to the so-called Lascoux polynomials [Kir16, Las01,
Mon16, MPS18b, RY15], the K-theory analog of the well-studied key polynomi-
als (or Demazure characters for type An) [AS18a, AS18b, Dem74, Koh91, LS90,
Mas09, RS95]. Towards this goal, when λ is a single row or column, we construct
1We will work in the slight extra generality of the Fomin–Kirillov β-deformations of symmetric
Grothendieck polynomials [FK94]; geometrically, this corresponds to moving from ordinary K-
theory into connective K-theory [Hud14].
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such a K-theory Demazure crystal yielding a new combinatorial interpretation of
the associated Lascoux polynomials.
Furthermore, we also expect a suitable notion of a tensor product such that the
connected components are uniquely determined by what we call minimal highest
weight and so that the multiplicity of SVn(ν) in SVn(µ) ⊗ SVn(λ) gives Cνλµ. We
expect this structure to connect with the column insertion given in [Buc02] and
to provide a K-theory analog of jeu de taquin (K-jdt) on semistandard set-valued
tableaux. We make some progress in this direction by introducing a K-jdt for semi-
standard set-valued tableaux and showing that it is a Uq(sln)-crystal isomorphism.
We note that such a tensor product rule would suggest a K-theory analog of the
quantum group Uq(sln) (or would be a consequence of such an algebra), where the
characters of certain irreducible representations are symmetric Grothendieck poly-
nomials, and would lead to an algebraic interpretation of the Lascoux polynomials.
Now, we discuss how our results connect with some other related work and how
these connections may be useful in the effort to construct K-crystal structures.
Another set of combinatorial objects, known as excited Young diagrams, used to
compute symmetric Grothendieck polynomials were independently introduced by
T. Ikeda–H. Naruse [IN09] and V. Kreiman [Kre05] for the usual (T -equivariant,
where T is a maximal torus) cohomology classes of Schubert varieties and then
extended to the K-theory setting in [GK15, IN13] (see also, [KY04]). Excited Young
diagrams are convenient for computing localizations of the equivariant Schubert
classes to torus fixed-points (on set-valued tableaux, this is obtained by flagging
conditions) and without localizations appeared in [KMY09] under guise of reduced
pipe dreams. We show that our crystal structure translated to excited Young
diagrams under the natural bijection is a restriction of the elementary excitations
of [IN09] (the Type 1 excitations of [GK15]) when the crystal operator acts in the
usual way on semistandard tableaux. We require a modified elementary excitation
in order to obtain the full crystal structure on semistandard set-valued tableaux;
however, this does not change the resulting set, even when imposing the localization.
Another approach to construct Gλ is by using the 5-vertex model [GK17, MS13,
MS14]. Configurations of the 5-vertex model with certain boundary conditions are
in natural bijection with Gelfand–Tsetlin (GT) patterns. This gives an expression
for Gλ as a sum over GT patterns of a product of single variable Grothendieck
polynomials (corresponding to the rows of the GT pattern). Using the single vari-
able symmetric Grothendieck polynomial, we add a marking to the GT pattern,
and thus can write a Gλ as a sum over these marked GT patterns. On the other
hand, since GT patterns are naturally in bijection with semistandard tableaux, we
can impose a natural crystal structure on the configurations of the 5-vertex model,
as was described explicitly in [EV17]. This gives a “coarse” crystal structure of
B(λ) that can compute Gλ in analogy to the Tokuyama formulas for Whittaker
functions (see, e.g., [BBF11, BBC+12]).
Let Gw denote the stable Grothendieck corresponding to a permutation w, a
K-analog of the Stanley symmetric function Fw [Sta84] (so Gw at β = 0 is Fw).
One may write Gw as a sum over decreasing factorizations of words equivalent
to w in the β-deformed 0-Hecke monoid [BKS+08, Lam06], where at β = 0 we
obtain the nilCoxeter algebra and can express Fw as decreasing factorizations of
reduced words of w. In [BKS+08], Hecke insertion was introduced to relate these
decreasing factorizations with semistandard set-valued tableaux via a generalization
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of Edelman–Greene insertion [EG87] (for the general bi-word case, see, e.g., [MS16,
Thm. 4.11]). In [MS16], (cyclically) decreasing factorizations of reduced words to
compute Fw were given a crystal structure that corresponds to the natural tableaux
crystal structure under Edelman–Greene insertion. To lift to Gw under Hecke
insertion, we again we have to make a modification, but unlike in [MS16], we
provide an example exhibiting a change that involves more than two decreasing
factors. A direct crystal structure on decreasing factorizations would yield a new
combinatorial description of the decomposition given by [FG98] of Gw into Schur
functions as a consequence of our main theorem.
This paper is organized as follows. In Section 2, we recall the necessary back-
ground. In Section 3, we prove our main result: a Uq(sln)-crystal structure on
semistandard set-valued tableaux, as well as a new proof of Lenart’s Schur expan-
sion formula. Section 4 relates our crystal structure to excited Young diagrams and
(marked) Gelfand–Tsetlin patterns. In Section 5, we compute some examples of
our crystal structure on biwords via Hecke insertion. In Section 6, we define a jeu
de taquin on semistandard set-valued tableaux. In Section 7, we construct a K-
theory analog of a crystal structure on single-row and single-column semistandard
set-valued tableaux and discuss extensions to the general case.
Acknowledgements. The authors would like to thank Anders Buch, Zachary
Hamaker, Rebecca Patrias, Kohei Motegi, Hiraku Nakajima, Vic Reiner, Kazu-
mitsu Sakai, Alexander Yong, and Paul Zinn-Justin for useful discussions. The
authors would like to thank Darij Grinberg, Takeshi Ikeda, Cristian Lenart, Pavlo
Pylyavskyy, and Alexander Yong for comments on an earlier draft of this man-
uscript. The authors would like to thank Jianping Pan, Wencin Poh, and Anne
Schilling for useful discussions and pointing out some typos and errors on an ear-
lier draft of this manuscript. TS would like to thank the University of Illinois at
Urbana–Champaign for its hospitality in December 2015, where this work began.
Part of this work was done while OP was at Rutgers University and TS was at
the University of Minnesota. This work benefited from computations using Sage-
Math [Sag18, SCc08].
2. Background
In this section, we give background on crystals using semistandard tableaux,
Grothendieck polynomials, and the associated combinatorics.
2.1. Crystals. Let sln be the type An−1 Lie algebra (the Lie algebra of traceless
n × n matrices over C) with index set I = {1, 2, . . . , n − 1}, simple roots {αi |
i ∈ I}, simple coroots {hi | i ∈ I}, and fundamental weights {Λi | i ∈ I}. Let
Q = span
Z
{αi | i ∈ I} be the root lattice, Q∨ = spanZ{hi | i ∈ I} be the coroot
lattice, and P = span
Z
{Λi | i ∈ I} be the weight lattice. We denote the set of
dominant weights by P+. Let C = (Cij)i,j∈I be the Cartan matrix, that is the
matrix of the isomorphism Q→ P given by
C =

2 −1
−1 2 −1
. . .
. . .
. . .
−1 2 −1
−1 2

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and the canonical pairing 〈·, ·〉 : P ×Q∨ → Z given by 〈αi, hj〉 = Cij . Let Uq(sln)
denote the corresponding Drinfeld–Jimbo quantum group. Let Sn denote the sym-
metric group on {1, . . . , n} with simple transpositions {si | 1 ≤ i < n}, where si
interchanges i and i+ 1.
An abstract Uq(sln)-crystal is a nonempty set B together with maps
ei, fi : B → B ⊔ {0},
wt: B → P,
which satisfy, for all i ∈ I, the properties
(1) fib = b
′ if and only if b = eib
′ for all b, b′ ∈ B;
(2) wt(fib) = wt(b)− αi for all b ∈ B such that fib 6= 0;
(3) ϕi(b) = εi(b) + 〈hi,wt(b)〉;
where εi, ϕi : B → Z≥0 are defined by
εi(b) = max{k | e
k
i b 6= 0},
ϕi(b) = max{k | f
k
i b 6= 0}.
Remark 2.1. We define our abstract Uq(sln)-crystals with the additional condition
that they are regular (sometimes called seminormal) compared to the standard
general axioms. For more details on the general case, we refer the reader to [BS17,
Kas91].
The maps ei and fi, for i ∈ I, are called the crystal operators orKashiwara opera-
tors . We can express an entire i-string through an element b ∈ B diagrammatically
by
emaxi b
i
−→ · · ·
i
−→ e2i b
i
−→ eib
i
−→ b
i
−→ fib
i
−→ f2i b
i
−→ · · ·
i
−→ fmaxi b,
where emaxi b := e
εi(b)
i b and f
max
i b := f
ϕi(b)
i b.
An element u ∈ B is called highest weight if eiu = 0 for all i ∈ I. An abstract
Uq(sln)-crystal is called a highest weight crystal if there exists a highest weight
element u ∈ B and, for each b ∈ B, a finite sequence (a1, a2, . . . , aℓ) such that
b = fa1fa2 · · · faℓu.
LetB1 andB2 be two abstractUq(sln)-crystals. A crystal morphism ψ : B1 → B2
is a map B1 ⊔ {0} → B2 ⊔ {0} such that
(1) ψ(0) = 0;
(2) if b ∈ B1 and ψ(b) ∈ B2, then wt(ψ(b)) = wt(b), εi(ψ(b)) = εi(b), and
ϕi(ψ(b)) = ϕi(b);
(3) for b ∈ B1, we have ψ(eib) = eiψ(b) provided ψ(eib) 6= 0 and eiψ(b) 6= 0;
(4) for b ∈ B1, we have ψ(fib) = fiψ(b) provided ψ(fib) 6= 0 and fiψ(b) 6= 0.
A crystal morphism ψ is called strict if ψ commutes with ei and fi for all i ∈ I.
Moreover, a crystal morphism ψ : B1 → B2 is called an embedding or isomorphism
if the induced map B1⊔{0} → B2⊔{0} is injective or bijective, respectively. If there
is an isomorphism between B1 and B2, then we say they are (crystal) isomorphic
and write B1 ∼= B2.
We say an abstract Uq(sln)-crystal is simply a Uq(sln)-crystal if it is crystal
isomorphic to the crystal basis of a Uq(sln)-module. In particular, the highest
weight Uq(sln)-module V (λ) for λ ∈ P+ has a crystal basis [Kas90, Kas91]. We
denote the corresponding Uq(sln)-crystal by B(λ) and its highest weight element
by uλ.
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The tensor product B2 ⊗ B1 is the crystal whose set is the Cartesian product
B2 ×B1 and the crystal structure given by
ei(b2 ⊗ b1) =
{
eib2 ⊗ b1 if εi(b2) > ϕi(b1),
b2 ⊗ eib1 if εi(b2) ≤ ϕi(b1),
fi(b2 ⊗ b1) =
{
fib2 ⊗ b1 if εi(b2) ≥ ϕi(b1),
b2 ⊗ fib1 if εi(b2) < ϕi(b1),
wt(b2 ⊗ b1) = wt(b2) + wt(b1).
Remark 2.2. Our convention for tensor products follows [BS17], which is opposite
the convention given by Kashiwara in [Kas91].
Consider Uq(sln)-crystals B1, . . . , Bt. The action of the crystal operators on the
tensor product B = Bt⊗ · · ·⊗B2⊗B1 can be computed by the signature rule. Let
b = bt ⊗ · · · ⊗ b2 ⊗ b1 ∈ B, and for i ∈ I, we write
+ · · ·+︸ ︷︷ ︸
ϕi(bt)
− · · ·−︸ ︷︷ ︸
εi(bt)
· · · + · · ·+︸ ︷︷ ︸
ϕi(b1)
− · · · −︸ ︷︷ ︸
εi(b1)
.
Then by successively deleting any (−,+)-pairs (in that order) in the above sequence,
we obtain a sequence
sgni(b) := + · · ·+︸ ︷︷ ︸
ϕi(b)
− · · · −︸ ︷︷ ︸
εi(b)
.
Suppose 1 ≤ j−, j+ ≤ t are such that bj− contributes the leftmost − in sgni(b) and
bj+ contributes the rightmost + in sgni(b). Then
eib = bt ⊗ · · · ⊗ bj−+1 ⊗ eibj− ⊗ bj−−1 ⊗ · · · ⊗ b1,
fib = bt ⊗ · · · ⊗ bj++1 ⊗ fibj+ ⊗ bj+−1 ⊗ · · · ⊗ b1.
2.2. Crystal structure on semistandard tableaux. Let λ be a dominant inte-
gral weight. We systematically identify λ with a partition by taking the sequence
of indices of its constituent fundamental weights and conjugating the sequence. We
further identify partitions with their Young diagrams so that Λi corresponds to a
column of height i. A semistandard tableau of shape λ is a filling of the boxes of λ
by positive integers, so that
• each box contains exactly one number,
• the entries of each row weakly increase from left to right, and
• the entries of each column strictly increase from top to bottom.
We will use English convention for our Young diagrams and tableaux. For example,
1 1 1 3
2 3 3
5
is a semistandard tableau of shape λ = (4, 3, 1) = Λ1 + 2Λ2 + Λ3. Let SST
n(λ)
denote the set of all semistandard tableaux of shape λ with all entries at most n.
Next, we give a simplified version of the usual crystal structure for sln on
SSTn(λ). Note that this structure agrees with considering the embedding of T
(of shape λ) into B(Λ1)
⊗|λ| by taking either the reverse Far-Eastern reading word
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(bottom-to-top and left-to-right) or reverse Middle-Eastern reading word (left-to-
right and bottom-to-top).2 Furthermore, this is the crystal basis associated to the
highest weight representation V (λ) of Uq(sln).
The crystal operator fi acts on T ∈ SST
n(λ) as follows: Write + above each
column of T containing i but not i+1, and write − above each column containing
i+ 1 but not i. Now cancel signs in ordered pairs −+. If every + thereby cancels,
then fi(T ) = 0. Otherwise fiT is given by replacing the i corresponding to the
rightmost uncanceled + with an i+ 1; note that in this case, fiT ∈ SST
n(λ). The
action of ei is similar: After recording signs and canceling in pairs as above, if
every + has been canceled, then eiT = 0. Otherwise eiT is given by replacing the
i + 1 corresponding to the leftmost uncanceled + with an i. The weight wt(T )
of T ∈ SSTn(λ) is the weak composition (a1, . . . , an) ∈ Zn≥0, where ai records the
number of i’s in the tableau T . Note that the highest weight element uλ is the
semistandard tableau given by filling the i-th row of λ from the top with i’s.
Example 2.3. The highest weight tableau of shape λ = (4, 2, 1) = 2Λ1 + Λ2 +Λ3
is
1 1 1 1
2 2
3
. ♦
Example 2.4. For type A2, the crystal graph for λ = (2, 1) = Λ1 + Λ2 is
1 1
2
1 2
2
1 1
3
1 3
2
1 2
3
1 3
3
2 2
3
2 3
3
1
1 1
1
2
2 2
2
♦
Let w0 ∈ Sn be the reverse permutation [n, n − 1, · · · , 2, 1] (also known as the
longest element). The Lusztig involution is an involution on a highest weight crystal
B(λ) defined by sending the highest weight element uλ ∈ B(λ) to the lowest weight
2We will also refer to this simplified rule as the signature rule as it precisely corresponds to the
signature rule for tensor products if we realize the tableau as a tensor product of single boxes.
Note that all three rules produce exactly the same crystal structure.
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element uw0λ ∈ B(λ) and extending as a crystal isomorphism by
ei(T
∗) 7→ (fn+1−iT )
∗,
fi(T
∗) 7→ (en+1−iT )
∗,
wt(T ∗) = w0 wt(T ).
We extend this involution to a direct sum of crystals by acting independently on
each summand. On a semistandard tableau T , the image T ∗ of the Lusztig in-
volution from the quantum group is equal to the Schu¨tzenberger involution (or
evacuation) of T [Len07]. We can alternatively compute the Schu¨tzenberger invo-
lution using the Bender–Knuth involutions ti. To obtain the action of ti on T , for
each row, interchange the number of i’s without an i + 1 directly below with the
number of i + 1’s without an i directly above (see, e.g., [Sta99] for more details).
Indeed by [BPS16, CGP16, Sta09], we can compute the Schu¨tzenberger involution
as
T ∗ = t1(t2t1) · · · (tn−1tn−2 · · · t2t1)T. (2.1)
2.3. Schur and Grothendieck functions. Let x = (x1, x2, . . . , ) be a countable
vector of indeterminants. Importantly, the generating function for semistandard
tableaux with a fixed shape is a Schur function. More precisely, the Schur function
sλ may be defined by
sλ =
∑
T∈SST∞(λ)
xwt(T ),
where xa = xa11 · · ·x
ak
k for a weak composition a = (a1, . . . , ak). Note that if we
restrict ourselves to semistandard tableaux with maximum entry n and fixed shape
λ, we obtain the Schur polynomial sλ(x1, . . . , xn), which is hence the character of
V (λ). Moreover, these are the characters of the irreducible polynomial representa-
tions of GLn(C).
Another important appearance of the Schur functions is in the geometry of Grass-
mannians. Let X = Grk(C
n) be the Grassmannian parametrizing k-dimensional
linear subspaces of Cn. The defining action of GLn(C) on C
n passes to an action on
X , which we may restrict to an action by the Borel subgroup B of lower triangular
invertible matrices. The B-orbits are affine cells called the Schubert cells of X .
Their closures are the Schubert varieties Xλ and are naturally indexed by certain
partitions λ. In the cohomology H⋆(X) of X , the classes σλ of the Schubert vari-
eties are a basis. The role of the Schur polynomials is as polynomial representatives
for these cohomology classes. That is, the product of Schur polynomials may be
uniquely expressed as a sum of Schur polynomials
sλ · sµ =
∑
ν
cνλ,µsν ,
where cνλ,µ also satisfies
σλ · σµ =
∑
ν
cνλ,µσν
in H⋆(X) such that ν is contained in a k × n rectangle.
One might desire analogous polynomial representatives for Schubert classes in
richer cohomology theories. The symmetric Grothendieck polynomials, described
below, play exactly this role with respect to the (connective) K-theory of the Grass-
mannian. A semistandard set-valued tableau of shape λ is a filling T of the boxes
of λ by finite sets of positive integers so that
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• each box contains at least one integer,
• every tableau obtained by deleting all but one integer from each box is a
semistandard tableau (in the sense of the previous section).
Note that for a set A to the left of a set B in the same row, we have maxA ≤ minB,
and for C below A in the same column, we have maxA < minC. We will abuse
notation by saying an integer a ∈ T if there exists a box with a set A ∈ T such
that a ∈ A.
Let SVn(λ) denote the set of all semistandard set-valued tableaux of shape λ
with all entries at most n. We also need the excess of T ∈ SVn(λ), defined as
ex(T ) =
∑
A∈T
(
|A| − 1
)
.
In other words, the excess of T is the number of extra integers in T compared to a
usual semistandard tableau of the same shape. We also have ex(T ) = |wt(T )|− |λ|,
where λ is the shape of T .
Following A. Buch’s formulation [Buc02], for a partition λ, we define the sym-
metric Grothendieck function by
Gλ(x;β) =
∑
T∈SV∞(λ)
βex(T )xwt(T ).
The symmetric Grothendieck polynomials are the finite-variable truncations
Gλ(x1, . . . , xn;β) =
∑
T∈SVn(λ)
βex(T )xwt(T ).
Remark 2.5. Symmetric Grothendieck functions are often referred to as stable
Grothendieck polynomials as they are the stable limits as n → ∞ of the original
Grothendieck polynomials due to A. Lascoux–M.-P. Schu¨tzenberger [LS82, LS83].
This terminology is somewhat unfortunate, as the stable limits are not polynomials,
but rather power series.
Moreover, strictly speaking, Grothendieck polynomials are usually defined by
taking β = −1. The extension to general β is due to S. Fomin–A. Kirillov [FK94];
geometrically, this extension corresponds to enriching ordinary K-theory to connec-
tive K-theory [Hud14]. The symmetric β-Grothendieck polynomials are the main
object of this paper; for concision, when it will not cause confusion, we will simply
refer to them as Grothendieck polynomials.
For a Schubert variety Xλ with a fixed Bott–Samelson resolution Yλ, one obtains
a class [Xλ] in the connective K-theory ring of X by pushing forward the Bott–
Samelson class, and together these classes form a basis. (By [BE90], these classes are
independent of the choice of Bott–Samelson resolutions.) Thereby define structure
coefficients
[Xλ] · [Xµ] =
∑
ν
Cνλ,µ[Xν ].
Then the definition of Grothendieck functions is such that
Gλ ·Gµ =
∑
ν
Cνλ,µGν ,
for n, k sufficiently large. When we take β = 0, we obtain Gλ = sλ, and so
the Grothendieck functions are therefore K-theoretic analogs of Schur functions.
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Similarly, the β = −1 specializations represent the classes of the structure sheaves
of the Schubert varieties in the ordinary K-theory of X .
There is also a Pieri rule for Grothendieck polynomials.
Theorem 2.6 ([Len00]). Let λ be a partition and ℓ ≥ 1. Then, we have
G1ℓ ·Gλ =
∑
ν
β|ν/λ|−ℓ
(
c(ν/λ)− 1
|ν/λ| − ℓ
)
Gν ,
where the sum is over all partitions ν ⊃ λ such that ℓ(ν) ≤ n, ν/λ is a vertical
strip and c(ν/λ) is the number of non-empty columns in ν/λ.
In particular, we have
G1 ·Gλ =
∑
ν
β|ν/λ|−1Gν , (2.2)
where we sum over all ν formed from λ by adding a box to addable corners in all
possible ways with ℓ(ν) ≤ n.
2.4. Key and Lascoux polynomials. Let Poly = Z[x1, x2, . . . , xn] denote the
ring of polynomials in n variables. We will be interested in several families of poly-
nomials, defined by the action of certain operators on Poly. Let the symmetric
group Sn act on Poly by permuting variables. Recall that the length of an permu-
tation w is the length of the smallest word of w in terms of simple transpositions
si, and we say an expression (in terms of simple transpositions) is reduced if its
length is equal to the length of w.
For 1 ≤ i < n, the Newton (divided difference) operator ∂i acts on Poly by
∂if =
f − sif
xi − xi+1
,
for f ∈ Poly. Then the Demazure operator πi acts by
πif = ∂i(xi · f) =
xi · f − xi+1 · sif
xi − xi+1
,
while the Demazure–Lascoux operator ̟i acts by
̟if = πi
(
(1 + βxi+1) · f
)
= ∂i
(
(xi + βxixi+1) · f
)
= πif + βπi(xi+1 · f).
One may check that all three of these sets of operators satisfy the braid relations:
∂i∂j = ∂j∂i for |i− j| > 1,
∂i∂i+1∂i = ∂i+1∂i∂i+1,
and analogously for πi and ̟i. Hence for any permutation w ∈ Sn, one may un-
ambiguously define ∂w := ∂s1∂s2 · · ·∂sk , where s1s2 · · · sk is any reduced expression
for w, and similarly for πw and ̟w.
The key polynomials {κa} (also known as Demazure characters or standard
bases) are a family of polynomials (indexed by weak compositions) introduced by
M. Demazure [Dem74]. Important early work on these polynomials includes [LS90,
RS95]. They are defined by
κa = πw(a)x
sort(a),
where sort(a) is the unique partition obtained by permuting the ai’s into weakly
decreasing order and w(a) ∈ Sn is the minimal length permutation that per-
mutes a to sort(a). Moreover, Demazure characters are the characters of De-
mazure modules [Dem74], certain U+q (g)-modules that are known to admit crystal
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bases [Kas93, Lit95] and are closely related to Schubert classes for the cohomology
of the flag variety. Indeed, for a fixed reduced expression w(a) = si1 · · · siℓ we have
κa(x) =
∑
b∈Bw(λ)
wt(b),
where λ = sort(a) and the sum is over the Demazure crystal
Bw(λ) := {b ∈ B(λ) | e
max
iℓ · · · e
max
i1 b = uλ}.
More mysterious are the polynomials
La(x;β) = ̟w(a)x
sort(a).
These polynomials have been studied recently by C. Ross–A. Yong [RY15], A. Kir-
illov [Kir16], C. Monical [Mon16], and C. Monical–O. Pechenik–D. Searles [MPS18b].
We follow [Mon16] in referring to the La’s as Lascoux polynomials , in honor of
A. Lascoux who essentially introduced them in [Las01]. Note that the specializa-
tion at β = 0 is La(x; 0) = κa(x). Algebraically, the relation between the Lascoux
and key polynomials is precisely analogous to that between the Grothendieck and
Schur functions in the sense that
sλ(x) = πw0x
λ, Gλ(x;β) = ̟w0x
λ.
Hence we can think of the Lascoux polynomials as K-theoretic analogs of the key
polynomials, although no such geometric or representation-theoretic interpretation
is currently known. We think of the results of Section 7 as potential progress
towards such a representation-theoretic interpretation.
3. Crystal structure of semistandard set-valued tableaux
We define an abstract Uq(sln)-crystal structure on SV
n(λ).
Definition 3.1. The action of fi on SV
n(λ) is defined exactly as for the usual
semistandard tableaux unless i ∈ b→, where b→ is the box immediately to the
right of the box b that corresponds to the rightmost uncanceled +. In this case,
fi(T ) is given by removing i from b
→ and adding i+ 1 to b. Recall that if i /∈ b→,
then we simply replace i with i+ 1 in b.
The action of ei is the reverse: We define the action of ei exactly as for the usual
semistandard tableaux unless i+ 1 ∈ b←, where b← is the box immediately to the
left of the box b that corresponds to the leftmost uncanceled −. In this case, ei(T )
is given by removing i + 1 from b← and adding i to b. Recall that if i + 1 /∈ b←,
then we simply replace i+ 1 with i in b.
Lemma 3.2. The action of ei and fi is well-defined. In particular, if T ∈ SV
n(λ)
and i < n, then fi(T ) = 0 or fi(T ) ∈ SV
n(λ) and similarly for ei.
Proof. We consider the action of fi. We may assume that not every + cancels.
Hence, there is a rightmost uncanceled +, corresponding to box b. Since b corre-
sponds to an uncanceled +, we have i ∈ b and i+ 1 /∈ b.
Suppose i /∈ b→. Then we replace i ∈ b by i + 1 ∈ b to form fi(T ). We must
check that the result is a semistandard set-valued tableau. Since T ∈ SVn(λ), i
is strictly greater than all integers above b in its column and strictly less than all
integers below b in its column. Since i + 1 does not appear in b’s column in T ,
it follows that i + 1 is strictly greater than all integers above b in its column and
strictly less than all integers below b in its column. Similarly, it is clear that i+1 is
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strictly greater than all integers appearing left of b in its row. Since by assumption
i /∈ b→, every integer appearing right of b in its row is strictly greater than i, and
thus weakly greater than i+ 1. Thus fi(T ) ∈ SV
n(λ).
Otherwise i ∈ b→. Since b corresponds to the rightmost uncanceled +, there
cannot be another + over the column of b→. Hence i + 1 appears in that column.
By semistandardness, it must appear weakly below b→. If it appears strictly below
b
→, then b↓ is nonempty and every integer in b↓ is strictly greater than i and
weakly less than i + 1. Hence i + 1 ∈ b↓, contradicting that there is a + over its
column. Thus i+ 1 ∈ b→.
Now we form fi(T ) be deleting i from b
→ and adding i+1 to b. Since i+1 ∈ b→,
this leaves b→ nonempty. It remains to check that b satisfies the semistandardness
conditions in fi(T ). Column strictness is argued exactly as in the previous case. It
is clear that i+ 1 is strictly greater than all integers appearing left of b in its row.
Since T has i + 1 ∈ b→ and fi(T ) has i /∈ b→, it follows that i + 1 is weakly less
than all integers appearing right of b in its row in fi(T ). Thus fi(T ) ∈ SV
n(λ).
The proof that ei is well-defined is exactly dual to the proof for fi. 
It is clear that fiT = T
′ if and only if T = eiT
′ for all T, T ′ ∈ SVn(λ) by the
signature rule. We note that for fi, if i ∈ b→, we must also have i + 1 ∈ b→.
Likewise, for ei, if i+ 1 ∈ b←, we must also have i ∈ b←.
As for semistandard tableaux, define wt(T ) =
∑
i∈I ciǫi, where ci is the number
of boxes A ∈ T such that i ∈ A. Thus, it is clear that the weight changes by
−αi when applying fi. From the signature rule, we have that ϕi(T ) = εi(T ) +
〈hi,wt(T )〉. Hence, we obtain the following.
Proposition 3.3. The set SVn(λ) is an abstract Uq(sln)-crystal. 
Example 3.4. For λ = (2, 1), the crystal SV3(λ) has seven components. One
component is illustrated in Example 2.4; the other six components are shown in
Figure 1. ♦
Proposition 3.5. Fix some s ∈ Z>0, k ∈ {1, . . . , n}, and µ = Λk +(s− 1)Λ1. We
have SVnµ(sΛ1)
∼= B(µ), where SVnµ(sΛ1) ⊆ SV
n(sΛ1) is the closure under ei and
fi, for all i ∈ I, of the 1× s tableau
Uµ = 1 1 · · · 1 1, . . . , k .
Proof. First consider the case s = 1. In this case, µ = Λk. It is straightforward to
see that the map Φk : SV
n
Λk
(Λ1)→ B(Λk) given by
x1 < · · · < xk 7−→
x1
...
xk
is a crystal isomorphism, as desired.
Now suppose s > 1. By the semistandardness conditions, it is straightforward
to see that Uµ is the unique element of SV
n(sΛ1) with weight µ. Note that Uµ is
highest weight and that there is a unique B(µ) ⊆ B
(
(s− 1)Λ1
)
⊗B(Λk).
We define a morphism Φµ : SV
n
µ(sΛ1)→ B(µ) as follows. Let T ∈ SV
n
µ(sΛ1) be
T = x1,1 < · · · < x1,ℓ1 x2,1 < · · · < x2,ℓ2 · · · xs,1 < · · · < xs,ℓs . (3.1)
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1 1, 2
3
1, 2 2
3
1, 2 3
3
1
2
1 1
2, 3
1 2
2, 3
1 3
2, 3
1
2
1 1, 2
2
1 1, 3
2
1 2, 3
2
1 1, 3
3
1 2, 3
3
2 2, 3
3
2
2
2
1
1
1
1 1, 2
2, 3
1 1, 3
2, 3
1 2, 3
2, 3
2
1
1 1, 2, 3
2
1 1, 2, 3
3
1, 2 2, 3
3
1 1, 2, 3
2, 3
2
1
Figure 1. The Uq(sl3)-crystal structure on SV
3(λ) \ SST3(λ),
with λ = (2, 1). (For comparison, the Uq(sl3)-crystal structure
on SST3(λ) appears in Example 2.4.)
Then we have
Φµ(T ) = x1,ℓ1 x2,ℓ2 · · · xs−1,ℓs−1 ⊗
x1,1
...
x1,ℓ1−1
x2,1
...
xs−1,ℓs−1−1
xs,1
...
xs,ℓs
.
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We note that Φ−1(r ⊗ c) can be considered as the unique insertion of c into r to
obtain a semistandard set-valued tableau. More explicitly, for
S = r1 r2 · · · rs−1 ⊗
c1
c2
...
ck
,
we define Φ−1µ by
Φ−1µ (S) = c1 · · · ci1r1 ci1+1 · · · ci2r2 · · · cis−2+1 · · · cis−1rs−1 cis−1+1 · · · ck ,
where cij < rj ≤ cij+1 for all 1 ≤ j < s. Note that any pairing of −+ in T must
come from two entries in the j-th cell. Hence, either this pair is ckck+1, for some
cij−1 ≤ k < cij or cij rj . However, this clearly corresponds to a canceling −+ under
Φµ, and hence Φµ is a crystal isomorphism. 
Example 3.6. We consider the crystal isomorphism Φ311 for sl3 given by Propo-
sition 3.5, where we have marked the entries from the column in bold:
1 1 1,2,3
1 1,2 2,3
1,2 2 2,3 1 1,2,3 3
1,2 2,3 3
1,2,3 3 3
1
2
2
1
1
2
1 1 ⊗
1
2
3
1 2 ⊗
1
2
3
2 2 ⊗
1
2
3
1 3 ⊗
1
2
3
2 3 ⊗
1
2
3
3 3 ⊗
1
2
3
1
2
2
1
1
2
♦
Remark 3.7. We can also construct a bijection Ψµ to the hook shape B(µ) fol-
lowing [Buc02, Sec. 6]. Specifically, given a semistandard set-valued tableau T , we
take the minimal element of each entry of T and place the remaining entries down
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the column. Specifically, keeping the same notation as in Equation (3.1), we have
T 7−→
x1,1 x2,1 · · · xs,1
x1,2
...
x1,ℓ1
...
xs,2
...
xs,ℓ2
and that Ψµ is an isomorphism is similar to showing Φµ, the isomorphism given by
Proposition 3.5, is an isomorphism. We note that the Robinson–Schensted–Knuth
(RSK) insertion r ← c of the element r ⊗ c = Φµ(T ) gives an explicit crystal
isomorphism with the elements of B(µ) (see, e.g., [BS17, LLT02]); in particular,
the result is precisely Ψµ(T ). For more on RSK insertion, we refer the reader to,
e.g., [Sta99].
We also show that the Uq(sln)-crystal structure can be equally given by both the
Far-Eastern and Middle-Eastern reading words as for SSTn(λ). Indeed, let SVnF (λ)
(resp. SVnM (λ)) denote the semistandard set-valued tableaux, where the box we
act on is given by the signature rule using the Far-Eastern (resp. Middle-Eastern)
reading word of the entries.
Proposition 3.8. We have
SVn(λ) = SVnF (λ) = SV
n
M (λ)
as Uq(sln)-crystals.
Proof. It is clear that SVn(λ) = SVnF (λ) by the column strictness. That SV
n
F (λ) =
SVnM (λ) follows from semistandardness: for any canceling pair, the entry contribut-
ing the − must be to the lower-left of the entry giving the +. 
If we consider reading each box as a column, then highest weight elements in
SVn(λ) are characterized as the tableaux whose reading word is a highest weight
element in B(Λ1)
⊗|µ|, or a Yamanouchi word. Hence, we call such highest weight
elements in SVn(λ) Yamanouchi set-valued tableaux .
Theorem 3.9. Let SVn(T ) denote the crystal closure of a Yamanouchi set-valued
tableau T of weight µ. Then
SVn(T ) ∼= B(µ).
Moreover, we have
SVn(λ) ∼=
⊕
µ
B(µ)⊕M
µ
λ ,
where Mµλ denotes the number of Yamanouchi set-valued tableaux of shape λ and
weight µ.
Proof. Let λ = (λ1, . . . , λℓ) as a partition. We construct a map
Ψ: SVn(λ)→ SVn(λ1Λ1)⊗ SV
n(λ2Λ1)⊗ · · · ⊗ SV
n(λℓΛ1)
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by reading a tableau row-by-row, and Ψ is a strict crystal embedding by Proposi-
tion 3.8, since Ψ is compatible with the Middle-Eastern reading word. By Propo-
sition 3.5, there exists an isomorphism
Φs : SV
n(sΛ1)→
n⊕
k=1
B
(
(s− 1)Λ1 + Λk
)
.
Therefore, we construct a strict crystal embedding
(Φλ1 ⊕ · · · ⊕ Φλℓ) ◦Ψ: SV
n(λ)→
ℓ⊗
j=1
(
n⊕
k=1
B
(
(λj − 1)Λ1 + Λk
))
,
and since SVn(λ) is a regular crystal, we have SVn(T ) ∼= B(µ) for T ∈ SVn(λ) of
weight µ.
The second claim follows from the first, since each component of the crystal
SVn(λ) contains a unique Yamanouchi tableau as its highest weight element. 
Example 3.10. The reader may check that the components illustrated in Exam-
ple 3.4 are respectively crystal isomorphic to the crystal structures on SST3(2, 2),
SST3(2, 1, 1), SST3(2, 2, 1) and SST3(2, 2, 2). ♦
As a corollary, we obtain the following combinatorial formula for writing a sym-
metric Grothendieck polynomial in the basis of Schur polynomials.
Corollary 3.11. We have
Gλ =
∑
µ
β|µ|−|λ|Mµλ sµ,
where Mλµ denotes the number of Yamanouchi set-valued tableaux of shape λ and
weight µ.
Proof. This follows from Theorem 3.9, noting that the character for the whole crys-
tal SVn(λ) is the Grothendieck polynomial Gλ, while the character for a component
that is isomorphic to B(µ) is the Schur polynomial sµ. Note also that the excess is
precisely |µ| − |λ|. 
C. Lenart [Len00, Theorem 2.2] gives a different combinatorial formula for the
coefficients Mµλ of Corollary 3.11. An increasing tableau of shape µ/λ is a filling of
the skew Young diagram µ/λ by positive integers that is strictly increasing from left
to right across rows and strictly increasing from top to bottom down columns. We
say a tableau is flagged if for each i, every label in row i is at most i− 1 (counting
the top row as row 1). The formula of [Len00, Theorem 2.2] is that Mµλ counts the
number of flagged increasing tableaux of shape µ/λ.
It follows then from Corollary 3.11 that flagged increasing tableaux of shape
µ/λ are equinumerous with Yamanouchi set-valued tableaux of shape λ and weight
µ. Although these objects are superficially very different, we now show that the
uncrowding bijection given in [Buc02, Sec. 6] (see also [RTY18]), recalled below,
yields the desired crystal isomorphism.
Let Fµ/λ denote the set of flagged increasing tableaux of shape µ/λ. Follow-
ing [Buc02], define a bijection ψ : SVn(λ) → B(µ) × Fµ/λ recursively as follows.
Fix some T ∈ SVn(λ). Let R be the top row of T and T ′ be the remaining rows.
Suppose ψ(T ′) = (S′, F ′). Consider R 7→ r⊗ c given by Proposition 3.5 (or a single
hook shape, which equals the RSK insertion r ← c, by Remark 3.7), we perform
SYMMETRIC GROTHENDIECK CRYSTALS 17
RSK insertion S = S′ ← r ← c (we disregard the recording tableau). Let F be the
flagged increasing tableau of shape µ/λ obtained by copying the i-th row of F ′ to
the (i + 1)-th row of F ; if F needs an additional box in this row, we put an i in
this box. The result is ψ(T ) = (S, F ).
Theorem 3.12. We have
SVn(λ) ∼=
⊕
µ
B(µ)⊕F
λ
µ ,
where Fλµ denotes the number of flagged increasing tableaux of shape µ/λ.
Proof. We give B(µ) × Fµ/λ a crystal structure by the usual crystal operators
acting on B(µ). We have that ψ is a crystal isomorphism since RSK insertion and
Proposition 3.5 are crystal isomorphisms. 
Example 3.13. We have
T =
1,2 3 3,4
3,5 5,6
, ψ(T ) =

1 3 3
2 4
3 5
5
6
,
· · ·
· ·
1 2
2
4

,
f3T =
1,2 3,4 4
3,5 5,6
, ψ(f3T ) = f3ψ(T ) =

1 3 4
2 4
3 5
5
6
,
· · ·
· ·
1 2
2
4

.
♦
We show in the following example that the K-Bender–Knuth moves of [IS14] do
not commute with the uncrowding bijection ψ. First, let us recall the K-Bender–
Knuth moves Ki of [IS14]. A box B is free if it either i ∈ B such that there is not
an i + 1 in the box below it or i + 1 ∈ B such that there is not an i + 1 in the
box above it. Note that if i, i+ 1 ∈ B, then B is free. We define KiT row-by-row,
reversing the free boxes in a row and interchanging i and i+ 1 in each free box.
Example 3.14. We have
K2
 1 1,2
3
 = 1 1,3
2
, ψ
 1 1,2
3
 =

1 1
2
3
,
· ·
·
2
 = (S, F ),
but note that t2S = S. Indeed, we have
ψ
K2
 1 1,2
3
 =
 1 1
2 3
,
· ·
· 1
 . ♦
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There is a natural definition of K-evacuation on SVn(λ), given by applying K-
Bender–Knuth moves in the analog of Equation (2.1)
K1(K2K1) · · · (Kn−1Kn−2 · · ·K2K1)T.
For formal reasons (as in [Sta09]), K-evacuation is necessarily an involution. As
the next example shows, K-evacuation does not generally coincide with the Lusztig
involution on SVn(λ).
Example 3.15. Consider SV3(λ) for λ = (2, 1). Then we have
K1K2K1
 1 2,3
2
 = K1K2
 1 1,3
2
 = K1
 1 1,2
3
 = 1,2 2
3
,
 1 2,3
2
∗=
f1f2 1 1,2
2
∗= e2e1
 1 1,2
2
∗ = e2e1 2 2,3
3
= 1 2,3
2
.
♦
4. Other combinatorial models
In this section, we describe some other combinatorial models that can be used
to construct Grothendieck polynomials. We also discuss crystal structures on these
models and how they relate to the crystal structure on semistandard set-valued
tableaux.
4.1. Excited Young diagrams. Let D = {1, . . . , n} × Z>0, which we think of as
a Young diagram of length n with each row having an infinite number of boxes.3
Note that we can identity partitions of length at most n with subsets of boxes in D
by their Young diagrams. Next, we define elementary excitations following [GK15]:
Type 1: 7−→ , Type 2: 7−→ .
(Elementary excitations are closely related to the “diagram marching moves” of
[KY04].) We say the inverse of an elementary excitation is an elementary emission.
An excited Young diagram of shape λ is a set of boxes in D that can be obtained
from λ by a sequence of elementary excitations. Let EYDn(λ) denote the set of
excited Young diagrams of shape λ.
Next, we recall the bijection Θ: SVn(λ) → EYDn(λ) from [GK15]. Let T (i, j)
denote the box of T ∈ SVn(λ) in the box in row i and column j. Define
Θ(T ) = {(i, i+ c− r) | i ∈ T (r, c) for all r ≤ ℓ(λ), c ≤ λr}.
An immediate corollary is that we can compute the symmetric Grothendieck poly-
nomial Gλ as a generating function for excited Young diagrams of shape λ. Further-
more, note that the usual crystal operators on semistandard tableaux correspond
to Type 1 excitations under Θ. Hence, the notion of “reduced” in [GK15] precisely
identifies the excited Young diagrams that correspond to elements of the unique
component B(λ) ⊆ SVn(λ), which are also the set-valued tableaux of excess 0.
3It is sufficient to consider D as being an n× (λ1 +n) rectangle. This is also effectively removing
the flag condition on set-valued tableaux (other than a max-entry of n).
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To obtain the action of the crystal operator on semistandard set-valued tableaux
under Θ, we require the an additional type of elementary excitation:
Type 1′: 7−→ .
Thus we can make Θ into a crystal isomorphism by constructing a signature rule for
ei/fi by reading the i-th row of the excited Young diagram from left-to-right and
adding a + (resp. −) if we can perform a Type 1 or Type 1′ elementary excitation
(resp. emission). The proof is straightforward and left for the interested reader.
Proposition 4.1. With the crystal structure on EYDn(λ) given above, the map
Θ: SVn(λ)→ EYDn(λ) is a crystal isomorphism.
Remark 4.2. Type 2 excitations correspond to adding an extra entry to a box to T
such that the resulting semistandard set-valued tableaux is in SVn(λ). In addition,
the crystal operators are a (generally proper) subset of all possible Type 1 and
Type 1′ excitations and emissions due to the bracketing rule.
Note that Type 1′ moves are required in order to construct the full crystal
structure and correspond to changing the sizes of the sets within boxes. However,
by [GK15, Lemma 4.17], we do not require Type 1′ moves in order to construct every
element in SVn(λ); in fact, the proof provides an algorithm to compute a sequence
of Type 1 and Type 2 elementary emissions to the ground state, the excited Young
diagram corresponding to λ (equivalently having no elementary emissions).
4.2. Gelfand-Tsetlin patterns. We recall a Gelfand–Tsetlin pattern description
of semistandard set-valued tableaux. Define a horizontal strip to be a skew partition
that does not contain a vertical domino. Recall that aGelfand–Tsetlin (GT) pattern
with top row λ is a sequence of partitions Λ =
(
λ(j)
)n
j=0
such that λ(0) = ∅,
λ(n) = λ, and λ(j)/λ(j−1) is a horizontal strip.4 The weight of a GT pattern is
wt(Λ) =
(
|λ(j)| − |λ(j−1)|
)n
j=1
.
Definition 4.3. A marked Gelfand–Tsetlin (GT) pattern is a GT pattern Λ to-
gether with a set M of entries that are “marked,” where the entry (i, j), for
1 ≤ i < ℓ(λ(j)) and 2 ≤ j ≤ n, is allowed to be marked if and only if λ
(j)
i+1 < λ
(j−1)
i .
The weight of a marked GT pattern (Λ,M) is
wt(Λ,M) =
(∣∣λ(j)∣∣− ∣∣λ(j−1)∣∣+ ∣∣M (j)∣∣)n
j=1
= wt(Λ) +
(∣∣M (j)∣∣)n
j=1
,
where M (j) = {i | (i, j) ∈M}.
Example 4.4. The following is a marked GT pattern with top row λ = (8, 7, 3, 1):
8 7 3 1 0
8 5 2 0
7 5 2
5 3
3
4To see that this is equivalent to the usual interlacing condition, consider the bijection with
semistandard Young tableaux and note that the boxes labeled i must form a horizontal strip.
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Here, we have depicted the marked entries by boxing them and we have underlined
those entries that are not allowed to be marked. Note that we can never mark the
rightmost entry in any row. ♦
We show that marked Gelfand–Tsetlin patterns give a combinatorial interpre-
tation of [MS14, Cor. 3.6] (which is equivalent to [MS14, Thm. 3.5]). First, we
recall [MS14, Prop. 3.4], which states that if λ/µ is a horizontal strip, then
Gλ/µ(x;β) = x
|λ|−|µ|
ℓ∏
i=1
(
1 + βx(1 − δλi+1,µi)
)
, (4.1)
where µ has length ℓ, and is 0 otherwise.
Proposition 4.5. We have
Gλ(x1, . . . , xn;β) =
∑
Λ
n∏
j=1
Gλ(j)/λ(j−1) (xj ;β) =
∑
(Λ,M)
xwt(Λ,M)
where we sum over all (marked) Gelfand–Tsetlin patterns Λ =
(
λ(j)
)n
j=1
with top
row λ.
Proof. First, we construct a weight-preserving bijection between marked GT pat-
terns of top row λ and SV(λ), which implies
Gλ(x1, . . . , xn;β) =
∑
(Λ,M)
xwt(Λ,M),
where we sum over all marked GT patterns of shape λ. Fix a marked GT pattern
(Λ,M). We construct an element in SV(λ) recursively. Suppose we have added
all entries 1, . . . , j − 1, which results in Tj−1. We consider the horizontal strip
λ(j)/λ(j−1) as being filled with j, which we add to Tj−1. Additionally, for each
marked entry (i, j), we add j to the rightmost entry of i-th row of Tj−1. The
result is Tj . We note that this is the unique place we can insert j to the i-th row.
Furthermore, we note that if λ
(j)
i+1 = λ
(j−1)
i (the only other option by the interlacing
condition), then we cannot insert j into the i-th row. Hence, the process described
above is reversible and gives the desired bijection.
Next, fix a GT pattern Λ. It is straightforward to see for µ = λ(j) and ν = λ(j−1)
Gµ/ν(xj ;β) = x
|µ|−|ν|
j
∑
M(j)
(βxj)
|M(j)|,
where we sum over all valid markings M (j) of row j of Λ. Note that the valid
markings of each row of Λ can be chosen independently. Thus, we have
∑
(Λ,M)
xwt(Λ,M) =
∑
Λ
n∏
j=1
(
x
|µ|−|ν|
j
∑
M(j)
(βxj)
|M(j) |
)
=
∑
Λ
n∏
j=1
Gλ(j)/λ(j−1) (xj ;β),
and the claim follows. 
Example 4.6. Consider the marked GT pattern from Example 4.4, then the cor-
responding semistandard set-valued tableaux under the bijection from the proof of
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Proposition 4.5 is
1 1 1 2 2 3 3,4 4
2 2 2,3 3 3,5 5 5
3 3,4,5 5
5
Note that the positions in row j that cannot be marked in the GT pattern corre-
spond to the boxes of the tableau where we cannot add a j and remain semistan-
dard. ♦
Given this interpretation and Equation (4.1), we can compute a Grothendieck
polynomial in terms of marked GT patterns in similar fashion to the Tokuyama
formula for Whittaker functions (see, e.g., [BBF11, BBC+12]):
Gλ(x1, . . . , xn;β) =
∑
Λ
xwt(Λ)
n∏
j=1
(1 + βxj)
mj(Λ),
where we sum over all GT patterns with top row λ and where mj(Λ) denotes
the number of markable entries in row j of Λ. We can connect this with the 5-
vertex model approach to Grothendieck polynomials of, e.g., [GK17, MS13, MS14].
Indeed, configurations of the 5-vertex model with natural boundary conditions that
depend on λ are in natural bijection with GT patterns in exactly the same way as
the 6-vertex model. This is simply a translation of [MS14, Cor. 3.6].
Note that GT patterns, and hence 5-vertex configurations, have a natural crys-
tal structure coming from the bijection with semistandard tableaux. On 5-vertex
configurations, this was explicitly described in [EV17]. This crystal structure is a
“coarse” version of the crystals on semistandard set-valued tableaux obtained by
grouping together multiple terms.
5. Hecke insertion
We recall Hecke insertion from [BKS+08] and mention how it can be used to de-
scribe a crystal structure on stable Grothendieck polynomials for any5 permutation
in analogy to [MS16] with affine Stanley symmetric functions (which include stable
Schubert polynomials).
We require the 0-Hecke monoid H0(n), the monoid of all finite words in the
alphabet [n] subject to the relations
pp ≡ p for all p,
pqp ≡ qpq for all p, q,
pq ≡ qp if |p− q| > 1.
Let a be a finite word in [n − 1] and let w(a) be the natural projection of a into
H0(n). Note that the reduced words for any h ∈ H0(n) correspond to the reduced
words of some corresponding permutation w ∈ Sn. Recall that an increasing tableau
is a semistandard tableau that is strictly increasing along each row and column.
5Recall that partitions are in bijection with Grassmannian permutations.
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Consider a two-line array:[
1 · · · 1 1 2 · · · 2 2 · · · m · · · m
a1ℓ1 · · · a12 a11 a2ℓ2 · · · a22 a21 · · · amℓm · · · am1
]
,
where 1 ≤ ak1 < ak2 < · · · < akℓk < n for all 1 ≤ k ≤ m (with possibly
ℓk = 0). Note that this is a reformulation of the notion of a compatible pair of words
from [BKS+08]. Start with (P0, Q0) being the empty increasing tableau and semi-
standard set-valued tableau, respectively. We recursively construct (Pi+1, Qi+1)
from (Pi, Qi) as follows. Suppose the i-th column in the array is [ki, ai]
T . We
insert ai into Pi column-by-column by the following algorithm. Suppose we are
trying to insert the letter x into column C.
• If x ≥ y for all y ∈ C, then: If we can append x to the current column and
obtain an increasing tableau, the result is Pi+1, and form Qi+1 by adding a
box with ki to Qi in the corresponding position. Otherwise set Pi+1 = Pi,
and form Qi+1 by inserting ki into the corner of Qi whose row contains the
bottom entry of C. In either case, terminate.
• Otherwise: Let y = min{y′ ∈ C | y′ > x}. Replace y with x if the result is
still an increasing tableau. In either case, proceed by inserting y into the
next column.
Remark 5.1. The row version of Hecke insertion considered in, e.g., [PP16, Sag18,
TY11] produces a recording tableau Q that is conjugate to a set-valued tableau.
The Hecke insertion process is reversible by moving right-to-left for the largest
integer in Q (see [BKS+08, Sec. 3.2]).
Theorem 5.2 ([BKS+08, Thm. 4]). Two-line arrays (k, a) are in bijection under
Hecke insertion with pairs (P,Q) such that P is an increasing tableau and Q is a
semistandard set-valued tableau of the same shape as P .
Remark 5.3. We note that valid Hecke two-line arrays are reversed versions of
valid Edelman–Greene two-line arrays from, e.g., [MS16] (equivalently the usual
RSK two-line arrays). In other words, to recover Edelman–Greene insertion ιEG
from Hecke insertion ιH , we replace the two-line array [k, a]
T of length ℓ with the
two-line array [kr, ar]T , where krℓ+1−i = m + 1 − ki and a
r
ℓ+1−i = ai. However,
for ιH(k, a) = (P,Q), we have ιEG(k
r, ar) = (P,Q∗), where Q∗ is the image of Q
under the Schu¨tzenberger involution. This follows from [EG87, Cor. 7.21, 7.22] and
that the Hecke insertion algorithm is done column-wise as opposed to row-wise for
Edelman–Greene insertion.
Example 5.4. We have
1 3 4
2 4
3
4
,
1 2 3
2 3
3
4
 EG←−−−−−
[
1 2 2 3 3 3 4
4 3 4 2 3 4 1
]
,

1 3 4
2 4
3
4
,
1 2 2
2 3
3
4
 H←−−−−−
[
1 2 2 2 3 3 4
1 4 3 2 4 3 4
]
,
SYMMETRIC GROTHENDIECK CRYSTALS 23
and note that the evacuation of the recording tableau under Hecke insertion agrees
with the recording tableau under Edelman–Greene insertion. ♦
Let w ∈ Sn. Following [FK94], the stable Grothendieck polynomial (or K-Stanley
symmetric function) for w is defined as
Gw(x) :=
∑
(k,a)
βℓ(a)−ℓ(w)xk, (5.1)
where we sum over all two-line arrays [k, a]T such that a ≡ w. Note that the stable
Grothendieck polynomial is actually a power series, not a polynomial, and that the
β = 0 specialization is the corresponding Stanley symmetric function Fw [Sta84].
Equation (5.1) agrees with the definition given in [Lam06, LSS10] (when restricted
to Sn) in terms of elements of the β-deformed 0-Hecke algebra (i.e., where T
2
i = βTi
for any standard generator Ti). Indeed, we have a bijection between two-line arrays
and decreasing factorizations given by[
k
a
]
←→ (a1ℓ1 · · · a11) · · · (amℓm · · ·am1),
where an a represents the simple transposition sa in the decreasing factorization.
Note, that this means if we want to consider this as Hecke insertion of a, we need
to insert from left to right. So we write this as (P,Q)
H
←− a.
Hence, the crystal structure on semistandard set-valued tableaux from Section 3
can be used to determine the decomposition of a stable Grothendieck polynomial
into Schur functions via Hecke insertion. This likely naturally recovers the rule
given by [FG98]: If Gw =
∑
λ β
|λ|−ℓ(w)gwλsλ, then
gwλ = |{T ∈ SST
n(λ′) | wC(T ) ≡ w}|,
where wC(T ) is the column reading word of T .
When the product of the cyclically decreasing factors is a reduced expression, we
can define a crystal structure on the decreasing factorizations by using a Lusztig
dual version of the crystal operators of [MS16]. This is necessary from the fact that
the Schu¨tzenberger involution is the Lusztig involution [Len07] as per Remark 5.3.
First, we consider two decreasing factors u, v (considered as words in [n]). Define
the pairing of u and v as follows: Pair the smallest b ∈ v with the largest a < b in
u, and if no such a exists, then b is unpaired. We proceed in increasing order on
letters in v, ignoring previously paired letters in u.
Define fi on a decreasing factorization w
1 · · ·wm by considering the factors
wiwi+1. We move the smallest unpaired letter in wi to wi+1, decreasing it as
necessary so that wi+1 is a decreasing word.
As explained in [MS16, §3.3], the above crystal structure corresponds to applying
the usual braid relations, which under EG insertion corresponds to changing an i to
an i+1 within a box. However, it is not the case in general that this crystal structure
corresponds to the fi action on semistandard set-valued tableau (see Example 5.6
below) as there is extra bracketing that can come from the set-valued entry. Despite
this, anytime an i changes to an i+ 1 within a box, it should correspond to doing
a sequence of braid moves given that Hecke insertion is a generalization of EG
insertion. Furthermore, this suggests that one approach to obtaining a K-theory
analog would be to have additional bracketing so that the crystal operators come
from the equivalence
ppq ≡ pq ≡ pqq. (5.2)
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Example 5.5. Consider type A1. The following is an example of the crystal
operator on Hecke words:
(
1 2 , 1 1,2
)
(
1 2 , 1,2 2
)
(2 1)(1)
(2)(2 1)
[
1 1 2
2 1 1
]
[
1 2 2
2 2 1
]
H
H
f1 f1f1
Note the application of Equation (5.2) to obtain the new decreasing factorization.
Furthermore, we have the trivial representation given by the element
 1 2
2
, 1 1,2
2
 H←−−− [1 1 2 2
2 1 2 1
]
←→ (2 1)(2 1).
So every letter should be paired by some procedure, and similarly for
 1 2 3
2 3
, 1 1 1,2
2 2
 H←−−− [1 1 1 2 2 2
3 2 1 3 2 1
]
←→ (3 2 1)(3 2 1).
However, such a pairing procedure is not simply based on whether the resulting
word is reduced or not: 1 2 7 8
2 7 8
, 1 1 1 1,2
2 2 2
 H←−−− [1 1 1 1 2 2 2 2
8 7 2 1 8 7 2 1
]
 1 2 6 7 8
2 7 8
, 1 1 1 1 2
2 2 2
 H←−−− [1 1 1 1 2 2 2 2
8 7 2 1 8 6 2 1
]
 1 2 3 7 8
2 7 8
, 1 1 1 1 2
2 2 2
 H←−−− [1 1 1 1 2 2 2 2
8 7 3 1 8 7 2 1
]
♦
Supposing such a bracketing could be given, the natural approach would be to
consider a pair of decreasing words such that the product is not a reduced expression
in the Hecke monoid. Yet, unlike in [MS16], any definition of the crystal operators
on decreasing factorizations cannot be described by reducing to a pair of decreasing
words. We observe this in the following examples.
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Example 5.6. We thank Jianping Pan for this example. Consider the following: 1 2 3
2 3
, 1 1 2,3
2 2

 1 2 3
2 3
, 1 1 2,3
2 3

(2 1)(3 2 1)(1)
(3 2)(3 1)(2 1)
[
1 1 2 2 2 3
2 1 3 2 1 1
]
[
1 1 2 2 3 3
3 2 3 1 2 1
]
H
H
f2 f2f2
We have the sequence of braid moves 213211 ≡ 231211 ≡ 232121 ≡ 323121 which
corresponds to doing a partial dual-equivalence move f1f2e1 (see [Ass08]) when
removing the final letter from the word (which is a reduced word). ♦
Example 5.7. Consider the following 2-string: 1 2 3 6 7
2 3 4
, 1 1 1 2 2,3
2 2 2,3
 H←−−− [1 1 1 2 2 2 2 2 3 3
3 2 1 7 6 4 3 1 3 2
]
 1 2 3 6 7
2 3 4
, 1 1 1 2,3 3
2 2 2,3
 H←−−− [1 1 1 2 2 2 2 3 3 3
3 2 1 7 6 4 1 4 3 2
]
 1 2 3 6 7
2 3 4
, 1 1 1 2,3 3
2 2,3 3
 H←−−− [1 1 1 2 2 2 3 3 3 3
7 3 2 7 6 1 6 4 3 2
]
 1 2 3 6 7
2 3 4
, 1 1 1 2,3 3
2,3 3 3
 H←−−− [1 1 1 2 2 3 3 3 3 3
7 3 2 7 1 7 6 4 3 2
]
In particular, note that the second application of f2 resulted in a change to the first
decreasing factorization, in addition to the second and third. ♦
Open Problem 5.8. Determine an explicit Uq(sln)-crystal structure on decreasing
factorizations such that Hecke insertion is a crystal isomorphism with the crystal
structure on semistandard set-valued tableaux.
Such a Uq(sln)-crystal structure would give a new interpretation of the coeffi-
cients gwλ in the formula Gw(x) =
∑
λ β
|λ|−ℓ(w)gwλsλ(x) given in [FG98]. Fur-
thermore, based on experimental evidence and Remark 5.3, we have the following
conjecture.
Conjecture 5.9. The Lusztig dual of the crystal structure given in [MS16] under
Hecke insertion corresponds to changing i ↔ n + 1 − i in every box and reversing
each row.
6. K-jeu de taquin
We propose a K-theoretic analog of jeu de taquin (K-jdt) for semistandard set-
valued skew tableaux. Recall that a skew tableau is a filling of a skew partition
λ/µ, where µ is contained within λ.
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First, we recall the classical jeu de taquin (jdt) for semistandard tableaux, using a
somewhat nonstandard definition. For a nice proof that our definition is equivalent
to the standard one, see [CGP16, Sec. 3].
Let T ∈ SSTn(λ/µ) be a tableau that we wish to rectify to some R ∈ SSTn(ν)
for some partition ν. First, for any U ∈ SSTm(µ), let U be the tableau where we
replace k 7→ k. Next, we construct a layered tableau of shape λ as
U ⊔ T :=
U
T
.
Note that U⊔T is a semistandard tableau of shape λ in the totally ordered alphabet
1 < 2 < · · ·m < 1 < 2 < · · · < n.
We define operators bi on tableaux whose entries are in a totally ordered alphabet
A. Let j be the letter of A immediately greater than i. Then, bi acts by first
applying the Bender–Knuth operator ti to the labels i and j, and then switching all
instances of i and j. Note that the result of bi has the same content as the original
layered tableau and is a semistandard tableau of shape λ in a modified alphabet
where we have swapped the order of i and j. By analogy with [TY09], we refer to
the automorphism
Inf := b◦n
1
◦ · · · ◦ b◦n
m−1
◦ b◦nm (6.1)
on layered semistandard tableaux as infusion. We remark that this is an example
of a tableau switching algorithm [BSS96, Hai92]. Observe that Inf(L) is a semis-
tandard tableau of shape λ in the totally ordered alphabet
1 < 2 < · · · < n < 1 < 2 < · · · < m,
where the barred letters are now greater than the unbarred letters. The rectification
rectU (T ) of T (with respect to the rectification order U) is the semistandard tableau
obtained by restricting Inf(U ⊔ T ) to the unbarred alphabet. Intuitively, we have
pushed T and U through each other and rectU (T ) is the result of this pushing on
T . A key feature of rectification is that the result is independent of the choice of
U , a property known as confluence.
Rectification gives a well-known combinatorial rule for the Littlewood–Richardson
coefficients cνλµ.
Theorem 6.1. The Littlewood–Richardson coefficient, cνλµ counts ordered pairs of
semistandard tableaux T ∈ SSTn(λ) and S ∈ SSTn(µ) such that uν ∈ SST
n(ν) is
the rectification of the skew tableau
T ∗ S :=
S
T
of shape λ ∗ µ.
Since the application of bn
i
during rectification preserves the semistandardness
of the unbarred subtableau, it is easy to see that rectification can be considered as
a crystal isomorphism (see, e.g. [vL01, Thm. 3.3.1]). Moreover, this implies that
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rect(T ∗ S) = uν if and only if T ∗ S is a highest weight element of weight ν.
6
Additionally, recall that the target uν can be replaced by any other fixed element
of SSTn(ν).
In the K-theory setting, there are several jdt analogs for various notions of
tableaux. H. Thomas–A. Yong gave a K-jdt on increasing tableaux [TY09]. A
closely related K-jdt rule was given on genomic tableaux (which can be considered
as semistandard analogs of increasing tableaux) by O. Pechenik–A. Yong [PY17b].
However, unlike for classical jdt, K-jdt for increasing and genomic tableaux do not
generally have a confluence property (see, e.g., [BS16, GMP+16, TY09]). To ob-
tain K-analogs of Littlewood–Richardson rules using K-jdt for increasing or genomic
tableaux, one needs either to rectify with respect to a carefully chosen rectification
order or to choose the target tableau carefully. (In fact, in both cases an analog
of uν is a valid choice of target.) Indeed, the equivariant rules of [PY17a, TY18]
require making particular choices of rectification order and target tableau.
However, increasing and genomic tableaux are “dual” to semistandard set-valued
tableaux with respect to Hecke insertion. There are no known bijections between
genomic tableaux and semistandard set-valued tableaux, except in the case of the
tableaux that compute the structure coefficients Cνλµ [PY17b, Sec. 5.2]. The K-
jdt rules for analogs of Littlewood–Richardson coefficients require rectifying skew
tableaux of shape ν/λ instead of shape λ ∗ µ. There is no known rule that directly
extends Theorem 6.1 to K-theory.
Toward such a rule, we wish to construct a K-jdt for semistandard set-valued
tableaux. We propose that one should rectify set-valued tableaux by the algorithm
described above for the usual semistandard tableaux, replacing everywhere the
Bender–Knuth operators ti with the K-Bender–Knuth operators Ki of T. Ikeda–
T. Shimazaki [IS14] (see the end of Section 3 for the definition of Ki). That is,
to rectify T ∈ SVn(λ/µ), we choose U ∈ SVm(µ) and form the layered semis-
tandard set-valued tableau U ⊔ T . Then, modifying Equation (6.1) to use the K-
Bender–Knuth operator Ki in place of bi, we get rectU (T ) by applying the infusion
automorphism Inf to U ⊔ T and restricting to the unbarred alphabet.
Example 6.2. Consider the tableaux
T =
2 2
1,2
1
, U =
1 1,3
2,3
.
6Highest weight skew tableaux are also called Yamanouchi , ballot , or lattice.
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We have
Inf(U ⊔ T ) = 1 1,3 2 2
2,3 1,2
1
b37−→ 1 1,1 2 2
2,1 3,2
3
b37−→ 1 1,1 2 2
2,1 2,3
3
b27−→ 1 1,1 2 2
1,2 2,3
3
b27−→ 1 1,1 2 2
1,2 2,3
3
b17−→ 1 1,1 2 2
1,2 2,3
3
b17−→ 1 1,2 2 1
2,1 2,3
3
Hence, rectU (T ) =
1 1,2 2
2
. ♦
Since K-jdt for increasing and genomic tableaux are not generally confluent, it is
not surprising that our proposed K-jdt for set-valued tableaux is not generally con-
fluent either. As for the other jdt rules for equivariant cohomology and (equivariant)
K-theory, we suspect that an extension of Theorem 6.1 into K-theory would require
using special rectification orders and perhaps also special rectification targets.
Example 6.3. Consider
T =
1,2
, U = 1 , V = 1,2 .
Then, we have
rectU (T ) =
1
1,2
b27−→ 1
1,2
b27−→ 1
1,2
b17−→ 1
1,2
b17−→ 1
2,1
7−→ 1
2
,
rectV (T ) =
1,2
1,2
b27−→ 1,1
2,2
b27−→ 1,1
2,2
b17−→ 1,1
2,2
b17−→ 1,2
1,2
7−→ 1,2 .
♦
However, we have the following.
Proposition 6.4. K-jdt with respect to any fixed rectification order is a Uq(sln)-
crystal isomorphism.
Proof. Note that during every application of bk, the k ↔ i if and only if k and i are
not free. Therefore, after every application of bk, the resulting set-valued tableau
remains semistandard (of skew shape) and the (reduced) j-signature remains un-
changed. Hence, the claim follows from the signature rule. 
Ideally, we would like to obtain the Grothendieck product expansion Gλ ·Gµ =∑
ν C
ν
λ,µGν , analogously to Theorem 6.1, by taking ordered pairs of tableaux T ∈
SV(λ), S ∈ SV(µ), rectifying with respect to some rectification orders, and obtain-
ing exactly the tableau R ∈ SV(ν) with the correct multiplicity. In examples, this
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1 2 3 1, 2 1, 3 2, 3 1, 2, 3
1
1 1 1 2 1 3 1 1,2 1 1,3 1 2,3 1 X
2
1
2
2 2 2 3 1 2
2
1 3
2
2 2,3 1 2,3
2
3 1
3
2
3
3 3 1,2
3
1 3
3
2 3
3
1,2 3
3
1, 2 1 1
2
1,2 2 1,2 3 1 1,2
2
1 1,3
2
1,2 2,3 1 X
2
1, 3
1 1
3
1 2
3
1,3 3 1 1,2
3
1 1,3
3
1 2,3
3
1 X
3
2, 3
1
2,3
2 2
3
2,3 3 1 2
2,3
1 3
2,3
2 2,3
3
1 2,3
2,3
1, 2, 3 1 1
2,3
1,2 2
3
X 3 1 1,2
2,3
1 1,3
2,3
1,2 2,3
3
1 X
2,3
Table 1. The K-jdt on two boxes T ∗ S, with top row S and left
column T for n = 3, where X = {1, 2, 3}.
in fact appears to be possible using ad hoc rectification orders; we do not know a
uniform choice of rectification order that works in general.
In the special case λ = µ = Λ1, we have identified a candidate for such a uniform
rectification order. For S, T ∈ SV(Λ1), if minS < minT , let k be the number of
i ∈ S with i < minT , and if minT ≤ minS, let k be the number of j ∈ T with
j ≤ minS. Then, we believe it suffices to use the rectification order U = X , where
X = {1, . . . , k}. More directly, the rectification with respect to this U is given by
A
B
=

A′ A−
B
if minA < minB,
B′ A
B−
if minB ≤ minA,
(6.2)
where we construct A′ (resp. B′) by taking as many values from A such that the
result is a semistandard set-valued tableau and C− := C \C′ for C = A,B. For an
example, see Table 1; we note that K-jdt on T ∗S for this example agrees with what
we call Buch insertion S
B
←− T in honor of A. Buch, who introduced it in [Buc02,
Def. 4.1].
Conjecture 6.5. Let S, T ∈ SVn(Λ1). The K-jdt rule given by Equation (6.2) to
rectify T ∗ S agrees with the Buch insertion S
B
←− T .
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It is not clear to us how one should choose rectification orders for tableaux of
more general shapes. The na¨ıve generalization of our choice for the λ = µ = Λ1
case is not sufficient.
Example 6.6. If we apply Equation (6.2) directly for each empty box on
1,2
1,2 2
−→ 1 2
1,2 2
−→ 1 1 2
2 2
,
and note that the result does not appear in the expansion of G2G1 (with n = 2).
Instead, what we should obtain is
1,2
1,2 2
−→ 1 1,2 2
2
,
which may instead be obtained using the rectification order U = 1 2,3 :
rectU
 1,2
1,2 2
 = 1 2,3 1,2
1,2 2
b37−→ 1 2,1 3,2
1,2 2
b37−→ 1 2,1 2,3
1,2 2
b27−→ 1 1,2 2,3
1,2 2
b27−→ 1 1,2 2,3
1,2 2
b17−→ 1 1,2 2,3
1,2 2
b17−→ 1 1,2 2,3
2,1 2
7−→ 1 1,2 2
2
,
♦
Open Problem 6.7. Determine a K-jdt rule on semistandard set-valued tableaux
such that the K-rectification of T ∗ S equals the Buch insertion S
B
←− T .
7. K-theory crystal arrows
The primary goal of this project was to develop K-theory analogs of crystals. In
this section, we describe some progress towards this goal and discuss some remaining
difficulties that must be overcome. Thus, our main problem is the following.
Open Problem 7.1. Construct a K-theory analog of crystals for SVn(λ).
We will solve special cases of Open Problem 7.1 for certain classes of λ.
Based on the description of the Demazure–Lascoux operators and our Uq(sln)-
crystal structure, our approach is to construct an additional set of operators, which
we call K-crystal operators , eKi , f
K
i : SV
n(λ)→ SVn(λ)⊔{0} with fKi T formed by
adding an i + 1 to some cell of T and eKi T
′ = T if and only if T ′ = fKi T . Such
K-crystal operators should satisfy the following properties.
(K.1) The set SVn(λ) is connected with the minimal highest weight element uλ,
the highest weight element of B(λ) (or has minimal excess), being the only
highest weight element such that eKi uλ = 0.
(K.2) The K-Demazure crystal
SVnw(λ) :=
{
b ∈ SVn(λ) | (eKiℓ )
maxemaxiℓ · · · (e
K
i1 )
maxemaxi1 b = uλ
}
does not depend on the choice of reduced expression w = si1 · · · siℓ .
(K.3) The character of SVnw(λ) is the Lascoux polynomial Lwλ(x).
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We can also recursively construct SVnw(λ) by applying fij as many times as
possible to every element in Sj−1∪fKij Sj−1 for all 1 ≤ j ≤ ℓ starting with S0 = {Tλ}.
Note that in a K-crystal, we have SVnw0(λ) = SV
n(λ).
Definition 7.2. If the above properties (K.1)–(K.3) hold for some K-crystal oper-
ators, we say the give SVn(λ) the structure of a K-crystal .
We anticipate that there is a unique K-crystal structure on SVn(λ) given the
Uq(sln)-crystal structure. Moreover, we expect our K-crystal operators to further
satisfy:
(H.1) for all T ∈ SVn(λ), we have eKi e
K
i T = 0 and f
K
i f
K
i T = 0;
(H.2) if eiT 6= 0 or fiT = 0, then fKi T = 0.
In particular, we expect (H.1) from the fact that ̟2i = ̟i and the definition of ̟i.
We want fiT = 0 to imply f
K
i T = 0 by̟if = πif+βπi(xi+1 ·f) and πi(xi+1 ·f) = 0
for any polynomial f that does not contain the variables xi and xi+1; hence, we
expect (H.2) to hold. In fact, we will use (H.1) and (H.2) as heuristics for defining
the K-crystal operators.
However, we will show in Section 7.3 that all of these properties cannot hold in
the general case (see Proposition 7.11), and we have to weaken the definition of a
K-crystal.
7.1. Single row K-crystals. We begin by constructing a K-crystal structure on
SVn(kΛ1).
Definition 7.3. The K-crystal operator fKi acts on T ∈ SV
n(kΛ1) as follows: If
i /∈ T or i + 1 ∈ T , then fKi T = 0; otherwise f
K
i T is given by adding i + 1 to the
rightmost box containing i in T . The K-crystal operator eKi acts on T ∈ SV
n(kΛ1)
as follows: If there is no box in T containing both i and i + 1, then eKi T = 0;
otherwise eKi T is given by deleting i+ 1 from that (necessarily unique) box.
Clearly, eKi T
′ = T if and only if T ′ = fKi T . For examples of these operators, see
the K-crystal structure on SV3(2Λ1) depicted in Figure 2.
Recall for a Coxeter group W with Coxeter generators {si}, the length of an
element w ∈ W is the minimal number of simple reflections si needed to express
w. Moreover, for a parabolic subgroup WJ , every coset in W/WJ has a unique
representative in W that is of minimal length, and for a given w ∈ W , we denote
by ⌊w⌋ the corresponding minimal length coset representative. The support of
an element w ∈ W is the set Supp(w) such that the simple reflection si for all
i ∈ Supp(w) appears in some (and hence any) reduced expression for w. For more
on Coxeter groups, we refer the reader to, e.g., [BB05, Dav08, Hum90, Kan01].
Lemma 7.4. Let W = Sn. Let J = I \ {1} and let WJ = 〈si | i ∈ J〉 be the
corresponding parabolic subgroup. Each ⌊w⌋ is of the form sm · · · s1 for some m
(we consider m = 0 if w is the identity). We have
SVnw(kΛ1) = SV
n
⌊w⌋(kΛ1) = {T ∈ SV
n(kΛ1) | max(T ) ≤ m+ 1}. (7.1)
Conversely, if m+ 1 = max{max(T ) | T ∈ SVnw(kΛ1)}, then
⌊w⌋ = sm · · · s1.
Proof. For w ∈ W , it is easy to see from the Coxeter relations on Sn that ⌊w⌋ may
be written uniquely as sm · · · s1.
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1 1
1 2
2 2 1 3
2 3
3 3
1 1,2
1,2 2
1,2 3
1,3 3
1 1,3
1 2,3
2 2,3
2 3,3
1 1,2,3
1,2 2,3
1,2,3 3
1
1 2
12
2
1
1
1
1
2
2
2
1 2
2
1
2
2 2
2
1
1
1
Figure 2. The K-crystal SV3(2Λ1), where we depict K-crystal
operators by dashed lines and Uq(sln)-crystal operators by solid
lines.
We now prove Equation (7.1) by induction on m. The base case of m = 0 is
trivial. Assume that the claim holds for m and consider w with ⌊w⌋ = sm+1 · · · s1.
Let w = w′sm+1w
′′ such that m+ 1 /∈ Supp(w′′). By the inductive hypothesis, we
have then
SVnw(kΛ1) = SV
n
w′sm+1w′′(kΛ1) = SV
n
w′sm+1sj ···s1(kΛ1)
for some j ≤ m. If j < m, then
SVnw′sm+1sj ···s1(kΛ1) = SV
n
w′sj ···s1sm+1(kΛ1) = SV
n
w′sj ···s1(kΛ1),
since max{max(T ) | T ∈ SVnsj ···s1(kΛ1)} < m+1, and we can proceed by downward
induction on length of w. Thus, we may assume j = m, so that we have
SVnw(kΛ1) = SV
n
w′sm+1sm···s1(kΛ1).
Note that ⌊w⌋ = ⌊w′sm+1sm · · · s1⌋. From the definition of the crystal operators
and K-Demazure crystal, it is sufficient to show Equation (7.1) for sm+1sm · · · s1.
Note that, for any T ∈ SVn(kΛ1), we can repeatedly apply em+1 until we remove
all (m + 2)’s except possibly in the rightmost box, in which case that box also
contains an m + 1, and so the final m + 2 is removed by the application of eKm+1.
Thus, by the inductive hypothesis, we have
SVnsm+1sm···s1(kΛ1) = {T ∈ SV
n(kΛ1) | max(T ) ≤ m+ 2}.
For the converse, the definition of the (K-)crystal operators implies w must have
support {1, . . . ,m}. From the construction of the minimal length coset representa-
tives in W/WJ , the claim follows. 
Theorem 7.5. The Uq(sln)-crystal SV
n(kΛ1) is a K-crystal.
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Proof. (K.1) is immediately from Lemma 7.4. (K.2) follows from Lemma 7.4, as
the lemma implies SVnw(kΛ1) only depends on the minimal length coset represen-
tative, which is independent of reduced expression of w. From the properties of
the Demazure–Lascoux operators, we have ̟wx
λ = ̟⌊w⌋x
λ, where WJ is the par-
abolic subgroup corresponding to the stabilizer of λ. Hence, (K.3) follows from
Lemma 7.4. 
Remark 7.6. From Remark 4.2, we see that the K-crystal operators from Defini-
tion 7.3 correspond to Type 2 elementary excitations/emissions on the correspond-
ing excited Young diagram. Additionally, as for the usual crystal operators, the
action of fKi only corresponds to a subset of all possible Type 2 elementary exci-
tations. Moreover, we see that [GK15, Lemma 4.17] does not hold when restricted
to the (K-)crystal operators by considering the element
1,2 2 ←→ ,
which either requires a Type 1′ or 2 elementary emission to recover the ground
state.
7.2. Single column K-crystals. Next, we show that SVn(Λk) is a K-crystal,
when equipped with the K-crystal operators of Definition 7.3.
It is clear that these K-crystal operators on SVn(Λk) always yield either valid
semistandard set-valued tableaux or 0. In order to show that these operators form
a K-crystal structure, we first note that straightforwardly one has eKi T
′ = T if and
only if T ′ = fKi T . Also note that (as ordinary crystals)
SVn(Λk) ∼=
n−1⊕
m=k
B(Λm)
⊕(mk ) (7.2)
since the sizes of the sets within a column cannot change under applying the ordi-
nary Uq(sln)-crystal operators. As an example, the K-crystal structure on SV
4(Λ2)
is shown in Figure 3.
Lemma 7.7. The K-Demazure crystal SVnw(Λk) does not depend on the choice of
reduced expression for w.
Proof. By Matsumoto’s theorem [Mat64], it is sufficient to show the set SVnw(Λk)
does not change when applying a braid relation sisi+1si = si+1sisi+1 or sisj = sjsi
for |i− j| > 1.
It is clear that fKi fj = fjf
K
i and f
K
i f
K
j = f
K
j f
K
i for all |i− j| > 1. So the claim
follows when the reduced expressions differ by sisj = sjsi.
Next we consider the braid relation sisi+1si = si+1sisi+1. Note that, by def-
inition of fKi , we have f
K
i T = 0 if and only if fiT = 0. Furthermore, we have
fif
K
i T = f
K
i fiT = 0 for all T ∈ SV
n(λ). Therefore, it is straightforward to see
that we have fKi+1fi = fifi+1f
K
i . A direct computation in all cases shows that
application of all other compositions of operators in {fi, fi+1, fKi , f
K
i+1} results in
0. Hence, the lemma follows. 
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3
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4
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4
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1
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2
1
1
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3
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2
1
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3
1
1
Figure 3. The K-crystal for SV4(Λ2), depicted with the same
conventions as in Figure 2.
Next, we need the following K-analog of [Kas93, Prop. 3.3.4]. Define an i-K-
string to be the subcrystal of the form
b • • · · · • •
• • • · · · •
i i i i i
i i i i
i
where the i-strings are as long as possible and the dashed arrow represents the fKi
action. We say the i-K-string has length ℓ if ϕi(b) = ℓ. (This is equivalent to saying
that the i-string starting at b has length ℓ.) Note that ϕi(f
K
i b) = ℓ − 1. This is
our proposed K-theory analog of an i-string or the restriction to sl2 (equivalently,
SV2(ℓΛ1)) corresponding to {i} based on the description of the Demazure–Lascoux
operator as ̟if = πif + βπi(xi+1 · f).
It is clear that SVn(λ) (for λ = Λk, kΛ1) decomposes into a direct sum of i-K-
strings. Note that this is branching down to type sl2, where this clearly yields a
K-crystal structure for any i.
Proposition 7.8. Let S be an i-K-string of SVn(Λk) and let b be the highest weight
element of S. Then, the set SVnw(Λk) ∩ S is either empty, S, or {b}.
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b
T
T˜
b′
T ′
T˜ ′
i
i
i
i
j
j
j
Figure 4. The local K-crystal structure near T in the the proof
of Proposition 7.8 in one of the cases when |i− j| > 1.
Proof. We proceed by induction on the Coxeter length of w. The base case with w
being the identity is trivial. Hence, we inductively assume that the claim holds for
all w up through length ℓ, and let j be such that ℓ(sjw) > ℓ(w). We must show
that the claim holds for sjw. Note that all i-strings (and hence i-K-strings) have
length at most 1.
From the definition of the (K-)crystal operators and the K-Demazure crystal,
if i = j, then the claim clearly holds for sjw. Thus, we assume i 6= j, and it is
sufficient to show the following. Fix some i-K-string S with highest weight element
b, and let T := fib and T˜ := f
K
i b be such that T, T˜ /∈ SV
n
w(Λk). If one of the
following equations hold
T = fjT
′, T = fKj T
′, T˜ = fjT
′, T˜ = fKj T
′,
for some T ′ ∈ SVnw(Λk), then b, T, T˜ ∈ SV
n
sjw(Λk).
Suppose |i − j| > 1. Consider the case where T = fjT ′. Since fifj = fjfi, we
have
b′ := eiT
′ 6= 0, T˜ ′ := fKi b
′ 6= 0, fjb
′ = b, fjT˜
′ = T˜ .
The local K-crystal structure is illustrated in Figure 4. By the induction assump-
tion, we have b′, T˜ ′ ∈ SVnw(Λk). Therefore, we have b, T˜ ∈ SV
n
sjw(Λk) as claimed.
The other three cases are similar.
Now, suppose |i − j| = 1. Note that there does not exist a T ∈ SVn(Λk) such
that εi(T ) = εi±1(T ) = 1. Hence, the case T = fjT
′ is impossible when |i− j| = 1.
Hence, consider when T˜ = fKj T
′, then we have fjT
′ = b. If j = i − 1, then
T˜ contains a box with i − 1, i, i + 1. Thus we have b = eiT ′ ∈ SV
n
sjw(Λk) by the
induction assumption; so the claim holds in this case. If j = i + 1, then T˜ has a
box with i, i + 1, i + 2. A straightforward computation yields the following local
picture around T˜ :
Tb
T˜
T ′ b′
U
i
i
i+ 1 i
i+ 1
i+ 1
i
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where the dashed lines denote K-crystal operators. Note that b′, U ∈ SVnw(Λk) by
the induction assumption, and so b, T ∈ SVnsjw(Λk)
The proof that T = fKj T
′ implies b, T˜ ∈ SVnsjw(Λk) is similar to the previous
case.
Last, the case of T˜ = fjT
′ is impossible for j = i+ 1 as then i, i+ 1 ∈ T˜ , which
implies ejT˜ = 0. For j = i− 1, observe T˜ contains a box with i, i+1 but i− 1 /∈ T˜ .
Therefore the local crystal structure around T˜ is
Tb
T˜T ′
b′U
V
i
i
i− 1
i
i− 1 i− 1
i
i− 1
Note that b′, U, V ∈ SVnw(Λk) by the induction assumption. However, V ∈ SV
n
w(Λk)
implies that T˜ ∈ SVnw(Λk), which is impossible. 
Theorem 7.9. The Uq(sln)-crystal SV
n(Λk) is a K-crystal.
Proof. Checking (K.1) is a straightforward computation. Lemma 7.7 establishes
Property (K.2). Property (K.3) follows from Proposition 7.8 and from the definition
of the Demazure–Lascoux operators. 
7.3. Towards the general case. When trying to construct a K-crystal structure
on SVn(λ) for general λ, we note the K-crystal operators given in Definition 7.3,
where (inspired by (H.2)) we instead consider fKi (T ) = 0 whenever ei(T ) 6= 0 or
fi(T ) = 0, do not seem to extend to give a K-crystal structure on SV
n(λ).
Example 7.10. We have
̟s1(x
2
1x2) = βx
2
1x
2
2 + x
2
1x2 + x1x
2
2,
̟s2s1(x
2
1x2) = β
2(x21x
2
2x3 + x
2
1x2x
2
3)
+ β(x21x
2
2 + 2x
2
1x2x3 + x1x
2
2x3 + x
2
1x
2
3 + x1x2x
2
3)
+ x21x2 + x1x
2
2 + x
2
1x3 + x1x2x3 + x1x
2
3,
If we attempt to naturally extend the K-crystal operators, for SV3s2s1(Λ2 +Λ1) we
obtain the K-Demazure crystal given by Figure 5. Note that for the 1-K-string S
starting at the tableau T = 1 1,3
3
, we have
S ∩ SV3s2s1(Λ2 + Λ1) = {T, f1T, f
K
1 T } 6= ∅, S, {T }.
Hence, the na¨ıve generalization of Proposition 7.8 is not true in this case. Moreover,
if we attempt to extend this structure to SV3s1s2s1(Λ2 +Λ1), then we fail to obtain
one of the following two tableaux:
1,2 3
3
,
1 3
2,3
.
♦
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1 1
2
1 2
2
1 3
2
1 3
3
1 1
3
1 1,2
2
1 1,3
2
1 1,3
3
1 2,3
2
1 2,3
3
1 1
2,3
1 X
2
1 X
3
1
1
2
2
2
2
2
2
21
12
2
2
1
Figure 5. The K-Demazure crystal SV3s2s1(Λ2 + Λ1) using the
na¨ıve generalization of the K-crystal operators given by Defini-
tion 7.3, where X = {1, 2, 3}.
In fact, there does not exist any K-crystal structure for general shapes that
satisfies our heuristic (H.2).
Proposition 7.11. There does not exist a K-crystal structure for SV3(Λ2 + Λ1)
that also satisfies (H.2).
Proof. For this proof, for a tableau T , we equate the weight wt(T ) with the corre-
sponding monomial xwt(T ). Let λ = Λ2 + Λ1, and let uλ be the unique (highest)
weight element of weight x21x2. We have
G21(x1, x2, x3) = x
2
1x
2
2x
2
3β
3 + (2x21x
2
2x3 + 2x
2
1x2x
2
3 + 2x1x
2
2x
2
3)β
2
+ (x21x
2
2 + 3x
2
1x2x3 + 3x1x
2
2x3 + x
2
1x
2
3 + 3x1x2x
2
3 + x
2
2x
2
3)β
+ x21x2 + x1x
2
2 + x
2
1x3 + 2x1x2x3 + x
2
2x3 + x1x
2
3 + x2x
2
3.
Consider the three tableaux of weight βx1x2x
2
3:
T1 :=
1,2 3
3
, T2 :=
1 3
2,3
, T3 :=
1 2,3
3
,
Note that e1e2Ta 6= 0 for all a = 1, 2, 3, and so we have eK2 Ta = 0. There exists a
unique a such that eK1 Ta 6= 0 since there is a unique element of weight x1x
2
3, and we
have e1e
2
2e
K
1 Ta = uλ. Similarly, there exists a unique a
′ such that eK2 e2Ta′ 6= 0 since
there is a unique element of weight x1x
2
2, and we have e1e
K
2 e2Ta′ = uλ. Therefore,
Ta′ satisfies (K.2).
Now by (K.2) for
e1e2T1 =
1 1,2
3
, e1e2T2 =
1 1
2,3
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and weight considerations, we must have either
e2e
K
1 e1e2T1 = uλ = e
K
2 e1e2T2 or e
K
2 e1e2T1 = uλ = e2e
K
1 e1e2T2.
In either case, both T1 and T2 satisfy (K.2) for w = s2s1s2. Without loss of
generality, suppose e2e
K
1 e1e2T1 = uλ. In order to satisfy (K.2) for w = s1s2s1, we
must have either eK1 T1 = f1f2f2uλ or e
K
2 e2T1 = f1uλ. Suppose e
K
1 T1 = f1f2f2uλ,
then for T2 to satisfy (K.2), we require e
K
2 e2T2 = f1uλ. Similarly, if e
K
1 T1 =
f1f2f2uλ, then we must have e
K
2 e2T2 = f1uλ. In any of these cases, note that
eK2 T3 = 0, e
K
2 e2T3 = 0, e
K
2 e1e2T3 = 0 by weight considerations and the only paths
to uλ are
eK1 e2e1e2T3 = e
K
1 e2e2e1T3 = uλ.
Hence, T3 cannot satisfy (K.2) for w0 = s2s1s2. 
Note that if we remove (H.2) as being a requirement, then if we also have
fk2
1 3
2
= 1 3
2,3
,
to Figure 6, then we would obtain K-crystal structure. However, this would be
highly unnatural given the Demazure–Lascoux operators. Despite this, perhaps
there is a natural notion of a K-crystal on rectangles given Theorem 7.5 and The-
orem 7.9.
Conjecture 7.12. There exists a K-crystal structure also satisfying (H.2) for
SVn(kΛi) (i.e., for rectangle shapes).
We believe a more natural condition would be to enforce Proposition 7.8. In
this case, we require a weakening of the K-crystal structure, where the K-crystal
operators depend on the choice of reduced expression for w0 and every subword.
For λ = Λ2 + Λ1 and n = 3, we give an example of this weak K-crystal structure
for w0 = s1s2s1 by Figure 6 and for w0 = s1s2s1 by Figure 7.
Let of focus on the weak K-crystal given by Figure 7. There are a few K-crystal
operators that require more care than in the single row and single column cases; in
particular
fK1
1 1,3
3
=
1 1,3
2,3
, fK1
1 X
3
=
1 X
2,3
, (7.3a)
fK2
1 1,2
2
=
1 X
2
, fK2
1 2
2
=
1 2
2,3
. (7.3b)
In particular, note that in (7.3b), the extra 1 affects the result of fK2 .
A possible construction of a K-crystal on SVn(λ) is to define a notion of tensor
products of K-crystals. Such a tensor product rule should have connected com-
ponents whose characters are Grothendieck polynomials. Then one could take a
connected component of SVn(Λ1)
⊗|λ| containing a minimal highest weight element
of weight λ.
One approach to showing such the tensor product rule would be use Equa-
tion (2.2) and construct a bijection
SVn(Λ1)⊗ SV
n(λ) ∼=
⊕
ν
SVn(ν), (7.4)
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where ν/λ is a single box and ℓ(ν) ≤ n, that we consider as a K-crystal isomorphism.
By using [Buc02, Thm. 5.4], the minimal highest weight elements should have a
reading word that is highest weight except we read a box in increasing order, as
opposed to decreasing order in how we construct the crystal operators. Therefore,
the minimal highest weight elements should be of the form
i1 < · · · < ik ⊗ Tλ
where i1, . . . , ik are rows with addable corners in λ. The bijection in (7.4) would
be given by the insertion S
B
←− T defined in [Buc02]; more explicitly, the bijection
would be given by S ⊗ T 7→ (S
B
←− T ).
Open Problem 7.13. Construct a tensor product rule for (weak) K-crystals.
Recall that the insertion given in [Buc02] cannot be considered as an associative
product (unlike RSK); see [Buc02, Ex. 4.3]. Therefore, we do not expect a tensor
product rule to necessarily be associative. Note that a solution to Open Problem 6.7
would likely help as we will want K-jdt to be a K-crystal isomorphism. Further-
more, the Uq(sln)-crystal structure on SV
n(λ) is not local in the sense that it only
changes one box. In contrast, the tensor product rule should only change one fac-
tor. It would be very interesting (and represent progress towards Problem 7.13) to
determine an K-theoretic analog of the quantum group with representations whose
characters are Grothendieck polynomials.
Another possible construction would be to use another combinatorial model such
as excited Young diagrams. In Remark 7.6, we saw that the K-crystal operators
given in Definition 7.3 correspond to an Type 2 excitation. Recall that we had to
introduce a Type 1′ elementary excitation in order to construct the Uq(sln)-crystal
structure. Moreover, from Figure 7, there is at least one other elementary excitation
necessary to obtain the (weak) K-crystal structure:
Type 2′: 7−→ .
However, it is not clear that this is the only additional excitation required to obtain
a (weak) K-crystal on SVn(λ).
We note that the K-crystal operator fKi is likely to act on cyclically decreasing
factorizations given in Section 5 by using the relation pp ≡ p and bringing the p
into the i+ 1 factor to the left. As seen in (7.3a), the na¨ıve choice does not always
work. Yet, on those examples, the fKi are well-behaved under Hecke insertion: 1 3
2
, 1 1,3
3
 H←−−− [1 1 3 3
3 1 3 2
]
←→ (3 1)()(3 2),
 1 3
2
, 1 1,3
2,3
 H←−−− [1 1 2 3 3
3 1 3 3 2
]
←→ (1 3)(3)(3 2),
 1 3
2
,
1 X
3
 H←−−− [1 1 2 3 3
3 1 1 3 2
]
←→ (3 1)(1)(3 2),
40 C. MONICAL, O. PECHENIK, AND T. SCRIMSHAW 1 3
2
, 1 X
2,3
 H←−−− [1 1 2 2 3 3
3 1 3 1 3 2
]
←→ (3 1)(3 1)(3 2),
where X = {1, 2, 3}.
We remark that our definition of a (weak) K-crystal is ad-hoc based on natural
properties that we expect to see in a K-theory analog of crystals. We note that
from our expected properties (H.1)–(H.2), the K-crystal operators should satisfy
the following axioms in addition to the usual Stembridge crystal axioms:
(1) fKi b = b
′ if and only if b = eKi b
′ for all b, b′ ∈ B;
(2) fKi f
K
i b = 0 for all b ∈ B;
(3) for all b ∈ B such that fKi b 6= 0:
(a) wt(fKi b) = wt(b) + Λi+1 − Λi;
(b) εi(f
K
i b) = εi(b) = 0;
(c) ϕi(f
K
i b) = ϕi(b)− 1;
Moreover, from the examples, there appears to be some additional local structure
that the (K-)crystal operators satisfy (see also the proof of Proposition 7.8). It
would be interesting to determine if there is a K-theory analog of the Stembridge
axioms [Ste03].
One other potential approach (of independent interest) would be to use dual
(symmetric) Grothendieck polynomials, which form the basis that is dual to the
Grothendieck polynomials under the Hall inner product. One could develop a dual
K-crystal structure on reverse plane partitions, which are used to describe the dual
Grothendieck polynomials [LP07]. Indeed, there is a Uq(sln)-crystal structure on
reverse plane partitions given by P. Galashin [Gal17]; this crystal has the same
flavor as the Uq(sln)-crystal structure on set-valued tableaux. From there, the
structure coefficients Cνλµ appear as the decomposition of a skew dual Grothendieck
polynomial into dual Grothendieck polynomials [LMS16] (note that the notion of
Yamanouchi set-valued tableaux in [LMS16] differs from our notion). The results
in [KM17] may also provide some additional insight into this problem.
Appendix A. Calculations using SageMath
We give some code using SageMath [Sag18] that we used to compute examples.
Our full SageMath code can be found at [MPS18a].
We first give our helper functions. We denote the value β by q.
def construct_coordinates (n, var=’x’):
S = PolynomialRing(ZZ , ’q’). fraction_field()
R = PolynomialRing(S, [var+str (i) for i in range(1,n+2)])
return R
def partial (f, i):
if isinstance (i, (list , tuple )):
ret = f
for k in reversed (i):
ret = partial (ret , k, beta)
return ret
R = f.parent ()
names = R.variable_names()
g = R.gens()
fs = f.subs (**{ names[i-1]: g[i], names[i]: g[i -1]})
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return (f - fs) // (g[i-1] - g[i])
def pi(f, i): # The Demazure operator
if isinstance (i, (list , tuple )):
ret = f
for k in reversed (i):
ret = pi(ret , k, beta)
return ret
return partial (R.gen(i-1) * f, i)
def DL(f, i, beta): # The Demazure -Lascoux operator
if isinstance (i, (list , tuple )):
ret = f
for k in reversed (i):
ret = DL(ret , k, beta)
return ret
return pi((1 + beta * R.gen (i)) * f, i)
We perform a sample computation of ̟i(x
3
1x2) for i = 1, 2, 3:
sage: R = construct_coordinates (4)
sage: R.inject_variables ()
Defining x1 , x2, x3 , x4 , x5
sage: q = R.base_ring (). gen ()
sage: DL(x1 ^3*x2 , 1, q)
q*x1^3* x2^2 + q*x1^2* x2^3 + x1^3* x2 + x1 ^2* x2^2 + x1*x2^3
sage: DL(x1 ^3*x2 , 2, q)
q*x1^3* x2*x3 + x1 ^3* x2 + x1^3* x3
sage: DL(x1 ^3*x2 , 3, q)
x1^3* x2
Next, we construct ̟w(x
2
1x2) for w = s1s2, s2s1:
sage: DL(x1 ^2*x2 , [2,1], q)
q^2* x1^2* x2 ^2* x3 + q^2* x1^2* x2*x3^2 + q*x1^2* x2^2 + 2*q*x1 ^2* x2*x3
+ q*x1*x2^2* x3 + q*x1^2* x3^2 + q*x1*x2*x3^2 + x1 ^2* x2 + x1*x2^2
+ x1 ^2* x3 + x1*x2*x3 + x1*x3^2
sage: DL(x1 ^2*x2 , [1,2], q)
q^2* x1^2* x2 ^2* x3 + q*x1 ^2* x2^2 + 2*q*x1^2* x2*x3 + 2*q*x1*x2^2* x3
+ x1 ^2* x2 + x1*x2^2 + x1^2* x3 + x1*x2*x3 + x2 ^2* x3
After loading our code into SageMath, we can compute the Buch insertion to
verify Table 1 agrees with insertion in [Buc02].
sage: L = [[{1}] ,[{2}] ,[{3}] ,[{1 ,2}] ,[{1 ,3}] ,[{2 ,3}] ,[{1 ,2 ,3}]]
sage: ascii_art ([[ buch_insertion(b[0], [a]) for a in L] for b in L])
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Figure 6. A weak K-crystal structure on SV3(Λ2 + Λ1), where X = {1, 2, 3}, for w0 = s2s1s2.
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Figure 7. A weak K-crystal structure on SV3(Λ2 + Λ1), where X = {1, 2, 3}, for w0 = s1s2s1.
