Multiple Mertens evaluations by Qi, Tianfang & Hu, Su
ar
X
iv
:1
90
9.
10
93
0v
4 
 [m
ath
.N
T]
  6
 N
ov
 20
19
A multiple Mertens evaluation
Tianfang Qi
Department of Mathematics
South China University of Technology
Guangzhou 510640 Guangdong, China
E-mail: 15914449424@163.com
Su Hu
Department of Mathematics
South China University of Technology
Guangzhou 510640 Guangdong, China
E-mail: mahusu@scut.edu.cn
Abstract
The well-known Mertens’ second theorem indicates that there exists a constant
B ≈ 0.261, named the Mertens constant, such that
∑
p≤x
1
p
= ln(lnx) +B +O
(
1
lnx
)
.
In this paper, by using Dirichlet’s hyperbola method, we prove the following
multiple Mertens evaluation
∑
p1···pk≤x
1
p1 · · · pk
= (ln(lnx) +B)k +
k∑
m=2
Cmk am(ln(lnx) +B)
k−m
+O
(
lnk−1(lnx)
lnx
)
,
where {am} is a sequence related to the Riemann zeta function ζ, that is,
a2 = −ζ(2), a3 = 2ζ(3), a4 = 3ζ(2)2 − 6ζ(4),
ak =
k−3∑
i=1
(−1)iCik−1i!ζ(i+ 1)ak−1−i + (−1)k−1(k − 1)!ζ(k) (k > 4).
2010 Mathematics Subject Classification: 11N05, 11N37.
Key words and phrases : Mertens’ second theorem, Arithmetic function, Riemann zata function,
Polylogarithm.
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1 Introduction
Throughout this paper we need the following notations. Denote by lnx = logex, x > 0,
where e is the Euler number. For a fixed number a ∈ R ∪ {−∞} and real-valued
functions g : (a,∞)→ [0,∞), f : (a,∞)→ R, f(x) = O(g(x)) or f(x) ≪ g(x) means
there exists M > 0, b ≥ a, such that |f(x)| ≤Mg(x) for any x ≥ b. Furthermore,∑i≤x
means
∑
i≤x,i∈N,
∑
p≤x means
∑
p≤x,p prime and
∑
p1···pk≤x means
∑
p1···pk≤x
p1,··· ,pk prime
, etc.
The well-known Mertens’ second theorem indicates that there exists a constant
B ≈ 0.261, named the Mertens constant, such that
(1.1)
∑
p≤x
1
p
= ln(lnx) +B +O
(
1
lnx
)
(see [A98, p. 90, Theorem 4.12]). The error term in (1.1) has been improved by Dusart
[D98, Theorem 11], Rosser and Schoenfeld [RS62, Theorem 5 and its corollary], and
Schoenfeld [S76] under the Riemann Hypothesis.
The Mertens’ second theorem has many applications in modern number theory
and has appeared in many literatures (see [A98, Theorem 4.12] and [EW05, p. 13]).
To generalizing Mertens’ second theorem to multivariable cases, in 2002, Sadak [S02]
presented the following double Mertens type evaluation
(1.2)
∑
pq≤x
1
pq
= (ln(lnx) +B)2 − pi
2
6
+O
(
ln(lnx)
lnx
)
and in 2014, Popa [P14] also obtained the following evaluation
(1.3)
∑
pq≤x
1
pq
= (ln(lnx) +B)2 − ln22 + 2
∫ 1
2
0+0
ln(1− x)
x
dx+O
(
ln(lnx)
lnx
)
.
From the equality −ln22+2 ∫ 12
0+0
ln(1−x)
x
dx = −pi2
6
([L81, p. 5, (1.11)]), we see that (1.3)
implies (1.2).
In 2016, Popa [P16] further proved the following triple Mertens evaluation
(1.4)
∑
pqr≤x
1
pqr
= (ln(lnx) +B)3 − pi
2
2
(ln(lnx) +B) + 2ζ(3) +O
(
ln2(lnx)
lnx
)
,
where
ζ(s) =
∞∑
n=1
1
ns
, Re(s) > 1
is the Riemann zeta function.
Let k be any positive integer. In this paper, by using the inductive method and a
large number of calculations, we prove the following multiple Mertens evaluation.
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Theorem 1.1. For any positive integer k, we have
(1.5)
∑
p1···pk≤x
1
p1 · · · pk = (ln(lnx) +B)
k +
k∑
m=2
Cmk am(ln(lnx) +B)
k−m
+O
(
lnk−1(lnx)
lnx
)
,
where {an} is a sequence related to the Riemann zeta function ζ, that is,
a2 = −ζ(2), a3 = 2ζ(3), a4 = 3ζ(2)2 − 6ζ(4),
ak =
k−3∑
i=1
(−1)iC ik−1i!ζ(i+ 1)ak−1−i + (−1)k−1(k − 1)!ζ(k) (k > 4).
Remark 1.2. Let Γ be the Euler gamma function and γ be the Euler constant. Based
on the argument of the Selberg-Delange method, in 2016, Tenenbaum [T17] obtained
the following multiple Mertens evaluation, which has a main term in a different form
with the above theorem.
Theorem 1.3 (Tenenbaum [T17, Theorem 1]). Let k ≥ 1. We have
(1.6)
∑
p1···pk≤x
1
p1 · · · pk = Pk(ln(lnx)) +O
(
lnk(lnx)
lnx
)
(x ≥ 3),
where Pk(X) :=
∑
0≤j≤k λj,kX
j, and
λj,k :=
∑
0≤m≤k−j
(
k
m, j, k −m− j
)
(B − γ)k−m−j
(
1
Γ
)(m)
(1) (0 ≤ j ≤ k).
In a recent version of the above article [T19], Tenenbaum showed that his method
may provide the same error term as Theorem 1.1.
It needs to mention that our approach which is based on Dirichlet’s hyperbola
method is elementary and makes no use of complex function theory. In addition, the
main term in (1.5) is related to the special values of Riemann zeta function, thus
generalize the results by Popa on double and triple Mertens evaluations (see (1.3) and
(1.4)).
Remark 1.4. Recently, Korolev [K16, p. 17–33] also calculated some other types mul-
tiple sums with primes.
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2 Preliminaries
2.1 The hyperbola method of Dirichlet for a multiple sum
Proposition 2.1. (1) Let ψ : Nk → R be a real-valued function. Then for each 0 <
y < x, we have the following equality
(2.1)∑
i1···ik≤x
ψ(i1, · · · , ik) =
∑
ik≤y
∑
i1···ik−1≤ xik
ψ(i1, · · · , ik) +
∑
i1···ik−1≤xy
∑
y<ik≤ xi1···ik−1
ψ(i1, · · · , ik).
(2) Let f1, · · · , fk : N→ R be real-valued functions and define Sfk , Sf1,··· ,fk−1 : (0,∞)→
R by
Sfk(x) =
∑
ik≤x
fk(ik) and Sf1,··· ,fk−1(x) =
∑
i1···ik−1≤x
f1(i1) · · · fk−1(ik−1).
Then for each 0 < y < x, we have the following equality
(2.2)
∑
i1···ik≤x
f1(i1) · · ·fk(ik) =
∑
ik≤y
fk(ik)Sf1,··· ,fk−1
(
x
ik
)
+
∑
i1···ik−1≤xy
f1(i1) · · ·fk−1(ik−1)Sfk
(
x
i1 · · · ik−1
)
− Sfk(y)Sf1,··· ,fk−1
(
x
y
)
.
Proof. (1) Since
{
(i1, · · · , ik) ∈ Nk | i1 · · · ik ≤ x
}
=
{
(i1, · · · , ik) ∈ Nk | i1 · · · ik ≤ x, ik ≤ y
}
∪ {(i1, · · · , ik) ∈ Nk | i1 · · · ik ≤ x, y < ik}
and the sets on the right side of the equation are disjoint, we have
∑
i1···ik≤x
ψ(i1, · · · , ik) =
∑
i1···ik≤x,ik≤y
ψ(i1, · · · , ik) +
∑
i1···ik≤x,y<ik
ψ(i1, · · · , ik).
Clearly ∑
i1···ik≤x,ik≤y
ψ(i1, · · · , ik) =
∑
ik≤y
∑
i1···ik−1≤ xik
ψ(i1, · · · , ik).
It follows that
∑
i1···ik≤x
ψ(i1, · · · , ik) =
∑
ik≤y
∑
i1···ik−1≤ xik
ψ(i1, · · · , ik) +
∑
i1···ik≤x
∑
y<ik
ψ(i1, · · · , ik).(2.3)
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It is easy to check that
{
(i1, · · · , ik) ∈ Nk | i1 · · · ik ≤ x, y < ik
}
=
{
(i1, · · · , ik) ∈ Nk
∣∣∣ y < ik ≤ x
i1 · · · ik−1 , i1 · · · ik−1 ≤
x
y
}
.
Thus we obtain
∑
i1···ik≤x
∑
y<ik
ψ(i1, · · · , ik) =
∑
i1···ik−1≤xy
∑
y<ik≤ xi1···ik−1
ψ(i1, · · · , ik).(2.4)
Now we have completed the proof for the first part by substituting (2.4) into (2.3).
(2) By (2.1), we have
∑
i1···ik≤x
f1(i1) · · ·fk(ik) =
∑
ik≤y
fk(ik)

 ∑
i1···ik−1≤ xik
f1(i1) · · · fk−1(ik−1)


+
∑
i1···ik−1≤xy
f1(i1) · · ·fk−1(ik−1)

 ∑
y<ik≤ xi1···ik−1
fk(ik)


=
∑
ik≤y
fk(ik)Sf1,··· ,fk−1
(
x
ik
)
+
∑
i1···ik−1≤xy
f1(i1) · · ·fk−1(ik−1)
(
Sfk
(
x
i1 · · · ik−1
)
− Sfk(y)
)
=
∑
ik≤y
fk(ik)Sf1,··· ,fk−1
(
x
ik
)
+
∑
i1···ik−1≤xy
f1(i1) · · ·fk−1(ik−1)Sfk
(
x
i1 · · · ik−1
)
− Sfk(y)Sf1,··· ,fk−1
(
x
y
)
,
which completes the proof.
Letting f1 = · · · = fk = f and y =
√
x in Proposition 2.1, we immediately have the
following corollaries.
Corollary 2.2. Let f : N→ R be a real-valued function, and define S1, Sk−1 : (0,∞)→
R by
S1(x) =
∑
i≤x
f(i) and Sk−1(x) =
∑
i1···ik−1≤x
f(i1) · · ·f(ik−1),
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we have
∑
i1···ik≤x
f(i1) · · ·f(ik) =
∑
ik≤
√
x
f(ik)Sk−1
(
x
ik
)
+
∑
i1···ik−1≤
√
x
f(i1) · · · f(ik−1)S1
(
x
i1 · · · ik−1
)
− S1(
√
x)Sk−1(
√
x).
Corollary 2.3. Let P be the set of the all prime numbers and u : P→ R be a real-valued
function on P. Define V1, Vk−1 : (0,∞)→ R by
V1(x) =
∑
p≤x
u(p) and Vk−1(x) =
∑
p1···pk−1≤x
u(p1) · · ·u(pk−1),
we have
∑
p1···pk≤x
u(p1) · · ·u(pk) =
∑
pk≤
√
x
u(pk)Vk−1
(
x
pk
)
+
∑
p1···pk−1≤
√
x
u(p1) · · ·u(pk−1)V1
(
x
p1 · · · pk−1
)
− V1(
√
x)Vk−1(
√
x).
Proof. The result follows directly from Corollary 2.2 by setting f = uχP, that is f(n) ={
u(n), n ∈ P,
0, n 6∈ P.
2.2 Polylogarithmic functions
The polylogarithmic functions appear in a natural way in the proof of the multiple
Mertens evaluation. The polylogarithmic functions Lin : [0, 1]→ R are defined by (see
[L81])
Li2(x) = −
∫ x
0
ln(1− t)
t
dt =
∞∑
k=1
xk
k2
,
Lin(x) =
∫ x
0
Lin−1(t)
t
dt =
∞∑
k=1
xk
kn
(n ≥ 3).
We will need the following integral later.
Proposition 2.4. Denote by a = ln2. For m ∈ N, we have
∫ 1
2
0+0
lnm(1− x)
x
dx = (−a)m+1 + (−1)mm!ζ(m+ 1)
+ (−1)m−1
m∑
s=1
Asma
m−sLis+1
(
1
2
)
.
(2.5)
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Proof. From the formula of integration by parts, we have
∫ 1
2
0+0
lnm(1− x)
x
dx = lnxlnm(1− x)
∣∣∣ 12
0+0
+m
∫ 1
2
0+0
lnx
lnm−1(1− x)
1− x dx
= (−a)m+1 +m
∫ 1−0
1
2
lnm−1xln(1 − x)
x
dx
= (−a)m+1 +m
∫ 1−0
1
2
lnm−1x
x
(
−
∞∑
k=1
xk
k
)
dx
= (−a)m+1 −m
∞∑
k=1
1
k
∫ 1−0
1
2
xk−1lnm−1xdx.
Using the following indefinite integral, which can also be derived from the formula of
integration by parts,∫
xk−1lnm−1xdx =
m∑
s=1
(−1)s−1As−1m−1
xklnm−sx
ks
+ constant,
we have∫ 1−0
1
2
xk−1lnm−1xdx = (−1)m−1(m− 1)! 1
km
−
m∑
s=1
(−1)s−1As−1m−1
(−a)m−s
ks2k
.
By the definition of polylogarithmic functions Lin (n ≥ 2), we get∫ 1
2
0+0
lnm(1− x)
x
dx
= (−a)m+1 −m
∞∑
k=1
1
k
(
(−1)m−1(m− 1)! 1
km
−
m∑
s=1
(−1)s−1As−1m−1
(−a)m−s
ks2k
)
= (−a)m+1 + (−1)mm!
∞∑
k=1
1
km+1
+ (−1)m−1
m∑
s=1
Asma
m−s
∞∑
k=1
1
ks+12k
= (−a)m+1 + (−1)mm!ζ(m+ 1) + (−1)m−1
m∑
s=1
Asma
m−sLis+1
(
1
2
)
,
which completes the proof.
3 Proof of Theorem 1.1
In this section, we will prove our main result.
For k = 1, 2, and 3, it is easy to verify the result. We proceed by induction on k.
Assume that the result holds for any positive integer < k, we desire to show that the
result holds for k.
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For simplification of notations, we set
(3.1)
∑
p1···ps≤x
1
p1 · · · ps = Ps(ln(lnx)) +Rs(x),
where, with B is the Merterns constant as before,
(3.2) Ps(y) = (y +B)
s +
s∑
m=2
Cms am(y +B)
s−m, Rs(x) = O
(
lns−1(lnx)
lnx
)
.
It is clear that
Ps(y) = P1(y)
s +
s∑
m=2
Cms amP1(y)
s−m,
and with a natural notation P0(y) = 1,
Ps(y − a) =
s∑
t=0
Cts(−1)tatPs−t(y).
First, we prove the following evaluation.
Proposition 3.1. Suppose that p1, · · · , pk are primes. Then we have
(3.3)
∑
p1···pk≤x
1
p1 · · ·pk =
∑
p1≤
√
x
1
p1
Pk−1
(
ln
(
ln
x
p1
))
+
∑
p1···pk−1≤
√
x
1
p1 · · · pk−1P1
(
ln
(
ln
x
p1 · · · pk−1
))
− P1(ln(ln
√
x))Pk−1(ln(ln
√
x)) +O
(
lnk−1(lnx)
lnx
)
=A+B − C +O
(
lnk−1(lnx)
lnx
)
,
with the notations
A =
∑
p1≤
√
x
1
p1
Pk−1
(
ln
(
ln
x
p1
))
,
B =
∑
p1···pk−1≤
√
x
1
p1 · · · pk−1P1
(
ln
(
ln
x
p1 · · ·pk−1
))
,
C = P1(ln(ln
√
x))Pk−1(ln(ln
√
x)).
Proof. Define V1, Vk−1 : (0,∞)→ R by
V1(x) =
∑
p≤x
1
p
and Vk−1(x) =
∑
p1···pk−1≤x
1
p1 · · · pk−1 .
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Using Corollary 2.3 and the simplified notations (3.2), we have
∑
p1···pk≤x
1
p1 · · · pk
=
∑
p1≤
√
x
1
p1
Vk−1
(
x
p1
)
+
∑
p1···pk−1≤
√
x
1
p1 · · · pk−1V1
(
x
p1 · · · pk−1
)
− V1(
√
x)Vk−1(
√
x)
=
∑
p1≤
√
x
1
p1
[
Pk−1
(
ln
(
ln
x
p1
))
+Rk−1
(
x
p1
)]
+
∑
p1···pk−1≤
√
x
1
p1 · · ·pk−1
[
P1
(
ln
(
ln
x
p1 · · · pk−1
))
+R1
(
x
p1 · · · pk−1
)]
−
(
P1(ln(ln
√
x)) +R1(
√
x)
)(
Pk−1(ln(ln
√
x)) +Rk−1(
√
x)
)
=
∑
p1≤
√
x
1
p1
Pk−1
(
ln
(
ln
x
p1
))
+
∑
p1···pk−1≤
√
x
1
p1 · · · pk−1P1
(
ln
(
ln
x
p1 · · · pk−1
))
− P1(ln(ln
√
x))Pk−1(ln(ln
√
x)) +Rk(x),
where
Rk(x) =
∑
p1≤
√
x
1
p1
Rk−1
(
x
p1
)
+
∑
p1···pk−1≤
√
x
1
p1 · · · pk−1R1
(
x
p1 · · · pk−1
)
− Pk−1(ln(ln
√
x))R1(
√
x)− P1(ln(ln
√
x))Rk−1
(√
x
)−R1(√x)Rk−1 (√x) .
Since pi ≥ 2 (1 ≤ i ≤ k − 1) and
∑
pi≤
√
x
1
pi
1
ln x
pi
≤
∑
pi≤
√
x
1
pi
1
ln x√
x
= O
(
ln(lnx)
lnx
)
,
lnk−2(lnx)
ln2x
= O
(
lnk−1(lnx)
lnx
)
,
we obtain
∑
p1≤
√
x
1
p1
Rk−1
(
x
p1
)
=
∑
p1≤
√
x
1
p1
O

 lnk−2
(
ln x
p1
)
ln x
p1

 = O

 ∑
p1≤
√
x
1
p1
lnk−2
(
ln x
p1
)
ln x
p1


= O

lnk−2 (lnx
2
) ∑
p1≤
√
x
1
p1
1
ln x
p1

 = O( lnk−1(lnx)
lnx
)
and
∑
p1···pk−1≤
√
x
1
p1 · · · pk−1R1
(
x
p1 · · · pk−1
)
=
∑
p1···pk−1≤
√
x
1
p1 · · · pk−1O
(
1
ln x
p1···pk−1
)
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= O

 ∑
p1···pk−1≤
√
x
1
p1 · · · pk−1
1
ln x
p1···pk−1

 = O( lnk−1(lnx)
lnx
)
.
Notice that
Pk−1(ln(ln
√
x))R1(
√
x) = Pk−1(ln(ln
√
x))O
(
1
lnx
)
= O
(
lnk−1(lnx)
lnx
)
,
P1(ln(ln
√
x))Rk−1(
√
x) = P1(ln(ln
√
x))O
(
lnk−2(lnx)
lnx
)
= O
(
lnk−1(lnx)
lnx
)
,
R1(
√
x)Rk−1(
√
x) = O
(
1
lnx
)
O
(
lnk−2(lnx)
lnx
)
= O
(
lnk−1(lnx)
lnx
)
,
we have
Rk(x) = O
(
lnk−1(lnx)
lnx
)
,
which completes the proof.
To evaluate the terms on the right-hand side of (3.3), we need the following two
propositions.
Proposition 3.2. The following evaluation holds
∑
p≤√x
1
p
[
ln
(
1− lnp
lnx
)]m
=
∫ 1
2
0+0
lnm(1− x)
x
dx+O
(
1
lnx
)
.
Proof. Note that
(
x+
x2
2
+
x3
3
+ · · ·
)m
=
∞∑
k=1
∑
k1+···+km=k
k1,··· ,km≥1
(
k
k1 · · · km
)
xk1
k1
· · · x
km
km
=
∞∑
k=1
bkx
k
where b1 = · · · = bm−1 = 0, and
bk =
∑
k1+···+km=k
k1,··· ,km≥1
(
k
k1 · · · km
)
1
k1 · · · km .
Thus for any |x| < 1, we have lnm(1− x) = (−1)m∑∞k=1 bkxk and from the evaluation
(see [P14, Proposition 1])
∑
p≤√x
1
p
(
lnp
lnx
)k
=
1
k · 2k +
1
2k−1
O
(
1
lnx
)
,
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we obtain∑
p≤√x
1
p
[
ln
(
1− lnp
lnx
)]m
= (−1)m
∞∑
k=1
bk
∑
p≤√x
1
p
(
lnp
lnx
)k
= (−1)m
∞∑
k=1
bk
(
1
k · 2k +
1
2k−1
O
(
1
lnx
))
= (−1)m
( ∞∑
k=1
bk
k · 2k +
( ∞∑
k=1
bk
2k−1
)
O
(
1
lnx
))
.
(3.4)
Since ∫ 1
2
0+0
(
lnm(1− x)
x
)′
dx = (−1)m
∫ 1
2
0+0
∞∑
k=2
bk(k − 1)xk−2dx
= (−1)m
∞∑
k=2
bk(k − 1)
∫ 1
2
0+0
xk−2dx
= (−1)m
∞∑
k=2
bk
2k−1
,
we see that the series
∑∞
k=1
bk
2k−1
is convergent. Finally substituting the following integral
into (3.4)∫ 1
2
0+0
lnm(1− x)
x
dx = (−1)m
∫ 1
2
0+0
∞∑
k=1
bkx
k−1dx = (−1)m
∞∑
k=1
bk
∫ 1
2
0+0
xk−1dx
= (−1)m
∞∑
k=1
bk
1
k · 2k ,
we obtain
∑
p≤√x
1
p
[
ln
(
1− lnp
lnx
)]m
=
∫ 1
2
0+0
lnm(1− x)
x
dx+O
(
1
lnx
)
,
which is the desired result.
Proposition 3.3. The following evaluation holds
∑
p≤√x
1
p
[
ln
(
ln
x
p
)]m
=lnm(lnx)P1(ln(ln
√
x)) +
m∑
t=1
Ctmln
m−t(lnx)
∫ 1
2
0+0
lnt(1− x)
x
dx
+O
(
lnm(lnx)
lnx
)
.
Proof. Note that
∑
p≤√x
1
p
[
ln
(
ln
x
p
)]m
=
∑
p≤√x
1
p
(
ln(lnx− lnp)− ln(lnx) + ln(lnx)
)m
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=
∑
p≤√x
1
p
(
ln(lnx) + ln
(
1− lnp
lnx
))m
=
∑
p≤√x
1
p
m∑
t=0
Ctmln
m−t(lnx)
[
ln
(
1− lnp
lnx
)]t
=lnm(lnx)
∑
p≤√x
1
p
+
m∑
t=1
Ctmln
m−t(lnx)
∑
p≤√x
1
p
[
ln
(
1− lnp
lnx
)]t
.
By Proposition 3.2, we have
∑
p≤√x
1
p
[
ln
(
ln
x
p
)]m
=lnm(lnx)
(
P1(ln(ln
√
x)) +O
(
1
lnx
))
+
m∑
t=1
Ctmln
m−t(lnx)
(∫ 1
2
0+0
lnt(1− x)
x
dx+O
(
1
lnx
))
=lnm(lnx)P1(ln(ln
√
x)) +
m∑
t=1
Ctmln
m−t(lnx)
∫ 1
2
0+0
lnt(1− x)
x
dx
+O
(
lnm(lnx)
lnx
)
,
which completes our proof.
Using Proposition 3.2 and Proposition 3.3, we can evaluate the sum A on the right-
hand side of (3.3).
Proposition 3.4. The following evaluation holds
A =
∑
p1≤
√
x
1
p1
Pk−1
(
ln
(
ln
x
p1
))
=Pk−1(ln(lnx))P1(ln(ln
√
x)) +
k−1∑
c=1
Cck−1Pk−1−c(ln(lnx))
∫ 1
2
0+0
lnc(1− x)
x
dx
+O
(
lnk−1(lnx)
lnx
)
.
Proof. Since
A =
∑
p1≤
√
x
1
p1
[(
ln
(
ln
x
p1
)
+B
)k−1
+
k−1∑
m=2
Cmk−1am
(
ln
(
ln
x
p1
)
+B
)k−1−m]
=
∑
p1≤
√
x
1
p1
[
k−1∑
t=0
Ctk−1B
t
(
ln
(
ln
x
p1
))k−1−t
+
k−1∑
m=2
Cmk−1am
k−1−m∑
s=0
Csk−1−mB
s
(
ln
(
ln
x
p1
))k−1−m−s]
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=
k−1∑
t=0
Ctk−1B
t
∑
p1≤
√
x
1
p1
[
ln
(
ln
x
p1
)]k−1−t
+
k−1∑
m=2
Cmk−1am
k−1−m∑
s=0
Csk−1−mB
s
∑
p1≤
√
x
1
p1
[
ln
(
ln
x
p1
)]k−1−m−s
,
by Proposition 3.3 we have
A =
k−1∑
t=0
Ctk−1B
t
[
(ln(lnx))k−1−tP1(ln(ln
√
x))
+
k−1−t∑
c=1
Cck−1−t(ln(lnx))
k−1−t−c
∫ 1
2
0+0
lnc(1− x)
x
dx+O
(
(ln(lnx))k−1−t
lnx
)]
+
k−1∑
m=2
Cmk−1am
k−1−m∑
s=0
Csk−1−mB
s
[
(ln(lnx))k−1−m−sP1(ln(ln
√
x))
+
k−1−m−s∑
c=1
Cck−1−m−s(ln(lnx))
k−1−m−s−c
∫ 1
2
0+0
lnc(1− x)
x
dx
+O
(
(ln(lnx))k−1−m−s
lnx
)]
=
k−1∑
t=0
Ctk−1B
t(ln(lnx))k−1−tP1(ln(ln
√
x))
+
k−1∑
m=2
Cmk−1am
k−1−m∑
s=0
Csk−1−mB
s(ln(lnx))k−1−m−sP1(ln(ln
√
x))
+
k−1∑
t=0
Ctk−1B
t
k−1−t∑
c=1
Cck−1−t(ln(lnx))
k−1−t−c
∫ 1
2
0+0
lnc(1− x)
x
dx
+
k−1∑
m=2
Cmk−1am
k−1−m∑
s=0
Csk−1−mB
s
k−1−m−s∑
c=1
Cck−1−m−s(ln(lnx))
k−1−m−s−c
∫ 1
2
0+0
lnc(1− x)
x
dx
+O
(
lnk−1(lnx)
lnx
)
=
(
(ln(lnx) +B)k−1 +
k−1∑
m=2
Cmk−1am(ln(lnx) +B)
k−1−m
)
P1(ln(ln
√
x))
+
k−1∑
c=1
Cck−1
(
k−1−c∑
t=0
Ctk−1−cB
t(ln(lnx))k−1−c−t
)∫ 1
2
0+0
lnc(1− x)
x
dx
+
k−1∑
c=1
Cck−1
k−1−c∑
m=2
Cmk−1−cam
(
k−1−c−m∑
s=0
Csk−1−c−mB
s(ln(lnx))k−1−c−m−s
)∫ 1
2
0+0
lnc(1− x)
x
dx
+O
(
lnk−1(lnx)
lnx
)
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=
(
(ln(lnx) +B)k−1 +
k−1∑
m=2
Cmk−1am(ln(lnx) +B)
k−1−m
)
P1(ln(ln
√
x))
+
k−1∑
c=1
Cck−1
(
(ln(lnx) +B)k−1−c +
k−1−c∑
m=2
Cmk−1−cam(ln(lnx) +B)
k−1−c−m
)∫ 1
2
0+0
lnc(1− x)
x
dx
+O
(
lnk−1(lnx)
lnx
)
.
The result is now seen from the simplified notations (3.2).
To compute the sum B, we need the following lemma.
Lemma 3.5. The following evaluation holds
∑
p1···pk−1≤x
lns(p1 · · · pk−1)
p1 · · · pk−1 =
k−2∑
l=0
(−1)lA
l+1
k−1
sl+1
Pk−2−l(ln(lnx)) · lnsx+ f(2)lns−12
+O(lns−1x · lnk−1(lnx)),
where
f(x) =
k−2∑
l=0
(−1)lAl+1k−1Pk−2−l(ln(lnx)) · lnx.
We will postpone the proof of the above lemma slightly to note the following two
immediate corollaries.
Corollary 3.6. We have the following evaluation
1
(lnx)s
∑
p1···pk−1≤x
lns(p1 · · · pk−1)
p1 · · · pk−1 =
k−2∑
l=0
(−1)lA
l+1
k−1
sl+1
Pk−2−l(ln(lnx)) +O
(
lnk−1(lnx)
lnx
)
.
Corollary 3.7. We have the following evaluation
1
(lnx)s
∑
p1···pk−1≤
√
x
lns(p1 · · · pk−1)
p1 · · · pk−1 =
1
2s
k−2∑
l=0
(−1)lA
l+1
k−1
sl+1
Pk−2−l(ln(ln
√
x)) +O
(
lnk−1(lnx)
lnx
)
.
Proof. Clearly 1
2s
< 1 is bounded. Using Corollary 3.6 we have
1
(lnx)s
∑
p1···pk−1≤
√
x
lns(p1 · · · pk−1)
p1 · · · pk−1
=
1
2s

 1
(ln
√
x)s
∑
p1···pk−1≤
√
x
lns(p1 · · ·pk−1)
p1 . . . pk−1


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=
1
2s
(
k−2∑
l=0
(−1)lA
l+1
k−1
sl+1
Pk−2−l(ln(ln
√
x)) +O
(
lnk−1(lnx)
lnx
))
=
1
2s
k−2∑
l=0
(−1)lA
l+1
k−1
sl+1
Pk−2−l(ln(ln
√
x)) +O
(
lnk−1(lnx)
lnx
)
,
which is the desired result.
Proposition 3.8. The following evaluation holds
B =
∑
p1···pk−1≤
√
x
1
p1 · · · pk−1P1
(
ln
(
ln
x
p1 · · · pk−1
))
= P1(ln(lnx))Pk−1(ln(ln
√
x)) +
k−2∑
l=0
(−1)l+1Al+1k−1Pk−2−l(ln(ln
√
x))Lil+2
(
1
2
)
+O
(
lnk−1(lnx)
lnx
)
.
Proof. By Corollary 3.7, we have
B =
∑
p1···pk−1≤
√
x
1
p1 · · · pk−1P1
(
ln
(
ln
x
p1 · · · pk−1
))
=
∑
p1···pk−1≤
√
x
1
p1 · · · pk−1
(
ln
(
ln
x
p1 · · ·pk−1
)
+B
)
=
∑
p1···pk−1≤
√
x
1
p1 · · · pk−1
(
ln
(
lnx− ln(p1 · · ·pk)
)− ln(lnx) + ln(lnx) +B)
= (ln(lnx) +B)
∑
p1···pk−1≤
√
x
1
p1 · · · pk−1 +
∑
p1···pk−1≤
√
x
1
p1 · · · pk−1 ln
(
1− ln(p1 · · · pk−1)
lnx
)
= P1(ln(lnx))Pk−1(ln(ln
√
x)) +
∑
p1···pk−1≤
√
x
1
p1 · · ·pk−1
(
−
∞∑
s=1
lns(p1 · · · pk−1)
s(lnx)s
)
+O
(
lnk−1(lnx)
lnx
)
= P1(ln(lnx))Pk−1(ln(ln
√
x))−
∞∑
s=1
1
s

 1
(lnx)s
∑
p1···pk−1≤
√
x
lns(p1 · · ·pk−1)
p1 · · · pk−1


+O
(
lnk−1(lnx)
lnx
)
= P1(ln(lnx))Pk−1(ln(ln
√
x)) +M +O
(
lnk−1(lnx)
lnx
)
,
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where
M = −
∞∑
s=1
1
s

 1
(lnx)s
∑
p1···pk−1≤
√
x
lns(p1 · · · pk−1)
p1 · · ·pk−1


= −
∞∑
s=1
1
s
1
2s
(
k−2∑
l=0
(−1)lA
l+1
k−1
sl+1
Pk−2−l(ln(ln
√
x)) +O
(
lnk−1(lnx)
lnx
))
by Corollary 3.7. Since the series
∑∞
s=1
1
2s·s is convergent, we obtain
M =
k−2∑
l=0
(−1)l+1A
l+1
k−1
sl+1
Pk−2−l(ln(ln
√
x))
∞∑
s=1
1
sl+2 · 2s +O
(
lnk−1(lnx)
lnx
)
=
k−2∑
l=0
(−1)l+1A
l+1
k−1
sl+1
Pk−2−l(ln(ln
√
x))Lil+2
(
1
2
)
+O
(
lnk−1(lnx)
lnx
)
and the result is established.
Proof of Lemma 3.5 The method used here is analogue to that in [B18]. If s = 1,
then first we claim that
∑
p1···pk−1≤x
ln(p1 · · · pk−1)
p1 · · · pk−1 = f(x) + A(x),
where
f(x) =
k−2∑
l=0
(−1)lAl+1k−1Pk−2−l(ln(lnx)) · lnx
and
(3.5) A(x) = O
(
lnk−1(lnx)
)
.
In fact, by the Abel summation formula (see [B18]), we have
∑
p1···pk−1≤x
ln(p1 · · · pk−1)
p1 · · · pk−1
=

 ∑
p1···pk−1≤x
1
p1 · · · pk−1

 lnx− ∫ x
2

 ∑
p1···pk−1≤t
1
p1 · · ·pk−1

 (lnt)′dt
= (Pk−1(ln(lnx)) +Rk−1(x)) lnx−
∫ x
2
(Pk−1(ln(lnt)) +Rk−1(t)) (lnt)
′
dt
= Pk−1(ln(lnx))lnx +O
(
lnk−2(lnx)
)−
(
lnt · Pk−1(ln(lnt))
∣∣∣x
2
−
∫ x
2
P
′
k−1(ln(lnt))
t
dt
)
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−
∫ x
2
Rk−1(t)(lnt)
′
dt
=
∫ x
2
P
′
k−1(ln(lnt))
t
dt+ ln2Pk−1(ln(ln2))−
∫ x
2
Rk−1(t)(lnt)
′
dt +O
(
lnk−2(lnx)
)
=
∫ lnx
ln2
P
′
k−1(lnt)dt+O
(
lnk−1(lnx)
)
,
since the inner term∫ x
2
Rk−1(t)(lnt)
′
dt =
∫ x
2
O
(
lnk−2(lnt)
lnt
)
(lnt)
′
dt = O
(∫ x
2
lnk−2(lnt)
tlnt
dt
)
= O
(∫ lnx
ln2
lnk−2t
t
dt
)
= O
(∫ lnx
ln2
lnk−2td(lnt)
)
= O
(
lnk−1t
k − 1
∣∣∣lnx
ln2
)
= O
(
lnk−1(lnx)
)
.
Note that
P
′
k−1(y) =
(
(y +B)k−1 +
k−1∑
m=2
Cmk−1am(y +B)
k−1−m
)′
= (k − 1)(y +B)k−2 +
k−2∑
m=2
Cmk−1am(k − 1−m)(y +B)k−2−m
= (k − 1)
(
(y +B)k−2 +
k−1∑
m=2
Cmk−2am(y +B)
k−2−m
)
.
Hence∫ lnx
ln2
P
′
k−1(lnt)dt = (k − 1)
∫ lnx
ln2
(
(lnt +B)k−2 +
k−1∑
m=2
Cmk−2am(lnt+B)
k−2−m
)
dt
= (k − 1)
∫ lnx
ln2
(
k−2∑
s1=0
Cs1k−2B
s1(lnt)k−2−s1
+
k−1∑
m=2
Cmk−2am
k−2−m∑
s2=0
Cs2k−2−mB
s2(lnt)k−2−m−s2
)
dt
= (k − 1)
(
k−2∑
s1=0
Cs1k−2B
s1
∫ lnx
ln2
(lnt)k−2−s1dt
+
k−1∑
m=2
Cmk−2am
k−2−m∑
s2=0
Cs2k−2−mB
s2
∫ lnx
ln2
(lnt)k−2−m−s2dt
)
.
By the indefinite integral∫
lnatdt =
a∑
l=0
(−1)lAlat(lnt)a−l + constant,
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the first term becomes to
k−2∑
s1=0
Cs1k−2B
s1
(
k−2−s1∑
l1=0
(−1)l1Al1k−2−s1t(lnt)k−2−s1−l1
) ∣∣∣∣∣
lnx
ln2
=
k−2∑
l1=0
(−1)l1Al1k−2
(
k−2−l1∑
s1=0
Cs1k−2−l1B
s1(lnt)k−2−s1−l1
)
· t
∣∣∣∣∣
lnx
ln2
=
k−2∑
l1=0
(−1)l1Al1k−2(lnt +B)k−2−l1 · t
∣∣∣∣∣
lnx
ln2
and the second term becomes to
k−1∑
m=2
Cmk−2am
k−2−m∑
s2=0
Cs2k−2−mB
s2
(
k−2−m−s2∑
l2=0
(−1)l2Al2k−2−m−s2t(lnt)k−2−m−s2−l2
) ∣∣∣∣∣
lnx
ln2
=
k−2∑
l2=0
(−1)l2Al2k−2
k−2−l2∑
m=2
Cmk−2−l2am
(
k−2−l2−m∑
s2=0
Cs2k−2−l2−mB
s2(lnt)k−2−m−s2−l2
)
· t
∣∣∣∣∣
lnx
ln2
=
k−2∑
l2=0
(−1)l2Al2k−2
k−2−l2∑
m=2
Cmk−2−l2am(lnt +B)
k−2−m−l2 · t
∣∣∣∣∣
lnx
ln2
.
Hence
∫ lnx
ln2
P
′
k−1(lnt)dt
= (k − 1)
k−2∑
l=0
(−1)lAlk−2
(
(lnt+B)k−2−l +
k−2−l∑
m=2
Cmk−2−lam(lnt +B)
k−2−l−m
)
· t
∣∣∣∣∣
lnx
ln2
= (k − 1)
k−2∑
l=0
(−1)lAlk−2Pk−2−l(lnt) · t
∣∣∣∣∣
lnx
ln2
= (k − 1)
k−2∑
l=0
(−1)lAlk−2Pk−2−l(ln(lnx)) · lnx− (k − 1)
k−2∑
l=0
(−1)lAlk−2Pk−2−l(ln(ln2)) · ln2,
and the claim follows.
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If s ≥ 2, then by the Abel summation formula (see [B18]), we have
(3.6)∑
p1···pk−1≤x
lns(p1 · · · pk−1)
p1 · · · pk−1
=

 ∑
p1···pk−1≤x
ln(p1 · · · pk−1)
p1 · · · pk−1

 lns−1x− ∫ x
2

 ∑
p1···pk−1≤t
ln(p1 · · · pk−1)
p1 · · · pk−1

 (lns−1t)′dt
= (f(x) + A(x))lns−1x−
∫ x
2
(f(t) + A(t))(lns−1t)
′
dt
= f(x)lns−1x+ A(x)lns−1x−
(
f(t)lns−1t
∣∣∣x
2
−
∫ x
2
f
′
(t)lns−1tdt
)
−
∫ x
2
A(t)(lns−1t)
′
dt
=
∫ x
2
f
′
(t)lns−1tdt+ f(2)lns−12 +N(x),
where
N(x) = A(x)lns−1x− (s− 1)
∫ x
2
A(t)
lns−2t
t
dt.
Now we evaluate the right hand side of (3.6) term-wise.
For N(x), by (3.5) we have
N(x)≪ |A(x)| lns−1x+ (s− 1)
∫ x
2
|A(t)| ln
s−2t
t
dt
≪ lns−1x · (lnk−1(lnx))+ ((s− 1) ∫ x
2
lnk−1(lnt)lns−2t
t
dt
)
and from the integral
∫
(lnt)kts−1dt =
k∑
l=0
(−1)lAlk
ts(lnt)k−l
sl+1
+ constant,
we have ∫ x
2
lnk−1(lnt)lns−2t
t
dt≪ lns−1x · lnk−1(lnx)
and
(3.7) N(x) = O
(
lns−1x · lnk−1(lnx)) .
For
∫ x
2
f
′
(t)lns−1tdt, first we notice that
f
′
(x) =
k−3∑
l=0
(−1)lAl+1k−1
(
(k − 2− l)(ln(lnx) +B)k−3−l
xlnx
+
k−3−l∑
m=2
Cmk−2−lam
(k − 2− l −m)(ln(lnx) +B)k−3−l−m
xlnx
)
lnx
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+
1
x
k−2∑
l=0
(−1)lAl+1k−1
(
(ln(lnx) +B)k−2−l +
k−2−l∑
m=2
Cmk−2−lam(ln(lnx) +B)
k−2−l−m
)
=
1
x
k−2∑
l=1
(−1)l−1Al+1k−1
(
(ln(lnx) +B)k−2−l +
k−2−l∑
m=2
Cmk−2−lam(ln(lnx) +B)
k−2−l−m
)
+
1
x
k−2∑
l=0
(−1)lAl+1k−1
(
(ln(lnx) +B)k−2−l +
k−2−l∑
m=2
Cmk−2−lam(ln(lnx) +B)
k−2−l−m
)
=
1
x
(k − 1)
(
(ln(lnx) +B)k−2 +
k−2∑
m=2
Cmk−2am(ln(lnx) +B)
k−2−m
)
.
This implies∫ x
2
f
′
(t)lns−1tdt =(k − 1)
∫ x
2
(ln(lnt) +B)k−2 +
∑k−2
m=2C
m
k−2am(ln(lnt) +B)
k−2−m
t
lns−1tdt
=(k − 1)
∫ lnx
ln2
(
(lnt +B)k−2 +
k−2∑
m=2
Cmk−2am(lnt+B)
k−2−m
)
ts−1dt
=(k − 1)
∫ lnx
ln2
(
k−2∑
t=0
Ctk−2B
t(lnt)k−2−t
+
k−2∑
m=2
Cmk−2am
k−2−m∑
t=0
Ctk−2−mB
t(lnt)k−2−m−t
)
ts−1dt
=(k − 1)
(
k−2∑
t=0
Ctk−2B
t
∫ lnx
ln2
(lnt)k−2−tts−1dt
+
k−2∑
m=2
Cmk−2am
k−2−m∑
t=0
Ctk−2−mB
t
∫ lnx
ln2
(lnt)k−2−m−tts−1dt
)
.
If we denote
As =
k−2∑
l=0
(−1)l+1A
l+1
k−1
sl+1
Pk−2−l(ln(ln2))ln
s2,
then∫ x
2
f
′
(t)lns−1tdt
= (k − 1)
(
k−2∑
t=0
Ctk−2B
t
k−2−t∑
l=0
(−1)lAlk−2−t
ts(lnt)k−2−t−l
sl+1
+
k−2∑
m=2
Cmk−2am
k−2−m∑
t=0
Ctk−2−mB
t
k−2−m−t∑
l=0
(−1)lAlk−2−m−t
ts(lnt)k−2−m−t−l
sl+1
)∣∣∣∣∣
lnx
ln2
= (k − 1)
[
k−2∑
l=0
(−1)lA
l
k−2
sl+1
(
k−2−l∑
t=0
Ctk−2−lB
t(lnt)k−2−l−t
)
ts
A multiple Mertens evaluation 21
+
k−2∑
l=0
(−1)lA
l
k−2
sl+1
k−2−l∑
m=2
Cmk−2−lam
(
k−2−m−l∑
t=0
Ctk−2−m−lB
t(lnt)k−2−m−l−t
)
ts
] ∣∣∣∣∣
lnx
ln2
=
k−2∑
l=0
(−1)lA
l+1
k−1
sl+1
Pk−2−l(ln(lnx)) · lnsx+ As.
Therefore
∑
p1···pk−1≤x
lns(p1 · · · pk−1)
p1 · · · pk−1 =
k−2∑
l=0
(−1)lA
l+1
k−1
sl+1
Pk−2−l(ln(lnx)) · lnsx+ f(2)lns−12
+O
(
lns−1x · lnk−1(lnx)) ,
the proof is completed.
Now we are at the position to prove our main result.
Proof of Theorem 1.1 By Proposition 3.1, we have
(3.8)
∑
p1···pk≤x
1
p1 · · · pk = A+B − C +O
(
lnk−1(lnx)
lnx
)
.
Denote by a = ln2. Then substituting the results of Propositions 3.4 and 3.8 into (3.8),
we have
∑
p1···pk≤x
1
p1 · · ·pk = Pk(ln(lnx)) +O
(
lnk−1(lnx)
lnx
)
,
where
Pk(y) =P1(y − a)Pk−1(y) +
k−1∑
c=1
Cck−1Pk−1−c(y)
∫ 1
2
0+0
lnc(1− x)
x
dx
+ P1(y)Pk−1(y − a) +
k−2∑
l=0
(−1)l+1Al+1k−1Pk−2−l(y − a)Lil+2
(
1
2
)
− P1(y − a)Pk−1(y − a)
=P1(y − a)Pk−1(y) + aPk−1(y − a) +
k−1∑
c=1
Cck−1Pk−1−c(y)
∫ 1
2
0+0
lnc(1− x)
x
dx
+
k−1∑
l=1
(−1)lAlk−1Pk−1−l(y − a)Lil+1
(
1
2
)
.
Now we evaluate Pk(y) carefully. Notice that for any s ≤ k − 1,
Ps(y − a) =
s∑
t=0
Cts(−1)tatPs−t(y)
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and from the integral (2.5), we obtain
Pk(y) =P1(y − a)Pk−1(y) + a
k−1∑
t=0
Ctk−1(−1)tatPk−1−t(y)
+
k−1∑
t=1
Ctk−1Pk−1−t(y)
(
(−a)t+1 + (−1)tt!ζ(t+ 1) + (−1)t−1
t∑
s=1
Asta
t−sLis+1
(
1
2
))
+
k−1∑
t=1
(−1)tAtk−1Pk−1−t(y − a)Lit+1
(
1
2
)
.
Using the equation
k−1∑
t=1
(−1)t−1Ctk−1Pk−1−t(y)
t∑
s=1
Asta
t−sLis+1
(
1
2
)
=
k−1∑
s=1
k−1∑
t=s
(−1)t−1Ctk−1Astat−sPk−1−t(y)Lis+1
(
1
2
)
=
k−1∑
s=1
k−1−s∑
t=0
(−1)t+s−1Ct+sk−1Ast+satPk−1−t−s(y)Lis+1
(
1
2
)
=
k−1∑
s=1
(−1)s−1Ask−1
(
k−1−s∑
t=0
(−1)tCtk−1−satPk−1−t−s(y)
)
Lis+1
(
1
2
)
=
k−1∑
s=1
(−1)s−1Ask−1Pk−1−s(y − a)Lis+1
(
1
2
)
,
we have
Pk(y) =P1(y)Pk−1(y)− aPk−1(y) + aPk−1(y) +
k−1∑
t=1
Ctk−1(−1)tat+1Pk−1−t(y)
+
k−1∑
t=1
Ctk−1(−1)t+1at+1Pk−1−t(y) +
k−1∑
t=1
Ctk−1(−1)tt!ζ(t+ 1)Pk−1−t(y)
+
k−1∑
s=1
(−1)s−1Ask−1Pk−1−s(y − a)Lis+1
(
1
2
)
+
k−1∑
t=1
(−1)tAtk−1Pk−1−t(y − a)Lit+1
(
1
2
)
=P1(y)Pk−1(y) +
k−1∑
t=1
Ctk−1(−1)tt!ζ(t+ 1)Pk−1−t(y)
=P1(y)
(
P1(y)
k−1 +
k−1∑
m=2
Cmk−1amP1(y)
k−1−m
)
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+
k−1∑
t=1
Ctk−1(−1)tt!ζ(t+ 1)
(
P1(y)
k−1−t +
k−1−t∑
m=2
Cmk−1−tamP1(y)
k−1−t−m
)
=P1(y)
k +
k−1∑
m=2
Cmk−1amP1(y)
k−m +
k∑
t=2
Ct−1k−1(−1)t−1(t− 1)!ζ(t)P1(y)k−t
+
k∑
t=2
Ct−1k−1(−1)t−1(t− 1)!ζ(t)
k−t∑
m=2
Cmk−tamP1(y)
k−t−m
=P1(y)
k +
k−1∑
m=2
Cmk−1amP1(y)
k−m +
k−1∑
t=2
Ct−1k−1(−1)t−1(t− 1)!ζ(t)P1(y)k−t
+ (−1)k−1(k − 1)!ζ(k) +
k−2∑
t=2
(−1)t−1Ct−1k−1(t− 1)!ζ(t)ak−t
+
k−1∑
m=4
m−2∑
t=2
(−1)t−1Ct−1k−1(t− 1)!ζ(t)Cm−tk−t am−tP1(y)k−m.
Thus from the definition of the sequence {an}, we get
Pk(y) =P1(y)
k +
3∑
m=2
(
Cmk−1am + C
m−1
k−1 (−1)m−1(m− 1)!ζ(m)
)
P1(y)
k−m
+
k−1∑
m=4
(
Cmk−1am + C
m−1
k−1 (−1)m−1(m− 1)!ζ(m)
+
m−2∑
t=2
(−1)t−1Ct−1k−1(t− 1)!ζ(t)Cm−tk−t am−t
)
P1(y)
k−m
+
k−3∑
t=1
Ctk−1(−1)tt!ζ(t+ 1)ak−1−t + (−1)k−1(k − 1)!ζ(k).
Then by using the equation
m−2∑
t=2
(−1)t−1Ct−1k−1(t− 1)!ζ(t)Cm−tk−t am−t =
m−3∑
t=1
(−1)tCtk−1t!ζ(t+ 1)Cm−t−1k−t−1 am−t−1,
we obtain
Pk(y) =P1(y)
k +
3∑
m=2
(
Cmk−1am + C
m−1
k−1 am
)
P1(y)
k−m
+
k−1∑
m=4
(
Cmk−1am + C
m−1
k−1 (−1)m−1(m− 1)!ζ(m)
+Cm−1k−1
m−3∑
t=1
(−1)tCtm−1t!ζ(t+ 1)am−1−t
)
P1(y)
k−m + ak
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=P1(y)
k +
k−1∑
m=2
Cmk amP1(y)
k−m + ak,
since Cmk−1 + C
m−1
k−1 = C
m
k . This completes the proof of Theorem 1.1.
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