In order to efficiently encode depth map images in a multi-view video coding scenario, two basic properties of these images can be leveraged: first, errors in pixels located near the edges of objects have a greater perceptual impact on the synthesized view; second, depth maps can be approximated as piecewise planar signals. We make use of these facts to define a discrete wavelet transform using lifting that avoids filtering across edges. The filters are designed to fit the planar shape of the signal. This leads to an efficient representation of the image while preserving the edge information. By preserving the edge information, we are able to improve the quality of the synthesized views, as compared to existing methods.
INTRODUCTION
In recent years, research activity on tools for image synthesis using view interpolation has grown due to the development of multi-view video (MVV) applications such as free viewpoint video (FVV) or three-dimensional television (3DTV) [1] . View interpolation makes it possible to generate images corresponding to virtual camera viewpoints using the data from actual cameras at known positions. With view interpolation it is possible to reduce the number of cameras needed for scene capture in MVV applications, while also reducing overall bandwidth (since fewer views need to be transmitted).
View interpolation requires accurate position information in 3D space for objects in the scene. Depth-Image-Based Rendering (DIBR) [2] is a popular view synthesis approach, where for each intensity image its corresponding depth information is provided as a depth (or disparity) map (DM). In a DM, each pixel represents the distance from the camera to the object corresponding to that same pixel in the original image. Although DIBR reduces the number of cameras to use, depth information needs to be transmitted to the receiver for interpolation and thus needs to be compressed efficiently.
Many proposed depth map compression schemes use tools similar to those popular in conventional image coding, e.g., using transform techniques based on the discrete wavelet transform (DWT) or the discrete cosine transform (DCT). These transforms separate information of the image in space and frequency. Then, quantization and entropy coding is applied to the transform coefficients. Figure 1 shows an example of DM compression using the standard DWT. This example illustrates two facts that motivate our work. First, as shown in Fig. 1(a) , DM tend to have very limited texture and can often be described as piecewise smooth. Modern wavelet-based encoder tend to operate as non-linear approximators, such that the location and magnitude of the larger coefficients is transmitted first (this can be seen in the significance/refinement coding techniques in JPEG 2000 for example). After applying a standard DWT to a DM, most large wavelet coefficients will be located near the edges, so that in the end a significant proportion of rate is associated to coding edges. Second (see Figs. 1(c) and (d)), edge information has a significant impact on view interpolation. Thus, as can be observed, even relatively minor artifacts in the decoded DM ( Fig. 1(b) ) can severely degrade the quality of the interpolated view ( Fig. 1(d) ). In particular, ringing artifacts, which are typical when approximating edges at low rates, result in perceptually annoying distortion of object shapes. This observation is confirmed by our recent work [3, 4] , which has analyzed the link between errors in depth information and errors in interpolation, showing that errors in depth information near edges are more likely to cause distortion on the synthesized view. Therefore a primary motivation of our work is to minimize the distortion introduced by DM coding around edges. compressed DM using standard DWT; (c) synthesized image using (a); (d) synthesized image using (b). Although the compressed depth maps may be perceptually lossless, the interpolated view still has artifacts.
As noted above DMs can be considered to be piece-wise smooth images, i.e., they are formed by smooth areas separated by edges with arbitrary shapes. In fact in our work, we will assume that typical DMs can be well approximated as being piece-wise planar. Thus, if the locations of these edges are known, specific DWT algorithms can be designed that avoid filtering across edges. Note that this would require generating an edge map at the encoder and then sending it to the decoder. However, avoiding filtering across edges leads to a very significant reduction in the number of large coefficients near edge (and thus corresponding reductions in rate), so that even with the extra overhead of sending the edge map we can achieve reductions in overall transmitted rate. In summary, our proposed techniques result in lower overall rate while also improving perceptual quality of synthesized images by reducing coding artifacts around edges.
Many wavelet-based techniques have been developed that seek to introduce some directionality (e.g., so that filtering can performed parallel to edges, rather than across them). Directionlets [6] and Bandelets [7] define paths in specific directions where 1D standard DWT is then applied. A similar approach is presented in [8] where these paths are created using trees. Our method does not define specific paths but deals with the edges by defining edge-adaptive filtering operations. This is similar to the method proposed in [5] , where a separable transform is computed along rows and columns in a way that avoids filtering across edges. The main difference with respect to [5] is that we allow the encoder to select from a more general set of filtering kernels and develop the necessary locally adaptive kernel selection algorithms.
Our proposed system works as follows. First the locations of edges are found using an edge detection scheme similar to that in [5] . Then, we construct a separable lifting transform along rows and columns which is adapted to the edge locations. For this purpose, the pixels in each row (and column) are split into an even and an odd set. The filters are then adapted in such a way that the even pixels used to predict each odd pixel are always chosen to be on the same side of an edge as the odd pixel. This ensures that we do not filter across edges. Since DMs are nearly piece-wise planar, it suffices to choose a set of even pixels which can provide a planar approximation (e.g., prediction) for each odd pixel. The filters which form the planar approximations are also discussed.
Note that there are many possible choices of such even pixels, e.g., we can choose even pixels from neighboring rows or columns in order to achieve planar predictions. Thus, we also propose a systematic way of choosing the set of even pixels used to predict each odd pixel. This is the main point of departure from [5] , where each odd pixel adjacent to an edge has only one candidate set of even pixels to choose from. This leads us to more efficient representations. Finally, the transform coefficients are encoded using SPIHT [9] and the edge locations are encoded using JBIG [10] .
The rest of this paper is organized as follows. The main components of the wavelet algorithm are shown in Section 2. Section 3 explains in detail the Edge Avoiding Filtering procedure. Experimental results are shown in Section 4. Finally, the paper is concluded in Section 5.
PROPOSED TRANSFORM

Overview of Lifting
Discrete wavelet transforms can be constructed by cascading a series of lifting steps. Applying a lifting transform to a discrete image X(i, j) requires splitting its pixels into two non-overlapping sets, namely the sets of even (E) and odd (O) samples. A prediction step is first performed, leading to the computation of detail coefficients. During this step every odd pixel (i, j) ∈ O is predicted using data from a subset of the evens Ni,j ⊂ E as
where pi,j represents the filter used for the computation of the detail coefficient. In order to maintain the running average of the signal, the even pixel values have to be modified using the values obtained in the previous operation. For each even pixel (k, l) ∈ E an update step is performed using an odd subset
where u k,l represents the filter used for the computation of the smooth coefficient. These operations can be computed recursively on the low pass band (smooth coefficients) to obtain a multiresolution transform, and achieve higher levels of compression. The algorithm is completely invertible using dual prediction and update operations. In order to achieve high compression rates with low distortion, the energy of the detail coefficients should be minimized. This is achieved by designing filters with enough vanishing moments to approximate the signal correctly. In summary, a lifting based approach is fully specified by the choice of even/odd sets and that of the filtering operators in (1) and (2) . We discuss our choices next.
Even and Odd Subsets Selection
Our method uses a standard separable even/odd assignment along rows and columns, corresponding to the standard polyphase decomposition used in separable DWT filtering. For each level of decomposition these methods apply a lifting operation in one direction (e.g. rows) and then, using the values obtained, apply the same algorithm in the orthogonal direction (e.g. columns). Several authors [6, 7] have used "directional" transforms as a means to avoid filtering across edges. However, since the set of possible directions is finite while edges can adopt arbitrary shapes, these methods cannot guarantee that edges are not crossed while filtering. Since in our method we deal with the edges during the prediction step, the filtering direction is chosen only based on our signal model. In the case of strictly piece-wise planar images, the transform direction has no influence on the filtering result since, for any direction chosen, the pixel intensity varies linearly. Therefore, in our case directional filtering is not necessary and thus we can filter along rows and columns while using our proposed method to avoid filtering across edges. For this reason, selecting a standard separable parity assignment is sufficient for our purposes. Thus, our choice of parity is not adaptive to the location of the edges (while the filtering operations described next will be adaptive.)
Filters Optimized for Piece-wise Planar Images
Let (i, j) be an odd pixel and let Ni,j denote a set of even pixels in the neighborhood of (i, j). Clearly there will be many possible choices for Ni,j. Our goal is to define filters to be used to predict X(i, j) from Ni,j for different configurations of the neighboring pixels. We consider two main cases.
In the first case, Ni,j is formed by two even pixels which are collinear with (i, j), i.e., Ni,j = {(k1, l1), (k2, l2)}. In this case, the equation of the line that the evens define in a 2D space is computed, and the value of the approximation consists of an extrapolation of this function in the position of the odd pixel to be predicted. The expression of pi,j, in this case, is given by
The same operation can be computed using the j, l1 and l2 components of the three pixels in case k1 = k2.
In the second case we assume that Ni,j contains three noncollinear even pixels, i.e., Ni,j = {(k1, l1), (k2, l2), (k3, l3)}. Then we calculate the parameters of the plane that these three pixels define and extrapolate the value of this plane at the position of the odd pixel, (i, j) . The filter values in this case are computed as
Non-adaptive techniques would use the same filters and neighborhoods for all odd pixels, i.e., pi,j = p ∀(i, j) and Ni,j would have the same structure around every pixel (i, j). Instead, in our algorithm, we take advantage of the flexibility of the lifting procedure to allow different pi,j and Ni,j to be chosen for each (i, j). Specifically, for each (i, j) different candidate Ni,j are considered, and for each candidate a kernel is obtained using (3) or (4). As will be described in Section 3, for each (i, j) multiple candidate filters are considered and the one minimizing a cost function will be chosen. This cost function favors using for prediction pixels that are likely to be highly correlated, while avoiding filtering across edges. We name this operation edge-adaptive filtering (EAF). As for the updating filters, they are computed following an orthogonalizing design [8] .
EAF is not a completely new concept. For example, in the computation of DWT along trees presented in [8] , the filter used for each prediction operation depends on the neighbor set formed by the children and parent of the odd pixel. These algorithms make no assumptions regarding the structure of the signal, so the filtering consists on a uniform combination of the values of the neighboring pixels, i.e., pi,j(k, l) =
The approach in [5] can be seen as an EAF method, where in order to avoid filtering across edges, pixels on one side of the edge are used to extrapolate values on the other side. This method can be seen as creating an extension around the edge and normal separable 1D filtering is then applied based on those extrapolated values. Instead, in our approach we allow the use of 2D kernels and do not view the operation as an extension, instead applying different filtering kernels to pixels that are all located on one side of the edge. Moreover, a key difference in our work with respect to [5] is that we consider multiple candidate filter operators and define an explicit cost function to select the one to use. Thus, different filtering approaches could be developed by simply changing the relative weights in the cost function.
EDGE AVOIDING FILTERING
In order to avoid filtering across edges, we first need to know the positions of the edges in the image. Based on our piece-wise planar assumption, every pixel is assumed to belong to one plane, therefore, edges are assumed to be always located between pixels. Similar to [5] we define an edge grid that provides information about the presence of edges between every pixel and its immediate neighbors in the horizontal, vertical and diagonal directions. Figure 2 illustrates this concept. Both the encoding and decoding operations need access to the same edge information. Therefore, the edge map needs to be sent as side information to the decoder.
Our algorithm needs information about the presence of edges between any pair of pixels in the image. The edge map only provides this information for pairs of adjacent pixels. In order to know if two non-adjacent pixels are located in the same plane, we compute a path from pixel (i, j)to pixel (k, l), where the paths are defined as in Figure 3 . Then, if there is no edge between any pair of adjacent pixels along this path, we assume that there is no edge between pixels (i, j) and (k, l). We make this choice due to its simplicity, but the same ideas can be extended to more general paths between pixels. Given an odd pixel (i, j) the set of all candidate neighbor sets, denoted Mi,j, is identified. This is done by first identifying all even nearby pixels (k, l) such that there is no edge between (i, j) and (k, l). Then, from these even pixels, we form all possible neighbor sets Ni,j, where each neighbor set contains either two or three pixels. Two-pixel neighbor sets are such that the even pixels in the set are collinear with the odd pixel to predicted. Three-pixel neighbor sets are such that the three even pixels are not collinear. After this procedure, we have Mi,j, the set of all possible neighbor sets.
The selection of Ni,j ∈ Mi,j is done based on a cost function, J (Ni,j), which reflects the selection criteria. Thus, for the filtering process we will choose the set with lowest cost, i.e., N *
. Note that both encoder and decoder can determine Ni,j from the edge map 1 . Also note that as shown in (3) and (4), the filters to be used are completely defined by the relative positions of (i, j) and the pixels in Ni,j.
The choice of Ni,j is based in two basic concepts. First, the depth information corresponding to pixels close to each other is assumed to be more correlated. Since the depth map in a region may not be exactly planar, we favor Ni,j choices that have a small area, which will tend to increase the probability that depth information can be well approximated by a plane. Following the same intuition we will favor those Ni,j that are closer in distance to (i, j). Second, pixels close to edges are considered less reliable. This is so because the edge detector may not be very accurate at those positions and so, in reality, it may happen that these pixels belong to a different plane.
Based on these ideas, for a given odd pixel (i, j) and a neighbor set Ni,j = { (k1, l1) , . . . , (kL, lL)} with L = 2, 3, we define the cost function as
with the various parameters defined as follows (refer also to Figure 4) . C(Nij) is the Euclidean distance from (i, j) to the centroid B(Ni,j) of the pixels in Ni,j. ,j) is the perimeter of the set of pixels in Ni,j, i.e.,
represents the number of elements in the edge grid located around the pixels in Ni,j and containing an edge. Let the number of edges located between the pixel (k, l) and its eight immediate neighbors be denoted by q k,l , then G(Ni,j) = sets is completely determined by the position of the edges relative to an odd pixel (i, j). In the particular case when there are no edges near (i, j) we assume that Mi,j contains only one candidate neighbor set, Ni,j, which includes the two immediate even neighbors in the transform direction. Then pi,j(k, l) = 0.5 ∀(k, l) ∈ Ni,j, and in this case the filtering operations correspond to a simple separable DWT based on the popular 5/3 filters. Since this situation (no nearby edges) occurs in the vast majority of the cases, our approach simplifies to 5/3 filtering throughout most of the images, and the cost of optimizing the filter selection is only incurred near the edges.
EXPERIMENTAL RESULTS
We now compare the performance of our proposed transform against the standard 9/7 and 5/3 CDF filters, and also against the method of [5] . All of the transform coefficients are encoded using SPIHT [9] 2 . The edge maps (which are also sent to the decoder) are encoded using JBIG [10] . Three levels of decomposition are used in all cases. We first evaluate the relative performance on the ground truth depth map taken from the Middlebury data set 3 (see Fig. 5(a) ). Coding performance is shown in Fig. 5(b) . Our transform has a significant gain over the standard method at higher bit rates, but the performance is slightly worse at lower rates. We also do slightly bettern than the transform proposed in [5] , mainly because we consider more possibilities for the prediction filters used for pixels near 2 http://www.cipr.rpi.edu/research/SPIHT/ 3 http://vision.middlebury.edu/stereo/ edges. The fixed overhead for the edge map is part of the reason why our performance is worse at lower bitrates, since it requires around 0.0125 bpp to be represented. In an improved version it would be necessary to consider using simplified edge maps (requiring fewer bits) for lower bitrates. When it comes to designing a compression system, a disadvantage of our proposed filtering technique is that it is far from being orthogonal. More specifically, if Y (i, j) denotes the resulting transform coefficients, then if the transform is nearly orthogonal, we should expect Table 1 shows these ratios for the different transforms. The 9/7 and 5/3 transforms have ratios close to one (hence, they are nearly orthogonal) whereas this ratio is quite far from one for our proposed transform. Since SPIHT is essentially optimized for orthogonal transforms, i.e., it tends to prioritize the transmission of larger transform coefficients, it will provide good coding results for the standard transforms, for which indeed transmitting large coefficients leads to significant increases in decoded image quality. On the other hand, our transform (and that in [5] ) are not even nearly orthogonal. Thus, using SPIHT to encode our transform coefficients is inherently suboptimal, e.g., when comparing two wavelet coefficients, a smaller magnitude one may provide a greater reduction in distortion at the decoder. This is one major source of inefficiency in our transform, and remains a topic for future work.
Transform
Proposed From [5] We also evaluate the performance our transform yields in view synthesis. For this, we consider the interpolation of a single frame in the standard ballet sequence using two adjacent views. The frames are shown in Figure 6 . For simplicity, we only compress the depth maps but not the individual frames. Joint encoding of video and depth is beyond the scope of this work. The interpolated view using the uncompressed depth maps is shown in Figure 7 . This serves as our point for comparison. The interpolated views when compressing the depth maps to 0.5 bpp are shown in Fig. 8 and Fig. 9 for our transform and the 9/7 transform, respectively. Our method has fewer artifacts than the standard method. In particular, part of the bottom right side of the dancer's head vanishes when using the standard method, but this does not happen in our method. Also, various other pieces vanish with the standard method, but not with our method. Moreover, the PSNR of the interpolated view with our method is 42.78 dB, whereas it is only 42.01 dB when using the standard method. Thus, by preserving the edges of the depth maps, our transform leads to an interpolated view which can eliminate many of the artifacts found when using the standard transform. 
CONCLUSIONS
We have presented a new DWT that encodes DMs taking into consideration the final result of their use in view synthesis. Unlike standard methods, we reduce the artifacts on the synthesized image by avoiding filtering across edges. Future work shall focus on the joint encoding of depth and video while extending to a piece-wise polynomial model.
