The precision and accuracy of the anharmonic energy calculated in the canonical (NVT) ensemble using three different thermostats (viz., Andersen, Langevin, and Nosé-Hoover) along with no thermostat (i.e., microcanonical, NVE) are compared via application to aluminum crystals at ≈100 GPa for temperatures up to melting (4000 K) using ab initio molecular dynamics (AIMD) simulation. In addition to the role of the thermostat, the effect of using either conventional or the recently introduced harmonically mapped averaging (HMA) method is considered. The effect of AIMD time-step size ∆t on the ensemble averages gauges accuracy, while for a given ∆t, the stochastic uncertainty (computed using block averaging) provides the metric for precision. We identify the rate of convergence of block averages (with respect to block size) as an important issue in this context, as it imposes a minimum simulation length required to achieve reliable statistics, and it differs considerably among the methods. We observe that HMA with a Langevin thermostat in an NVT simulation shows the best performance, from the point of view of accuracy, precision, and simulation length. In addition, we introduce a novel HMA-based ensemble average for the temperature. In application to NVE simulations, the new formulation exhibits much smaller fluctuations compared to the conventional kinetic-energy approach; however, it provides only marginal improvement in uncertainty due to strong negative correlations exhibited by the conventional form (which acts to reduce its uncertainty but also slows convergence of the block averages). Published by AIP Publishing. https://doi
I. INTRODUCTION
The natural framework for conducting studies of the behavior of classical molecular assemblies is Newtonian mechanics. The Born-Oppenheimer approximation separates out the electronic degrees of freedom, which are then modeled using ab initio or molecular mechanics methods as a function of position of the classical nuclei. Application of the Newtonian equations of motion to the nuclei leads to conservation of total (kinetic + potential) energy and thus provides behavior in the microcanonical ensemble of statistical mechanics 1 (also called the NVE ensemble, indicating a fixed number of molecules N, volume V, and total energy E). In practice, it is often desired instead to understand behavior of systems at a given temperature T, requiring sampling of the canonical (NVT) ensemble. This is easily accomplished using Monte Carlo simulation methods, 2,3 but sometimes molecular dynamics (MD) simulation is preferred because it may provide more efficient sampling, or because dynamical properties are of interest, or because MD is all that is implemented in the molecular simulation software package at hand.
To address the need for temperature control in MD simulations, algorithms have been invented that have the effect a) Electronic mail: kofke@buffalo.edu of thermostatting the simulated system 2, 3 such that it samples points in phase space consistent with the canonical ensemble. This involves modifications to the trajectories of the nuclei, and the effect of these modifications on transport and kinetic properties-which have a clear dependence on the trajectories per se-has been the subject of a recent study. 4 However, even in the context of just equilibrium static properties, the use of a thermostat can have marked effects on the performance of the simulation, influencing both the accuracy (correctness) and precision (stochastic uncertainty) of the measured quantities. We have found this to be an issue in particular in application to crystalline systems.
Accordingly, we present in this paper a study of the effect of different thermostat algorithms and parameters on the properties and behavior of a prototype crystalline system, which we take to be aluminum as modeled using density functional theory (DFT). We focus on averages that yield anharmonic contributions to the energy and (from this) free energy and consider both conventional and harmonically mapped averaging (HMA) 5 approaches. We consider how thermostats alter the sensitivity of the ensemble averages to the simulation time step, how time-series autocorrelations impact the uncertainty, and how all of these differ with the way averages are expressed. We also examine temperature measurements in NVE simulations, introducing a new HMA formulation for the temperature of crystalline systems. In Sec. II, we review the thermostats selected for study here and describe how we characterize the accuracy and precision in the computed results. We then present and discuss our results in Sec. III, before concluding in Sec. IV.
II. METHODS

A. Review of canonical thermostats
Thermostats to control temperature in MD simulations can be generally categorized into velocity rescaling (e.g., isokinetic 6 and Berendsen 7 ), stochastic methods (e.g., Andersen 8 and Langevin 9 ), and extended system methods (e.g., Nosé-Hoover [10] [11] [12] ). Despite the simplicity of the velocity rescaling approaches, they will not be considered here as they do not generate a canonical ensemble. 13 Below, we review NVE simulation (i.e., no thermostat) and three well-known canonical thermostats (viz., Andersen, Langevin, and Nosé-Hoover) , and after that, we examine their efficiency and accuracy in different contexts.
No thermostatting: NVE MD
In the microcanonical ensemble MD simulation, with the absence of temperature control, the system evolves according to Newtonian dynamics, with constant total (kinetic + potential) energy. In this case, the temperature is not fixed; rather, it is a fluctuating quantity, and its ensemble average is measured over the MD simulation. The conventional (or "Conv") method that is often used to measure the temperature is given through its direct relation to the average kinetic energy; specifically,
where the angle brackets . . . represent an ensemble average, N is the number of atoms, m is the mass of each atom, p i is the momentum of atom i, and k B is Boltzmann's constant; 3(N − 1) is the number of degrees of freedom and is based on a fixed (nominally at zero) center-of-mass momentum. We introduce here an alternative expression based on the "mapped averaging" concept introduced recently. 5, [14] [15] [16] [17] The formulation relies on information from the harmonic behavior of the system during simulation to improve the instantaneous temperature measurement-hence, we call this harmonically mapped averaging (or HMA). The new expression for temperature is given by (see Appendix A for detailed analysis)
where F i ≡ −∇ i U is the force acting on atom i for a given potential U and ∆x i is the displacement vector of atom i from its lattice site. This form is rigorous: although it uses information from the harmonic model to define the mapping, its accuracy does not depend on whether the system behaves harmonically or not. The precision, however, increases (i.e., the variance is reduced) as the system behaves more "harmonically." To illustrate, let us assume the case of having a purely harmonic system. Here, the second term in Eq. (2) is related directly to the instantaneous potential energy,
U lat as the lattice energy. Thus, the quantity averaged in Eq. (2) is nothing but the total energy E (beyond U lat ), which is constant in the NVE ensemble; hence, the temperature estimate is infinitely precise (zero statistical uncertainty). Therefore, for real models, we should expect an increase in the precision of temperature measurements via Eq. (2) as the system behaves more "harmonically" (e.g., at low T and high P).
Andersen thermostat
In the Andersen thermostat, 8 the system evolves according to the standard NVE ensemble, but at some interval the velocities of some (or all) random atoms are reassigned from a Maxwell-Boltzmann distribution for the target temperature T. These stochastic collisions mimic particles' interactions with a heat bath at the given temperature and produces a Markov process corresponding to the NVT canonical ensemble. The collision frequency (denoted as ν) determines the strength of the coupling to the heat bath (large/small ν means strong/weak coupling). In principle, the accuracy of measured properties does not depend (statistically) on ν. However, in the limit of too weak coupling, the system behaves like NVE and can result in drift in total energy and long correlation time (hence, long production time is needed to improve statistics). On the other hand, too frequent collisions (tight coupling) slow down the system from "naturally" exploring the important phase space, which can result in poor sampling. Apart from the accuracy issues, stochastic uncertainty in the ensemble averages can be a function of the coupling strength. Although the standard deviation of the data is statistically independent of the thermostat (depends only on the thermodynamic state), the correlation in the data changes (tends to decrease) with ν and consequently affects the stochastic uncertainty. Therefore, careful attention has to be made to choose ν in order to balance between the accuracy and uncertainty.
Langevin thermostat
In this thermostat, the desired temperature is imposed by using Langevin (rather than Newtonian) dynamics in which each particle receives two types of additional forces (stochastic and friction) at each time step. 9 The magnitude of both forces balances in a way that satisfies the fluctuation-dissipation theorem and, consequently, produces the correct NVT ensemble. The Langevin equation of motion is given by dp i dt
where γ i is a friction coefficient. Here, R i is a Gaussian random force, with zero mean and autocorrelation given by
where δ(s) is the Dirac delta function. This formula follows from the fluctuation-dissipation theorem and guarantees generation of an NVT ensemble. Due to the discontinuous nature of the random force R i , the standard Newtonian MD integrators are no longer valid here. An integrator scheme introduced by Brooks, Brünger, and Karplus (BBK) 18 is often used, in which the delta function is approximated by a rectangular pulse acting over the time interval (t − ∆t/2, t + ∆t/2), with a variance of size 6mγ i k B T /∆t. An advantage of this thermostat is its ability to tolerate relatively large time step ∆t, compared to other thermostats, due to the dissipative mechanism that stabilizes the equation of motion at each time step. The friction coefficient γ i determines the coupling strength (large/small γ i means strong/weak coupling) and hence sampling efficiency. Similar to the Andersen thermostat, in the limit of too weak coupling, the system behaves like NVE, resulting in similar complications associated with this ensemble. The choice of the value of γ i should be such that the uncertainty in the ensemble averages is minimal (see Ref. 19 for more details).
Nosé-Hoover thermostat
The Nosé-Hoover thermostat 10-12 is a deterministic method (no random forces or velocities) that is based on the extended system idea, in which an additional degree of freedom s is introduced to represent the thermal reservoir. While the the augmented Hamiltonian generates a microcanonical ensemble of the combined system (simulated + reservoir), it produces a canonical ensemble of the simulated system. The modified equations of motion in this representation are given by dp i dt
where ζ is the friction coefficient, Q is an effective "mass" associated with the additional degree of freedom s, and 3(N − 1) is the number of degrees of freedom. This formula is similar to the Langevin equation of motion, but without the random force term. In addition, the friction coefficient is not a user-defined constant (as in the Langevin case); rather, it depends on the instantaneous kinetic energy of the system to account, globally, for the interaction with the reservoir. The effective mass Q determines the coupling strength to the heat bath and it has to be carefully chosen. Large values (loose coupling) lead to slower fluctuations in the reservoir degree of freedom s (consequently, the kinetic energy), which leads to long equilibration time-in fact, the system behaves like NVE in the limit of infinite Q. On the other hand, small Q (tight coupling) produces rapid kinetic energy oscillations, in which case a smaller MD time step will be needed in order to resolve the fast modes (hence, inefficiency in measuring properties). It was shown in Ref. 11 that the optimum value of Q that produces fluctuations consistent with the real system is given by Q = 3(N − 1)k B T/ω 2 , where ω is a typical (or characteristic) frequency of the system. Hence, assuming ω to be T -independent, the optimum value of Q should change linearly with temperature, which adds complexity to this method. The Nosé-Hoover thermostat fails in generating a canonical ensemble for harmonic systems due to its nonergodicity with this model. 3, 12 This can become a problem in application to crystals. This complication can be overcome by using the Nosé-Hoover chain method, 20 which is slightly more complex to implement and parametrize as it involves several effective masses Q i . We did not consider this approach in the present work as it is not implemented in the simulation package used for our calculations [Vienna Ab initio Simulation Package (VASP)].
B. Anharmonic free energy
In this work, we will be studying the effects of thermostatting on the efficiency of measuring anharmonic energy and free energy of aluminum crystals at a fixed volume for a few temperatures up to melting. For crystalline systems, the total Helmholtz free energy A(T , V ) of the NVT ensemble can be decomposed into lattice U lat , quasiharmonic A qh , and anharmonic A ah contributions,
Since only a single isochore is considered, the volume dependence is suppressed for clarity. In addition, we ignore the electronic excitation relevant to metallic systems; hence, U lat is not temperature-dependent in our case. While both lattice and quasiharmonic contributions are computed analytically, the anharmonic free energy requires molecular simulation to evaluate averages. Using the thermodynamic integration technique, A ah is given as integration from zero-Kelvin to the desired temperature T, 15
where U ah is the average anharmonic energy. The conventional (or "Conv") definition of U ah is given directly as a difference from the lattice and harmonic energies, 3N here regardless of whether the center of mass is fixed because the center-of-mass motion does not contribute to the potential energy). However, in either ensemble, the harmonic energy is subtracted as an average and does not benefit from the detailed harmonic nature of the system. This "naive" subtraction leads to fluctuations in the Conv anharmonic energy proportional to the full potential energy U [see Eq. (25) for the NVE case], which is noisy; hence, Conv produces imprecise results. Alternatively, we have recently introduced a new formulation to efficiently measure anharmonic energy using HMA formulation of energy. 5, 15, 16 The method benefits from our knowledge of the quasiharmonic behavior of crystals to substantially improve the precision and accuracy of measuring the anharmonic energy. The HMA equation for U ah is given by
Note here that the temperature does not enter explicitly into the HMA formula, as it does the case for the Conv approach [Eq. (8)]. This is especially advantageous for NVE simulations, where measuring T is a prerequisite to determine U ah . In this study, the effect of thermostatting on the efficiency of measuring anharmonic energy and free energy (using both Conv and HMA formulations) will be considered in detail below.
C. Uncertainty analysis
Given M samples of an observable X, the true average X can be approximated by the sample mean,
It is important to estimate the stochastic uncertainty inX, which characterizes how much we would expectX to fluctuate if we repeated the calculation using a different M-sized sample of X. We designate the true value of the uncertainty of the mean as σ(X), and we discuss ways it may be estimated and how we can gauge the performance of simulation algorithms in this context. For the case of uncorrelated data,
where σ ≡ σ(X) is the sample standard deviation. In the case of correlated data, a more general form is needed,
where φ j is the autocorrelation between two data points separated by j steps,
hence, φ 0 = 1 by definition. Although mathematically robust, Eq. (12) is not often adopted in practice. Evaluation of correlations φ j for a range of j is cumbersome and may further be complicated by slowly decaying oscillations in the X i , as seen, for example, in NVE simulations of crystals.
As a remedy, block averaging is used to reduce sample correlations and generate reliable estimates of uncertainty in molecular simulation averages. In this technique, the raw data are divided into M b blocks each of size b (bM b = M), with the final average given byB
where B k is the average of the kth block of X i values,
For the same set of X i , Eqs. (10) and (13) yield identical averages, i.e.,X ≡B.
The b-dependent standard deviation of the mean of block averages is defined as
For correlated X i , the block averages will be correlated to a degree that depends on the block size; hence, σ B ; b depends on b, as indicated. However, for sufficiently large b, the B block averages become uncorrelated; also, according to (12) with B taking the role ofX, the block standard deviation varies as (14) . Hence, in this regime, σ B ; b becomes independent of b and yields a good estimate of σ(X),
and this assumes that b is not so large as to make M b too small to provide good statistics for σ(B; b). It is of interest to understand how the limiting behavior in (15) is approached. To do so, again consider Eq. (12) as applied to the block average and introduce an integral approximation (using the trapezoidal rule) to the quantity in the square brackets to obtain
Here, t b ≡ b∆t is the period of a block, and the approximation applies for ∆t t b (b 1). The quantity in brackets is key to characterizing the approach to the limiting behavior; we will label this τ(t b ) as
which has units of time.
The t b -dependent estimate of the uncertainty inX is then given by σ(B;
The lower and upper bounds of τ(t b ) correspond, respectively, to the limiting cases of uncorrelated (φ j = δ j0 ) and strongly correlated (φ j = 1) data, thus
To the extent that the X data are correlated, the latter case is approached for small block length t b .
It is tempting to think of τ ∞ ≡ τ(t b → ∞) as a correlation time, but this can be misleading in some situations. Let us consider a simple model to capture the general behaviors we can expect from τ(t b ). The most prominent features of the autocorrelation function φ(t) can be represented by a decaying oscillatory function,
where λ and ω are the decay constant and angular frequency, respectively. The corresponding τ(t b ) from Eq. (17) is given by
where Ω ≡ ω/λ. From this form, we see that 1/λ is the characteristic time for τ to converge to its limiting value, which is
If Ω ∼ O(1) or smaller, then τ ∞ ∼ 1/λ and it may be appropriately interpreted as a correlation time. However, for larger Ω, corresponding to an oscillatory autocorrelation function with negative correlations, τ ∞ may be much smaller than 1/λ. These behaviors are illustrated in Fig. 1 , where we plot τ(t b ; λ, ω) versus t b . We show curves with parameters selected to yield the same τ ∞ for two different values of λ. The curves demonstrate the following:
1. λ indeed governs the rate of convergence. Regardless of the value of Ω, lines having the same λ converge to τ ∞ at the same rate; 2. negative correlations in φ (large Ω) cause τ to converge more slowly. For a given τ ∞ , the curve with smaller Ω converges faster.
Note that from Eq. (18),
Hence, for a given amount of sampling time t, a smaller uncertainty is obtained by (a) smaller fluctuations in X (quantified by σ) and (b) smaller values of τ ∞ . Small τ ∞ can be achieved via faster decay of correlations (large λ), but also by the presence of oscillatory correlations (large ω), see Eq. (22) . However, large ω is not as helpful as large λ because large ω necessitates larger blocks to reach the converged value τ ∞ , thus requiring longer simulations to determine the uncertainty. We close this section by highlighting a few points about τ(t b ). First, although τ(t b ) is introduced and defined in terms of the autocorrelation function using Eq. (17), in practice, it is evaluated via Eq. (18) using the standard deviations of block averages of different lengths. We will show plots similar to Fig. 1 when presenting our results in Sec. III, and these are computed via analysis of the block averages. Second, we examine the convergence of τ separate from the uncertainty σ(X) itself because τ has a similar scale for all methods. Moreover, as shown in Eq. (23), there is a clean separation between the two contributors to the uncertainty (σ and τ ∞ ), and they vary in different ways across integration and averaging methods. Finally, for a given simulation time t, Eq. (23) does not have explicit dependence on ∆t (or M) through its denominator; however, τ ∞ (hence, uncertainty) may depend on the number of samples used (larger ∆t yields larger uncertainty because there are fewer samples), although the effect is unimportant for sufficiently small ∆t.
D. Computational details
All ab initio molecular dynamics (AIMD) simulations are carried out using the density functional theory (DFT) method as implemented in the Vienna Ab initio Simulation Package (VASP, version 5.3.5), [21] [22] [23] using the projector-augmented wave (PAW) approach. 24 The exchange-correlation functional is described by the Perdew-Burke-Ernzerhof (PBE) generalized-gradient approximation (GGA). 25 DFT parameters (k-mesh and energy cutoff) are chosen so as to allow faster AIMD simulations, yielding more data to produce higherquality statistics. Of course, the accuracy of absolute results is affected by this choice; however, our conclusions about thermostatting effects (the focus of this work) are not expected to be sensitive to the potential energy surface parameterization. For all calculations, we use a 2 × 2 × 2 Γ-centered MonkhorstPack k-mesh and a plane-wave cutoff energy of 200 eV. A single isochore (V /N = 10.1 Å 3 /atom; equivalent to 100 GPa at 0 K) is used at all temperatures considered (1000, 2000, 3000, and 4000 K). The supercell is made of 2 × 2 × 2 conventional fcc unit cells (i.e., N = 32 atoms). Finite size effects are expected to be important for such a small system; but, again, our focus here is on relative performance, rather than absolute accuracy.
The AIMD simulations are performed using BornOppenheimer molecular dynamics, with a time step of ∆t = 1 fs for the NVT runs and 0.5 fs for the NVE runs (to avoid total energy drift, see Sec. III A). The specific MD integrators used in VASP are as follows: Verlet for NVE, velocity Verlet for Langevin dynamics (using the BBK method), leapfrog for Andersen thermostats, and the Stormer-Verlet explicit method (in its leapfrog form 26 ) for Nosé-Hoover thermostats.
A duration of 1 ps is used for equilibration, followed by 9 ps for data collection. The block averaging technique is used to estimate uncertainty in ensemble averages, using a block length of 500 fs to report uncertainties. In NVE simulations, it is very hard to initialize positions and velocities to give the desired temperature with any accuracy. Accordingly, to get the measured temperature as close as possible to the desired one, we apply the velocity rescaling thermostat during the first 0.5 ps, and then let the system evolve according to standard NVE MD.
III. RESULTS AND DISCUSSION
A. Temperature measurement in the NVE ensemble from the HMA expression of anharmonic energy [Eq. (9)], then
Inasmuch as the first term (second line) is a constant in the NVE ensemble, only the anharmonic energy term contributes to the fluctuations. By contrast, a similar manipulation of the Conv expression for temperature [Eq. (1)] involves an average of the full potential energy, which is a much larger quantity than U ah . Accordingly, fluctuations (σ) in T HMA are expected to be much smaller than for T Conv . However, the stochastic uncertainty is determined not only by σ but also by correlation in the data, as characterized by τ ∞ in Sec. II C. Figure 3 (top row) depicts the autocorrelation of the measured temperature, at relatively low (1000 K) and high (4000 K) target temperatures, using both Conv and HMA methods. Results are presented from two independent runs (thick and thin lines) in order to verify that the variation is real (i.e., not just noise due to the simulation length), which appears to be the case up to the point of small correlations. Starting with the Conv results, it can be seen that the autocorrelation function has a distinct oscillating behavior, decaying faster with increasing temperature. This is expected because at a low temperature, the system behaves more harmonically with larger phonon lifetimes (infinite as T → 0), producing kinetic energy (or temperature) with a persistent oscillating pattern. Inversely, at a high temperature, phonon interactions (anharmonicity) become more important, yielding short-lived phonons, hence, faster decay. On the other hand, the correlation of the HMA data decays much faster, with negligible oscillations (especially at a high temperature). This can be understood from the HMA definition of temperature [Eq. (24)], in which the temperature is given via an average proportional to the anharmonic energy, rather than the potential energy as the case of the Conv method. Therefore, since U ah by definition does not include the oscillating harmonic behavior, the autocorrelation of the HMA will be dominated by a decaying (rather than oscillating) trend.
The effect of correlation on τ(t b ) is depicted in Fig. 3 (bottom row), at both temperatures of interest. First, it is clear that the limiting value τ ∞ of the Conv method is substantially smaller than the HMA value (nearly 2 orders of magnitude), approaching the uncorrelated data limit, τ ∞ = ∆t, at a low temperature. Second, τ(t b ) of the HMA data monotonically increases before reaching a plateau, while the Conv data pass through a maximum before plateauing, with stronger fluctuations. Third, the convergence rate of the HMA results appears to be significantly faster than the Conv results. These observations may be explained using the decaying oscillatory model described above (although the reality is of course more complicated). According to this model, strong negative correlations (large Ω; Conv case) cause τ to go through a maximum before converging to a small τ ∞ value; on the other hand, the absence of these oscillations (nearly pure decay; HMA case) yields a large plateau, with no maximum (cf. Fig. 1) . Moreover, the fast convergence of HMA results can be attributed to the fast decay of its correlation function in comparison to the Conv case. It is interesting to note that these observations do not show much dependence on the temperature; however, the limiting value from the Conv data shows a marginal increase with temperature, while the HMA results do not. Again, this can be explained from the behavior of the Conv correlation function, in which the negative correlation decreases with temperature; hence, τ ∞ is expected to be larger at a high temperature.
Although the temperature fluctuation from the HMA method is very small, in comparison to the Conv approach, its large τ ∞ value diminishes the improvement in final uncertainty (given by σ √ τ ∞ /t). Figure 4 depicts the variation of the converged uncertainty with temperature, for both methods. As expected, the improvement gained by the HMA method is only marginal (especially at higher temperatures) due to the competing effects discussed above. However, HMA still has the advantage of allowing shorter MD simulations due to the faster convergence of its uncertainty.
In addition to precision, we also investigated the consistency between the Conv and HMA results (accuracy), as shown in Fig. 5 . The data suggest that the methods are in mutual agreement (within error bars), confirming the correctness of the HMA formulation of temperature.
In NVE simulations, the system is prone to total energy drift due to error accumulation in the MD integrator associated with using a relatively large time step ∆t. Since the velocities are not interrupted periodically (as the case with thermostats), the drift will keep increasing and can eventually produce inaccurate estimates of measured properties. Therefore, for such simulations, several tests have to be done in order to choose the largest ∆t such that the drift is within some acceptable tolerance. Figure 6 shows the effect of ∆t (using 0.5, 1.0, and 2.0 fs) on the measured temperature (with T = 1000 K as the target temperature), within 10 ps. At 2.0 fs, the drift from both Conv and HMA methods is large (compared to natural fluctuations), while at 0.5 fs, there is no noticeable drift. Within this 10 ps, the results from ∆t = 1.0 fs seem to have small drift; however, we noticed (not shown) that the trace from both methods substantially drifts as MD runs longer, while ∆t = 0.5 fs data stay stable. Therefore, only a step size of 0.5 fs is used in this work (including above results) to ensure stable trajectories within the MD simulation time. 
B. Anharmonic energy
Before going into details about the performance of each thermostat, it is useful to rewrite the two expressions of Conv anharmonic energy in the NVE ensemble (i.e., using both T Conv [Eq. (1) (8)], along with the fact that E = U + K is constant in the NVE ensemble, we get the following two expressions:
Since the last ensemble average of Eq. (25b) (omitting the 1/2 factor) is also the anharmonic energy [in the HMA framework, Eq. (9)], its magnitude is negligible compared to the first average, U − U lat . Therefore, in the NVE ensemble, the fluctuations (or uncertainty) in U Conv ah T HMA can be described by that of U . Comparing this to Eq. (25a), we conclude that
In other words, the fluctuations in Conv U ah with T given via HMA will be about half those with T given by Conv. In addition, the autocorrelation from both expressions is expected to be very similar [the factor of 2 in Eq. (25a) will not have an effect as φ i is normalized to variance].
Correlation and standard deviation
Let us first investigate the effect of thermostatting on the correlation in the data. Figure 7 shows the variation of the autocorrelation of the anharmonic energy data with simulation times, from both Conv and HMA formulations, at our target temperatures (1000 and 4000 K).
Starting with the Conv data (top row), we notice two distinct behaviors: while the Nosé-Hoover and NVE methods have an oscillating trend (around zero), the Andersen and Langevin methods decay monotonically toward zero, with no oscillations. As mentioned in Sec. III A, the oscillating behavior in the NVE ensemble is caused by the harmonic oscillators (phonons) in crystals. The figure shows that the oscillations decay faster at higher T, which is due to strong interactions between phonons (i.e., anharmonic effects). Since the extended system in Nosé-Hoover is also in an NVE ensemble, it behaves in a similar manner, albeit with a different frequency. Similar to the case of temperature in NVE, these oscillations help decrease uncertainty in anharmonic energies. The absence of oscillating behavior of Andersen and Langevin thermostats can be attributed to the periodic random interruption of velocities (hence, temperature) which does not allow the natural harmonic oscillations to persist.
As expected from Eq. (25), the choice of the T Conv or T HMA estimate of temperature did not affect the autocorrelation behavior. FIG. 7 . Time dependence of the autocorrelation in anharmonic energy data from NVT and NVE simulations, using both Conv (top row) and HMA (bottom row) methods, at 1000 K (left column) and 4000 K (right column) target temperatures.
Turning to the HMA results (bottom row), we see much faster decay than the Conv case, with negligible oscillations, regardless of the temperature and thermostat type. As mentioned in Sec. III A, U ah in the HMA framework represents the anharmonic energy for each configuration, which is by definition the excess from the oscillating harmonic behavior. Accordingly, comparing to the Conv results, oscillations in the Nosé-Hoover and NVE methods are greatly suppressed. In addition, the autocorrelations from Andersen and Langevin thermostats decay faster, compared to the Conv case, again due to the absence of the oscillating harmonic behavior in the HMA formulation.
The effect of correlation functions on uncertainty and its convergence rate with block size will be studied next.
Stochastic uncertainty
As mentioned above, the stochastic uncertainty is related to both fluctuations (σ) and the limiting value (τ ∞ ), and its convergence rate with a block length depends on the shape of the τ(t b ) function. Fluctuations do not depend on the thermostat type for either averaging method (notwithstanding Eq. (26)]. This is because the formula for the measured quantity (Eq. (8) for Conv and Eq. (9) for HMA) is the same, regardless of the thermostatting method. The standard deviation results we measured at 1000 and 4000 K are, respectively, 17 (1.7) and 70 (15) meV/atom using Conv (HMA) methods. Clearly HMA greatly reduces fluctuations in U ah , and this improvement is larger at a lower temperature due to weak phonon-phonon interactions.
Consistent with Eq. (26), we find that the values for the Conv NVE using T HMA are nearly half the respective values when using T Conv .
Convergence of τ(t b ) at both 1000 and 4000 K is depicted in Fig. 8 , considering all thermostats (and NVE) and both Conv and HMA methods. The following observations can be made about the trend of each method.
First, within Conv results, there is a distinct behavior between Andersen/Langevin and Nosé-Hoover/NVE methods: the variation in the former has a simple monotonically increasing behavior before reaching a plateau, while in the latter methods it increases and then decreases to a much smaller limiting value (approaching the uncorrelated data limit, τ ∞ = ∆t, at 1000 K). Again, according to the definition of τ(t b ) [Eq. (17)] and the decaying oscillatory model mentioned above, this behavior can be attributed to the weak and strong negative correlations associated with Andersen/Langevin and Nosé-Hoover/NVE methods, respectively, as shown in Fig. 7 . Similarly, the large τ ∞ value of Langevin compared to the Andersen thermostat at 1000 K is expected due to the slower decay of its correlation function [small λ; see Eq. (22)]; this difference is eliminated, however, at a high temperature as both correlations seem to have a similar decay rate (see Fig. 7 ). In addition, at a low temperature, all methods show a similar convergence rate (plateauing at ≈300 fs), except that a larger block length seems to be needed for the Langevin case due to its relatively slower decay in φ(t) (see Fig. 7 ). At a high temperature, however, Nosé-Hoover/NVE show a noticeable faster convergence rate, which can be attributed to the smaller negative correlations at a high temperature.
For the NVE case, the use of Conv versus HMA definitions of temperature yields comparable τ ∞ at a low temperature but becomes statistically different at a high temperature (with marginal advantage to the Conv formulation) due to the increase of anharmonic effects at a high temperature [see Eq. (25)].
Second, within HMA results, all methods have similar behavior of a monotonic increase, followed by a plateau of very similar values. This behavior is seen at both temperatures and is a direct consequence of the comparable HMA correlation functions from all thermostats (Fig. 7, bottom row) . In addition, HMA shows faster convergence compared to the Conv due to the fast decay (large λ) of its correlation function. This means that, for a given simulation time, HMA provides a larger number of blocks (compared to Conv), hence higher quality of statistics.
Finally, the resolution of these competing effects (σ and τ ∞ ) on uncertainty for the different cases is depicted in Fig. 9 [note that for NVE the measured temperatures do not match exactly the target temperature (x-axis), as mentioned above]. Since the anharmonic energy increases with temperature, the uncertainty behaves similarly, regardless of the method. Similar to observations made about Fig. 8 , the HMA data are very similar, regardless of the thermostat type, and exhibit the lowest uncertainty. Andersen and Langevin thermostats using the Conv approach have the highest uncertainties (about an order of magnitude larger than HMA) and Nosé-Hoover has an intermediate precision, followed by a marginally better performance from NVE. As predicted by Eqs. (25) , the NVE (T Conv ) and NVE (T HMA ) approaches are strongly related [with the latter smaller by a factor of 2 relative to the former at low temperatures, based on Eq. (26)]; the NVE (T HMA ) method uncertainty is similar to NVE. Figure 10 shows the dependence of average anharmonic energy on the MD step size ∆t at 4000 K, using both Conv and HMA approaches. The averages vary significantly with the time step, thermostat + integrator, and choice of Conv versus HMA for the averages. These differences are reproducible inaccuracies in the averages that do not grow with the simulation length. They reflect a systematic bias in sampling of phase space due to inaccuracy in the MD integration with a large time step.
Effect of ∆t on accuracy
For NVE, only a time step of ∆t = 0.5 fs is reported because larger values showed energy drift (see Sec. III A), which makes NVE inefficient as longer AIMD simulation is required. Next, let us consider the performance of each NVT thermostat. First, looking at the Conv results, it is clear that the Andersen method has the worst (largest slope) ∆t-dependence, followed by Nosé-Hoover, and then Langevin. Although for the Langevin thermostat a time step of size ≈2 fs is statistically accurate, a step of ∆t ≈ 0.5 fs is needed for Andersen (mostly due to its slope) and Nosé-Hoover (mostly due to its high precision). Second, the HMA approach improves (decreases) the slope of all three thermostats, with substantial enhancement in the Andersen and Nosé-Hoover cases. However, since the uncertainties from the HMA method are smaller as well, a time step of size ∆t = 1 fs from both Andersen and Nosé-Hoover seems to be needed. On the other hand, Langevin data seem to be largely insensitive to ∆t, even in comparison to its high precision, such that a step size as large as 3 fs is acceptable. Therefore, we conclude that among all methods, HMA + Langevin presents the best combination to produce accurate (and precise, see Sec. III B 2) results. (7)], measured using Conv (left) and HMA (right) methods. Lines in the left simply join the points, while lines in the right are from quadratic fit for the respective data (same color). For NVE runs, the data points are not exactly at the target temperatures due to the difficulty of achieving this in this ensemble (see text). For clarity, some data points are shifted slightly to the left and to the right. Figure 11 shows the temperature variation of the thermodynamic integration integrand [Eq. (7)], as measured in both Conv and HMA frameworks, with different temperature control schemes. First, we can see that Conv data are consistently higher than the HMA results (with Andersen especially so); this inaccuracy is a direct consequence of using the ∆t setting mentioned above (1 fs for NVT and 0.5 for NVE); see Fig. 10 . Second, the effect on HMA data is less severe, resulting in better consistency within the data. This allowed us to fit the HMA data (using the quadratic polynomial) and obtain the curves shown. To show the direct effect on accuracy, we present in Fig. 12 the T -dependence of the anharmonic free energy (differenced from the Langevin + HMA approach, as it showed best performance), computed according to the thermodynamic integration technique [Eq. (7)]. As expected from the integrand behavior, in the HMA approach (thick lines), all thermostats and NVE yield very consistent results (within error bars). On the other hand, using the Conv method (thin lines), all thermostats yield inaccurate results, with worst performance from Andersen and Langevin. The Conv + NVE approach (using both temperature definitions), however, shows marginally consistent results (yet, with relatively large error bars). The uncertainty in free energy from HMA is less than 1 meV/atom, which is within the acceptable tolerance in DFT calculations. 
C. Anharmonic free energy
IV. CONCLUSIONS
To summarize, the considerations involved in evaluating the appeal of one thermostat over another, using both Conv and HMA approaches, include the following items (see Table I For each thermostat examined in this study, the coordinates were propagated using the integration algorithm implemented in VASP. As detailed in Sec. II D, these are not the same for all thermostats, but inasmuch as they are the standard implementation for a widely used simulation package, they should be representative of what is typically used in each case. Some of our specific conclusions may change if a different integration algorithm is used for a given thermostat, for example, conclusions regarding the sensitivity of the accuracy to ∆t for different thermostats (Fig. 10) . However, assuming a sufficiently small ∆t is used for the chosen integrator, we expect that the larger conclusions will remain regarding the relative precision of each thermostat, as well as the advantages of HMA over conventional averaging for both accuracy and precision.
Overall, we observe that the HMA method with a Langevin thermostat in an NVT simulation shows the best performance, from the point of view of accuracy, precision, and simulation length.
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APPENDIX A: HARMONICALLY MAPPED AVERAGE FOR TEMPERATURE IN THE NVE ENSEMBLE
The partition function for the microcanonical ensemble is
where δ is a generalized Dirac delta function, and the integration is performed over all of phase space Γ = {p N , x N }. H is the system Hamiltonian which, considering monatomic molecules, is
We leave out of the partition function any multiplicative constants that do not enter the development. An alternative choice for the partition function replaces the delta function with a step function Θ, which allows for configurations in which the Hamiltonian has any value less than or equal to E,
According to Pearson et al., 27 the entropy may be given via a bridge equation in terms of either of these partition functions, and results developed from them will be in agreement to within order 1/N. The conventional choice is the latter, which we use as well, S = k B ln Ω.
The temperature T is given via the derivative
which uses δ(x) = dΘ(x)/dx. We wish to develop a harmonically mapped version of this derivative. Consider a finite perturbation between two states of energy E and E . Recognizing Θ as the probability density in place of exp(− βU) which appears in the canonical-ensemble formula for targeted perturbation, 14, 28 we have
where (p , x ) are the coordinates defined by the mapping M : (p, x) → (p , x ), for which the Jacobian is J. Expanding to first order, for a perturbation ∆E = E − E,
which is used to expand ∆S to first order in ∆E,
The E subscript indicates a derivative in the Lagrangian frame. 14 The averages are written more explicitly as
The derivative Θ E has contributions from its direct dependence on E as well as its dependence on the mapped coordinates, which depend on E. It may be expressed as
where we useΓ E for the "generalized velocity," i.e., the instantaneous variation of the phase-space coordinate Γ with E due to the mapping. We substitute (A10) into (A9b) and use (A5a) to renormalize so that the result is given as an appropriate δ-weighted, microcanonical-ensemble average,
Considering ∆E → 0, using (A5a), (A8), and (A11), we arrive at an expression for the temperature,
The Jacobian is independent of the coordinates, so J E Θ = dN/E. Also,
Combining the equations, and expressing in terms of the force F i ≡ −∇ x i U, we have the final form for the mapped average of the temperature, for sampling in the microcanonical ensemble,
We recognize dN as the number of degrees of freedom, which for the present case is 3(N − 1) (considering a fixed center of mass and total momentum), yielding the result given in Eq. (2). For independent harmonic oscillators, each term in the sum in (A18) is the total energy of the oscillator, which is conserved. The temperature in this case is just given by k B T = E/dN, which is the correct expression for a harmonic system. For anharmonic systems, there will be fluctuations, but much less than for the conventional formula, which involves only the contributions from the momenta. Figure 13 shows the dependence of the measured temperature and anharmonic energy on thermostat parameters. As described in Sec. II A, these parameters generally affect the strength of the thermostat, and the degree to which the system is somewhat adiabatic versus strongly isothermal. Over a fivefold variation of the parameters, for all three thermostats, we see very little sensitivity of the results to the parameter value. The figure also highlights the relative merits of the different thermostats and the choice of HMA versus Conv averaging. The Andersen thermostat with Conv averaging is inaccurate for this time step; the HMA method provides results of considerably better precision and accuracy than Conv; the Nosé-Hoover thermostat has good precision and accuracy for both HMA and Conv.
APPENDIX B: SENSITIVITY TO THERMOSTAT PARAMETERS
