In this review paper, the finite difference methods (FDMs) for the fractional differential equations are displayed. The considered equations mainly include the fractional kinetic equations of diffusion or dispersion with time, space and time-space derivatives. In some way, these numerical methods have similar form as the case for classical equations, some of which can be seen as the generalizations of the FDMs for the typical differential equations. And the classical tools, such as the von Neumann analysis method, the energy method and the Fourier method are extended to numerical methods for fractional differential equations accordingly. At the same time, the techniques for improving the accuracy and reducing the computation and storage are also introduced.
Introduction
Fractional derivatives, which are as old as the classical one, did not attract much attention until the recent decades. Nowadays, fractional differential equations (FDEs) have been found useful and applicable in science and engineering, such as physics [Barkai et al., 2000; Zaslavsky, 2002; Klages et al., 2008; Magin et al., 2008] , materials [Diethelm & Freed, 1999b] , control theory [Podlubny, 1999] , biology [Magin, 2006] and finance [Raberto et al., 2002] , and so on.
In physics, fractional derivatives are adopted to model anomalous diffusion Li & Zhao, 2011a] , where particles spread differently than predicted by the classical Brownian motion model. Fractional kinetic equations have been proved to be particularly useful in the context of anomalous slow diffusion (subdiffusion) . Analytical methods, such as the Fourier transform method, the Laplace transform method, the Mellin transform method and the Green function method, etc. have been developed to seek the closed-form analytical solutions of the FDEs [Podlubny, 1999] , while there are very few simple cases (such as some linear FDEs) in which the analytical solutions are available [Podlubny, 1999; Shen et al., 2008a] . Therefore, developing efficient and reliable numerical methods for FDEs is of great importance.
Numerical methods for the classical differential equations (DEs) are abundant, while numerical methods for the FDEs are very limited. Loosely but not mathematically speaking, the fractional derivatives can be seen as a generalization of the classical derivative, so some numerical methods for the classical DEs can be extended to the FDEs in some way.
However, the differences exist in that the fractional derivatives are globally defined compared with the classical one defined in a pointwise manner, which attributes to the difficulties in the construction of numerical methods and analysis (including consistency, convergence and stability) for the FDEs, especially for the nonlinear ones. At the same time, the computation cost and storage are much expensive, since the coefficient matrices derived from the fractional systems can be full.
At present, there are several numerical methods to solve FDEs, such as the finite difference method (rigorously speaking, the fractional finite difference method, here we just use it for brevity), the finite element method and the spectral method which are relatively rare [Roop, 2006 [Roop, , 2008 Zheng et al., 2010a Zheng et al., , 2010b Lin & Xu, 2007; Li & Xu, 2009] in literature, while the work on the finite difference method for FDEs are very rich and continues to be developed. This is mainly due to the following reasons. The finite difference method is a powerful tool and widely used to solve the DEs as well as the FDEs in science and engineering, which is also easy to be understood. Meanwhile, the implementation of the finite difference scheme is simple and easy to be put into practice in computer programs.
In this paper, we just review almost all the existing FDMs for the FDEs of different types. If some important references have been omitted, we do apologize for those omissions. In recent publications, FDMs for the FDEs almost concentrate on the kinetic equations of diffusion (subdiffusion and superdiffusion [Li & Zhao, 2011a] ), diffusionadvection, and Fokker-planck type, etc. with partial fractional derivatives that are derived asymptotically from basic random walk models, the generalized master and Langevin equations. We will outline those numerical schemes for some typical FDEs and their main results (including consistency, stability and convergence). Simultaneously, the unresolved problems are also pointed out.
To some extent, some of FDMs for FDEs can be seen as the generalizations of the corresponding methods for classical equations [Yuste, 2006; . The tools, say von Neumann stability analysis [Yuste & Acedo, 2005; Ghazizadeh et al., 2010] , Fourier analysis method [Chen et al., 2007; Sousa, 2009] and energy method [Zhuang et al., 2008; Gao & Sun, 2011] , which are used for the numerical analysis of the classical PDEs, can be extended to the cases for FPDEs. Because of the nonlocality and weak singularity of the fractional operators, the computational cost and storage of numerical methods for FDEs are more expensive compared with the corresponding methods for classical equations. In order to overcome these difficulties, some techniques were adopted to reduce the computational cost and storage of the derived methods, such as short memory principal [Diethelm & Freed, 1999a; Deng, 2007b] , Richard extrapolation [Diethelm & Walz, 1997; Yuste, 2006; Tadjeran & Meerschaert, 2007] to get high order methods and ADI methods for twoand three-dimensional problems that convert highdimensional problems to separate one-dimensional ones Tadjeran & Meerschaert, 2007; Liu et al., 2008] , and [Ford & Simpson, 2001; Wang et al., 2010] .
The present paper is organized as follows. In Sec. 2, we introduce several definitions for different types of fractional derivatives and the notations used in the numerical methods for FDEs. In Sec. 3, some techniques are introduced to approximate the Riemann-Liouville and Caputo fractional derivatives. The existing FDMs for the fractional ordinary equations (FODEs) are surveyed in Sec. 4. The case with the fractional partial differential equations (FPDEs) are displayed in Sec. 5. In Sec. 6, the finite difference methods for some variable-order FPDEs are introduced. Conclusions and remarks are included in the last section.
Preliminaries
In this section, we will introduce the definitions of fractional derivatives and notations used to describe the numerical schemes. There are several different ways to define the fractional derivatives, and the most commonly used fractional derivatives are the Grünwald-Letnikov derivative, the RiemannLiouville derivative and the Caputo derivative [Samko et al., 1993; Podlubny, 1999; Li & Deng, 2007; . We just introduce the definitions as follows. 
where Γ(·) is the Euler's gamma function.
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Definition 2.2. The left and right Grünwald-Letnikov derivatives with order α > 0 of the given function f (t) are defined as
and
respectively.
Definition 2.3. The left and right RiemannLiouville derivatives with order α > 0 of the given function f (t) are defined as
respectively, where n is a non-negative integer and n − 1 ≤ α < n.
Definition 2.4. The left and right Caputo derivatives with order α > 0 of the given function f (t) are defined as
respectively, where n is a non-negative integer and n − 1 < α < n.
Another type of the fractional derivative is the Riesz derivative [Samko et al., 1993] . The Riesz derivative has several kinds of forms [Podlubny et al., 2009] , and we just introduce one case of definitions that will be used in the FDEs [Podlubny et al., 2009; Zhuang et al., 2009; Yang et al., 2009 Yang et al., , 2010a Yang et al., , 2010b .
Definition 2.5. The Riesz derivative with order α > 0 of the given function f (t) is defined as
In the above Definition 2.5, the parameter c α is chosen to be − 1 2 cos( πα 2 ) (the default value in this paper) in [Zhuang et al., 2009; Yang et al., 2009a Yang et al., , 2010a Yang et al., , 2010b , and 1/2 in [Podlubny et al., 2009] for the symmetric Riesz derivative, detailed information refers to [Samko et al., 1993; Podlubny et al., 2009; Zhuang et al., 2009] and the references therein.
Remark 2.1. Generally speaking, the above definitions of fractional derivatives are not equivalent, the differences and relations are discussed in detail in [Samko et al., 1993; Podlubny, 1999; Kilbas et al., 2006; Li & Deng, 2007; , and we just list one case as follows
where f ∈ C n−1 [a, t] and f (n) is integrable on [a, t] .
As to the fractional integrability and differentiability of a considered function, the reader can refer to [Li & Zhao, 2011b] .
In order to better illustrate the numerical methods, some notations are introduced as follows.
For single-variable function u(t) defined on [t 0 , T ], define ∆t = (T − t 0 )/n T to be the uniform time step, n T is a positive integer. The temporal grid points t k is defined by t k = t 0 + k∆t, k = 0, . . . , n T . We denote u k to be the approximation of u(t k ).
For two-variable function u( . . . , N x , N x is a positive integer. ∆t and t k are defined as above. Define u k i as the approximation of u(x i , t k ).
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For four-variable function u (x, y, z, t . . . , N z , N z is a positive integer. ∆t, ∆x, ∆y, t k , x i and y j are defined as above. Define u k i,j,l as the approximation of u(
In order to better illustrate the numerical schemes, we also introduce the following difference operators.
Then we define δ 2 x and δ 2 y as the central difference operators in x-direction and y-direction on u k i,j respectively if it does not cause confusion for δ 2 x defined in (14).
The following difference operators are also introduced as follows
Approximation to the Fractional Derivatives
In the present section, some numerical methods are introduced to approximate the fractional derivatives of the function
respectively, where ∆t, t j and n T are defined as the preceding section.
Approximation to the Riemann-Liouville derivative
For a wide class of functions, both the Grünwald-Letnikov derivative and the Riemann-Liouville derivative are equivalent, especially for applications. Therefore, the Riemann-Liouville definition is suitable for the problem formulation, while the Grünwald-Letnikov definition is utilized to obtain the numerical solution [Podlubny, 1999] . In this section, some techniques and methods for approximating the Riemann-Liouville derivative are introduced and analyzed.
Grünwald-Letnikov approximation
By the definition of the Grünwald-Letnikov derivative, it is natural to use (2) and (3) 
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The approximation (24) is convergent with order one for any α > 0 [Podlubny, 1999] . Both (24) and (25) are also called the standard Grünwald-Letnikov formulae, which may contribute to the unstable numerical schemes in solving FDEs [Meerschaert & Tadjeran, 2004] for 1 < α < 2, while the shifted Grünwald-Letnikov formula may be more useful for constructing the stable numerical schemes. The right and left shifted Grünwald-Letnikov formulae (one shift), which are used to approximate the left and right Riemann-Liouville derivatives, are defined respectively by
Remark 3.1. The approximations (26) and (27) also have one-order convergence, which are useful to construct the stable numerical schemes for the FPDEs. In fact, any shift (p shifts) gives the first-order consistency, the best performance comes from minimizing |p − α| [Oldham & Spanier, 1974; Meerschaert & Tadjeran, 2004] . If 1 < α ≤ 2, the optimal choice is p = 1. The case of α = 2 reduces to the centered second difference estimator of the second derivative. In the following sections, the shifted formulae used to approximate the left and right Riemann-Liouville derivatives refer to (26) and (27) respectively.
In (24), {ω α j } k j=0 are just the first k + 1 coefficients of Taylor series of the expansion of the following function [Lubich, 1986] 
Actually, higher order approximations of the form (24) exist, Lubich [1986] obtained approximations of order 2-6 in the form of (24), where the coefficients {ω α j } are just the coefficients of the Taylor series expansions of the following "generating" functions
The coefficients {ω α j } can be easily and efficiently computed by the fast Fourier transform method [Lubich, 1986] .
L1, L2 and L2C scheme
In applications, the fractional derivative of order α(0 < α ≤ 2) is of great interest, we just list some methods to approximate the fractional derivatives in such cases.
The efficient way to approximate the RiemannLiouville derivative of order α(0 < α < 1) is the L1 scheme [Oldham & Spanier, 1974; Langlands & Henry, 2005] , the derived scheme can be obtained by the following steps.
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If the integral
In [Langlands & Henry, 2005; Sun & Wu, 2006; Lin & Xu, 2007] , the error estimate of the above L1 scheme (31) with t 0 = 0 was derived as
where C is dependent on α and u. The L2 scheme and its modification L2C scheme [Oldham & Spanier, 1974; Lynch et al., 2003 ] are suitable to discretize the RiemannLiouville derivative with order α(1 < α < 2). Similar to the L1 scheme, one can get
, then the L2 scheme is obtained as
where [Lynch et al., 2003 ] for more detailed information.
Remark 3.2. The above L1, L2 and L2C schemes can be extended to the approximation of the right Riemann-Liouville derivative accordingly, and we also call corresponding methods for the right Riemann-Liouville derivative L1, L2 and L2C schemes respectively. Remark 3.3. All the above methods can be extended to approximate the Riesz fractional derivative correspondingly. For instance, the standard Riesz formula means that the left and right Riemann-Liouville derivatives contained in the Riesz derivative are approximated by the standard Grünwald-Letnikov formulae (24) and (25) respectively. The shifted Riesz formula means that the left and right Riemann-Liouville derivatives in the Riesz derivative are approximated by the right and left shifted Grünwald-Letnikov formulae (26) and (27) respectively. So do L1, L2 and L2C methods.
Remark 3.4. If α = 1, the Grünwald-Letnikov formula (24) reduces to the back forward difference method, L2 method (34) reduces to the forward difference method and L2C method (35) reduces to the centered difference method. The shifted formula (26) and L2 method (34) reduce to the centered difference method for α = 2.
Approximation to the Caputo derivative
Since the Riemann-Liouville derivative and the Caputo derivative have the relationship as (9), the L1, L2 and L2C method can be extended to approximate the Caputo derivative directly, we still call them the L1, L2 and L2C method if no confusion occurs. If 0 < α < 1, the Caputo derivative can be discretized by the following L1 method
where b j = (j +1) 1−α −j 1−α , and the error estimate is the same as (32). For 1 < α < 2, the L2 scheme and the L2C scheme to approximate the Caputo derivative can be written as
respectively, where W j andŴ j are defined in (34) and (35). If 1 < α < 2, and u (0) is known, then
) can also be approximated by the following method [Sun & Wu, 2006] 
where
, which was presented in [Sun & Wu, 2006] .
In [Odibat, 2009] , a computational algorithm for approximating the Caputo derivative was also developed, and the convergence order is O(∆t 2 ) for all 0 < α < 2. Another difference method of order two was derived in [Sousa, 2010] for 1 < α ≤ 2. In [Diethelm et al., 2005] , numerical algorithms for solving the fractional-order integral, the Caputo derivative and the differential equations with the Caputo derivative were provided and discussed in detail. Other methods that are used to approximate the Caputo derivative, refer to [Odibat, 2006; Murio, 2006; Schmidt & Gaul, 2006] .
Matrix approach
This method is based on triangular strip matrix approach to discretize the differentiation and integration operators with arbitrary order [Podlubny, 2000; Podlubny et al., 2009] . This technique can obtain all the numerical solutions at the mesh grids at once, avoiding the traditional step-by-step method by moving from the previous time layer to the next one to get the numerical solutions. The matrix approach is quite simple to put into implementation.
In order to develop the scheme, the matrices with the special structure such as the triangular strip type are introduced. For simplicity, we just introduce the following two kinds of triangular strip matrices:
Lower triangular strip matrix
and upper triangular strip matrix
Consider the approximation of Riemann-Liouville derivative (4) (or Caputo derivative (6)). Denote by u
is just the difference matrix for the classical first-order derivative corresponding to the firstorder backward difference.
The right Riemann-Liouville (or Caputo) derivative can be approximated in a similar way, where the upper triangular strip matrix (41) is used accordingly. The symmetric Riesz fractional derivative can also be approximated by this approach, while the fractional difference matrix is different from the Riemann-Liouville or Caputo case, refer to [Podlubny et al., 2009] for details.
In [Podlubny, 2000; Podlubny et al., 2009] , this approach is adopted to solve the classical differential equations such as classical diffusion equations, and the FDEs such as diffusion equations with time-fractional derivative, diffusion equations with spatial derivative in the Riesz sense, general diffusion equations with time-space-fractional derivative and fractional diffusion equations with delay. This method can also be extended to the cases of nonlinear problems, see [Podlubny, 2000; Podlubny et al., 2009] for more details.
Numerical Method for FODEs
The fractional difference method is a useful tool to solve the FODEs. In this section, we review the difference methods to solve the following FODE
with the initial condition
where α > 0, and n = α is the first integer not less than α. The existence and uniqueness of the initial value problem (43) can be found in [Diethelm et al., 2002] if the function f is continuous and satisfies the following Lipschitz condition
where L is Lipschitz constant. The initial value problem (43) is equivalent to the following Volterra equation
There are a number of schemes for the numerical solution of the initial value problem (43)-(44) (or (46)) in the literature, such as a class of the fractional multistep method [Lubich, 1986; Galeone & Garrappa, 2009] , the fractional Adams method [Diethelm & Freed 1999a , 1999b Diethelm et al., 2002 Diethelm et al., , 2004 Li & Tao, 2009] , and [Odibat & Momani, 2008b] . In [Diethelm et al., 2006] , the existing methods for (43) were simply introduced, and the strengths and weaknesses of the
1230014-8
Finite Difference Methods for Fractional Differential Equations established methods were investigated. In [Baker, 2000] , some numerical methods for Volterra integral and integro-differential equations were also displayed, in which the numerical analysis of convergence and stability were discussed.
The numerical solution of (46) can be obtained by the following discrete convolution quadrature
where the convolution quadrature weights ω k−j are selected in order to fulfill some order conditions, and the starting weights w kj are chosen such that (47) is exact for some selected nonpolynomial terms. In [Baker, 2000; Diethelm et al., 2006] , the computation of the convolution quadrature weights ω k−j , the starting weights w kj and some other related problems were discussed in detail. For more information, refer to [Baker, 2000; Diethelm et al., 2006] and the references therein.
Here, we especially mention the AdamsBashforth-Moulton method introduced in [Diethelm & Freed, 1999a , 1999b , and the derived scheme reads as
u j is the approximate solution of u(t j ). The scheme (48) can also be obtained by the following way. Considering the following integration
The above quadrature can be approximated by
then we get the fractional Euler method
then the fractional trapezoidal formula is derived
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The scheme (56) is implicit, which is not preferable for computing. Similar to the predictorcorrector method for the first-order ODE, we first use (54) to get u P k+1 (predictor), then we use (56) to get u k+1 (corrector) by replacing u k+1 with u P k+1 on the right-hand side of (56), which leads to (48). This method is very efficient and also suitable for longterm integration, such as the calculations of limit cycles and chaotic attractors and their synchronizations of fractional differential systems [Li & Peng, 2004; Zhou & Li, 2005] .
In [Diethelm et al., 2002] , the scheme (48) was investigated in a more detailed way and extended to the multiterm FODEs. The error analysis was carefully investigated in [Diethelm et al., 2004] , and two conjectures (Conjectures 3.1 and 3.2 in that paper) were proposed, which respectively read as,
where k 1 , k 2 and k 3 are certain constants depending only on k, k 3 > max(2k 1 , k 2 + α); and
Li and Tao [2009] further explored the error analysis of the scheme (48) and proved the following results (Theorems 3.1 and 3.4 in that article) in which they solved (negated) the above two conjectures,
under the same conditions. The detailed proofs can be referred to [Li & Tao, 2009 ].
Remark 4.1. In [Diethelm & Walz, 1997; Diethelm, 1997a] , an algorithm based on the quadrature formula approach was proposed for
, and the extrapolation technique was adopted to get high order method. Lin and Liu [2007] also discussed the consistence, convergence and stability (the derivative order α > 1) for the discrete convolution quadrature method for (43) with the fractional derivative defined in the Riemann-Liouville sense, and the numerical experiments were conducted to prove the effectiveness of their method.
Remark 4.2. The method (48) belongs to the type of the predictor-corrector method, u P k+1 is called the predictor and u k+1 the corrector. If α = 1, (48) reduces to the classical predictor-corrector method for the first-order ODEs. Choosing different predictors contributes to the different methods. In , g k+1 (s) is chosen as the piecewise quadratic interpolation to approximate (51), by which they constructed a higher-order predictorcorrector method to the numerical solution of (43). This idea was also adopted to solve FPDEs in [Deng, 2007a [Deng, , 2007b , extended to solve the multiorder fractional differential equations describing the fractional order dynamical controlled systems in [Yang & Liu, 2006] and nonlinear dynamical systems in [Yin et al., 2007] .
Remark 4.3. In [Baleanu et al., 2009 ], a modified Grünwald-Letnikov approach was proposed for a class of fractional optimal control problems, which was used to solve two problems of time invariant and time varying. In [Bhalekar et al., 2011] , the product trapezoidal quadrature formula was extended to solve the fractional Bloch equation with delay and analyzed, which was also compared with the existing method for the same problem.
Remark 4.4. Much error analysis was investigated for the scheme (48) and numerous examples were conducted to show that the Adams method was stable, while the theoretical analysis for stability has not been established for 0 < α < 1. In [Galeone & Garrappa, 2006 Garrappa, 2009] , numerical methods of multistep type were proposed and stability results were derived only for the linear fractional equation
Remark 4.5. Compared with the numerical methods for the classical differential equations, the numerical methods for the fractional differential equations
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Finite Difference Methods for Fractional Differential Equations need much more computational effort to get the numerical solutions because of the possible nonlocality of the fractional operators. Ford and Simpson [2001] explored the existing techniques for reducing the amount of computational effort required to solve the fractional differential equation (43) without significant loss of accuracy, detailed information refers to [Ford & Simpson, 2001 ]. Agrawal and Kumar [2007] compared stability, accuracy, and computational speeds of five different numerical schemes for (43) with homogeneous and nonhomogeneous initial conditions, and concluded that the choice of a numerical scheme would depend on the problem considered and the performance criteria selected. Other related works refer to [Diethelm, 1997a; Diethelm et al., 2005; Diethelm et al., 2006; Schmidt & Gaul, 2006] .
The Difference Method for the FPDE
In this section, we outline the FDMs for the FPDEs with time, space and time-space fractional derivatives. The FDMs for FPDEs in recent papers are mainly devoted to the equations of anomalous diffusion or dispersion, such as the fractional diffusion, advection-dispersion or reaction-diffusion equations, and the fractional Fokker-Planck type equations, etc. In the following, we will list the numerical schemes established by different authors for some typical equations, and find that some numerical schemes for FPDEs can be seen as the generalizations of the numerical schemes for classical PDEs. In some way, the numerical schemes for PDEs and FPDEs have the similar form, the difference depends on how the fractional derivatives of FPDEs are approximated compared with the classical one.
Finite difference methods for one-dimensional FPDEs
This section concerns the existing finite difference methods for the one-dimensional time, space and time-space FPDEs.
Time fractional equations
First, we consider the following type of onedimensional time-fractional diffusion equation (TFDE) of the form ∂u ∂t
with suitable initial and boundary conditions, 0 < γ ≤ 1 and K γ > 0. Equation (57) can be rewritten into the following equivalent form 
There have already been several methods for the numerical solutions of (57) and (58), and it is the natural way to approximate the second spatial derivative in (57) and (58) with the second-order central difference method. In this paper, the secondorder spatial derivative is always discretized by the central difference method if we do not mention the discretization of the second-order spatial derivative in the numerical schemes.
Denote by RL D γ 0,t the approximate operator of
respectively. Now, we outline the numerical schemes for the numerical solution of the TFDE (57) and other anomalous equations such as the fractional FokkerPlank equation [Zheng et al., 2010b] , the fractional reaction-subdiffusion equation, and so on. Langlands and Henry [2005] proposed an implicit numerical scheme to approximate (57) with K γ = 1 and f = 0 , which can be written as
Here RL D 1−γ 0,t is the approximate operator defined by (31) (L1 scheme), δ t and δ 2 x are backward Euler and central difference operators defined by (10) and (14), respectively. Langlands and Henry only numerically verified the accuracy and unconditional stability of the derived method [Langlands & Henry, 2005] , while the global unconditional stability analysis for all γ(0 < γ < 1) has not been established theoretically.
In fact, we can very clearly and succinctly show that the established scheme (59) is indeed unconditionally stable. We just illustrate the skeleton of how to get it. Set u k j = δ k e iqj∆x (i is the imaginary unit) and insert u k j into (59). By the simple computation, the following equation is derived (see Eq. (83) in [Langlands & Henry, 2005] 
where ρ = ∆t γ Γ(1+γ)∆x 2 , b l = (l + 1) γ − l γ and q is a real spatial wave number.
If |δ k | ≤ |δ 0 | for any k ≤ n T , we can assert that the scheme (59) is unconditionally stable. Denote by µ = 4ρ sin 2 ( q∆x 2 ), then (60) can be written into the following equivalent form
It is easy to check that
Combining (62) and the mathematical induction method lead to |δ k | ≤ |δ 0 |. Therefore, the scheme (59) is unconditionally stable.
In [Yuste & Acedo, 2005] , the authors proposed an explicit method for (57) with f = 0 and K γ = const. The first-order time derivative and the time fractional derivative were discretized by the forward Euler difference method and the standard Grünwald-Letnikov formula (24), respectively
Yuste and Acedo investigated the stability of (63) by means of a powerful and simple new procedure close to the well-known von Neumann method for nonfractional partial differential equations, and got the truncating error as O(∆t + ∆x 2 ). Meanwhile, they also checked the reliability and the stability bounds of the derived numerical algorithm.
A class of fractional weighted average difference methods for (57) with f = 0 were established by Yuste [2006] , which can be seen as the extension of the weighted average methods for ODEs. The established method is presented as follows (64) where λ is the weight factor, and RL D (24) or other higher-order operators defined in the form of (24) obtained by Lubich [1986] .
The accuracy of the fractional weighted average difference method (64) is given as O(∆t + ∆x 2 ) except for the fractional Crank-Nicolson method (λ = 1/2), where the accuracy with respect to the timestep can be O(∆t 2 ) if the secondorder approximation to the fractional derivative is used. The stability was investigated by the fractional von Neumann stability analysis which was employed in [Yuste & Acedo, 2005] , and a very simple and accurate stability criterion for arbitrary γ and weighted factor λ was provided. The presented methods are unconditionally stable for 0 < λ ≤ 1/2 and conditionally stable for 1/2 < λ ≤ 1. Chen et al. [2007] proposed an implicit numerical scheme for (57). Their method can be derived from (64) by letting λ = 0 and RL D 1−γ 0,t is chosen to be the standard Grünwald-Letnikov derivative operator defined by (24). They successfully applied the Fourier analysis method to the convergence and stability analysis of the derived method, and obtained that the method was convergent with order O(∆t + ∆x 2 ) and unconditionally stable. Cui [2009] also proposed a compact implicit difference scheme for (57) with the time fractional derivative discretized by the standard Grünwald-Letnikov formula (24), while the space derivative was approximated by a fourth-order difference method. The established implicit method was convergent with order O(∆t + ∆x 4 ) and unconditionally stable.
Remark 5.1. Clearly, one can recover the explicit method in [Yuste & Acedo, 2005] by letting λ = 1, and the scheme (59) is recovered by letting λ = 0 with the fractional derivative approximated by the
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The numerical methods for Eq. (57) can be extended to other types of FPDEs. In [Chen et al., 2008b] , two difference methods (explicit and implicit) were developed for the following reactionsubdiffusion equation
with the initial and boundary conditions, 0 < γ ≤ 1 and K γ , K > 0. The presented methods are similar to (64) with the fractional derivative approximated by the standard Grünwald-Letnikov formula (24), which can be written as
If λ = 1, one gets the explicit method, and the implicit method is obtained for λ = 0. The Fourier method was taken to conduct the convergence and stability analysis of the two methods. They proved that the two methods were convergent with order O(∆t + ∆x 2 ), and the implicit method was unconditionally stable, the explicit one was conditionally stable. They also used the Richardson extrapolation technique to improve the accuracy of the proposed algorithms.
In [Chen et al., 2009a] , the explicit and implicit numerical schemes that are similar to (66) were developed for Stokes' first problem for a heated generalized second grade fluid with fractional derivative with a nonhomogeneous forcing term
with the initial and boundary conditions, 0 < γ ≤ 1 and κ 1 , κ 2 > 0. The technique for the stability and convergence analysis, the technique for improving the accuracy of the proposed methods and the results are all similar to [Chen et al., 2008b] . Chen et al. [2009b] proposed three implicit approximations for the following fractional Fokker-Planck equation
with suitable initial and boundary conditions, 0 < γ ≤ 1 and K γ > 0. They first transform (68) into an equivalent form, then three implicit methods, which were based on the Grünwald-Letnikov (time fractional derivative) and the back Euler difference method (first-order spacial derivative), L1 method and the back Euler difference method, L1 method and the central difference method, were developed for the derived equivalent equation. They proved that the three methods were unconditionally stable and convergent by the energy method, detailed information refers to [Chen et al., 2009b] .
Next, we introduce a new method for the numerical solution of the FPDEs. Zhuang et al. [2008] proposed a new implicit numerical method for the following anomalous subdiffusion equation
with the suitable initial and boundary conditions, 0 < γ < 1 and K γ > 0. Here, we just simply illustrate how the new method is obtained. First, integrating both sides of (69) on the interval [t k , t k+1 ] in the time direction, one gets
where Lu = K γ ∂ 2 u ∂x 2 . Consider the following integration (see (52))
ifg k+1 is chosen to be as
Therefore,
can be approximated by
Similarly, we have
Combining (70), (73) and (74), one derives the following implicit numerical scheme
The above scheme (75) is just the new implicit numerical method proposed by Zhuang et al. [2008] (see (2.8) in [Zhuang et al., 2008] ). They proved that the derived new method was unconditionally stable and convergent with order O(∆t + ∆x 2 ) by the energy method. They also improved the derived method by the extrapolation technique, at the same time, another method was proposed to get a highorder method of order O(∆t 2 + ∆x 2 ) by replacing g k+1 (s) in (71) with the piecewise interpolant (55), then repeating the procedures (72)-(75), the highorder method was obtained (see (5.2)-(5.5) in [Zhuang et al., 2008] (76) with suitable initial and boundary conditions, 0 < γ 1 ≤ γ 2 ≤ 1. In their method, the nonlinear term was treated explicitly, and they proved that the presented method was conditionally stable and convergent under suitable conditions. The time approximation of the following fractional cable equation ∂u ∂t
and the fractional Fokker-Plank equation [Wu & Lu, 2010] ∂u ∂t
were also teated by the same idea, see Wu & Lu, 2010] for more details.
Remark 5.2. Equation (75) can be written into the following simple form
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Remark 5.3. We can see that Eqs. (57), (68), (65), (69) and (78) can be written into the following same form ∂u ∂t
where L is the spatial operator acting on u, then the numerical methods proposed by the above authors for (80) can be written in the same form as
whereL is the approximate operator to L. Choosing different λ and approximate operatorL, the numerical schemes (59), (63), (64), (66) and (75) can be recovered. This can be easily extended to the multiterm fractional equation as (77) and other types of equations such as (67), (68) and (78). Clearly, if γ = 1, the scheme (81) reduces to the corresponding numerical methods for the classical PDEs. Now, we discuss the existing difference methods for (58) with the time fractional derivative defined in the Caputo sense.
Two explicit and implicit methods were proposed in [Shen et al., 2006] and respectively for (58) with g = 0 and K γ = 1, which can be written as
where C D γ 0,t is defined by (36) (L1 scheme). Parameter λ = 1 corresponds to the explicit method, and λ = 0 corresponds to the explicit one. Shen et al. [2006] proved that the explicit method was convergent and conditionally stable, while the implicit one was also convergent and unconditionally stable . Murio [2008] also established the implicit scheme for (58) as , while the unconditional stability was proved by the Fourier method. In [Rihan, 2009] , the similar idea was adopted to solve (58) and extended to the time fractional delay differential equations. Gao and Sun [2011] presented an algorithm for (36) based on L1 method with the spatial derivative discretized by the fourth-order approximation. They applied a new technique of the energy method to the stability and convergence analysis of the presented method, and obtained that the established scheme was unconditionally stable and convergent with order O(∆t 2−γ + ∆x 4 ).
If 1 < γ < 2, then Eq. (58) is called the fractional diffusion wave equation. The time fractional derivative was approximated by (39), Sun and Wu [2006] proposed a fully discrete difference scheme for the fractional diffusion wave equation of the form (58) by introducing two variables to transform the original equation into a low-order system of equations. The stability and convergence were proved by the energy method with the convergence order O(∆t 3−γ + ∆x 2 ). Du et al. [2010] established an algorithm similar to [Sun & Wu, 2006] , the only difference is that the second-order spatial derivative in [Du et al., 2010] was discretized by a fourth-order approximation. Deng [2007a] considered the following time fractional Fokker-Planck equation
with the suitable initial and boundary conditions, 0 < γ < 1 and κ γ > 0. In his approach, the temporal discretization is similar to (48) except that the predictor is obtained by repeating procedures (52)- (54) with α = γ in (52) and
whereg k (s) is defined by (55). Both the first-order and second-order spatial derivatives in (83) were approximated by the second-order central FDMs, and he proved that the derived method was convergent with order O(∆t max{1+2γ,2} + ∆x 2 ) and conditionally stable. Scherer et al. [2008] proposed the explicit and implicit numerical methods for the fractional heat equation similar to (58) with the homogeneous initial conditions. They discretized the Caputo derivative by the Grünwald-Letnikov formula, and explored the stability, convergence and error behavior of the derived schemes. Ghazizadeh et al. [2010] developed two finite difference methods, namely an explicit predictorcorrector method and totally implicit method, for fractional Cattaneo equation. They first established the explicit predictor-corrector method for the following scalar time fractional equation
with zero initial conditions and 0 < γ < 1. The explicit predictor-corrector method is the fractional generalization of the well-known MacCormack scheme for solving hyperbolic equations. The derived predictor-corrector method is formulated as Predictor:
Corrector:
, and the variables with bar are predicted values calculated from (86). The above predictor-corrector method (86) and (87) is called Generalized MacCormack (GMcC) scheme. The stability for GMcC scheme was analyzed by Fourier method with f (u) = cu where c = const., and the corresponding CFL number was derived. They also extended GMcC scheme to systems of time-fractional conservation equations like (85), and discussed the stability of the derived scheme.
Finally, Ghazizadeh et al. [2010] established a fully implicit scheme for the following generalized Cattaneo equation
which can be written as
, and C D 1+γ 0,t u k j is defined by (37) (L2 method).
They got the experimental accuracy of the implicit scheme (89) and numerical tests suggested that the implicit method was unconditionally stable, but it has not been proven theoretically.
Space fractional equations
This section deals with the existing FDMs for onedimensional space FPDEs. Lynch et al. [2003] considered the following partial differential equations of fractional order (90) with suitable initial and boundary conditions, 1 ≤ γ ≤ 2. They established two schemes, namely an explicit scheme and a semi-implicit one, which can be formulated as follows Explicit scheme:
where w i is W i (orŴ i ) defined in (34) (or (35)), and
0,x is the L2 approximate operator defined by (34) or L2C approximate operator defined by (35) accordingly. They applied the two methods to three different types of problem to check the stability, efficiency and accuracy of the schemes, and found that the semi-implicit method was more effective than the explicit one, the L2 method was the most accurate for γ > 1.5, the L2C method was the most accurate for γ < 1.5, and around γ = 1.5 both methods had similar accuracy, which was accorded to the theoretical analysis. Liu et al. [2004] also adopted the L2 scheme to discretize the space-fractional Fokker-Plank equation. They transformed the original equation into a system of ODE which was solved by method of lines that was first introduced by Liu et al. [2004] . Shen and Liu [2005] proposed an explicit FDM based
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on the L2 scheme and method of lines to solve the space-fractional diffusion equation, they proved the explicit method was conditionally stable and convergent. Deng et al. [2004] discussed the numerical methods of the fractional advection-dispersion equation based on a three-point approximation for the fractional derivative and the shifted Grünwald-Letnikov formula. Meanwhile, they applied the von Neumann stability analysis to the established methods.
In [Meerschaert & Tadjeran, 2004] , two methods were proposed for the following space-fractional advection-dispersion equation (ADE)
with suitable initial and boundary conditions, and 1 < α ≤ 2. The methods read as
Meerschaert and Tadjeran proved that the explicit Euler method (λ = 1), the implicit Euler method (λ = 0) and the Crank-Nicolson method (λ = 1/2) for (93) with the spatial derivative discretized by the standard Grünwald-Letnikov formula (24) were all unconditionally unstable (in the classical ADE, the implicit Euler method and the Crank-Nicolson method are unconditionally stable), while the implicit Euler method and the Crank-Nicolson method with the spatial derivative discretized by the shifted Grünwald-Letnikov formula (26) were all unconditionally stable. Tadjeran et al. [2006] examined the CrankNicolson method for (93) with v(x) = 0 based on the shifted Grünwald-Letnikov formula (see (94), λ = 1/2, v i = 0). The derived Crank-Nicolson method is convergent with order O(∆t 2 + ∆x) and unconditionally stable, and they obtained the asymptotic expansion of the error estimate in spatial direction which was used as the theoretical basis to construct the second-order method both in time and space. Su et al. [2010] proposed a fractional weighted average finite difference method for (93) (v(x) and d(x) are replaced by v(x, t) and d(x, t), respectively) based on the shifted Grünwald-Letnikov formula (26)
They discussed the accuracy, consistency and stability of their method, and the results of stability analysis are similar to [Yuste, 2006] . considered the following two-sided space-fractional partial differential equation
with suitable initial and boundary conditions and 1 ≤ α ≤ 2. They established two methods, namely the explicit Euler method and the implicit Euler method, based on the shifted Grünwald-Letnikov formula (26) and (27) for (96) which can be written as
. (97) They proved that the explicit Euler method was conditionally stable and the implicit one was unconditionally stable. They also concluded that if the standard Grünwald-Letnikov formula was used in (97), the scheme was unstable. The stability results for the scheme (97) are a generalization and unification for the corresponding results in the classical parabolic (α = 2) and hyperbolic (α = 1) PDEs. Similar to , Su et al. [2009] established the fractional CrankNicolson scheme based on the shifted Grünwald-Letnikov formula (26) and (27) for the following 1230014-17
with the first-order spatial derivative discretized by the backward difference method, and their method was unconditionally stable and convergent with order O(∆t 2 + ∆x). Sousa [2009] also developed three difference methods (the upwind, central and Lax-Wendroff methods) based on the shifted Grünwald-Letnikov formula for (98). The derived numerical schemes can be seen as the generalizations of existing schemes for the integer-order advection diffusion equations. They proved that their methods were consistent, convergent of order one and conditionally stable by using von Neumann analysis and Fourier analysis. At the same time, the advantages and weaknesses of the three methods were analyzed. Ding et al. [2010] presented a class of weighted finite difference methods based on the shifted Grünwald-Letnikov formula for (98) with c + (x, t) = c + (x) and c − (x, t) = c − (x), the derived method is the same as (97) except that (c + ) k i and (c − ) k i are replaced by (c + ) i and (c − ) i respectively. They proved that the established method was convergent of order O(∆t + ∆x) except for the case λ = 1/2, whose accuracy in time was convergent with order O(∆t 2 ). The stability results are the same as [Yuste, 2006] . Liu et al. [2007a] presented a random walk model and an explicit FDM based on the shifted Grünwald-Letnikov formula for the numerical solution of the Lévy-Feller advection-dispersion equation
with suitable initial and boundary conditions, 1 < α ≤ 2, D α θ is the Riesz-Feller fractional derivative (in space) of order α and skewness of θ, which can be expressed by the linear combination of the left and right Riemann-Liouville differential operators. They proved that the presented method was conditionally stable and convergent of order one both in time and space.
In [Shen et al., 2008a] , a discrete random walk model, the explicit and implicit FDMs were proposed for the following Riesz fractional advectiondispersion equation (RFDE)
with suitable initial and boundary conditions, 1 < α ≤ 2, 0 < β < 1, and RZ D α x is the Riesz space derivative operator defined by (8). The Riesz derivative operator RZ D α x and RZ D β x are approximated by the shifted Grünwald-Letnikov formula and standard Grünwald-Letnikov formula respectively, the two FDMs can be written as
They proved both methods were convergent, the explicit one (λ = 1) was conditionally stable and the implicit one (λ = 0) was unconditionally stable. In (100), if K β = 0, then equation reduces to the Riesz fractional diffusion equation (RFDE). Yang et al. [2010a] first established three schemes for the RFDE with the space Riesz derivative approximated by the L2 scheme, the shifted Grünwald-Letnikov formula and Matrix transformed method respectively, such that the RFDE was transformed into a system of time ODEs which were solved by using a differential/algebraic solver [Brenan et al., 1989] . The same procedures were repeated to solve the RFADE (100) with the advection term RZ D β x u approximated by the L1 scheme and the standard Grünwald-Letnikov formula. They conducted enough experiments to demonstrate the effectiveness and convergence of the established methods.
Here, we especially mention that Wang et al. [2010] developed a fast FDM based on the shifted Grünwald-Letnikov formula for (96), which only requires storage of O(N ) and computational cost of O(N log 2 N ) while retaining the accuracy and property as the regular difference method that requires storage and computational cost of O(N 2 ) and O(N 3 ) respectively.
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Time-space fractional equations
This section displays the difference methods for time-space fractional equations. Liu et al. [2006] presented an implicit finite difference method for the space-time fractional diffusion equation of the form
with the Caputo derivative discretized by (36) (L1 method), and the Riemann-Liouville derivative discretized by the shifted Grünwald-Letnikov formula
They proved that the established scheme was unconditionally stable and convergent with order one. In [Yang et al., 2009b] , the time and spacesymmetric fractional diffusion equation similar to (102) was considered by Yang et al. [2009a] . They proposed two methods with the Caputo time fractional derivative approximated by the FDM and the Laplace transform method, the symmetric space fractional derivative was approximated by using the matrix transform method. They conducted numerical experiments to verify their methods. For the following space-time fractional advection-dispersion equation 
with suitable initial and boundary conditions, and Liu et al. [2007b] proposed an implicit scheme and an explicit scheme for (104). The implicit scheme can be obtained with the Caputo derivative approximated by (36), the Riemann-Liouville derivatives RL D β 0,x and RL D α 0,x approximated by the standard Grünwald-Letnikov formula and shifted Grünwald-Letnikov formula respectively
. (105) The explicit method can be derived from (105)
They proved that the two methods were convergent with order one both in time and space, the implicit one was unconditionally stable and the explicit one was conditionally stable. A similar idea is also adopted by Zhang [2009] to establish an implicit unconditionally and convergent scheme for the space-time fractional convection-diffusion equation. Shen et al. [2011] also established the explicit and implicit difference methods similar to (105) and (106) for the space-time Riesz-Caputo fractional advection-diffusion equation. They proved that the explicit method was conditionally stable and convergent of order one, and the implicit method was unconditionally stable and convergent of order O(∆t 2−γ + ∆x). At the same time, a Richardson extrapolation method was used to obtain higher-order accuracy and the short-memory principle was used to investigate the effect of the amount of computations for the established methods.
For the time-space fractional Fokker-Planck equation, Yang et al. [2009a] first considered the following Fokker-Planck equation
with suitable initial and boundary conditions, RZ D α x is the Riesz derivative operator defined by (8). Yang et al. [2009b] first adopted the L2 scheme, the shifted Grünwald-Letnikov formula and matrix transform method to transform (107) into a system of time FODE, then the fractional implicit trapezoidal method was used to solve the derived FODE. They checked the efficiency and accuracy of the algorithm by a numerical experiment. Yang et al. [2010a] also considered another form of the nonlinear time-space fractional FokkerPlanck equation as
1230014-19 is the Riesz derivative operator defined by (8).
They proposed a numerical method with the time fractional derivative approximated by (36) (L1 scheme), the space Riesz fractional derivative approximated by the shifted Grünwald-Letnikov formula and the first-order spatial derivative approximated by the backward difference scheme if V < 0 (otherwise, the forward difference scheme can be used if V > 0) with the nonlinear term dealt with explicitly. They proved that the established method was convergent with order O(∆t + ∆x) and conditionally stable under certain conditions.
In [Shen et al., 2008b] , a discrete random walk model based on an explicit finite difference approximation was proposed for the following time-space fractional diffusion equation of distributed order
with suitable initial and boundary conditions, 1 < α ≤ 2, 0 < β, γ < 1. The Riesz derivative operator was discretized as [Shen et al., 2008a] , for detailed information refer to [Shen et al., 2008b] .
Difference methods of high-dimensional FPDEs
In this section, we review some existing FDMs for two-and three-dimensional FPDEs. considered the following two-dimensional fractional diffusion equation (110) with the suitable initial and boundary conditions, 1 < α, β ≤ 2, d(x, y) > 0 and e(x, y) > 0.
They established an implicit Euler method based on the shifted Grünwald-Letnikov formula that can be written as
The above scheme (111) is unconditionally stable and convergent of order O(∆t + ∆x), while at each time step, a very large nonsparse linear system needs to be solved, which is computationally costly. In order to efficiently solve (111) without losing accuracy, an alternating direction implicit Euler method (ADI-Euler) was developed by which can be written as
Compared to (111), the derived ADI-Euler method (112) has the perturbation of order O(∆t 2 ), and is unconditionally stable under certain conditions. The ADI technique can convert the two-dimensional problem into several separate onedimensional ones, which can be solved in parallel. This technique is often adopted in the numerical schemes for higher-dimensional problems.
In [Tadjeran & Meerschaert, 2007] , the authors presented an ADI method for (110) with the time derivative discretized by a Crank-Nicolson method (ADI-CN), and the space fractional derivative discretized by the shifted Grünwald-Letnikov formula. The derived scheme can be written as
They proved that under certain conditions, the scheme (113) was consistent, unconditionally stable and convergent of order O(∆t 2 + ∆x + ∆y). Moreover, they also proved that the truncation error had the form O(∆t 2 )+KO(∆x)+MO(∆y)+O(∆x 2 )+ O(∆y 2 ), which is the theoretical basis for constructing the second-order method both in time and in space by the extrapolation method. Similar to (110), Chen and Liu [2008] proposed an implicit ADI-Euler method for the following two-dimensional fractional advection-dispersion equation
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with the suitable initial and boundary conditions,
The derived implicit ADI-Euler method is similar to (112), while the advection
y L ,y u are approximated by the standard Grünwald-Letnikov formulae. They proved that their method was convergent and unconditionally stable, meanwhile, they also adopted the extrapolation technique to improve the accuracy of their method as [Tadjeran & Meerschaert, 2007] . Zhuang and Liu [2007b] constructed an implicit finite difference method for the following twodimensional time fractional diffusion equation
with the suitable initial and boundary conditions, 0 < γ < 1, a(x, y, t) > 0, b(x, y, t) > 0. The established scheme can be written as
where C D γ 0,t is the approximate operator defined by (36) (L1 scheme). They proved that the derived scheme (116) was unconditionally stable and convergent of order O(∆t + ∆x 2 + ∆y 2 ). Brunner et al. [2010] also considered (115) with a(x, y, t) = 1, b(x, y, t) = 1, and they proposed an algorithm that coupled an adaptive time stepping and adaptive spatial basis selection approach. Chen et al. [2008a] considered the twodimensional Rayleigh-Stokes problem for a heated generalized second grade fluid with time fractional derivative model with a nonhomogeneous term
with the suitable initial and boundary conditions, and 0 < γ < 1, κ 1 , κ 2 , κ 3 , κ 4 are positive constants.
The time fractional derivative was approximated by the standard Grünwald-Letnikov formula, Chen et al. [2008a] established two methods for (117) which can be written as
where λ = 1 corresponds to the explicit method and λ = 0 corresponds to the implicit one. They proved that the two methods (118) were L 2 -convergent with order O(∆t + ∆x 2 + ∆y 2 ), the explicit method was conditionally stable and the implicit one was unconditionally stable. Chen et al. [2010d] proposed two methods for the following two-dimensional time fractional diffusion equation which can be seen as a modification of (115)
The two methods, namely the implicit method and the explicit one, can be written as
where RL D 1−γ 0,t is defined by (31), that is, the time fractional derivative is approximated by the L1 scheme. They proved that the two methods were L 2 -convergent with order O(∆t + ∆x 2 + ∆y 2 ), the explicit method was conditionally stable, and the implicit one was unconditionally stable. Meanwhile, the multivariate extrapolation was investigated to improve the accuracy of the derived methods.
For the two-dimensional time-space fractional equations, Zhuang and Liu [2007a] proposed an implicit method for the following time-space fractional diffusion equation
with the suitable initial and boundary conditions, 1 < α, β ≤ 2, 0 < γ ≤ 1. In their method, the time fractional derivative was approximated by (36), and the two space fractional derivatives were approximated by the shifted Grünwald-Letnikov formula. They proved that their method was unconditionally stable and convergent with order O(∆t + ∆x + ∆y).
For the three-dimensional problems, Liu et al. [2008] first considered the noncontinued seepage flow in uniform media of the form
The spatial fractional derivatives are approximated by the shifted Grünwald-Letnikov formula, Liu et al. [2008] proposed an implicit scheme which can be written as
In order to improve the efficiency of the established scheme (123), a fractional ADI scheme with the same accuracy as (123) was constructed, which can be written in the following operator form
In real computation, another equivalent efficient factored form of (124) was presented by Liu et al. [2008, (see (2.8 )-(2.10))]. They proved that the fractional ADI scheme (124) and its equivalent form were unconditionally stable, consistent and convergent of order O(∆t + ∆x + ∆y + ∆z) by the Fourier method. Then Liu et al. [2008] also established an ADI scheme based on the classical Douglas scheme for the continued seepage flow in uniform media, and the derived scheme was also unconditionally stable, consistent and convergent of order O(∆t 2 + ∆x + ∆y + ∆z). They utilized the Richardson extrapolation technique to improve the space accuracy of the derived method based on the theory in .
In [Chen & Liu, 2009] , the authors established an implicit method for the following three-dimensional space Galilei invariant fractional advection-diffusion equation
with the suitable initial and boundary conditions, 0 < γ < 1, κ 1 , κ 2 , κ 3 , κ γ , κ γ ,κ γ are positive constants. The time fractional derivative is approximated by the standard Grünwald-Letnikov formula, Chen and Liu [2009] established the following numerical scheme
They proved that the above scheme (126) was solvable, L 2 -convergent of order O(∆t + ∆x 2 + ∆y 2 + ∆z 2 ), and unconditionally stable by using Fourier method. Meanwhile, the Richardson extrapolation technique was adopted to improve the accuracy of the derived method, which was verified by the numerical experiment.
Finite Methods for the Variable-Order FPDEs
In this section, we review some numerical methods for the variable-order FPDEs. In real world, the behavior of some diffusion processes in response to temperature changes may be better described by using variable-order equations [Lorenzo & Hartley, 2002] . Lorenzo and Hartley presented the concept of variable-order fractional integration and differentiation [Lorenzo & Hartley, 2002] , for more definitions and numerical approximations to the variable-order fractional derivatives, refer to [Valério & Costa, 2011] .
Here we just introduce one case of definitions of variable-order Grünwald-Letnikov, RiemannLiouville and Caputo derivatives. Definitions of left variable-order Grünwald-Letnikov and Caputo fractional derivatives of f (t) with fractional order α(t) can be obtained from (2) and (6) by replacing α with α(t) in (2) and (6) The right variable-order Grünwald-Letnikov, Riemann-Liouville and Caputo derivatives can be defined accordingly, see [Zhuang et al., 2009] .
The definitions for the variable-order derivatives in this paper can be seen as a direct extension of the constant-order fractional derivative, so that the relationships (such as (9)) also exist for variableorder derivatives. The left and right variable-order Riemann-Liouville derivatives can be approximated by the shifted Grünwald formulae for variable-order derivative, which are similar to (26) and (27) respectively, for detailed information refer to [Zhuang et al., 2009; Valério & Costa, 2011] . Now, we introduce the existing FDMs for the variable-order FPDEs, which were mainly achieved by Liu and his coauthors [Zhuang et al., 2009; Chen et al., 2010a Chen et al., , 2010b Chen et al., , 2010c . Zhuang et al. [2009] 
with the suitable initial and boundary conditions, κ(x, t), ν(x, t) > 0 and RZ D α(t) t is the variable-order Riesz derivative of order α(t) which can be derived from (8) by replacing α with α(t).
The derived method was similar to (94), which can be written as
is the approximate operator of
, which can be defined similarly as the Riesz derivative operator for constant-variable derivative based on the shifted Riesz formula. They proved that the two derived methods were both convergent of order one, the explicit method (λ = 1) was conditionally stable and the implicit one (λ = 0) was unconditionally stable. Moveover, they also presented a fractional method of lines, a matrix transfer technique, and an extrapolation method for Eq. (128). Lin et al. [2009] proposed an explicit stable finite difference method of order one for the variable-order nonlinear fractional diffusion equation of the form (128) with κ(x, t) = 0, the derived method can be seen as a special case of (129) with λ = 1, κ k i = 0. In 2010, Chen et al. [2010a] proposed a numerical scheme with first-order temporal accuracy and fourth-order spatial accuracy for the variable-order anomalous subdiffusion equation, which can be derived from (57) with γ replaced by γ(x, t). The derived method was unconditionally stable, which can be seen as a generalization of the numerical method proposed by Cui [2009] . Meanwhile, another improved numerical scheme with secondorder temporal accuracy and fourth-order spatial accuracy was also proposed by Chen et al. [2010a] . Chen et al. [2010c] also proposed two methods for the following two-dimensional variable-order 
with the suitable initial and boundary conditions, κ 1 , κ 2 > 0. The variable-order fractional derivative was approximated by the Grünwald formula, the two derived numerical methods are similar to (64), which can be seen as an extension from onedimensional problem (57) to the two-dimensional case. They proved the two methods were convergent of order one, the explicit method was conditionally stable and the implicit one was unconditionally stable by Fourier method.
The variable-order fractional derivative was approximated by the Grünwald formula for the variable-order derivative, the first and second spatial derivatives were approximated by the second central difference method with the nonlinear term treated explicitly, Chen et al. [2010b] proposed a numerical scheme for the following variable-order Galilei advection diffusion equation with a nonlinear source term:
with the suitable initial and boundary conditions, 0 < γ min ≤ γ(x, t) ≤ γ max < 1 and κ, κ γ > 0. They proved the derived method was unconditionally stable, at the same time, another numerical method was developed to improve the temporal accuracy of the numerical method.
Remark 6.1. Recently, the technique of the FDMs for variable-order FDEs are mainly achieved by Liu and his co-operators, and these methods are mainly based on the definition of the variable-order derivative.
Conclusion and Remark
In this paper, we present a survey on the FDMs for the FODEs and the time, space and time-space FPDEs which characterizes anomalous diffusion or dispersion with one, two and three dimensions. They include the fractional diffusion equations, the fractional advection-diffusion equations, the fractional advection-dispersion equations, the fractional reaction-diffusion equations and the fractional Fokker-Planck type equations, and so on.
From the publications available, the FDMs and their numerical analysis (convergence and stability) for FPDEs mainly focus on the linear cases, where the classical analysis technique such as von Neumann stability analysis, Fourier method and energy method are extended to the numerical analysis of FPDEs. Some of the existing FDMs can be seen as the generalizations of the numerical methods for classical equations. At the same time, some techniques, such as Richard extrapolation method, ADI methods and the short memory principal, are adopted to try to reduce the computational cost and storage of the established schemes. However, the short memory principal is not a better choice for simulating the dynamical behaviors such as limit cycle and chaotic attractors. It should be noted that the studies for linear cases are very rich. However, very limited work has been done for nonlinear ones. To investigate the efficient numerical methods for nonlinear FDEs is a long-term duty.
