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Abstract
In [M. Dettweiler, S. Reiter, An algorithm of Katz and its application to the inverse Galois problem,
J. Symbolic Comput. 30 (2000) 761–798], a purely algebraic analogon of Katz’ middle convolution functor
(see [N.M. Katz, Rigid Local Systems, Ann. of Math. Stud., vol. 139, Princeton University Press, 1997])
is given. In this paper, we find an explicit Riemann–Hilbert correspondence for this functor. This leads to
a construction algorithm for differential systems which correspond to rigid local systems on the punctured
affine line via the Riemann–Hilbert correspondence.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Let D be a complex ordinary differential equation of order n or, equivalently, a linear system
of differential equations of rank n. Let T = {x1, . . . , xr} ⊆ C denote the set of finite singularities
of D and let γ be a closed path in X = C \ T . Analytic continuation of a fundamental matrix F
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2 M. Dettweiler, S. Reiter / Journal of Algebra 318 (2007) 1–24of D along γ transforms F into F · A, with A ∈ GLn(C) uniquely determined. One calls A the
monodromy matrix of D with respect to γ . In other words, if F denotes the local system on X,
formed by the solutions of D, then A describes the monodromy of F along γ . Since Riemann’s
investigations on the hypergeometric equations [11], the use of monodromy is one of the most
powerful tools in the investigation of integrable differential equations.
It is known (see Deligne [4]) that any local system on the punctured affine line corresponds
to a linear differential system having only regular singularities (the Riemann–Hilbert correspon-
dence).
It is a basic fact, already used by Riemann, that the solutions of the hypergeometric differ-
ential equations give rise to a physically rigid local system, see [9, Introduction]. This means
essentially, that the global behaviour of the solutions under analytic continuation is determined
by the local behaviour at the singularities (including ∞). Let us call linear differential systems
with this property rigid differential systems. Such differential systems are widely studied and are
important in many branches of mathematics and physics, see [1,6,8,9,12,14], and the references
therein.
A description of all irreducible and physically rigid local systems on the punctured affine line
was given by Katz [9]. The main tool therefore is a middle convolution functor on the category of
perverse sheaves, [9, Chapter 5]. This functor is denoted by MCχ , for χ a one-dimensional rep-
resentation of π1(Gm). It preserves important properties of local systems (respectively perverse
sheaves) like the index of rigidity and irreducibility, but in general, MCχ changes the rank and
the monodromy group. As an application, Katz shows that any irreducible rigid local system on
the punctured affine line is connected to a one-dimensional local system by an iterative applica-
tion of middle convolutions MCχi and scalar multiplications. Since these steps can be inverted,
this leads to an existence algorithm for rigid local systems in terms of the local monodromies,
[9, Chapter 6].
In [5], the authors give a purely algebraic analogon of the functor MCχ (the construction is
reviewed in Section 2). This functor is a functor of the category of modules of the free group Fr
on r generators to itself. It depends on a scalar λ ∈ C× and is denoted by MCλ. It is proved in [5,
Section 4], that the functor MCλ has analogous properties to the properties of MCχ . Since every
rigid local system on the punctured affine line corresponds to a linearly rigid tuple of invertible
matrices (see [5] for the definition of a linearly rigid tuple and [9, Chapter 1]), one reobtains
Katz’ existence algorithm for rigid local systems, see [9, Section 4].
Using MCλ, Crawley-Boevey [3] gives a direct criterion (in terms of the Jordan canonical
forms) for the existence of linearly rigid tuples. Since the effect of MCλ on the matrices in
each step of the existence algorithm is explicitly given, one obtains a construction algorithm for
linearly rigid tuples. Consequently, one obtains a construction algorithm for rigid local systems
on the punctured affine line.
In [5, Appendix A], an additive version of Katz’ functor is defined. It depends on a scalar
μ ∈ C and is denoted by mcμ. By definition, mcμ is nothing else then a transformation of tuples
of matrices
(a1, . . . , ar ) ∈
(
C
n×n)r → mcμ(a1, . . . , ar ) ∈ (Cm×m)r .
Any choice of elements x1, . . . , xr ∈ C, together with a tuple of matrices a := (a1, . . . , ar ) ∈
(Cn×n)r , yields a Fuchsian system
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r∑
i=1
ai
x − xi Y.
It is easy to see, that any Fuchsian system has only regular singularities.
Then, mcμ translates into a transformation of Fuchsian systems, sending Da to Dmcμ(a).
This transformation will be called the middle convolution of Fuchsian systems. The tuple of
monodromy generators of Da will be denoted by Mon(Da) (see Section 3.2). One obtains the
following result, see Theorem 4.7:
Theorem 1.1. Let μ ∈ C \Z, λ = e2πiμ and a := (a1, . . . , ar ), ai ∈ Cn×n, such that Mon(Da) =
(A1, . . . ,Ar) ∈ GLn(C)r . Assume that
rk(ai) = rk(Ai − 1), rk(a1 + · · · + ar +μ) = rk(λ ·A1 · · ·Ar − 1)
and that 〈A1, . . . ,Ar 〉 generates an irreducible subgroup of GLn(C) such that at least two ele-
ments Ai are = 1. Then
Mon
(
Dmcμ−1(a)
)= MCλ(Mon(Da)).
From Theorem 1.1, one obtains an algorithm for rigid differential systems, see Section 5. This
is done by applying Theorem 1.1 in each step of the construction algorithm. As a byproduct,
one obtains integral expressions for the solutions of these Fuchsian systems. Compare to the
work of Haraoka and Yokoyama [7,13] who use a different approach (in the case of semisimple
monodromy) to obtain rigid differential systems and integral expression of such solutions.
In the sequel of this paper, the authors give a cohomological interpretation of MCλ which leads
to new differential systems for which the Grothendieck–Katz p-curvature conjecture holds.
2. Definition and properties of the middle convolution functor MCλ
In this section, we recall the algebraic construction of the multiplicative version of the con-
volution functor defined in [5]. We actually consider a slight modification of the multiplicative
version of the convolution. This modification is just of formal nature and due to the topological
setup used in the later sections.
We will use the following notations and conventions throughout the paper: Let K be a field
and G a group. The category of finite-dimensional left-G-modules is denoted by Mod(K[G]).
Mostly, we do not distinguish notationally between an element of Mod(K[G]) and its underlying
vector space. Let V be an element Mod(K[G]) corresponding to a representation ρ :G → GL(V )
and W a K vector space such that one has a perfect pairing
〈 , 〉 :W × V → K.
Then W turns into a G-module, where g acts via the unique linear transformation ρ∨(g) such that
〈ρ∨(g)w,ρ(g)v〉 = 〈w,v〉 for all w ∈ W and all v ∈ V . We refer to W as the dual module of V
with respect to 〈 , 〉 and often denote it V ∨. If for g ∈ G, the linear transformation ρ(g) is a given
element A ∈ GL(V ), then we write A∨ ∈ GL(W) for ρ∨(g). Given a tuple A = (A1, . . . ,Ar) ∈
GL(V )r , we set Ar+1 := A1 · · ·Ar .
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Let Fr denote the free group on r generators f1, . . . , fr . An element in Mod(K[Fr ]) is viewed
as a pair (A,V ), where V is a vector space over K and A = (A1, . . . ,Ar) is an element of
GL(V )r such that fi acts on V via Ai , i = 1, . . . , r . For (A,V ) ∈ Mod(K[Fr ]), where A =
(A1, . . . ,Ar) ∈ GL(V )r , and λ ∈ K× one can construct an element (Cλ(A),V r) ∈ Mod(K[Fr ]),
Cλ(A) = (B1, . . . ,Br) ∈ GL(V r)r , as follows: For k = 1, . . . , r , Bk maps a vector (v1, . . . , vr )tr
∈ V r to
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
1 0 . . . 0
. . .
1
λ(A1 − 1) . . . λ(Ak−1 − 1) λAk (Ak+1 − 1) . . . (Ar − 1)
1
. . .
0 . . . 0 1
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛
⎜⎜⎜⎜⎜⎝
v1
...
...
...
vr
⎞
⎟⎟⎟⎟⎟⎠ .
We set Cλ(A) := (B1, . . . ,Br). There are the following 〈B1, . . . ,Br 〉-invariant subspaces
of V r :
Kk =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
...
0
ker(Ak − 1)
0
...
0
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
(kth entry), k = 1, . . . , r,
and
L=
r⋂
k=1
ker(Bk − 1) = ker(B1 · · ·Br − 1).
Let K :=⊕ri=1Ki .
If λ = 1, then
L=
〈⎛
⎜⎜⎝
A2 · · ·Arv
A3 · · ·Arv
...
v
⎞
⎟⎟⎠
∣∣∣ v ∈ ker(λ ·A1 · · ·Ar − 1)
〉
and
K+L=K⊕L.
Definition 2.1. Let V = (A,V ) ∈ Mod(K[Fr ]).
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(ii) Let MCλ(A) := (B˜1, . . . , B˜r ) ∈ GL(V r/(K + L))r , where B˜k is induced by the action of
Bk on V
r/(K + L). The K[Fr ]-module MCλ(V ) := (MCλ(A),V r/(K + L)) is called the
middle convolution of (A1, . . . ,Ar) with λ.
Remark. In [5], we use the same construction, with the difference that the kth block row of Bk
is (
(A1 − 1), . . . , (Ak−1 − 1), λAk,λ(Ak+1 − 1), . . . , λ(Ar − 1)
)
.
2.2. Properties of MCλ
Let V → V ′ be a morphism of Fr -modules. This clearly induces a morphism Cλ(V ) →
Cλ(V
′). Since the subspaces K and L of Cλ(V ) are mapped to their corresponding subspaces K′
and L′ of Cλ(V ′) this induces a morphism MCλ(V ) → MCλ(V ′). The following proposition is
easy to prove, compare to [5, Proposition 2.6 and Lemma 2.8]:
Proposition 2.2. Let λ ∈ K×. The transformation V → MCλ(V ) (respectively V → Cλ(V )) is
a covariant, endexact (i.e., it preserves injections and surjections), functor of Mod(K[Fr ]) to
itself.
Definition 2.3. Let V = (A,V ) ∈ Mod(K[Fr ]), where A = (A1, . . . ,Ar) ∈ GL(V )r . We say
that V (respectively A) satisfies (∗) if
⋂
j =i
ker(Aj − 1)∩ ker(τAi − 1) = 0, i = 1, . . . , r, ∀τ ∈ K×.
Let Ui (τ ) :=∑j =i im(Aj − 1)+ im(τAi − 1), i = 1, . . . , r , τ ∈ K×. We say that V satisfies
(∗∗) if
dim
(Ui (τ ))= dim(V ), i = 1, . . . , r, ∀τ ∈ K×.
Remark. The conditions (∗) and (∗∗) say, that V has no 1-dimensional factors and/or submod-
ules with the property that only one (or none) of the Ai acts non-trivially.
Theorem 2.4. Let V = (A,V ) ∈ Mod(K[Fr ]), where A = (A1, . . . ,Ar) ∈ GL(V )r and λ ∈ K×.
(i) If λ = 1, then
dim
(
MCλ(V )
)= r∑
k=1
rk(Ak − 1)−
(
dim(V )− rk(λ ·A1 . . .Ar − 1)
)
.
(ii) If λ1, λ2 ∈ K× such that λ1λ2 = λ and (∗) and (∗∗) hold for V , then
MCλ2 MCλ1(V ) ∼= MCλ(V ).
(iii) Under the assumptions of (ii), if V is irreducible, then MCλ(V ) is irreducible.
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Q1, . . . ,Qr−1 of Br act in the following way on tuples (g1, . . . , gr ) ∈ Gr (where G is a
group):
Qi(g1, . . . , gr ) =
(
g1, . . . , gi−1, gigi+1g−1i , gi, gi+2, . . . , gr
)
, i = 1, . . . , r − 1.
For any Q ∈ Br there exists a B ∈ GL(V r/(K+L)) such that
MCλ
(
Q(A)
)= Q(MCλ(A))B,
where B acts via component-wise conjugation.
(v) Let K = C, λ ∈ C a root of unity and σ the complex conjugation. Then
MCλσ
(
Aσ
)= MCλ(A)σ .
Especially, if 〈A1, . . . ,Ar 〉 respects an hermitian form, then 〈B˜1, . . . , B˜r 〉 (where
MCλ(A) = (B˜1, . . . , B˜r )) respects an hermitian form.
(vi) Let the characteristic of K be different from 2 and MC−1(A) = (B˜1, . . . , B˜r ). If
〈A1, . . . ,Ar 〉 respects an orthogonal (respectively symplectic) form, then 〈B˜1, . . . , B˜r 〉 re-
spects a symplectic (respectively orthogonal) form.
Proof. (i)–(iv) follow analogously to [5, Lemma 2.7, Lemma A.4, Theorem 3.5, Corollary 3.6
and Theorem 5.1] (in this order). The claims (v) and (vi) follow from Lemma 2.5 below. 
Remark. The Jordan canonical forms of B˜k can be computed as in [9, Chapter 6] (using [5,
Lemma 4.1]).
Lemma 2.5. Let A = (A1, . . . ,Ar), Ak ∈ GLn(K), λ ∈ K× and Cλ(A) = (B1, . . . ,Bk). Let G
be an invariant form under Ai , i.e. Atri GAi = G, i = 1, . . . , r . Then
B trk HBk = H, k = 1, . . . , r,
where
Hi,i = Gλ1/2
(
A−1i − 1
)(
Ai − λ−1
)
and
Hi,j = Gλ−1/2
(
A−1i − 1
)
(Aj − 1), if i < j,
Hi,j = Gλ1/2
(
A−1i − 1
)
(Aj − 1), if i > j.
A Jordan block of eigenvalue α ∈ K¯ and of length l is denoted by J(α, l). The following
lemma is a consequence of [5, Lemma 4.1]:
Lemma 2.6. Let V = (A,V ) ∈ Mod(K[Fr ]), where A = (A1, . . . ,Ar) ∈ GL(V )r such that A
satisfies (∗) and (∗∗). Let λ ∈ K× and MCλ(A) = (B˜1, . . . , B˜r ).
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block J(αλ, l′) to the Jordan decomposition of B˜i , where
l′ :=
⎧⎨
⎩
l, if α = 1, λ−1,
l − 1, if α = 1,
l + 1, if α = λ−1.
The only other Jordan blocks which occur in the Jordan decomposition of B˜i are blocks of
the form J(1,1).
(ii) Every Jordan block J(α, l) occurring in the Jordan decomposition of Ar+1 contributes a
Jordan block J(αλ, l′) to the Jordan decomposition of B˜r+1, where
l′ :=
⎧⎨
⎩
l, if α = 1, λ−1,
l + 1, if α = 1,
l − 1, if α = λ−1.
The only other Jordan blocks which occur in the Jordan decomposition of B˜r+1 are blocks
of the form J(λ,1).
3. The middle convolution transformation mcμ of Fuchsian systems
3.1. Definition of mcμ for tuples of matrices
In this section we recall the additive convolution as given in [5, Appendix A].
Let K be any field and a = (a1, . . . , ar ), ak ∈ Kn×n. For μ ∈ K one can define blockmatrices
bk , k = 1, . . . , r , as follows:
bk :=
⎛
⎜⎜⎜⎜⎜⎝
0 . . . 0
. . .
a1 . . . ak−1 ak +μ ak+1 . . . ar
. . .
0 . . . 0
⎞
⎟⎟⎟⎟⎟⎠ ∈ K
nr×nr ,
where bk is zero outside the kth block row.
There are the following left-〈b1, . . . , br 〉-invariant subspaces of the column vector space Knr
(with the tautological action of 〈b1, . . . , br 〉):
kk =
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
...
0
ker(ak)
0
...
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
(kth entry), k = 1, . . . , r,0
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l =
r⋂
k=1
ker(bk) = ker(b1 + · · · + br).
Let k :=⊕rk=1 kk .
If μ = 0 then
l =
〈⎛
⎝v...
v
⎞
⎠ ∣∣∣ v ∈ ker(a1 + · · · + ar +μ)
〉
and
k + l = k ⊕ l.
We fix an isomorphism I between Knr/(k + l) and Km.
Definition 3.1. We call cμ(a) := (b1, . . . , br ) the (additive version of the) convolution of a =
(a1, . . . , ar ) with μ. The tuple of matrices mcμ := (b˜1, . . . , b˜r ) ∈ Km×m, where b˜i is induced by
the action of bi on Km ( Knr/(k+ l)), is called the (additive version of the) middle convolution
of a with μ.
3.2. The definition of mcμ for Fuchsian systems and monodromy of differential systems
Let T := {x1, . . . , xr}, X := C \ T and c := (c1, . . . , cr ), ci ∈ Ck×k . The Fuchsian system
Y ′ =
r∑
i=1
ci
x − xi Y
is denoted by Dc.
Definition 3.2. Let a := (a1, . . . , ar ), ai ∈ Cn×n, and μ ∈ C. The Fuchsian system Dcμ(a) (re-
spectively Dmcμ(a)) is called the convolution (respectively middle convolution) of Da with μ.
Let γ1, . . . , γr+1 be a homotopy base of π1(X,o), D a linear system of differential equations
which has no singularities in X and F a fundamental system of D, consisting of functions which
are defined in a small neighbourhood of o. Analytic continuation of F along γi transforms F
into F · Mon(γi). We call the tuple
Mon(D) := (Mon(γ1), . . . ,Mon(γr ))
the tuple of monodromy generators of D with respect to F and γ1, . . . , γr .
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(i) An element γi ∈ π1(X,o) acts (via Mon(γi)) from the right on the vector space S spanned
by the rows of the fundamental system F of D. Let F denote the local system F formed by
the solutions of D (locally at o given by the columns of F ) and fix the isomorphism
Fo → Cn, fi(o) → ei,
where fi denotes the ith column of F and ei is the ith standard vector of Cn. Then the
monodromy of F with respect to γ is given by the same matrix Mon(γi) acting from the
left on F0  Cn.
(ii) As a factor system of Dcμ(a), the middle convolution Dmcμ(a), mcμ(a) ∈ (Cm×m)r , can be
constructed by a base change, transforming a basis of k + l to the first nr − m standard
vectors, and cutting out the m × m-block matrices corresponding to the last m entries. The
same construction applies for a fundamental matrix of Dcμ(a). We say that a matrix whose
columns are solutions of Dcμ(a) (not necessarily a fundamental matrix of Dcμ(a)) gives rise
to a fundamental matrix of Dmcμ(a), if the resulting matrix under the above construction of
transforming and cutting out is a fundamental matrix of Dmcμ(a).
(iii) It is often useful to consider an equivalent definition of Dcμ(a). Let T denote the diagonal
matrix
diag(x1, . . . , x1, x2, . . . , x2, . . . , xr , . . . , xr ) ∈ GLnr (C),
where each xi occurs n times. Then the convolution equation Dcμ(a) is equivalent to
(y − T ) · d
dy
Z(y) =
r∑
k=1
bk ·Z(y),
where Z(y) = (z1(y), . . . , znr (y))tr and cμ((a1, . . . , ar )) = (b1, . . . , br ).
4. Compatibility of MCλ and mcμ
In this section we relate the additive version of the convolution to the multiplicative version
(Section 4.3).
4.1. The underlying topological setup
We fix a finite set T := {x1, . . . , xr} ⊆ C such that xi = xj for i = j , and set X := C \ T .
Let W be a topological space and I := [0,1]. A path in W is a continuous map γ : I → W . If
γ1, γ2 are paths in W such that the endpoint of γ2 coincides with the initial point of γ1, then their
product is denoted by γ1γ2. If γ is a closed path in W with initial point w0, then γ ∈ π1(W,w0)
will also denote the corresponding homotopy class.
Let T = {x1, . . . , xr} ⊆ C, X := C \ T and
E := {(x, y) ∈ C2 ∣∣ x, y = xi, i = 1, . . . , r, x = y}.
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Fig. 2. The generators of π1(X,y0).
The second projection p2 :E → X is a locally trivial fibration. The fibre over y is denoted
by X(y0) and is via the first projection identified with X \ {y0}. The long exact sequences of
homotopy groups, associated to locally trivial fibrations, lead then to a split exact sequence
1 → π1
(
X(y0), x0
)→ π1(E, (x0, y0))→ π1(X,y0) → 1.
We define generators α1, . . . , αr+1 of π1(X(y0), x0) (respectively generators β1, . . . , βr of
π1(X,y0)) according to Figs. 1 and 2.
The action of π1(X,y0) on π1(X(y0), x0) in the above split exact sequence can be seen as
follows: We think of αi and βk as loops in E (by embedding the base minus x0 and the fibre
into E), then βkαi := βkαiβ−1k becomes a loop in E and it is in the kernel of the second arrow
of the exact sequence, therefore it has a unique inverse image under the first arrow; this defines
βkαi as an element of the fundamental group of the fibre. This gives us an action of π1(X,y0) on
π1(X(y0), x0).
We claim that for k = 1, . . . , r the following formula holds:
(
βkα1, . . . ,
βkαr+1
)= (α1, . . . , αk−1, ααr+1k , α[αk,αr+1]k+1 , . . . , α[αk,αr+1]r , ααkαr+1r+1 ), (1)
where ααr+1k = α−1r+1αkαr+1, α[αk,αr+1]k+1 = ([αk,αr+1])−1αk+1[αk,αr+1], and so on. Formula (1)
can be deduced using the following arguments: In order to compute βkαi one may just look how
αi gets deformed in X(y0) when y0 = y0(t) goes around the loop βk . The fact that βkαi = αi for
i < k is obvious since in that case αi and βk do not intersect. Next, for i = k it is rather easy to
see from Figs. 1 and 2 that βkαk = α−1r+1αkαr+1. Now, consider the loop αkαr+1. It is equivalent
in π1(X(y0), x0) to a loop encircling βk , therefore it is not deformed under the action of βk , i.e.
βkαk
βkαr+1 = βk (αkαr+1) = αkαr+1.
This allows us to compute βkαr+1. Similarly, for k < i < r + 1 a loop αkαiαr+1 is equivalent to
a loop encircling βk , thus it is not deformed and
βkαk
βkαi
βkαr+1 = αkαiαr+1.
Modulo what we already know, this gives us βkαi .
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We continue in the notation of the previous section.
A commutator
[αi,αj ] = α−1i α−1j αiαj
is called a Pochhammer contour. Pochhammer contours are widely used in the theory of ordinary
differential equations, see [8,10] and [14].
Definition 4.1. Let μ ∈ C, g := (gi,j ) be a matrix whose entries gi,j are (multi-valued) functions
which are holomorphic on X. The path αr+1 encircles an open neighbourhood U of y0. The
matrix valued function
I
μ
[αr+1,αi ](g)(y) :=
∫
[αr+1,αi ]
g(x)(y − x)μ−1 dx, y ∈ U,
is called the Euler transform of g with respect to [αr+1, αi] and μ.
The next lemma shows that the Euler transformation is compatible with the convolution:
Lemma 4.2. Let a := (a1, . . . , ar ), ai ∈ Cn×n, and μ1,μ2 ∈ C. If g(x) is a solution of Dcμ1 (a),
then Iμ2[αr+1,αi ](g)(y) is a solution for Dcμ1+μ2 (a), where y is contained in an open neighbourhood
of y0 which is encircled by αr+1.
Proof. Let cμ1+μ2(a) = (b1, . . . , br ). We show that Iμ2[αr+1,αi ](g)(y) satisfies the differential
equation
(y − T ) · d
dy
(
Z(y)
)= r∑
k=1
bk ·Z(y),
(see Remark 3.3(iii)) which is equivalent to Dcμ1+μ2 (a). In the following, we omit the subscript[αr+1, αi] at the integral sign. For y ∈ U ,
(y − T )d(I
μ2
[αr+1,αi ](g))
dy
= (y − T )
∫
d
dy
g(x)(y − x)μ2−1 dx
=
∫ (
(y − x)+ (x − T ))( d
dy
g(x)(y − x)μ2−1
)
dx
= (μ2 − 1)Iμ2[αr+1,αi ](g)(y)
+ (μ2 − 1)
∫
(x − T )g(x)(y − x)μ2−2 dx, (2)
where one is allowed to differentiate under the integration sign since [αr+1, αi] is compact. Since
the monodromy of (x − T )g(x)(y − x)μ2−1 along the path αr+1 is scalar, the multivalued func-
tion (x − T )g(x)(y − x)μ2−1 in x has the same value at the starting point and the end point of
the Pochhammer cycle [αr+1, αi]. Therefore,
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∫
d
dx
(x − T )g(x)(y − x)μ2−1 dx
=
∫
g(x)(y − x)μ2−1 dx
+
∫
(x − T )g′(x)(y − x)μ2−1 dx
− (μ2 − 1)
∫
(x − T )g(x)(y − x)μ2−2 dx. (3)
Therefore
(μ2 − 1)
∫
(x − T )g(x)(y − x)μ2−2 dx =
∫
g(x)(y − x)μ2−1 dx
+
∫
(x − T )g′(x)(y − x)μ2−1 dx.
Using the last equality and the assumption, one sees from Remark 3.3(iii) that
(y − T )d(I
μ2
[αr+1,αi ](g))
dy
= (μ2 − 1)Iμ2[αr+1,αi ](g)+ I
μ2
[αr+1,αi ](g)
+
∫
(x − T )g′(x)(y − x)μ2−1 dx
=
(
r∑
k=1
bk
)
I
μ2
[αr+1,αi ](g)(y). 
In the following, F denotes a fundamental system of a Fuchsian system Da and
G(x) :=
⎛
⎝F(x)(x − x1)
−1
...
F (x)(x − xr)−1
⎞
⎠ .
The next results will be used in the proof of Theorem 4.7:
Lemma 4.3.
(i) The columns of G are solutions of Dc−1(a).
(ii) Iμ[αr+1,αi ](G) = I
μ
αi (G)(1 − e2πiμ)− Iμαr+1(G)(1 − Mon(αi)).
Proof. The first assertion follows from a straightforward computation. The second assertion
follows from the definition of [αr+1, αi], using the effect of the monodromy on the integrand,
see [8, Chapter 18]. 
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(i) If μ is a positive integer, then
I
μ
[αr+1,αi ](G) = 0.
(ii) If μ = 0 or a negative integer, then
I
μ
[αr+1,αi ](G) =
2πi
−μ!G
(−μ)(y)
(−1 + Mon(αi)).
Proof. The claims follow from the above lemma and Cauchy’s integral formula. 
Lemma 4.5. Let Y ′ =∑ ai
x−xi Y be a Fuchsian system with a non-trivial monodromy group and
μ /∈ Z. Then there exits an i and a solution f (x) such that
∫
[αr+1,αi ]
f (x)
x − xi (y − x)
μ−1 dx = 0.
Proof. We can assume that we have non-trivial monodromy at xr = 0. We remark from the start
that all the series expansions in x − xr (i.e. in x since xr = 0) will be assumed convergent in the
region containing the whole contour of integration. (This can be done without loss of generality,
since we only need to prove that the integral is non-zero as a function of y, so are allowed to
deform the contour.)
If the monodromy is not unipotent then we can find an entry
g(x) = xα
∞∑
j=0
xja(j), α /∈ Z, a(0) = 0
of a solution f (x) near x1. Then
I
μ
[αr+1,αr ](g) =
∞∑
j=0
a(j)
∫
[αr+1,αr ]
xα+j (y − x)μ−1 dx.
Using similar arguments as in [14, Chapter IV], one can prove that
∫
[αr+1,αr ]
xα+j (y − x)μ−1 dx = yα+j+μβ(α + i,μ),
where β(α+ i,μ) = 0, if α+ i, μ /∈ Z. In the case of non-trivial unipotent monodromy at xr = 0,
there exists a solution which has an entry g(x) = h0(x) + log(x)h1(x) near 0, where h0, h1 are
meromorphic at 0 and h1 = 0 (see [8, 16.3]). Since the integration path [αr+1, αr ] is compact,
one can differentiate under the integration sign, in order to obtain
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dy
∫
[αr+1,αr ]
(
h0(x)+ log(x)h1(x)
)
(y − x)μ−1 dx
= (μ− 1)
∫
[αr+1,αr ]
(
h0(x)+ log(x)h1(x)
)
(y − x)μ−2 dx. (4)
If
∫
[αr+1,αr ](h0(x)+ log(x)h1(x))(y − x)μ−1 dx = 0, then (4) implies that∫ (
h0(x)+ log(x)h1(x)
)
(y − x)μ−2 dx = 0, (5)
so that
0 =
∫
[αr+1,αr ]
(
h0(x)+ log(x)h1(x)
)
(y − x)μ−1 dx
=
∫
[αr+1,αr ]
(
h0(x)+ log(x)h1(x)
)
(y − x)(y − x)μ−2 dx
= y
∫
[αr+1,αr ]
(
h0(x)+ log(x)h1(x)
)
(y − x)μ−2 dx
−
∫
[αr+1,αr ]
x
(
h0(x)+ log(x)h1(x)
)
(y − x)μ−2 dx
=
∫
[αr+1,αr ]
x
(
h0(x)+ log(x)h1(x)
)
(y − x)μ−2 dx,
where the vanishing of the term y
∫
(h0(x)+ log(x)h1(x))(y − x)μ−2 dx in last equality follows
from (5). Consequently, if we can show that for some k ∈ N,∫
[αr+1,αr ]
xk
(
h0(x)+ log(x)h1(x)
)
(y − x)μ−(1+k) dx = 0, (6)
then ∫
[αr+1,αr ]
(
h0(x)+ log(x)h1(x)
)
(y − x)μ−1 dx = 0 (7)
and the theorem is proved. Let k  0 so that h′0(x) = xkh0(x) and h′1(x) = xkh1(x) are holo-
morphic at 0 and let μ′ = μ− k. Since h′0 is holomorphic at 0, we have∫
[α ,α ]
h′0(x)(y − x)μ
′−1 dx = 0.
r+1 r
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∫
[αr+1,αr ]
log(x)h′1(x)(y − x)μ
′−1 dx
=
∫
αr+1
log(x)h′1(x)(y − x)μ
′−1 dx −
∫
αr+1
(
log(x)+ 2πi)h′1(x)(y − x)μ′−1 dx
+ (e2πiμ′ − 1)∫
αr
log(x)h′1(x)(y − x)μ
′−1 dx
= −2πi
∫
αr+1
h′1(x)(y − x)μ
′−1 dx + (e2πiμ′ − 1)∫
αr
log(x)h′1(x)(y − x)μ
′−1 dx.
The formula
∫
xn log(x) dx = 1
(n+ 1)2 x
n+1((n+ 1) log(x)− 1), n ∈ N,
and the fact that h′1 is holomorphic at 0 imply that
∫
αr
log(x)h′1(x)(y − x)μ
′−1 dx = 2πi
x′0∫
0
h′1(x)(y − x)μ
′−1 dx,
where x′0 denotes the starting point of Pochhammer contour which is assumed to be real and
positive. Further, we can assume that y is real and that x′0 < y. Then,
∫
αr+1
h′1(x)(y − x)μ
′−1 dx = (1 − e2πiμ′)
y∫
x′0
h′1(x)(y − x)μ
′−1 dx.
By combining the last equations and the above expression for
∫
[αr+1,αr ] log(x)h
′
1(x)(y −
x)μ
′−1 dx, one obtains
∫
[αr+1,αr ]
log(x)h′1(x)(y − x)μ
′−1 dx = 2πi(e2πiμ′ − 1)
y∫
0
h′1(x)(y − x)μ
′−1 dx.
That the right-hand side of the last formula does not vanish identically can be seen by looking
at the power series expansion of h′1 at y. Thus we have shown that the inequality in (6) holds,
which proves (7) and thus the claim. 
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In the notation of the preceding sections. Let a := (a1, . . . , ar ), ai ∈ Cn×n. Let F be a funda-
mental matrix of the Fuchsian system Da : Y ′ =∑ aix−xi Y and
G(x) :=
⎛
⎝F(x)(x − x1)
−1
...
F (x)(x − xr)−1
⎞
⎠ . (8)
Definition 4.6. Let μ ∈ C. The matrix
Iμ := Iμ(y) := (Iμ[αr+1,α1](G)(y), . . . , Iμ[αr+1,αr ](G)(y))
is called the period matrix.
The next theorem shows the relation between the additive and multiplicative versions of the
convolution:
Theorem 4.7. Let a := (a1, . . . , ar ), ai ∈ Cn×n, Mon(Da) = (A1, . . . ,Ar) ∈ GLn(C)r its tuple
of monodromy generators, μ ∈ C \ Z and λ := e2πiμ. If the generated subgroup 〈A1, . . . ,Ar 〉 is
an irreducible subgroup of GLn(C) and if at least two elements of A1, . . . ,Ar are = 1, then the
following statements hold:
(i) The columns of the period matrix Iμ(y) are solutions of Dcμ−1(a), where y is contained in
a small open neighbourhood U of y0.
(ii) For vi ∈ ker(Ai − 1), i = 1, . . . , r , (respectively v ∈ ker(A1 · · ·Arλ − 1)) assume that the
residues of (y − x)μ−1G(x)vi at xi (respectively the residues of (y − x)μ−1G(x)v at ∞)
is not identically zero. Then the period matrix Iμ(y), y ∈ U , is a fundamental matrix of
Dcμ−1(a). Further, the tuple of monodromy generators of Dcμ−1(a) with respect to Iμ(y) and
the paths β1, . . . , βr is Cλ(Mon(Da)), i.e.,
Mon(Dcμ−1(a)) = Cλ
(
Mon(Da)
)
.
(iii) Assume that
rk(ai) = rk(Ai − 1) and rk(a1 + · · · + ar +μ) = rk(λ ·A1 · · ·Ar − 1).
The matrix Iμ(y) gives rise to a fundamental matrix ˜Iμ(y), y ∈ U , of the system Dmcμ−1(a)
(see Remark 3.3(ii)). The tuple of monodromy generators of Dmcμ−1(a) with respect to ˜Iμ(y)
and the paths β1, . . . , βr is MCλ(Mon(Da)), i.e.,
Mon(Dmcμ−1(a)) = MCλ
(
Mon(Da)
)
.
Remark 4.8.
(a) It follows from the proof that one can weaken the assumptions of Theorem 4.7 such that tuple
(A1, . . . ,Ar) fulfils the conditions (∗) and (∗∗) of Section 2.2 instead of the irreducibility
and non-triviality condition on A1, . . . ,Ar .
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to (the local system corresponding to) MCλ(A1, . . . ,Ar) is a factor system of Dmcμ−1(a).
Proof of Theorem 4.7(i). This follows from Lemmas 4.2 and 4.3(i). 
Proof of Theorem 4.7(ii). Let G(x) be as in (8) above. For any path α in C \ {x1, . . . , xr , y0} let
I˜ μ(α) :=
∫
α
G(x)(y − x)μ−1 dx,
where the integration is componentwise. We claim that analytic continuation along the path βk
transforms the matrix function I˜ μ([αr+1, αi])(y) into I˜ μ([βkαr+1, βkαi])(y), where the action
of βk on αi is as defined in Section 4.1, so
(
βkα1, . . . ,
βkαr+1
)= (α1, . . . , αk−1, ααr+1k , α[αk,αr+1]k+1 , . . . , α[αk,αr+1]r , ααkαr+1r+1 ) (9)
by the formula (1) in Section 4.1. This can be seen using the following arguments: The analytic
continuation of I˜ μ(α)(y) in y consists of moving y0 along a path β(t), t ∈ [0,1] in X and de-
forming the contour of integration α appropriately so it stays in X(y0). We can think of that as
a family αt of loops αt (s), s ∈ [0,1], all based at x0. At the beginning we have α0 = α and after
completing a loop β(t), we arrive at some α1 = α′ ∈ π1(X(y0), x0). Now, this family of loops
αt (s) gives us a map f : [0,1] × [0,1] → C2 which sends (t, s) to (β(t), αt (s)). By construc-
tion, its image is contained in E ⊂ C2. The boundary {0} × [0,1], {1} × [0,1], [0,1] × {0} and
[0,1] × {1} is mapped according to α, α′, β and β , respectively. As a result, we get that the loop
α−1β−1α′β is contractible in E, therefore α′ = βαβ−1. Thus, the result coincides with the action
of β on α defined in Section 4.1.
By the properties of the path integral, one has
I˜ μ(α · β) = I˜ μ(α) · Mon(β)+ I˜ μ(β), (10)
where Mon(β) denotes the monodromy transformation of the matrix function G(x) which is
induced by β . Equation (10) and Mon(αr+1) = λ ∈ GLn(C) imply
I˜ μ
(
α[αr+1, β]
)= I˜ μ(α)+ I˜ μ([αr+1, β])Mon() (11)
for all α,β,  ∈ π1(C \ {x1, . . . , xr , y0}, x0), and
I˜ μ
(
α−1
)= −I˜ μ(α)Mon(α)−1. (12)
If i < k, then formula (9) together with (11) and (12) yield
I˜ μ
([
βkαr+1, βkαi
])= I˜ μ([ααkαr+1r+1 , αi])
= I˜ μ(α−1r+1[αk,αr+1]α−1i [αr+1, αk]αr+1αi)
= I˜ μ([αr+1, αk])λ(Ai − 1)+ I˜ μ([αr+1, αi]).
If i = k, then by formula (9)
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([
βkαr+1, βkαk
])= I˜ μ([ααkαr+1r+1 , ααr+1k ])
= I˜ μ(α−1r+1α−1k [αr+1, αk]αkαr+1)
= I˜ μ[αr+1, αk]Akλ,
where in the last equation we have used (11) and I˜ μ(1) = 0. If i > k, then by formula (9)
I˜ μ
([
βkαr+1, βkαi
])= I˜ μ([ααkαr+1r+1 , α[αk,αr+1]i ])
= I˜ μ([αr+1, αk])(Ai − 1)+ I˜ μ([αr+1, αi]).
This proves that the monodromy transformation
Iμ = (I˜ μ([αr+1, α1]), . . . , I˜ μ([αr+1, αr ]))
→ (I˜ μ([βkαr+1, βkα1]), . . . , I˜ μ([βkαr+1, βkαr]))
is indeed given by the matrix Bk , where
Cλ(A1, . . . ,Ar) = (B1, . . . ,Br).
In order to prove (ii), it remains to prove that the columns of Iμ(y) form a fundamental set of
solutions. This follows from the lemmata below.
Consider the vector space of solutions J := Iμ(y) · Cnr , with y in a small neighbourhood
of y0. Let further Ki ,K and L be as in Section 2.1 and Kˆi := Iμ(y) · Ki , Kˆ := Iμ(y) · K and
Lˆ := Iμ(y) ·L.
Lemma 4.9. The kernel of the map
Iμ :Cnr → J, (v1, . . . , vr )tr → Iμ(y) · (v1, . . . , vr )tr
is a 〈Bk : k = 1, . . . , r〉-module.
Proof. If Iμv = 0, then IμBkv = 0. 
If G = (gi,j (t)) is a vector valued function which is componentwise meromorphic a xk , then
Resxk (G) denotes the vector of residues (Resxk (gi,j (t))).
Lemma 4.10. Let μ /∈ Z. Then the functions in Kˆi (respectively Lˆ) have at most a singularity
at xi (respectively ∞). Moreover,
(i) Kˆi =
〈
Resxi
(
(y − x)μ−1G(x)v) ∣∣ v ∈ ker(Ai − 1)〉
for i = 1, . . . , r .
(ii) Lˆ= 〈Res∞((y − x)μ−1G(x)v) ∣∣ v ∈ ker(A1 · · ·Arλ− 1)〉.
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Kˆi = IμKi = Iμ[αr+1,αi ]
(
G(x)
)
ker(Ai − 1)
= Iμαi
(
G(x)
)
ker(Ai − 1)
by Lemma 4.3. The claim follows from Cauchy’s integral formula since G(x)v (as matrix valued
function in x) is meromorphic at xi for v ∈ ker(Ai − 1).
(ii) Using Lemma 4.3 one easily sees that
Lˆ= Iμ[αr+1,α∞]
(
G(x)
)
ker(A1 · · ·Arλ− 1),
where α∞ = α1 · · ·αr+1. Using the same arguments as in (i) the claim follows. 
Corollary 4.11. One has
Kˆ+ Lˆ=
⊕
i
Kˆi ⊕ Lˆ
as a left-〈B1, . . . ,Br 〉-module.
Lemma 4.12. If the conditions (∗) and (∗∗) of Section 2.2 hold for Mon(Da) = (A1, . . . ,Ar),
then
ker
(
Iμ
)
K+L.
Proof. Assume that ker(Iμ) K+L. Let
O  V1  · · · Vk = V
be a composition series of V = Cn as a module over 〈A1, . . . ,Ar 〉. Let further V ri be the corre-
sponding (diagonal) subspace of V r = Cnr and V˜i := V ri +K+L mod K+L. It follows from
Theorem 2.4(iii), and [5, Lemma 2.8], that
O  V˜1  · · · V˜k = V r/(K+L)
is a composition series of V r/(K + L) (as a module over 〈B1, . . . ,Br 〉). Since ker(Iμ) is a
〈B1, . . . ,Br 〉-module, there exists a module W  V over 〈A1, . . . ,Ar 〉 such that Wr +K+L
ker(Iμ) + K + L. We assume that W is minimal and non-trivial. By minimality, (∗) and (∗∗)
also hold for W , see [5, proof of Corollary 3.6].
Property (∗∗) for W implies that
Iμ(y)(Bi − 1)Wr = Iμ(y)
⎛
⎜⎜⎜⎜⎝
0
...
W
...
⎞
⎟⎟⎟⎟⎠ (ith entry). (13)0
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Iμ(y)
⎛
⎝w1...
wr
⎞
⎠=
(
r∑
k=1
gk
)
+ g∞,
where w1, . . . ,wr ∈ W and gi ∈ Kˆi (respectively g∞ ∈ Lˆ), by Lemma 4.10. Using the mon-
odromy around xi we get
Iμ(y)Bi
⎛
⎝w1...
wr
⎞
⎠=
(∑
k =i
gk
)
+ g∞ + λgi.
Subtracting theses equalities one obtains Iμ(y)(Bi − 1)Wr  Kˆi and (together with Eq. (13))
Iμ(y)(Bi − 1)Wr = Iμ(y)
⎛
⎜⎜⎜⎜⎝
0
...
W
...
0
⎞
⎟⎟⎟⎟⎠ Kˆi .
Using the description of Kˆi in terms of functions, one sees that for j = 1, . . . , r , j = i,
Iμ(y)(Bj − 1)
⎛
⎜⎜⎜⎜⎝
0
...
W
...
0
⎞
⎟⎟⎟⎟⎠= Iμ(y)
⎛
⎜⎜⎜⎜⎜⎝
0
...
(Ai − 1)W
...
0
⎞
⎟⎟⎟⎟⎟⎠= 0,
where the expression on the right-hand side of the first equality is zero outside the j th block
entry. Similarly one obtains
Iμ(y)(Bi − λ)
⎛
⎜⎜⎜⎜⎝
0
...
W
...
0
⎞
⎟⎟⎟⎟⎠= Iμ(y)
⎛
⎜⎜⎜⎜⎜⎝
0
...
(Ai − 1)W
...
0
⎞
⎟⎟⎟⎟⎟⎠= 0.
Since (∗∗) holds for W , a block-wise argument shows that
Wr  ker
(
Iμ
)
. (14)
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⋂r
i=1 ker(Ai |W −1) = 0 (property (∗)), we can find an i ∈ {1, . . . , r}
and a solution f in F · W (where F is a fundamental system of Da), such that f has non-trivial
monodromy at xi . The Euler transform
g := Iμ[αr+1,αi ]
((
f
x − x1 , . . . ,
f
x − xr
)tr)
is a solution of Dcμ−1(a). Lemma 4.5 implies then that g is not identically zero. This gives a
contradiction to Eq. (14), so W = 0 and the claim follows. 
Finish of the proof of (ii): It follows from the assumptions on the residues and Lemmata 4.10
and 4.11 that dim(Kˆ) = dim(K) and dim(Lˆ) = dim(L). It follows then from Lemma 4.12 that
the columns of Iμ(y) are linearly independent. 
Proof of Theorem 4.7(iii). This follows from dimension reasons (using the rank-conditions)
and Lemma 4.12. 
5. Rigid local systems and Fuchsian systems
In this section we give a construction algorithm for Fuchsian systems corresponding to irre-
ducible rigid local systems under the Riemann–Hilbert correspondence.
For Ω = (ω1, . . . ,ωr) ∈ (K×)r , the scalar multiplication with Ω
GLn(K)r → GLn(K)r , (A1, . . . ,Ar) → (ω1A1, . . . ,ωrAr)
is denoted by MΩ . The corresponding effect on local systems on the r-punctured affine line is
also denoted by MΩ . Similarly, for Δ = (δ1, . . . , δr ) ∈ Kr , the scalar addition with Δ(
Kn×n
)r → (Kn×n)r , (a1, . . . , ar ) → (a1 + δ1, . . . , ar + δr )
is denoted by mΔ. The corresponding effect on Fuchsian systems is also denoted by mΔ.
LetF be a complex irreducible (physically) rigid local system. By the results of [9, Chapter 6],
and [5, Chapter 4], one can construct F by applying iteratively a suitable sequence of scalar mul-
tiplications MΩi and middle convolutions MCχj to a one-dimensional local system F0. It is well
known that any complex local system F of rank n on the punctured affine line corresponds (after
choosing a base of the stalk Fx0 and suitable homotopy base) to a tuple of elements of GLn(C).
If F is physically rigid in the sense of [9], then the corresponding tuple of elements is a linearly
rigid tuple in the sense of [5, Section 4]. From the results of [5, Section 4], one can derive a
construction algorithm for linearly rigid tuples (thus for rigid local systems), see the Introduction
to this paper.
We want to show that there exists a “parallel” algorithm on the level of Fuchsian systems.
This will be a consequence of Theorem 4.7, by applying Theorem 4.7(iii) to each step of the
construction algorithm. The only thing one has to take care of, is to choose the scalar additions
(modulo Z) and μ that the rank condition of Theorem 4.7(iii) is fulfilled in every step. This is
made possible by the following procedure:
Remember that J(α,n), α ∈ C, n ∈ N, denotes a Jordan block of length n, where n is possibly
zero. We write J (α1, n1) ⊕ · · · ⊕ J (αk,nk) for a block matrix in GLn1+···+nk (C) which is in
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then J (A) denotes a Jordan canonical form of A and Ev(A) its set of eigenvalues. Remember
also our convention that if A = (A1, . . . ,Ar) ∈ GLn(C)r , then Ar+1 := A1 · · ·Ar , and that if
a = (a1, . . . , ar ) ∈ (Cn×n)r , then ar+1 := a1 + · · · + ar .
Let a := (a1, . . . , ar ), ai ∈ Cn×n, with corresponding Fuchsian system Da: Y ′ =∑ri=1 aix−xi Y .
Suppose that its tuple of monodromy generators Mon(Da) = (A1, . . . ,Ar) ∈ GLn(C)r generates
an irreducible subgroup 〈A1, . . . ,Ar 〉 of GLn(C) such that at least two elements of A1, . . . ,Ar
are = 1. Let further 1 = λ ∈ C× and MCλ(A) = (B˜1, . . . , B˜r ), B˜i ∈ GLm(C). By Theorem 2.4(i),
one has m =∑ri=1 rk(Ai − 1)+ rk(λAr+1 − 1)− n.
For i = 1, . . . , r + 1, let
J(Ai) =
⊕
α∈Ev(Ai)
(
J
(
α,nα1
)⊕ · · · ⊕ J(α,nαkα )), nα1  nα2  · · · nαkα > 0.
Then, by Lemma 2.6,
J(B˜i) =
⊕
α∈Ev(Ai),α =1,1/λ
(
J
(
λα,nα1
)⊕ · · · ⊕ J(λα,nαkα ))
⊕
1∈Ev(Ai)
(
J
(
λ,n11 − 1
)⊕ · · · ⊕ J(λ,n1k1 − 1))
⊕
1/λ∈Ev(Ai)
(
J
(
1, n1/λ1 + 1
)⊕ · · · ⊕ J(1, n1/λk1/λ + 1))
⊕ J(1,1)⊕ · · · ⊕ J(1,1), i = 1, . . . , r, (15)
and
J(B˜r+1) =
⊕
α∈Ev(Ai),α =1,1/λ
(
J
(
λα,nα1
)⊕ · · · ⊕ J(λα,nαkα ))
⊕
1/λ∈Ev(Ar+1)
(
J
(
1, n1/λ1 − 1
)⊕ · · · ⊕ J(1, n1/λk1/λ − 1))
⊕
1∈Ev(Ar+1)
(
J
(
λ,n11 + 1
)⊕ · · · ⊕ J(λ,n1k1 + 1))
⊕ J(λ,1)⊕ · · · ⊕ J(λ,1). (16)
For i = 1, . . . , r + 1 and μ ∈ C, let
J(ai) =
⊕
a∈Ev(ai )
(
J
(
a, na1
)⊕ · · · ⊕ J(a, naka)), na1  na2  · · · nakα > 0.
Let mcμ(a) = (b˜1, . . . , b˜r ), b˜i ∈ Cm′×m′ , m′ = ∑ri=1 rk(ai) + rk(ar+1 + μ) − n. Using com-
pletely analogous arguments as for MCλ one obtains
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⊕
a∈Ev(ai ),a=0,−μ
(
J
(
μ+ a, na1
)⊕ · · · ⊕ J(μ+ a, naka))
⊕
0∈Ev(ai )
(
J
(
μ,n01 − 1
)⊕ · · · ⊕ J(μ,n0k0 − 1))
⊕
−μ∈Ev(ai )
(
J
(
0, n−μ1 + 1
)⊕ · · · ⊕ J(0, n−μk−μ + 1))
⊕ J(0,1)⊕ · · · ⊕ J(0,1), i = 1, . . . , r, (17)
and
J(b˜r+1) =
⊕
a∈Ev(ai ),a=0,−μ
(
J
(
μ+ a, na1
)⊕ · · · ⊕ J(μ+ a, naka))
⊕
−μ∈Ev(ar+1)
(
J
(
0, n−μ1 − 1
)⊕ · · · ⊕ J(0, n−μk−μ − 1))
⊕
0∈Ev(ar+1)
(
J
(
μ,n01 + 1
)⊕ · · · ⊕ J(μ,n0k0 + 1))
⊕ J(μ,1)⊕ · · · ⊕ J(μ,1). (18)
For i = 1, . . . , r + 1, one has
J(ai) =
⊕
α∈{e2πia|a∈Ev(ai )}
(
Jd1(α)⊕ · · · ⊕ Jdxα (α)
)
,
where Jdk (α) =
⊕
z∈Z J(a + z,na+zk ) (remember that na1  na2  . . .  nakα ). By construction,
Jd1(α), . . . ,Jdxα (α) have one common eigenvalue.
It is now easily verified, that for any choice of A := (A1, . . . ,Ar) ∈ GLn(C)r and 1 = λ ∈ C×
it is possible to fulfil the following
Hypothesis 5.1. Let A ∈ GLn(C)r and a ∈ (Cn×n)r be as above. We say that (A,a) satisfies
(HYP) if there is a bijection between the Jordan blocks of Ai having eigenvalue αi,j and the set
{Jd1(αi,j ), . . . ,Jdxαi,j (αi,j )} for i = 1, . . . , r + 1.
One can easily verify (using Eqs. (15)–(18)), that if (A,a) satisfy the Hypothesis 5.1, then
there exist μ1, . . . ,μr ∈ Z and μ ∈ C such that (MCλ(A),mcμ(a1 + μ1, . . . , ar + μr)) again
satisfies (HYP).
By (HYP) we find for each ai an element μi ∈ Z such that rk(Ai − 1) = rk(ai + μi). (It is
obvious that this operation has no effect on the monodromy.) Let a′ = (a1 + μ1, . . . , ar + μr).
Again by (HYP) there is an element μ ∈ C such that rk(λAr+1 − 1) = rk(a′r+1 + μ). Hence
MCλ(A),mcμ(a′) are tuples of matrices in the same dimension and fulfil again (HYP). As an
immediate consequence one sees (again using Eqs. (16)–(18)), that if the pair (A,a) fulfils the
conditions of Theorem 4.7(iii) and (HYP), then (MCλ(A),mcμ(a)) again fulfil the conditions of
Theorem 4.7(iii) and (HYP).
24 M. Dettweiler, S. Reiter / Journal of Algebra 318 (2007) 1–24Since (HYP) is true in dimension one, the multiplicative construction algorithm and Theo-
rem 4.7 give rise to an algorithm on the level of Fuchsian systems by choosing in every step of
Katz algorithm the occurring scalars in the additive case suitably. By the construction of mcμ,
it is clear that everything can be done in an algorithmic way and is easily implemented on the
computer. Moreover, one obtains the sections of the local system F in a concrete way as iterated
integrals, compare to [7] and [13].
Remark. By Crawley-Boevey’s solution of the additive Deligne–Simpson problem (see [2]) the
rigid tuples of complex matrices having sum ≡ 0 are known and, by the additive Katz’ existence
algorithm (see [5, Appendix A]), these tuples can be constructed similar to the above construc-
tion.
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