In the field of natural language processing, combining multiple pre-trained word embeddings has become a viable approach to improve word representations. However, there is still a lack of understanding of why such improvements can be achieved. In this paper, we investigate this issue by firstly proposing a novel word meta-embedding method. The proposed method tends to disentangle common and individual information from different word embeddings and learns representations for both. Based on the proposed method, we then carry out a systematic evaluation to provide a perspective on how common and individual information contributes to different tasks. Our intrinsic evaluation results suggest that common information is critical for word-level representations in terms of word similarity and relatedness. While, based on natural language inference, our extrinsic evaluation results show that common and individual information plays different roles and can complement each other. Further, both intrinsic and extrinsic evaluations reveal that explicitly separating common and individual information is beneficial for learning word meta-embeddings.
I. INTRODUCTION
Word representation is one of fundamental topics in Natural Language Processing (NLP). Many methods have been proposed to learn dense vector representations of words [1] - [4] and successfully applied in various tasks such as language modeling [5] and text classification [6] .
To improve the performance on specific tasks, incorporating multiple pre-trained word embeddings has been proposed. For example, Luo et al. [7] devised a two-side multimodal neural network to learn a robust word embedding from multiple data sources. The work shows that integrating multiple word embeddings can lead to a better performance than employing them individually in terms of search ranking and word similarity.
Recently, an approach called ''word meta-embedding'' has gained much attraction [8] - [10] . Instead of directly improving the performance on specific tasks, these methods attempt
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to combine different pre-trained word embeddings to produce good word representations. Word meta-embeddings have two obvious advantages over source embeddings. 1 Firstly, they generally contain much richer information than any source embedding. Secondly, this approach can take the union over source embeddings' vocabularies and obtain larger vocabulary than any source embedding.
The advantage of meta-embeddings over source embeddings has been shown on various NLP tasks. However, the key question remains open: why meta-embeddings can improve the performance on these tasks? In this paper, we propose a novel meta-embedding learning method, which allows us to closely examine this question. We hypothesize that the first step for meta-embeddings is to recognize the commonalities among source embeddings and their respective individualities. Therefore, we separate meta-embedding into common and individual part. The common part contains information that is captured by all source embeddings, while the individual part consists of information that is unique to each source embedding and is interchangeable with each other when switching source embeddings. By doing so, the proposed method can bring two key benefits:
• Interpretability: The method could be used to shed light on what roles different information plays on wordlevel as well as downstream tasks, thus allowing us to speculate why meta-embeddings work.
• Representation: The method opens opportunities to flexibly produce meta-embeddings, either considering common or different individual information. Both intrinsic and extrinsic evaluations have been carried out to see how different information contributes to different tasks. The intrinsic evaluation results show that common information can achieve statistically significant improvements over source embeddings in terms of word similarity and relatedness, while complementary information 2 performs poorly itself and helps little when adding to common information. This highlights that common information is critical for word-level representations. While, based on Natural Language Inference (NLI), our extrinsic evaluation results suggest that the effectiveness of different information depends on the models used. Common information is helpful for attention-based models, which rely on word alignment. Meanwhile, individual information can preserve specific features and provide complementary information, therefore suiting to particular models. Combining common and complementary information can take advantages of both and achieve better performance than employing them individually.
II. RELATED WORK
Employing multiple word representations has become a popular approach to deal with NLP. Yin and Schütze [11] and Zhang et al. [12] devised multi-channel Convolutional Neural Networks (CNN) for sentence classification by combining multiple word embeddings. Miyamoto and Cho [13] utilized a gating mechanism to dynamically mix word-level and character-level representations for language models. Kiela et al. [14] took advantage of a self-attention mechanism to adaptively select word embeddings depending on the data, domains and tasks.
The word representations in above methods are all adapted directly for downstream tasks, while our method is related to meta-embedding methods, which learn word embeddings based on pre-trained word embeddings. In this direction, Yin and Schütze [8] proposed a model called ''1TON'', which treats different source embeddings as projections of the same meta-embedding and transfers information from source embeddings to meta-embedding. They also show that concatenation and Singular Value Decomposition (SVD) are effective to produce meta-embeddings.
Coates and Bollegala [15] empirically justified that the average of word embeddings can appropriate the same information as their concatenation. Bao and Bollegala [10] employed an autoencoder framework and represented meta-embeddings with encoded embeddings. Bollegala et al. [9] considered the difference in local neighborhoods of source embeddings, and proposed a locally linear meta-embedding model. The model works by firstly reconstructing words from their k-nearest neighbors in all source embeddings, then employing the reconstruction weights to produce meta-embeddings.
Additionally, our method is also related to knowledge distillation, which transfers knowledge from large ensembles to small single ones. Some related works are as follows. Hinton et al. [16] devised a network distillation method, which distilled knowledge from an ensemble of pre-trained networks into a single network. While, Wang et al. [17] introduced a dataset distillation method, in which the model is kept fixed and the knowledge is distilled from a large training dataset into a small one. Our method proposed in this paper distills semantical and syntactic information captured in a variety of source embeddings into meta-embeddings.
III. PROPOSED METHOD
In this section, we present the proposed common and individual meta-embedding method.
Considering the diversity of source embeddings, we divide the information carried by source embeddings into two categories: common and complementary information. Common information refers to the information that is shared by all source embeddings, while complementary information is composed of individual information, which is exclusively captured by each source embedding. Correspondingly, two types of meta-embeddings are used in the proposed method: common meta-embedding (CME) and individual meta-embedding (IME). CME focuses on distilling common information from source embeddings, while IMEs aim at managing the difference among source embeddings.
Given n source embeddings, we denote them as S 1 , · · · , S n , corresponding dimensionality as d s 1 , · · · , d s n , and vocabularies as V 1 , · · · , V n . We also denote CME as C, IMEs as P 1 , · · · , P n , and corresponding dimensionality as
The proposed method learns meta-embeddings in a similar way as in knowledge distillation, i.e., taking source embeddings as the targets and meta-embeddings as the inputs, and distilling information from source embeddings to metaembeddings. The process is illustrated in Fig. 1 . To generate a source embedding vector s k i for word w i , both CME vector c i and corresponding IME vector p k i are required, since both of them contain partial information for s k i . Specifically, in the proposed method, c i and p k i are firstly composed into an intermediate representation, which is supposed to contain all information needed for s k i . In particular, we employ concatenation as the composition strategy since it does not lose information from meta-embeddings and has no limitations on their dimensions:
where [; ] represents the concatenation operator. The concatenated vector z k i is then projected into the corresponding vector space by a transformation matrix:
where W k ∈ R d s k ×(d c +d p k ) is the transformation matrix, and s k i ∈ R d s k is the generated vector in corresponding vector space.
The training objective is to minimize the sum of squared Euclidean distance between the generated vectors and source embedding vectors for all words in the overlapping vocabulary and in all source embedding sets. Specifically, the objective function is defined as:
where λ k is the objective factor used to control the importance of corresponding source embedding, and l 2 is the coefficient controlling L 2 regularization.
Note that the above proposed method can be directly used to learn CME for all words in the joint vocabulary of source embeddings, and to learn IMEs for words in corresponding source embeddings.
IV. EXPERIMENTAL SETTINGS
In this section, we describe source embeddings, baselines, evaluation benchmarks and training details.
A. SOURCE EMBEDDINGS
We learn meta-embeddings with the following five source embeddings, which have been widely used in previous studies [8] , [9] .
HLBL: Word vectors are learned using a hierarchical neural language model with a carefully constructed hierarchy over words [18] .
Huang: Word vectors are learned using a recursive neural network that incorporates both local and global (document level) context features 3 [19] .
GloVe: Word vectors are trained on aggregated global word-word co-occurrence statistics from a corpus based on a global log-bilinear regression model 4 [2] .
CW: Word vectors are learned via a multitask learning technique 5 [21] .
CBOW: Word vectors are learned using a continuous bagof-words model 6 [1] . Following previous works [8] , [9] , we discard phrase embeddings in CBOW.
The above source embeddings are trained on different corpora and have different dimensionalities, as summarized in Table. 1. In this paper, we focus on investigating the roles of different information on different tasks and learn metaembeddings on the overlapping vocabulary only, which has 35,965 words.
B. BASELINES
We compare our method with the following baselines, including two nonparametric models, three autoencoder-based models, and the 1TON model. CONC: This model takes the concatenation of all source embeddings as meta-embedding. Source embeddings are L 2 normalized before concatenation so that they contribute equally when measuring the similarity. In line with prior works, we find that unweighted concatenation is outperformed by weighted ones. Thus, we consider the weighted concatenation and deploy the weight setting used in [8] , i.e., weight 8 for GloVe and CBOW, and weight 1 for the rest. AVG: This model takes the average of source embeddings instead of concatenation as meta-embedding. The same preprocess procedure as in CONC is used. Following [15] , we zero-pad source embeddings to the same dimension (i.e., 300) before averaging.
AEMEs: Three AutoEncoder-based Meta-Embedding (AEME) models proposed in [10] have also been used as baselines. They yield meta-embeddings with the encoded embeddings but differ from each other in the representations of meta-embeddings and reconstructions for source embeddings. Both Decoupled AEME (DAEME) and Concatenated AEME (CAEME) concatenate the encoded embeddings as meta-embeddings. DAEME reconstructs each source embedding from its corresponding encoded embedding, whereas CAEME reconstructs all source embeddings from the metaembedding. Averaged AEME (AAEME) uses the same reconstruction strategy as CAEME but represents metaembedding as the average of encoded embeddings. 1TON: This model can be derived as a special case of our proposed method, where the dimensionality of IMEs is 0. In other words, the model does not differentiate between common and individual information.
We exclude the locally linear meta-embedding model proposed in [9] for comparison as its performance highly depends on the neighbors of words. Our preliminary experiments on the overlapping vocabulary show that this model could not yield good-performing meta-embedding. The recent DME method proposed in [14] is also not considered for comparison since the meta-embeddings in this method are learned dynamically and directly for downstream tasks but not outputted as general word embeddings.
C. EVALUATION BENCHMARKS
We evaluate the learned meta-embeddings both intrinsically and extrinsically.
1) INTRINSIC EVALUATION
For intrinsic evaluation, we focus on word similarity and relatedness, and study the trade-off performance of metaembeddings in terms of these two concepts. The similarity relation is exemplified by pairs of synonyms, like car and train. In contrast, relatedness means that pairs of entities are associated but not similar, such as coffee and cup. The benchmarks for similarity include SimLex-999 [22] , SimVerb-3500 [23] , and the similarity subset of WordSim-353 (WS-Sim) [24] . For relatedness, we select the relatedness subset of WordSim-353 (WS-Rel), MTurk771 [25] , and MEN [26] . Pairs that contain missing words are removed from the datasets. For all benchmarks, the word coverage is higher than 90%.
We follow the standard experimental protocol for word similarity and relatedness tasks: for given word pairs, we compute the cosine similarity between word vectors, and then rank the word pairs by these values. Finally, we compare the ranking of pairs created in this way with the gold standard human ranking using Spearman's ρ. The evaluation is carried out based on a modified version of the Word Embeddings Benchmarks toolkit 7 [27].
2) EXTRINSIC EVALUATION
For extrinsic evaluation, we adopt the natural language inference task and use the SNLI dataset 8 [28] . The task classifies pairs of sentences according to whether they are neutral, entailing or contradictive. In our experiments, two models, i.e., the Decomposable Attention Model (DAM) [29] and the Enhanced Sequential Inference Model (ESIM) [30] are used for testing purpose. The models are implemented using the AllenNLP toolkit 9 [31] . For both models, word embeddings are kept fixed and projected into a common 256-dimensional space in order to reduce the impact of model parameters.
D. TRAINING
To make a fair comparison, the meta-embedding dimensionality of 1TON is set to 300, which is the same as in AVG. As the main goal of this work is to investigate the roles of different information, we set the dimensionality of CME and IMEs to 150 and 30, respectively. As a result of this setting, the concatenation of all IMEs is 150-dimensional, which allows us to make a relatively fair comparison between common and complementary information. Further, we also concatenate CME and IMEs to obtain a 300-dimensional meta-embedding to evaluate the effect of the proposed method. We train 1TON 10 and our method with the same hyperparameters, which are taken from [8] . Table. 2 lists the hyperparameters of the methods to be compared. Note that the objective factors (i.e., λ k in equation (3)) are set to be the same weights as in CONC and the L 2 normalized source embeddings are used as targets. As the learned IMEs show similar performance patterns to corresponding source embeddings on intrinsic evaluation, we concatenate them in the same way as CONC, denoted as wIME. We then concatenate CME and wIME, denoted as CIME, which is supposed to contain all essential information from source embeddings without increasing the dimensionality. Since the unweighted version of CIME is outperformed by weighted ones, SimLex-999 is selected as development set for weight tuning, which has shown a high correlation between intrinsic and extrinsic evaluations [32] . The weights for CME and wIME are set to 3 and 1, respectively, where the performance reaches a plateau, as shown in Fig. 2 .
For AEMEs, they are implemented using the code 11 released by Bao et al. [10] . The objective factors in these methods are set to be the same as λ k . For the additional factor in DAEME, which emphasizes the common information among source embeddings, we consider the relation between CME and wIME, and set its value to 24 (i.e., 3 × λ cbow ).
We repeat both intrinsic and extrinsic evaluations 10 times with random seeds and report average scores.
V. EMPIRICAL RESULTS
In this section, we report and discuss the comparison results of our models and the baselines.
A. INTRINSIC EVALUATION RESULTS
We report the results of intrinsic evaluation in Table. 3. As can be seen from the table, CBOW outperforms other source embeddings on 5 out of 6 benchmarks and achieves the highest score on SimVerb-3500. GloVe is the best-performing source embedding on MTurk711.
To show whether meta-embeddings can achieve statistically significant improvements over the best performing source embeddings on each benchmark, we perform Steiger's Z-test 12 [33] , which tests the statistical significance between two dependent correlations. The results show meta-embeddings improve the performance on all benchmarks except SimVerb-3500, and in many cases the improvements are statistically significant. This confirms that different source embeddings can complement each other to a certain extent.
Surprisingly, AEMEs perform not so well as we expected. The results are even worse than those reported in the original paper. This is due to the difference between the source embeddings used, that is, Bao et al. [10] use two 300dimensional best-performing source embeddings, while we use five. With increasing numbers and diversity of source embeddings, more information can be extracted at the cost of introducing more incompatibility. Comparing DAEME, CAEME, and CONC, we can see that the two AEMEs are outperformed by CONC on all benchmarks. This suggests that, although autoencoders can reduce the incompatibility by encoding source embeddings into a more coherent vector space, they seem losing more information, thus reducing their performance. However, it can also be observed that AAEME outperforms AVG on WS-Sim and WS-Rel. The reason could be that average is more dependent on the coherence of vector space than concatenation, and autoencoding does reduce incompatibility and bring benefits for WS-Sim and WS-Rel.
For 1TON and our models, all of them can achieve a better and more consistent performance than AEMEs. The reason behind this is that, by learning based on knowledge distillation, 1TON and our models suffer less from incompatibility among source embeddings than AEMEs, therefore extracting more helpful information. Further, thanks to the explicitly disentangling common and individual information, CIME performs even better than 1TON. In fact, CIME is the best-performing meta-embedding and outperforms the methods to be compared by a large margin on almost all the benchmarks. Surprisingly, CME achieves similar results as CIME with half smaller dimensionality, while much better results than wIME with the same dimensionality. Together with the poor performance of wIME, we can conclude that it is the common information rather than complementary information that improves word-level representations.
Comparing the performance improvements on similarity and relatedness, we can see that it is easier for metaembeddings to improve performance on relatedness than similarity. In addition, the results show that distilling common information can improve the performance of metaembedding further in terms of both similarity and relatedness. One explanation for this phenomenon could be that using source embeddings learned from different corpora with different methods plays a similar role as expanding context window size, which allows word representations to capture the domain of words, thus more relatedness. On the other hand, distilling common information is like narrowing context window size, which tends to emphasize function of words, thus more similarity [32] . By explicitly disentangling common and individual information from different pre-trained word embeddings, our method is able to obtain a balance between word similarity and relatedness, thus achieving excellent performance. 
B. EXTRINSIC EVALUATION RESULTS
We report results of extrinsic evaluation in Table. 4. From  Table. 4, we can find that the two types of models show similar performance patterns: 1) GloVe and CBOW are the two best-performing source embeddings; 2) almost all word embeddings except CIME are outperformed by CONC; and 3) CIME achieves the best performance with both types of models.
The performance of CONC is not surprising since it contains all information from source embeddings, and deep learning models are capable to utilize richer input features to achieve a better performance. However, with much smaller dimensionality, CIME further improves the model's performance. For instance, ESIM using CIME leads to 0.58% improvement of accuracy than that using CONC. This is due to the good intrinsic performance of CIME, as both DAM and ESIM employ attention mechanism -the mechanism computes alignment between each individual word in premise and hypothesis, then uses the alignment scores to yield sequence representations. A better performance in terms of word similarity and relatedness gives a better word alignment, thus leading to a better performance for attention-based models. Comparing to CIME, the extrinsic performance of CME drops significantly. This highlights the effect of wIME for extrinsic evaluation.
Despite the different capacity of deep learning models, CME works better with DAM than with ESIM. This behavior can be explained by the usage of attention mechanism. DAM applies attention mechanism to the projected word embeddings, while ESIM applies attention mechanism to LSTM encoded word representations. Consequently, DAM is more sensitive to the intrinsic property of word embeddings and benefits more from good word-level representations than ESIM. Similarly, we observe that wIME works better with ESIM than with DAM. The reason can be that our method is able to distill word-order information carried by HLBL, Huang and CW embeddings into corresponding IMEs, which is helpful for ESIM. It can be found that the three source embeddings bring the most performance improvement when switching to ESIM, followed by wIME and CIME. In contrast, CME helps little to ESIM. While information contributes differently to different models, CIME gains the advantages of both common and individual information and suits both DAM and ESIM well. The phenomenon further strengthens the effectiveness of the proposed method.
VI. CONCLUSION
In this paper, we propose a meta-embedding method, which learns meta-embeddings by disentangling common and individual information from multiple pre-trained word embeddings. By measuring the effectiveness of common and individual information with both intrinsic and extrinsic evaluations, we show that common information plays a crucial role in improving word-level representations, while both common and individual information contribute to the downstream task. We analyze the roles of multiple pre-trained word embeddings and common information played in word similarity and relatedness measurement. Also, we empirically show that the contributions of different information to the downstream task depend on the models used: common information is helpful for attention-based models, in which better wordlevel representations bring better word alignment; individual information can preserve helpful features for particular models. Combining both common and individual information could significantly improve the performance of word meta-embeddings.
