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In this paper we introduce the concept of convex optimization problem. Convex op- 
timization problems are studied by giving a formalization of the concept of combinatorial 
structure, in terms of spectra of approximate solutions, and of reduction which preserves 
such structure. On this basis a classification of convex N&‘-optimization problems is in- 
troduced and is applied to study the combinatorial structure of several optimization 
problems associated to well-known NP-complete sets. Conditions on the approximability 
of such optimization problems are also given and it is shown that structurally isomorphic 
problems have similar approximability properties. 
1. INTRODUCTION 
Many papers have been devoted to the study of the class of AT-complete problems 
from different points of view. Our interest is particularly concentrated on precise points 
and questions. After the basic results found by Cook [5] and Karp [9], some researchers 
have tried to find out how much these problems are similar, and instead some other 
authors have wondered whether it was possible to fmd properties which showed how 
different two W-complete problems can be. 
As regards the first area, Hartmanis and Berman prove [7] that all known AT-complete 
problems are equal up to a polynomial time computable isomorphism. Furthermore they 
show that these isomorphisms can often be defined in such a way that they preserve 
the multiplicity of the solutions. In contrast with these results there are some papers 
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(Gamy and Johnson [6], Moran and Paz [ll], Sahni [13], Sahni and Ganzales [14], and 
so on) which introduce a differentiation among NP-complete problems with respect to 
the approximation properties. There exist some problems (e.g., job sequencing) in which 
we can obtain arbitrarily “good” approximate polynomial solutions, while this is 
impossible for other problems (e.g., graph colouring). 
In our work (whose first results were presented in [2] and [3]) we have studied basically 
three problems: 
(ij by- which tools we can distinguish among classes of NP-complete problems and of 
their associated optimization problems; 
(ii) how the combinatorial properties of classes of optimization problems relate with 
their approsimability properties; 
(iii) what kind of classifications among optimization problems can be introduced 
After giving in Section 2 the formalization of the concepts of an optimization problem 
and of its associated combinatorial problem we tackle the first issue in Section 3 by 
introducing the notion of “structure” of an input element to an optimization problem. 
The definition of this concept and the study of its properties are particularly promising 
in the case of “convex” problems. In fact, in this case, we can introduce a natural ordering 
over classes of inputs and define structure preserving reductions among different optimi- 
zation problems. Section 4 is then devoted to studying structure preserving reductions 
and their properties and to showing (point (ii)) under what conditions two problems have 
similar approximability properties. Finally, Section 5 gives a first answer to point (iii) 
by showing several examples of structure preserving reductions and the partial ordering 
among classes of optimization problems based on structure preserving reductions and 
structural isomorphisms. 
2. OPTIMIZATIONPROBLEMSANDASSOCIATED COMBINATORIALPROBLEMP 
Let us first briefly review the basic terminology and notation. 
Let Z” be the set of all words over a finite alphabet C. A language L C Z* is said to be 
recognizable in time t(n) by a Turing Machine (TM) M if for all 11 > 0, for every input 
x of length 11, M takes less than t(n) steps either to accept or to reject X. If the TM is 
nondeterministic we will consider the number of steps of the shortest accepting computa- 
tion (if .X is accepted) or the number of steps of the longest rejecting computation (if x is 
rejected). 
I~FINITION 1. NP == {L 1 L is recognizable by a nondeterministic TM in time bounded 
0~ some polynomial p]. 
I~FINITION 2. A set A Z .Z* is said to be p-reducible to a set B C r* (denoted A S( B) 
if there is a mapping f : Z* ---f P which is computable in polynomial time on a deterministic 
TiJI and such that for every x E .Z*, f(x) E B if and only if x E A. 
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DEFINITION 3. A set B is said to be complete for some class of sets C (denoted C-complete) 
ifBECand,foreveryAEC,A,<B. 
In the following examples and throughout the paper we assume that all sets are encoded 
into 2:* under some natural encoding. 
Well-known examples of NP-complete sets (problems) are: 
SATISFIABILIN = {w 1 w is a formula of propositional calculus in CNF and there 
exists a truth assignment that satisfies it}. 
CLIQUE = {(G, K) ) G is a graph, K is an integer, and G has a complete subgraph 
of K nodes}. 
CHROMATIC-NUMBER = {(G, K) 1 G is a graph, K is an integer, and G can be 
coloured with K colours with no two adjacent nodes equally coloured). 
DIOPH = {(a, b, c> 1 a, b, c > 0 are integers and the quadratic diophantine equation 
ax2 + by - c = 0 can be solved with x, y positive integers), 
SUBSET-SUM = {(al ,..., a,, b) 1 there is a subsequence i1 ,..., i,, such that 
Cz, aij = 8. 
JOB-SEQUENCING-WITH-DEADLINES E {(tl ,..., t, , dl ,..., d, , p, ,..., p, , k)] 
there exists a permutation z such that Cj”=, (;fC:=, t,ci) > d,,tj, then prrtj) else 0) < h}. 
As it can easily be seen some of these sets are naturally related to optimization problems. 
In the following we will restrict ourselves to considering optimization problems of this 
type as it will be formally expressed in Definition 6 below. 
First of all let us give some definitions which are derived from those given in [8]. In 
these definitions we try to capture the basic objects which constitute an ‘optimization 
problem: essentially input objects, output objects, a subset of which’ is the search space for 
approximate solutions, a measure over the solution, an ordering on the values of the measure 
which characterizes an optimization problem as a maximization or a minimization problem. 
DEFINITION 4. An NP optimization problem (over an alphabet Z) is the 5tuple A = 
{INPUT, OUTPUT, S, Q, m). 
INPUT and OUTPUT are infinite polynomially decidable subsets of Z*. 
S: INPUT - P(,Z*) is a nondeterministic polynomial mapping that provides the 
search space for an input element x such that the set of all approximate solutions is given 
by the set of strings which are in S(X) and which belong to the output set. With the 
notation SOL we mean the set of approximate solutions, that is, the set SOL(x) == S(X) n 
OUTPUT. 
Q: is a countable totally ordered set. 
m: SOL (INPUT) -+ Q is the measure and is also polynomially computable. 
For example, if we consider the problem MIN-CHROMATIC-NUMBER we have 
INPUT: (encodings of) all undirected finite graphs; 
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OUTPUT: (encodings of) pairs (G, P), where G is a finite graph and P is a partition 
of the nodes of G such that ( y, Z) arc of G implies y and x in different 
classes of P 
S(x): (encodings of all) pairs (x, T), where T is a partition of the nodes of x 
Qi: integers in decreasing order 
nz: number of classes of P. 
All the other optimization problems which we will study in this work are defined in the 
Appendix. 
DEFIP~ITION 5. (i) The optimal value m*(x) of an input x of A is 
HZ*(X) = best {m(y) 1 y E SOL(x)} under the ordering of Q. 
(ii) The trivial value @z(x) of an input x of A is 
C(x) = worst {m(y) j y E SOL(x)) under the ordering of 0. 
DEFINITION 6. The combinatorial problem AC associated to an optimization problem =J 
is the set 
A” = {(cc, R) 1 k E m(SOL(x))) 
An interesting characterization of combinatorial problem associated to optimization 
problems is expressed in the following normal form result. (A different normal form result 
is given in [ 1 I].) 
Fact. Let AC be a combinatorial problem associated to an optimization problem A; 
then 
AC = {(x, K) 1 (3x E S(X))[Z E OUTPUT and m(z) := k];,. 
If A is an NP-optimization problem then AC is in NP and the Turing Machine that 
recognizes it can be defined in the following way: 
M = Ml, . Ml! . Mou* . M,, ) 
where, on input w E C*, MrN rejects all the strings which are not of the form (x, k), 1Mjl 
is a TM that in polynomial time nondeterministically provides .Z E S(X), and Mour , M, 
are deterministic TM which in polynomial time check whether z E OUTPUT and 
m(x) := k. 
In this case if, given a problem AC there is a polynomial y such that for every x E 
INPUT :; S(x)11 < q(1 x I) AC is in the class P. 
1 In all problems that will be considered in the paper Q is the set of nonnegative integers under 
increasing or decreasing order according to the fact that the problem is aMAXimization or MINimi- 
zation problem. 
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3. ON THE STRUCTURE OF NPCO PROBLEMS 
Our main interest is devoted to the study and classification of optimization problems 
whose associated combinatorial problem is &Y-complete. We denote these problems 
NPCO problems. It should be noted that not all NP-complete problems can be viewed as 
being naturally associated to NP optimization problems. Besides, for some NP-complete 
problems, for some input elements every approximate solution is as hard as the optimal 
solution. This happens, for example, with the problem MIN-EXACT-COVER. 
For this reason we will only consider those NPCO problems which admit a polynomial 
approximation, that is for which there exists a polynomially computable function f that, 
given any x E INPUT, provides at least one element of SOL(x). 
A first observation of the family of NPCO problems allows us to distinguish them in two 
classes according to the following general definition: 
DEFINITION 7. An optimization problem is said to be convex if m(OUTPUT) is 
the set of nonnegative integers and for every x E INPUT, for every integer n between 
r??(x) and m*(x) there is at least one approximate solution of x whose measure is equal to II. 
The relevant fact with convex optimization problems is that in practice, for such 
problems, for any input x, the existence of an approximate solution of measure 4 implies 
the existence of a certain number of approximate solutions for all measures between 4 and 
r%(x), while this is not the case with non-convex problems. For example MIN- 
CHROMATIC-NUMBER is a convex problem while MAX-SUBSET-SUM is not. 
Now let A be an NPCO problem; in the following definition we introduce the concept 
of structure of an element of INPUT, which is a fundamental concept in the development 
of our work. 
DEFINITION 8. Let x E INPUT; we define structure of x to be the list Z, = (a, ,..., a,), 
where ai = lj{y 1 y E SOL(x) and i = 1 m(y) - fi(x)l}ll and c = / m*(x) - fi(~~)l. 
The concept of structure, which provides a representation of the number of approxi- 
mate solutions at different levels of the measure, contains enough information to capture 
the combinatorial properties of the input to an optimization problem, and, as we will see, 
allows us to introduce an ordering over all input elements that expresses the concept of 
“subproblem.” 
For example, let A be the problem MIN-SET-COVERING; let x be the family of sets 
x = ISI , s, 9 s, > 8 , SJ, 
where 
s, = (1, 2, 3,4), s, = {1,2, 5>, s, = {3,4,61, 3, = (5,671 
s, = {I, 2,394, 5,671 
Kz(x) = 5, m*(x) = 1, 1, = (1, 5, 9, 5, 1). 
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If we now consider the following example in which we make a change on the input 
element, such as eliminating one of the elements in the family, we have, essentially, a 
“subproblem” of the given problem: say 
Y = {S, > & , s, , a, 
G(Y) = 4, m*(r) = 2, z, = (1,3, l>. 
Clearly 1, can be considered a “sublist” of 1, . This concept is formalized in the following 
definitions. 
DEFINITION 9. Let x and y be two input elements to a problem A and let I, =m: 
(a. )..., a,.), 1, = (b, ,..., bd). We say that 
(i) x z y if E, coincides with 1, , 
and, if [x] denotes the equivalence class of X, 
(ii) [x] < [y] if for all 0 < i < min{c, d} ai < bi . 
On the base of Definition 9, given a NPCO problem/l, we can considertheset INPUT/ _ 
(the set of equivalence classes over INPUT) as a partially ordered set. 
If we refer to specific examples we can easily note that the definition of equivalence 
given above is weaker than the intuitive concept of isomorphism. 
For example in the case of MIN-SET-COVERING the following elements of INPUT. 
Y = ((1, Z3,4h {1,2, 51, (3,4,6), {5,6,7)), 
z = ({2,3,4,5), G&3,6), {4,5,7), 67, 111, 
u = {U,Z 3,4,8>, (1, 2,5,8>, {3,4,6,81, {5,6,7,8>:, 
are such that [y] = [z] = [u] but while z is clearly “isomorphic” to y, u is equivalent to 
y while not being isomorphic to it. 
This fact shows that the concept of structure is weak enough to capture not only the 
obvious isomorphism among input elements but also the similarity of their combinatorial 
properties. 
The concept of structure and the consequent ordering over INPUT/, , hence, are 
useful tools for the classification of NPCO problems according to their combinatorial 
properties. The first step in this direction is the definition of reductions among NPCO 
problems which preserve the structural properties. 
DEFINITION 10. Given two NPCO problems A and B we say that A is poZynomiuZly 
reducible to B if there are two polynomial time computable functions fi: INPUT,, -~+ 
INPUT, , fi: INPUT, x Q, ---f QB such that for every x and K 
(x, k) E A” iff (f&hfdx, 4) E B”. 
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DEFINITION 11. A reduction (fi , fs) from A to B is said to be 
(i) order preserving if, given x, y E INPUT,, , [x] < [y] implies [fr(x)] < Vi(y)]; 
(ii) structure preserving if for every x E INPUT, , 1, = ZfI(e) . 
For example, let us consider the problems MAX-CLIQUE and MAX-SET- 
PACKING. The reduction given in [9] is structure preserving (as it will be shown as a 
consequence of general results below). 
Let x be the graph (N, A) 
fi(x> = {S, ,***, Sn), where 12 = II NIL 
$2(x, K) = K Si = C&i> I {id # 4, 
For example: s.4 = WY 4, (4 m 
1, = lf,(Z, = (1, 5, 8, 5, 1). 
Note that the only way the set S, and the set S, cannot be disjoint is if they both 
contain the element (u, V}. Hence, for every subgraph G’ in x, for every arc {U, I’} in G 
the corresponding sets SLr and S, are disjoint and vice versa. This proves that for every 
K-clique in x there are K disjoint sets among S, ,..., S,, . Besides, if two K-cliques 
differ for at least one node, then the two corresponding families of K disjoint sets are also 
different and vice versa. This proves that the number of solutions of measure K in the 
problem CLIQUE is the same as the number of solutions of measure K in the problem 
SET-PACKING. Sincef.(x, K) = K we have that if in the list of x there are b solutions 
of measure u and c solutions of measure v > u, in the list offi( b will still precede c. 
Hence we can conclude that the problem MAX-CLIQUE is polynomially structure 
preserving reducible to MAX-SET-PACKING. 
4. STRUCTURE PRESERVING REDUCTIONS 
In the example given at the end of the preceding paragraph, the proof makes use of the 
following facts in order to prove the existence of a structure preserving reduction: 
(i) the reduction preserves the number of solutions at corresponding levels of the 
measures, 
(ii) the measures are related via a very simple monotone function (the identity 
function). 
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A generalization of this observation is possible and brings the following results. 
First of all we need a definition which is a translation into our terminology of the 
concept of parsimonious reduction (originally due to Simon [15] and Hartmanis and 
Berman [7]) but which also is a strengthening of the same concept. 
DEFINITION 12. A reduction f = (fi , f,) from /I to R is said to be parsimonious if 
(Vx E INPUT,) (Vk E QA) 
!I{Y E SOL(x) I m,(y) = Jw = NY E soLB(flw I %3(Y) = fd% Nil!. 
Trivially it can be seen that our definition implies the one given in [15] but the vice 
versa is not true because of our definition of reduction between two optimization problems 
where the dependence on the argument is separated into the dependence on the input and 
the dependence on the measure. 
We are interested in conditions for structure preserving reductions. Even though the 
parsimoniousness of a reduction is an important condition for the reduction to be structure 
preserving it is not sufficient and we need the following theorem: 
THEOREM 1. Let A and B be two convex NPCO problems; let f = (: fi , fi> be a reduction 
from A to B such that 
(i) f is parsimonious, 
(ii) fi(x, k) = a(x) + 4 if A and B are both maximization (minimization) 
problems, 
= a(x) - k, otherwise, 
where a: INPUT, -+ QB . 
(iii) f2 is such that fi(x, %A(x)) = kg(fi(x)); 
then f is structure preserving. 
Proof. The fact that the problems A and B are convex and conditions (i), (ii) imply 
that for every ai in the structure of x E INPUT, there exists bj in the structure of fi(x) 
such that ai = bj and if, moreover, fi(x, k) = h, where K, h are respectively the values of 
the measure corresponding to ai and bj , then we have that ai+l = bj+, for every I! > 0. 
Finally, because of condition (iii) the above property is satisfied by a,, and b, and the two 
lists coincide. Q.E.D. 
Clearly the example given in the preceding paragraph falls in the conditions of 
Theorem 1. 
It can be noted, now, that the conditions given in Theorem 1 are sufficient but not 
necessary to guarantee that the structures are preserved. In fact it can be seen that we 
might have the following situation. 
144 AUSIELLO, D’ATRI, AND PROTASI 
Let us consider the former example again and let x be an input element to the problem 
MAX-CLIQUE, where x is a complete graph. In this case the structure of x is symmetric 
(if 71 is the order of the graph then 
Let (jr ,fa) be the reduction from MAX-CLIQUE to MAX-SET-PACKING which was 
defined above. We can define a new reduction (f; , fi), where f; = fi and 
fXX> k) = 71 -fz(% k), if x is a complete graph of order n, 
= f&, k), otherwise. 
Clearly (fi ,j& is still a polynomial structure preserving reduction from MAX-CLIQUE 
to MAX-SET-PACKING but condition (ii) is not satisfied. 
For this reason we may consider in the following result in what cases the conditions of 
Theorem 1 are also necessary. 
First we need the following definition: 
DEFINITION 13. A reduction from A to B is said to be strictly monotone if for every x, 
and for every fi(x) < k 1 , k, < m*(x) k, < k, in QA implies fi(x, kl) < fi(x, k,) in QB . 
Then we may prove 
THEOREM 2. Let A and B be two convex NPCO problems. Let f = (fi , fi) be a strictly 
monotone, structure preserving reduction from A to B. Then <fi , fi> must satisfy the con- 
ditions of Theorem 1. 
Proof. First of all let us note that since f is structure preserving, it preserves also the 
length of the lists. Now, from the fact that f is length preserving and strictly monotone we 
derive condition (iii), that is, fi(x, gA(x)) = +&,(fi(x)). Besides, the fact that the problems 
are convex plus the fact that f is strictly monotone and length preserving and the already 
achieved condition (iii) imply that fi must be as defined in condition (ii). Finally, from 
condition (ii) and the fact that f is structure preserving we infer that f is parsimonious. 
Q.E.D. 
As we will see, Theorem 1 is powerful enough to prove that a large number of reductions 
given in the literature are indeed structure preserving. The concept of structure pre- 
serving reduction is sufficiently weak to capture the combinatorial similarity among 
classes of combinatorial problems. 
Such power, actually, has not been achieved by using other types of reductions such 
as the “measure preserving” reductions [1 I]. In fact, the concept of measure preserving 
reduction is too strong and does not even allow one to recognize the intrinsic similarity 
which exists between MAX-CLIQUE and MIN-NODE-COVER problems (or other 
pairs of “dual” problems). On the other side a similar situation arises also in the case of the 
classification of problems with respect to their approximation properties. 
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To study this last topic, first of all, we need the concept of approximate algorithm and 
evaluation function. 
DEFINITION 14. Let A be an NPCO problem. We say that any algorithm B that maps 
INPUT, into OUTPUT, is an approximate algorithm for -4 if (Vx E INPUT,) [-d(x) t 
SOL(x)]. 
A classical evaluation function introduced for studying the approximation properties 
is the following: 
t&z) = m*(x) - &w) 
m*(x) ’ 
However, we prefer to use another function accrding to the following definition, for 
reasons that we will explain below. 
IhFIn-ITIOS 15. Given an NPCO problem A and an approximate algorithm .-I we 
define proximit~~ degree on input x to be the value 
YA(X) = 
d(x) - &4(x)) __. 
m*(x) - fqx) 
I~FINITION 16. Let A be an NPCO problem. We say that A is polynomially approxi- 
mable if, given any E > 0, there exists a polynomial approximate algorithm -4, such that 
the proximity degree rAF(x) is bounded by E (we call such an algorithm ~-approximate 
algorithm). 
It has been shown in [I41 that the problem of finding approximately optimal clusters 
may be solved in linear time under the maximization criterion (MAX-CUT) while it is 
P-complete under the minimization criterium (MIN-CLUSTER). It may be observed 
that such a different behaviour is in contradiction with the fact that such problems are in 
fact “dual” (incidentally there exists a structure preserving reduction from MAX-CU’I 
to MIK-CLUSTER and vice versa) and that this contradiction comes out from the non- 
invariance of the classical evaluation function of approximate algorithms under linear 
transformations of the measure. According to such observation, in many cases the evalua- 
tion function of Definition 15 (introduced in [l]) seems more suitable, and, in fact, in [I] 
it has been shown that with this new function it is possible to state that any e-approximate 
algorithm for the problem MAX-CUT . IS also an E-approximate algorithm for >IIK- 
CLlJSTER. Similarly the evaluation of the performance of an algorithm for MAY- 
CLIQUE has to give the same result when we apply the algorithm for the solution of 
111x-NODE-CO\‘ER, while this does not happen with the usual evaluation function 
for approximate algorithms [8]. 
The new evaluation function has been also used to study the approximation properties 
of different problems. For instance, in [12] it was introduced for evaluating the greed! 
heuristics in the maximization of submodular set functions, which is an interesting 
problem hccause it can model several different optimization problems. 
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Finally we stress that in most maximization problems fi(x) = 0, and in this case the 
two functions coincide and our results still hold when considering the classical evaluation 
function. 
Now we may prove the following result: 
THEOREM 3. Let A and B be two convex NPCO problems. If there exist two reductions 
f = (fi , fi> from A to B and g = (gl , gz) from B to A such that 
(i) both are structure preserving, 
(ii) both are strictly monotone, 
(iii) fi(x, h) = a(x) + k, g,(y, h) = b(y) + h and a(x) 3 -b(f,(x)) if the problems 
are both maximization or minimization problems or, 
(iii)’ fi(x, h) = a(x) - h, g,(y, h) = b(y) - h and a(x) < b(f,(x)) otherwise, 
then if B is polynomially approximable, so is A, and vice versa. 
Proof. First of all note that the first part of conditions (iii) and (iii)’ is already implied 
by conditions (i) and (ii) according to Theorem 2 Let us first consider the case that 
condition (iii) holds. 
Now, given E > 0, suppose A, is the e-approximate algorithm for problem B, then it is 
true that, given x E INPUT, , 
‘lx) = mf(fXx)) - %(fAx)) 
mf(fdx>> - m&L(fdx)))_ G ~ 
. 
We can show that, given any x E INPUT, , via the mappingf, , the approximate algorithm 
A, for B, and the mapping g, , we may find the measure of an approximate solution of x 
whose proximity degree, with respect to the optimal solution of x, is bounded by E. In 
fact we have that the said proximity degree is 
On the other side, note that 
44 + m%x) - m&%(fl(4)) 
‘(‘) = a(x) + m;(x) - (a(x) + gA(x)) . 
By comparing the two expressions we can see that since a(x) 3 -b(f,(x)) then a(x) < 
B(x) < E. 
The analogous proof can be carried on for the case when condition (iii)’ holds. Q.E.D. 
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Before finishing the section we give some examples of problems verifying the hypo- 
theses of Theorem 3 and therefore sharing the same approximation properties 
(a) MIN-CHROMATIC NUMBER and MIN-EXACT CLIQUE COVER. 
(b) MIN-BIN-PACKING and MIN-FINISH-TIME-WITH-UNIT EXECU- 
TION-TIME-AND-I-RESOURCE. 
(c) MIN-CHROMATIC-NUMBER and MIN-FINISH-TIME-WITH-UNIT- 
EXECUTION-TIME-AND-m - O/l-RESOURCES. 
In all these cases both problems are known to be not approximable. On the other side, 
by a simple extension of the definitions, Theorem 3 also holds for non-convex problems 
and a simple example of two scheduling problems which satisfy the conditions of Theorem 
3 and are both fully approximable, are the minimization of the sum of the completion 
times and the minimization of the sum of the latenesses with respect to deadlines. 
5. CLASSES OF STRUCTURALLY ISOMORPHIC NPCO I'ROBLEMS 
In this section essentially applying the results given in Theorem 1, we give an ordering 
and then a classification of convex NPCO problems. 
Let us consider the class of all convex NPCO problems; an ordering over the class can 
be introduced according to the following: 
DEFINITION 17. Given two convex NPCO problems A and B, we say that 
(i) .4 :isr, B if there exists a polynomial structure preserving reduction from il to 
B; 
(ii) A -&n B if A &, B and B &, A; in this case we say that Z? and B are 
stmcturally isomorphic; 
(iii) Z-l + b,l B if no structure preserving reduction is possible from 9 to B; 
(iv) ,~I<,,BifA<BandB$A; 
(v) A xX,,r, B if A &, B and B &, A. 
The above definitions characterize the fact that given two optimization problems it may 
be (i) that one of them is at most as rich as the other one with respect to the combinatorial 
structure and we have a polynomial reduction among them, (ii) that they have exactly the 
same combinatorial structure and polynomial mappings in both direction can be exhibited, 
(iii) that some structures that are present in the first one cannot be found in the second 
one, (iv) that one of them isstrictly richer than the other one, (v) that their combinatorial 
structures are incomparable. 
According to Definition 17, we give the following results which provide examples of 
classes of combinatorial problems and their relations (see diagram): 
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THEOREM 4. MAX - CLIQUE =sp MIN - NODE - COVER zgp MAX - SET - 
PACKING. 
Proof. The results MAX - CLIQUE &, MIN - NODE - COVER and MAX - 
CLIQUE &, MAX-SET-PACKING can be proved, considering the reductions given 
in [9], which can be easily seen to verify the hypotheses of Theorem 1. Applying the 
inverse reduction we have that MIN-NODE-COVER &,n MAX-CLIQUE. 
Finally we can give a reduction from MAX-SET-PACKING to MAX-CLIQUE in 
which fi(x) is a graph where the nodes correspond to the sets in x and the arcs correspond 
to pairs of disjoint sets, and fi(x, It) = k; clearly this reduction satisfies Theorem 1. 
Q.E.D. 
THEOREM 5. MIN-SET-COVERING ‘SD MIN-HITTING-SET. 
Proof. (<,,) Let x = {S, ,..., S,} be an input to MIN-SET-COVERING 
fkx) = {VI ,-**9 ~751, where s, E Vi iff ui E S, fi(x, k) = k. 
By Theorem 1, we can prove the result 
(asp) It is sufficient to consider the inverse reduction Q.E.D. 
THEOREM 6. (i) MIN-NODE-COVER I<*n (MIN-SET-COVERING. 
(ii) MIN-NODE-COVER I<*n (MIN-FEEDBACK-NODE-SET. 
Proof. (i) (&) The reduction given in [9] from MIN-NODE-COVER to MIN-SET 
COVERING satisfies Theorem 1. 
(&n) Let us consider the family of sets 
x = {S, ,***, $J, where S, = A - ai and A = {a1 ,..., a%} with n > 3. 
In this case I, = (1, (,T!J, (,14,) ,..., (C)j, an d such a list does not exist in the problem 
MAX-CLIQUE because if Z, = (1, (,&), (,Es),...) x must be an n-clique and hence its 
list must be (1, (,Z,), &J ,..., (i), 12, 1). 
By Theorem 4 the same list Z, does not exist in the problem MIN-NODE-COVER. 
(ii) (&,) the reduction given in [9] satisfies Theorem 1. 
(z&n) Let us consider the family of graphs formed by just one cycle on n nodes. 
For such a graph the list in MIN-FEEDBACK-NODE-SET would be 
and such a list does not exist in MIN-NODE-COVER for the same reason as in part (i). 
Q.E.D. 
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THEOREM 7. MIN-FEEDBACK-ARC-SET [<sr, MIN-FEEDBACK-NODE-SET. 
Proof. (&) Let G = (V, E) be a digraph. Let us consider the digraph G’ ~- 
<I”, E’), where 6” = E and E’ = {(e, e’) / (3x, y, v E V) [e = (x, v>, e’ --_ (u, y>]}. In 
the case when G has no selfloops we have a l-l correspondence between all cycles in G 
and all cycles in G’ so that to any distinct feedback arc cover in G there is a corresponding 
distinct feedback node cover in G’. 
In the case when G has selfloops the correspondence between cycles fails but the 
correspondence between coverings is still preserved. 
(&,) Let us consider the family of complete digraphs of n nodes without selfloops. 
These digraphs have the list (1, n) in MIN-FEEDBACK-NODE-SET. For n > 3 this 
list cannot be found in MIN-FEEDBACK-ARC-SET because this would imply that 
any pair of arcs is itself a loop and this is obviously impossible. Q.E.D. 
Note that in some cases we might prove that the structures that can be found in one 
NPCO problem are also present in another NPCO problem, that is for any x E INPUT, 
there is y E INPUT, such that I, = 1, , even if we are unable to exhibit a structure 
preserving reduction from A to B that given x computes such a y in polynomial time. In 
this case we will write A C B. For example, we have 
THEOREM 8. MIN-FEEDBACK-NODE-SET _C MIN-SET-COVERING. 
Proof. Let G = (V, E) be a digraph. We may define the following family of sets 
[A, ,..., A,], where rz is the number of vertices in V, u Ai = {ul ,..., u, , where m is the 
number of cycle in G> and, for every i and j, uj E Ai if and only if the ith node is in the 
jth cycle. Note that since the number of cycles in a digraph can grow exponentially with 
the number of nodes, this construction cannot be used as a polynomial reduction from 
MIN-FEEDBACK-NODE-SET to MIN-SET-COVERING, but it is sufficient to show 
that every structure present in the first problem can be found in the second problem. 
Q.E.D. 
We may note that in the definition of MIN-SET-COVERING we may require the 
input to be a “set” (instead of “family”) of sets because the following is true: 
Fact. MIN-SET-COVERING =sp MIN-UNI-SET-COVERING. 
(&n) Obvious. 
(<-sp) Let x = [A, ,..., A,] be a multiset of sets. If for no i and j Ai = Aj clearly 
the problem becomes an uniset covering problem. Otherwise, let us suppose we have 
m > 1 families of equal sets. Let [A, ,..., A,] be such a family; that is, A, = *.. = A, 
and A,,, ,..., A, # A, . We will show that there is another element y of MIN-SET- 
COVERING which has exactly m - 1 families of equal sets and I, = I,, . 
150 AUSIELLO, D’ATRI, AND PROTASI 
Such an element is y = [Bl- ,..., BI, , C,,l ,..., C, , Dn+J, where Bi 
1 <i<k, 
Ci = Ai U {Xl ,*e*j Zk}, k+l <i<?Z, 
D - 6% ,**.> % > %+1), n+1 - 
where x1 ,..., ++I are new elements not in (J Ai . 
By induction the fact is proved. 
MIN-FEEDBACK- c - MIN-SET-COVERING 
- - 
------- 
-NODE-SET MIN-HITTING-SET 
MIN-FEEDBACK- # MAX-CLIQUE 
-ARC-SET MIN -NODE-COVER 
MAX-SET-PACKING 
Finally we may show a result of incomparability, namely, 
THEOREM 9. MAX-CLIQUE # MIN-FEEDBACK-ARC-SET. 
4 u bi>, 
Q.E.D. 
Proof. (>) Let us consider a graph of n nodes and n edges forming one cycle. In this 
case the list with respect to the MIN-FEEDBACK-ARC-SET problem is 
and we already know that this list does not appear in MAX-CLIQUE. 
(4) Let us consider the list of MAX-CLIQUE (1, n) corresponding to a graph of n 
nodes without any edge. By the same consideration of the second part of Theorem 7 this 
list, for n > 3, cannot be found in MIN-FEEDBACK-ARC-SET. Q.E.D. 
6. CONCLUSION 
In this paper we have suggested a methodology for studying and classifying optimiza- 
tion problems with respect to their combinatorial properties. This methodology has 
been smoothly applied to the case of the so-called convex problems. 
Most results dealing with NP-complete sets, appearing in the literature, are concerned 
with the complexity properties of these sets and with their approximation properties. 
The concept of richness of the combinatorial structure was not explicitly formalized and 
studied before. We think, instead, that it is an important tool for classifying NP-complete 
sets and we think that our results provide evidence that our formalization of combinatorial 
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structure is not only consistent with the intuition but, together with the concept of 
structure preserving reduction, can be used for analysing intrinsic properties of problems 
and relationships among them. 
APPENDIX 
MAX-CLIQUE 
INPUT: finite graphs 
OUTPUT: complete finite graphs 
S(x): subgraphs of a given graph x 
m: number of nodes of a complete graph 
MIN-NODE-COVER 
INPUT: finite graphs 
OUTPUT: pairs (G, N), where G is a finite graph and ;v is a set such that for any 
arc (z,y) of G, zezNoryEN 
S(x): pairs (x, M), where M is a subset of nodes of x 
m: number of nodes of M 
MAX-SET-PACKING 
INPUT: families of finite sets 
OUTPUT: families of mutually disjoint finite sets 
S(x): subfamilies S’ of x 
m: number of sets in the subfamily S 
MIN-SET-COVERING 
INPUT: pairs (F, A), whereF is a family of finite sets and .-l is a finite set such that 
US .aF si c A 
OIJTPUT: pa& (H, B), where His a family of finite sets and R is a finite set such that 
hia Hi = B 
S(x): pairs (F’, A’), where F’ is a subfamily of F and .4’ : m: USteF Si 
m: number of sets of F’ 
MIN-EXACT-COVER: as MIN-SET-COVERING, where F’ is a family of disjoint 
sets. 
MIN-HITTING-SET 
INPUT: families of finite sets 
OUTPUT: pairs (F, T), where F is a family of sets and S is a set such that 
(VS, ~F)[ll T n Si II 3 11 
S(x): pairs (x, S) where S C USPS Si 
m: number of sets of S 
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MAX-EXACT-CLIQUE-COVER 
INPUT: finite graphs 
OUTPUT: pairs (F, H), whereFis a family of complete disjoint finite graphs (Ni , A,), 
His a finite set such that lJ Ni = H 
S(x): pairs (F’, N), where F’ is a set of subgraphs of x and N is the set of nodes 
of x 
m: number of subgraphs in F 
MIN-FEEDBACK-NODE-SET (MIN-FEEDBACK-ARC-SET) 
INPUT: finite digraphs (V, E) 
OUTPUT: pairs (G, A), where G is a finite digraph and A is a set of vertices (edges) 
such that all cycles in G have a vertex (edge) in A 
S(x): pairs (x, A), where A is a subset of the set of vertices (edges) of x 
m: number of vertices (edges) in A 
MAX-SUBSET-SUM 
INPUT: pairs (A, 6), where A is a finite set of integers and b is an integer 
OUTPUT: pairs (C, d), where Ce,EC ci < d (ci , d are integers) 
S(x): pairs (A’, b), where A’is a subset of A 
m: I&A’ ai 
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