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Abstract. It is estimated that only 40% of the world’s households are
connected to the Internet. Half of them are in less developed countries,
where household Internet penetration has only reached 28%. This is in
stark contrast to the 78% of households in more developed countries.
A key challenge facing the next generation is therefore enabling wider
participation in the Internet, as well as the benefits it brings. This paper
explores the feasibility of capturing network applications and services in a
single locally usable “Internet Box”. The Box will operate independently
from the rest of the Internet, allowing those without traditional connec-
tivity to use the ”Internet” in an simulated and disconnected manner.
We conclude that the concepts have great potential, and explore some of
the remaining challenges, as well as milestones achieved in the literature
so far.
1 Introduction
It is estimated that only 37.9% of the world’s population have Internet access [1].
In developing countries, this value is only 29.9%, in stark contrast to 75.7% in
the developed world. The economic benefits of Internet access are also dispropor-
tionately biased, with developed economies ahead by a factor of 25% [2]. Despite
this, remarkably, even some wealthy countries suffer from similar problems; in
New Orleans, for example, the poorer wards have broadband subscription rates
between only 0 and 40%. A key challenge facing the next generation is therefore
enabling wider participation in the Internet, as well as the benefits it brings.
Before facing this challenge, it is first necessary to ask one question: What is
the Internet? If you ask network engineers, they would explain the many details
of TCP/IP. However, the everyday person might likely respond with services
available via the Internet such as Google, Facebook, Twitter or Netflix. Hence,
we argue that users want access to services — they are not concerned about how
they are delivered.
The above observation is a powerful one because it relaxes some of the con-
straints on deploying the “Internet” to new regions. Specifically, we explore the
feasibility of capturing network applications and services in a single locally us-
able box which we call the “Internet Box”. The Box will operate independently
from the rest of the Internet, allowing those without traditional connectivity to
use the “Internet” in an simulated and even (partly) disconnected manner. For
example, locally caching a copy of a map on the Box would allow a user to access
it regardless of the backhaul availability. This is shown in Figure 1, where a user
connects to the local Box via WiFi to download a video, which is locally stored.
Beyond this, there might be periodic backhaul connectivity to cloud service(s)
that can provide fresh content when available. Advanced models could be built
to make this process automatic. For instance, predictive algorithms could be de-
veloped to predict the content that will be requested from the Box in the future.
Such algorithms could be executed whenever the Box achieves connectivity with
the wider Internet. Through this, all future required resources could be pushed
or pre-fetched and stored in the Box in anticipation of their usage.1 If these
principles are proven feasible, many localities that possess no connectivity could
hopefully start to use Internet services immediately. The paper explores why
this is a positive first step towards global access for all.
Recent efforts towards an Internet Box have already resulted in deployments.
Most prominently, a project actually named “Internet in a Box” has had multiple
successful deployments [4]. Such projects, however, face a number of challenges.
An obvious problem that emerges is the inevitable lack of resources available in
such environments. Storage and local network limitations, alongside poor back-
haul connectivity, can result in many users being frustrated with the service
they receive. Traditionally, such problems would be dealt with via typical “fair
share” algorithms that operate agnostic to the higher level applications (e.g.
TCP congestion control). However, with extremely limited resources, these fair
share algorithms can result in everybody receiving a unusable quality of service
(much like experienced during past congestion collapse events [5]). Similarly,
existing Box implementations operate in very constrained ways, generally just
providing static content. The “Web 2.0” revolution has proven that this limita-
tion is not long-term viable and, therefore, we also argue that the Box should
be equipped with local services (e.g. social networks, picture sharing) that can
be accessed by citizens.
This paper explores the potential of deploying a Box possessing local storage
and computation into areas that have very limited Internet access (e.g. rural
villages). Section 2 surveys related work in the area and highlights milestone
implementations and deployments of these principles so far. Section 3 details
the key system components that must exist within the box to correctly operate.
We explore how the Box might be implemented and used in Section 4. Finally,
in Section 5, we conclude the paper, highlighting further interesting avenues of
work.
2 Background and Related Work
Recent years have witnessed several projects that propose concepts related to
an Internet Box. Most prominent is the aptly named Internet in a Box initia-
tive [4]. This is a small networked device that is pre-loaded with curated content,
e.g. books, Wikipedia. The box is enabled with local WiFi connectivity, allowing
1 Flavours of this idea were suggested for connecting users accessing the Inter-
net via satellite, e.g. to save capacity of satellite channels when serving the
same content to many users [3] and for intermittently connected users (c.f.
http://www.gedanken.org.uk/software/wwwoﬄe/).
Internet
Periodic Internet 
Connectivity
Cloud Service
Storage
Fig. 1. Overview of the Box. A smartphone connects the the Box and requests a video
that is transferred via WiFi. The film is locally stored on the Box and is therefore
provided regardless of backhaul Internet connectivity. The Box may also have periodic
Internet connectivity, allowing it to communicate with remote cloud services that can
provide updated content.
users to connect and access the locally stored content. A similar approach is taken
by Liberouter [6], which offers access to generic content that might be of interest
to a given neighbourhood. A common use case is exploiting this type of equip-
ment for learning purposes. The Open Learning Toolkit [7] is one such example;
it exposes an HTML5 interface to allow learners (generally school children) to
access various resources such as textbooks. It can operate in both connected
and disconnected modes, the former allowing new content to be fetched. Other
closely related systems include The Library For All [8], and the Library Box [9].
An alternative to disconnected devices is Outernet [10], which takes a unique
approach to content delivery. Rather than following the Internet’s usual request-
response model, where a client (e.g. the Box) requests content, Outernet broad-
casts content via Satellite. Any Boxes within range, will therefore passively re-
ceive new bundles of content (much like a TV receives broadcast signals). Recent
work has also explored the possibility of using 4G broadcast signals for similar
aims [11]. Preliminary evaluations of this concept have been very positive; in [11],
the authors found that a 100 MB broadcast of content could preempt upto 40%
of requests. Work has also been performed into pre-fetching particular types of
content; for example, SCORE [12] predicts users’ catch-up video consumption
patterns and automatically records videos from TV broadcast signals, rather
than leaving the user to fetch content over IP (thereby saving energy and net-
work overheads). A key enabler to these technologies is past measurement studies
that have explored how users access the Internet. There have been a handful of
studies into how people in developing regions use the Internet (e.g. which ser-
vices they access). Most noteworthy is Johnson et al.; the authors inspected a
two month network trace in Zambia; this, amongst other things, showed the im-
pact of traffic from content-heavy peer-to-peer systems. They used this insight
to design VillageShare, which operates as a time-delayed proxy for use in rural
villages.
There are a number of remaining technical challenges that needs to be ad-
dressed in this domain. There are obviously key hardware issues that must be
faced, particularly relating to energy management and cost. Building reliable
devices at affordable prices (that can be deployed in developing regions) is not
trivial. This is exacerbated by the fact that environments are often quite severe,
where devices may be exposed to extreme weather (e.g. very high or low tem-
peratures). Another huge challenge is the loading of appropriate content onto
the Box. In existing projects, this is generally done in a relatively manual way,
whereby content is curated and selected by an appropriate party. There are tech-
niques for citizens to request specific content, but this is often cumbersome. For
example, the Outernet allows users to request content be added to the storage
by SMS. As such, it would be much better if this could be an automated process,
where the Box learnt and automatically loaded “optimal’ content for its locale.
In either case, it is likely that some users would be disappointed by the choices
made, leading to the need for interaction between users and the Box to find a
compromise (c.f. interactive web caching [13]).
Another key limitation of existing solutions is their lack of support for dy-
namic services. Whereas it is relatively easy to load a Box with static content,
it is much more difficult to host and execute services. The benefits of achieving
this goal are significant. It would allow developers (both local and global) to
instantiate beneficial services that could perform tasks far beyond simple con-
tent provision. A classic example would be to introduce a local social networking
services that allows people to share photos etc. There are many conceivable ser-
vices that could be used for more practical purposes too. For instance, a crop
disease diagnosis service could be provided that allow farmers to upload pictures
of diseased crops; these could then be automatically analysed to return treat-
ment advice. Although deploying services like this into edge networks has yet
to become mainstream, new technologies (e.g. unikernels [14] or service-centric
networks [15]) makes this increasingly possible.
Of course, all the above concepts further depend on one thing: Being able to
transport content and/or services from the source to the Box post-deployment.
Without such a capability, the Box would forever remain at its factory default.
A key challenge is therefore finding and exploiting (intermittent) low cost back-
haul connectivity. This would most likely be occasional satellite communications,
broadcast-style delivery and/or the ability to periodiccally move the Box to an
area that has connectivity. A closely related topic to this is that of delay-tolerant
networks (DTNs). A DTN is a type of network that supports the existence
of significant delays or disruptions between sending and receiving parties [16].
Specifically, DTNs propose a store-and-forward architecture in which data units,
termed bundles, can be temporarily stored at nodes (during network disruptions)
until an appropriate next hop can be found [17]. Traditionally, these disruptions
and delays could be caused by long distances (e.g. interstellar communications
[18]) or, alternatively, by network partitions. The latter is the case for the Box
as, in essence, the Box operates as a disconnected component of the network.
These principles were made available, for example, in the KioskNet project [19],
which introduced boxes into known small kiosks. Passing vehicles (e.g. buses)
would then carry content and load it into the kiosks as they drove past.
Another closely related concept is that of information-centric networks (ICNs).
An ICN is a network with the sole purpose of delivering content [20][21][22]. As
such, an ICN exposes a publish/subscribe style abstraction unlike the existing
Socket API [23]. This is because a host-centric network (HCN) is designed to
scalably route packets from a source to a destination, whilst an ICN is designed
to scalably deliver content from providers to consumers. This is clearly a tech-
nology that maps closely to the Box, which primarily is oriented towards the
delivery of content. Prominent examples of ICNs include DONA [24], PURSUIT
[21], Named Data Networking (NDN) [20] and Juno [25]. We believe that these
principles combined (ICN and DTN) could offer a strong foundation to build
Box technology. This could then be combined with emerging service-oriented
technologies (e.g. Jitsu [14]) to allow a Box to run local services. Our past work
has taken the first steps towards this by integrating ICN and DTN function-
ality [26]. A further overview of key scenarios and uses for ICN can be found
here [27].
3 Strawman Requirements and Design
We next detail a strawman design of the Box, exploring key components that
must be built. There are four architectural components; each constitute both
hardware and software
3.1 Storage
To enable totally disconnected operation, it is necessary to maintain a significant
amount of local storage in the Box. This allows popular objects (both content
and services) to be served locally without needing to use any egress network
connectivity. In the simplest case, this storage device could be pre-loaded with
important content (e.g. Wikipedia, medical information) at the factory. Storage
is a cheap commodity, with multi-TB drives available for ≈£50 (and below).
This might constitute significant capital expenditure in a developing region, but
it could be treated as a long-term investment for a community. Perhaps the most
notable bottleneck is energy consumption. Mechanical disks, although cheap,
consume large energy quantities due to the need for moving parts (although low
energy mechanical storage disks are available). In contrast, Solid State Drives
are much more energy efficient, although financial cost is greater.
Beyond these hardware considerations, it is clearly also necessary to build
intelligent algorithms that can appropriately select what is stored. In situations
where content and services are statically loaded at the factory, this is less im-
portant. However, if there is any level of content/service churn over time, this
must be managed in an appropriate manner (more information is provided in
Section 4). This is closely related to recent work on ICN caching [28], as well as
work on pre-fetching, which aims to predict the content requests before they hap-
pen [12]. In these cases, the challenge would be to perfectly predict all requests
by users so that they can be pre-emptively stored on the Box in advance.
3.2 Local Connectivity
Clearly, it is necessary to provide some mechanism by which citizens can gain
access to the Box. The simplest approach would be to introduce a WiFi network
interface. Of course, this assumes that users nearby own a device capable of
connecting. This would be the case for all network alternatives, e.g. Bluetooth
or wired Ethernet. A different approach would be to introduce some sort of user
interface (touch screen) to the Box itself. On the one hand, this would make
the box more self contained, however, on the other hand, it would limit the
number of people who could simultaneously use it. Further, it would dramatically
increase complexity, cost and energy consumption. As such, providing simple
WiFi communications, that can be accessed using a low-cost tablet, would be
preferential.
A further use of local connectivity would be to update the storage with
fresh content. One possibility would be to use vehicles, which can carry content
and transmit it to the box when they come into range (like KioskNet [19]).
Alternatively, somebody could physically move the Box to an area that has fresh
content to download. Of course, this would all require seamless mechanisms that
automatically update the Box without human intervention (i.e. as soon a the
Box comes into range of another content source).
3.3 Backhaul Connectivity
An optional addition to the Box would be a network interface that provides
backhaul connectivity (i.e. wide area Internet communications). This would be
highly desirable, as it would allow the box to refresh the content and services it
stores without the need to move the box or to use a KioskNet-like mechanism.
Unfortunately, the regions where the Box might be deployed are unlikely to easily
support widescale communications at a low cost. Consequently, the box must be
able to operate with and without Internet connectivity. Particularly, the Box
should support on-off backhaul support, where connectivity is intermittent. By
enabling all Box deployments with both capabilities, we also argue that this can
more seamlessly allow citizens to transition to “real” Internet access when wide
area connectivity is made available in a region.
3.4 Service Management
As previously stated, it would be beneficial if the Box could support functional-
ity beyond static content storage. Running a small service platform within the
Box would allow things like local social networks and even games to be hosted.
Obviously the capabilities of these would be limited by the resources of the Box
and, therefore, service mangement in this context would be extremely important.
Specifically, it would be necessary to build a platform that can securely host very
lightweight services with the ability to individually control and limit their re-
source consumption (based on a range of requirements). These constraints mean
that running large numbers of complex services would be difficult. Instead, spe-
cific techniques would be needed to strictly limit the operations of each service
in a fair manner.
3.5 Remote Management
As stated above, the Box would be ill-suited to running and managing complex
services and tasks locally. For example, deciding what to store on the Box could
potentially involve complicated operations (compiling user histories, modelling
their interests, predicting future request patterns, selecting a subset of content to
request). Due to cost constraints, for some deployments, it would be undesirable
to build the Box with sufficient memory and processing capacity to execute all
these algorithms. It would therefore be desirable to be able to oﬄoad some of
these tasks to remote execution (i.e. in a cloud). This could operate in a similar
manner to CDroid [29] or ThinkAir [30] for mobile phones, where tasks are split
between local and remote execution. Through this, the computational load on the
Box could be reduced. Complexity in a disconnected scenario, however, is higher.
For instance, the Box might not be able to communicate with the remote cloud
service for an extended period. This would be particularly problematic if data
must be kept up-to-date on both the Box and the cloud. As such, techniques must
be developed to balance the need to oﬄoad computation with the limitations of
the backahul communications availability.
4 Implementation Levels
There are several potential stages to the implementation. Currently, a small
set of hardware systems have been built (e.g. [4]). The key challenge remaining
is therefore devising means by which the resources of this hardware can be
appropriately managed and extended to support more sophisticated behaviour
(e.g. services). Here, we devise several key implementation steps for our future
work:
1. The simplest implementation would be to provide a single Box that possesses
static storage and local network connectivity. The Box would contain a large
block of storage that is filled with curated static content (decided at the fac-
tory). Local WiFi would allow users to connect to the Box. Upon connection,
users would be able to access a locally available portal that gives access to all
content on the Box (e.g. via a web browser). In line with common usage, the
most sensible portal might be a search engine interface with more structured
access to content categories (similar to interactive web caching [13]).
2. The next implementation stage would extend the Box to support user up-
loaded content. This would allow users to create and share their own static
media (e.g. webpages, videos). The uploaded content would then be inte-
grated into the portal to make it locally available to all other users. Of
course, this is accompanied by various audit, privacy and security challenges
that would need addressing.
3. The next implementation stage would be to introduce active services onto
the Box. This would move beyond static content provision. Potential services
could be online social networks and voice communications. This would be
limited to local interactions; for example, a social network service would only
provide accounts for local users. Such services could be built over a unikernel
platform like Jiitsu that allow extremely lightweight virtual machines to
operate in resources constrained environments [14]; each service would exist
as its own micro virtual machine that could be executed.
4. The next step would be to add one-way inbound communications to the Box.
This is likely to be periodic and, potentially, unpredictable. This would allow
the Box to receive one-way information from external parties. For example,
this could involve satellite or radio broadcasts of fresh content/services (sim-
ilar to Outernet [10]).
5. The next tier would introduce two-way communications. However, this will
not necessarily be synchronous. Request/response intervals could be in the
order of hours or days. Further, there may be extended periods without any
connectivity whatsoever. This would allow information to be uploaded from
the Box to third parties (e.g. oﬄoaded cloud services).
6. Finally, the most advanced stage of implementation would be to add two-
way synchronous connectivity. This would, in essence, provide full Internet
connectivity to citizens, which is the final goal of our work.
5 Conclusion
This paper has explored a potential approach to deploying Internet-like services
in areas that currently struggle to gain wide area connectivity. There are a num-
ber of challenges that remain. We therefore conclude with a brief summary of
future issues to address. A particular problem is how such a Box could be filled
with content and services. Currently, the predominant approach is through cu-
rated streams and content packages chosen by third parties. This raises a number
of issues. It poses technical challenges, such as how dynamic shifts in content
or service demand could be reacted to. Beyond this, it also raises ethical ques-
tions: Who is qualified to have control over what content should be accessible
by a group of people? Making such as process transparent would not be trivial.
Transporting content and services from the Internet onto the Box poses another
key challenge. Clearly, this is straightforward if the Box is solely preloaded with
content/services at the factory (i.e. there is no need to transport anything).
However, if the Box is to be updated over time, it is necessary to execute algo-
rithms that can decide what should be stored. A number of possibilities have
been discussed in this paper, however, the most appropriate is not clear.
An open issue that we have not touched upon is that of commercialisation.
It is likely many stakeholders (e.g. Box manufacturers, content providers) would
need to monetise their “products” somehow. For example, how would content
producers make money from uploading their content onto the Box? This is an
issue that we leave for future exploration. However, to produce sustainable de-
ployments, it is likely that this challenge must be faced.
It is important to finalise by saying that the purpose behind our work is not to
create a two-tier Internet, in which certain people are limited to locally available
content/services provided by the Box. Rather, it is intended as an intermediate
step to better enable future deployments. Consequently, the nature of these
future deployments must be considered. An obvious possibility is to introduce
more sophisticated features to the Box, e.g. various novel services, that offer
near identical support to the wider Internet. Of course, the next step beyond
this would likely be to offer “real” Internet access, where the Box operates as a
simple gateway (with a cache). An attractive property of the Box would be that
by this point in time, people would have been given the opportunity to become
familiar with the technology. Thus, the transition for local communications to
global would be more seamless.
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