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Contradictory theoretical results for oxygen vacancies in SrTiO3 (STO) were often related to
the peculiar properties of STO, which is a d0 transition metal oxide with mixed ionic-covalent
bonding. Here, we apply, for the first time, density functional theory (DFT) within the extended
Hubbard DFT+U+V approach, including on-site as well as inter-site electronic interactions, to study
oxygen-deficient STO with Hubbard U and V parameters computed self-consistently via density-
functional perturbation theory. Our results demonstrate that the extended Hubbard functional is a
promising approach to study defects in materials with electronic properties similar to STO. Indeed,
DFT+U+V provides a better description of stoichiometric STO compared to standard DFT or
DFT+U , the band gap and crystal field splitting being in good agreement with experiments. In
turn, also the description of the electronic properties of oxygen vacancies in STO is improved, with
formation energies in excellent agreement with experiments as well as results obtained with the
most frequently used hybrid functionals, however at a fraction of the computational cost. While our
results do not fully resolve the contradictory findings reported in literature, our systematic approach
leads to a deeper understanding of their origin, which stems from different cell sizes, STO phases, the
exchange-correlation functional, and the treatment of structural relaxations and spin-polarization.
I. INTRODUCTION
SrTiO3 (STO) is a perovskite oxide that around
105 K1,2 undergoes a transition from a high-temperature
cubic (space group Pm3¯m, Fig. 1a) to a tetragonal
antiferrodistortive phase (AFD, space group I4/mcm,
Fig. 1b) in which TiO6 octahedra rotate around the c-axis
with out-of-phase rotations in consecutive layers (a0a0c−
in Glazer notation3). Along with BaTiO3, CaTiO3, and
PbTiO3, STO is often considered as a prototypical per-
ovskite material and a lot of research has been dedicated
to understanding its properties. Unlike BaTiO3, STO is
not ferroelectric as the condensation of the computation-
ally predicted ferroelectric soft-mode4,5 is prevented by
quantum fluctuations even at the lowest reachable tem-
peratures6.
Defects and doping can be used to tune the func-
tional properties of perovskite oxides and to induce new
physics in these materials. In particular, oxygen vacan-
cies (VO) were found to result in rich variations of the
physical properties of STO, causing an insulator-to-metal
transition and n-type conductivity7–10, changing the op-
tical emission properties11,12 and having an important
effect on the transition between the AFD and the cu-
bic phase13,14. Understanding the properties of oxygen
vacancies is therefore a crucial prerequisite to establish
the physics of this material. Despite many experimen-
tal7–13,15–25 and theoretical14,21,26–44 investigations, the
nature of VO defects in STO still remains unclear due
to contradictory results, especially related to the elec-
tronic states associated with oxygen vacancies as will be
FIG. 1. (2×2×2) supercell of stoichiometric a) cubic and b)
antiferrodistortive SrTiO3.
reviewed in Sec. II. The ambiguity associated with de-
fect states in STO was often explained with the peculiar
electronic properties of the material. The mixture of very
ionic Sr–O and mixed ionic-covalent Ti–O bonds together
with crystal-field effects of the Ti 3d orbitals lead to a
competition between trapping the two extra electrons left
in the lattice upon defect formation in the vacancy (F
center) and localizing them on Ti-3d orbitals37,39,44–46.
Due to self-interaction errors (SIE), standard density-
functional theory (DFT), based on the local-density
(LDA) or generalized-gradient (GGA) approximation, of-
ten fails to predict the electronic properties of mate-
rials containing transition-metal or rare-earth elements
with localized d or f states. Hybrid DFT, incorporating
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2a fraction of exact exchange into standard DFT func-
tionals, could be used to correct for SIE. However, the
application of hybrid functionals is still quite expensive
for point-defect DFT calculations that generally require
large supercells. Furthermore, the fraction of exact ex-
change is a material dependent parameter47. In practice,
this parameter is determined empirically by fitting to ex-
perimental properties, or, more often, is kept fixed at
the default value suggested for each hybrid functional,
thus disregarding the material dependence. In the latter
case, overestimated band gaps are usually obtained for
STO14,33,37,39, whereas in the former case, it was shown
that the fraction of exact exchange strongly depends on
the experimental property used for fitting47–49. Due to
their modest computational cost and intuitive physical
picture, DFT+U approaches50–52 are a popular alterna-
tive to treat transition-metal systems with improved ac-
curacy compared to standard LDA and GGA functionals.
This Hubbard functional augments the standard DFT en-
ergy by a Coulomb repulsion term between strongly lo-
calized d or f electrons belonging to the same Hubbard
atom. This correction is proportional to the occupation
numbers of atomic states on the given site, multiplied
with the strength of the interaction, which is determined
by the “on-site” Hubbard U parameter50,51,53.
STO, however, has a nominal d0 configuration and is
a band insulator rather than a correlated Mott insulator.
Localization of electrons on d states should therefore play
a minor role, while inter-site hybridization is expected to
be more important. DFT+U+V 54 is an extension of the
DFT+U approach that includes on-site U and inter-site
V electronic interactions. In this extended Hubbard func-
tional, the Hubbard parameter V represents the strength
of the Coulomb interactions between electrons on neigh-
boring sites. The aim of this formalism is to improve the
accuracy of the DFT+U scheme for materials where hy-
bridization between orbitals belonging to different atoms
is important. When performing DFT+U+V calcula-
tions, the predicted properties will strongly depend on
the U and V values. In the past Hubbard parameters
were often determined empirically by fitting to experi-
mental properties. However, not only is the choice of em-
pirical Hubbard parameters not unique, as fitting to dif-
ferent experimental properties results in different values,
but it was shown that fitting to band gaps or structural
parameters will not generally result in defect energetics
that agree with experiments55–58. Linear-response the-
ory (based on supercell calculations) was used to derive
the Hubbard parameters in different materials from first-
principles, thus removing the ambiguity associated with
the empirical determination of these interdependent pa-
rameters and establishing the DFT+U+V method as an
accurate and versatile approach for materials with vastly
different properties54. Recently, Timrov et al.59 refor-
mulated the linear-response calculation of Hubbard U
within density-functional perturbation theory (DFPT).
This formulation is computationally cheaper due the use
of sums over monochromatic (wave-vector-specific) per-
turbations in primitive cells, instead of finite-differences
between supercell calculations. It also results in better
numerical stability and convergence as well as a higher
level of automation of the computational protocol. This
formulation was recently extended to also yield the inter-
site V parameters60.
Defect formation in transition-metal oxides can in-
duce local perturbations of the chemical environment of
Hubbard sites around the defect that may not be prop-
erly described by a single global U as done in conven-
tional DFT+U . We therefore recently suggested a self-
consistent site-dependent (SC-SD) DFT+U approach, in
which U values are computed using DFPT for all in-
equivalent Hubbard sites around a defect, using a self-
consistent procedure during which U parameters and the
geometry of the system are recomputed in an iterative
fashion until convergence within given thresholds61. U
values were found to depend on the distance of the Hub-
bard site from the defect, its coordination number, its
oxidation state, and on the magnetic order of the host
material. This site-dependence was found to strongly in-
fluence the properties related to the defect energetics,
particularly for semiconducting and insulating materi-
als, where filled localized defect states may form in the
band gap. The same approach could be easily extended
to DFT+U+V calculations by computing self-consistent
site-dependent U and V parameters for all inequivalent
Hubbard sites and site pairs around a defect. It is worth
to mention here that the same site-dependence would ap-
ply, in principle, also to the more frequently used but also
computationally more expensive hybrid functionals62–67.
Instead, in the most common hybrid functionals, the frac-
tion of exact exchange, which affects the predicted defect
energy levels and formation energies, is a global value,
which may not be suitable to properly describe the ex-
cess charge localization in defective structures48,49,68.
In this work, we apply the DFT+U+V approach to
study VO in STO using self-consistent U and V values
computed using DFPT. Inter-site interactions between
Ti-3d and O-2p states are included to account for the
previously reported mixed ionic-covalent character of the
Ti–O bond. The effect of site-dependent U and V is also
addressed. Due to the puzzling and contradictory conclu-
sions of previous theoretical works and due to the diffi-
culties in performing a direct comparison with the widely
scattered and often also contradictory experimental data,
our goal is not to benchmark the DFT+U+V method
with respect to the available theoretical and experimen-
tal data for VO in STO, but to rationalize these results
using a method (DFT+U+V ) that is accurate and cost-
effective at the same time. For this reason, we perform a
systematic study of oxygen-deficient STO, in which cell
size, STO crystalline phase, and spin polarisation are
taken into account. Results are compared with data ob-
tained, within the same computational framework, from
standard DFT, DFT+U (with SC and SC-SD U values),
and in selected cases also from hybrid functionals. Given
the large quantity of data, we report in the paper only
3selected results that best illustrate the main trends and
conclusions69. The whole set of results is available on
Materials Cloud70.
II. OXYGEN VACANCIES IN STO
Despite the large amount of both experimental and
theoretical work dedicated to characterizing oxygen-
deficient STO, the nature of oxygen vacancies in this
material still remains debated. On one hand, one has to
consider the complex experimental measurements neces-
sary for the characterization of these defects and the var-
ied nature of the analyzed samples, especially in terms of
type (bulk or surfaces) and defect concentration, which
could explain the diversity of the experimental results
reported in the literature. On the other hand, theoreti-
cal calculations based on DFT often result in contradic-
tory results depending on the exchange and correlation
functional, the considered magnetic properties of the de-
fective system, the size of the supercell used to simulate
STO, as well as the STO phase. In the following we will
shortly review the main findings reported in literature.
An insulator-to-metal transition taking place at
extremely dilute electron doping (on the order of
1019 cm−3) and superconducting behavior with a tran-
sition temperature below 1 K were experimentally ob-
served in oxygen-deficient STO7,9,15–18. However, Hall
measurements suggest a mobile carrier density lower than
the expected two carriers per VO, especially for higher
defect concentration23. Transport measurements indi-
cate that the formation of oxygen vacancies is associated
with the appearance of shallow donor levels9,22, but op-
tical emission and absorption spectra of oxygen-deficient
STO show peaks due to localized defect states in the
band gap11,19–21, especially for STO surfaces71–73. For
STO single crystals with low carrier density, the VO ion-
ization energy was found to range from 0.07 to 0.16 eV
depending on the carrier density and the degree of com-
pensation by residual acceptors10,22. Moos and Ha¨rdtl8
on the other hand find the redox level for the ionization
from the neutral V••O to the singly charged V
•
O to lie 3
meV below the conduction band (CB) and the redox level
for the ionization from the doubly positively charged VXO
to the singly charged V•O to lie deeper at about 0.3 eV
from the CB. From their data it is also possible to extrap-
olate the VO formation enthalpy at 0 K to 6.1 eV
37,74,
which is in line with previous reports25.
Theoretical studies based on DFT did not result in a
coherent picture that explains all experiments. Indeed,
several contradictory results for the electronic structure
of VO defects in STO were reported, depending on the
exchange-correlation functional, the supercell size, the
cubic or AFD phases of STO as well as the treatment
of spin polarization and atomic relaxations. Several lo-
calization schemes for the two electrons associated with
an isolated neutral VO were suggested: i) a delocalized
state with 3d-t2g character in the CB (see Fig. 2a), ii) a
FIG. 2. Schematic representation of the different localization
schemes reported in theoretical studies of oxygen-deficient
STO where a) standard DFT or DFT+U29,31,32, b) DFT with
hybrids33,37,38,40,41,44, c) DFT+U29,33–36, and d) DFT+U for
the triplet state were used34,35. CB and VB represent the con-
duction and valence band, respectively. The position of the
CB schematically represents the effect of the different DFT
methods on the predicted STO band gap.
deep doubly-occupied state with 3dz2−r2 character in the
band gap localized on the two Ti atoms adjacent to
the defect (see Fig. 2b), iii)-a shallow doubly-occupied
3dz2−r2 state close to the CB (see Fig. 2c), and iv) a
singly-occupied 3dz2−r2 state lying below the CB cou-
pled with one electron in delocalized 3d-t2g CB states
(see Fig. 2d)35. Schemes i) and iv) with electrons in
the CB could explain the temperature independence of
the free carrier density and the low temperature con-
ductivity8,9,23. However, scheme i) cannot explain the
reported optical properties11,19–21, which are compatible
with the presence of in-gap defect states. It is worth to
note here that deep defect states were often reported to
stem from surface Ti3+71–73 and that the interpretation
of these measurements is not unambiguous since in-gap
levels in single crystals could be attributed to defects
or defect clusters other than isolated VO
26–29,34. Hall
measurements23 and the ionization energies for the re-
dox level associated with VO
8 seem to support scheme iv)
with one electron localized in an in-gap state and one de-
localized in the CB. This implies, however, the presence
of singly charged oxygen vacancies in a large tempera-
ture range, but paramagnetic V•O were not observed by
electron paramagnetic resonance (EPR) spectroscopy24
at low temperatures.
The main source of these discrepancies in theoretical
studies stems from the flavor of the DFT functional.
Standard LDA and GGA functionals suggest that VO
induce a delocalized state in the CB29–32,42 (see also
4Fig. 2a). The strong underestimation of the STO band
gap by almost half of the experimental value of 3.25 eV75
can, however, result in the defect state to lie in the CB
rather than in the band gap (cf. Figs. 2a and 2b). Sev-
eral attempts to correct the STO band gap using DFT+U
were performed, but results still suggest several scenarios
for the position of the defect level29,33–36. We should note
here that due to the formally empty Ti-d states the phys-
ical motivation for the DFT+U correction is not clear for
STO and that the choice of Hubbard U strongly affects
the results, thus not justifying the use of empirical U val-
ues. In the majority of studies, an effective U value of
4.36 eV21,29,34,35 is applied, which however results in a
band gap still significantly smaller (by about 1 eV) than
experiment, thus resulting either in shallow (about 0.1-
0.4 eV below the CB)29,34,35 or delocalized21,34,35 defect
states (cf. Figs. 2a, 2c and 2d)). Discrepancies in results
obtained with similar U are most likely due to structural
differences, different spin polarization treatment or dif-
ferent computational details, as we will discuss in Sec. IV.
Larger but unphysical (for Ti atoms with d0 config-
uration) U values of about 8 eV allow to reproduce the
experimental band gap and yield deeper defect levels sim-
ilar to those obtained with hybrid functionals33,36. With
these methods VO defects were found to always be asso-
ciated with deep in-gap states 0.7 to 1.2 eV below the CB
that are derived from the 3dz2−r2 orbitals of the two Ti
adjacent to the vacancy33,37–41,44. Lin et al.36 suggested
that these in-gap states with eg character are observed
within these approaches due to a smaller t2g − eg crystal
field splitting for stoichiometric STO. Within standard
DFT, this splitting is large and the defect state is lo-
cated in the CB t2g bands, while a smaller crystal field
splitting, as the one provided by hybrid DFT, allows the
formation of a localized eg-derived state in the gap. This
localization of electrons on Ti sites adjacent to the de-
fect was often justified with Ti3+ found in photoemission
studies on defective STO surfaces, which could however
behave differently from bulk sites due to the different
coordination. This localization also corresponds to very
high VO formation energies of 7-10 eV. It was suggested
33
that despite hybrid DFT results being similar those ob-
tained with a large Hubbard U correction on the Ti-3d
states, the origin of the in-gap state is different, since
with DFT+U the unoccupied bands are pushed up, while
with hybrid functionals, the occupied defect state is also
pushed down in energy. It was also suggested35 that the
very deep position of the defect state, which contradicts
conductivity measurements, is due the overestimation of
the STO band gap (by about 0.3 eV) as a consequence of
the linear combination of atomic orbitals (LCAO) basis
set used in the majority of the hybrid functional calcula-
tions37,38,40,41,44. It was, however, shown that band gaps
are similar for plane-wave and LCAO calculations in the
same supercell, implying that the overestimation is due
to the hybrid functional33.
In several studies it was observed that, apart from the
DFT functional, the vacancy formation energy and the
position of the defect state are highly sensitive to the
size of the supercell. Buban et al.14 using LDA found
that the defect state changes from deep to shallow going
from a 40- to a 160-atom (or the even larger 320-atom)
supercell, with mainly 3dz2−r2 character for the 40-atom
case and 3d-t2g character for cells larger than 160-atoms.
Similar results were obtained using DFT+U by Choi et
al.34. Evarestov37 observed an analogous behavior with
the hybrid functional B3PW: not only does the reduced
interaction between periodic images of the VO result in a
strongly reduced dispersion of the defect state for larger
cells (0.15 eV in the 80- and 0.02 eV in the 320-atom cell)
but its position moves from 0.69 to 0.49 eV below the CB
when increasing the supercell size from 80 to 320 atoms.
These changes are reflected in the computed formation
energies, which change by about 0.5-1.3 eV between the
40- and 320-atom supercell14,37,39. The size of the super-
cell was also found to affect the calculated formation en-
ergy: using the B3PW hybrid functional an orthorhom-
bic 80-atom cell results in a formation energy of 7.73 eV
while a cubic 135-atom was found to yield a formation
energy about 0.2 eV larger despite the bigger cell size37.
Finally, also the STO phase can affect the results. Choi
et al.34 using a 1080-atom supercell reported that in cu-
bic STO there are no thermodynamic transition levels in
the band gap, while for the AFD phase they computed
the V••O /V
•
O transition level at about 0.1 eV below the
CB minimum. It was suggested that the drop in the AFD
to cubic transition temperature from 105 K for stoichio-
metric to about 98 K for oxygen-deficient STO13 could be
explained considering that AFD-like oxygen-octahedron
rotations are induced in the vicinity of a VO in cubic
STO14,34.
Structural relaxations were indeed shown to be im-
portant, especially for the existence of localized states
but contradictory results were reported also in this case.
Evarestov at al.37 reported that the V••O formation en-
ergy is reduced by 1.5-2.0 eV when the positions of all
atoms in the supercell are optimized, while Alexandrov
et al.38 reported only small relaxation energies of about
0.1 eV. These discrepancies were explained with the dif-
ferent DFT method and basis set, the first results be-
ing obtained with standard DFT and plane-waves and
the second using hybrid functionals with LCAO. While
in the first case the two electrons due to the defect are
delocalized in the CB, resulting in a doubly positively
charged VO with strong repulsive interactions with the
surrounding Ti cations, in the second case, the hybrid
functional yields an F-center with the electrons localized
in the vacancy. Other works39,74 using a similar approach
to Alexandrov et al.38 report large relaxations for the first
and second nearest neighbor atoms around the defect and
localization of the extra electrons on the Ti adjacent to
the defect. Not only the magnitude but also the direction
of relaxations varies between different reports. Mitra et
al.33 analyzed the displacements for different functionals
within a similar computational setup and linked them
to the observed electronic structure. Within LDA, the
5Ti adjacent to the vacancy move away from each other,
while with the hybrid functional HSE0676 they approach
each other. Using HSE06, a localized in-gap state ex-
ists even before structure relaxation, while this is not the
case with LDA. This implies that electrons in a localized
state lead to approaching Ti atoms, while delocalized CB
electrons have the opposite effect.
A final source for discrepancy is the treatment of
the magnetic structure of the defect. Early (semi)local
DFT14,42,43 and hybrid functional38,44 calculations re-
ported the diamagnetic closed shell (singlet) state for the
neutral oxygen vacancy to be more stable than the spin-
polarized open shell (triplet) solution. This is despite the
fact that standard DFT calculations predict shallow or
delocalized defect states while hybrid functionals result
in deep in-gap states. DFT+U21,29 results without spin
polarization were often found to provide the same results
as uncorrected (semi)local DFT. In more recent DFT+U
studies34,35, different possible magnetic solutions were in-
vestigated by fixing the distance between Ti atoms adja-
cent to the neutral VO at a series of values and optimizing
the other atomic positions in different magnetic states.
For the non-polarized (singlet) state, two ground states
were found, corresponding either to a delocalized solution
or to a shallow defect state, again in line with previous re-
ports. For the spin-polarized (triplet) solution, a ground
state, characterized by one electron localized in the band
gap and one delocalized in the CB was found, which is
more stable compared to all of the non-polarized solu-
tions. Taking the magnetic properties of the VO defect
into account is thus fundamental in understanding the
origin of the discrepancies between theoretical results,
even when obtained with the same DFT flavor, as in the
case of DFT+U results.
III. METHODS
All calculations were performed with Quantum
ESPRESSO77,78 using the PBEsol79 exchange-
correlation functional and ultrasoft pseudopotentials80
with Sr(4s,4p,5s), Ti(3s,3p,4s,3d), and O(2s,2p) valence
states8182. Wavefunctions were expanded in plane
waves with a cutoff of 40 Ry for the kinetic energy and
320 Ry for the charge density. Gaussian smearing with
a broadening of 0.01 Ry was used in all calculations,
including plotting the density of states (DOS).
STO structures were described using different supercell
sizes: 2× 2× 2, 2√2× 2√2× 2 , 3× 3× 3, and 4× 4×
4 supercells of the 5-atom primitive cell containing 40,
80, 135 and 320 atoms, respectively. The 3 × 3 × 3 cell
was used only for the cubic phase, since the octahedral
rotations of the AFD phase are incommensurate with this
cell. Monkhorst-Pack83 k-point meshes of size 4× 4× 4,
3 × 3 × 4, 3 × 3 × 3 were applied for the 40- 80- and
135-atom cell, respectively, while only Γ point sampling
was performed for the largest 320-atom cell. Grids were
doubled along every dimension for plotting the DOS.
VO defects were created by removing one oxygen atom
from each of the considered supercells. Neutral (V••O ),
singly (V•O), and doubly (V
X
O) positively charged VO
were created by adjusting the number of electrons. For
charged defects, calculations were performed in presence
of a jellium background, necessary to avoid divergence of
the electrostatic potential. For stoichiometric STO cal-
culations, both ionic positions and cell parameters were
relaxed during geometry optimization, while, for defec-
tive STO, only atomic positions were optimized while
keeping the lattice vectors fixed at the optimized values
of the stoichiometric bulk in order to mimic the dilute
defect limit. In all cases, atomic forces were converged
to within 5.0 · 10−2 eV/A˚, while energies were converged
to within 1.4 · 10−5 eV.
DFT+U calculations were performed within the
rotationally-invariant formulation by Dudarev et al.53
by applying a Hubbard U correction50,51 on Ti 3d
states with self-consistent USC and self-consistent site-
dependent USC−SD values computed via DFPT59. For
DFT+U+V calculations, we additionally applied the
Hubbard V correction to the inter-site interaction be-
tween the Ti-3d and O-2p states using V values computed
self-consistently (and site-dependently) within the DFPT
approach59. The method for the calculation of these pa-
rameters has been introduced in Ref.61. Here, we shortly
recall that U and V values are obtained through an it-
erative procedure that involves perturbing all inequiva-
lent Hubbard sites in the structure and in which both
the ionic and electronic structure are corrected using up-
dated U and V values until convergence.
In the stoichiometric system all Ti sites are crystal-
lographically and chemically equivalent and can thus
be described by a global U value (USC) computed self-
consistently by perturbing a single Ti. For the determi-
nation of the V parameters, one needs to consider that
due to octahedral rotations O sites can be inequivalent
already in the stoichiometric system, implying that more
than one O atom needs to be perturbed. We however
observed that differences in V values are so small that
the Ti–O interaction in the stoichiometric material can
also be described by a global VSC value. In order to
simplify and automate these calculations, atoms were se-
lected to be perturbed if their unperturbed atomic occu-
pations differed by more than 10−6. For defective super-
cells, Hubbard parameters were computed by perturb-
ing all inequivalent sites created upon defect formation
(see Sec. S2 C 1 in the supporting information (SI)84 for
more details). DFPT calculations were performed with
a 2× 2× 2 mesh to sample q space59 in the 40-atom cell,
while sampling was restricted to the Γ point for larger
cells. A convergence threshold of 0.01 eV was applied
for the self-consistence of both U and V values. The
self-consistent field (SCF) calculations preceding DFPT
calculations were performed with atomic orbitals orthog-
onalized using Lo¨wdin’s method85 for the Hubbard mani-
fold, while structural optimizations were performed with-
out orthogonalization. This is necessary due to tech-
6nical difficulties in implementing forces and stresses for
DFT+U and DFT+U+V with orthogonal basis sets but
is expected to only lead to marginal errors86.
Hybrid DFT SCF calculations for the stoichiometric
and defective 40-atom STO cells were performed with the
HSE functional76,87, where a percentage (0 ≤ α ≤ 1) of
exact exchange is mixed with the PBE88 functional. To
examine the effect of the percentage of exact exchange on
the defect properties, calculations were performed for α
ranging from 0 to 0.25, this upper limit being the default
for HSE06, while keeping the screening parameter at the
default value for HSE (0.2 A˚−1).
The formation energy of an oxygen vacancy (VO) in
a charge state q (Ef,VqO) was computed as described in
Ref. 89:
Ef,VqO = Etot,V
q
O
− Etot,stoic + µO
+ q [EV + EF] + Ecorr , (1)
where Etot,VqO and Etot,stoic are the total energies of the
defective and stoichiometric systems, EF (0 ≤ EF ≤ Eg)
is the Fermi energy relative to the valence band maximum
(EV) of the stoichiometric system (Eg being its band gap)
and µO =
1
2µ(O2) + ∆µ(O) is the oxygen chemical po-
tential with µ(O2) obtained as the total energy of an O2
molecule. We will show results in the oxygen-rich limit,
i.e. with ∆µ(O) = 0. For charged vacancies, a poten-
tial alignment term (Ecorr) was also computed in order
to realign the electrostatic potential of the defective su-
percell with the one of the stoichiometric system. This
was done by calculating the difference in average electro-
static potential between the stoichiometric system and
the charged defective one computed via spherically aver-
aged electrostatic potentials at sites far from the defect90.
Finally, the thermodynamic transition level ε(q1/q2) for
two VO defects with charge states q1 and q2 was com-
puted as:
ε(q1/q2) =
Ef,Vq1O (EF = 0)− Ef,Vq2O (EF = 0)
q2 − q1 . (2)
IV. RESULTS AND DISCUSSION
A. Stoichiometric STO
We begin by comparing the structure and electronic
properties obtained for stoichiometric STO at the GGA,
GGA+USC, and GGA+USC+VSC levels of theory. We
will discuss the results for the smallest 40-atom cell for
which we performed also more expensive HSE06 calcula-
tions. Similar conclusions can, however, also be derived
for larger cell sizes as can be seen in Table S1. Table I
shows the respective structural properties together with
the computed self-consistent values of the Hubbard pa-
rameters for both the AFD and cubic phases of STO. USC
and VSC values are similar for the two phases, but seem to
be consistently slightly larger for the cubic phase, which
TABLE I. Comparison of the calculated and experimental
structural properties (lattice parameters a in A˚, c/a ratio,
and octahedral rotation angle around the c-axis θ in degrees)
for the AFD and cubic phases obtained in a 40-atom cell.
Phase Method U V a c/a θ
AFD
GGA - - 3.860 1.006 5.69
GGA+USC 4.48 - 3.857 1.012 7.81
GGA+USC+VSC 5.34 1.27 3.841 1.009 6.47
Exp. - - 3.898a 1.006a 2.1b
Cubic
GGA - - 3.870 - -
GGA+USC 4.45 - 3.877 - -
GGA+USC+VSC 5.35 1.31 3.855 - -
Exp. - - 3.900a - -
a Ref.91 data at 65 and 105 K for the AFD and cubic phases
of STO, respectively.
b Ref.92 data at 4.2 K.
could be a consequence of the different crystal environ-
ment of the Hubbard sites without octahedral rotations.
We also note that the Hubbard U calculated for DFT+U
are about 0.9 eV smaller than the U computed within the
DFT+U+V approach as a consequence of the necessity
to perturb neighboring ligand states when evaluating the
inter-site V parameters, which results in the removal of
theses states from the “screening” manifold86.
In the cubic phase, GGA+USC seems to provide the
best description of the lattice parameter a, expanding it
with respect to GGA. In the AFD case, instead, GGA
provides the best agreement with experiments. In both
cases, GGA+USC+VSC results in the smallest a because
the inter-site interactions encourage the occupation of
hybridized states, shortening the bonds. We note, how-
ever, that experimental lattice parameters at 0 K should
be smalller than the ones in Table I, which could reduce
the error associated with GGA+USC+VSC. Moreover,
the underestimation of a in GGA+USC+VSC is also a
consequence of the underlying DFT functional. Table S2
shows the lattice parameters computed for the cubic 5-
atom unit cell of STO with either the PBEsol functional,
similar to the data in Table I, or the PBE functional.
Compared to PBEsol, optimized for the description of
solids, PBE always results in overestimated a values, with
PBE+USC+VSC providing again an improved description
compared to PBE+USC and an accuracy similar to PBE.
However, PBE is generally associated with larger errors
than PBEsol and it also results in a larger underestima-
tion of the band gap, which is a key property for the
description of oxygen-deficient STO, as we will discuss in
the following. We note here that discrepancies between
PBEsol results in Tables I and S2 are due to numerical
differences between the calculations for the 5- and 40-
atom cells. Finally, we observe that GGA, GGA+USC
and GGA+USC+VSC all result in much larger octahedral
rotation angles than experiment, GGA+USC+VSC yield-
ing smaller values compared to GGA+USC. We note that
octahedral rotation angles are best predicted by hybrid
7FIG. 3. a) Band gap for the AFD phase of STO computed
using a 40-atom supercell with different exchange-correlation
functionals and b) total and projected density of states (DOS
and PDOS, respectively) computed at different levels of the-
ory. The zero of the energy scale was set at the top of the
valence band in all cases.
functionals93–95, which is likely due to the effect of these
functionals on the empty Sr states96, which are not af-
fected by our DFT+U or DFT+U+V . Also compared
to GGA+USC, GGA+USC+VSC results in an improved
description of the c/a ratio, which is often considered as
a measure for the quality of DFT results93.
Fig. 3a shows a comparison of the band gap com-
puted for the AFD phase of STO with different DFT
functionals. The HSE06 result is obtained from of a
SCF calculation on the GGA+USC+VSC structure. The
band gaps of 2.00 and 2.62 eV obtained using GGA and
GGA+USC are in line with previous works
29–32,34,35,42
and are considerably lower than the experimental gap
of 3.25 eV75. The smallest error is associated with the
value of 3.11 eV obtained with GGA+USC+VSC, under-
estimating the band gap by only 0.14 eV with respect to
experiments. HSE06, instead results in a band gap over-
estimated by about 0.32 eV, in agreement with previous
reports14,37,39. Hence, GGA+USC+VSC provides the best
agreement with experiments and at a much lower com-
putational cost compared to hybrid functionals. While
neglecting structural relaxations at the HSE06 level can
affect these results, it is, however, also established that
the percentage of exact exchange is a material-dependent
quantity, which is generally determined by fitting to ex-
perimental data47,68,97. In this sense, the Fig. S1 reports
the band gap of STO as a function of the fraction of ex-
act exchange, suggesting that a value of 20% would result
in a better agreement with experiment than the 25% of
exact exchange included in the standard formulation of
this functional. The ambiguity associated with the frac-
tion of exact exchange also affects the position of the
defect level of oxygen vacancies in STO47–49, which will
be discussed below in more detail. As opposed to HSE06
calculations, the DFT+USC+VSC approach we use here
relies on Hubbard USC and VSC parameters computed
from first principles and with a self-consistent procedure
that ensures the internal consistency of results. Hence,
this approach does not rely on any empirical parame-
ters and yields better results than hybrid functionals at
a computational cost that is significantly lower. A simi-
lar trend can also be seen for the band gaps in the cubic
phase (see Table S1), which are about 0.1-0.2 eV smaller
than in the AFD phase, due the decrease in CB width by
the octahedral rotations98.
Figures 3b-e show DOS and projected DOS (PDOS)
of stoichiometric STO computed at different levels of
theory: DFT, DFT+U , DFT+U+V , and DFT with
HSE06. The valence band (VB) of STO is composed
of O-2p states with rather small contributions from Ti-
3d orbitals, while the conduction band is dominated by
empty Ti-3d states. In particular, the bottom of the CB
is constituted mostly of t2g states with eg states lying at
higher energies. At the GGA level in Fig. 3b, the t2g and
eg bands can be clearly distinguished below and above
4.5 eV, respectively. When including the on-site Hub-
bard U correction (see Fig. 3c), the empty Ti-3d states
are only slightly pushed to higher energies, in line with
the nominal d0 configuration of Ti in this material, and
the separation between the t2g and eg states is also only
slightly reduced. When both on-site U and inter-site V
interactions are included, not only are the Ti states of the
CB pushed to even higher energies, resulting in a larger
band gap, but the t2g-eg crystal field splitting is reduced
(see Fig. 3d), which is in good agreement with the qual-
itative picture provided by HSE06 shown in Fig. 3e. As
discussed in Sec. II, the magnitude of the computed t2g-eg
crystal field splitting in stoichiometric STO has a strong
influence on the predicted electronic structure of oxygen
vacancies as we will discuss in Sec. IV B.
8FIG. 4. Projected density of states (PDOS) for a V••O in the
80-atom cell of the AFD phase of STO computed using a)
GGA, b) GGA+USC, and c) GGA+USC+VSC. The vertical
dashed line indicates the position of the Fermi level. The
isosurfaces (10−2e/A˚
3
) on the right show the density in the
energy range associated with the defect states (highlighted in
purple in the PDOS).
B. Oxygen-deficient STO
We now proceed to the investigation of neutral as
well as singly and doubly positively charged oxygen
vacancies (V••O , V
•
O, and V
X
O , respectively, in Kro¨ger-
Vink notation99). We will discuss the potential of us-
ing DFT+U+V for the description of oxygen-deficient
STO and how strongly the computed electronic proper-
ties and the formation energy for a neutral defect depend
on the exchange-correlation functional, on the cell size,
the crystal structure, on the treatment of the spin polar-
ization, and on relaxation effects. We will mainly con-
centrate on the neutral defect since its properties are still
widely debated. Finally, we will also show that the use of
site-dependent Hubbard parameters should be carefully
evaluated for band-like or shallow defect states.
1. Electronic Properties
Figure 4 shows the DOS computed for a V••O in the
80-atom cell of the AFD phase of STO with different
methods. At the GGA level (see Fig. 4a) and in line
with previous standard DFT calculations29–32,42, the va-
cancy is associated with a delocalized defect state in the
CB that has t2g character, as can be seen from the iso-
surface in Fig. 4a. At the GGA+USC level, a F-center
like defect state mainly localized on the vacancy site and
formed by eg orbitals of the neighboring Ti atoms is ob-
served instead (see Fig. 4b). However, this state is quite
shallow and lies only 0.23 eV below the conduction band
minimum (CBM) as shown in Fig. 5a and in Table S3. A
similar description is obtained when GGA+USC+VSC is
used (see Fig. 4c), but the localization of the defect state
is increased (about 0.35 eV below the CBM, see Fig. 5b
and Table S3 for the 80-atom case).
These results can be explained by the increase in the
band gap (resulting in a lowering of the defect state with
respect to the CB) and the reduction of the t2g-eg crystal
field splitting (facilitating the stabilization of an eg defect
state) when going from standard DFT to DFT+U and
finally to DFT+U+V as discussed in Sec. IV A. Hence,
DFT+U+V provides results in better qualitative agree-
ment with the description given by hybrid functionals
(see Sec. II) also for oxygen-deficient STO. From a quan-
titative point of view, hybrid functionals still provide
much deeper defect states if results for the same cell size
are considered: for the same 80-atom case we discussed
above, Mitra et al.33 reported a defect state lying 0.7 eV
below the CBM (see Table S3). Similarly, for the 40-
atom cell we found the occupied V••O level to lie at 0.65
(see Fig. 5b and Table S3) and about 0.9 eV (see Fig. S2a
and Table S3) with GGA+USC+VSC and HSE06, respec-
tively. This can be explained both by the fact that hy-
brid functionals push the defect state down in energy33
and by the overestimation of the band gap when 25%
of exact exchange is used in HSE06 (Sec. IV A). If this
fraction is reduced to 20%, providing the best agreement
with experimental and GGA+USC+VSC band gaps, the
defect state moves towards the CBM (to about 0.75 eV,
see Fig. S2a), thus reducing the disagreement between
the two methods.
Unfortunately, the comparison of the above results
with experiments is not straightforward, given the variety
of the experimental data in literature (see Sec. II), which
is summarized in Table S3. Ionization energies for STO
single crystals derived from Hall or electrical conductiv-
ity measurements8,10,22,100 lie between 0.003 and 0.4 eV,
suggesting that the formation of V••O defects in STO crys-
tals is associated with fairly shallow defect states, in line
with the DFT+U+V results. Similar results were ob-
tained by photoluminescence11 and of ultra violet-visible
(UV-vis) spectroscopy101 of STO crystals and ultravio-
let photoemission spectroscopy (UPS)71 of STO surfaces
that locate the defect state at 0.4 eV and 0.1 eV from
the CB, respectively. In other cases, much deeper defect
states at about 1 eV were observed in UPS spectra71,72.
While these results were often used to validate hybrid
functional results, they were obtained for STO surfaces
and in some cases after ion (Ar+) irradiation to induce
defects. In summary, the experimental data in Table S3
seems to suggest that deeper localized states, as the ones
predicted by hybrid functionals, are mainly observed for
oxygen vacancies at STO surfaces rather than in the bulk,
while results for STO single crystals are generally asso-
9ciated with fairly shallow defect states, in line with our
DFT+U+V results.
This improvement in the description of the electronic
properties of V••O is also reflected in the computed for-
mation energies (see Fig. 6): while GGA and GGA+USC
result in Ef,V••O of about 5.5 eV for the 40-atom cell, the
formation energy at the GGA+USC+VSC level (6.6 eV) is
only slightly overestimated compared to the one obtained
with HSE06 (6.3 eV) and to the experimental value ex-
trapolated to 0 K (6.1 eV). As can be seen by comparing
GGA+USC and GGA+USC+VSC results (cf. Figs. 5 and
6), the formation energy increases for deeper (more lo-
calized) the defect states. This can be understood by the
artificially small energetic cost associated with accom-
modating the two electrons in delocalized Ti states when
the band gap is underestimated due to self-interaction
errors. The same can be observed from the dependence
of the defect localization, the formation energy, and STO
band gap on the fraction of exact exchange in HSE (see
Figs. S1 and S2).
Similar conclusions can be drawn regarding the effect
of the Hubbard and extended Hubbard functionals on
the electronic structure of the V•O defect, which are as-
sociated with a singly occupied defect state in the gap
(see Fig. S3a). This state is deeper compared to the
doubly occupied one of V••O (cf. Fig. 5 and Fig. S4)
and its localization increases going from GGA+USC to
GGA+USC+VSC. The effect of the cell size and STO
phase is however different from the V••O , as the V
•
O de-
fect state becomes deeper with increasing cell size for the
AFD phase with its larger band gap, while it becomes in-
creasingly shallower for the cubic phase that has a smaller
band gap. Finally, all methods provide a similar descrip-
tion of the electronic properties of VXO where the empty
defect state is merged with the CB (Fig. S3b).
2. Supercell size and STO phase
As highlighted in Sec. II, the results obtained in previ-
ous theoretical reports may also differ because of different
cell sizes. For this reason, we perform calculations with
cell sizes ranging from 40- to 320-atoms for both the cu-
bic and AFD phases of STO. As can be seen in Fig. 5,
the electronic state associated with a V••O defect becomes
shallower when going from the 40- to the 80-atom cell,
while for even larger cell sizes the defect state is merged
with the CB, independently of the functional and in line
with observations by others using DFT, DFT+U and hy-
brid functionals14,34,37. The V••O formation energy also
strongly depends on the cell size when GGA or GGA+U
are used, which is a consequence of the incorrect descrip-
tion of the electronic properties of the defect state and
the underestimation of the band gap within these two
methods. The formation energy (Ef,V••O ) is indeed re-
duced by about 1.4-2.0 and 0.3-0.6 eV with GGA and
GGA+USC, respectively, when going from the 40-atom
to the 320-atom cell. Instead, GGA+USC+VSC results in
FIG. 5. Energy level of the electronic state of a V••O
for different cell sizes obtained using a) GGA+USC and b)
GGA+USC+VSC in both the cubic (dashed lines) and the
AFD phases of STO (solid lines). In both cases the zero is set
to the CB minimum computed with the respective method.
FIG. 6. Formation energies computed for V••O with different
methods and as a function of the cell size. The dotted black
line indicates the experimental formation energy extrapolated
to 0 K37,74 and the green star indicates the value computed
at the HSE06 level (computed for the AFD phase). Solid
and dashed lines refer to data for the AFD and cubic phase,
respectively.
formation energies that are fairly constant with cell size
and in very good agreement with the experimental data,
approaching the experimental value for larger supercells.
The formation energies of charged oxygen vacancies
also depend on the cell size (see Fig. S5). This depen-
dence is strongest at the GGA level, reflecting again the
incorrect electronic structure obtained with this func-
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FIG. 7. Oxygen vacancy formation energy (Ef ) in different
charge states computed as a function of the Fermi energy (EF,
up to the experimental band gap) with respect to the valence
band maximum of stoichiometric STO and for ∆µ(O) = 0 in
the a) 80- and b) 320-atom AFD cell. Only the most sta-
ble charge state is reported as indicated next to each line.
The filled circles denote the transition levels between differ-
ent charge states computed with equation 2.
tional. The dependence gets weaker for DFT+U , while
for DFT+U+V it is always very small. The cell-size de-
pendence is reduced when going from V•O to V
••
O , as ex-
pected due to the electronic structure of these vacancies
for which one or no electron reside in the defect band.
Naturally, these results affect also the energetic ordering
of the VO as a function of the Fermi energy. As we see
from Fig. 7a and in line with previous reports33, the sta-
bility range of the V••O in the 80-atom AFD cell is reduced
when going from GGA, to GGA+U , and GGA+U+V
with the V••O /V
•
O transition level being pushed toward
the CBM, reflecting the electronic-structure changes dis-
cussed above. The same effect is observed with increasing
cell size (see Fig. 7b): for the 320-atom cell not only is
the V••O /V
•
O transition level no longer observed within
the experimental STO band gap, but the VXO/V
•
O transi-
tion level is now very close to the CBM. As a consequence
of the increased localization of the V•O defect state, the
stability range of the VXO is increased when going from
GGA, to GGA+U , and GGA+U+V . In agreement with
previous results of Choi et al.34 on an even larger 1080-
atom cell, the shallow nature of the VXO/V
•
O transition
level thus suggests double ionization of the VO in a wide
temperature range.
Finally, we can observe how the STO phase affects the
results. Fig. 5 shows that the cubic phase is always as-
sociated with shallower V••O defect levels compared to
the AFD phase, independently of the functional or cell
size and in agreement with a previous report by Choi et
al.34. This can be explained with the smaller band gap
of cubic STO compared to AFD STO and the associ-
TABLE II. Displacements of the two Ti atoms adjacent to
a V••O defect along the Ti1-VO-Ti2 direction (see Fig. 8) in
the AFD phase of STO computed for different supercell sizes
with different DFT methods. Negative and positive values
correspond to outward and inward relaxations, respectively.
Num. of atoms GGA GGA+USC GGA+USC+VSC
40 -0.075 0.012 0.002
80 -0.061 0.011 0.004
320 -0.150 -0.138 -0.133
FIG. 8. Relaxed structure around the V••O defect in a 320-
atom cell. The two Ti sites in nearest-neighbor position to
the defect are labeled as Ti1 and Ti2.
ated smaller energetic cost for accommodating the two
excess electrons in more delocalized Ti states. Interest-
ingly, however, very similar Ef for the two phases are
obtained when a better description of the band gap is
provided by the GGA+USC+VSC method (see Fig. 6).
3. Atomic relaxations
It was suggested that the type of relaxations of the
Ti atoms in nearest-neighbor positions to the defect is
directly related to the electronic structure of the V••O de-
fect33. Table II reports the displacements of these Ti
sites along the Ti1-VO-Ti2 direction (see Fig. 8) com-
puted for different cell sizes and with different methods.
As was already observed by Mitra et al.33, at the GGA
level the two nearest-neighbor Ti atoms relax away from
the defect, independently of the cell size. In this case, no
localized states are observed in the gap and consequently
the two Ti atoms will gain energy from bonding with
the surrounding oxygen atoms. Similarly to DFT results
obtained with hybrid functionals33, the opposite is ob-
served in the 40- and 80-atom cells at the GGA+USC and
GGA+USC+VSC levels, when shallow but localized defect
states are formed in the gap. Indeed, in these cases, the
two Ti ions will gain energy by moving towards the two
excess electrons trapped in the vacancy site and hence
towards each other. Interestingly, for the 320-atom cell
(see Fig. 8), the two Ti atoms always relax away from
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FIG. 9. a) Total energy difference (∆EFM-NM) between the
ferromagnetic (FM) and the non-magnetic (NM) state of a
V••O in cubic STO cells of different size and computed with
different methods (NM is more stable for positive and FM for
negative ∆EFM-NM) and b) total magnetization of the FM
state computed with different methods and for supercells of
different size.
each other and by a much larger amount, which agrees
with the observation that for larger cells no localized de-
fect states appear in the gap upon V••O formation, even
when the GGA+USC+VSC method is used.
4. Magnetism
In order to address the effect of spin polarization on the
description of the neutral oxygen vacancy, we compare
the results for the non-magnetic (NM, singlet) solution
for V••O reported in the previous sections, with results ob-
tained for a ferromagnetic (FM, triplet) state of the same
defect. For comparison with the data reported by Hou
and Terakura35, Fig. 9a shows the total energy difference
between the FM and NM solutions for a V••O in the cu-
bic phase in 40-, 135-, and 320-atom cells, but similar
results were obtained for the AFD phase. GGA is never
able to stabilize the FM solution as can be seen also from
Fig. 9b showing the total magnetization of the cell. Using
GGA+USC and GGA+USC+VSC, the FM V
••
O is found
to be more stable for the 135-atom cell (by about -0.05
and -0.20 eV, respectively) with a total magnetization of
about 1.1 µB, in good agreement with the results by Hou
and Terakura35. However, both the magnetization and
the stability of the FM solution decrease with increas-
ing cell size, the NM and FM solutions having nearly the
same energy for the 320-atom cell. This result slightly
differs from the one of Hou and Terakura35 who reported
the FM solution to be more stable even for this cell size
at the DFT+U level of theory. However, in their case,
the FM is enforced by fixing the Ti atoms adjacent to the
defect at a specific distance from the defect and optimiz-
ing only the remaining atomic positions, while in our case
FIG. 10. PDOS for a V••O in the FM (triplet) state computed
with a) GGA, b) GGA+USC, and c) GGA+USC+VSC. The
vertical dotted line indicates the position of the Fermi level.
d) The isosurfaces (10−2e/A˚
3
) shown in the circles correspond
to the charge density associated with the defect states high-
lighted with the corresponding color in plots a-c).
no constraints were imposed and all atomic coordinates
were allowed to relax.
The destabilization of the FM state for larger super-
cells can be explained from the electronic properties. Fig-
ure 10 shows the DOS for the FM state in the 135-atom
cell. As for the NM case (Fig. 4), at the GGA level
the defect state is fully merged with the CB and the FM
solution is not stable. GGA+USC and GGA+USC+VSC
provide instead a different picture in which one electron
is localized in an in-gap state with eg character while
the other electron occupies a delocalized t2g state in the
CB. As observed for the NM solution, GGA+USC+VSC
results in a deeper singly-occupied eg state. However,
also with this approach, this state becomes increasingly
shallower with increasing cell size, ultimately accommo-
dating the two electrons in t2g states at the bottom of
the CB in the 320-atom cell.
5. Self-consistent site-dependent Hubbard parameters
Defect formation in transition metal oxides can in-
duce local perturbations of the chemical environment of
Hubbard sites around the defect, upon which the Hub-
bard parameters physically depend. For this reason,
we recently suggested61 a self-consistent, site-dependent
DFT+USC-SD approach in which the U values are de-
termined for all inequivalent Hubbard sites. The same
procedure can be extended also to DFT+U+V . This
site-dependent approach was found to be promising when
a defect is associated with (occupied) deep or well local-
ized states in the band gap, since this localization leads
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FIG. 11. Changes of USC-SD for Ti sites in the 40-atom AFD
cell depending on their distance from V••O , V
•
O and V
X
O de-
fects for a) U of GGA+U , b) U of GGA+U+V , and c) V of
GGA+U+V for the Ti(3d)-O(2p) interactions averaged over
TiO6 octahedra at different distances from the defect. The
colored bars indicate the range of VSC-SD at each distance.
The dashed horizontal lines indicate the respective SC Hub-
bard parameters for stoichiometric STO.
to strong chemical changes for sites around the defect
that are properly captured by site-dependent U values.
Oxygen vacancies in STO offer the possibility to test
the site-dependent approach for defects associated with
shallow or band-like states. The USC-SD values (Fig. 11a)
for a DFT+USC-SD calculation together with the USC-SD
(Fig. 11b) and VSC-SD values (Fig. 11c) obtained within
DFT+USC-SD+VSC-SD are shown as a function of the dis-
tance of the Hubbard site from a V••O , V
•
O, and V
X
O defect
in a 40-atom AFD cell. For VSC-SD, we report the average
value together with the minimum and maximum values
for the Ti–O pairs in each TiO6 octahedron. SC-SD Hub-
bard parameters very close to the stoichiometric value
FIG. 12. Comparison of the DOS for a V••O in the 80-atom cell
of the AFD STO phase obtained using SC or SC-SD Hubbard
parameters in the case of a) GGA+U and b) GGA+U+V
calculations. The vertical dotted line indicates the position
of the Fermi level.
are observed for VXO , which is due to the small chemical
changes associated with the formation of this defect, con-
sisting of the removal of an O2− anion. Slightly larger
deviations on the Ti ions closest to the vacancy (+0.2 eV
for U in DFT+USC-SD and less than +0.1 eV for U/V
values in DFT+USC-SD+VSC-SD) are generally observed
for the V•O, where one O atom and one electron are re-
moved, but the values of the stoichiometric STO system
are recovered for larger distances.
Unsurprisingly, the largest changes are obtained when
two excess electrons are present after V••O formation. The
Ti sites in nearest-neighbor positions to the defect show
the largest deviations in U . The same holds for the V
values of Ti(3d)-O(2d) pairs associated with these two
Ti sites showing the largest deviations for the interac-
tions with the O atoms closest to the defect. However,
for V••O , the Hubbard parameters never recover the value
of stoichiometric STO even for sites far from the defect.
We believe this behavior to be caused by the peculiar
electronic properties of V••O in STO, which induce shal-
low states close to and overlapping with the CB. While
the site-dependent Hubbard parameters reduce the dis-
persion of the defect state (see Fig. 12), it still overlaps
with the CB, resulting in the observed long-range depen-
dence of the SC-SD Hubbard parameters. It is known
that increasing the cell size reduces the dispersion of the
defect state and its overlap with the CB. However, using
larger supercells improved the situation only when going
from the 40- to the 80-atom cell (Fig. S6) while for larger
cells larger variations reappear, due to the increasingly
shallower defect state reported above.
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FIG. 13. Formation energies computed for V••O , V
•
O and V
X
O
in a 80-atom AFD STO cell using different methods and for
∆µ(O) = 0 and EF = 0. The horizontal dotted line indicates
the experimetal value for the neutral defect37,74.
Figure 13 shows the effect of the SC-SD Hubbard pa-
rameters on the computed VO formation energies. For
the VXO , we observe an almost negligible reduction in Ef
with respect to the value computed with SC Hubbard pa-
rameters of stoichiometric STO, which is a consequence
of the small change in the U/VSC-SD parameters com-
pared to the stoichiometric case (Fig. 11). In line with
the larger U/VSC-SD changes on the nearest-neighbor sites
for the V•O, an increase of about +0.5 and +0.3 eV at the
DFT+U or DFT+U+V levels of theory respectively is
observed. Finally, the long-range site-dependence in the
case of the V••O , results in an unphysical increase of more
than 1 eV in the computed Ef . A possible explanation
could be that the localized atomic orbitals we project on
in our DFT+U(+V ) scheme cannot properly capture a
shallow F-center defect state. In the present scheme we
apply Hubbard corrections only on Ti-3d sites, neglecting
the vacancy site where the defect charge mainly localizes.
This also explains why this unphysical behavior was not
observed in our previous work on VO in SrMnO3
61, where
extra electrons where localized on transition metal sites
adjacent to the defect and changes in USC-SD can properly
account for the chemical changes of these sites. These
artificial long-range effects could therefore potentially be
avoided by alternative, currently not implemented, basis
functions for the Hubbard manifold such as maximally
localized Wannier functions102 that were previously pro-
posed for this purpose103,104.
V. CONCLUSIONS
In this work we investigated the properties of sto-
ichiometric and oxygen-deficient SrTiO3 (STO) us-
ing DFT+U+V with Hubbard parameters computed
self-consistently via DFPT and compared the results
with data obtained within standard DFT, DFT+U ,
and hybrid functional approaches. We find that
DFT+USC+VSC yields an improved description of the
electronic structure of the stoichiometric AFD phase of
STO, with a band gap and t2g − eg splitting in excellent
agreement with experiments. As a consequence, the de-
scription of the electronic properties of oxygen vacancies
in STO is improved, with the extended Hubbard func-
tional providing formation energies in good agreement
with experiments and an overall picture similar to results
obtained with hybrid functionals, but at a fraction of the
computational cost. Furthermore, the self-consistent de-
termination of the Hubbard parameters not only ensures
the internal consistency of our results, but avoids the
problem of empirically tuning the fraction of exact ex-
change in the hybrid functional that strongly affects the
predicted defect position and formation energy. We fur-
ther show that when the defect induces shallow or band-
like states, as for a V••O in STO, taking into account the
site-dependence of Hubbard parameters should be care-
fully evaluated, as an artificial long-range dependence of
these parameters can occur. We believe that alternative
functions, such as Wannier functions, for the localized
Hubbard manifold could alleviate this issue.
Finally, using a consistent set of calculations, we show
how the contradictory theoretical and experimental re-
sults for oxygen vacancies in STO can be rationalized
in terms of the cell size, phase, magnetic order, atomic
relaxations and the exchange-correlation functional.
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S1. STOICHIOMETRIC STO
A. Structure
Table S1 shows the structural parameters computed for the AFD and the cubic STO phases with different DFT
methods, together with the corresponding self-consistent Hubbard parameters calculated by DFPT. Very similar
USC and VSC values are obtained for the different cell sizes in both phases, reflecting a proper convergence of these
quantities with respect to the q-mesh applied in each case. In particular, the Hubbard parameters are consistently
smaller for the AFD phase, probably due to the different crystal environment of the Ti due to octahedral rotations.
Consistent structural results are obtained for the different cell sizes: in the cubic phase, GGA+USC provides the
best agreement with experiments, while GGA is associated with the smallest errors for the AFD phase. In all cases
GGA+USC+VSC results in the smallest a, because the inter-site interactions encourage the occupations of hybridized
TABLE S1. Comparison of the calculated and experimental structural properties (lattice parameter a in A˚, c/a ratio, and
octahedral rotation angle around the c-axis θ in degrees), and band gap (Eg, in eV) of STO in the AFD and cubic phases.
When applicable, the corresponding self-consistent U and average V values are reported.
Supercell Method USC VSC a c/a θ Eg
40-atom AFD
GGA - - 3.860 1.006 5.69 2.00
GGA+USC 4.48 - 3.857 1.012 7.81 2.62
GGA+USC+VSC 5.34 1.27 3.841 1.009 6.47 3.11
80-atom AFD
GGA - - 3.855 1.008 6.36 2.03
GGA+USC 4.48 - 3.857 1.012 7.83 2.61
GGA+USC+VSC 5.30 1.26 3.841 1.009 6.52 3.09
320-atom AFD
GGA - - 3.858 1.007 6.42 2.02
GGA+USC 4.48 - 3.857 1.013 7.93 2.60
GGA+USC+VSC 5.37 1.31 3.840 1.010 6.62 3.11
Exp. - - 3.898a 1.006a 2.1b -
40-atom Cubic
GGA - - 3.870 - - 1.88
GGA+USC 4.45 - 3.877 - - 2.43
GGA+USC+VSC 5.35 1.31 3.855 - - 2.97
80-atom Cubic
GGA - - 3.870 - - 1.88
GGA+USC 4.44 - 3.878 - - 2.44
GGA+USC+VSC 5.27 1.25 3.858 - - 2.94
135-atom Cubic
GGA - - 3.870 - - 1.92
GGA+USC 4.45 - 3.878 - - 2.47
GGA+USC+VSC 5.32 1.28 3.856 - - 3.00
320-atom Cubic
GGA - - 3.870 - - 1.86
GGA+USC 4.45 - 3.879 - - 2.41
GGA+USC+VSC 5.34 1.30 3.856 - - 2.94
Exp. - - 3.900a - - 3.25c
a Ref.1 data at 65 K for the AFD phase of STO.
b Ref.2 data at 4.2 K.
c Ref.3 at room temperature.
2states, shortening the bonds. However, for the AFD phase GGA+USC+VSC reduces the error on the c/a ratio and
rotation angle with respect to GGA+USC. Band gaps are predicted similarly for different cell sizes, with values in
the cubic phase being consistently smaller than in the AFD phase. This is a consequence of the octahedral rotations
that decrease the band width. While GGA and GGA+USC provide underestimated band gaps, GGA+USC+VSC is in
excellent agreement with experiments.
It is important to note that the underestimation of the lattice parameter a at the GGA+USC+VSC level is a result
of the underlying GGA functional. Table S2 shows a comparison of the Hubbard parameters and resulting a values
for the 5-atom unit cell of cubic STO obtained with the PBEsol (as in Table S1) and the PBE GGA functionals. As
expected PBEsol results in a smaller lattice parameter compared to PBE, which, instead, overestimates a compared
to experiment.
Consequently, since GGA+USC expands a with respect to the GGA results, the previously underestimated a for the
PBEsol functional approaches experiment with the GGA+USC correction, while the already overestimated a for the
PBE functional deviates further from experiment. Interestingly, self-consistent Hubbard USC and VSC parameters are
quite different with these two functionals: The more “compressed” PBEsol structure seems to favor covalent bonding,
resulting in a VSC value about 0.37 eV larger than in the PBE structure. Hence, while in the PBE+USC+VSC case,
the tendency of U to expand and of V to contract the lattice are somewhat compensated, resulting in a a value close
to the GGA data, for PBEsol the larger VSC is responsible for the reduction in lattice parameter compared to plain
PBEsol.
TABLE S2. Comparison of the calculated and experimental lattice parameter (a in A˚), and band gap (Eg, in eV) of cubic
STO. Results were obtained for the 5-atom unit cell with the PBEsol and the PBE functionals and different DFT methods.
When necessary, the corresponding self-consistent U and average V values are also reported. We note here that discrepancies
between PBEsol results in Tables S1 . and S2 are due to numerical differences between the calculations for the 5- and 40-atom
cells.
Functional Method USC VSC a Eg
PBEsol GGA - - 3.864 1.89
GGA+USC 4.45 - 3.877 2.43
GGA+USC+VSC 5.35 1.31 3.855 2.97
PBE
GGA - - 3.938 1.83
GGA+USC 4.74 - 3.958 2.36
GGA+USC+VSC 5.27 0.94 3.943 2.74
Exp. - - 3.900a 3.25b
a Ref.1 data at 65 K for the AFD phase of STO.
b Ref.3.
B. Effect of the fraction of exact exchange on the electronic properties
The percentage of exact exchange in a hybrid functional is a material and property dependent parameter, as can
be seen for the STO band gap in Fig. S1. The band gap linearly depends on the percentage of exact exchange in
the HSE functional. HSE06 (25% of exact exchange), often used for STO4–6, overestimates the band gap by about
0.32 eV with respect to experiment, the best agreement being obtained with about 20% exact exchange.
3FIG. S1. Band gap for the AFD phase of STO computed in a 40-atom supercell using the hybrid HSE functional while varying
the fraction of exact exact exchange.
4S2. OXYGEN-DEFICIENT STO
A. Defect Position
The position of the defect state associated with a V••O is one of the most debated properties in oxygen-deficient
STO. Table S3 compares our results (obtained for different STO phases, supercell sizes, magnetic states and with
different DFT methods) with results of previous theoretical and experimental works.
Theoretical studies based on LDA and GGA functionals6–12 always find the two extra electrons occupying the
conduction band (CB) of STO, with the exception of Ref.13 where a very shallow defect state was reported in the
ferromagnetic (FM, triplet) configuration.
DFT+U results instead show more variation. For large cells (from 160 to 1080 atoms)5,14, especially in the cubic
STO phase and for the non magnetic (singlet) case, the two electrons are also found in extended t2g states at the
bottom of the CB, similar to results with standard LDA/GGA functionals. The majority of the data reported for
smaller cells in the non magnetic (singlet) state report instead a doubly occupied shallow defect state about 0.1 eV
below the CB12,14,15, which is in good qualitative agreement with our results of 0.09 to 0.60 eV (depending on the
cell size and STO phase). Instead, a deeper singly occupied defect state combined with a second electron localized in
the CB is found by DFT+U when considering the ferromagnetic (triplet) solution: this state was found to lie 0.4 to
0.7 eV below the CB5,12,14, which is in agreement with our results of 0.2 and 0.8 eV (depending on the cell size and
STO phase). A deeper lying doubly occupied state is reported by DFT+U only when very large U values of about
8 eV are applied (0.7 eV below the CB)6 or when different polaron configurations16 are explicitly taken into account
(0.8-1.1 eV below the CB).
Hybrid functionals generally lead to deep in-gap states occupied by two electrons and lying 0.7 to 1.1 eV below the
CB in the 40-atom cell and becoming slightly shallower (up to 0.4 eV from the CB) with increasing cell size4,6,17–21.
Very deep defect states at about 1.2 eV were instead predicted by dynamical mean field theory (DMFT) for vacancies
at the STO surface in a LaAlO3/SrTiO3 heterostructure
22.
Defect-state positions predicted in this work by DFT+U+V are generally deeper compared to DFT+U results, but
not as deep as predicted by hybrid functionals for similar cell sizes: the doubly occupied shallow defect states is found
0.1 to 0.6 eV below the CB in small STO supercells or in the CB for the large 320-atom cell.
Unfortunately, the comparison of these results with experiments is not straightforward, since fairly different results
were obtained with different techniques and for different types of samples with different defect concentrations. Ioniza-
tion energies for STO single crystals derived from Hall or electrical conductivity measurements23–26 lie between 0.003
and 0.4 eV, suggesting that the formation of V••O defects in STO crystals is associated with fairly shallow defect states,
in line with the DFT+U+V results. Similar results were obtained from the analysis of the photoluminescence27 and
of UV-vis (ultra violet-visible)28 spectra of STO crystals and of the ultraviolet photoemission spectra (UPS)29 of STO
surfaces, reporting the defect state at 0.4 eV and 0.1 eV from the CB, respectively. In other cases, much deeper defect
states at about 1 eV were observed instead in the UPS spectra29,30. While these results were often used to validate
hybrid functional results, they are however obtained for STO surfaces and in some cases after ion (Ar+) irradiation
to induce defects.
5TABLE S3. Position of the defect state associated to a V••O computed with respect to the CB (dara reported in eV) as obtained
with different DFT methods in this work and in previously published theoretical and experimental studies. For each entry, we
report the STO phase (cubic or AFD) and for theoretical results, we also indicate the DFT functional, the basis set (PW for
plane waves and LCAO for linear combination of atomic orbitals), the number of atoms in the supercell and the considered
magnetic state (NM for the non magnetic singlet and FM for the ferromagnetic triplet solution).
Method Basis Set STO phase N atoms Magnetism Defect Position
GGA [This work] PW Cubic/AFD 40-320 NM CB
GGA+U [This work] AFD 40 NM 0.60
AFD 80 NM 0.23
AFD 320 NM CB
AFD 40 FM 0.82
AFD 80 FM 0.54
Cubic 40 NM 0.60
Cubic 80 NM 0.09
Cubic 320 NM CB
Cubic 40 FM 1.25
Cubic 80 FM 0.52
GGA+U+V [This work] AFD 40 NM 0.65
AFD 80 NM 0.30
AFD 320 NM CB
AFD 40 FM 1.03
AFD 80 FM 0.29
Cubic 40 NM 0.64
Cubic 80 NM 0.17
Cubic 320 NM CB
Cubic 40 FM 0.99
Cubic 80 FM 1.78
LDA7 PW Cubic 40-80 NM CB
LDA8 PW Cubic 20,40,60,80 NM CB
LSDA9 PW Cubic 40 NM CB
LSDA10 LMTO-ASAa Cubic 40 NM CB
LDA6 PW Cubic 80 NM CB
LDA11 PW Cubic 40 NM CB
LDA12 PW Cubic 135 NM 0.08
LSDA13 PW Cubic 40 FM 0.1
LDA+U15b PW Cubic 320 NM 0.11
GGA+U14b PW Cubic 160 NM CB
160 NM 0.1
160 FM 0.5
GGA+U 5b PW AFD 135 FM 0.5
Cubic 135 FM 0.5
Cubic 320 FM 0.4
625-1080 NM CB
GGA+U6c PW Cubic 80 NM 0.7
GGA+U16d PW Cubic/AFD 625 NM? 0.8-1.1
B3PW17 LCAO Cubic 80 NM 0.69
135 NM 0.72
160 NM 0.57
270 NM 0.49
320 NM 0.49
B3LYP31 LCAO Cubic 80 NM 0.8
B3PW18 LCAO Cubic 80 NM 0.79
B3PW19 LCAO Cubic 160 NM 0.77
40 NM 1.1
80 NM 0.75
B3PW20,21 LCAO Cubic 135 NM 0.69
HSE066 PW Cubic 80 NM 0.7
HSE064 LCAO Cubic 40 NM 0.44
90 NM 0.42
DFT+DMFT22e Cubic - PM 1.2
Hall conduction measurements23,24f - Cubic - - 0.07-0.16
Electrical and Hall conductivity25g - Cubic - - 0.003, 0.3
Electrical conductivity26 - Cubic - - 0.3-0.4
UV-Vis28h, photoluminescence27i - Cubic - - 0.4
UPS29l - Cubic - - 0.1
UPS29m - Cubic - - 1.0
UPS30n - Cubic - - 1.2
6a Linearized muffin-tin orbital method within the atomic-sphere approximation.
b U = 5.0 eV and J = 0.64 eV.
c U = 8.0 eV.
d U = 4.96 eV and J = 0.51 eV; different polaron configurations.
e VO at the SrTiO3 surface in a LaAlO3/SrTiO3 heterostructure.
f Ionization energy in single crystals for increasing defect concentration.
g Ionization energies for V••O → V•O and V•O → VXO, respectively.
h 15% La-doped STO.
i Photoluminescence spectra of Ar+-irradiated STO crystals.
l Ultraviolet photoemission spectra (UPS) of the STO-(100) surface.
m UPS of the STO-(100) surface after ion (Ar bombardment) to induce defect formation.
n UPS of STO-(100) after Ar sputtering.
B. Electronic Properties of Oxygen Defects in STO
1. Effect of the fraction of exact exchange in HSE on the defect properties
The defect-state position (see Fig. S2a) and consequently the computed defect formation energy (see Fig. S2b)
depends on the percentage of exact exchange included into the HSE functional. As expected from the increase in
band gap with increasing fraction of exact exchange shown in Fig. S1, the defect state becomes increasingly deeper
with increasing percentage of exact exchange. Consequently, the defect formation energy is also found to increase
linearly with the fraction of exchange, due to the larger cost associated with the localization of the two extra electrons
in a defect level lying at increasingly lower energy.
FIG. S2. a) PDOS for a V••O in a 40-atom AFD cell and b) the computed defect formation energy as a function of the fraction
of exact exchange included in the HSE hybrid functional. The vertical dotted line in a) indicates the position of the Fermi level.
The isosurface (10−2e A˚−3) reported in c) corresponds to the density associated with the circled defect states. The vacancy
position is indicated by the dashed circle.
72. Electronic properties of charged defects
When a neutral oxygen vacancy (V••O ) is formed, two electrons formerly associated with the O
2− anion are left in
the lattice. Singly (V•O) and doubly (V
X
O ) positively charged oxygen vacancies correspond, instead, to the removal of
a O− and an O2− ion, respectively, thus resulting in one or no extra electron left in the system upon defect formation.
Figure S3a shows the density of states for a V•O defect, computed at different levels of theory. The underestimation of
the band gap at the GGA level, results in the extra electron occupying the bottom of the CB. The larger band gaps
predicted by DFT+U and DFT+U+V result, instead, in the appearance of a singly occupied in-gap state, the position
of which becomes deeper when going from DFT+U to DFT+U+V (i.e. with increasing band gap, as schematically
shown in Fig. S4). When no extra electrons are left in the lattice upon VXO formation, all methods provide a similar
description of the electronic properties, characterized by an empty defect state merged with the CB (Fig. S3b).
FIG. S3. PDOS for a) a V•O and b) a V
X
O in the 80-atom AFD cell computed with different methods. The vertical dotted line
indicates the position of the Fermi level.
8FIG. S4. Schematic illustration of the defect-state position of a V•O for different cell sizes obtained using a) GGA+USC and b)
GGA+USC+VSC in both the cubic (dashed lines) and AFD (solid lines) phases of STO. In both cases, the zero of the energy
scale is set to the computed CB minimum.
3. Formation energies for charged defects
The change in formation energy of charged defects as a function of the supercell size reflects the different electronic
properties as discussed in Sec. S2 B 2. For the singly charged defect, the formation energy decreases when going from
the 40- to the 320-atom cell for the GGA and GGA+U methods due to the strong underestimation of the band gap
(see Fig. S5a). However, this effect is smaller than for the neutral oxygen vacancy (see Fig. 6 in the main text), in
agreement with the fact that upon V•O formation only one extra electron left in the lattice. Instead, the formation
energy stays almost constant when DFT+U+V is used, reflecting the improved prediction of the electronic structure
provided by this method. Finally, the cell-size dependence of the formation energy is further reduced for the doubly
charged defect, as expected due to the electronic structure of VXO , for which no electron resides in the defect band
(see Fig. S5b).
9FIG. S5. Formation energy for a) a V•O and b) a V
X
O as a function of the cell size in the cubic and AFD phases of STO and
computed with different methods.
C. Self-Consistent Site-Dependent U and V values
1. Computational details of the site-dependent calculations
In DFT+U calculations, site-dependent U parameters can be easily computed by perturbing all inequivalent Ti
sites in the defective structure identified according to their distance from the defect and their chemical environment
(changes in coordination number and/or oxidation state). A similar approach could be applied to the determination
of U parameters on the Ti sites also in DFT+U+V . However, for the determination of V parameters, one needs
to consider that O sites are already symmetry inequivalent in the stoichiometric AFD phase, implying that more
than one O atom needs to be perturbed. The description becomes much more complex when an oxygen vacancy
is created because of the additional symmetry breaking induced by the O removal. If V for the Ti-O pairs in the
stoichiometric material can be described by a global value (VSC), site-dependence should also be taken into account
for defects (VSC−SD) by perturbing an adequate number of Ti and O atoms. In order to simplify and automate these
calculations, the atoms to be perturbed were selected based on the unperturbed atomic occupations of Ti and O sites
using a difference threshold of 10−6.
2. Effect of the cell size on the site-dependent Hubbard parameters
Figure S6 reports the changes in the USC-SD and VSC-SD parameters averaged over all Hubbard sites (for USC-SD) or
Hubbard Ti-O pairs (for VSC-SD) for different cell sizes containing one V
••
O . For DFT+USC-SD+VSC-SD calculations,
we did not perform the site-dependent determination of the Hubbard parameters for the largest 320-atom cell as these
calculations proved too expensive due to the large number of perturbed Ti and O atoms required for converged results
(see Sec. S2 C 1).
As discussed in the main text for the 40-atom cell, the average value of the Hubbard parameters for a V••O in
Fig. S6 is larger than the one of the stoichiometric cell. This is related to the defect state lying very close to
and slightly overlapping with the CB, which results in a non-physical long-range dependence of the site-dependent
Hubbard parameters. One would expect that increasing the size of the simulation cell could alleviate this issue due
to the reduction of the defect band’s dispersion. Unfortunately, this effect is only observed when going from the
40- to the 80- atom cell: the average USC-SD and VSC-SD are indeed getting closer to the Hubbard parameters of
the stoichiometric system for the 80-atom case. However, for larger supercells, the average Hubbard parameters are
10
similar or even larger than the ones obtained for the 80-atom cell, the reduction of the dispersion of the defect state
being compensated by its increasing shallowness.
FIG. S6. Averaged USC-SD on all Ti sites a) for GGA+U and b) for GGA+U+V calculations together with c) the averaged
VSC-SD for all Ti(3d)-O(2p) pairs for AFD supercells of different sizes and containing one V
••
SC-SD. Dashed horizontal lines
indicate the respective SC Hubbard parameters of stoichiometric STO.
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