Background The American Society of Anesthesiologists (ASA) physical status is a universal classification system that helps clinicians to categorize their patients preoperatively. However, there is a lack of both inter-rater and intra-rater reliability among clinicians for the ASA physical status classification. Our study focuses on testing these reliabilities within pediatric anesthesia providers in the cancer setting. Methods In our retrospective observational study, a total of 1177 anesthesia records were reviewed. The cohort included all pediatric patients (≤ 18 years old) diagnosed with either retinoblastoma or neuroblastoma who had two or more anesthesia procedure within a 14-day time period. Results Overall, the ASA physical status score among two different anesthesia providers for the same patient treated at different times had very little inter-rater reliability, κ = − 0.042 (95% CI − 0.17; 0.09). Of the 1177-patient anesthesia records, only 25% had two or more ASA physical status score assigned by the same anesthesiologist within a 14-day time period. There was moderate intra-rater reliability κ = 0.48 (95% CI 0.29; 0.68) for patients who were assigned an ASA physical status score by the identical anesthesia provider at different times points within a 14 day period. Conclusion In contrast to observations in earlier studies, findings indicate poor agreement in inter-rater reliability. Although there was moderate agreement in intra-rater reliability, one would expect to find stronger, even perfect, intra-rater reliability. These findings suggest the need to develop a specific physical status classification system directed toward patients with a systemic illness such as cancer in both young and adult patients.
Introduction
The American Society of Anesthesiologists physical status (ASA-PS) classification system was created in 1941 by a committee of three physicians to ensure uniformity in assessing patient preoperative status [1] .
What is already known?
The controversy revolving around reliability and consistency of the ASA physical status classification system has been widely researched. Examples of this include questionnaires and surveys administered to anesthesia providers that consist of hypothetical scenarios. In these surveys, clinicians assign each hypothetical patient an ASA physical status score based on the listed comorbidities pertaining to each patient [2] [3] [4] [5] [6] [7] 17] . A majority of these papers have claimed fair to moderate inter-rater reliability among the clinician's score regardless of the clinician's years in practice, area of practice and level of education [2, 4, 8] . Hence, the assertion has been set forth that the ASA scale is a reliable tool in assessing patient preoperative status [8, 9] .
However, most of the misconception in assigning a patient his or her ASA physical status score lies within factors that are independent of the ASA scoring system. These include: age, sex, weight, possibility of pregnancy, the nature of the proposed surgical intervention, the degree or skill of the clinician providing care or any other environmental factor related or unrelated to the procedure [1] .
Goal and hypothesis
The investigators were interested in evaluating the interand intra-rater reliability of the ASA-PS classification system in a real-life setting. Through systematic chart review, we compared the ASA-PS assignment of actual pediatric patients at a major cancer institution who received anesthesia and were assigned an ASA-PS at different time points. We hypothesize that the study population would exhibit high inter-rater variability but very low intra-rater variability when comparing ASA-PS scores assigned to the same patient within a 14-day time period.
Methods

IRB approval
IRB exemption was approved by MSKCC under the criteria of low protocol risk level.
Retrospective data review
We conducted a retrospective review of 1177 individual anesthesia records of pediatric patients (≤ 18 years old) diagnosed with either retinoblastoma or neuroblastoma. Only patients classified as outpatient and who received at least two anesthetics within a 14-day time period between January 1, 2014 and March 1, 2016 were included. Any patient who required an inpatient admission for any reason was excluded from the study. Data points abstracted included: MRN, patient name (first and last), date of birth, sex, age at surgery, surgery date, anesthesia provider, ASA-PS score, surgery location, surgeon's name (first and last), surgical department, duration of procedure and procedure details (Table 1) . Each patient was given a unique subject identification number and every procedure was assigned a unique visit number. Of the 1177 anesthesia analyzed, a total of 30 individual attending anesthesiologists had assigned at least one ASA-PS score to any of the 193 unique patients.
Given the nature of their disease, pediatric patients with neuroblastoma and retinoblastoma frequently undergo anesthesia for procedures that help characterize and treat their disease (MRI, MIBG, bone marrow biopsies/aspirates, etc.). It is common for these patients to have multiple anesthetics in the span of a 14-day time period. All ASA-PS scores were abstracted from the patient's anesthesia electronic medical records; for consistency, only the "perioperative ASA-PS scores" were recorded (Immediate Preop Attestation). Our initial data query revealed 249 individual pediatric patients diagnosed with either retinoblastoma or neuroblastoma who had two or more outpatient anesthesia procedures between January 1, 2014 and March 1, 2016.
Patients who were excluded from the initial data query included patients who did not have more than two procedures within an allotted 14-day time period. Patients who had an inpatient stay after their procedure or who received anesthesia for anything other than a diagnostic/"extent of disease" study were excluded from our analyses. A total of 56 patients were excluded from our data analysis (Fig. 1 ).
Statistical analysis
Patient sex and age at procedure were summarized descriptively. The primary objective is to estimate the inter-rater reliability (IRR) of the ASA ratings, or more conventionally the agreement across raters assigning ASA ratings to each patient. We present the IRR as two chance-corrected agreement measures: Cohen's κ and Cohen's weighted-κ. Both κ measures represent agreement greater than that expected by chance alone [18] . Cohen's κ ('unweighted-κ') represents the agreement between two raters who each classify a group of patients into the 5 ASA categories, calculated based on relative observed agreement and expected probability of chance agreement [8] . However, there is a disadvantage in representing the results with Cohen's κ. A drawback of standard κ statistic (unweighted-κ) is that it does not account for the degree of disagreement and thus treats all disagreements equally. When the variable is ordinal-such as the ASA-PS scale-it may be preferable to allow different levels of agreement to contribute to the value of κ. As such, the weighted-κ allocates different weights to the disagreement depending on the magnitude of disagreement: disagreements involving distant values are weighted more heavily than minor disagreements involving similar values. On an ordinal scale, a 1-point difference in ASA ratings is less deleterious than a 3-point difference. An ASA-PS I versus an ASA-PS V by two raters on the same patient would be weighted heavily, whereas ratings of an ASA-PS III and an ASA-PS IV on the same patient would have low weighting in the calculation of the κ statistics.
Weighted-κ considers disagreements differently from unweighted-κ and is particularly useful for ordinal ratings.
Unlike the unweighted-κ that gives credit to complete agreement only, weighted-κ gives credit for both complete and partial agreement; however, off-diagonal cells contain weights indicating the severity of the disagreement. The penalization increases with increasing distance between the two ASA ratings [9] . Although both unweighted-κ and weighted-κ measures are presented, we hang more significance in our weighted-κ as it is more appropriate for the ordinal ASA-PS scaling system. Parallel to our beliefs, the disagreement in an ASA-PS score of I and IV should be weighed more heavily than a disagreement in an ASA-PS score of II and III.
Although we present both unweighted-and weighted-κ measures, we will consider the weighted-κ as the primary result as it is more appropriate for the ordinal ASA scale. Both κ measures estimates the precision rather than the accuracy of the ratings (i.e., there is no gold standard for the correct rating to which to measure the accuracy of the ratings). Secondary Analysis Primary Analysis Fig. 1 Overview of the study design. Consort diagram exhibiting study overview; including the inclusion and exclusion criteria as well as the primary and secondary aims that were being studied (0.41-0.60), 'substantial' (0.61-0.80) and 'almost perfect' when values are above 0.80. Values between − 0.10 and 0 represent no/poor agreement; a negative κ is an indicator of great disagreement among raters and potential necessity to retrain rater or redesign the instrument [11] .
In the 14-day periods, each patient may have more than two ASA ratings, assigned by raters from a pool of anesthesiologists. As the primary analysis, we calculate the unweighted-κ and weighted-κ using only the first two ASA ratings per patient.
As a sensitivity analysis, we repeat the calculation of the κ measures using all available ASA ratings from each patient. The goal of the sensitivity analysis is to show that using any other pairs of ratings would have produced the same result as using only the first two consecutive ratings. If the agreement in the sensitivity analyses were much better or worse than using only the first two, it would imply that the third (or subsequent) ratings does add valuable information and must be incorporated in the primary analyses. Cohen's κ only applies to the assessment of agreement between two ratings. There is currently no conventional methodology that can handle the case where patients have different number of ratings (i.e., missing data issue), while still providing an agreement statistic that accounts for the severity of disagreement (i.e., ordered categories). Hence, we proceed with a random bootstrap sampling approach.
As each patient may contribute more than one 14-day period, each period is assumed to be independent. A representative κ value is then calculated for each patient-period combination based on the random sampling concept. If the patient had only two ASA ratings, both ratings are included in the analysis. If the patient had more than two ASA ratings, two will be selected randomly without replacement to represent the patient's contribution. Cohen's unweighted-κ and weighted-κ are calculated with the resulting sample in which each patient contributes exactly two ASA ratings. This resampling procedure is repeated 1000 times, and the mean κ measures across the 1000 agreement statistics produce the representative κ values, while the 95% confidence interval is derived from the 2.5th and 97.5th percentile of the distribution of the statistics. The representative κ value can be considered as an average of agreement across all pairs of available ratings.
The intra-rater reliability (agreement within the same rater given a patient) is also investigated as an exploratory objective, analyzed similarly to the inter-rater reliability among patients with at least two ASA ratings assigned by the same rater. There are no formal hypothesis testing in this study. Instead, the goal is to estimate the level and variability of agreement between raters. As such, we present the potential lower bounds for a 95% confidence interval (CI) based on the fixed sample size and anticipated κ agreement values. Based on the clinician hypothesized distribution of ASA-PS scores, the expected prevalence of the five ASA-PS categories (ASA I, II, III, IV, V) were assigned as 1, 43, 50, 5, 1%. Given the anticipated unweighted-κ of 0.5, a total of 193 unique subjects produce a lower limit for the 95% CI of 0.402; whereas an unweighted-κ of 0.25 can produce a lower limit of 0.153, and the unweighted-κ of 0.1 produces a lower limit of 0.022. All analyses were conducted in R 3.1.1 (R Development Core Team, Vienna, Austria) using the psych and nlme R packages. All statistical tests were two-sided, and p < 0.05 was considered statistically significant.
Results
In the group of pediatric patients consisting of 1177 anesthesia records, 0.2% (n = 2) were assigned to ASA-PS I, 37% (n = 440) were assigned to ASA-PS II, 57% (n = 676) were assigned to ASA-PS III, 4.9% (n = 58) assigned to ASA-PS IV and < 0.1% (n = 1) assigned to ASA-PS V.
Inter-rater reliability: agreement of two distinct anesthesiologists on the ASA-PS assignment of a unique patient Based on the sample using only two ratings per patient, 193 pairs of ASA ratings for 193 patients were analyzed. In the primary analysis, the ASA-PS score in the intra-operative setting exhibited little to no inter-rater reliability. The unweighted-κ was − 0.14 (95% CI − 0.26 to 0.015) and the weighted-κ was − 0.042 (95% CI − 0.17 to 0.09), indicating no agreement between the two different raters. The 193 pairs of the ASA-PS scores were distributed according to the first and second rater ( Table 2) . Only 77 pairs (40%) of ASA-PS scores showed exact agreement among the two different raters, while the others disagreed (Table 2) . Of the pairs of ASA-PS scores that were in disagreement, 112 pairs (58%) of scores were rated exactly 1 score apart by the two raters (Table 2) . From the 193 pairs, there were a total of 4 pairs (2%) where the ASA-PS scores were 2 scores apart by the two raters (Table 2) . In a sensitivity analysis, when all ASA-PS scores were considered in a random sampling approach, the unweighted-κ was − 0.15 (95% CI − 0.24 to − 0.063). The weighted-κ was − 0.009 (95% CI − 0.11 to 0.088), indicating poor to no inter-rater reliability. This result was similar to that observed when each patient contributed only the first two ASA-PS scores to the analysis (Fig. 2) .
Intra-rater reliability: agreement of ASA-PS assignment of a unique patient by the same anesthesiologist
Of the 1177 individual anesthesia records, only 103 unique cases (25%) had two or more ASA-PS scores assigned by the same anesthesia provider ( Table 3 ). The unweighted-κ was 0.50 (95% CI 0.34, 0.66) and the weighted-κ was 0.48 (95% CI 0.29, 0.68) indicating reasonable to moderate intra-rater reliability. The 103 pairs were distributed according to the first and second episode in which the same anesthesia provider assigned the same ASA-PS score to the same patient at two different encounters within a 14-day time period (Table 4) . Of those that were assigned to the same anesthesia provider at two different episodes, 76 pairs (73%) of ASA-PS scores showed exact agreement among the two different episodes. There was minimal intra-rater disagreement when assigning the same ASA-PS scores to the same patient at two different time points. Of the 103 pairs, only 27 pairs (26%) were in disagreement.
From the ASA-PS scores that were in discord at two distinct episodes, 25 pairs (24%) of scores were rated exactly 1 score apart by the same rater (Table 4) . From the 103 pairs observed for intra-rater reliability, there were a total of 2 pairs (2%) where the ASA-PS scores were 2 scores apart by the same rater (Table 4) .
Discussion
The results of this retrospective observational study demonstrate a striking lack of inter-rater reliability in the ASA-PS system. In keeping with our hypothesis, we saw little to no inter-rater agreement, despite knowing the patient's diagnosis prior to their first procedure. Our results indicate the undermined validity of the ASA-PS system and imply that its intended purpose-to assess the preoperative status of a patient-has gone awry. Although there was moderate intra-rater reliability, one would expect near perfect agreement and little to no variability in intra-rater ASA-PS assignments. In contrast to past studies whose results of both unweighted Cohen's κ (κ) and weighted Cohen's (κw) implied moderate to high inter-rater reliability [2, 8, 9, 12] , our data exhibited negative values. A negative κ is generally represented as "no agreement" [11] with an even larger negative value representing an even greater disagreement among the raters. These negative values describe a scenario wherein there is worse agreement than what we would expect by chance alone in arbitrarily picking a set of numbers and determining the degree of variance.
Strengths of our study
Our study improved on many of the deficiencies cited in previous studies that investigated the inter-rater reliability of the ASA-PS classification system. First, actual patient records were reviewed and both the degree of inter-rater and intra-rater reliability were measured. Many previous studies rely on hypothetical patients whose descriptions are limited to a few sentences [16] . Furthermore, abstracting "real" retrospective data helped us minimize potential bias inherent in constructing and conducting questionnaires of hypothetical patients. Second, in contrast to other studies where the ASA-PS score is rated at the same time, our study incorporates a defined, albeit narrow, timeline to compare the different ASA-PS scores that were assigned to the same patient. The pair of ASA-PS scores for each unique patient is calculated as a dichotomous rating assigned by two different raters. This allows us to assume that each encounter for the same patient within the 14-day time period can be interchangeably paired to test for not only inter-rater reliability but more importantly intra-rater reliability; previous studies have not been able to analyze intra-rater reliability.
A third strength in our study arises because we did not depend on a "gold standard" for ASA assignment. Past studies have taken to setting an arbitrary "correct" ASA-PS score to a hypothetical patient scenario and comparing the gathered answers to their pre-set standard [2, 6, 9, 13, 14] . It is impossible to arrive at a correct ASA score for any given patient because of the inherent properties of ASA scoring; the "correct" answer may simply arise from a pooled, majority opinion. There is disagreement among clinicians about the correct ASA-PS score for any given patient and therefore, any study that compares responses against a "correct" score is potentially flawed. Our study did not rely on a "correct" ASA score at any point. Instead, we compared respondent's responses to each other and not to an arbitrary "correct" answer [13, 15] .
The final strength in our study design is that it holds reproducibility if the study was to be extended to other institutions that are not in a cancer setting. Our methodology can be easily reproduced at any institution capable of reviewing patient records.
In the cancer setting
The poor to moderate degree of agreement in both interrater and intra-rater reliability may be ascribed to a single confounding factor-cancer. Cancer is viewed as a systemic illness because it is defined as a disease in which abnormal cells divide uncontrollably, potentially invade nearby tissue and also have the ability to spread to other parts of the body through the blood and lymphatic system. Therefore, cancer should be factored into stratifying the ASA-PS scaling system similar to other underlying health conditions.
A patient with active lung cancer who is otherwise healthy should be classified as an ASA 3 given the multisystem involvement of lung cancer (e.g., effects on coagulation cascade, lung parenchyma, toxicity from therapies, etc.) But a patient with metastatic lung cancer who suffers from hypertension, coronary artery disease, renal failure and history of cerebrovascular accidents would similarly be classified an ASA 3. The current ASA scoring paradigm suggests little utility for describing the cancer patient. Because patients with cancer can range vastly in their health conditions depending on their stage and level of treatment, it is imperative to define and stratify the current ASA-PS classification system by incorporating specific cancer criteria.
Previous studies have suggested adding examples to the currently used ASA-PS scaling system or further refining the examples [13, 19, 20] . Existing examples for each ASA-PS category include smoking history, body mass index, heart disease, alcohol consumption and other various illnesses [13] . There is, however, a conspicuous absence of cancerrelated examples (e.g., stage/grade of cancer, chemo, radiation, immunotherapy, etc.). These shortfalls of the current ASA-PS classification system call for a novel form of the ASA-PS scaling system with examples that can guide anesthesia providers who are practicing in the cancer setting.
Unblinded ASA score assignments
In the instance a previous anesthesia record is available, any and every anesthesia provider is able to view the patient's previous ASA-PS score assignment before designating a score. We would expect to see an improvement in inter-and intra-rater reliability given that the anesthesia provider is unblinded to previous ASA-PS scores; however, our results demonstrate otherwise.
Assessing the assumption of "no time effect"
It would be ideal if 2 ASA-PS scores for the same patient were measured, compared and contrasted on the same day. However, in an institutional setting, it is not pragmatic.
A major assumption we take when observing patients during the 14-day time period is that the patients are at a stable condition across the timeline allowing us to interchangeably pair the ASA-PS scores. This allows us to justify that any lack of agreement can be attributed to the lack of agreement between raters rather than changing patient health status over time. We assessed the potential time effect with an exploratory analysis using linear mixed-effects models for the outcome of longitudinal ASA ratings, which included patient-level random effects and time (days since first ASA rating) as fixed effect. The null hypothesis is that there is no significant relationship between ASA ratings and time since the first ASA ratings (i.e., estimate of time effect = 0) Using only two ASA ratings per patient (primary analysis), there was no significant time effect (p = 0.166). In addition, estimates calculated by considering only pairs of ratings within 7 days or within the median of 3 days, the conclusions were the same. For example, among the N = 159 pairs of ASA ratings within 7 days, the weighted-κ for inter-rater reliability was − 0.068 (95% CI − 0.24 to 0.11). Even though we selected a 14 day time period, our study analysis actually revealed a median time of 3 days between procedures. The median number of days between two ASA-PS scores given by the same rater for the same patient was 3 days where the interquartile range (IQR) was 2-7 days ranging from 0 to 14 days (Fig. 3) . This implies that a majority of our patients returned for a second procedure within 3 days of the first procedure. That is to say that even though we selected an inclusion criteria of 14 days, half of the patients had ASA scores assigned less than 3 days apart. The median number of days between two records was 3 days. Such a narrow window of 3 days would make the possibility of a real clinical change even less likely. Finally, if patient's true physical status was to deteriorate over this 14-day time period, we would expect to see a trend of worsening ASA scores in our analysis. Instead, we saw a small improvement in ASA scores from first to second procedure rating. (Estimate of time effect in the linear mixed-effects model = − 0.012, p = 0.136).
ASA-PS scores are intended to reflect a patient's true medical condition and not the type of surgery that is planned. Nevertheless, previous studies have demonstrated that ASA-PS scores are erroneously influenced by the type or severity of the patient's planned procedure [10] . Details of the surgery were reviewed to control for type of procedure and to investigate the possibility that clinicians are erroneously influenced by surgery type in assigning ASA-PS scores perioperatively. It is incorrect to use the procedure type to influence ASA score assignments. High-risk surgery does not carry a different ASA assignment than an MRI, for example. ASA scores are based on actual physical status of patient and are independent of the acuity of the procedure or surgery. Unfortunately, some providers are not aware of this guideline or are unconsciously influenced by the type of procedure and this may explain some of the variability in score assignment.
The effect of new information learned from first procedure
One possibility for a change in ASA score was that information learned during the first procedure could affect the rater assessment during the second procedure. That is, perhaps a new cancer diagnosis was made at the conclusion of the first procedure that affected the second procedure rater's assignment of ASA score. We would expect a trend of deteriorating ASA scores overall. Disabusing this potential shortfall, we remind that our data showed a trend, albeit slight, of IMPROVING ASA scores (estimate of time effect = − 0.012, p = 0.136).
Limitations
The observation of cancer patients exhibiting defined characteristics draws a limitation in generalizing our findings to other patient populations. It is likely for clinicians, when assessing patients with a systemic illness such as cancer, to skew toward one ASA-PS score. Thus, cancer alone-independent of other health conditions-inherently increases your ASA-PS score, compared to a patient who has the same health conditions but does not have cancer. Consequently, we should expect to find a stronger inter-rater reliability and even stronger intra-rater reliability. It is more likely that our results underscore the rather lackluster ASA-PS classification system. Anesthesiologists who have been working at a cancer institution for many years may "reset" their ASA-PS scale and underestimate the impact of cancer-a multi-organ systemic disease-when considering the influence of cancer on ASA-PS score. At our institution, almost all patients have a cancer diagnosis. And by definition, ASA 1 and 2 must be rarely encountered. This is clearly not the case given our analysis. Our anesthesiologists may unconsciously skew the ASA scale and begin to compare patients to each other and not to the guidelines of ASA-PS scoring. Further investigation should include anesthesia providers at non-cancer hospitals and whether there exists even more disagreement Fig. 3 Distribution of the number of days between two procedures within the same patient. Based on the sample using only two ratings per patient, 193 pairs of ASA ratings for each of the 193 patients were analyzed. The bar graph represents the distribution of the days between the first and second ASA rating. The median number of days between two ASA ratings was 3 days (IQR 1-7, range 0-14)
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when assigning ASA-PS scores to cancer patients. While we can control for multiple variables in constructing the study design, we cannot control or neglect the human variables in the providers who have become accustomed to clinically assessing cancer patients and assigning an ASA-PS score.
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