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Tato pra´ce se zaby´va´ hleda´n´ım podobny´ch sce´na´ˇr˚u odpadove´ho hospoda´ˇrstv´ı z´ıskany´ch
z optimalizacˇn´ıho na´stroje NERUDA. K tomu jsou vyuzˇity metody shlukove´ analy´zy, po-
moc´ı ktery´ch lze identifikovat podobne´ objekty a rozˇradit je do skupin (shluk˚u). C´ılem
pra´ce je pˇredstavit beˇzˇneˇ pouzˇ´ıvane´ algoritmy shlukove´ analy´zy a vytvoˇrit program,
ktery´ tyto algoritmy implementuje. Vytvoˇreny´m na´strojem je pote´ provedeno shlukova´n´ı
rea´lny´ch dat z na´stroje NERUDA a na´sleduje vyhodnocen´ı kvality obdrzˇeny´ch shluk˚u.
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ABSTRACT
This bachelor’s thesis deals with finding similar scenarios in the waste management
acquired by an optimization tool NERUDA. Cluster analysis, a tool that identifies related
objects and classifies them in groups (clusters), is used for this purpose. The aim of this
thesis is to review basic algorithms of cluster analysis and to develop a software that
implements them. The software is then used to cluster real data from NERUDA which
is followed by an assessment of the obtained clusters.
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U´VOD
U´stav procesn´ıho inzˇeny´rstv´ı (U´PI) se dlouhodobeˇ zaby´va´ ota´zkou optima´ln´ıho
nakla´da´n´ı s odpadem a jeho energeticky´m vyuzˇit´ım. Byl k tomu vyvinut opti-
malizacˇn´ı na´stroj NERUDA, ktery´ minimalizuje celkove´ na´klady spojene´ s rozvo-
zem a zpracova´n´ım odpadu. Generuje tis´ıce sce´na´rˇ˚u, ktere´ je da´le nutne´ analyzovat
na´strojem PIGEON. Ten je ovsˇem vy´pocˇetneˇ velmi na´rocˇny´, proto nen´ı mozˇne´ takto
analyzovat kazˇdy´ sce´na´rˇ. Je tedy nutne´ jich vybrat pouze urcˇity´ pocˇet.
Sce´na´rˇe se od sebe cˇasto prˇ´ıliˇs neliˇs´ı, proto se nab´ız´ı ty podobne´ identifikovat,
spojit (shluknout) do skupin a pote´ vybrat vhodne´ reprezentanty teˇchto skupin. A
pra´veˇ t´ım se v te´to pra´ci budeme zaby´vat. Pouzˇ´ıvat k tomu budeme metody shlukove´
analy´zy.
V na´sleduj´ıc´ım textu si nejprve strucˇneˇ prˇedstav´ıme na´stroje NERUDA a PI-
GEON. Da´le se budeme zaby´vat metodami a algoritmy shlukove´ analy´zy, ktere´
pote´ budeme aplikovat na vy´sledky na´stroje NERUDA. V ra´mci te´to pra´ce take´
vznikne software, pomoc´ı neˇhozˇ bude mozˇne´ sce´na´rˇe shlukovat, analyzovat obdrzˇene´
vy´sledky a vyb´ırat vhodne´ reprezentanty.
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1 NA´STROJE NERUDA A PIGEON
Za´kladn´ı mysˇlenka modelu NERUDA spocˇ´ıva´ v tom, zˇe se vlastn´ık odpadu (obec)
rozhoduje, jak s odpadem co nejlevneˇji nalozˇit. O vy´sˇi na´klad˚u rozhoduje cena
za zpracova´n´ı v dane´m zarˇ´ızen´ı a cena dopravy. Z matematicke´ho hlediska se rˇesˇ´ı
tzv. logisticka´ u´loha.
Na´stroj se take´ zaby´va´:
• vy´beˇrem vhodne´ lokality pro vy´stavbu zarˇ´ızen´ı a jeho optima´ln´ı kapacity,
• popisem toku odpadu v ra´mci sledovane´ho u´zemı´,
• podporou na´vrhu logisticke´ho rˇeteˇzce (svozova´ vozidla, prˇekla´dac´ı stanice, sil-
nicˇn´ı a zˇeleznicˇn´ı doprava),
• hodnocen´ı atraktivity za´meˇr˚u - dostupnost odpadu a ocˇeka´vana´ cena za zpra-
cova´n´ı.
Kv˚uli neurcˇitosti neˇktery´ch vstupn´ıch dat (cena tepla a elektrˇiny, uvazˇova´n´ı
zat´ım nepostaveny´ch zarˇ´ızen´ı na zpracova´n´ı odpadu s nezna´mou zpracovatelskou
kapacitou) se simuluj´ı tis´ıce sce´na´rˇ˚u.
Z vy´stup˚u na´stroje NERUDA bychom chteˇli z´ıskat prˇedstavu o ekonomicky´ch
dopadech na producenty odpadu. K tomu je trˇeba mı´t informaci, kde producent
odpad zpracoval a jaky´m zp˚usobem ho prˇepravil. V za´kladn´ı verzi na´stroje NERUDA
vsˇak ma´me k dispozici pouze nejkratsˇ´ı hrany zajiˇst’uj´ıc´ı prˇepravu mezi sousedn´ımi
uzly, t´ım pa´dem nemu˚zˇeme urcˇit, kde producent nechal zpracoval sv˚uj odpad.
Vznikly´ proble´m mu˚zˇeme ilustrovat na prˇ´ıkladeˇ (obr. 1.1). Producenti (uzly A, B,
C) produkuj´ı odpad, ktery´ je svezen do uzlu D po hrana´ch A-D, B-D, C-D. Odtud se
po hraneˇ D-E odpad veze do uzlu E, kde se rozdeˇluje do dvou tok˚u ke zpracovatel˚um
F, G (po hrana´ch E-F, E-G). V takove´m prˇ´ıpadeˇ zna´me pouze pomeˇr, v jake´m se








Obr. 1.1: Prˇ´ıklad problematicke´ho toku v s´ıti
3
Proto je nutne´ vy´sledky z na´stroje NERUDA zpracovat pomoc´ı dalˇs´ıho na´stroje
se jme´nem PIGEON. Ten pracuje s porˇadn´ıkem producent˚u, ktery´ urcˇuje prˇednost
producenta prˇi rozhodova´n´ı, kam sv˚uj odpad veze. Producent se pote´ rozhoduje
na za´kladeˇ nejnizˇsˇ´ı ceny, cozˇ je rozd´ıl oproti na´stroji NERUDA, ktery´ minimali-
zuje celkove´ na´klady pro vsˇechny obce najednou. Cˇ´ım pozdeˇji se producent odpadu
rozhoduje, t´ım horsˇ´ı ma´ vy´beˇr, protozˇe kapacity vy´hodny´ch zpracovatel˚u jsou jizˇ
obsazeny.
Ve skutecˇnosti ale nejsme schopni prˇedem urcˇit, v jake´m okamzˇiku zacˇnou pro-
ducenti rˇesˇit, kde bude odpad zpracova´n. Porˇad´ı se tedy na´hodneˇ generuje pro do-
statecˇne´ mnozˇstv´ı prˇ´ıpad˚u.
Vy´pocˇet v na´stroji PIGEON je proveden pro jeden sce´na´rˇ z na´stroje NERUDA.
Pro kazˇdy´ takovy´ sce´na´rˇ je potrˇeba vypocˇ´ıtat des´ıtky azˇ stovky sce´na´rˇ˚u v na´stroji
PIGEON. Vzhledem k tomu, zˇe pomoc´ı na´stroje NERUDA jsou pocˇ´ıta´ny tis´ıce
sce´na´rˇ˚u, je z cˇasovy´ch d˚uvod˚u nerea´lne´ takto analyzovat kazˇdy´ sce´na´rˇ. Je tedy nutne´
vybrat pouze neˇktere´ reprezentativn´ı sce´na´rˇe. [11], [12]
4
2 ZA´KLADNI´ POJMY
Necht’ X znacˇ´ı mnozˇinu n objekt˚u s p znaky. Nepra´zdny´ syste´m
Ω = {C1, C2, . . . , Cm} ⊆ P (X)
nazveme rozklad mnozˇiny X, jestlizˇe plat´ı na´sleduj´ıc´ı podmı´nky:
1. Ci 6= ∅ pro 1 ≤ i ≤ m,
2. Ci ∩ Cj = ∅ pro i 6= j,
3. C1 ∪ C2 ∪ · · · ∪ Cm = X.
Da´le vytvorˇ´ıme matici X o rozmeˇrech n× p tak, zˇe i-ty´ rˇa´dek odpov´ıda´ i-te´mu
objektu a j-ty´ sloupec odpov´ıda´ j-te´mu znaku. Tuto matici nazveme datova´ matice
X =

x11 x12 · · · x1p
x21
. . . . . .
...
...
. . . . . .
...
xn1 · · · · · · xnp
 .
Jestlizˇe jednotlive´ znaky odpov´ıdaj´ı cˇ´ıselny´m hodnota´m, mu˚zˇeme na objekty
pohl´ızˇet jako na body v p-rozmeˇrne´m Euklidovske´m prostoru Ep.
Metrikou (vzda´lenost´ı) nazveme zobrazen´ı ρ : Ep × Ep → R splnˇuj´ıc´ı tyto pod-
mı´nky pro kazˇde´ r, s, t ∈ Ep:
1. ρ(r, s) ≥ 0 (neza´pornost)
2. ρ(r, s) = 0⇔ r = s
3. ρ(r, s) = ρ(s, r) (symetrie)
4. ρ(r, t) ≤ ρ(r, s) + ρ(s, t) (troju´heln´ıkova´ nerovnost)
T´ımto zp˚usobem mu˚zˇeme meˇrˇit vzda´lenost mezi objekty.








kde q ≥ 1. Na obra´zku 2.1 najdeme jednotkove´ sfe´ry pro nejbeˇzˇneˇjˇs´ı volby q.
Abychom prˇedesˇli dominanci neˇktery´ch znak˚u, je mozˇne´ prove´st jejich standar-
dizaci. Necht’ Z je datova´ matice s rozmeˇry n × p. Pro vsˇechny sloupce (znaky) zj













(zij − z¯j)2. (2.3)





Dosta´va´me novou datovou matici X, kde jednotlive´ znaky maj´ı strˇedn´ı hodnotu
rovnu 0 a rozptyl roven 1.






(a) Manhattanska´ metrika d1






(b) Euklidovska´ metrika d2






(c) Cˇebysˇevova metrika d∞
Obr. 2.1: Prˇ´ıklady jednotkovy´ch sfe´r v r˚uzny´ch metrika´ch
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3 SHLUKOVA´ ANALY´ZA
Pojem shlukova´ analy´za v sobeˇ zahrnuje celou rˇadu metod a algoritmu˚, jejichzˇ
c´ılem je v dane´ mnozˇineˇ objekt˚u nale´zt jej´ı podmnozˇiny (shluky) tak, aby se prvky
ve shluku vza´jemneˇ podobaly a za´rovenˇ se odliˇsovaly od objekt˚u mimo neˇj.
Algoritmy shlukove´ analy´zy mu˚zˇeme rozdeˇlit na hierarchicke´ a nehierarchicke´.
3.1 Hierarchicke´ shlukova´n´ı
Hierarchicke´ shlukova´n´ı generuje posloupnost vnorˇeny´ch rozklad˚u. Pr˚unikem libo-
volny´ch dvou shluk˚u je tedy bud’ jeden z nich, nebo pra´zdna´ mnozˇina. Vytva´rˇ´ı se
stromova´ struktura, kterou zna´zornˇujeme pomoc´ı dendrogramu. Podle smeˇru po-
stupu prˇi shlukova´n´ı deˇl´ıme hierarchicke´ algoritmy na aglomerativn´ı a divizn´ı.
3.1.1 Aglomerativn´ı metody
U aglomerativn´ıho prˇ´ıstupu zacˇ´ına´me rozkladem Ω0, kde kazˇdy´ objekt mnozˇiny X
tvorˇ´ı samostatny´ shluk a koncˇ´ıme rozkladem Ωn−1, kde vsˇechny prvky tvorˇ´ı jediny´
shluk.
Postup je jednoduchy´. V kazˇde´m kroku shlukova´n´ı vybereme dva shluky s nej-
mensˇ´ım koeficientem nepodobnosti (viz kapitola 3.1.4). To opakujeme tak dlouho,
dokud nez˚ustane jediny´ shluk obsahuj´ıc´ı vsˇechny objekty.
Algoritmus 1 Obecny´ algoritmus aglomerativn´ıho shlukova´n´ı
1: Spocˇ´ıtat matici nepodobnosti shluk˚u
2: repeat
3: Sloucˇit dva shluky s nejmensˇ´ım koeficientem nepodobnosti
4: Aktualizovat matici nepodobnosti
5: until Zby´va´ jediny´ shluk
3.1.2 Dendrogram
Dendrogram je graficka´ reprezentace hierarchicke´ho shlukova´n´ı. Vodorovny´ rˇez den-
drogramem urcˇuje konkre´tn´ı rozklad a uzly reprezentuj´ı jednotlive´ shluky. Svisla´
osa zna´zornˇuje vzda´lenost (koeficient nepodobnosti) shluk˚u, ktere´ se v dane´ hod-
noteˇ spojily, a na vodorovnou osu jsou vyneseny indexy objekt˚u.
Obra´zek 3.1 prˇedstavuje dendrogram pro 20 objekt˚u. Vodorovny´m rˇezem ve vzda´-
lenosti 0,45 byly z´ıska´ny trˇi shluky, ktere´ jsou v dendrogramu barevneˇ odliˇseny.
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Zat´ımco u aglomerativn´ıho prˇ´ıstupu je v prvn´ım kroku potrˇeba spocˇ´ıtat n(n− 1)/2
vzda´lenost´ı, pocˇet zp˚usob˚u, jak rozdeˇlit shluk na dveˇ cˇa´sti, je 2n−1 − 1. To je ne-
porovnatelneˇ v´ıce, obzvla´sˇteˇ pro velka´ n, proto se v te´to pra´ci teˇmito algoritmy
nebudeme zaby´vat.
3.1.4 Koeficient nepodobnosti shluk˚u
Necht’ ρ je libovolna´ metrika a Ci, Cj ∈ Ω jsou shluky v rozkladu Ω. Zobrazen´ı
d : Ω × Ω → R nazveme koeficientem nepodobnosti shluk˚u (nebo take´ vzda´lenost´ı
shluk˚u), jestlizˇe splnˇuje tyto podmı´nky:
1. d(Ci, Ci) = 0,
2. d(Ci, Cj) ≥ 0,
3. d(Ci, Cj) = d(Cj, Ci).
Matici D = (dij), kde dij = d(Ci, Cj), 1 ≤ i, j ≤ |Ω|, nazveme matice nepodob-
nosti (shluk˚u), prˇ´ıpadneˇ matice vzda´lenost´ı (shluk˚u).
Nyn´ı si uvedeme neˇktere´ beˇzˇne´ zp˚usoby zaveden´ı koeficientu nepodobnosti shluk˚u.
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Metoda nejblizˇsˇ´ıho souseda
Necht’ ρ je libovolna´ vzda´lenost a A,B jsou shluky rozkladu Ω. Metoda nejblizˇsˇ´ıho




{ρ(xi, xj)} . (3.1)
Vzda´lenost´ı shluk˚u A,B tedy rozumı´me vzda´lenost dvou nejblizˇsˇ´ıch prvk˚u shluku
A a shluku B.
Metoda nejvzda´leneˇjˇs´ı souseda
Jedna´ se o obdobu metody nejblizˇsˇ´ıho souseda, v tomto prˇ´ıpadeˇ vsˇak uvazˇujeme




{ρ(xi, xj)} . (3.2)
Centroidn´ı metoda
U centroidn´ı metody definujeme vzda´lenost dvou shluk˚u jako vzda´lenost jejich cen-
troid˚u (teˇzˇiˇst’)















Tato metoda bere za vzda´lenost dvou shluk˚u pr˚umeˇr vzda´lenost´ı vsˇech dvojic prvk˚u









Mezi dalˇs´ı pouzˇ´ıvane´ metody patrˇ´ı media´nova´ metoda, va´zˇena´ metoda pr˚umeˇrne´
vazby nebo Wardova metoda, jejichzˇ definice a vlastnosti najdeme v [5] a [8].
3.1.5 Lance-Williams˚uv vzorec
V prˇedchoz´ıch odstavc´ıch jsme si uvedli neˇktere´ explicitn´ı vzorce pro koeficienty
nepodobnosti shluk˚u. Pro prakticky´ vy´pocˇet je vsˇak vy´hodneˇjˇs´ı pouzˇ´ıt tento zp˚usob
vy´pocˇtu:
1. d ({xi} , {xj}) = ρ(xi, xj)
2. Necht’ T = R∪S je shluk rozkladu Ωi+1 z´ıskany´ sjednocen´ım shluk˚u R, S ∈ Ωi.
Potom pro vsˇechny shluky K i-te´ho rozkladu, ktere´ prˇejdou beze zmeˇny do
rozkladu Ωi+1, plat´ı
d(K,T ) = αrd(K,R) + αsd(K,S) + βd(R, S) + γ
∣∣d(K,R)− d(K,S)∣∣. (3.5)
T´ımto zp˚usobem mu˚zˇeme aktualizovat matici nepodobnost´ı shluk˚u, anizˇ bychom
potrˇebovali p˚uvodn´ı data. Koeficienty αr, αs, β a γ pro veˇtsˇinu beˇzˇneˇ pouzˇ´ıvany´ch
metod najdeme v tabulce 3.1.
Tab. 3.1: Koeficienty pro Lance-Williams˚uv vzorec [6]
Shlukovac´ı metoda αr αs β γ
Metoda nejblizˇsˇ´ıho souseda 1/2 1/2 0 −1/2






Media´nova´ metoda 1/2 1/2 −1/4 0
Metoda pr˚umeˇrne´ vazby (neva´zˇena´) |R||S|+|R|
|S|
|S|+|R| 0 0






Je trˇeba dodat, zˇe pro odvozen´ı koeficient˚u centroidn´ı, media´nove´ a Wardovy
metody byl pouzˇit cˇtverec Euklidovske´ vzda´lenosti. Pro jinou volbu vzda´lenosti tedy
obecneˇ dosta´va´me jinou metodu.
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3.1.6 Ilustracˇn´ı prˇ´ıklad
Ma´me zadany´ch peˇt bod˚u v rovineˇ:
A1 = (7, 7), A2 = (1, 1), A3 = (1, 2), A4 = (7, 5), A5 = (3, 3).
Tyto body (da´le je budeme znacˇit jen jejich indexem) chceme shlukovat pomoc´ı
centroidn´ı metody s euklidovskou vzda´lenost´ı a pouzˇijeme k tomu explicitn´ı vzorec.



















2 7,21 6,71 0
5,66 2,83 2,24 4,47 0

Nejmensˇ´ı nenulovy´ prvek matice vzda´lenosti je d32, proto sloucˇ´ıme shluky {2}
a {3} (obr. 3.3a). Vytvorˇ´ı se tak shluk {2, 3}, ktery´ bude charakterizova´n teˇzˇiˇsteˇm

















8,14 6,95 2,5 0

Opeˇt vybereme nejmensˇ´ı nenulovy´ prvek, v tomto prˇ´ıpadeˇ d21. Pozic´ım 1, 2 od-










Opakova´n´ım vy´sˇe zmı´neˇne´ho postupu ze shluk˚u {5} a {2, 3} dosta´va´me novy´













V tomto kroku obdrzˇ´ıme 1 shluk, ve ktere´m jsou vsˇechny objekty (obr. 3.3d),
algoritmus tedy ukoncˇ´ıme.
Cely´ postup vcˇetneˇ vzda´lenost´ı mezi jednotlivy´mi shluky lze graficky zobrazit
pomoc´ı dendrogramu (obr. 3.3e).
11































































Obr. 3.3: Algoritmus centroidn´ı metody
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3.2 Nehierarchicke´ shlukova´n´ı
Na rozd´ıl od hierarchicky´ch metod se v teˇchto metoda´ch mohou prvky prˇesouvat
mezi shluky. Veˇtsˇinou je trˇeba zacˇ´ıt vytvorˇen´ım pocˇa´tecˇn´ıho rozkladu, ktery´ se pote´
iteracˇneˇ upravuje prˇeskupova´n´ım prvk˚u mezi shluky tak, aby se minimalizovala
vhodneˇ zvolena´ u´cˇelova´ funkce.
3.2.1 Algoritmus k-means
Algoritmus k-means spocˇ´ıva´ v minimalizaci sumy cˇtverc˚u vzda´lenost´ı mezi prvky a














kde d2 znacˇ´ı Euklidovskou metriku, k prˇedem zvoleny´ pocˇet shluk˚u, nj pocˇet prvk˚u
v j-te´m shluku, cj teˇzˇiˇsteˇ (centroid) j-te´ho shluku a x
(j)
i je i-ty´ prvek j-te´ho shluku.
Shlukova´n´ı pomoc´ı algoritmu k-means prob´ıha´ na´sleduj´ıc´ım zp˚usobem.
Algoritmus 2 K-Means
1: Vytvorˇen´ı pocˇa´tecˇn´ıho rozkladu
2: Vy´pocˇet centroid˚u vsˇech shluk˚u
3: repeat
4: Prˇiˇrazen´ı kazˇde´ho prvku do shluku, k jehozˇ centroidu ma´ nejmensˇ´ı vzda´lenost
5: Prˇepocˇet sourˇadnic centroid˚u
6: until Nedojde k prˇesunu zˇa´dne´ho prvku
Lze doka´zat, zˇe metoda konverguje v konecˇne´m pocˇtu krok˚u k loka´ln´ımu minimu
funkciona´lu J . Teˇchto minim mu˚zˇe obecneˇ existovat v´ıce v za´vislosti na pocˇa´tecˇn´ım
rozkladu. Proto v praxi algoritmus pouzˇijeme neˇkolikra´t s r˚uzny´mi pocˇa´tecˇn´ımi
rozklady a vybereme ten nejlepsˇ´ı rozklad z hlediska hodnoty u´cˇelove´ funkce. Ani
tak bohuzˇel nen´ı zarucˇeno nalezen´ı globa´ln´ıho minima.
Pocˇa´tecˇn´ı rozklad
Zaby´vejme se nyn´ı volbou pocˇa´tecˇn´ıho rozkladu. Nejbeˇzˇneˇjˇs´ım zp˚usobem je na´hodne´
vygenerova´n´ı k bod˚u v prostoru Ep. Kazˇdy´ prvek pote´ prˇiˇrad´ıme k jeho nejblizˇsˇ´ımu
centroidu, cˇ´ımzˇ obdrzˇ´ıme pocˇa´tecˇn´ı rozklad. Nevy´hodou tohoto prˇ´ıstupu je, zˇe mu˚-
zˇeme v pocˇa´tecˇn´ım rozkladu obdrzˇet pra´zdny´ shluk. Snadno se j´ı vsˇak zbav´ıme,
pokud pocˇa´tecˇn´ı body budeme na´hodneˇ vyb´ırat z mnozˇiny dat.
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Existuje mnoho dalˇs´ıch heuristik zaby´vaj´ıc´ıch se vhodnou volbou pocˇa´tecˇn´ıho
rozkladu. Tyto metody vsˇak prˇesahuj´ı ra´mec tohoto textu a nebudeme se jimi
zaby´vat.
Ilustracˇn´ı prˇ´ıklad
V tomto odstavci je na prˇ´ıkladu uka´za´n princip algoritmu k-means. U´kolem je rozdeˇlit
15 dvourozmeˇrny´ch objekt˚u z obra´zku 3.4a do dvou shluk˚u.
V prvn´ım kroku se na´hodneˇ vygeneruj´ı dva centroidy (obr. 3.4a). Pote´ se data
rozdeˇl´ı do shluk˚u tak, aby euklidovska´ vzda´lenost mezi daty a centroidy byla mi-
nima´ln´ı. Nove´ centroidy se urcˇ´ı jako teˇzˇiˇsteˇ bod˚u ve shluku (obr. 3.4b). Opeˇt se mini-
malizuj´ı vzda´lenosti mezi daty a novy´mi centroidy, cˇ´ımzˇ dojde k prˇesunu neˇktery´ch
objekt˚u mezi shluky, a vypocˇ´ıtaj´ı se nove´ sourˇadnice centroid˚u (obr. 3.4c a 3.4d).
V dalˇs´ı iteraci jesˇteˇ dojde k prˇesunu objekt˚u (obr. 3.4e), nove´ centroidy ale shluky










Obr. 3.4: Algoritmus k-means
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3.2.2 Algoritmus fuzzy c-means
Doposud zmı´neˇne´ algoritmy kazˇdy´ prvek jednoznacˇneˇ prˇiˇradily do urcˇite´ho shluku,
a to i v prˇ´ıpadeˇ, zˇe lezˇel na
”
hranici“ mezi dveˇma shluky. Vy´jimkou nebyly ani
odlehle´ hodnoty (outliers), ktere´ naprˇ´ıklad u algoritmu k-means mohly vychy´lit po-
zici centroid˚u. Tyto nedostatky se pokousˇ´ı rˇesˇit algoritmus fuzzy c-means. Jedna´
se o obdobu algoritmu k-means, v tomto prˇ´ıpadeˇ vsˇak kazˇde´mu prvku i prˇiˇrad´ıme








m [d2 (xi, cj)]
2 , (3.7)
kde m je konstanta urcˇuj´ıc´ı
”
rozostrˇenost“ shluk˚u. Pro zarucˇen´ı konvergence k loka´l-
n´ımu minimu zmı´neˇne´ho funkciona´lu vol´ıme m z intervalu (1,∞). Tohoto optima
ovsˇem nedosa´hneme v konecˇne´mu pocˇtu krok˚u, proto algoritmus ukoncˇ´ıme v mo-
menteˇ, kdy se u´cˇelova´ funkce zmeˇn´ı o mensˇ´ı hodnotu nezˇ zvolene´ ε.
Algoritmus 3 Fuzzy c-means
1: Vy´beˇr / vygenerova´n´ı k pocˇa´tecˇn´ıch centroid˚u
2: repeat
3: Vy´pocˇet prˇ´ıslusˇnosti bod˚u k jednotlivy´m centroid˚um
4: Vy´pocˇet novy´ch centroid˚u na za´kladeˇ prˇ´ıslusˇnosti bod˚u
5: until J i−1 − J i < ε









, 1 ≤ i ≤ n, 1 ≤ j ≤ k. (3.8)
Pro jejich hodnoty plat´ı
uij ∈ 〈0, 1〉 ,
k∑
l=1
uil = 1. (3.9)







, 1 ≤ j ≤ k. (3.10)
Konstanta m vy´razneˇ ovlivnˇuje vy´sledky shlukova´n´ı. Pro m→∞ maj´ı vsˇechny
prvky stejnou prˇ´ıslusˇnost ke vsˇem shluk˚um, zat´ımco pro m→ 1 prˇecha´z´ı metoda v
k-means.
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Volbeˇ optima´ln´ı konstanty m se veˇnuj´ı Schwammle a Jensen v [10]. Podle nich
za´vis´ı na dimenzi p a pocˇtu prvk˚u n vztahem














Vy´sˇe zmı´neˇne´ algoritmy provedou rozklad mnozˇiny na shluky bez ohledu na skutecˇ-
nou strukturu dat. Proto vznika´ potrˇeba analyzovat, jak kompaktn´ı nalezene´ shluky
jsou. Takove´mu postupu rˇ´ıka´me validace shluk˚u. Jedn´ım ze zp˚usob˚u, jak ji prove´st,
je vyuzˇit´ı takzvany´ch siluet, jejichzˇ konstrukci a aplikaci si nyn´ı prˇedvedeme. [9]
3.3.1 Konstrukce siluet
Necht’ i je i-ty´ objekt patrˇ´ıc´ı shluku A1. Pokud shluk A obsahuje neˇjake´ dalˇs´ı prvky,





|A| − 1 i 6= j. (3.12)
Vzda´lenost ρ mu˚zˇe by´t libovolna´, my se vsˇak omez´ıme na ρ = d2, abychom mohli
vznikle´ siluety vza´jemneˇ porovna´vat. Uvazˇujme da´le jiny´ shluk C 6= A. Vypocˇ´ıta´me














pro a(i) < b(i)
0 pro a(i) = b(i)
b(i)
a(i)
− 1 pro a(i) > b(i),
(3.15)





1. Abychom mohli tento postup pouzˇ´ıt i pro algoritmus fuzzy c-means, mus´ıme prˇiˇradit prvek i
do shluku, ke ktere´mu ma´ nejveˇtsˇ´ı prˇ´ıslusˇnost. Cˇasteˇji se vsˇak pro tento algoritmus pouzˇ´ıvaj´ı
postupy, ktere´ zohlednˇuj´ı i prˇ´ıslusˇnosti uij , zaby´vat se jimi ale nebudeme.
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Pokud shluk A obsahuje jediny´ prvek i, definujeme s(i) = 0. Z vy´sˇe uvedeny´ch
definic je zrˇejme´, zˇe s(i) ∈ 〈−1, 1〉.
3.3.2 Graficka´ reprezentace siluet
Siluety prvk˚u i jednotlivy´ch shluk˚u A lze zobrazit do dvourozmeˇrne´ho grafu, kde
na svislou osu nana´sˇ´ıme hodnoty s(i) a na vodorovnou osu podle hodnoty s(i)
serˇad´ıme prvky shluku A. Mluv´ıme pote´ o silueteˇ shluku A. Pokud do grafu na-
skla´da´me siluety vsˇech shluk˚u, dostaneme siluetu rozkladu (obr. 3.5b).
(a) Shlukovana´ data (b) Silueta rozkladu
Obr. 3.5: Uka´zka rozkladu a jeho siluety
3.3.3 Interpretace siluet
Veˇnujme se nyn´ı interpretaci mozˇny´ch hodnot siluet. Prˇedstavme si nejprve, zˇe nasˇe
data tvorˇ´ı shluky male´ velikosti, ktere´ jsou od sebe daleko vzda´lene´. Pro prvek i
potom zrˇejmeˇ bude platit, zˇe hodnota a(i) (rovnice 3.12) je o hodneˇ mensˇ´ı, nezˇ
hodnota b(i) (rovnice 3.14). Cˇ´ım bl´ızˇe k sobeˇ budou prvky v ra´mci jednotlivy´ch
shluk˚u a cˇ´ım da´le od sebe tyto shluky budou, t´ım mensˇ´ı bude pomeˇr a(i)/b(i).
Z rovnice 3.15 pote´ plyne, zˇe pro takovy´to prˇ´ıpad se hodnota s(i) bl´ızˇ´ı jedne´.
Takovy´ prˇ´ıpad nastal pro prvky modre´ho shluku z obra´zku 3.5a. Vysoke´ hodnoty
s(i) vsˇech jeho prvk˚u potvrzuj´ı, zˇe se jedna´ o dobrˇe oddeˇleny´ a kompaktn´ı shluk.
Prvky zelene´ho shluku jsou mnohem v´ıce rozpty´leny, proto je jeho silueta n´ızˇ.
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3.3.4 Urcˇen´ı optima´ln´ıho pocˇtu shluk˚u pomoc´ı siluet
V prˇedchoz´ım odstavci jsme uka´zali, zˇe velikost siluet znacˇ´ı, jak dobrˇe je prvek
ve shluku zarˇazen. Obecneˇ hleda´me rozklad takovy´, zˇe veˇtsˇina prvk˚u je dobrˇe
zarˇazena. V takove´m prˇ´ıpadeˇ ocˇeka´va´me vysokou hodnotu siluety rozkladu s¯, kterou
definujeme jako pr˚umeˇr hodnot s(i) pro vsˇechny prvky i rozkladu. Toho mu˚zˇeme
vyuzˇ´ıt prˇi urcˇova´n´ı optima´ln´ıho pocˇtu shluk˚u. Provedeme rozklady pro r˚uzne´ pocˇty
shluk˚u k, pro kazˇdy´ rozklad napocˇ´ıta´me s¯ a vybereme nejveˇtsˇ´ı hodnotu. Odpov´ıdaj´ıc´ı
pocˇet shluk˚u prohla´s´ıme za optima´ln´ı.
Aplikujme nyn´ı tento postup na data z obra´zku 3.5a. Algoritmem k-means
rozdeˇl´ıme data postupneˇ do dvou azˇ dev´ıti shluk˚u. Napocˇ´ıtane´ hodnoty vid´ıme
v grafu na obra´zku 3.6. Nejlepsˇ´ı siluety rozkladu s¯ jsme dosa´hli pro 3 shluky, cozˇ
odpov´ıda´ i nasˇemu prˇedpokladu na za´kladeˇ obra´zku.




















Obr. 3.6: Urcˇen´ı optima´ln´ıho pocˇtu shluk˚u
3.4 Pozna´mka o shlukova´n´ı ve vysˇsˇ´ıch dimenz´ıch
V prostorech vysˇsˇ´ıch dimenz´ı se beˇzˇneˇ pouzˇ´ıvana´ euklidovska´ metrika chova´ jinak,
nezˇ jak ji zna´me z prostor˚u dimenz´ı 2 a 3. Tento jev se nazy´va´ proklet´ı dimenzio-
nality. V neˇktery´ch prˇ´ıpadech se projevuje tak, zˇe se rozd´ıl vzda´lenost´ı nejblizˇsˇ´ıho
a nejvzda´leneˇjˇs´ıho prvku k dane´mu objektu bl´ızˇ´ı nule. Euklidovska´ vzda´lenost tedy
ztra´c´ı schopnost popsat kontrast mezi daty. Podle [1] se v teˇchto prˇ´ıpadech v´ıce hod´ı
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d1 metrika. Jesˇteˇ lepsˇ´ıch vy´sledk˚u vsˇak dosahuj´ı takzvane´ zlomkove´ metriky
2 (fracti-
onal distance metrics). Jedna´ se o obdobu Minkowske´ho metriky (rovnice 2.1), avsˇak
v tomto prˇ´ıpadeˇ dovol´ıme q ∈ (0, 1). Jejich implementac´ı se vsˇak zaby´vat nebudeme.




V ra´mci te´to pra´ce vznikl software, ktery´ doka´zˇe sce´na´rˇe vygenerovane´ na´strojem
NERUDA zpracovat a pote´ je shlukovat pomoc´ı algoritmu˚, ktere´ byly prˇedstaveny
v teoreticke´ cˇa´sti te´to pra´ce. Vy´sledky shlukova´n´ı vcˇetneˇ siluet a jejich graficke´
reprezentace pote´ exportuje do sesˇitu programu MS Excel.
Software vznikl ve vy´vojove´m prostrˇed´ı Visual Studio od firmy Microsoft a je
naprogramova´n v jazyce C#.
Obr. 4.1: Uka´zka prostrˇed´ı Microsoft Visual Studio 2015
4.1 Postup prˇi shlukova´n´ı
Uzˇivatel nejprve nacˇte soubor se sce´na´rˇi, ktere´ se ulozˇ´ı do pameˇti. Pote´ vybere typ
shlukova´n´ı a nastav´ı jeho za´kladn´ı parametry. Ze zadany´ch u´daj˚u program vybere
promeˇnne´ (znaky) sce´na´rˇ˚u. Ty pote´ na´sleduj´ıc´ım zp˚usobem zpracuje. Nejprve se
odstran´ı promeˇnne´ s nulovy´m rozptylem1 a promeˇnne´, ktere´ jsou identicky´mi ko-
piemi jiny´ch promeˇnny´ch2. Na´sleduje standardizace dat podle vzorce 2.4. Z takto
vytvorˇeny´ch promeˇnny´ch se generuje datova´ matice, nad n´ızˇ probeˇhne shlukova´n´ı
podle zvolene´ho nastaven´ı.
1. Promeˇnna´ s nulovy´m rozptylem ma´ stejne´ hodnoty pro vsˇechny sce´na´rˇe, nema´ tedy na shlukova´n´ı
zˇa´dny´ vliv.
2. Promeˇnna´, ktera´ ma´ pro vsˇechny sce´na´rˇe stejne´ hodnoty jako neˇktera´ jina´ promeˇnna´. Jej´ım
vynecha´n´ım nen´ı z hlediska shlukova´n´ı ztracena zˇa´dna´ informace.
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4.2 Mozˇnosti nastaven´ı a uzˇivatelske´ rozhran´ı
Nastaven´ı shlukova´n´ı se prova´d´ı pomoc´ı jednoduche´ho graficke´ho uzˇivatelske´ roz-
hran´ı. K nacˇten´ı souboru s daty slouzˇ´ı tlacˇ´ıtko Nacˇı´st v prave´ doln´ı cˇa´sti okna.
V horn´ım panelu potom vyb´ıra´me typ algoritmu shlukova´n´ı. Na vy´beˇr jsou metody




Obr. 4.2: Uka´zka uzˇivatelske´ho rozhran´ı
U vsˇech algoritmu˚ ma´ uzˇivatel mozˇnost zadat interval pocˇtu shluk˚u k, ktere´
chce z´ıskat. Spodn´ı hodnotu zada´va´ polozˇkou min, horn´ı hodnotu polozˇkou max. Pro
algoritmy hierarchicke´ho shlukova´n´ı ma´ tento interval vliv pouze na to, pro jake´
pocˇty shluk˚u se budou pocˇ´ıtat siluety.
Pro hierarchicke´ shlukova´n´ı je nutne´ zvolit koeficient nepodobnosti shluk˚u. K to-





• Pru˚meˇrna´ vazba (neva´zˇena´),
• Pru˚meˇrna´ vazba (va´zˇena´).
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Vy´pocˇet pak prob´ıha´ pomoc´ı Lance-Williamsova vzorce (kapitola 3.1.5). Ze vzda´le-





U zbyly´ch dvou algoritmu˚ vol´ıme Pocˇet opakova´nı´, cˇ´ımzˇ specifikujeme, ko-
lik r˚uzny´ch pocˇa´tecˇn´ıch rozklad˚u pro kazˇde´ k bude program generovat. Ze vsˇech
vypocˇteny´ch rozklad˚u se pote´ vybere ten s nejmensˇ´ı hodnotou u´cˇelove´ funkce. Pro
fuzzy c-means prˇiby´va´ jesˇteˇ volba konstanty m. Pokud zada´me cˇ´ıslo 0, program jej´ı
hodnotu vypocˇte podle vzorce 3.11.
Volby Zarˇı´zenı´ a Uzly ovlivnˇuj´ı promeˇnne´, ktere´ budou vstupovat do vy´pocˇtu.
Jejich vy´znam je vysveˇtlen v kapitole 5.1.
4.3 Vy´stup
Vy´stupem shlukova´n´ı je sesˇit v programu MS Excel. Ten se generuje pro zvolene´
hodnoty pocˇtu shluk˚u a ukla´da´ se automaticky do slozˇky s aplikac´ı. Nacha´z´ı se
v neˇm prˇehled nastaveny´ch parametr˚u shlukova´n´ı, datova´ matice, vy´pis shluk˚u a
jejich prvk˚u. Pro interpretaci vy´sledk˚u je vsˇak nejd˚ulezˇiteˇjˇs´ı list s na´zvem Siluety.
Vy´rˇez z neˇj mu˚zˇeme videˇt na obra´zku 4.3. Za zmı´nku stoj´ı druhy´ sloupec, ve ktere´m
se nacha´z´ı cˇ´ıslo
”
sousedn´ıho“ shluku jednotlivy´ch prvk˚u. Jedna´ se o shluk, pro ktery´
byla napocˇ´ıta´na minima´ln´ı vzda´lenost ρ¯(i, C) (rovnice 3.13). V prˇ´ıpadeˇ n´ızke´ hod-
noty siluety s(i) tak ma´me prˇedstavu, kam by prvek alternativneˇ mohl patrˇit.





Prˇedstavme si nejprve data, ktera´ budeme shlukovat. Jedna´ se o 5 000 sce´na´rˇ˚u odpa-
dove´ho hospoda´rˇstv´ı v CˇR optimalizovany´ch na´strojem NERUDA. Jako promeˇnne´
uvazˇujeme zpracovatelskou kapacitu jednotlivy´ch zarˇ´ızen´ı1 a jejich cenu na bra´neˇ2.
V datech se vyskytuj´ı tyto typy zarˇ´ızen´ı:
• EVO - zarˇ´ızen´ı pro energeticke´ vyuzˇit´ı odpadu (spalovny),
• MBU´ - zarˇ´ızen´ı na mechanicko-biologickou u´pravu,
• SKL - skla´dky,
• ZLF - zarˇ´ızen´ı pro zpracova´n´ı lehke´ frakce,
• PREKL - prˇekla´dac´ı stanice.
Kazˇde´ zarˇ´ızen´ı prˇ´ıslusˇ´ı neˇktere´mu uzlu i z mnozˇiny I = {1, . . . , 213}. Jedna´ se o obce
s rozsˇ´ıˇrenou p˚usobnost´ı a meˇsta s v´ıce nezˇ 10 000 obyvateli.
5.2 Aplikace na podoblast CˇR
Nejprve budeme sce´na´rˇe shlukovat pouze podle zarˇ´ızen´ı v urcˇite´ podoblasti CˇR.
Pro tento u´cˇel zvol´ıme Zl´ınsky´ kraj, ktere´mu odpov´ıdaj´ı uzly 201 azˇ 213 a 46 pro-
meˇnny´ch. Zacˇneme algoritmem k-means. Budeme hledat rozklady pro 2 azˇ 40 shluk˚u
a provedeme 50 r˚uzny´ch rozklad˚u pro kazˇdou hodnotu k. Z teˇchto 50 zvol´ıme nejlepsˇ´ı
rozklad podle hodnoty u´cˇelove´ funkce. Obdrzˇene´ vy´sledky pote´ vyhodnot´ıme pomoc´ı
siluet.
Vypocˇ´ıtane´ hodnoty siluet rozkladu s¯ v za´vislosti na zadane´m pocˇtu shluk˚u k
vid´ıme v grafu na obra´zku 5.1. Prˇiblizˇneˇ od k = 28 se hodnota s¯ usta´l´ı. Z hlediska
siluet jsou tedy rozklady s 28 azˇ 40 shluky podobneˇ kvalitn´ı. Vybereme z nich takovy´,
ktery´ ma´ co nejme´neˇ sˇpatneˇ zarˇazeny´ch prvk˚u, tedy prvk˚u i takovy´ch, zˇe s(i) < 0.
T´ımto postupem z´ıska´me k = 34. Graficka´ interpretace siluet pro tento rozklad se
nacha´z´ı v prˇ´ıloze A.
Metody hierarchicke´ho shlukova´n´ı se chovaj´ı v tomto prˇ´ıpadeˇ o pozna´n´ı h˚urˇe.
Velmi brzy se spoj´ı prvky shluk˚u, ktere´ algoritmus k-means rozpoznal jako rozd´ılne´.
Rˇeteˇzovou reakc´ı potom vznikne jeden shluk, ktery´ obsahuje te´meˇrˇ vsˇechny objekty,
a za´rovenˇ z˚ustane mnoho objekt˚u, ktere´ tvorˇ´ı samostatny´ shluk.
1. Zpracovatelska´ kapacita znamena´ mnozˇstv´ı odpadu v tuna´ch, ktere´ je zarˇ´ızen´ı schopno rocˇneˇ
zpracovat.
2. Cena na bra´neˇ urcˇuje poplatek za zpracova´n´ı jedne´ tuny odpadu.
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Obr. 5.1: Siluety s¯, algoritmus k-means
Porovna´n´ı vy´pocˇetn´ı na´rocˇnosti algoritmu˚ k-means a fuzzy c-means pro pouzˇita´
data najdeme na obra´zku 5.2. Pro pocˇty shluk˚u 2 azˇ 20 bylo generova´no 15 pocˇa´-
tecˇn´ıch rozklad˚u a meˇrˇila se doba t v sekunda´ch mezi vytvorˇen´ım 1. pocˇa´tecˇn´ıho
rozkladu a ukoncˇen´ım vy´pocˇtu pro 15. pocˇa´tecˇn´ı rozklad. Vid´ıme, zˇe pro rostouc´ı k
potrˇebuje fuzzy c-means podstatneˇ v´ıce cˇasu nezˇ k-means. Pro nasˇi aplikaci se proto
nevyplat´ı.
Interpretujme nyn´ı vy´sledky z algoritmu k-means pomoc´ı obdrzˇeny´ch siluet.
Na prvn´ı pohled na´s zaujmou cˇtyrˇi sˇiroke´ a vysoke´ siluety shluk˚u 1, 2, 12 a 19.
Z vysoky´ch hodnot s(i) mu˚zˇeme usuzovat, zˇe jsou si vsˇechny sce´na´rˇe velmi po-
dobne´. Velka´ sˇ´ıˇrka znacˇ´ı, zˇe se v teˇchto shluc´ıch nacha´z´ı mnoho sce´na´rˇ˚u. Pro analy´zu
na´strojem PIGEON z teˇchto shluk˚u mu˚zˇeme vybrat jeden sce´na´rˇ (s nejveˇtsˇ´ı hodno-
tou siluety) a pravdeˇpodobneˇ dostaneme vy´sledky reprezentativn´ı pro vsˇechny prvky
odpov´ıdaj´ıc´ıch shluk˚u. Podobneˇ mu˚zˇeme postupovat pro velke´ mnozˇstv´ı mensˇ´ıch
shluk˚u s vysoky´mi siluetami, naprˇ´ıklad shluky 13, 14, 21. V neˇkolika shluc´ıch (8, 15, 34
a dalˇs´ı) najdeme prvky se za´porny´mi siluetami s(i). To znamena´, zˇe se od ostatn´ıch
prvk˚u shluku mohou podstatneˇ odliˇsovat, proto mus´ıme by´t prˇi jejich dalˇs´ı analy´ze
opatrn´ı. Dalˇs´ı mozˇnost´ı by bylo tyto prvky prˇesunout do sousedn´ıch shluk˚u a prˇe-
pocˇ´ıtat siluety.
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Obr. 5.2: Porovna´n´ı vy´pocˇtove´ na´rocˇnosti
5.3 Aplikace na celou CˇR
Aplikujme nyn´ı stejny´ postup pro vsˇechny promeˇnne´, ktery´ch je nyn´ı 581. Kromeˇ
prudke´ho na´r˚ustu vy´pocˇetn´ıho cˇasu na´s negativneˇ prˇekvap´ı take´ n´ızka´ hodnota
siluet s¯. Ta se pro vsˇechny rozklady pohybuje teˇsneˇ pod nulou. Pokud se bl´ızˇe
pod´ıva´me na vzda´lenosti mezi prvky, zjist´ıme, zˇe se vsˇechny pohybuj´ı ve velmi
u´zke´m intervalu. Bohuzˇel se projevilo proklet´ı dimenzionality, ktere´ jsme si prˇibl´ızˇili





V pra´ci je nejprve strucˇneˇ nast´ıneˇna problematika na´stroj˚u NERUDA a PIGEON,
ze ktere´ plyne nutnost pouzˇit´ı shlukove´ analy´zy.
Na´sleduje prˇedstaven´ı za´kladn´ıch algoritmu˚, mezi ktere´ patrˇ´ı hierarchicke´ shlu-
kova´n´ı, algoritmus k-means a algoritmus fuzzy c-means. Pote´ je pozornost veˇnova´na
interpretaci vy´sledk˚u shlukova´n´ı pomoc´ı takzvany´ch siluet. Teoreticke´ cˇa´sti teˇchto
kapitol doplnˇuj´ı ilustracˇn´ı prˇ´ıklady.
V kapitole 4 je prˇedstaven program pro shlukovou analy´zu, ktery´ v ra´mci te´to
pra´ce vznikl. Jsou popsa´ny jeho za´kladn´ı funkce a uzˇivatelske´ rozhran´ı.
Vznikly´ software je na´sledneˇ pouzˇit pro shlukova´n´ı rea´lny´ch dat z na´stroje NE-
RUDA. Obdrzˇene´ vy´sledky jsou prezentova´ny a vyhodnoceny v kapitole 5. Nejprve
je shlukova´n´ı provedeno pouze pro zarˇ´ızen´ı Zl´ınske´ho kraje. Nejlepsˇ´ıch vy´sledk˚u
je dosazˇeno algoritmem k-means, ktery´ z celkove´ho mnozˇstv´ı 5000 sce´na´rˇ˚u vytvorˇ´ı
34 shluk˚u, z nichzˇ kazˇdy´ lze reprezentovat jedn´ım sce´na´rˇem. T´ım dojde k vy´znamne´
redukci sce´na´rˇ˚u pro analy´zu na´strojem PIGEON a u´sporˇe cˇasu.
Na´sleduje shlukova´n´ı z hlediska promeˇnny´ch cele´ CˇR. Obdrzˇene´ vy´sledky vsˇak
maj´ı kv˚uli proklet´ı dimenzionality minima´ln´ı vypov´ıdaj´ıc´ı hodnotu.
Do budoucna by tedy bylo vhodne´ prozkoumat metriky, ktere´ tomuto jevu ne-
podle´haj´ı. S t´ım souvis´ı i nutnost pouzˇit´ı algoritmu˚, ktere´ s teˇmito vzda´lenostmi
doka´zˇ´ı pracovat. Jako nejvhodneˇjˇs´ı se v tomto prˇ´ıpadeˇ jev´ı metoda k-medoids. Jedna´
se o obdobu k-means, shluky vsˇak nejsou reprezentova´ny jejich teˇzˇiˇsteˇm, ale jedn´ım
z bod˚u shluku. Vy´hodou tohoto prˇ´ıstupu je i to, zˇe tento reprezentant je metodou
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