Abstract. We prove the existence of model companions for three kinds of generic expansions of Hilbert spaces: first we add a distance function to a random substructure, then a distance to a random subset and finally a random predicate. The theory obtained with the random substructure is ω-stable, while those obtained with the distance to a random subset and the random predicate are unstable. In addition to providing these model companions, we start the model theoretic study of these generic expansions.
Introduction
This paper deals with Hilbert spaces expanded with random predicates in the framework of continuous logic as developed in [4, 5] . The model theory of Hilbert spaces is very well understood, see [4, Chapter 15] or [7] . In section 2 we briefly review some of its properties.
There are several papers that deal with generic expansions of Hilbert spaces. Ben-Yaacov, Usvyatsov and Zadka studied the expansion of a Hilbert space with a generic automorphism. The models of this theory are the expansions of Hilbert spaces with a unitary map whose spectrum is S 1 . A model of this theory can be constructed by amalgamating together the collection of n-dimensional Hilbert spaces with a unitary map whose eigenvalues are the n-roots of unity as n varies in the positive integers. More work on generic automorphisms can be found in [6] , where the first author of this paper studies Hilbert spaces expanded with a random group G of automorphisms.
The second author was partially sponsored by Colciencias (Proy. 1101-05-13605 CT-
210-2003).

1
There are also several papers about expansions of Hilbert spaces with random subspaces. In [7] Berenstein and Buechler identified the saturated models of the theory of beautiful pairs of a Hilbert space. An analysis of lovely pairs (the generalization of beautiful pairs to simple theories) in the setting of compact abstract theories is carried out in [2] . In the third section of this paper we build the beautiful pairs (belles paires) of Hilbert spaces using the Fraïssé amalgamation method. We provide an axiomatization for this class and we show that the projection operator into the subspace is interdefinable with a predicate for the distance to the subspace. We also prove that the theory of beautiful pairs of Hilbert spaces is ω-stable (in [3] it is shown that such a theory is supersimple). Many of the properties of beautiful pairs of Hilbert spaces are known from the literature or folklore, so this section is mostly a compilation of results.
In the third section we add a predicate for the distance to a random subset. This construction was inspired by the idea of finding an analogue to the first order generic predicates studied in [8] . The axiomatization we found for the model companion was inspired in the ideas of [8] together with the following observation: in Hilbert spaces there is a definable function that measures the distance between a point and a model. We prove that the theory of Hilbert spaces with a generic predicate is unstable. We also study a natural notion of independence in a monster model of this theory and prove some of its properties, although the question of the simplicity of the model companion remains open.
Finally, in the fourth section we deal with expansions of Hilbert spaces with a random predicate that satisfies a 1-Lipschitz modulus of uniform continuity. We find a model companion for such a theory. Again the main tool used in the axiomatization was the existence of a definable function that measures the distance between a point and a model. We also study a natural notion of independence in a monster model of this theory and prove some of its properties. As before the theory obtained is unstable but it is unclear if the model companion is a simple theory.
The authors thank Tapani Hyttinen and the Helsinki Logic Seminar, for valuable discussions around the theorems proved here (and around the new examples of this paper!). They also thank Itaï Ben Yaacov for various helpful remarks on preliminary versions of this paper.
Model theory of Hilbert spaces
2.1. Hilbert spaces. We follow [4] in our study of the model theory of a Hilbert space and its expansions. We assume the reader is familiar with the basic concepts of continuous logic as presented in [4, 5] . A Hilbert space H can be seen as a multi-sorted structure (B n (H), 0, +, , , {λ r : r ∈ R}) 0<n<ω , where B n (H) is the ball of radius n, + stands for addition of vectors (defined from B n (H) × B n (H) into B 2n (H)), , : B n (H) × B n (H) → [−n 2 , n 2 ] is the inner product, 0 is a constant for the zero vector and λ r : B n (H) → B n( |r| +1) H is the multiplication by r ∈ R.
We denote by L the language of Hilbert spaces and by T the theory of Hilbert spaces.
By a universal domain H of T we mean a Hilbert space H which is κ-saturated and κ-strongly homogeneous with respect to types in the language L, where κ is a cardinal larger than 2 ℵ 0 . Constructing such a structure is straightforward -just consider a Hilbert space with an orthonormal basis of cardinality at least κ.
We will assume that the reader is familiar with the notions of definable closure and non-dividing. The reader can check [4, 7] for the definitions. 2.3. Proposition. Let B, C ⊂ H be small, let (a 1 , . . . , a n ) ∈ H n and assume that C = dcl(C), so C is a Hilbert subspace of H. Denote by P C the projection on C. Then tp(a 1 , . . . , a n /C ∪ B) does not divide over C if and
Proof. Proved as Corollary 2 and Lemma 8 of [7, pp. 81-82] .
For A, B, C ⊂ H small, we say that A is independent from B over C if for all n ≥ 1 andā ∈ A n , tp(ā/C ∪ B) does not divide over C.
In particular, types over sets are stationary and non-dividing is trivial, that is, for all sets B, C and tuples (a 1 , . . . , a n ) from H, tp(a 1 , . . . , a n /C ∪B) does not divide over C if and only if tp(a i /B ∪ C) does not divide over C for i ≤ n.
Random subspaces
First we deal the case of a Hilbert space with a projection operator to a subspace. Let L p = L ∪ {P } where P is a new unary function and we consider structures of the form (H, P ), where P : H → H is a projection into a subspace. Note that P : B n (H) → B n (H) and that P is determined by its action on B 1 (H). Recall that projections are bounded linear operators, characterized by two properties:
The second condition means that for any u, v ∈ H, P (u), v = u, P (v) .
A projection also satisfies, for any u, v ∈ H, P (u) − P (v) ≤ u − v .
In particular, it is a uniformly continuous map and its modulus of uniform continuity is ∆ P (x, y) = x − y .
We start by showing that the class of Hilbert spaces with projections has the free amalgamation property: 
Claim: There are w 0 , t 0 ∈ H 0 such that
We prove that w 0 ∈ H 0 . As v 3 − v 2 = v 1 = u 1 + w 0 , taking P H 1 on both sides and using that
of course means w 0 ∈ H 0 . We get t 0 ∈ H 0 in a similar way.
Since the expression on the right only depends on v 3 and not on the decomposition of v 3 in terms of v 1 and v 2 , we get that P 3 is a well defined linear map on H 3 .
Since for any
Given an n-dimensional Hilbert space H n , there are only n + 1 many pairs (H n , P ) modulo isomorphism. They are classified by the dimension of P (H), which ranges from 0 to n.
We can consider the age K P formed by the pairs (H n , P ), where H n is a Hilbert space of dimension n; following the usual Fraïssé construction, we get a Hilbert space H ω of dimension ℵ 0 , equipped with a projection P ω , in which we can elementarily embed any finite-dimensional pair (H, P ).
Clearly, P ω (H ω ) and its orthogonal complement (P ω (H ω )) ⊥ both have dimension ℵ 0 . In particular, P ω (H ω ) is a model of the theory of infinite dimensional Hilbert spaces and H ω is ω-saturated over P ω (H). This pair obtained is the unique separable model of the theory of beautiful pairs associated to a Hilbert space. The theory T P ω extending T and stating that P is a projection and that there are infinitely many orthonormal vectors v satisfying P ω (v) = v and infinitely many orthonormal vectors u satisfying P ω (u) = 0 gives an axiomatization for T h(H ω , P ω ), the theory of beautiful pairs of Hilbert spaces.
Let (H, P ) |= T P ω and for any v ∈ H let d P (v) = v − P (v) . Then d P (v) measures the distance between v and the subspace P (H). The pair (H, d P ) is definable from (H, P ). We will now prove the converse.
Proof. Let (H, P ) |= T P ω be κ-saturated for κ > ℵ 0 and let d P (v) = v − P (v) . Since d P is definable in the structure (H, P ), the new structure (H, d P ) is still κ-saturated. Let G P be the graph of the function P . Then by the previous lemma G P is type-definable in (H, d P ) and thus by [4, Proposition 9.22] P is definable in the structure (H, d P ).
3.4. Notation. We write tp for L-types, tp P for L P -types and qftp P for quantifier free L P -types. We write acl P for the algebraic closure in the language L P respectively. We follow a similar convention for dcl P .
3.5. Lemma. T P ω has quantifier elimination.
Proof. It suffices to show that quantifier free L P -types determine the L Ptypes. Let (H, P ) |= T P ω and letā = (a 1 , . . . , a n ),b = (b 1 , . . . , b n ) ∈ H n . Assume that qftp P (ā) = qftp P (b). Then tp(P (a 1 ), . . . , P (a n )) = tp(P (b 1 ), . . . , P (b n )) and tp(a 1 − P (a 1 ), . . . , a n − P (a n )) = tp(b 1 − P (b 1 ), . . . , b n − P (b n )).
Let H 0 = P (H) and let H 1 = H ⊥ 0 , both are then infinite dimensional Hilbert spaces and H = H 0 ⊕ H 1 . Let f 0 ∈ Aut(H 0 ) satisfy f 0 (P (a 1 ), . . . , P (a n )) = (P (b 1 ), . . . , P (b n )) and let f 1 ∈ Aut(H 1 ) be such that f 1 (a 1 −P (a 1 ), . . . , a n − P (a n )) = (b 1 − P (b 1 ), . . . , b n − P (b n )). Let f be the automorphism of H induced by by f 0 and f 1 , that is, f = f 0 ⊕ f 1 . Then f ∈ Aut(H, P ) and
Coordinatization: By the previous lemma, the L P -type of an n-tupleā = (a 1 , . . . , a n ) inside a structure (H, P ) |= T P ω is determined by the type of its projections tp(P (a 1 ), . . . , P (a n ), a 1 − P (a 1 ), . . . , a n − P (a n )). In particular, we may regard (H, P ) as the direct sum of the two independent pure Hilbert spaces (P (H), +, 0, , ) and (P (H) ⊥ , +, 0, , ). Thus there is a strong kind of coordinatization for our structures.
We may therefore characterize definable and algebraic closure, as follows.
We leave the proof to the reader. Another consequence of the coordinatization is: 3.7. Proposition. The theory T P ω is ω-stable.
Proof. Let (H, P ) |= T P ω be separable and let A ⊂ H be countable. Replacing (H, P ) for (H, P ) ⊕ (H, P ) if necessary, we may assume that
Again the proof is straightforward.
Random subsets
We now study the expansion of a Hilbert space with a distance function 
there is nothing to prove, so we may assume that d N (v) < 1. Consider now the set of statements p(x) given by
Claim The type p(x) is approximately satisfiable.
Let ε > 0. We want to show that there is a realization of the statements
By the first axiom there is w such that
as we wanted.
There are several ages that need to be considered. We fix r ∈ [0, 1) and we consider the class K r of all models of T 0 such that d N (0) = r. Note that in all finite dimensional spaces in K r we have at least a point v with
We will work in K r . We start with free amalgamations: 
, 2}. Now we have to prove that the function d 3 N that we defined is indeed a distance function. Geometrically, d 3 N (v) takes the minimum of the distances of v to the selected black subsets of H 1 and H 2 . That is, the random subset of the amalgamation of (
is the union of the two random subsets. It is easy to check that (
The class K 0 also has the JEP: let (
Hilbert space and there are orthonormal vectors
Proof. Let H be a Hilbert space of dimension 2n, and fix some orthonormal basis v 1 , . . . , v n , u 1 , . . . , u n for H. Let N = {(u i +v j )/2 : i > j}∪{0} and let
A similar construction can be made in order to get the Lemma with
In particular, if we fix an infinite cardinal κ and we amalgamate all possible pairs (H, d) in K r for dim(H) ≤ κ, the theory of the resulting structure will be unstable.
4.2.
The model companion.
Basic notations.
We now provide the axioms of the model companion
Call T d0 the theory of the structure built out of amalgamating all separable Hilbert spaces together with a distance function belonging to the age
We show how to axiomatize
The idea for the axiomatization of this part (unlike our third example, in next section) follows the lines of Theorem 2.4 of [8] . There are however important differences in the behavior of algebraic closures and independence, due to the metric character of our examples.
Let (M, d N ) in K 0 be an existentially closed structure and take some
Also assume that for i > n, the witnesses for the distances to the black points belong to M , that is,
Also, let us assume that all points inx,ȳ live in a ball of radius L around the origin. Letū = (u 1 , . . . , u n ) be the projection ofȳ = (y 1 , . . . , y n ) over M .
Let ϕ(x,ȳ,z,ū) be a formula such that ϕ(x,ȳ,z,ū) = 0 describes the values of the inner products between all the elements of the tuples, that is, it determines the (Hilbert space) geometric locus of the tuple (x,ȳ,z,ū).
The statement ϕ(x,ȳ,z,ū) = 0 expresses the position of the potentially new pointsx,ȳ with respect to their projections into a model.
We may also assume that there is a positive
An informal description of the axioms.
We want to express that for any parametersz,ū in the structure if we can find realizationsx,ȳ of ϕ(x,ȳ,z,ū) = 0 such that for all w and
That is, for anyz,ū in the structure, if we can find realizationsx,ȳ of the Hilbert space locus given by ϕ, and we prescribe "distances" d N that do not clash with the d N information we already had, in such a way that for i ≤ n, the y i 's are black and are witnesses for the distance to the black set for the x i 's, and for i > n the x i 's do not require new witnesses, then we can actually find arbitrarily close realizations, with the prescribed distances.
The only problem with this idea is that we do not have an implication in continuous logic. We replace the expression "p → q" by a sequence of approximations indexed by ε.
The axioms of T N .
4.5. Notation. Letz,ū be tuples in M and let x ∈ M 1 . By P span(zū) (x) we mean the projection of x in the space spanned by (z,ū).
For fixed ε ∈ (0, 1), let f : [0, 1] → [0, 1] be a continuous function such that whenever ϕ(t) < f (ε) and ϕ(t ′ ) = 0, then
Choosing ε small enough, we may assume that
and consider the following axiom ψ ϕ,ε (which we write as a positive bounded formula for clarity) where the quantifiers range over a ball of radius L + 1:
Let T N be the theory T 0 together with this scheme of axioms ψ ϕ,ε indexed by all Hilbert space geometric locus formulas ϕ(x,ȳ,z,ū) = 0 and ε ∈ (0, 1)∩ Q. The radius of the ball that contains all elements, L, as well as n and k are determined from the configuration of points described by the formula ϕ(x,ȳ,z,ū) = 0.
Existentially closed models of
Proof. Fix ε > 0 and ϕ as above. Letz ∈ M n+k ,ū ∈ M n and assume that there arex,ȳ with ϕ(x,ȳ,z,ū) < f (ε) and So let H ⊃ M be such that dim(H ∩ M ⊥ ) = ∞. Let a 1 , . . . , a n+k and
. Let the black points in H be the ones from M plus the pointsĉ 1 , . . . ,ĉ n . Now we check that the conclusion of the axiom ψ ϕ,ε ′ holds.
(3) We check that the distance from a i to the black set is as prescribed
Also, for i = j, i, j ≤ n, using (g2) we prove
and by (h) we
Since we added the black points in the ball of radius L + 1, we only have to check that for any w ∈ M in the ball of
and is enough to prove that
. Thus, after simplifying, we only need to check 2ε ′ w − u i + ε ′2 ≤ δ ′2 which is true since 2ε for i ≤ n + k, the values of d N (v j ) for j ≤ l and the inner products between those elements. We may assume that for i ≤ n there is ρ > 0 such that
Also, assume that all points mentioned so far live in a ball of radius L around the origin. We use the characterization of quantifier elimination given in Theorem 8.4.1 from [9] . Let H 1 be a two dimensional Hilbert space, let {u 1 , u 2 } be an orthonormal basis for H 1 and let
1 N ) be existentially closed. Now let H 2 be an infinite dimensional separable Hilbert space and let {v i : i ∈ ω} be an orthonormal basis. Let
) and they can be identified say by a function F . But (H ′ 1 , d 1 N ) and (H ′ 2 , d 2 N ) cannot be amalgamated over this common substructure: If they could, then we would have Proof. Assume a / ∈ A. We will show that a / ∈ acl N (A). Let a ′ |= tp(a/A) 
it is an amalgamation base and therefore we may consider the free amalgam 
Changing 4.14. Question. Does | * ⌣ satisfy the properties:
(1) Extension.
(2) Independence Theorem
More generally, we also have:
Of course, a positive answer to the first question would give a positive answer to the second one. We conjecture that T N is indeed a simple theory.
However, we have not yet proved the properties mentioned in Question 4.14 or found another argument for the simplicity of T N .
When we added a predicate d for the distance to a Hilbert substructure, the corresponding age gave rise to a stable structure. This raises the follow- 
Our goal for this section is to find a model companion for T 0 .
5.1.
Extending models of T 0 . The following construction allows us extend models of T 0 by "normalizing" colors via cones around peaks of their values.
By "extending the models" we mean extending the predicate R in a model (H 0 , R) to an arbitrary H ′ ⊃ H 0 . This is not a trivial task: we need to be able to deal with arbitrary new "colors" R i for any finite tuple of points in Let v 1 , . . . , v n ∈ H ′ and let R 1 , . . . , R n ∈ [0, 1] be such that for all x ∈ H 0 ,
On the other hand, for
.
Thus the function R ′ extends R and has the value R i in v i for i = 1, . . . , n.
It only remains to show that it has the correct modulus of uniform continuity.
We have
If R 0 (y 1 ) = R 0 (y 2 ) = 0 the result is clear. Assume now that R 0 (y 1 ) = 0
Since ε was arbitrary, we get the desired result. Finally assume that R 0 (y 1 ) > 0 and that R 0 (y 2 ) > 0.
In a similar way we prove
Since ε was arbitrary we get the claim.
Finally, from the previous two claims it follows that for all y 1 , y 2 ∈ H 1 , 
An informal description of the axioms.
As before, we want to express that for any parametersz in the structure, if we can find realizationsx of ϕ(x,z) = 0 such that for all
then there is a tuplē
x ′ , such that ϕ(x ′ ,z) = 0 and R(x ′ i ) = R i . As in the previous section, since implications do not exist in continuous logic, we will replace the main implication by a sequence of approximations. 
Let T 1 be the theory T 0 together with the following axiom scheme, indexed by ε > 0, a configuration ϕ(x,z) = 0 as above and a k-tupleR =
The quantifiers are taken in a ball of radius L + 1. Again we write the axioms as positive bounded formulas for clarity. 
We show (H, +, 0, , , R) satisfies the (ε, ϕ,R)-th axiom of T 1 .
Let (H 1 , +, 0, , ) ⊃ (H, +, 0, , ) such that dim(H 1 ∩ H ⊥ ) = 2k and let
and assume there are x 1 , . . . , x k ∈ H 1 such that for all y 1 , . . . , y k ∈ H the following conditions hold:
(1):
and let, for i = 1, . . . , k,
We first check that these x ′ i , x ′′ j satisfy the conclusion of the axiom. Clearly, ϕ(x ′′ ,z) ≤ f (ε) and
The other conclusions deal with the values of R. We will extend R to H 1 by checking that the conditions of Lemma 5.1 hold.
By the definition of f (ε), we have
By condition (1) , 
Since the conditions of Lemma 5.1 hold, we can extend R to a function defined on H 1 , where R(x ′ i ) = R i for i ≤ k. Since (H 0 , R) is existentially closed and (H 1 , R) ⊃ (H 0 , R 0 ), the axiom also holds in (H 0 , R). 
5.3.
Further model theoretic properties of T 0 , T 0,0 , T 1 and T 1,0 . The theory T 1 is not complete as the value of R(0) may vary (compare with Corollary 2.6, part (1) in [8] ). We will study the theory
Proof. Let H 2 be the Hilbert space generated by the free amalgam of H 0 and
The proof above shows that T 1,0 is complete and has the joint embedding property. Let T 0,0 = T 0 ∪ {R(0) = 0}. We will now prove that T 0,0 does not have the amalgamation property:
5.5. Lemma. The theory T 0,0 does not have the amalgamation property.
Proof. Let H 0 be a 1-dimensional Hilbert space; set
Hilbert space with orthonormal base {v 1 , v 2 } and define Again, we can see (H 0 , R) as a substructure of (H 2 , R 2 ) by identifying it with the space spanned by w 1 . Then
to get a contradiction that we can amalgamate (H 1 , R 1 ) and (H 2 , R 2 ) over
5.6. Notation. We write tp for L-types, tp R for L R -types, qftp R for quantifier free L R -types. We also write acl, acl R , dcl, dcl R for the algebraic closure and the definable closure in the languages L and L R respectively.
Corollary. T 1,0 does not have elimination of quantifiers.
Proof. The construction above shows that qftp R (v 1 ) = qftp R (w 1 ), whereas tp R (v 1 ) = tp R (w 1 ).
We now give an example that shows that acl R = acl (compare with Corollary 2.6, part (3) in [8] and Observation 4.9) in T 1,0 . Claim For any t ∈ H 1 , if w − t = 1/2 and R(t) = 1, then t = v.
Otherwise we have u 0 − t < 1 so R(t) < R(u 0 ) + 1 = 1. This proves that the only realization of tp(v/w) is v, so v ∈ dcl R (w) \ dcl(w). 
The proofs of these two results are similar to Lemma 4.10 and Proposition 4.11 and we leave them to the reader.
5.4.
Questions around Simplicity. In this subsection we define an abstract notion of independence and study its properties.
Fix (U, R) |= T 1,r be a κ-universal domain.
5.13. Definition. Let A, B, C ⊂ U be small sets. We say that A is * -independent from B over C and write A | * ⌣C B if acl N (A∪C) is independent (in the sense of Hilbert spaces) from acl N (C ∪ B) over acl N (C). That is, A | * ⌣C B if for all a ∈ acl N (A ∪ C), P B∪C (a) = P C (a), where B ∪ C = acl N (C ∪ B) and C = acl N (C).
5.14. Proposition. The relation | * ⌣ satisfies the following properties (here A, B, etc., are any small subsets of U):
(1) Invariance under automorphisms of U. The proof is similar to the one presented in the previous section so we leave it to the reader. As before, it is not clear yet how to prove that | * ⌣ satisfies Extension and the Independence Theorem. (1) Extension.
(2) Independence Theorem
