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Three types of series representations are considered for Hilbert space valued 
second-order stochastic processes over the real line. These are called ordinary, 
modular, and tensor series representations. Relations among these representations 
are given in connection with the separability of the vector or modular time domain 
of a process. It is shown that, in a modular and a tensor series representation, the 
time-dependent deterministic functions form a modular basis and an orthonormal 
set in appropriate reproducing kernel spaces, respectively. Finally, Karhunen 
processes are defined in the Hilbert space valued case and their characterization is 
given. Namely, Karhunen processes are those which have separable modular time 
domains, or equivalently, those which have modular or tensor series represen- 
tations iD 1988 Academic Press, Inc. 
1. INTRODUCTION 
The Karhunen-Loeve expansion (Karhunen [ 71 and Lo&e [S ] ) of a 
mean continuous second-order stochastic process over a compact interval 
of the real line R has brought a considerable use in several problems of 
probabilistic analysis. Since then many authors have studied series 
representations of stochastic processes over finite or infinite intervals of R 
(cf. Cambanis and Masry [2, 121). 
In this paper we consider three types of series representations of Hilbert 
space valued second-order stochastic processes over R and the charac- 
terization of Karhunen processes. To this end, let H be a Hilbert space and 
(Q, 9, p) be a probability measure space. Lg(sZ; H) denotes the Hilbert 
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space of all H-valued strong random variables on D which are square 
integrable with respect to (w.r.t.) p with zero mean. Then, an Li(sZ; H)- 
valued function t + x(t) = x( t, . ) on R is called an H-valued second-order 
stochastic process with zero mean over R. We denote it by {x(t, co)} or 
{x(t)} or 2. 
Let {x(t, IX)> be such a process. An ordinary series representation of 
(x( t, w)} is given by 
x(t, 0) = f Yk(l) Xk(O), tER, (1.1) 
k=l 
where the series converges in Li(Q; H). For each k >= 1 the time function 
yk(t) is usually scalar valued and the random variable xk(o) is an element 
of Lg(Q; H). We consider two more distinct series representations of 
{x(t, co)} given by 
x(t, O) = f ok(t) xk(“), tER, (1.2) 
k=l 
-x(t? w, = f $ktt).fktm), tER, 
k=l 
(1.3) 
where, for each k >= 1, u,(t) is an operator valued function, xk E Li(G; H), 
$dk(t) is an H-valued function, and fk E L:(Q) 5 (g E L’(Q); Jn g dp = 0). 
For multivariate stochastic processes (i.e., for the case where dim H < GO )
these types of series representations were studied by Masry [12]. Represen- 
tations (1.2) and (1.3) are called a modular series representation and a 
tensor series representation, respectively. 
In Section 2, we give some basic properties of the space Li(sZ; H) as a 
normal Hilbert B( H)-module, where B(H) is the algebra of all bounded 
linear operators on H (cf. Kakihara [S, 61 and Ozawa [ 141). In Section 3, 
relations among the three types of series representations (1.1 ), (1.2), and 
(1.3) of a process are given in connection with the separability of its vector 
or modular time domain. In Section 4, we give series representations in the 
reproducing kernel spaces of covariance functions. It is shown that, in the 
representations (1.2) and (1.3), the time functions a,(t) and tjk(t) form a 
modular basis and an orthonormal set in appropriate reproducing kernel 
spaces under suitable conditions, respectively. Finally, in Section 5, 
Karhunen processes are defined for Hilbert space valued stochastic 
processes. A Karhunen process is characterized as the process whose 
modular time domain is separable, or equivalently, which admits a 
modular or tensor series representation. 
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Let Dh denote the upper left dx d block of Q/i’Q-‘. Then 
yj= f DhEjih. 
h=O 
(7.5) 
It is tedious but straightforward to show that the elements of Dh are finite 
linear combinations of terms in (h-t+ ,) A: -‘+ ‘, s = 1, . . . . m,, l= 1, . . . . r. 
Hence, to show that the sum on the right-hand side of (7.5) converges, it is 
enough to show that C::=o(h_‘:+l)n:-~+‘~j-h,O, l<s<m,, ldf<r, and 
1 <q < d, converges (as.). By Lemma 1 of Yohai and Maronna [22], a 
sufficient condition for this convergence is that the roots of (7.3) are less 
than one in absolute value and that E log+ 1~~1 < 00, 1 < q < d. We have the 
following extension of Lemma 1 of Yohai and Maronna [22]: 
LEMMA 7.1. If the roots of (7.3) are less than one in absolute value and 
E log+ (~~1 < co, 1 <q < d, then there exists a representation of the process 
{ Y,} of the form 
where the series 
wh satisfy 
y,’ f  whcj-h, 
h=O 
converges absolutely with probability one and the matrices 
w,=r 
w, = -A,, 
w, = -Aol w, -A,, 
wh= - 5 Aor Wh--r, h=k, k+ 1 . . . . 
r=l 
The WJ are obtained by solving explicitly for Dh; see Fuller [S, p 511. 
At this stage it is convenient to formally state conditions on E 
appropriate to the autoregressive model (7.1). 
Condition C7. The roots of the determinantal equation (7.3) are all less 
than unity in absolute value. 
Condition C3’. Var.sq-=zco, l<q<d. 
Condition C6 remains unchanged with 
q(s) = E exp(is’X,), SERP. 
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tilication (f@ d)( -) = f( .) 4 is made. Hence we simply denote by f# instead 
off@ 4. We have that 
forf, g E L;(G) and 4, + E H, where ( .,. ) is the inner product in L:(Q). As 
was proved in [ 14, Theorem 4.21, for each submodule Y of X there is a 
unique closed subspace K of L;(G) such that Y = KQ H. 
A family (x,} of elements in X of norm 1 is said to be modular orthonor- 
ma1 if [x,, x,1* = [x,, x,] for each c( and [x9, xp] =0 for a #p. A 
maximal modular orthonormal family is called a modular basis. If {x, ) is a 
modular basis for X, we have Fourier expansions of elements in X: 
x=C[x,x,].x 
for each XEX, where the series converges in the norm 11 .I/2 (cf. [14]). A 
modular basis for each submodule of X is obtained as follows: 
2.1. LEMMA [6, Lemma 2.21. Let Y = Kg H be a submodule of X, {fo} 
be an orthonormal basis for K, and q5 E H be of norm 1. Then, the family 
{ f,4} forms a modular basis for Y. 
Let Y = KQ H be a submodule of X. The modular dimension Dim(Y) of 
Y is the cardinality of a modular basis for Y, i.e., Dim(Y) = dim(K). The 
submodule Y is said to be separable if K is separable, i.e., Dim(Y) 5 N,,. 
2.2. LEMMA (cf. [6, Remark 2.31). Let Y be a subset of X. If the sub- 
space G,(Y) is separable, then the submodule G(Y) is separable. 
3. SERIES REPRESENTATIONS 
We consider three types of series representations given by (1.1 ), (1.2), 
and (1.3) for X-valued processes over the real line R. 
3.1. DEFINITION. (1) A mapping t + x(t) from R into X is called an 
X-valued process over R or a Hilbert space valued second-order stochastic 
process with zero mean over R. We denote it by {x(t, co)} or (x(t)} or 2. 
(2) The covuriance function r of an X-valued process {x(r) > is 
defined by T(s, t)= [x(s), x(t)] for s, t ER. 
(3) The modular time domain !+j(Z) of an X-valued process T = (x(t)} 
is defined as the submodule b(Z) = 6 {x(t); t E R}. The vector time domain 
b,,(Z) is defined as the subspace &,(a) = G,,(x(t); t E R}. 
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(4) An X-valued process (x(t)} is said to be continuous if the 
function x( . ) is continuous in the norm 11, )12, and to be weakly continuous 
if the function (x(. ), y)* is continuous for every y E S(Z). 
(5) An X-valued process {x(t, o) } is said to have an ordinary series 
representation (OSR) if 
x(t,m) = f Yk(l) Xk(O), tER, (3.1) 
k=l 
where the series converges in the norm II . I( 2 and, for each k 2 1, yk(t) is a 
scalar valued function on R and xk E X. 
(6) An X-valued process (x(t, o)} is said to have a modular series 
representation (MSR) if 
x(t, a) = f a,(t) xk(m), tER, (3.2) 
k=l 
where the series converges in the norm (1. )I2 and, for each k 2 1, a,(t) is a 
B(H)-valued function on R and xk E X. 
(7) An X-valued process (x(t, o)} is said to have a tensor series 
representation (TSR) if 
x(t% O) = c 4ktf)fk(m), tER, (3.3) 
k=l 
where the series converges in the norm 11. (Iz and, for each k 2 1, #k(t) is an 
H-valued function on R and fk E L;(Q). 
The following proposition follows from Lemmas 2.1 and 2.2. 
3.2. PROPOSITION. Let CC = (x(t, CO)} be an X-valued process over R. 
(1) .f has an OSR if and only if the vector time domain a,,(R) is 
separable. 
(2) .< has an MSR if and only if the modular time domain sj(.?) is 
separable, which is, in turn, if and only if.? has a TSR. 
Proof: Part (1) is clear from the scalar valued case. We prove (2). We 
only have to show that, if B(Z) is separable, I has a TSR. Suppose that 
$3(Z) = K@ H is separable, i.e., K is separable. Take an orthonormal basis 
( fk}Fz I for K and 4 E H of norm 1. Then, by Lemma 2.1, { f,#} forms a 
modular basis for !jj(zZ). Hence we have that 
x(t, w) = f [x(t)v fkdlfk(“) 4, tER. 
k=l 
Putting qSk(t) = [x(t), fk4] 4 for each k 2 1, we obtain a TSR for 1. 
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The following corollary is easily verified. 
3.3. COROLLARY. Let {x( t, co) 1 be an X-valued process over R with the 
covariance function r. 
(1) If {x(t,4} h as an I’$SR of the form (3.2) such that {xk} is 
modular orthonormal, then it holds that 
0, t) = f b&) b/c(t)*, s, tER, 
k=l 
where bk(t) = ak(t)[xk, xk] ‘I2 for each k >= 1 and t E: R, the series converges 
absolutely in the trace norm. 
(2) If {xk 4) h as a TSR of the form (3.3) such that (fk} is 
orthonormal in L;(G), then it holds that 
r(s, t, = f $kb)@ #k(t), s, tER, 
k=l 
where the series converges absolutely in the trace norm. 
3.4. Remark. (1) In the representation (3.1) or (3.2) of an X-valued 
process (x( t, o)}, the time-dependent deterministic fUnCtiOnS Yk( t) or ak( t) 
are uniquely determined if an orthonormal or modular orthonormal set 
(xk} is given, respectively. Similarly, in the representation (3.3), the time 
functions tik( t) are uniquely determined if an orthonormal set ( fk} t L;(Q) 
is given. In fact, let x( t, 0) = cr= 1 $k( t) fk(w) be another TSR and 4 E H 
be arbitrary. Then, for each t E R and j 2 1, it holds that 
[f,A 1 {4k(t)-$k(t)} fk]=4@ {d](t)-‘/Q(t)} ~0. 
k 
Since 4 E H is arbitrary, we conclude that q5j(t) = tji(t) for all t E R and jl 1. 
(2) From Proposition 3.2 we may say that (OSR) * (MSR)o 
(TSR). In [6, Proposition 3.31 an MSR was obtained for a continuous X- 
valued process. In the same way as Parzen [ 15, Theorem 2D], we can 
show that every weakly continuous X-valued process has a separable vec- 
tor time domain and, hence, it has all kinds of SR’s. 
4. REPRESENTATIONS IN REPRODUCING KERNEL SPACES 
We continue to study X-valued processes over R. In this section, we are 
concerned with reproducing kernel normal Hilbert B(H)-modules and 
683/25/l-2 
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Hilbert spaces associated with T(H)-valued positive definite kernels defined 
on R x R (cf. Aronszajn [I], Kakihara [4], and Miamee and Salehi [ 131). 
4.1. DEFINITION. (1) A T(H)-valued function r defined on R x R is 
called a positioe definite kernel (PDK) if 
C ajr(tj, fk) a,$2 0 
j .  k 
for every finite subset {tl, . . . . t,} c R and {a,, . . . . a,} cB(H) or, equi- 
valently, if 
c crttk, $1 #ji. dk) 2 o 
j. k 
for every finite subset {t,, . . . . t, > c R and (4,) . . . . b,} c H. 
(2) Let r be a T(H)-valued PDK on Rx R and Y be a normal 
Hilbert B(H)-module consisting of T(H)-valued functions on R. Then, Y is 
called a reproducing kernel (RK) normal Hilbert B(H)-module of r if 
(i) for each teR, r(t,.)E Y; 
(ii) for each tER andyE Y,y(t)=[y(.),r(t,.)],, where [.,.Iyis 
the Gramian on Y. In this case r is called a reproducing kernel (RK) for Y. 
(3) Let Y and Z be two normal Hilbert B(H)-modules with 
Gramians [ .,.I y and [ .,.]z, respectively. An operator U: Y + Z is said to 
be Gramian unitary if it is onto and satisfies that U(a .x + b .y) = 
a. (Ux) + b . (Uy) and [ Ux, Uylz = [x, JJ] ,., for x, y E Y and a, b E B(H). 
Y and Z are said to be isomorphic, in symbols Y g Z, if there is a Gramian 
unitary operator from Y onto Z. 
4.2. LEMMA (cf. [4, Proposition 3.33). For each T(H)-valued PDK r on 
R x R there is a unique, up to isomorphism, normal Hilbert B(H)-module X, 
admitting r as an RK. 
In order to apply RK normal Hilbert B(H)-modules to MSR’s of 
X-valued processes we need the way of construction of the RK normal 
Hilbert B(H)-module of a T(H)-valued PDK r Let X, be the set of all 
T(H)-valued functions on R of the form y( .) = zJ’- i ajQsj, .), ai E B(H), 
sj E R, 1 ij,< n with n finite. Then X0 becomes a left B(H)-module with a 
Gramian if we define 
(a.y)(.)=Caa,r(sj,.) and Cy, zlr= C ajr(sj, tk) bk* 
i j, k 
fory(.)=CjajT(sj,.), z(.)=Ckbkr(tk,.)~XO, and aEB(H). In a similar 
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manner as in the case of RK Hilbert spaces of [l] we obtain an RK 
normal Hilbert B(H)-module X, by “completing” X0. Then, we state and 
prove the following theorem, 
4.3. THEOREM. Let Z= {x(t)) h e an X-valued process over R with the 
covariance function r. Let X, be the RK normal Hilbert B(H)-module of r. 
Then it holds that X,-r $(a). if (x,},,, is a modular basis for $(a) and 
a,( .) = [x,, x( .)I, c( E A, then the famiZy {aJ .)}rGn forms a modular basis 
for X,. 
Proof Define an operator U: X0 -+ B(Z) by 
U 
( 
i ajr(sj,.) = t aj .x(sj). 
j=l 1 j=l 
Then U satisfies that U(a.y+b.z)=a.(Uy)+b.(Uz) for y,z~X,, and 
a, b E B(H). Moreover, it holds that, for y( -) = xi ajr(sj,. ), z( .) = 
Ck bJ(t/o.)~Xo, 
[UJJ, UZ]= Caj.x(sj), Cbk.X(tk) 
[. 1 
=E’ajr(sj9 fk) Lt= IIV3 Zlr- 
Since X0 is dense in X, and the set of all elements of the form 
xi”= I aj. x(sj), aj E B(H), sj E R, 1 s j 5 n, with n finite spans 5(Z)), it follows 
that U can be uniquely extended to a Gramian unitary operator from X, 
onto !+j(Z) which is still denoted by U. Hence X, z fj(Z). 
Let b,L be a modular basis for a(Z). Each x, can be written as 
Xa= f aa,j.X(s,,j) 
j= I 
for some a,,iE B(H), s,,~E R, j% 1. Then we have that 
a,(.)=Cx,,X(.)l= Ca,j.X(Ss.j)9X(e) 
[ j 1 
=Ca,,jr(s,,j,.)=U-' Ca,,j'xtsa.j) ="-lxwe 
j ( i 1 
Hence, {aa(-))aEA forms a modular basis for X,. 
4.4. COROLLARY. Let P = (x(t, w)} be an X-valued process over R with 
the covariance function r. Zf it has an MSR of the form (3.2) such that {xk} 
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is a modular basis for !+j(Z), then {a,J . )* ] forms a modular basis for the RK 
normal Hilbert B(H)-module of r. 
We apply RK Hilbert spaces to TSR’s of X-valued processes. We begin 
with the definition of an RK Hilbert space of a T(H)-valued PDK 
(cf. [ 133). 
4.5. DEFINITION. Let r be a T(H)-valued PDK on R x R and L be a 
Hilbert space consisting of H-valued functions on R. Then, L is said to be a 
reproducing kernel Hilbert space (RKHS) of r if 
(1) for each tER and q4EH, r(.,t)dEL; 
(2) for each tER, QEH, andpEL, 
(p(t), 4)=(p(.), U.9 t)#)L, 
where ( .,.)L is the inner product in L. 
It was proved in [ 133 that for each T(H)-valued PDK r there exists a 
unique RKHS L, admitting r as an RK. The construction of L, is as 
follows. Let LO be the set of all H-valued functions on R of the form 
&‘=J’(+sj)qSj, sjeR, #j~H, 15 ‘I I_ n, with n finite. Then, L, becomes a 
pre-Hilbert space if we define 
(PY 4)L’C (r(tky sj) dji, l(/k) 
j, k 
for p( .) = cj r( ., Sj) tiji, q( .) = & r( ., tk) $k E Lo. Moreover, L0 satisfies 
the reproducing property of Definition 4.5(2). Then, we have the RKHS L, 
by “completing” LO. 
On the other hand, Umegaki [ 193 constructed a Hilbert space R Qr H. 
We remark that these two Hilbert spaces L, and R @,- H are isomorphic as 
is seen from their construction. 
Now we can prove the following. 
4.6. THEOREM. Let R = {x( t, o) ] be an X-valued process over R with the 
covariance function f. If it has a TSR of the form (3.3) such that { fk} is an 
orthonormal basis for K where e(2) = KC-4 H, then (dk( e)} forms an 
orthonormal set in the RKHS L, ofr. 
Proof: It follows from Remark 3.4( 1) that, given an orhtonormal set 
{fi} in L;(Q), the time functions 4;s are uniquely determined. Hence we 
may assume, by the proof of Proposition 3.2(2), that 
4ji(Q = Cx(t), @I 99 j2 1, teR 
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for some 4 E H of norm 1. Since fi( -) 4 E &(Z) for each j 2 1, we have that 
for some (u~,~}~ cB(H) and {tj,m}mCR, 
fi(‘)#= f uj,m'X(fj,mr')~ 
m=l 
Then it holds that for each j 2 1, 
=C Cx(‘h x(tj,m)l u,Fm4=C r(‘9 tj,nz) uTm#. 
m m 
Consequently, $jE L, for each j2 1. Moreover, it holds that for each 
j,kLl, 
‘x(fk..),Cuj,m’X(fj,m) 4~4 
m  1 > 
=KfkLQbmiM,~) 
= (flofi>. 
Thus, {dj} is orthonormal in the RKHS L,. 
5. KARHUNEN PROCESSES 
In this section, we define X-valued Karhunen processes over R and give 
their characterization. To this end, we need some preparations on X-valued 
measures and T+ (H)-valued measures where T+ (H) = {a E 7’(H); a 2 O}. 
Throughout this section the Hilbert space H is assumed to be separable 
and (0, &) is a measurable space. 
5.1. DEFINITION. (1) A mapping 5: & + X is called an X-valued 
measure if it is bounded and countably additive (CA) in the norm of X. 
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ca(Q; X) denotes the set of all X-valued measures on d. Similarly, 
ca(O; T+(H)) denotes the set of all T+ (H)-valued measures on d. 
(2) l E ca(O; X) is said to be Gramiun orthogonal& scattered (GOS) 
if [[(A), t(B)] = 0 for every disjoint pair A, BE ,d. caos(@; X) denotes the 
set of all X-valued GOS measures on zz!. 
(3) For 4: E ca(O; X) and A E d define 
%,(A)=G{t(B); BEADY}, 
i.e., the submodule of X generated by (t(B); BE A n zf} 
For 5 E caos(O; X) define F( by 
F,(A)= [4(A), W)l, AEJ. 
Then it is easily checked that F{ E ca(O; T+(H)). We need integration 
theory of operator valued functions w.r.t. a non-negative operator valued 
measure which was developed by Mandrekar and Salehi [9-l 11. 
5.2. DEFINITION. (1) O(H) denotes the set of all linear operators on 
H. The domain of a E O(H) is denoted by %(a). A B(H)-valued function on 
0 is said to be d-measurable if it is strongly measurable. An O(H)-valued 
function @ on 0 is said to be d-measurable if there exists a sequence 
{ @,,} of B(H)-valued d-measurable functions on 0 such that 
Il@,,(0)4-@((?)#II +O for 0~0 and d~D(@(e)). 
(2) Let I;Eca(O; T+(H)). F is said to be v-bounded if v is a non- 
negative finite CA measure on & such that /IF(A) #II 5 v(A)JI&I for A E& 
and 4 E H. Note that, putting vF(. ) = llF( . )/I,, F is vpbounded. In this case 
there exists a T+(H)-valued d-measurable function FV on 0 such that 
where the integral is in the sense of Bochner. We shall write F(A) = JA Fp dv 
for A E & and FV = dF/dv. A pair (@, Y) of O(H)-valued d-measurable 
functions on 8 is said to be F-integrable if cDF~,“~ and !PFili2 are B(H)- 
valued (and hence &‘-measurable) functions and (@F:“*)( !PF~“‘)* is 
strongly Bochner integrable w.r.t. v. We shall write 
[O, YIF= .r, @ dF Y* = j-e (@F;“*)( YF;,“*)* dv. 
Note that the definition of [a, YIF is independent of the choice of the 
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bounding measure v. @ is said to be F-integrable if so is (0, Z), where 
Z(0) s 1 (the identity operator in B(H)). We shall write 
J/dF=j/F:dv. 
Let us define 
L*(Q, F) = 
i 
Qi; 
@ is an O(H)-valued d-measurable function 
on 0 such that [@, @IF exists in T(H) I ’ 
Two functions @, YE L*(O, F) are identified if @F:“’ = YF:,“’ a.e. [v]. 
(3) L’(Q; B(H)) denotes the set of all B(H)-valued d-simple 
functions on 0. 
5.3. THEOREM [9]. Zf F~ca(@; T+(H)), then the space L*(Q, F) is a 
normal Hilbert B(H)-module with the Gramian [ ., . IF in which the set 
L’(Q; B(H)) is dense. 
Let F5 E ca(O; T+(H)) be associated with 5 E caos(@; X). Putting vq( .) = 
IIF& +)I[,, FC is ve-bounded, so that the space L*(Q, F,) is defined. For 
@E L’(Q; B(H)) the integrals jA @ d{, A E&, are defined in the obvious 
manner. It then holds that 
for @, YE L”(Q; B(H)). For @E L2(Q, F,& choose a sequence {@,,} c 
L’(Q; B(H)) converging to @ in L*(O, F,) and define integrals 
Let 6, = {Se Qi dr; @E L*(Q, F(J) c .Y. 
5.4. THEOREM [9]. Let FC~ca(O; T+(H)) be associated with 
cl E caos(Q; X). Then it holds that L*(Q, F,) 2 6,) where the isomorphism U 
is given by 
WV=je @&, CD E L*(Q, F,). 
Since C5, = ‘SE(Q), it holds that L*(Q, Fe) z B),(Q), where the isomorphism 
V is given by 
UlA)=5(Ah AEd, 
where 1 A denotes the characteristic function of A. 
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Let (R, 99) be the measurable space, where W is the Bore1 e-algebra of R. 
Under these preparations we can define X-valued Karhunen processes. For 
univariate or multivariate Karhunen processes we refer to Rao [ 16, 17 3. 
5.5. DEFINITION. An X-valued process {x(t)} over R is called a 
Karhunen process if it is expressible as 
where <E caos(R; X) and (@(f,.); t E R) c L’(R, Fc). 
The following theorem partly generalizes the result of Cambanis [3] on 
the separability of the time domain of a process. 
5.6. THEOREM. Let I = {x(t)} be an X-valued process over R. rf &(Z) is 
separable, then, for any measurable space (0, J%‘) and any FE ca(0; T+(H)) 
such that Dim(L’(0, F))=K,, (x(t)) h as an integral representation 
x(t) = j @(c A) HdA), tER, 
I9 
(5.2) 
where <E caos(0; X) with F= Fc and {@(t,.); t E R} c L*(0, F). 
Conversely, if {x(t)} h as such a representation, 4$(Z) is separable. 
Proof. Assume that {x(t)} has a representation (5.2). Then we see that 
x(t)~ ‘!B&0) for t E R. Hence e(Z) c S&0). Since L’(0, F) z B,(0) by 
Theorem 5.4 and L2(0, F) is separable by assumption, b(g) is also 
separable. 
Conversely, suppose that $3(Z) is separable. We may assume that 
Dim(!+j(Z)) = N,,. Choose modular bases {x”};=, of $(a) and {@,}c=, of 
L2(0, F). Let U: L*(Q, F) + sj(.?) be the Gramian unitary operator such 
that U@, =x, for n 2 1. Define <(A) = Ul A for A E&. Then, 5 is CA and 
GOS since 
C<(A), r(B)],= CUl,, Ul,lx= [IA, I,],= F(A n B) 
for A, BE d. Thus F = Fc and hence U gives the isomorphism L2(8, F) s 
93J0) such that 
U@=J‘, @dt, CD E L2(0, F). 
SERlES REPRESENTATIONS 
Then we have that 
23 
x(t)= f %(f) .x,=u tER, 
?I=1 
where a,(t) = [x(t), x,] for n >= 1. If we define 
@(t,.) = f a,(t) @?I(.), tER, 
n=l 
then (@(t, .); t E R > c L2(0, F) since 
C@(t,.h @(t,.)lF= 1 a,(t)C@,v @mlF%it)* 
for t E R, where r is the covariance function of (x(t)). Consequently, we 
have the desired representation 
x(t)= U@(t,.)=j qt, e) {(de), tER. 
8 
By Proposition 3.2 and Theorem 5.6, Karhunen processes are charac- 
terized in the following way. 
5.7. THEOREM. For an X-valued process 2 = (x(t)> over R, the following 
conditions are equivalent: 
( 1) 2 is a Kurhunen process. 
(2) $(a) is sepureble. 
(3) 1 has an MSR. 
(4) I has a TSR. 
It follows from Theorem 5.7 that every X-valued weakly continuous (and 
a fortiori continuous or weakly harmonizable) process is a Karhunen 
process, This generalizes [ 17, Propositions 2 and 3 3. 
Since the Hilbert space H is assumed to be separable in this section, 
statements (1) N (4) are equivalent to “2 has an OSR.” Theorem 5.7 is 
expected to be valid in the case where H is not separable. 
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