Abstract: Texts (books, novels, papers, short messages) are sequences of sentences, words or symbols. Each author has an unique writing style. It can be characterized by some collection of attributes obtained from texts. The text verification is the case of an authorship verification where we have some text and we analyze if all parts of this text were written by the same (unknown or known) author. In this paper, there are analyzed and compared results of two developed methods for a text verification based on ngrams of symbols and on local histograms of words. The results of a symbol n-gram method and a method of word histograms for a dissimilarities searching in text parts of each text are analyzed and evaluated. The searched dissimilarities call for an attention to the text (or not) if the text parts were written by the same author or not. The attention depends on selected parameters prepared in experiments. Results illustrate usability of the methods to dissimilarities searching in text parts.
Introduction
In a text processing, there are solved problems like an intrinsic plagiarism, an external plagiarism, an authorship attribution, an authorship verification and a text verification. The above named problems are very important in time of Internet. Texts should be copied, combine and so on and in many cases it is necessary to cover these activities, for example in student's solutions of homeworks to cover copied parts of the solutions.
Some researchers contributed to the area by a developing of methods to cover an intrinsic and an external plagiarism [1] [2] [3] [4] [5] . The methods are based on n-grams characteristics. The other authors [6, 7] used local histograms methods to cover similarities of texts. The problems are followed by series of scientific events and shared tasks on digital text forensics -called PAN. Information and benchmarked texts of PAN are on web page [8] . Basic overviews of methods applied in solving of the problems are described in [9] . The used methods work with a set of texts mainly.
In our goal "to get information about each text (as much as possible)" we concentrate to a problem of the text verification. The text verification problem compares the similarity of a text of unknown authorship with all the text of a set of authors and search the most similar one. The most similar text and the text of unknown authorship are probably written by the same author. In the same way it is possible to compare parts of the given text and to find similar or dissimilar parts in this text. The problem text part dissimilarities (TPD) problem is the special case of the text verification where we have some given text and this text is split to coherent parts. We analyze if these parts are similar/dissimilar. A dissimilarity between two text parts can give information that text parts are written by different authors.
In the paper, we follow an information given by each text using some statistics on words, and on small substrings of texts (n-grams). Then the text is split into smaller parts and we compare the statistical values of these parts to the complete text and among them too. Our main idea is that "some characteristics of text parts follow characteristics of the complete text" (but it is necessary to cover these characteristics).
The paper has the following structure: In the second section, basic notions are defined and according to them the statistical analysis of some Arabic and English texts is described. The third section contains a description of symbol n-grams profile method and its application to some Arabic and English texts. In the fourth section, the analysis is done using histograms on words applied to occurrences of words in the text. The fifth section describes an evalua-tion of both methods and in the conclusion, a summary of results and some plan for a future work is written.
Background and text statistics
In our text analysis we used English recommended texts from benchmark [8] and Arabic texts from [10, 11] . We use the following symbols and definitions: -Γ -a finite alphabet of symbols; |Γ| is the number of symbols in Γ; in our texts, Γ A will be Arabic and Γ E English alphabet; -V -a finite vocabulary of words in the alphabet Γ presented in the alphabetic order; |V| -the numbers of words in the vocabulary V; -T -a text; T = ⟨w 1 , . . . , w N ⟩; w i ∈ V -a finite sequence of words, N -the number of words in T;
. . , n -the length of n-grams;
English texts
The statistical analysis of 4 English texts is described in Table 1 . The longest/shortest analyzed text E1/E4 has 176598/106359 words and 874761/471566 symbols. In both texts, 3-grams have highest frequency and 3-gramthe word the is the real word in English language. In the text E1, 4-gram -the word that has the highest frequency.
In the text E4, the word the has 9.1% occurrences in the full text and 24.91% occurrences among all words of the length 3. The frequency analysis of all 4 texts is drawn in the Fig. 1 , the right panel. The top of all texts is in the length 3, the 3 symbols long words have the highest frequency. The majority of words has the lengths 1 − 15. If texts are analyzed using 3-grams then it is analyzed 25% of real words. The number of all 3-grams in English alphabet (independent on capital symbols) is |Γ E | 3 = 26 3 = 17576. It means, in the case of English language 3-grams are very usable.
Arabic texts
The statistical analysis of 4 Arabic texts is described in Table 2 . The longest/shortest analyzed text A1/A4 has 94197/31656 words and 395065/135573 symbols. In the text A1, the real words of the length 3 symbols have highest frequency 23287 occurrences and 4-gram -the word allh is here that if the text is divided into some parts the percentage of word occurrences should be very similar to the percentage in the full text. It means, the property frequency of word occurrences can be used to an evaluation of a similarity/dissimilarity of long text parts.
Symbol n-gram profile method
The profile of a text will be computed using a dissimilarity measure applied systematically to text parts. Let 
where f n A (g) and f n B (g) are the frequencies of n-gram g in the text part A and B, respectively, P(A) is the set of all different n-grams in the part A; -if the numbers of occurrences of g in the two text parts A and B of text are known, a function on n-grams can be defined
and the formula (1) can be modified as (3)
The method is based on similarity/dissimilarity of the text parts and their occurrences of n-grams in comparison to the full text T. We modify the dissimilarity measure defined by (3) using (2) to normalized dissimilarity measure nd as follows:
where T is the full text, and P(A) is the set of all n-grams in the text part A, k n A,T (g) ≥ 1, A is some coherent part of T. The denominator | n A| ensures that the values of the dissimilarity function lie between 0 (highest similarity) and 1.
n-gram profile and a style function
We will evaluate a dissimilarity of text parts to the full text using (4) . The text part will be a window W moving through the text. Let W be a sliding window of the length w (in symbols) moving through the text by a step s (in symbols). The window represents a text part and will be moved in each time to the right by s symbols. The profile of the window W is defined by the value nd(W , T) (4).
It is possible to define the style function of a text T using n-gram profiles of the moving windows as follows:
where W i is a window, ⌈M/s⌉ is the total number of windows (it depends on a text length). If w > s the windows are overlapping.
It means, a text part in each window will be evaluated in a comparison to the full text. The size of the window and 
Algorithm for dissimilarities in a text
We expect that the style function is relatively stable (it does not change value dramatically) if the text is written by the same author. If the style function has very different values (some peaks [5] ) for different windows, it is necessary to analyze the covered parts.
Let µ be a mean value of sf (i, T) function values. The existence of some peaks can be indicated by the standard deviation. Let S denote the standard deviation of the style function. If S is lower than a predefined threshold and profile values in the interval ⟨µ − S, µ + S⟩, then the text parts (windows) look like consistent text of one author. The windows with the profile out of the interval ⟨µ − S, µ + S⟩ will be analyzed again using the algorithm NGRAM.
The algorithm NGRAM:
1. To compute values of sf function of the text T using setting parameters; 2. To remove all the text windows with the profile out of the interval ⟨µ−S, µ+S⟩ from sf . These windows correspond probably to the same author. The reduced text in windows is T ′ .
3. Let sf (i ′ , T ′ ) denote the style function after removing above described windows. Let µ ′ and S ′ be the mean and standard deviation of sf (i ′ , T ′ ).
4. The criterion (5) defines a dissimilarity windows i ′ as follows [4] :
where parameter a determines the sensitivity of the dissimilarities detection method. For the higher value a, the less number (and more likely problematic) dissimilar windows are detected. The value a is determined empirically (2.0 to attain a good combination of precision and recall [4] ). We used a = 1. 5. Let #dsf be the number of windows constructed according to the condition (5). The percentage of dissimilarities can be evaluated by (6)
All steps of the algorithm are illustrated in Fig. 4 .
Histograms of Words
The text will be analyzed using histograms of words. An introduction to study the method we did in [12] , here we show a new final evaluation using distances. Let -T is divided into a sequence of coherent text parts, T = ⟨T 1 , T 2 . . . , Tr⟩; r ≥ 1; T i , 1 ≤ i ≤ r ; -f j T -a frequency of the word w j ∈ V in the text T. If the vocabulary V is alphabetically ordered, then it is possible to do its mapping to integer numbers 1, . . . , |V|. The texts should be considered as a integer valued time series (the sequences of the numbers of words in the vocabulary V). The analysis using n-gram profiles method do not keep the sequence of the words, it follows occurrences of the subwords in texts. According to [7] the sequences of words can be followed in time using weighted bag of words (lowbow). It can follow a track of changes in histograms connected to words through all text.
The text T has r coherent parts. It is possible to suppose, that each part was written by one author, not necessary different authors. In the method it is analyzed how different the parts are using histograms of words and their dissimilarity.
Histograms will be done in the interval ⟨0, 1⟩ and it is necessary to map text parts into the interval ⟨0, 1⟩. 
A length-normalized text part x T i of the text part
T i , 1 ≤ i ≤ r is a function x T i : ⟨0, 1⟩ × V → ⟨0, 1⟩ such that ∑︁ j∈V x T i (t, j) = 1, ∀t ∈ ⟨0, 1⟩.
If f j T i
is the frequency of j ∈ V in the text part T i then
/N of j in the mapping position t. The mapping is important because of the different lengths of text parts.
The main idea behind the locally weighted bag of words framework [6] is to use a local smoothing kernel to smooth the original word sequence temporally. Our modified algorithm is formulated in the following steps. (µ 1 , µ 2 , . . . , µ k ) , such that ∑︀ k j=1 K s µ,σ (t j ) = 1. It is possible to use Gaussian Probability Density Function (PDF) (7) restricted to the interval ⟨0, 1⟩ and renormalized
We will use a modification of the function N, the function (8)
, if x ∈ ⟨0, 1⟩, 0, otherwise.
where ϕ(x) is a Cumulative Distribution Function
where 
For each text part T i compute local modified vectors LH j T i
for each position µ j , j = 1, . . . , k as follows:
represents the sequence of histograms usable for some possible analysis of the text part T i . The steps 1-4 of the algorithm are shown in the Fig. 5 
-Histogram intersection function -its ability is to handle partial matches when the areas of two histograms are different. A border parameter BP ∩D .
Dist∩(H
If h -χ 2 statistics function -it measures how unlikely it is that one distribution was drawn from the population represented by the other. A border parameter BP SD .
Evaluation
We applied both methods -(1) Character n-gram profiles method and (2) Histograms on words -on 40 Arabic and 40 English texts. We verified usability of both methods to cover dissimilarities in texts. Each text should be divided into some parts and each part can be evaluated in the same way. The In the experiments, it was necessary to prepare parameters. We decided to use the values of parameters given in the Table 3 .
Symbol n-gram profiles method
We prepared combined texts from parts of two different texts. It means, the texts were really written by two or more different authors. Our method covered the dissimilarities in such texts. In Using parameters in the Table 3 we analyzed the combined texts (it is clear that the texts were written by more authors) given in Table 4 , columns 1 and 3. According to the results we recommend to use 35% -40% borders for the dissimilarity percentage. It means the texts with higher dissimilarity percentage values need to be analyzed by some another method. In the Table 5 we show the results of the percentage dissimilarity for 8 analyzed texts. The values higher than 40% call for some attention to texts, in the presented case texts E1 and E3. In the case of the combined text A7A4, the result 43.1734% express quite good a situation (the text is written by two authors), in the case of English texts E1 and E3 we recommend to do some next analysis.
We analyzed 40 Arabic and 40 English texts from [8, 10]. We found 5 English texts (E1, E3, E19, E24, E30) and 4 Arabic text (A14, A19, A22, A35) with the higher percentage dissimilarity than 40%. text parts. A distance of two histograms in the same positions in two different text parts can be evaluated using developed distances (10, 11, 12). The results for the text A7A4 are shown in Table 6 and Fig. 8 . The results show that the distances of the text part The results for the text A4 are in Table 7 and Fig. 9 . The text part T3 has higher distance values than the border parameter values in the case of Euclidean and statistics function distance, it means the text A4 should be analyzed again (according to the first method the text A4 has the percentage of dissimilarities 34.0771%).
Histograms of words

Conclusion
In this paper, two methods for computation of texts characteristics were developed. The algorithms evaluate a dissimilarity of texts and they should be used for some clas- 
