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Abstract 
In this paper are described some new approaches to the 
definition of CDMA spreading functions. The simplest 
method increases the code space up to 50%. The most 
sophisticated one performs a very strong rejection to the 
delayed replicas of the interfering signals. Several advan- 
tages have also been found in the FFT implementation of 
PS-CDMA transmitters and receivers, the elimination of 
the analog matched filter being the most attractive one. 
Theoretical results have been supported by computer sim- 
ulations, and comparisons with the traditional DS-CDMA 
design of spreading functions are also included. 
Introduction 
The DS-CDMA technique relies on an efficient design of 
the spreading codes, with a small cross-correlation index 
to permit the retrieval of the desired user’s information, 
and an autocorrelation shape as closer as possible to the 
Dirac’s delta; this to avoid unexpected auto-interference 
effects due to the reception of delayed version of the trans- 
mitted signal. 
In some CDMA applications, however, the standard de- 
sign in the time domain of the spreading codes may result 
inappropriate, especially in presence of multi-path where 
time-shifted replicas of the same signal interfere with the 
desired one. 
The basic theory of the Digital Signal Processing sug- 
gests an alternative method to design spreading functions 
and the resulting technique has some interesting proper- 
ties which may result useful in the presence of multi-path 
environments. 
In this work we show how the spreading sequences can 
be alternatively designed in the frequency domain. The 
flat spectral occupancy, the auto-correlation and other in- 
teresting properties are highlighted, and some examples 
of applications are given in order to compare this design 
technique with the standard one. 
The Phases Sequence 
In band limited channels the spectral design is the pre- 
ferred technique for defining signals tp be used in digital 
communications. The spectral design however has some 
attractive properties that may result useful even in the de- 
sign of wide spectrum channels. Consider a class of real 
baseband signals defined as 
2Tkt 
T b  
+ bi (k)  sin (-)I 
where 
si(t) is the signal assigned to user i in a communication 
system where the channel is shared among U users; 
l < i < U .  
Tb is the time length of the hit. 
ai&) and bi (k)  are the real taps of the k-th spectral com- 
Note that the parameter K determines the amount of spec- 
tral components of the signal so it influences directly the 
spectral occupancy of the signal itself. Since the bit rate 
is related only to the parameter Tb and the spectral lines 
of the continuous extension of the signal are integer mul- 
tiples of &, we can refer to K as the spreudingfuctor of 
the resulting CDMA system. 
Note also that if the system appears in a time window 
of length Tb, his spectrum has exactly 2K + 1 degrees of 
freedom. We consider signals whose mean value over the 
bit interval is zero, thus they can be described by the 2K 
real taps as defined before. 
Directly from the definition in (1) we can derive the en- 
ergy value of the signal in a symbol interval 
ponent of the signal i .  
The cross-correlation for two signals is defined as 
0-7803-4984-9I98/$10.00 0 1 9 9 8  IEEE. 
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Figure 1: Auto-correlation index Tb = 1 
The autocorrelation measure is related to the ability of a 
matched filter in a receiver to reject delayed versions of 
thc incoming desired signal. Let us consider the autocor- 
relation function for the class of signal defined by (I). A 
relevant measure for this is the following 
K 
(4) 
If a flat spectral occupancy is desired, the following rela- 
tion is imposed to the spectral coefficients: 
Vk  a:(k)  + b:(k) : 1 
With the previous relation auto-correlation measure re- 
sults: 
K 
$;(7, K;Tb) = cOS(2?rkT/Tb)  ( 5 )  
k = l  
In figure 1 are plotted the values of $ for some values of 
the spreading factor K .  
As can he seen by the graphs, the larger is K, the nar- 
rower is the auto-correlation peak. The height of the first 
non-center peak is constant relatively to the the height of 
the center peak as K increases. This may result useful for 
the development of an algorithm for the phase recovery 
based on training sequences. The value of the quantity 
e(.) = 1 - $ ( T )  may he used as an error function in a 
interval centered in 0, whose local minimization leads to 
the exact bit synchronization. 
It should also be noted that the: 
which is the ideal behavior of the auto-correlation func- 
tion. 
The sequences factory 
In order to allow several users to transmit over the same 
portion of the spectrum we must provide a unique code for 
each of them. In this section is shown a method to build 
the user codes. 
If the desired value of K is even, the vector c ,  defined 
as 
ci [ a i ( l ) , b ~ ( l ) , ~ i ( 2 ) , ~ ~ ~ ( 2 ) ,  . . . ~ ~ ( ~ ~ ) , b ~ ( K ) l  (7) 
is built from the following binary set of values: 
{l/rn. -lid%} 
Any traditional technique for orthogonal codes can be ap- 
plied without modification (Walsh, etc.). 
If an odd value for K is requested, the phase sequences 
signals may be modified as follows: 
s ; ( t )  = q ( t )  + &O) Tb (8) 
where ui (0)  is chosen among the values in the set: 
{ 1 / M .  -l/M} 
while the coefficients ai (k )  and bi(k), with k = I ; ,  K ,  
are chosen from the set 
{ l / JwTG -1/JmTo) 
It is straightforward to prove that the cross correlation 
property holds. The code vector defined in (7) has now an 
additional element: ~ ( 0 ) .  This permits the use of even- 
length codes, such as Gold codes, cyclic, BCH, etc. 
All the above signals are designed with unitary energy. 
Polyphase Sequences 
In order to fully take advantage of the unique structure of 
the proposed class of signals, in this section thepolyphase 
sequences are introduced. 
We first introduce an alternate notation for the signals 
defined by (1). A complex representation of the spreading 
signals is considered. 
We can rewrite the definition of the signals as follows: 
Where & ( k )  is a complex-valued spectral coefficient. 
In order to generate signals with flat amplitude spec- 
trum and unitary energy, the values of $ ( k )  are chosen 
with constant modulus and variable phase, as follows: 
We now introduce the concept of polyphase sequences 
as a generalization of the design method described in sec- 
tion 3. 
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Perfect N-Phase Sequences 
A polyphase or N-Phase sequence is a sequence whose 
elements are of the form e z p ( j 2 ~ n / N ) ,  with 0 5 n < N .  
If T ( Z )  and q(z) are two N-Phase sequences of length 
L, the Periodic Cross-correlation Function (PCCF) is de- 
fined as: 
L-I  
p 7 q ( 1 ) = c ~ * ( z ) q ( ( z + Z )  modL) O < l < L  
2=0 
(11) 
The respective autocorrelation function is obtained if the 
sequence r(z) is replaced by q(z). 
The sequence ~ ( z )  is called perfcr if the side-lobes of 
the corresponding autocorrelation function are 0. 
In the past a large number of methods have been de- 
veloped for searching or generating perfect N-Phase se- 
quences. The basic theory of perfect sequences generation 
is due to Frank, Chu and Milewski [3, 2, 41. Synthesis 
methods able to generate new sequences of various length 
from the basic ones,are also known [I]. 
The interest in this class of multi-phase sequences de- 
rives from the expression of the cross-correlation factor 




Equation (12) shows that the cross-correlation between 
two different signals is the real part of the complex cross- 
correlation between the two sequences of the respective 
spectral coefficients. This suggests that the perfect se- 
quences can he used as the spectral coefficients in PS- 
CDMA signal definition. 
Perfect Arrays 
We have focused our attention on the so calledperfect ar- 
rays, whose definition follows: 
0 < z < N ,  O < y < N  (13) 
In this case we are able to generate N different se- 
quences of length N. It can he easily shown that each se- 
quence is perfectly orthogonal to any other. The number 
of codes generated equals the spreading factor, as in the 
case of direct sequences derived from the Walsh's matrix. 
By increasing N in one dimension only we progres- 
sively increase the number of codes with the same hand- 
width occupancy. Of course the perfect cross-correlation 
property is lost hut the cross-correlation values are still 
acceptable and are localized in the diagonal of the cross- 
correlation matrix. 
In the picture 2, are shown the cross-correlation in- 
dexes for each couple of generated codes. The coordinates 
of each pixel (ij) indicate the indexes of the considered 
codes, while the color of the pixel c(ij) is mapped to the 
following quantity: 
where the superscript H indicates the Hermitian operator. 
In fig 2(I) is shown the case of 32 different codes of 
length (spreading factor) 32. The orthogonality of the re- 
sulting signature waveforms is perfect and the cross cor- 
relation matrix is the identity matrix. 
If we try to double the number of codes keeping the 
same value of spreading factor, we obtain the situation de- 
picted in the fig 2(II). Here 64 different codes, each of 
length 32 is generated and the resulting cross correlation 
is shown. 
Figure 2: Phase Sequences from Perfect Arrays 1,II and 
Ill 
The cross correlation matrix is still mainly diagonal hut 
the perfect orthogonality is lost. Apart from the diagonal, 
the remaining values of the cross correlation matrix are 
1.56% of the diagonal values. 
By doubling again the number of codes of length 32 
we obtain the cross correlation matrix shown in fig 21111). 
Here we obtain 128 different codes from 32 coefficients. 
The price to pay is a higher value of the non-diagonal 
cross correlation entry, whose mean value is now 3.49% 
of the autocorrelation value. 
It is interesting, however, how the correlations are dis- 
trihuted along the diagonal value. 
This observation suggests that a code assignment policy 
may improve the performances of a system which is using 
such a combination of codes. 
In a real system the interference between two codes is 
influenced by several factors, like propagation, position 
and mobility of the devices, shadowing obstacles and so 
on. 
By using dynamical code assignments policies is pos- 
sible to take into account some of these factors in a way 
to reduce sensitively the co-channel interference. The al- 
most diagonal distribution of the highest cross correlation 
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values produces an ideal playground where the DCA al- 
gorithm can exploit its best performances. 
It is important to point out that no other code genera- 
tion technique is ablc to give a number of codes which is 
4 times the spreading factor K with such a proper cross 
correlation pattern. 
The Asynchronous case 
In this section we analyze the behavior of the PS-CDMA 
when the signals are received with unexpected delays. 
Since a synchronization device is supposed to he present, 
we consider the receiver perfectly synchronized with the 
main incoming signal of the desired user. By doing that in 
general the receiver is not synchronized with the interfer- 
ers and all the delayed replicas of the desired signal due to 
multipath. 
Under these conditions, the ideal behavior of a set of 
spreading signals l i  (t)  is: 
This may appear as an undesired property, hut the nar- 
rowness of the impulse is the key issue here. As confirmed 
by computer simulations, later described, the cross corre- 
lation impulse is so narrow that only a few times a mul- 
tipath replica is likely to fall inside it. This results in a 
global averaged good rejection of the delaycd replicas of 
the interference signals. 
(14) 
Figure 3: Auto- and cross-correlation profile in the asyn- 
chronous case 
with T ranging in [-Tb/2; Ta/2]. 
In the previous sections we have analyzed the auto- 
correlation profile (14) for the PS-CDMA signals, show- 
ing that the theoretical limit is ideal for K + 00. 
We now consider a practical case and compare the 
autolcross-correlation profiles of both direct sequences 
and pelfect array phase sequences signals. We consider 
the situation where the same information symbol is con- 
tinuously repeated by both the desired and the interferent 
user. 
No phase distortions effects are taken into account and 
a spreading factor K of 32 is considered. 
Fig 3 shows the cross-correlation profile (continuous 
line) and the auto-correlation profile (dotted line) of two 
spreading signals. 
In the upper part of the fig 3, two signals generated by 
the proposed PS technique are compared. The upper-left 
pan shows the effect of delay on two signals derived by 
Chu Perfect Sequences. Chu Sequences do not guarantee 
the perfect orthogonality with r=O, hut the delayed cross- 
correlation is bounded in the whole range of delay. 
On the upper-right part is shown the profile for two sig- 
nals derived by Perfect Arrays. This time the orthogo- 
nality is perfect for the synchronous case (r = 0) and 
the delayed profile is extremely low, with the exception 
of a narrow pulse. Basically the spreading signals derived 
from a Perfect Array are composed by a discrete cyclic 
delayed copy of the first sequence. 
As the lower half of the fig 3 concerns, the same 
crosdauto correlation profile is computed for an ordinary 
Direct Sequences spreading signal. Each chip modulates 
a square pulse and both Walsh and random binary codes 
are represented. While orthogonality holds in the syn- 
chronous case also for Walsh DS codes, as soon as the 
signal is delayed, DS signals manifest poor cross and auto 
correlation profiles. 
Computer simulations and results 
To prove the observations stated in the previous sections, 
several computer simulations have been made. 
The general assumptions in common to each simulated 
environment are: 
1, Two users sharing the same channel. One is the de- 
sired user whose information is wanted; the other one 
is the interferer, 
2. AWCN noise added to the received signal, 
3. Severe multipath channel in the asynchronous case, 
4. Performance measured in terms of probability of er- 
ror at the receiver for the desired user computed for 
different values of signal to noise ratio. 
The CDMA system under test are: 
Direct Sequences CDMA with Walsh codes and rect- 
angular pulse modulated by each chip, 
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Phase Sequences CDMA whose complex codes are 
obtained by the perfect arrays. 
The multipath environment 
We now prove that the unusual cross-correlation profile 
exerted by the perfect arrays in the PS-CDMA is conve- 
nient in the presence of strong multipatb. Starting from 
the GSM channel model, we have developed a discrete 
simulation environment capable to generate the effect of a 
strong multipath. 
The channel model used in this set of simulations is ba- 
sically a time-varying complex filter, whose taps are syn- 
chronously updated by several pink Rayleigh discrete pro- 
cesses. 
The Fig. 4 helps to understand the shuchire of the chan- 
nel model. The stream of samples is filtered by a complex 
Finite Impulse Response filter whose dimension (the pa- 
rameter WINDOW) influences the multipath spread of the 
channel. A white Gaussian complex process is then added 
to the resulting signal. 
The taps of the complex filter are continuously updated 
by the Rayleigh generator and spread pmjiler block. 
m - T - = +  C(W,I) 
--e-- + + + + 
Figure 4 Discrete multipath channel model and Time 
varying complex filter 
Each tap of the complex filter is synchronously updated 
from a set of independent Rayleigh generators. The smc- 
ture of each complex tap generator is described in the 
fig. 5 .  
WSTDfi,J 1 
WAVE01 
Figure 5: Complex Taps Generation 
Each complex tap is generated by a Rayleigh process 
with unitary variance. This process is then filtered by a 
low pass FIR used to shape the power spectral density of 
the process. The FIR taps are defined in the CHFIR vec- 
tor which is a parameter of the simulation. Basically the 
CHFIR vector defines the frequency response of the spec- 
tral shaping filter H ( f ) .  Since the Rayleigh generator is 
white, thequantity /lH(f)l12 givesthegowerspectralden- 
sity of the channel taps. The first and second order statis- 
tics of the channel taps are defined separately for each tap 
by the two vectors MPAVE and MPSTD. Basically the 
tap c( i ,  t )  is a pink Rayleigh (or Rice) process with vari- 
anceMPSTD(i) '  andmean MPAVE(i) .  
The two system, DS-CDMA and PS-CDMA, have been 
tested with different values of the received interferer 
power. Table 1 shows the scalar parameters used in the 
simulation, while in the fig. 6 are plotted the values ofthe 
vectors involved. 
spreading factor 16 
received user power 1 
received interf. Dower 10.4.65.2.15 
SNR (desired user) dB 0 .  . ' 8  
FFT F i r e  77 . . . ____ _ _  
WINDOW 32 
phase sequences type 
direct sequences type Walsh 16 
perfect 32-phase mays 
Table 1: Asynchronous case - profile A - parameters 
In the fig.7 there is a comparison between a DS-CDMA 
system and a PS-CDMA one, both facing a severe multi- 
path environment. The performance of the proposed tech- 
nique is clearly better than the direct sequences. As ex- 
pected this gap increases as the AWGN noise is reduced. 
The cross-correlation properties of the Phase sequences 
are useless when the dominant cause of error is the AWGN 
noise. 
Conclusions 
In this paper we proposed an alternative technique for the 
design of spreading signature waveforms to be used in 
Code Division Multiple Access systems. We presented 
two methods for the code design; the first one achieves 
a substantial increase in the code space and an easy im- 
plementation. The second one allows the use of a spe- 
cial class of complex codes named "perfect N-phase ar- 
rays" whose cross-correlation properties are found useful 
to fight the effect of multipath. Computer simulations con- 
firm the theoretic analysis of the proposed waveforms. 
An easy FET implementation of a PS-CDMA transmit- 
ter and receiver is also also suggested. Common and low- 
cost DSP blocks are used in the implementation ofthe de- 
vices. 
At the time of writing the impact of mulauser technique 
on the performances has not been investigated. Moreover, 
in the analysis we considered a flat channel, with no am- 
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Figure 6: Profile A - vector parameters 
i 
plitude distortions over the bandwidth occupied by the sig- 
nals. One of the future investigation tracks will he the de- 
sign of Phase Sequences withnon-flat spectral shape. This 
will he achieved simply removing the modulus constraint 
on the spectral coefficients. 
Adaptive algorithms will be also considered to improve 
the orthogonality of the signals, and to reduce the linear 
phase distortion induced by a time delay in the reception 
of a PS-CDMA waveform. 
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