We consider the exploration-exploitation trade-off in reinforcement learning and we show that an agent imbued with a risk-seeking utility function is able to explore efficiently, as measured by regret. The parameter that controls how risk-seeking the agent is can be optimized exactly, or annealed according to a schedule. We call the resulting algorithm K-learning and show that the corresponding K-values are optimistic for the expected Q-values at each state-action pair. The K-values induce a natural Boltzmann exploration policy for which the 'temperature' parameter is equal to the risk-seeking parameter. This policy achieves an expected regret bound ofÕ(L 3/2 √ SAT ), where L is the time horizon, S is the number of states, A is the number of actions, and T is the total number of elapsed time-steps. This bound is only a factor of L larger than the established lower bound. K-learning can be interpreted as mirror descent in the policy space, and it is similar to other well-known methods in the literature, including Q-learning, soft-Q-learning, and maximum entropy policy gradient, and is closely related to optimism and count based exploration methods. K-learning is simple to implement, as it only requires adding a bonus to the reward at each state-action and then solving a Bellman equation. We conclude with a numerical example demonstrating that K-learning is competitive with other state-of-the-art algorithms in practice.
Introduction and related work
We consider the reinforcement learning problem, whereby an agent interacts with an environment in an episodic manner and attempts to maximize its return given the information it obtains from its interactions [102, 16] , and where the environment is a Markov decision process (MDP) [84] . In this paper we consider the Bayesian case, where the agent has some prior information, and as it gathers data it updates its posterior beliefs about the environment. In this setting the agent is faced with the choice between taking well understood actions or exploring the environment to determine the value of other actions which might lead to a higher return. This dilemma is called the exploration-exploitation trade-off, and exploring efficiently is an important area of research. One way to measure how well an agent explores is a quantity called regret, which measures how sub-optimal the rewards the agent has received are so far, relative to the (unknown) optimal policy [20] . In the Bayesian case the natural quantity to consider is the Bayesian expected regret, which is the expected regret under the agents prior information [29] . Known lower bounds to the regret exist, which is to say that no algorithm can do better than the bound on every problem. In this paper we present a new policy that achieves a Bayesian expected regret close to the lower bound, and which matches the regret of other methods in the literature.
There are several other algorithms that get provable regret bounds. In the frequentist case regret bounds hold with high probability or in expectation over realizations of problems in a given class, and do not assume any prior information [39] . Most of these techniques rely on optimism in the face of uncertainty, whereby the agent searches for a value function that is a high-probability upper bound on the true value function, then follows the greedy policy for that value function [57, 103, 100] . This process may involve, for example, constructing an upper-bound on the reward function using a concentration inequality such as Hoeffding's lemma, and then searching over the space of transition functions within some confidence set for the one that gives the largest value function. The algorithms UCRL and UCRL2 [8, 36] fall into this category for the MDP case, and UCB1 for the bandit case [6] . Various extensions that obtain better regret bounds exist and are an active area of research [10, 45] .
In the Bayesian case the optimal policy can be formulated using belief states, but this is intractable for all but small problems [29] . In the multi-armed bandit case it can be formulated using Gittins indices [30] , which converts a bandit problem into an MDP which can be solved for the optimal policy. Approximations to the optimal Bayesian policy exist, one of the most successful being Thompson sampling, also known as probability matching [101, 105] . In Thompson sampling the agent samples from the posterior over value functions and acts greedily with respect to that sample [74, 78, 47, 77] , and it can be shown that this strategy yields both Bayesian and frequentist regret bounds (under certain assumptions) [3] . In practice, maintaining a posterior over value functions is intractable, and so instead the agent maintains the posterior over MDPs, and at each episode an MDP is sampled from this posterior, the value function for that MDP solved for, and the policy is greedy with respect to that value function. The benefit of using a Bayesian approach include the ability to incorporate prior information, as well as not requiring a computationally difficult search over transition functions. However, due to the nature of resampling they are practical only for very small problems, though attempts have been made to extend them [73, 64] .
Though we do not consider it here it is worth mentioning the PAC-MDP (probably approximately correct for MDPs) framework, which is an alternative to regret to quantify the performance of reinforcement learning algorithms. An algorithm is said to be PAC-MDP if it is guaranteed to have close to optimal performance with high probability after a number of time-steps that is polynomial in the quantities that describe the problem [18, 39, 23, 41, 98, 111, 99] . However, these strategies generally suffer from linear regret, since many PAC-MDP algorithms explicitly halt learning once an almost-optimal policy has been found. In fact, it can be shown that a PAC-MDP algorithm cannot have sub-linear expected regret [24, Thm. 1] .
In this paper we propose a practical Bayesian algorithm that attains an expected regret upper bounded byÕ(L 3/2 √ SAT ) where L is the time horizon, S is the number of states, A is the number of actions per state, and T is the total number of elapsed time-steps (whereÕ ignores logarithmic factors). This matches the bounds for several other Bayesian methods in the literature, see e.g., [78] . Our regret bound is within a factor of L of the known minimax lower bound of Ω( √ LSAT ) (although strictly speaking these bounds are not comparable due to the assumptions we make in order to derive our bound). Our technique can be interpreted as optimism in the face of Bayesian uncertainty, since we propagate values corresponding to a risk-seeking utility function, which are optimistic for the true Q-values. Our technique is similar in spirit to BEB (Bayesian Exploration Bonus) [44] , BOLT (Bayesian Optimistic Local Transitions) [4] , and Bayes-UCB (Bayesian Upper Confidence Bounds) [40] , which use Bayesian information to incorporate optimism into the values. Both BEB and BOLT are PAC-BAMDP, which means they produce policies that are close to the optimal Bayesian policy. This is a weaker notion than PAC-MDP which is with respect to the optimal instance policy. Bayes-UCB achieves a frequentist regret bound for binary stochastic bandits.
The Von Neumann-Morgenstern utility theorem states that any rational agent must behave as though it is maximizing the expected value of a utility function, where rationality is defined with respect to a set of axioms [107] . In the reinforcement literature there is a lot of work on exploration strategies such as optimism, curiosity, intrinsic motivation, surprise, novelty seeking, etc., [80, 33, 43, 49, 56, 21] . Assuming these agents are rational, then in the language of utility theory most of these prior works are equivalent to giving the agent a non-linear utility function. In this work we imbue an agent with a particular risk-seeking utility function, where risk is taken to be the uncertainty that the agent has about its own estimates of the values of each state-action. Any increasing convex function could be used as a risk-seeking utility, however only the exponential utility function has the shift-invariance property which we will use in order to derive a Bellman-like equation for the values under the risk-seeking utility.
The update rule we derive is similar to that used in 'soft' Q-learning (so-called since the 'hard' max is replaced with a soft-max) [9, 28, 31, 58, 86] . The soft-max operator can be justified by viewing reinforcement learning as probabilistic inference. In this view the likelihood that a sequence of actions is optimal is proportional to the exponential of the total reward accumulated along the trajectory, and the goal is to infer the optimal policy; see [46] for a recent survey. These approaches are very closely related to maximum entropy reinforcement learning, which adds an entropy regularization 'bonus' to prevent early convergence to deterministic policies and thereby encourages exploration, though there are no guarantees on regret [112, 113, 54, 63, 2] . In our work the soft-max operator and entropy regularization arise naturally from the view of the agent as maximizing a risk-seeking utility. Furthermore, in contrast to these other approaches, the entropy regularization is not a fixed hyper-parameter but something we explicitly control (or optimize over) in order to derive a regret bound.
Paper organization. In the next section we lay out some preliminary identities and notation that we will use for the remainder of the paper. In the following section we consider the K-learning policy applied to the stochastic multi-armed bandit case and we derive a Bayesian expected regret bound that matches the lower bound (up to log factors). In the following section we extend the analysis to Markov Decision Processes where we have the cumulant generating function for the full posterior over the Q-values (though we do not discuss how to calculate those posteriors). This finally motivates the introduction of K-learning, where the solutions to a Bellman equation approximate the cumulant generating function of the true posterior, which may be intractable to compute exactly. We introduce K-learning in two parts, first we consider the case where only the reward function is unknown, and finally extend to the full case where both the reward and dynamics are unknown. We derive a Bayesian expected regret bound for the full problem that is within a factor of the episode length from the known lower bound.
Preliminaries
In this section we cover some basic concepts that we will use throughout this paper. We consider all random variables to be defined with respect to a probability space (Ω, F, P).
Epistemic uncertainty vs Aleatoric uncertainty
In this paper we are mostly concerned with the uncertainty associated with estimating a parameter using finite data, since it is this type of uncertainty that is useful for exploration [64] . We assume we have access to a prior over possible values of the parameter, which allows us to do Bayesian inference. This type of uncertainty is sometimes referred to as epistemic uncertainty, or model uncertainty. Epistemic uncertainty is distinct from the so-called aleatoric uncertainty or risk, which is the natural randomness of the process we are observing [96, 104, 14] . This difference can be made clear by an example. Consider flipping a biased coin and attempting to learn from the flips the probability of getting a head, denoted p. After any number of flips we have a posterior over possible values of p, which in the limit will concentrate around the true value. However, the randomness of the process of flipping coins will not change as we accumulate data. So in this case the epistemic uncertainty, the uncertainty about our estimate of p, decreases with more data, whereas the aleatoric uncertainty, the inherent randomness of the coin flipping process, is fixed.
Utility functions
A utility function u : R → R measures the satisfaction or benefit that an agent derives from a particular outcome. A rational agent will seek to maximize its expected utility, E u(X) for some random payoff X [107] . If u is concave then it is referred to as risk-averse, in that an agent that maximizes a risk-averse utility function will prefer more predictable payoffs. Risk-averse utilities are commonly used in finance and insurance, where in those contexts risk refers to the randomness of the returns, i.e., the aleatoric uncertainty. If u is convex then it is referred to as risk-seeking, in that an agent with a risk-seeking utility will prefer less predictable payoffs. If u is the identity (or, more generally, affine) then the agent is risk-neutral, i.e., it only cares about the expected value of the payoff and has no preference one way of the other for the risk. In reinforcement learning it is generally assumed that the agent is risk-neutral, i.e., that it is attempting to maximize the (possibly discounted) expected sum of future returns. However, in this manuscript we show that when the agent has epistemic uncertainty about the environment, the usual case, then a risk-seeking utility can be used to explore efficiently. Put another way, an agent imbued with a risk-seeking utility function will prefer outcomes with greater epistemic uncertainty, which will cause the agent to explore parts of the state space it hasn't been to before.
An important concept in the utility literature is that of the certainty equivalent value, which is the amount of guaranteed payoff that an agent considers as equally desirable to an uncertain payout. For an invertible utility function u and random payoff X it has the following form
If u is convex (i.e., the agent is risk-seeking) then Jensen's inequality implies that C X ≥ E(X); the opposite holds for concave u. In other words, for convex u the certainty equivalent value is optimistic for the expected value of a random payoff. The most important relationship in control and reinforcement learning is the Bellman equation, which equates the value of the current state to the immediate reward plus the value of the next state. The Bellman equation assumes there is no uncertainty in the quantities (or alternatively, that the agent is risk-neutral with respect to the uncertainty). Under a risk-sensitive utility we would like to maintain the ability to decompose the value at a state into the immediate value plus the value at the next state. Formally, we would like a utility function that for independent random variables X and Y satisfies the following
It turns out that the exponential utility function is the unique utility function that satisfies this property (the identity utility is a special case) [1, 81, 34, 85] , which, up to affine transformation, is given by
where β is a parameter that controls how risk-sensitive the agent is; see fig. 1 . In this case the certainty equivalent value takes the form given by
For β < 0 this utility function is risk-averse and has been studied extensively in the literature on safety and risk-averse reinforcement learning [35, 83, 52, 53, 48, 50] . It becomes risk-neutral in the limit of β → 0. In this paper we shall consider the case where β > 0, in which case the utility is risk-seeking, a property we shall exploit for efficient exploration.
Cumulant generating function
A fundamental object of statistics that we make use of in this work is the cumulant generating function of a random variable [42] , which for random variable X is defined as
i.e., the log of the moment generating function. The cumulant generating function (if it exists) is convex in β [17] . An alternative way to write the cumulant generating function is a series of the cumulants
κ n β n /n! where κ n is the n-th cumulant, the first and second cumulant are the mean and variance of X respectively. With this we can rewrite the value of the exponential utility function in eq. (1) as C X (β) = (1/β)K X (β).
Bounding the value of a max
When we come to the reinforcement learning problem we will consider an agent in a Markov Decision Process (MDP) interested in maximizing its return. However, the agent will not know which actions lead to the maximum return, instead it may have a Bayesian posterior, or an approximate posterior, over the possible returns of the actions it can take at any time-step. In order to propagate the value of the current state backwards to earlier states (i.e., dynamic programming) the agent will need to calculate the certainty equivalent value of the random variable corresponding to the max over its possible actions, under the epistemic uncertainty it is faced with. Though we cannot calculate this value exactly in general, we can provide a bound.
Lemma 1. Given a collection of random variables X i , i = 1, . . . , k let Y = max i X i , the cumulant generating function for Y satisfies
Proof. From the definition of the cumulant generating function
and the lemma follows since the max over a collection of nonnegative numbers is bounded above by the sum and bounded below by the mean.
Corollary 1. Under the same conditions as the previous lemma
Proof. Which holds since for any collection of numbers
Based on these lemmas we can bound the expected value of the max of a collection of random variables. Let Y = max i X i , then since the certainty equivalent value is optimistic for the mean and using the bound from (3)
and furthermore the problem of finding the tightest bound by minimizing over β ≥ 0 is a convex optimization problem in the variable τ = 1/β. Lemma 2. Let K X i denote the cumulant generating function for random variable X i , then the function
is convex in v and τ jointly. Proof. Recall that K X i is convex for each i, and log-sum-exp is a convex non-decreasing function, so the composition h given by h
Finally, note that g is the perspective of h and therefore convex in v and τ jointly [17] .
Variational representation
Convex duality is a rich source of variational (i.e., optimization based) representations of problems [108] .
Here we use this principle to derive a policy based on our bound on the value of the max under the exponential utility.
Lemma 3. Given a collection of random variables X i , i = 1, . . . , k, we have for any β > 0
where Π is the probability simplex and H denotes the entropy, i.e., H(π) = − k i=1 π i log π i [22] . The maximum is achieved by the policy
Proof. This comes from taking the Legendre transform of negative entropy term (equivalently, log-sum-exp and negative entropy are convex conjugates [17, Example 3.25] ). The fact that π achieves the maximum is readily verified by substitution.
The right hand side of equation (6) has the form of negative Helmholtz free energy, and the optimal policy is therefore minimizing this energy. In the sequel we shall show that following policy π yields a regret bound close to the known lower bound. This variational policy has strong connections to the literature on decision making under model uncertainty or under information constraints, also called bounded rationality, see, e.g., [70, 72, 68, 69, 71 ].
Saddle point problem
Consider a collection of non-degenerate random variables X i for i = 1 . . . , k and let
Note that L is differentiable, strictly convex in τ , and strictly concave in π for τ > 0. To see strict convexity note that since the X i are non-degenerate it implies that the K X i are strictly convex [37, Thm. 2.3] and the perspective of a function preserves strict convexity (see appendix). We can rewrite the problem of finding the tightest bound on the expected value of the max of k random variables as the following saddle point problem
and from the previous discussion we know this is achieved by
Since L is differentiable, convex-concave, and Π is compact, it satisfies a strong max-min or saddle-point property [17, Exercise 3.14] [106, 95] , i.e.,
This observation brings us to the next lemma.
Lemma 4. Given a collection of non-degenerate random variables X i , i = 1, . . . , k, then there exists a unique τ that satisfies
Proof. This follows since L satisfies the strong min-max property (8)
The above lemma allows us to derive the following bound
In the literature on online learning the term inside the minimization is sometimes referred to as the mixability gap [26] (generally used in a non-Bayesian framework). In our case we can explicitly find the τ that minimizes the mixability gap.
This insight will be useful later when we come to talk about regret and show that the right hand side of (9) is an upper bound on the Bayesian expected regret, this lemma will show us that the choice of τ that provides the tightest bound on the expected value of the max of a collection of random variables also provides the tightest upper bound on the expected regret.
Stochastic multi-armed bandits
In this section we prove a Bayesian expected regret bound for our policy applied to stochastic multi-armed bandits. Although bandits are not the main focus of this paper the analysis tools we use here will be useful in the sequel. In the stochastic multi-armed bandit setting an agent selects an 'arm' at each time-step and receives a corresponding reward; the goal is to identify the arm that provides the best payout in expectation. In this case our random variables are the mean payout of each arm, and we assume we have a posterior over each arm conditioned on the information we have received from previous actions and the prior distribution. Many algorithms exist that achieve low regret for bandits, see the survey [19] , in particular the MOSS algorithm is known to achieve the optimal regret lower bound, up to constants, [5] . In the Bayesian case Thompson sampling also achieves close to the regret bound [87, 88] , as does Bayes-UCB which aims to combine Bayesian methods and optimism [40] .
A stochastic multi-armed bandit problem is defined by the pair {A, R}, where A ∈ N is the number of arms (actions) available to the agent to pull and R(a) is a probability distribution over rewards for each a ∈ {1, . . . A}. At each time-step t the agent selects an arm a t ∈ {1, . . . , A} and receives a reward r t ∼ R(a t ). Initially the agent does not know the distribution of the rewards, but must explore the arms to learn about them. We consider the Bayesian case, where the mean payoff of each arm is sampled from a known prior Φ i , i.e., µ i ∼ Φ i for each i = 1, . . . , A. The agent observes the reward it receives at each time-step and uses that information to perform a Bayesian update of its posterior beliefs over µ i for the selected action i. The goal of the agent is to maximize its long-term reward, which, loosely speaking, means the agent must determine which arm has the highest expected reward and select that most frequently.
Let F t denote the sigma-algebra generated by all the history before time t (i.e., it does not include the observations at time t), and we define F 1 = ∅. Since we are interested in agents that accumulate information over time, we will require the conditional cumulant generating function of random variables conditioned on F t , which for random variable X is defined as
Consider the case where the agent is using the policy defined as
We show that for a particular schedule of β t this policy achieves an expected regret bound close to the known lower bound. The Bayesian expected regret up to time T is given by
where r t is the reward obtained by the policy at time t, and the expectation operator is with respect to the mean reward µ i of each arm being drawn from the prior and the randomness of the rewards and policy.
Applying the tower property of conditional expectation and using lemma 3 we have
which holds for any sequence of β t , t = 1, . . . , T . If we denote by σ(µ i ) the sigma-algebra generated by µ i , then the tower property of condition expectation tells us that for any i
from which we obtain
where K t µ i −E(µ i |Ft) is the cumulant generating function of the centered posterior over µ i at time t. Since this holds for any sequence of β t we can minimize this over β t
and the optimal β t is given by
by lemma 4. If we can derive a regret bound for any fixed sequence of β t then it implies that the same regret bound holds for β t . To do so we make the following standard assumption:
The posterior over the value of each arm is sub-Gaussian, and concentrates with data at least as fast as a Gaussian, i.e.,
for some σ ≥ 0 and where n it is the number of times we have pulled arm i after t time-steps.
For example, if the arms rewards are Gaussian distributed, and the prior is Gaussian, then the assumption is satisfied. If the reward is categorical and the prior is Dirichlet then the posterior is also Dirichlet which is sub-Gaussian [51] .
With this assumption we have
Now all that remains is to bound the two terms in the sum. To bound the first term we will require the following lemma.
Lemma 5. Consider a process that at each time t selects a single index I t from {1, . . . , A} with probability π Itt . Let n it denote the count of the number of times index i has been selected up to time t. Then
Proof. This follows from a straightforward application of the pigeonhole principle,
where the last inequality follows since T t=1 1/t ≤ 1 + With this we are ready to prove a regret bound for this strategy.
Theorem 1. The K-learning algorithm 1 achieves Bayesian expected regret bound
Proof. The bound in eq. (17) holds for any sequence of β t so we can set
and with this choice we can bound the two terms in the regret bound separately. Firstly, we have
To bound the remaining term we use lemma 5
The result is obtained by summing these two bounds.
The above theorem matches (up to logarithmic factors) the lower bound on Bayesian expected regret, since it can be shown (e.g., [19, Thm. 3.5] ) that there exist prior distributions such that for any algorithm one has
for some c > 0.
Corollary 3. The K-learning algorithm where at each time β t = argmin β (1/β) log k i=1 exp K t µ i (β) attains a Bayesian expected regret bound at least as good as the previous theorem.
If we consider the case where β t = β for some fixed β then using the bounds derived above we can rewrite eq. (17) as
and minimizing over β yields
which is a slightly better bound than the above theorem, however this choice of β requires knowledge of T in advance and so we lose the anytime nature. Writing the regret as in eq. (19) , where two terms are balanced by a choice of 'learning rate' comes up very often in online learning [93] , which hints at a connection between K-learning and these techniques.
Algorithm 1 K-learning for multi-armed bandits
Input: multi-armed bandit {A, R}, uncertainty parameter σ initialize n a ← 0, a = 1, . . . , A, F 1 ← ∅ for round t = 1, 2, . . . , do
Gap-dependent bound
Many other multi-armed bandit algorithms have an instance bound that depends on the gap between the best and second best arm and grows logarithmically with time, rather than as the square root. For example, in UCB the regret for any instance is bounded by O(log T /∆), where ∆ is the gap. One might ask if the same logarithmic bound holds for K-learning. In this section we briefly sketch a negative result that such a bound is unlikely to hold for the fixed β t schedule, though this doesn't say anything about the regret when using the optimal β t as determined by minimizing the quantity in eq. (16) . Consider a case with two arms, where the gap is ∆. The regret is given by the number of times the sub-optimal arm, denoted N , is pulled multiplied by ∆, i.e., R(T ) ≈ N ∆. The sub-optimal arm is likely to get selected when the bonus of the arm plus the expected value is close to the optimal expected value, i.e., consider when
if the first arm is pulled more often then √ T /(T − N ) is small, and so the regret R(T ) ≈ N ∆ ≈ √ T . Intuitively speaking the bonus afforded to the arms in K-learning is 'too high' to permit a regret bound that grows logarithmically. In other words, the algorithm is 'too exploratory'. However, this extra exploration may be useful in the case of adversarial bandits, or where the Bayesian prior is misspecified. We shall show that this is the case in the experiments.
Numerical experiments
We compare the performance of several bandit algorithms in Fig. 2 under different conditions. In all three experiments we ran K-learning with the fixed schedule for β t , K-learning with the optimal β t , greedy Klearning (described in the appendix), Thompson sampling, and UCB, and we report regret averaged over 500 runs. Fig. 2a compares the algorithms under 'nominal' conditions with 10 arms, where the prior for the mean reward of each arm is N (0, 1), and the reward noise was N (0, 1). In this case Thompson sampling performs best, UCB is next and K-learning performs worst. In Fig. 2b we compare the same algorithms, except in this case we have misspecified the prior. In theory the Bayesian regret is bounded by a norm of the Radon-Nikodym derivative of the true prior with respect to the assumed prior [87, §3.1], however in practice different algorithms may demonstrate different levels of robustness. Specifically, in this example there are just two arms, where the prior for the first arm is N (−1, 0.1) and the second arm is N (1, 0.1), however when running the algorithm we swap the priors, so the mean reward of the first arm is sampled from the second prior and vice-versa. In this case UCB performs well, since it does not use prior information at all. However Thompson sampling performs very poorly, and K-learning performs almost as well as UCB. In Fig. 2c we compare what happens under 'pseudo-adversarial' conditions. We consider two arms, where initially the first arm gives a reward of 1 and the second arm gives a reward of 0, then just before the half-way mark, the rewards swap and the second arm becomes the better arm. Since the arms swapped performance before the half-way mark it is the second arm that is the better arm overall and how quickly the algorithms can discover this fact will determine their overall performance (this is not truly the adversarial setting, and we make no claim on the regret of K-learning under true adversarial conditions [7] ). As we see K-learning is by far the quickest to respond and ultimately ends with negative regret, Thompson sampling also adjusts, albeit significantly more slowly. UCB by comparison does not adjust in time and ends with positive regret. Note that under real adversarial conditions any greedy algorithm, like UCB or greedy K-learning, would be easily exploited. In figure 3 we plot the performance of K-learning using the β schedule and K-learning using the optimal choice of β and the associated upper bound as determined by (15) .
In conclusion, under nominal conditions Thompson sampling and UCB both outperform K-learning. However, if the priors are misspecified or the environment is changing or adversarial, a realistic proposition in practice, then K-learning performs much better. In other words, due to the fact that K-learning explores more it generally has worse regret under totally nominal conditions, however, empirically speaking, it is more robust to changing conditions and model errors. 
Markov decision processes
In a Markov decision process (MDP) an agent interacts with an environment in a series of episodes and attempts to maximize its long-term return. A finite horizon discrete MDP is given by the tuple M = {S, A, R, P, L, ρ}, where S = {1, . . . , S} is the state-space, A = {1, . . . , A} is the action-space, R(s, a) is a probability distribution over the rewards received by the agent at state s taking action a, and P (s |s, a) is a probability the agent will transition to state s after taking action a in state s, L ∈ N is the episode length, and ρ is the initial state distribution. Concretely, the initial state of the agent is sampled from ρ, then for time-steps l = 1, . . . , L the agent is in state s l ∈ S, selects action a l ∈ A, receives reward r l ∼ R(s l , a l ) and transitions to the next state s l+1 ∼ P (·|s l , a l ). After time-step L the episode terminates and the state is reset.
We assume that at the beginning of learning the agent does not know the reward or transition probabilities and must learn about them by interacting with the environment, and we consider the Bayesian case, where the mean rewards and the transition probabilities are sampled from known priors. In the previous section we dealt with the stochastic multi-armed bandit, which is a special case of an MDP with S = L = 1. For the analysis we will make the following assumption:
The MDP is a directed acyclic graph (DAG).
This assumption implies that a state cannot be visited again within the same episode. This may seem like a strong assumption, but in fact any finite horizon MDP can be converted into one that satisfies this assumption by 'unrolling' the MDP over time, whereby each state is replaced by L copies of itself and each copy indexed with the corresponding time-step l for l = 1, . . . , L. If we do this then in the worst case the state space cardinality goes from S to LS, which will affect the regret bound we derive. So with this in mind, hereafter we will use X to represent the state-space, where
This assumption allows us to take the state space to be the union of L distinct sets, i.e., X = S 1 ∪ · · · ∪ S L , where at time-step l the agent is in state s l ∈ S l , and so |X | = L l=1 |S l |. An agent following policy π selects actions as a l ∼ π(s l ). The Bellman equation relates the value of actions taken at the current time-step to future returns through the Q-values [15] , which for policy π are given by Q π (s l , a l ) = µ(s l , a l ) + s l+1 P (s l+1 |s l , a l ) a l+1 π(s l+1 , a l+1 )Q π (s l+1 , a l+1 ) for l = 1, . . . , L where Q(s L+1 , ·) is defined to be zero, µ = E r is the mean reward, the next state s l+1 is drawn from P (·|s l , a l ), and the next action a l+1 is drawn from π(s l+1 ). The value function captures the expected value of a particular state under a policy π V π (s l ) = a l π(s l , a l )Q π (s l , a l ).
The performance of a policy is given by J π = E s 1 ∼ρ V π (s 1 ). An optimal policy satisfies π ∈ argmax π J π and induces associated Q-values given by the optimal Bellman equation
for l = 1, . . . , L, with associated value functions
If the rewards and transition function are known exactly then we could solve (20) via dynamic programming [16] . However, in practice these are not known and so the agent must gather data by interacting with the environment. The key trade-off is the exploration-exploitation dilemma, whereby an agent must trade-off exploring to learn more about the environment and taking rewards it has less uncertainty about. As we shall see, imbuing the agent with an epistemic risk-seeking utility provides a principled approach to this dilemma. In this section we extend the regret analysis for K-learning applied to multi-armed bandits of the previous section to the episodic MDP case. We shall index the episode number with t, and elapsed time-steps in the current episode as l. The Bayesian expected regret of any policy after T time-steps is defined to be
where the outer expectation is with respect to the priors over the reward and state transition functions (the stochasticity of the rewards and policy is already accounted for in the definition of V and V π ). Since the reward and transition functions are random variables (drawn from the priors) it implies that the Q-values are also random variables, and we can consider the posterior over the Q-values and use them to generate a policy. We shall make use of the following inequality
where as before F t denotes the sigma-algebra generated by all the history before time t and where K t Q (s, a, ·) denotes the cumulant generating function of the posterior over the Q-value at state-action s, a conditioned on F t . Similarly we will denote by K t µ (s, a, ·) the cumulant generating function of the posterior of the mean reward at state-action s, a and conditioned on F t . For our analysis we will require an assumption that is the analogue of assumption 1 which we made for bandits: Assumption 3. The posterior over the mean value of the reward at each state-action is sub-Gaussian, and concentrates with data at least as fast as a Gaussian, i.e., E(exp β(µ(s, a) − E(µ(s, a)|F t ))|F t ) ≤ exp(β 2 σ 2 /2n t (s, a)) for some σ ≥ 0 and where n t (s, a) is the number of times we have been in state s and taken action a after t time-steps.
The case with known dynamics
Before we consider solving the MDP problem in full generality we start with the simpler situation where the reward function R is unknown but the transition probabilities P are known. We shall prove a regret bound for this case which depends only on the uncertainty in the mean returns. In the sequel we will incorporate uncertainty about the transition probabilities as well as the rewards, and the analysis we perform here will be useful. We begin by proving a lemma on the cumulant generating functions of the posterior distributions. In a slight abuse of notation we shall use E s l+1 to denote the expectation operator under P , i.e., E s l+1 x(s l+1 ) := s l+1 P (s l+1 |s l , a l )x(s l+1 ) for any x ∈ R |S l+1 | . Lemma 6. When the transition function is known the cumulant generating function for the posterior over the Q-values satisfies a Bellman inequality
Proof. This follows directly from the definition of the cumulant generating function
where (a) is the Bellman equation (20), (b) follows because the MDP is a DAG by assumption 2, (c) is due to Jensen's inequality, and (d) is that the max of a collection of nonnegative numbers is less than the sum. 
exp βC Q (s l+1 , a l+1 , β).
Armed with this lemma we can analyze the regret of the Boltzmann policy over the cumulant generating functions.
Lemma 7.
In the case where the transition function P is known, the variational policy
where the inverse temperature parameter β t is given by
which is fixed for the entirety of each episode t, has Bayesian expected regret bounded by
Proof. Again we use the tower property of conditional expectation together with lemma 3 and the fact that
Now we recursively apply the following inequality
for l = 1, . . . , L, which comes from expanding the Q-value using the Bellman equation and upper bounding the cumulant generating function using lemmas 1 and 6, as well as using the fact that π t is F t -measurable. This implies we accumulate L terms, each of which is the same as we had for the bandit case in eq. 14. Let λ(s l , a l ) be the occupancy measure for state s l and action a l , i.e., the probability of being in state s l and taking action a l under the policy π, then we have
s l ,a l λ(s l , a l )σ 2 r β 2 t /n t (s l , a l ))
in (a) we use the bound on entropy and the sub-Gaussian assumption 3 and for (b) we applied lemma 5 to each of the L terms, and for (c) we substitute β t from eq. 23.
The case with known dynamics
Consider the K-learning Bellman equation given by
exp K(s l+1 , a l+1 , β) (25) for all β ≥ 0, and for l = 1, . . . , L, where K(s L+1 , ·, ·) ≡ 0.
Lemma 8. In the case with known transition function, the K-function K is a pointwise upper bound on the true cumulant generating function K.
Proof. For shorthand let K Q l = K Q | S l and K l = K| S l , i.e., the functions K Q and K restricted to states in S l , and write the recursion in eq. (25) for some fixed β ≥ 0 in operator notation as K l = T l K l+1 . Since log-sum-exp is increasing it implies that the operator T l is monotonically increasing in its argument, i.e., if x ≥ y then T l x ≥ T l y pointwise. From equation (21) we have that K Q l+1 ≤ T l K Q l for each l. The proof follows by induction; assume K l+1 ≥ K Q l+1 , then
and the base case holds since K L+1 ≡ K Q L+1 ≡ 0.
Lemma 9. In the case of known state-transition function, replacing the true cumulant generating function in (22) with the K-function K achieves the same regret bound, given by (24) .
Proof. Lemma (8) implies that
since log-sum-exp is increasing. To conclude the regret bound we note that the only other property we required was as in equation (21), which K satisfies by construction. Since we follow the policy as induced by K then the proof follows immediately.
Lemma 9 only yields a regret bounds when the transition function is known. Next we extend the regret bound to the case where the transition function is unknown.
The case with unknown dynamics
In the analysis up to now we have assumed that the dynamics are stochastic, but the state-transition function is known. In this section we remove that assumption and prove a regret bound for the full K-learning algorithm. In order to prove a regret bound here we make two additional assumptions. This only affects the mean reward, the noise in the rewards may be outside this range, in which case we would still require the sub-Gaussian assumption 3. If the rewards themselves are bounded in [0, 1] then this implies that the rewards are sub-Gaussian with σ r = 1/2, due to Hoeffding's lemma. Our analysis is easily extended to the case where the rewards are bounded in some [R min , R max ]. We need this assumption in order to bound the span of the optimal value function, that is Span(V ) = max s V (s) − min s V (s), which we will require later. We could replace this assumption with an assumption on knowledge of a bound on the span, but an assumption on bounded rewards is more common in the literature. Now that we are considering unknown transition functions we make an additional assumption on the form of the prior over the transition functions P .
Assumption 5. The prior for P (·|s l , a l ) is Dirichlet with parameter α 0 l (·, s l , a l ) ∈ R |S l+1 | + , for each (s l , a l ) ∈ S l × A, l = 1, . . . , L.
Since the likelihood for the transition function is a Categorical distribution, conjugacy of the categorical and Dirichlet distributions implies that the posterior over P (s l+1 |s l , a l ) at time t is Dirichlet with parameter α t l (s l+1 , s l , a l ), where α t l (s l+1 , s l , a l ) = α 0 l (s l+1 , s l , a l ) + n t (s l+1 |s l , a l ) for each s l+1 ∈ S l+1 , where n t (s l+1 |s l , a l ) ∈ N is the count of times the agent has been in state s l , taken action a l , and transitioned to state s l+1 , and note that s l+1 ∈S l+1 n t (s l+1 |s l , a l ) = n t (s l , a l ), the total visit count to (s l , a l ). Our analysis will make use of the following definition and associated lemma from Osband and Van Roy [76] : Definition 1. Let X and Y be random variables, we say that X is stochastically optimistic for Y , written
Stochastic optimism is closely related to the more familiar concept of second-order stochastic dominance, in that X is stochastically optimistic for Y if and only if −Y second-order stochastically dominates −X [32] . We use this definition in the next lemma.
We will use these to derive a Bellman inequality analogous to lemma 9 for the case where the transition function is unknown. For shorthand we shall use the notationÊ s l+1 to denote the expectation operator induced by the mean of the posterior over state transition function P conditioned on F t , i.e.,Ê s l+1 x(s l+1 ) := s l+1 E(P (s l+1 |s l , a l )|F t )x(s l+1 ) for any x ∈ R |S l+1 | . Lemma 11. Under above assumptions the cumulant generating function for the posterior over the Q-values satisfy a Bellman inequality
Proof. In our case, in the notation of the lemma 10, A will represent the transition function probabilities, and b will represent the optimal values of the next state, i.e., for a given (s l , a l ) ∈ S l × A we let Y := s l+1 P (s l+1 |s l , a l )V (s l+1 ) and X t be a random variable distributed N (µ Xt , σ 2 Xt ) where
where (a) is due to the Dirichlet assumption 5. Due to assumption 4 we know that Span(V ) ≤ L, so we choose σ Xt to satisfy σ 2 Xt ≤ L 2 /n t (s l , a l ). Let F V t = F t ∪ σ(V ) denote the union of F t and the sigma-algebra generated by V . Applying lemma 10 and the tower property of conditional expectation we have that for β ≥ 0
where the last equality comes from the moment-generating function of a Gaussian. Putting it all together
where (a) follows from eq. (27) and the fact that log is increasing, (b) is substituting out µ Xt and σ Xt and replacing V with Q , (c) is Jensen's inequality, and (d) follows since the max of a collection of positive numbers is less than the sum. From this and using the logic in lemma 6 the inequality immediately follows.
Armed with lemma 11 we can define an updated Bellman equation for the K-functions when the transition function is unknown K t (s l , a l , β) = K t µ (s l , a l , β) + L 2 β 2 /n t (s l , a l ) +Ê s l+1 log a l+1
exp K t l+1 (s l+1 , a l+1 , β).
Given this equation we can formalize our method into an algorithm, presented as algorithm 2. Proof. Consider equation (29) and observe that we could rewrite it as
whereK t µ = K t µ (s l , a l , β) + L 2 β 2 /n t (s, a) and which, due to the sub-Gaussian assumption on K µ , now satisfiesK t µ−E(µ|Ft) (s l , a l , β) ≤ (σ 2 r + L 2 )β 2 /2n t (s l , a l ). In other words we can replace the MDP with unknown rewards and transitions with one where only the rewards are unknown but with higher uncertainty, and where the transition function is taken to be the mean of the posterior at each episode. This fact allows us to apply the regret bound we already had in the previous section, the only additional fact we need is the following
= E(r(s l , a l ) + s l+1 ∈S l+1 P (s l+1 |s l , a l ) a l+1 ∈A π(s l+1 , a l+1 )Q π (s l+1 , a l+1 )|F t )
where (a) is the Bellman equation (20), (b) holds due to the fact that the MDP is a DAG from assumption 2, (c) holds since π t is F t measurable and using eq. (13) . With these facts we can replicate the procedure of lemma 9 to obtain the regret bound, setting β t to
Finally, note that since we know the value of β t for any episode we don't need to compute the full K-function, only the K-functions at the value of β t we are interested in. So if we define k(s, a) = K(s, a, β t )/β t then we can rewrite equation (29) using this K-value, which yields eq. (31). Note that
so in other words the K-values are optimisitic for both the expected Q-values under the posterior and the certainty equivalent value of the exponential utility function.
The Bayesian expected regret bound in the above theorem is within a factor of L of the known minimax lower bound of
though this is not necessarily a lower bound on the expected regret for the restricted class of problems we consider due to the assumptions we made on the prior of P .
Greedy formulation
For any collection of numbers X i , i = 1, . . . , A, we have log k i=1 exp X i ≤ max i X i + log A, and so we can replace the K-learning update (31) with
k l+1 (s l+1 , a l+1 ) + log A/β t and maintain the upper bound property. These values combined with the greedy policy whereby at state s we select any a ∈ argmax b k(s, b) has the same regret bound as K-learning and it is a straightforward change to the proof. Since the log A/β t term affects all K-values at each time-step equally we can remove it and not change the policy. The full greedy algorithm is detailed in the appendix.
Algorithm 2 K-learning for episodic MDPs
Input: MDP M = {X , A, R, P, L, ρ}, initialize n(s, a) ← 0 for all s, a ∈ X × A, F 1 = ∅ for episode t = 1, 2, . . . do
for each (s l , a l ) ∈ S l × A end for for step l = 1, . . . , L do at state s l sample action a l with probability π(a l |s l ) ∝ exp(β t k(s l , a l )) end for update n(s, a) ← n(s, a) + 1 for visited s, a update F t+1 ← F t ∪ {s l , a l , r l , s l+1 : l = 1, . . . , L} end for
Formulation as a convex optimization problem
Analogous to the bandit case, we can formulate the problem of finding the optimal choice of β = 1/τ at each episode as a convex optimization problem. We want to find the choice of τ that provides the tightest upper bound in the family for E s 1 ∼ρ E(max a Q (s 1 , a)|F t ), which can be represented as the following convex optimization problem minimize E s 1 ∼ρ τ log a 1 exp k(s 1 , a 1 )/τ subject to k(s l , a l ) ≥ τK t µ (s l , a l , 1/τ ) + τÊ s l+1 log a l+1 exp k(s l+1 , a l+1 )/τ, s l ∈ S l , a l ∈ A, l = 1, . . . , L k(s L+1 , ·) = 0 (32) which is convex jointly in variables τ ≥ 0 and k ∈ R |X |A due to lemma 2 and the fact that τK t µ (s l , a l , 1/τ ) is the perspective of a convex function. This problem is an exponential cone program (see appendix for details) which can be solved efficiently using modern methods [61, 62, 27, 92, 65] .
Since problem (32) is convex in the variable k, we could approximate k as k ≈ Φx for some fixed set of basis vectors Φ ∈ R |X |A×m and variable x ∈ R m , and then use that in our policy. This is a dimensionality reduction and generalization strategy that, in the no uncertainty case, has theoretical guarantees [25, 82] , and has been used successfully in continuous control [109, 110, 66, 67, 60] . This could allow the use of function approximators, such as deep neural networks [55, 54] , to be used, where we solve the problem in (32) to find the weights of the last layer.
Algorithm 3 Optimal K-learning for episodic MDPs
Input: MDP M = {X , A, R, P, L, ρ}, initialize n(s, a) ← 0 for all s, a ∈ X × A, F 1 = ∅ for episode t = 1, 2, . . . do solve (32) for optimal β t and k values for step l = 1, . . . , L do at state s l sample action a l with probability π(a l |s l ) ∝ exp(β t k(s l , a l )) end for update n(s, a) ← n(s, a) + 1 for visited s, a update F t+1 ← F t ∪ {s l , a l , r l , s l+1 : l = 1, . . . , L} end for
We can consider the dual problem to (32) :
The solution to the problem, λ , can be interpreted as an occupancy measure, where λ (s, a) is the probability that the agent is in state s and takes action a. ComparingR t (λ , τ ) to eq. (24) we can see that it upper bounds the expected regret at episode t for any choice of τ ≥ 0. Consequently, we can interpret the dual problem as maximizing the expected return plus a term that bounds the expected regret, subject to the (expected) dynamics of the environment. The policy can be recovered as
where (τ , k ) is the solution to the primal problem.
Lemma 12. Assuming strong duality between (32) and (33) , the policy given by
where (τ , k ) is the solution to (32) and where λ is the solution to (33) , achieves a regret bound at least as good as in theorem 2.
Proof. The argument is essentially the same as in which implies that τ = argmin τ ≥0Rt (λ , τ ), and as such it is the choice of τ that minimizes the expected regret. This implies that the expected regret of policy (34) is upper bounded by that of theorem 2.
Note that as the uncertainty tends to zero then the optimal choice of τ tends to zero and we recover the classic primal-dual linear programs that determine the optimal Q-values and policies respectively, see, e.g., [16] .
Numerical example
We compare K-learning against a number of alternative methods in this section. We consider a small tabular MDP called DeepSea, adapted from [75] , as shown in figure 4 . This MDP can be visualized as an L × L grid, the agent starts at the top row and leftmost column. At each time-period the agent chooses from actions 'left' or 'right', and then is advanced down one row and moved one column to the left or to the right. If the agent chose action 'left' then it is moved one column to the left, and if it chose 'right' then it moves one column to the right with probability 1 − p and to the left with probability p. If the agent is against the edge of the grid and the result of the action would be to move 'into' the edge then it remains in that column (but still moves down one row).
At any state, after choosing action 'left' the agent receives a reward sampled from N (0, 1) and after choosing right the agent receives a reward sampled from N (− , 1) for some > 0. At the bottom rightmost corner of the grid the agent receives a reward sampled from N (1, 1). All parameters are chosen so that the optimal policy is to try to get to the bottom right state, if it is still possible, and move left otherwise. In this setup the agent must incur negative expected reward for several time-steps before receiving the positive reward.
Though this is a very simple toy example, the results are instructive. We present the graph of results for two different MDP sizes, L = 10 and L = 30, in figure 5 and in table 1. Each algorithm was run from five different seeds for each MDP and the numbers reported are an average. For a grid-size of L = 30 a random agent that takes each action with probability 0.5 would have a probability of 2 −30 ≈ 10 −9 of reaching the bottom right (without considering the fact that taking action right does not always result in moving right). Therefore efficient exploration in this example requires deep and directed exploration [64] since local jittering, as in -greedy, will take a very long time to learn the optimal policy. The Bayesian algorithms require a prior, we chose the prior over the mean rewards at each state-action to be N (0, 1), and we chose the prior over transition probabilities to be Dirichlet with parameter one for each state at the next time-step, i.e., uniform.
For the L = 10 case PSRL [74] (posterior sampling for RL) is the best performing algorithm, though for L = 30 K-learning with the optimal choice of β performs best. K-learning with the β t schedule and greedy K-learning (described in the appendix) are the next best performers. One thing to note is that the rate at which the regret is increasing for these non-optimal variants of K-learning is higher than for PSRL and so it would seem that eventually PSRL will have lower regret than these techniques, however the same does not appear to be true for K-learning with the optimal choice of β which looks to have a similar asymptotic increase in regret as PSRL, despite only using a variational approximation to the posterior. Although Klearning performs best in this case, we make no claims that K-learning is better than PSRL overall (indeed they have essentially the same regret bound). One possible explanation for the better performance of Klearning in this case is that K-learning is explicitly risk-seeking, and so will prioritize actions that have higher uncertainty. In this particular example it means that K-learning will seek out the bottom right corner which has been constructed to have a high reward on average.
Other techniques perform much worse on these examples. RLSVI [75] is an approximation to PSRL that achieves a good theoretical regret bound, however in this case it does not perform well, though it has several tuning parameters that could potentially be tweaked further. Optimism-in-the-face-of-uncertainty techniques UCBVI [10] and UCRL2 [36] perform poorly because they take a very long time to decrease their confidence sets. Their performance could also possibly be improved by tuning their scaling parameters. For -greedy linear regret is expected, because the choice of is fixed at 0.05. 
Connections with other methods
Other RL methods. In the case of no uncertainty it can shown that K-learning is essentially equivalent to standard max-Q learning. In this case the optimal β t = ∞ for all t and the bonus afforded to each action is zero, and so the K-learning update eq. (31) simply reduces to the max-Q-learning update eq. (20). If we remove the bonus term from eq. (31) we recover soft Q-learning, which is Q-learning where the max operator has been replaced by a 'soft' max. Although soft Q-learning has no performance guarantees it has been shown to perform well in practice. Due to lemma 3 we can rewrite the log-sum-exp term as the expected value under policy π where the rewards are given an entropy regularizer, and so soft Q-learning can also be interpreted as entropy regularized SARSA.
In [63] the authors showed that any entropy-regularized actor-critic algorithm can be interpreted as a value function learning algorithm, where the log-policy is estimating the advantage function. The authors of [89] showed that soft Q-learning is equivalent (in expectation) to a particular form of entropy regularized actor-critic, which suggests a connection between K-learning and actor-critic algorithms, at least if implemented online. Proving a regret bound in the online (i.e., model-free) case for K-learning is an open problem.
Count based exploration. Count based exploration affords a bonus to the reward at each state-action based on the number of times it has been taken before. In MBIE-EB the authors take the bonus to be proportional to 1/ n(s, a) and in BEB the authors take it to be proportional to 1/n(s, a). In contrast our approach gives a bonus proportional to √ t/n(s, a) where t is the episode counter. Note that since t ≥ n(s, a) due to assumption 2 it implies that the bonus is at least 1/ n(s, a). This is necessary to achieve a Bayesian expected regret bound of O( √ T ), which these other works do not achieve, instead suffering from linear expected regret. Indeed in [24] it was shown that in order to achieve a sublinear expected regret bound every state must be visited infinitely often, which precludes a PAC guarantee. In the non-tabular case methods that estimate the pseudo-count have proven successful in some instances, indicating a possibility of combining K-learning with pseudo-counts in a deep RL setting [94, 11, 97, 80, 13, 79] .
Mirror descent. Mirror descent is an iterative algorithm to minimize a convex function
where g t is a (possibly stochastic) subgradient of the convex function to be minimized, D Φ is a Bregman divergence, D is a convex set and η > 0 is a stepsize [59, 12] . One particularly commonly used divergence is the KL-divergence, i.e., D Φ (x, y) = D KL (x, y) = x i log(x i /y i ). We show here that the policy update in lemma 3 is performing a variant of mirror descent. For ease of exposition we will take β t = β a constant fixed for all episodes (we get essentially the same regret bound for a fixed β = β T as for a changing β, but we lose the anytime nature of the algorithm). Consider the update to the K-function that occurs after time t, i.e., let δk t (s, a) = k t+1 (s, a) − k t (s, a). According to lemma 3 the policy at any state at each episode satisfies (suppressing the dependence on state) π t+1 = argmax π∈Π βπ T (k t + δk t ) + H(π) = argmax π∈Π βπ T δk t + π T (βk t − log π) = argmax π∈Π βπ T δk t + π T (log π t − log π) = argmin π∈Π −βπ T δk t + D KL (π, π t ) , where we used the fact that π t ∝ exp βk t . In the online convex learning case, where the learner receives a sequence of functions and at time t uses the subgradient of the function received at that time, mirror descent has a bound on regret ofÕ( √ T ), which matches our bound [93] . The relationship here between mirror descent with a KL-penalty and K-learning also suggests a relationship to TRPO, PPO, and natural policy gradient [90, 91, 38] , which update the policy along a gradient subject to a KL-divergence penalty or constraint.
Conclusions
In this paper we derived a new Bellman update rule and associated exploration policy. We refer to this algorithm as K-learning, and it guarantees a Bayesian expected regret bound for episodic MDPs ofÕ(L 3/2 √ SAT ) where L is the time horizon, S is the number of states, A is the number of actions, and T is the total number of elapsed time-steps. This bound is only a factor of L larger than the established lower bound. In the presented numerical examples K-learning performed well when compared to other techniques from the literature.
Appendix

Greedy K-learning for Bandits
Algorithm 4 Greedy K-learning for multi-armed bandits Input: multi-armed bandit {A, R}, uncertainty parameter σ initialize n a ← 0, a = 1, . . . , A, F 1 ← ∅ for round t = 1, 2, . . . , do calculate β t = 4t log A σ 2 A(1+log t) calculate posterior mean of rewardsμ = E(µ|F t ) calculate k values for a = 1, . . . , A: k a =μ a + σ 2 βt 2(1+na) action a t = argmax k a update n at ← n at + 1, F t+1 ← F t ∪ {a t , r t } end for 8.2 Greedy K-learning for MDPs Algorithm 5 Greedy K-learning for episodic MDPs Input: MDP M = {X , A, R, P, L, ρ}, initialize n(s, a) ← 0 for all s, a ∈ X × A, F 1 ← ∅ for episode t = 1, 2, . . . do calculate β t = 4tL log A (σ 2 r +L 2 )A|X |(1+log t) calculateμ = E(µ|F t ) and transition operatorÊ s l+1 via E(P |F t ) set k(s L+1 , ·) = 0 for step l = L, . . . , 1 do k(s l , a l ) =μ(s l , a l ) + (σ 2 r + L 2 )β t 2(1 + n t (s l , a l )) +Ê s l+1 max a l+1 k(s l+1 , a l+1 )
for each (s l , a l ) ∈ S l × A end for for step l = 1, . . . , L do at state s l calculate action a l = argmax k(s l , ·) end for update n(s, a) ← n(s, a) + 1 for visited s, a update F t+1 ← F t ∪ {s l , a l , r l , s l+1 : l = 1, . . . , L} end for 8.3 The perspective preserves strict convexity Lemma 13 . Let f : R → R be a strictly convex function, then g : R + → R defined by g(τ ) = τ f (1/τ ) is also strictly convex.
Proof. This follows from a straightforward application of Jensen's inequality, let θ ∈ (0, 1), g(θx + (1 − θ)y) = (θx + (1 − θ)y)f ( 
Conic representation of perspective of log-sum-exp
Here we show the exponential cone formulation of the epigraph for f (x, t) = t log m i=1 exp(x i /t) which, as we have already shown, is jointly convex in x and t. The exponential cone C exp ⊂ R 3 is defined as C exp = {(x, y, z) : y exp(x/y) ≤ z, y ≥ 0}.
We want a conic formulation for the set {(x, t, y) : f (x, t) ≤ y}. We can rewrite the inequality as i exp(x i /t) ≤ exp(y/t), which is equivalent to
from which we get the conic representation (x i − y, t, v i ) ∈ C exp , i = 1, . . . , m,
