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ABSTRACT 
Satellite remote sensing observations have been used for numerous studies to 
better understand physical and biological properties over varying spatial and temporal 
scales. Depending on the satellite and sensor, the satellite-derived observations can 
provide high spatial and temporal resolution for many important physical and biological 
variables. While there are many limitations in utilizing satellite remote sensing products, 
there are also many advantages. This dissertation investigates three different applications 
for satellite remote sensing products to address climatological and ecological concerns. 
This dissertation is motivated by two overall research questions: (1) How can satellite 
remote sensing products be used to address important climatological and ecological 
problems; and (2) What are the limitations and advantages to using satellite remote 
sensing products for such studies? I focus on using satellite-derived precipitation 
estimates from the NOAA PERSIANN Climate Data Record (CDR), and land surface 
temperature (LST), sea surface temperature (SST), and chlorophyll-a concentration from 
Aqua and Terra satellites. Additionally, I provide comparative analysis with in-situ 
observations to determine how well the different satellite-derived variables preform for 
the different applications. While each of the three studies presented in this dissertation are 
very different, they all provide similar results and conclusions for the overall application 
of utilizing satellite-derived observations.  
The overall results of this dissertation show that satellite remote sensing products 
 vi 
have many important advantages over in-situ data depending on the research question and 
geographical location. In the first study, I found that using the PERSIANN CDR was able 
to provide end-users with a a long-term record of El Niño Southern Oscillation (ENSO) 
based precipitation estimates for the entire United States Affiliated Pacific Islands 
(USAPI). However in the second study, I discovered that satellite-derived observations 
were not well suited for understanding the body growth of a rocky intertidal mussel 
species because of the limitations in spatial resolution. Lastly, I found that satellite-
derived surface temperature measurements were better predictors of intertidal water 
temperature than some in-situ water measurements. Together, these studies highlight both 
the limitations and advantages to using satellite-derived observations for different 
applications. 
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Over generations we have sought to better understand and explain the natural world in 
which we live (Dunn 1993). Early civilizations used their own observations to decipher 
patterns in seasons to better understand weather patterns and astronomical events. As 
time progressed, individuals started developing different tools to aid them in observing 
and learning about the natural world. Tools like the compass and sextant were made to 
aid in navigation and mapmaking, which helped us understand the ocean currents and 
surface winds (Ifland 2000). Simple rain gauges (Strangeways 2010) and anemometers 
helped us to measure and understand temporal and spatial variations in precipitation and 
wind patterns. Many of these inventions were the direct result of civilizations and 
societies needing to plan and prepare for losses in agricultural crops and livestock, 
navigating to undiscovered lands, and increasing wealth and development.  
Interestingly, our need to understand and explain the natural world has not changed. 
Indeed, some even argue that the need has only become more important and essential for 
our own growth, development, and survival. With the anticipated changes in Earth’s 
climate, more people have been working towards not only understanding the different 
physical, chemical, and biological processes, but also trying to predict them days, 
months, and years into the future. While we still use the simple tools that were developed
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years ago, we have also worked to develop many more types of tools, sensors, and other 
measuring devices to help us in this quest. Today, we can measure many different 
properties across the world using rain gages, temperature probes, monitoring stations, tide 
gauges, ocean buoys, drifters, and many other types of in-situ observations. Additionally, 
we have built sophisticated remote sensors that can measure different properties from 
short and long distances from the object they are measuring (Campbell and Wynne 2011). 
We have Doppler radar stations, ground penetrating radar, sonar, radiometers, and other 
remote sensing instruments. More recently, we have made huge advancements in our 
ability to measure different variables from very long distances. We are now able to 
measure variables such as gravity, cloud tops, wind patterns, salinity, soil moisture, 
surface temperature (land and ocean), precipitation, snow cover, and aerosol from space. 
This ability to measure different physical and biological processes is due to the 
development of satellite remote sensing instruments. These technological advancements 
have led to better understanding of many biological and physical phenomena because 
they are the first observational tools to offer global perspectives of variables. The global 
perspective they offer allows a more complete look at many climatological and ecological 
events that we may have not fully understood before. For instance, we can now use 
satellite-derived precipitation measurements to understand how the different phases of the 
El Niño Southern Oscillation influence precipitation patterns across the U.S. Affiliated 
Pacific Islands (USAPI) (Sutton, et al. 2015). We can also use satellite-derived 
chlorophyll-a concentration to better understand upwelling and how it relates to fish 
abundance along eastern boundary currents. In addition, these global products are 
available for the public to access and use.  
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However, not all processes can or should be measured using satellite remote 
sensing instruments. Just like understanding the limitations in using handheld measuring 
devices (i.e. human error, calibration, significant digits, etc.) or making observations (i.e. 
bias, sample size, etc.), there are also many limitations in using satellite remote sensing. 
Limitations include issues related to sensor type (passive versus active) (Elachi and Van 
Zyl 2006), spatial and temporal resolution, and validation with in-situ measurements, 
sensor malfunction, calibration, and cost.  
A passive sensor is only able to measure the radiation emitted or reflected from 
the surface of an object and hence cannot provide measurements past that surface. 
Common uses of passive sensors include measuring Land Surface Temperature (LST), 
Sea Surface Temperature (SST), Chlorophyll-a concentration, and other types of 
measurements relying on the brightness temperature of an object/surface. Due to the way 
in which they measure, passive sensors are not able to accurately measure through clouds 
or fog. Generally, this limitation is not too much of an issue, but in areas of the world that 
have a lot of cloud coverage, it can be a huge limitation when using the satellite data.  
Active sensors are able to generate their own energy and direct it to the object 
needing to be measured. This means that active sensors can penetrate beyond the surface 
of an object. Active sensors can penetrate through cloud coverage and into Earth’s 
surface. Common uses of active sensors include measuring Sea Surface Height (SSH), 
soil moisture, hurricane formation, precipitation, and ice sheet formation.  
Another important limitation and advantage to satellite remote sensing are the 
varying spatial and temporal resolutions of different satellite products. The temporal and 
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spatial resolution of a satellite product will depend on the type of sensor, the height and 
orbit of the satellite, and the parameter/variable being measured. For instance, many of 
the weather satellites are geostationary, meaning that they stay over a specific location. 
These satellites can provide high spatial and temporal resolution data because they are 
only focused on a portion of the world. For satellites that orbit the earth to provide global 
coverage, the temporal and spatial resolution will be directly affected. Generally, if a 
satellite provides global, daily measurements, its spatial resolution will be lower than if a 
satellite only provides measurements every 16 days. Unfortunately, this means that one of 
the spatial or temporal components have to be sacrificed, because it cannot have global, 
daily coverage and high spatial resolution. The decision of which temporal and spatial 
resolution a satellite dataset should have is based on the physical or biological parameter 
being measured. For example, daily measurement of land cover is not as important as a 
high spatial resolution measurement, but daily precipitation estimates is more important 
even at lower spatial resolution. This becomes a very important aspect when measuring 
ecological and climatological processes. Many ecological processes happen at fine 
temporal and spatial scales thus limiting the use of satellite remote sensing. 
Climatological studies need to have thirty or more years of data to understand the 
temporal and spatial variation in climate variables. While many satellite products cannot 
provide thirty years of data, there are some exceptions. NOAA’s PERSIANN Climate 
Data Record (CDR) provides more than thirty years of daily global precipitation 
estimates, but is only available at a 0.25° spatial resolution.  
Other limitations in satellite remote sensing products are validation, calibration, 
sensor or satellite malfunction, and cost. These limitations are often not expected or 
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planned. Validation and calibration of satellite data is often limited to specific locations 
and times. Often, sensors may perform very well in certain locations but not others. 
Examples may include measuring precipitation over relatively flat areas versus areas with 
varying elevation. Sensor or satellite malfunction is another rare but real limitation in 
using satellite data. Some examples include the failure of the Scan Line Corrector (SLC) 
on Landsat 7 and radar failure on the Soil Moisture Active Passive (SMAP) satellite. 
Finally, the cost of planning and building a satellite and its sensors is very expensive. 
However, considering the amount of data that one satellite can provide (depending on the 
sensors included on the satellite) over its lifetime, the cost of building and maintaining a 
satellite is relatively cheap.  
Another limitation that is rarely discussed is the limitation in user ability to 
access, process, and analyze satellite remote sensing data. Beyond the personal opinions 
of whether satellite remote sensing or in-situ observations are better at addressing 
different environmental research problems, there is a clear division of user ability. Quite 
simply, many satellite remote sensing products are difficult to locate, download, 
understand, and are often in hard to use data formats. All of these issues make it very 
difficult for different types of users (academics, federal/state, private, industry, and other) 
to actually use satellite-derived datasets. 
In the following chapters, I present research that highlights many of the 
advantages and limitations in using satellite remote sensing datasets. This dissertation is 
motivated by three overall research questions: (1) How can satellite remote sensing 
products be used to address important climatological and ecological problems; and (2) 
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What are the limitations and advantages to using satellite remote sensing products for 
such studies? 
In the following chapter, research conducted while working with the NASA 
DEVELOP National Program at NOAA’s National Centers for Environmental 
Information (NCEI) in Asheville, North Carolina is presented. My team and I worked 
with our science advisors and end-users to produce a 30-year ENSO based climatology, 
atlas, and ArcGIS online mapping application showing how precipitation estimates vary 
over the USAPI. Additionally, we worked to publish two articles from our work. The first 
article has been accepted to the Bulletin of the American Meteorological Society 
(BAMS) as an inbox article and the second article has been accepted with minor revisions 
to EOS Transactions. Our research highlights the advantages to using satellite remote 
sensing for an applied research project.  
The third chapter also utilizes satellite remote sensing variables, but for an 
ecological study. This chapter focuses on trying to use LST, SST, and chlorophyll-a 
concentration to predict the growth of a rocky intertidal mussel species, Mytilus 
californianus . Due to limitations in the spatial resolution of the data, we found that the 
satellite products were not good predictors for mussel body growth. This study was 
published in AGU books as an example of different methods that can be done using 
remote sensing products.  
The forth chapter uses satellite remote sensing SST and in-sit water temperature 
to predict of the intertidal water temperature along the Oregon coastline. While SST was 
not able to capture all of the variation in intertidal water temperature, it explained more of 
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the variation than the in-situ temperature measurements. This chapter highlights some of 
the advantages and the many limitations to using SST for our study. This chapter was 




AN EL Niño  SOUTHERN OSCILLATION (ENSO) BASED PRECIPITATION 
CLIMATOLOGY FOR THE UNITED STATES AFFILIATED PACIFIC ISLANDS 








Sutton, J. R. P., N. T. Luchetti, E. E. Wright, M. C. Kruk, and J. J. Marra, 2015: An El 
Niño Southern Oscillation (ENSO) based Precipitation Climatology for the United 
States Affiliated Pacific Islands (USAPI) Using the PERSIANN Climate Data 
Record.  National Aeronautics and Space Administration DEVELOP National 




The United States Affiliated Pacific Islands (USAPI) are highly susceptible to 
extreme precipitation events such as drought and flooding, which directly affect their 
freshwater availability. Precipitation distribution differs by sub-region, and is 
predominantly influenced by phases of the El Niño Southern Oscillation (ENSO). This 
project provided an updated ENSO-based climatology of long-term precipitation patterns 
for each USAPI Exclusive Economic Zone (EEZ) using the NOAA PERSIANN Climate 
Data Record (CDR). This data provided a 30-year record (1984-2015) of daily 
precipitation at 0.25° resolution, which was used to calculate monthly, seasonal, and 
yearly precipitation. Maps showing percent departure from normal (30-year average) 
were made for each three-month season based on the Oceanic Niño Index (ONI) for five 
ENSO phases (moderate-strong El Niño and La Niña, weak El Niño and La Niña, and 
neutral).  
INTRODUCTION 
There are over 2000 islands in the U.S.-Affiliated Pacific Islands (USAPI), which 
are highly susceptible to extreme events such as drought and floods (Schroeder, et al. 
2012). These extreme events directly influence the quality of freshwater and the overall 
availability of freshwater resources by island communities. Accessibility to fresh water is 
heavily dependent upon the amount and rate of precipitation received within a given 
month, season, or year (Kruk, Lorrey, et al. 2015). Due to the location of the USAPI, 
many of the islands experience dramatic variations in precipitation during the different 
phases of the El Niño Southern Oscillation (ENSO). The ENSO is an oceanic-
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atmospheric phenomenon that influences precipitation distribution around the world 
(Rasmusson and Wallace 1983, Ropelewski and Halpert 1987). Rainfall in the Tropics 
region is especially affected by strong ENSO events (Schroeder, et al. 2012, Kruk, 
Lorrey, et al. 2015). During strong warm ENSO phases, such as the 1997/1998 El Niño 
event, extremes in precipitation distribution have significant socioeconomic impacts 
throughout the USAPI (Hamnett, Anderson and Guard 1999, Schroeder, et al. 2012). This 
event in particular was responsible for crop losses across the USAPI except in Guam, 
water rationing in the Marshall Islands and Federal States of Micronesia, wildfires in 
Pohnpei, Chuuk, Yap, Palau, and Guam, and loss of livestock in the Northern Mariana 
Islands (Hamnett, Anderson and Guard 1999, Schroeder, et al. 2012). 
The purpose of this research was to utilize the publically available PERSIANN 
Climate Data Record (CDR) (Table 2.1) to make a 30-year ENSO-based climatology of 
precipitation estimates for the USAPI during five phases of ENSO. The end products of 
this climatology complement the existing literature of how the likelihood of precipitation 
changes within five specific ENSO phases, defined using the Oceanic Niño Index (ONI).  
METHODS 
The PERSIANN-CDR provides a 30-year record of global daily precipitation at 
0.25° resolution (Hsu, et al. 2013) (Table 2.1). Daily PERSIANN-CDR precipitation data 
was available from January 1983 to present. This climatology incorporates a 30-year 
study period from 1 January 1985 through 31 December 2014. This time period agrees 
with the World Meteorological Organization definition of climatological standard 
normals (WMO 2012). By incorporating this length of record, the analysis depicts trends 




Global, daily precipitation, 0.25° resolution precipitation was downloaded from 
the NOAA CDR ftp website (ftp://data.ncdc.noaa.gov/cdr/persiann/files/) in June 2015. 
The daily data was then subset to study region and compiled into monthly, seasonal, and 
yearly precipitation files. The 30-year precipitation normals were made for each month, 
January through December. Exclusive Economic Zone (EEZ) shape files were used to 
further subset the data for each island chain of the USAPI, American Samoa, the 
Republic of the Marshall Islands (RMI), the Federated States of Micronesia (FSM), 
Guam and the Commonwealth of the Northern Mariana Islands (CNMI), the Republic of 
Palau, and Hawaii.  
The precipitation estimates were also temporally sub-setted using the Oceanic 
Niño Index (ONI) provided by NOAA’s Climate Prediction Center (CPC) (Table 2.2). 
The ONI is a three-month running average of sea surface temperature (SST) that was 
used to determine the five phases on ENSO for this research (Table 2.3). Maps were 
created in ArcGIS to show three-month anomalous dry and wet areas across the USAPI 
and each EEZ.  
Additionally, a verification analysis was done using in-situ rain gages from the 
Global Historical Climate Network to understand how well the satellite-based 
precipitation estimates compared to in-situ precipitation. Using Kruk et al. (2013), 36 
long-term stations were used for this verification analysis (Figure 2.1). Two methods 
were used including 1) a pixel to station comparison and 2) an averaged eight 




The 30-year precipitation normals for each three-month season DJF (December, 
January, February) (Figure 2.2), JFM (January, February, March) (Figure 2.3) and FMA 
(February, March, April) (Figure 2.4). The maps show the areas within the USAPI that 
experience the highest and lowest precipitation on average. As indicated on the maps, the 
Inter-tropical Convergence Zone (ITCZ) is clearly seen from approximately 0º to 10ºN. 
This zone is where the highest precipitation occurs across the USAPI. These maps 
highlight the spatial distribution of rainfall throughout the Pacific basin for each three-
month period calculated by averaging the three-month seasonal sums from 1985 to 2014. 
Within these maps, the seasonal shift of rainfall associated with the Inter Tropical 
Convergence Zone (ITCZ) is visually evident as well as the seasonal shift of rainfall 
associated with the South Pacific Convergence Zone (SPCZ). These maps are useful in 
the manner that they display baseline seasonal precipitation patterns over the entire study 
period of 1985-2014.  
Precipitation estimates for the moderate to strong El Niño  phase for each three-
month season (DJF, JFM, and FMA), can be seen in Figures 2.5, 2.6, and 2.7 
respectively. Additionally, precipitation estimates for the moderate to strong La Niña 
phase for each three month season (DJF, JFM, and FMA) can be seen in Figures 2.8, 2.9, 
and 2.10 respectively. These maps show the percent departure from normal for the ENSO 
phase before (Year (0) and after (Year (+1)) the onset of the phase as indicated in the 
map title and caption. After the onset of a moderate-strong El Niño  for the three-month 
seasons, DJF, JFM, and FMA, there are drier conditions for the majority of the USAPI 
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(Figure 2.5, 2.6, and 2.7). The ITCZ shifts east after the onset of moderate-strong El 
Niño, which moves the precipitation from west to east. Whereas, after the onset of a 
moderate-strong La Niña for DJF, JFM, and FMA, there are wetter conditions for the 
majority of the USAPI (Figure 2.8, 2.9, and 2.10). 
Precipitation change following the onset of a moderate-strong El Niño phase for 
DJF for each of the six EEZs can be seen in Figures 2.11 through 2.16. These maps 
provide an example of how a typical moderate-strong El Niño influences precipitations 
within each EEZ. All of the maps show drier conditions for the majority of the EEZ 
areas. The Hawaiian Islands, Federated States of Micronesia, and the Republic of Palau 
have the driest conditions across the entire EEZ area with some areas showing an 80% 
decrease in precipitation.  
There was a good comparison between mean in-situ annual precipitation estimates 
(1985-2014) and mean annual PERSIANN-CDR precipitation in a 9-grid box. 
Approximately, 61% of the variation in mean annual in-situ precipitation from GHCN 
was explained by mean annual precipitation from the PERSIANN-CDR (Figure 2.17). In-
situ mean monthly precipitation was compared to mean monthly precipitation from the 
PERSIANN-CDR (Figure 2.18). Mean monthly precipitation from the PERSIANN-CDR 
explained 74% to 85% of the variations in in-situ mean monthly precipitation for January 
through April.  
After the onset of a moderate-strong La Niña or El Niño, there is a decrease in in-
situ precipitation in Chuuk (Figure 2.19). However, there is a much larger decrease in 
precipitation after the onset of an El Niño than a La Niña  (Figure 2.19). Similar figures 
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were made to show the percent change in precipitation from the PERSIANN-CDR before 
and following the onset of each El Niño Southern Oscillation (ENSO) phase (Figure 
2.20). Tables similar to Table 2.5 were made to show the percent change in PERSIANN 
precipitation for each station location before and following each of the five phases of 
ENSO.  
DISCUSSION 
Conducted over a 10-week period, this study utilized the PERSIANN Climate 
Data Record from NOAA to provide 30-year ENSO-based precipitation climatology for 
the USAPI. Additionally, verification analysis was conducted for each level-station 
location to determine how well the satellite based precipitation estimate compared to in-
situ precipitation estimates. While some of the verification analysis proved that 
PERSIANN precipitation is not accurate for some islands, it also showed that in many 
areas, the PERSIANN CDR performed well. Additionally, the 30-year normal maps are 
very consistent with known weather monthly and seasonal weather patterns. The maps 
clearly showed the movement of the ITCZ throughout the year bringing more or less 
precipitation to different areas. The ENSO based maps showed the areas with higher or 
lower precipitation estimates given a 3-month season and ENSO phase. These maps also 
showed expected patterns across the USAPI.  
The overall purpose of the study was to provide the project partners with a 
resource and guide they could use to better understand how precipitation changes based 
on the different ENSO phases. Up until this project, the water resource managers on the 
islands relied on in-situ station precipitation estimates and model output to understand 
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how precipitation changed during different ENSO phases. This project provided them 
with a larger spatial scale analysis and look at precipitation as well as within their 
designated EEZs. Furthermore, from this study the authors have published an Inbox 
article in the Bulletin of the American Meteorological Society (BAMS) and has accepted 
article in EOS Transactions. Lastly, this project has been published on the NOAA.gov 
website and has earned the NOAA National Centers for Environmental Information 2015 
Employee’s Choice Award For Innovative Product of the Year. Interested readers can 
find more information about the project at the following interactive website, which also 




Table 2.1. Information about the datasets used to develop the 30-year El Niño Southern Oscillation (ENSO) based climatology. 
     
Product Type Spatial Resolution Temporal Resolution Website 




Precipitation In-situ Point Daily 
http://www1.ncdc.noaa.gov/pub/data/ghcn/daily 
Oceanic Niño Index Model - 3 Month 
http://www.cpc.ncep.noaa.gov/products/analysis_monitorin
g/enso stuff/ensoyears.shtml 
 Word Exclusive 
Economic Zone Shape File - - 
http://www.marineregions.org/download 




Table 2.2. Oceanic Niño Index (ONI) values from 1984 through 2014 with mean ONI from SON through JFM. 
Year DJF JFM FMA MAM AMJ MJJ JJA JAS ASO SON OND NDJ Mean ONI SON-JFM 
1984 -0.5 -0.3 -0.3 -0.4 -0.4 -0.4 -0.3 -0.2 -0.3 -0.6 -0.9 -1.1 -0.84 
1985 -0.9 -0.7 -0.7 -0.7 -0.7 -0.6 -0.4 -0.4 -0.4 -0.3 -0.2 -0.3 -0.32 
1986 -0.4 -0.4 -0.3 -0.2 -0.1 0 0.2 0.4 0.7 0.9 1 1.1 1.06 
1987 1.1 1.2 1.1 1 0.9 1.1 1.4 1.6 1.6 1.4 1.2 1.1 1 
1988 0.8 0.5 0.1 -0.3 -0.8 -1.2 -1.2 -1.1 -1.2 -1.4 -1.7 -1.8 -1.58 
1989 -1.6 -1.4 -1.1 -0.9 -0.6 -0.4 -0.3 -0.3 -0.3 -0.3 -0.2 -0.1 -0.06 
1990 0.1 0.2 0.2 0.2 0.2 0.3 0.3 0.3 0.4 0.3 0.4 0.4 0.36 
1991 0.4 0.3 0.2 0.2 0.4 0.6 0.7 0.7 0.7 0.8 1.2 1.4 1.3 
1992 1.6 1.5 1.4 1.2 1 0.8 0.5 0.2 0 -0.1 -0.1 0 0.06 
1993 0.2 0.3 0.5 0.7 0.8 0.6 0.3 0.2 0.2 0.2 0.1 0.1 0.12 
1994 0.1 0.1 0.2 0.3 0.4 0.4 0.4 0.4 0.4 0.6 0.9 1 0.82 
1995 0.9 0.7 0.5 0.3 0.2 0 -0.2 -0.5 -0.7 -0.9 -1 -0.9 -0.88 
1996 -0.9 -0.7 -0.6 -0.4 -0.2 -0.2 -0.2 -0.3 -0.3 -0.4 -0.4 -0.5 -0.44 
1997 -0.5 -0.4 -0.2 0.1 0.6 1 1.4 1.7 2 2.2 2.3 2.3 2.14 
1998 2.1 1.8 1.4 1 0.5 -0.1 -0.7 -1 -1.2 -1.2 -1.3 -1.4 -1.3 
1999 -1.4 -1.2 -1 -0.9 -0.9 -1 -1 -1 -1.1 -1.2 -1.4 -1.6 -1.44 
2000 -1.6 -1.4 -1.1 -0.9 -0.7 -0.7 -0.6 -0.5 -0.6 -0.7 -0.8 -0.8 -0.72 
2001 -0.7 -0.6 -0.5 -0.3 -0.2 -0.1 0 -0.1 -0.1 -0.2 -0.3 -0.3 -0.22 
2002 -0.2 -0.1 0.1 0.2 0.4 0.7 0.8 0.9 1 1.2 1.3 1.1 1.02 




2004 0.3 0.2 0.1 0.1 0.2 0.3 0.5 0.7 0.7 0.7 0.7 0.7 0.66 
2005 0.6 0.6 0.5 0.5 0.4 0.2 0.1 0 0 -0.1 -0.4 -0.7 -0.5 
2006 -0.7 -0.6 -0.4 -0.2 0 0.1 0.2 0.3 0.5 0.8 0.9 1 0.74 
2007 0.7 0.3 0 -0.1 -0.2 -0.2 -0.3 -0.6 -0.8 -1.1 -1.2 -1.3 -1.26 
2008 -1.4 -1.3 -1.1 -0.9 -0.7 -0.5 -0.3 -0.2 -0.2 -0.3 -0.5 -0.7 -0.6 
2009 -0.8 -0.7 -0.4 -0.1 0.2 0.4 0.5 0.6 0.7 1 1.2 1.3 1.18 
2010 1.3 1.1 0.8 0.5 0 -0.4 -0.8 -1.1 -1.3 -1.4 -1.3 -1.4 -1.3 
2011 -1.3 -1.1 -0.8 -0.6 -0.3 -0.2 -0.3 -0.5 -0.7 -0.9 -0.9 -0.8 -0.78 
2012 -0.7 -0.6 -0.5 -0.4 -0.3 -0.1 0.1 0.3 0.4 0.4 0.2 -0.2 -0.1 
2013 -0.4 -0.5 -0.3 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.2 -0.3 -0.36 
2014 -0.5 -0.6 -0.4 -0.2 0 0 0 0 0.2 0.4 0.6 0.6  
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Table 2.3. El Niño Southern Oscillation phases and years based on the mean Oceanic 
Niño Index (ONI) values of SON through JFM. 
 
Neutral                  
-0.5 < ONI < 0.5 
Mod-strong 
El Niño     
ONI ≥ 1.0 
Mod-strong 
La Niña    
ONI ≤ -1.0 
Weak El Niño 
0.5 ≤ ONI <1.0 
Weak La Niña       
- 1.0 < ONI ≤-0.5 
85/86 86/87 88/89 94/95 84/85 
89/90 87/88 98/99 04/05 95/96 
90/91 91/92 99/00 06/07 00/01 
92/93 97/98 07/08 
 
05/06 







    
03/04 
    
12/13 
    
13/14 




Table 2.4. List of GHCN Stations level-one stations used in verification analysis with 1985-2014 mean annual precipitation values 
compared to PERSIANN-CDR 1-grid box and 9-grid box over station and sensitivity analysis of surrounding grid boxes. Countries 
and states are as follows: American Samoa (AS), Commonwealth of the Northern Mariana Islands (MP), Federal States of Micronesia 
(FM), Guam (GU), Hawaii (HI), Republic of the Marshall Islands (MH), Republic of Palau (PW).  
NOAA Station Information 30-Year Mean (1985-2014) 




PERSIANN 1 Grid 
Box (mm) 
9-Grid Box (mm) 
AS PAGO PAGO WSO 
AP 
AQW00061705 -14.331 -170.714 3.7m 3131 1955 1953 
MH KWAJALEIN RMW00040604 8.733 167.733 2.1m 3151 1923 1929 
MH MAJURO WBAS 
AP 
RMW00040710 7.083 171.383 3.0m 4595 2636 2632 
FM YAP ISLAND 
WSO AP 
FMW00040308 9.483 138.083 13.4m 3557 2557 2560 
FM POHNPEI WSO FMW00040504 6.967 158.217 36.6m 2574 2901 2903 
FM CHUUK WSO AP FMW00040505 7.450 151.833 1.5m 3785 2871 2881 
PW KOROR WSO PSW00040309 7.333 134.483 28.7m 2424 2821 2808 
HI HILO INTL AP USW00021504 19.719 -155.053 11.6m 3262 781 751 
HI HONOLULU INTL 
AP 
USW00022521 21.324 -157.929 2.1m 3200 385 384 
HI LIHUE WSO AP USW00022536 21.984 -159.340 30.5m 427 441 432 




Table 2.5. Precipitation estimates for Chuuk for each three-month season for the 30-year mean, moderate-strong La Niña and El Niño, 
weak La Niña and El Niño , and neutral phases.  
CHUUK 30 Year MODERATE-STRONG WEAK NEUTRAL 
Season Year mm in La Niña El Niño La Niña El Niño  
DJF 0 586 23 -19% 9% 10% 7% -7% 
JFM 0 572 23 -22% 9% 13% -7% -6% 
FMA 0 623 25 -17% 14% 7% -2% -11% 
MAM 0 710 28 -13% -4% 9% 14% -3% 
AMJ 0 768 30 -17% 4% 1% 19% -2% 
MJJ 0 785 31 -14% 10% -2% 19% -5% 
JJA 0 831 33 -22% 17% -1% 14% -3% 
JAS 0 838 33 -17% 18% -1% 5% -4% 
ASO 0 809 32 -8% 5% 0% 5% 1% 
SON 0 737 29 1% 4% -2% -16% 4% 
OND 0 693 27 15% -12% -6% -15% 9% 
NDJ 0 640 25 14% -16% 1% -14% 11% 
DJF +1 586 23 14% -38% 0% -2% 17% 
JFM +1 572 23 14% -51% 0% 7% 22% 
FMA +1 623 25 19% -44% -17% 7% 25% 
MAM +1 710 28 21% -28% -14% 4% 14% 
AMJ +1 768 30 10% -18% -14% -7% 16% 
MJJ +1 785 31 2% -12% -5% -13% 13% 
JJA +1 831 33 -1% -8% -7% -17% 15% 
JAS +1 838 33 -5% -3% -2% -8% 8% 
ASO +1 809 32 -6% 5% -5% -3% 4% 
SON +1 737 29 -5% 2% 8% 7% -6% 
OND +1 693 27 10% 4% 7% 4% -13% 























Figure 2.5. Two-panel map showing the DJF seasonal average precipitation change 
proceeding and following a moderate-strong El Niño phase for the U.S. Affiliated Pacific 
Islands.  


















Figure 2.6. Two-panel map showing the JFM seasonal average precipitation change 
proceeding and following a moderate-strong El Niño phase for the U.S. Affiliated Pacific 
Islands.  



















Figure 2.7. Two-panel map showing the FMA seasonal average precipitation change 
proceeding and following a moderate-strong El Niño phase for the U.S. Affiliated Pacific 
Islands. 


















Figure 2.8. Two-panel map showing the DJF seasonal average precipitation change 
proceeding and following a moderate-strong La Niña phase for the U.S. Affiliated Pacific 
Islands.  


















Figure 2.9. Two-panel map showing the JFM seasonal average precipitation change 
proceeding and following a moderate-strong La Niña phase for the U.S. Affiliated Pacific 
Islands.  



















Figure 2.10. Two-panel map showing the FMA seasonal average precipitation change 
proceeding and following a moderate-strong La Niña phase for the U.S. Affiliated Pacific 
Islands. 



















Figure 2.11. Map showing the precipitation change following the onset of a moderate-




Figure 2.12. Map showing the precipitation change following the onset of a moderate-




Figure 2.13. Map showing the precipitation change following the onset of a moderate-





Figure 2.14. Map showing the precipitation change following the onset of a moderate-





Figure 2.15. Map showing the precipitation change following the onset of a moderate-





 Figure 2.16. Map showing the precipitation change following the onset of a moderate-



















Figure 2.17. Global Historic Climatology Network mean annual precipitation values (1985-2014) compared to PERSIANN-CDR 9-












Figure 2.19. In-situ precipitation before and following a moderate-strong La Niña  (blue line) and moderate-strong El Niño  (red line) 







Figure 2.20. Percent change in precipitation from the PERSIANN-CDR before and following the onset of each El Niño  Southern 
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This study investigates using satellite surface temperature and chlorophyll-a 
concentration to understand the spatial variability in body growth data of the 
competitively dominant ecosystem engineer, Mytilus californianus . Satellite sea surface 
temperature (SST), land surface temperature (LST), chlorophyll-a concentration, and in-
situ mussel body growth were collected for eight study sites along the coast of Oregon, 
USA from 2000 through 2011.  Differences in surface temperatures, chlorophyll-a 
concentration, and mussel body growth were seen across study sites. Mean annual sea 
surface temperature explained 55% of the variability in size-specific mussel growth at 
Boiler Bay and 47% at Gull Haven. Mean annual chlorophyll-a concentration explained 
53% of the variability in size-specific mussel body growth at Cape Arago. Cape Arago 
was the only study site where chlorophyll-a concentration was a significant predictor of 
mussel body growth. At the present time the results suggest that satellite data cannot be 
used to predict mussel body growth.  
INTRODUCTION  
The advancement of remote sensing technology has led to better understanding of 
the spatial and temporal variation in many physical and biological parameters, such as, 
temperature (Wan, et al. 2010), salinity (Gabarro, et al. 2004), soil moisture (Njoku, et al. 
2003), vegetation cover (Gillies and Carlson 1995), and community composition (Gould 
2000). Remotely sensed surface temperatures have been used to better understand land-
cover changes (Lambin and Erlich 1997), detection of infectious disease (Lobitz, et al. 





sensed chlorophyll-a concentration has been used to identify areas of upwelling, algal 
blooms, productivity, and food availability (Antoine, Andre and Morel 1996). Within 
marine rocky intertidal ecosystems, temperature and food availability influence species 
abundance, physiological performance, and distribution of mussel species (Harley, et al. 
2006, Helmuth, Mieszkowska, et al. 2006, Mieszkowska, et al. 2006). However, since the 
temperature that mussel species experience is different from the air temperature due to 
physical and biological characteristics (size, color, gaping, etc.), it is difficult to 
accurately predict the thermal stresses they experience. Current methods to determine the 
temperature mussel species experience range from in-situ field observations, temperature 
loggers, temperature models, and using other temperature variables (air and water) 
(Fitzhenry, Halpin and Helmuth 2004, Lima and Wethey 2009). Methods to determine 
food availability (chlorophyll-a concentration used as a proxy) for mussel species are 
mostly done at a specific study sites using water sampling (Menge, Chan and Lubchenco 
2008). This implies that estimation of temperature and food availability across large 
spatial scales and long temporal scales is not a trivial task given the spatial heterogeneity. 
However this estimation is an essential step in determination of the impact of changing 
climate on vulnerable ecosystems such as the marine rocky intertidal system.  This 
research takes a novel approach in understanding the spatial variability of mussel body 
growth using remotely sensed surface temperatures and chlorophyll-a concentration.  
The purpose of this study is to investigate whether remotely sensed data (surface 
temperature and chlorophyll-a concentration) can be used to understand the spatial 
variation in the growth of the rocky intertidal mussel species, Mytilus californianus. 





chlorophyll-a concentration explained 44.5% of the variance in mussel growth for sites 
along the Oregon coast. We use a similar approach but include more sites and exclusively 
use satellite data. We focus on using remotely sensed data because it is widely available 
(both spatially and temporally), easy to use, and potentially very valuable in addressing 
the following ecological questions [Miller et al., 2005]. 
We address the following important ecological questions: 1) Do the patterns in 
remotely sensed surface temperatures chlorophyll-a concentration, and mussel growth 
vary with site location? 2) Is there a relationship between remotely sensed variables and 
mussel body growth? In this study we used multiple sites to better understand the spatial 
variability of remotely sensed surface temperatures, remotely sensed chlorophyll-a 
concentration, and mussel body growth. 
DATA AND METHODS 
Study System and Sites 
Marine rocky intertidal ecosystems are distributed globally but depending on the 
geographical location and local characteristics, intertidal ecosystems can vary drastically. 
The distribution of organisms within these intertidal zones is directly influenced by 
physical and biological factors (Dayton 1971). Local weather and tide conditions along 
with substrate characteristics can impact the upper and lower ranges of species. 
Biological factors such as competition and predation also alter species distribution and 





Oregon coastline. Each specific study site used has different characteristics that influence 
species but are similar enough to support the same species.  
The sites used in this study were chosen based on the mussel growth monitoring 
data that was available from the Partnership for Interdisciplinary Studies of Coastal 
Oceans (PISCO) (Table 3.1). There are eight sites along the Oregon coast that have seven 
to eight years of mussel growth monitoring data. These study sites were Cape Meares 
(CMRX00), Boiler Bay (BBYX00), Fogarty Creek (FCKX00), Seal Rock (SRKX00), 
Yachats Beach (YBHX00), Gull Haven (GHVX00), Cape Arago (CARX00), and Cape 
Blanco (CBLX00). The coordinates for the mussel growth study sites can be seen in 
Table 3.2. Each PISCO study site was defined as areas with four corner coordinates that 
make up the northwestern, northeastern, southwestern, and southeastern corners. We took 
the four corner coordinates and used them to locate the pixels that could be used for 
surface temperature and chlorophyll-a concentration. The closest land surface pixel that 
contained the intertidal zone was used to collect what we refer to as the intertidal surface 
temperature (IST). Additionally, a pixel located 1km inland from the study site was used 
to collect land surface temperature (LST) because it did not fall in the intertidal zone. Six 
ocean pixels (~12km x ~8km) were chosen to collect the sea surface temperature and 
chlorophyll-a concentration. All the study sites are shown in Figure 26.1.  
Study Species 
The present study focuses on the sessile invertebrate, the California mussel 
(Mytilus californianus), because it is considered a dominant species in the rocky intertidal 





Dayton 1971). It lives within the mid intertidal zone, which is flooded and exposed daily 
by mixed semi-diurnal tides. Mytilus californianus makes large “mussel beds” which 
provides structure to the intertidal zone. Furthermore, they are prey for a variety of 
species including, sea stars (Piaster ochraceus), various bird species, and marine 
vertebrates.  
Mussel Growth 
Mussel growth was determined by using the mussel growth monitoring data from 
PISCO. The protocol for mussel growth monitoring from PISCO is as follows 
(http://data.piscoweb.org):  
 All mussels that are 40 to 50 mm in height are collected from a common source, 
Bob Creek, Oregon. The mussels were then notched at the posterior end of the valves 
once using a wood file. The mussels were kept in a water table at Hatfield Marine 
Science Center until deployment. The mussels were then transplanted to the intertidal and 
were placed in the mid zone exposed location and held down with vexar plastic mesh for 
approximately 6 weeks. At two-week intervals the mesh was domed to help the mussels 
orient themselves in a more natural posture and allow them to attach stronger. After 6 
weeks the mesh was removed. The mussels are left on the shore for approximately 12 
months. After this period, the mussels were collected and stored frozen in the lab until 
they could be processed. In the lab, the initial size was recorded as the height from the 
anterior end to the notch scar, and growth was measured from the notched scar to the 





The initial length was subtracted from the final length to get the total growth 
(length) for each individual measured. Since mussel collection did not always happen 
exactly one year after deployment, the final growth was divided by the collection 
frequency to get a comparable measurement. For example, if the initial length of a mussel 
was 35.8 and the final length was 61.3 after 1.06 years, then the final growth would be 
25.5 and the comparable growth would be 24.057. This was done to get a measurement 
that can be compared with other collections and at different sites since collections varied 
for location and year. Once this was done for each mussel at each site, the initial growth, 
final growth, total growth, and comparable growth were each averaged so that all 
replicates in the same zone with the same deploy date, collect date, deploy site, and 
source site were averaged together. For example, all of the mussels that had the deploy 
date as April 18, 2000, collect date as May 10, 2000, deploy site as Seal Rock (SRKX00), 
source site as Bob Creek (BCKX00), and were located within the low intertidal were 
averaged by replicate and then the replicates were averaged together to get annual 
averages. Then the size-specific proportional growth rate (Menge et al. 2008) was 
calculated for each study site.  
Size-specific proportional growth rate = shell growth x initial length -1x day-1x 1000 
Satellite Data 
Surface temperature and chlorophyll-a concentration was obtained from NASA’s 
sun-synchronous Moderate Resolution Imaging Spectroradiometer (MODIS) aboard the 
Earth Observing System (EOS) (Table 3.1). Sea surface temperature (SST), land surface 





from the Terra daytime overpass (10:30am descending overpass) were used in this study. 
Land surface temperature is at a spatial resolution of 1km, sea surface temperature is at 
4km and chlorophyll-a concentration is at a 4km spatial resolution.   
Daily Terra SST was obtained from the Physical Oceanography Distribution 
Active Archive Center (PO.DAAC) website (http://podaac.jpl.nasa.gov/) via the FTP 
protocol. Land surface temperatures from MODIS Terra satellites were obtained from 
NASA Land Processes Distribution Active Archive Center (LP DAAC) website 
(https://lpdaac.usgs.gov/get_data). Terra surface temperatures were available from 
February 2000 to December 2011. Daily surface temperatures were used for the Oregon 
study sites to compute the monthly and annual averages used. Days without temperature 
data were not used.  
Monthly chlorophyll-a concentration data from MODIS Terra satellite was 
obtained from the Ocean Color website (http://oceandata.sci.gsfc.nasa.gov/). Monthly 
Terra chlorophyll-a concentration data were available from February 2000 to October 
2011. Monthly chlorophyll-a concentration data were used to compute the annual 
averages and anomalies used for the study locations. The monthly chlorophyll-a 
concentrations for September 2010 for Fogarty Creek and Boiler Bay had abnormally 
high chlorophyll-a concentrations (80.781mg m-3). These chlorophyll-a concentrations 
were still used in the analysis. There were few monthly chlorophyll-a concentration 
observations (eight) for Strawberry Hill over the entire study period. Temperature and 





Annual anomaly = Annual average – Average of entire study period for the 
variable measured 
Positive values mean that the year had a higher average and negative values mean 
that year had lower values.  
RESULTS 
Monthly Trends of Land, Intertidal and Sea Surface Temperatures and Chlorophyll-a 
Concentration 
The highest average LST (Figure 2.26a) and IST (Figure 26.2b) occurred during 
the months of June through August. Seal Rock, Yachats Beach, and Boiler Bay 
experienced the highest average land surface temperature during the months of June 
through August (Figure 26.2a). Cape Blanco, the southernmost study site, had the highest 
average LST during the months of January, February, March, November, and December 
(Figure 26.2a). Similar to LST, Seal Rock (SRKX00) had the highest average IST 
compared to the other study sites (Figure 26.2b). The highest average SST occurred 
during the months of June through September at Cape Meares, the northernmost study 
site.  The lowest average SST also occurred at the Cape Meares site during the month of 
February. Fogarty Creek, Gull Haven, Seal Rock, Yachats Beach, and Boiler Bay had 
similar seasonal patterns during the summer months with the month of July being lower 
than the month of June (Figure 26.2b). Cape Blanco and Cape Arago, the two 
southernmost study sites, had the lowest average SSTs and had similar trends during the 





There is no clear pattern in average chlorophyll-a concentration by month at any 
study site (Figure 26.3). There appears to be higher chlorophyll-a concentrations from 
May to September with large variability. Cape Meares, the northernmost study site, has 
the lowest average concentration with very little variability within any given month 
(Figure 26.3). Fogarty Creek and Boiler Bay have large standard errors for September 
because of the abnormally high chlorophyll-a concentrations as mentioned previously.  
Twelve-Year Average of Land, Intertidal and Sea Surface Temperature and 
Chlorophyll-a Concentration 
Cape Arago and Cape Blanco, the two southern most study sites, have 
significantly lower mussel growth than Cape Meares, Fogarty Creek, Yachats Beach, and 
Gull Haven (Figure 26.4). Seal Rock, Yachats Beach, and Cape Blanco had higher 
average LST than other sites (χ2=270.90, df= 8, p-value<0.05, Friedman’s chi-square, 
Figure 26.5). Seal Rock and Yachats Beach had significantly higher average IST than any 
other study site (χ2=174.85, df= 8, p-value<0.05, Friedman’s chi-square, Figure 26.5). 
Cape Meares, the northernmost study site, had significantly higher average SST than 
Boiler Bay, Fogarty Creek, and Cape Blanco (χ2=270.90, df= 8, p-value<0.05, 
Friedman’s chi-square, Figure 26.5).  Cape Meares (CMRX00) had the lowest average 
chlorophyll-a concentration (Figure 26.6).  
Anomaly Analysis 
The sea surface temperature anomalies for 2003 through 2005 are high (≥ +0.5 





similar SST anomalies trends (Figure 26.7). All study sites had similar patterns in size-
specific growth rate (Figure 26.8). Cape Blanco and Cape Arago, the two southernmost 
study sites, had the lowest size-specific growth rate. Fogarty Creek had the highest size-
specific growth rate. The highest size-specific growth rates occurred during 2004-2005 
for all the study sites. Fogarty Creek, Yachats Beach, and Seal Rock had high size-
specific growth rates from 2008-2009 (Figure 26.8).   
Correlation Analysis  
Sea surface temperature was not significantly correlated to chlorophyll-a 
concentration except at Cape Meares (Table 26.3). Interestingly, chlorophyll-a 
concentration was correlated to IST at all but two study site, Yachats Beach and 
Strawberry Hill (Table 26.3). The strongest correlation between mean monthly IST and 
chlorophyll-a concentration was at Cape Meares (r = 0.468, p-value<0.001, df = 137, 
Pearson r correlation, Table 26.3). Chlorophyll-a concentration was significantly 
correlated to LST at all study sites except Strawberry Hill (Table 26.3). The strongest 
correlation between LST and chlorophyll-a concentration was at Cape Meares (r = 0.540, 
p-value<0.001, df = 137, Pearson r correlation, Table 26.3). Mean annual surface 
temperature anomalies and mean annual chlorophyll-a concentration anomalies were not 
significantly correlated (p-value>0.05).  
Linear Regressions  
Remotely sensed surface temperatures (SST, IST, and LST) and chlorophyll-a 





value>0.05). Mean annual sea surface temperature was a good predictor variable for size 
specific mussel growth at Boiler Bay (F=9.623, p-value=0.022, r2= 0.552, n=7). 
However, no other variable (IST, LST, or Chl-a) was a good predictor of mussel growth. 
Neither surface temperatures nor chlorophyll-a concentration were good predictors of 
mussel growth at Cape Blanco, Fogarty Creek, Strawberry Hill, Seal Rock, or Yachats 
Beach. Mean annual SST was a good predictor of size-specific mussel growth at Gull 
Haven (F=7.329, p-value=0.035, r2= 0.475, n=7). At Cape Arago, mean annual 
chlorophyll-a concentration was a good predictor of size-specific mussel growth 
(F=9.029, p-value=0.024, r2= 0.532, n=7). No single variable was a good predictor of 
size-specific mussel growth at Cape Blanco. Approximately 24% of variation in size-
specific mussel growth was explained by mean annual SST and LST when all study sites 
were used (Figure 26.9).  
There was a significant linear relationship between size-specific mussel growth 
and SST anomalies when all sites were combined (F=12.44, p-value<0.001, r2= 0.132, df 
= 74).   
DISCUSSION AND CONCLUSIONS 
The purpose of this study was to investigate the potential of using satellite surface 
temperatures and chlorophyll-a concentration to better understand the spatial variability 
of the body growth of Mytilus californianus . While satellite data cannot replace in-situ 
observations, they may prove helpful in understanding the spatial variability of certain 
physical parameters in areas that do not have in-situ observations. However, according to 





concentration are unable to capture local-scale spatial variability in mussel growth across 
multiple study sites. This could be explained by either, 1) Coarse resolution of the data, 
2) Annual averages rather than seasonal averages were used in this study, 3) Variation in 
upwelling along the Oregon coast, or 4) Spatial resolution of the satellite pixels used 
were not representative of the study sites. Based on the results of Menge et al. (2008) and 
other previous studies (Table 26.4), we should see some significant relationship between 
temperature, chlorophyll-a concentration and mussel body growth at our study sites. 
Menge et al. [2008] found that 44.5% of the variation in mussel growth along the Oregon 
coast was explained by water temperature and food (chlorophyll-a). The only study site 
that had a significant relationship between chlorophyll-a concentration and mussel 
growth was Cape Arago. Interestingly, 53% of the variation seen in size-specific mussel 
growth was explained by mean annual chlorophyll-a concentration at only the Cape 
Arago site. This suggests that the resolution of the remotely sensed chlorophyll-a 
concentration data is too coarse to accurately measure the food availability that the 
mussels experience in the intertidal sites. Only two other study sites had significant 
relationships with the remotely sensed variables. Mean annual SST explained 55% of the 
variation seen in the size-specific mussel growth at Boiler Bay and 47% at Gull Haven. 
We can conclude from our results that satellite data are unable to capture the 
local-scale spatial variability in mussel growth. Mechanistically, these results make sense 
since because remotely sensed satellite chlorophyll-a concentration and sea surface 
temperature are measured at a coarse scale away from the coast and the mussel growth 
behavior is dominated by the micro-scale climate surrounding the organisms. 





to reflect the fine-scale variability that intertidal organisms experience. Further studies 
are needed before the full value, or lack thereof, of satellite coastal oceanographic 
information can be realized. 
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Type of data Source Frequency, units Years Web site address 
Terra SST NASA Jet Propulsion Laboratory (JPL) Daily, degrees C 2000-2011 http://podaac.jpl.nasa.gov/dataaccess 
Terra LST 
NASA Land Processes 
Distribution Active Archive 
Center (LP DAAC) 
Daily, degrees C 2000-2011 https://lpdaac.usgs.gov/get_data 
Terra Chlorophyll-a NASA Ocean Color Monthly, mg m-3 2000-2011 http://oceandata.sci.gsfc.nasa.gov 
Mussel Growth 
Partnership for Interdisciplinary 
Studies of Coastal Ocean 
(PISCO) 
Annual, mm 2000-2009 http://data.piscoweb.org 




Table 3.2. Description of geographic region for each study site used starting from the northernmost study site and ending with the 
southernmost study site. 
Study Site Bounding Coordinates 
 Northern Southern Western Eastern 
Cape Meares, OR CMRX00 45.47224 45.47035 -123.97260 -123.97206 
Boiler Bay, OR BBYX00 44.83171 44.83033 -124.05929 -124.06078 
Fogarty Creek, OR FCKX00 44.83833 44.83696 -124.06001 -124.05847 
Seal Rock, OR SRKX00 44.49979 44.49933 -124.08455 -124.08428 
Yachats Beach, OR YBHX00 44.31928 44.31841 -124.10932 -124.10840 
Strawberry Hill, OR SHLX00 44.25009 44.24923 -124.1144 -124.11543 
Gull Haven, OR GHVX00 44.20675 44.20368 -124.11651 -124.11704 
Cape Arago, OR CARX00 43.30778 43.30164 -124.39991 -124.40232 






Table 3.3. Pearson r correlation test between mean monthly Terra surface temperature 
and mean monthly Terra chlorophyll-a concentration for all study sites.  
Temperature  
Type Study Site df Pearson r 
SST 
CMRX00 121 0.346*** 
BBYX00 91 0.177 
FCKX00 91 0.177 
SRKX00 118 0.175 
YBHX00 113 -0.063 
SHLX00 6 -0.045 
GHVX00 119 0.053 
CARX00 115 0.125 
CBLX00 120 0.048 
   
IST 
CMRX00 137 0.468*** 
BBYX00 102 0.263** 
FCKX00 102 0.238* 
SRKX00 134 0.355*** 
YBHX00 126 0.171 
SHLX00 6 0.182 
GHVX00 133 0.252** 
CARX00 128 0.298*** 
CBLX00 134 0.329*** 
   
LST 
CMRX00 137 0.540*** 
BBYX00 102 0.277** 
FCKX00 102 0.265** 
SRKX00 134 0.412*** 
YBHX00 126 0.225* 
SHLX00 6 0.213 
GHVX00 133 0.324*** 
CARX00 128 0.367*** 






Table 3.4. Relevant findings from previous studies. 
Study Type of Study & Data Study Species Study Location Relevant Findings 
Page and Ricard 1990 Field study 
- All in-situ data (water samples 
for chl-a, water temperature, 
mussel shell growth) 
 
M. edulis California -Water temperature not correlated to 
mussel growth 
- Food availability correlated to mussel 
growth 
Blanchette et al. 2006 Field and remotely sensed data 
- SST from AVHRR 
- in-situ data (water samples for 





California - Species abundance correlated to SST 
- Mussel abundance, growth, and 
recruitment were correlated with SST 
-No spatial pattern in chl-a 
 
Blanchette et al. 2007 Field study 
- mussel size, abundance, and 
distribution 
M. californianus California -Wave exposure and intertidal temperature 
was correlated to mussel growth, not chl-a 
Menge et al. 2008 Field study 
- All in-situ data 
M. californianus Oregon - Growth and reproduction were 
positively correlated with chl-a 
 
Schneider et al. 2010 Laboratory experiment 
- Thermal treatments 






Experiment done at 
USC 
- Food availability did not affect survival 
- Higher thermal treatments caused higher 
levels of mortality 
- Higher thermal treatments and 
decreased food availability had strongest 





Figure 3.1. Map of the Oregon coastline with the eight study sites where the solid squares 
representing the center of the land surface temperature pixel, the solid circle representing 
the center of the intertidal surface temperature pixel, and the open square representing the 






Figure 3.2. Average land surface temperature (a), intertidal surface temperature (b), and 
sea surface temperature (c) for each calendar month (January – December) over the entire 




Figure 3.3. Average chlorophyll-a concentration for each calendar month (January – 
December) over the twelve-year period with standard error bars shown for each month. 
The data for Strawberry Hill is not used in this figure because it had very few monthly 
averages.  The chlorophyll-a concentration during September at Fogarty Creek and Boiler 










Figure 3.4. Mean mussel growth for each study site over the entire study period. Sites are 
listed from left to right from north to south, Cape Meares (CMRX00), Boiler Bay 
(BBYX00), Fogarty Creek (FCKX00), Seal Rock (SRKX00), Yachats Beach (YBHX00), 
Gull Haven (GHVX00), Cape Arago (CARX00), and Cape Blanco (CBLX00). Standard 
error bars with the same letters are not different P>0.05, bars with different letters are 










Figure 3.5. Average sea surface temperature, intertidal surface temperature, and land 
surface temperature at nine sites along the Oregon coast. Sites listed from left to right 
from north to south were Cape Meares (CMRX00), Boiler Bay (BBYX00), Fogarty 
Creek (FCKX00), Seal Rock (SRKX00), Yachats Beach (YBHX00), Strawberry Hill 
(SHLX00), Gull Haven (GHVX00), Cape Arago (CARX00), and Cape Blanco 









Figure 3.6. Average chlorophyll-a at eight sites along the Oregon coast. Sites listed from 
left to right from north to south were Cape Meares (CMRX00), Boiler Bay (BBYX00), 
Fogarty Creek (FCKX00), Seal Rock (SRKX00), Yachats Beach (YBHX00), Gull Haven 
(GHVX00), Cape Arago (CARX00), and Cape Blanco (CBLX00). Standard error bars 





Figure 3.7. Average sea surface temperature anomalies by year for each study site with 






Figure 3.8. Size-specific growth rates for each year of study period from 2000-2009 at 





Figure 3.9. Influence of mean annual temperature (SST and LST) on the size-specific 
growth rate of Mytilus californianus using a multiple regression test. All of the study sites 






FROM SPACE TO THE ROCKY INTERTIDAL: COMPARISONS OF INTERTIDAL 
WATER TEMPERATURE MEASUREMENTS TO SATELLITE MEASUREMENT FROM 


















The development of satellite-derived datasets has greatly facilitated large-scale 
ecological studies as in-situ observations are time consuming and expensive. We test the 
efficacy of using satellite sea surface temperature (SST) collected by NASA’s Moderate 
Resolution Imaging Spectroradiometer (MODIS) on board the Earth Observing System 
(EOS) Aqua and Terra satellites and in-situ temperature collected from NOAA buoys and 
onshore stations to estimate intertidal water temperature. Daily SST and in-situ 
temperature were compared to intertidal temperatures at five study sites located along the 
Oregon coastline. Satellite-derived SST was more strongly correlated to intertidal water 
temperature than any of the temperatures collected at in-situ locations when the entire 
dataset was used for analysis. During the summer of 2005, satellite-derived SST was able 
to explain up to 74% of the variation in intertidal water temperature. Linear models 
suggest that intertidal water temperature would increase by 0.54°C to 0.82°C with an 
increase of 1°C in either in-situ water temperature collected at the NOAA South Beach 
station or satellite-derived SST. However, there are many limitations to using satellite-
derived temperature for ecological studies, including issues with temporal and spatial 
resolution that may not account for fine-scale variation in intertidal ecosystems.  
INTRODUCTION 
The development of satellite remote sensing has enhanced our ability to 
accurately map and analyze small and large-scale physical and biological phenomena. 





in coastal waters (Vandermeulen, et al. 2015), better understand large-scale drought 
(Sahoo, et al. 2015), monitor snow cover (Yang, et al. 2013), estimate plant species 
richness (Gould 2000), understand the relative abundance of disease vectors (Goetz, 
Prince and Small 2000), and understand many other ecological processes (Kerr and 
Ostrovsky, From space to species: ecological applications for remote sensing 2003). 
While satellite-derived products cannot replace in-situ observations, they can be used in 
conjunction with in-situ observations for better understanding of small and large-scale 
processes. Furthermore, satellite-derived products can be used to fill gaps in spatially and 
temporally limited datasets. However, many scientists argue that the spatial and temporal 
resolutions of many satellite-derived products are too coarse to be used for many 
ecological studies. Satellite products can have either high spatial resolution (10-100m) 
but limited temporal repetition (days), or low spatial resolution (100m-km) but frequent 
temporal repetition (hours, e.g., twice a day for sun synchronous satellites). For example 
the Landsat 8 sensor has a 15m spatial resolution (OLI panchromatic band) and global 
coverage, but temporal repetition of every 16 days. In contrast, NASA’s Moderate 
Resolution Imaging Spectroradiometer (MODIS) on board the Earth Observing System 
(EOS) Aqua and Terra satellites provide two measurements per day but only at 250m – 
4km spatial resolution (depending on the spectral band).  
In this paper we examine the question of whether or not satellite surface 
temperature data can be used to understand the spatial and temporal variability of water 
temperatures in the rocky intertidal zone.  We ask this question because the intertidal, is a 
well-studied habitat known for its vulnerability to the effects of changing climate due to 





Hofmann, Microhabitats, thermal heterogeneity, and patterns of physiological stress in 
the rocky intertidal zone. 2001, Helmuth, How do we measure the environment? Linking 
intertidal thermal physiology and ecology through biophysics 2002, Menge, Chan and 
Lubchenco 2008). We chose MODIS Aqua and Terra SST (spatial resolution 4 km) over 
other satellite products because they sample daily, have global coverage, and offer a 10-
year data set. Further, using SST from both the Aqua and Terra satellites provides two 
daytime temperatures.  
In-situ temperature sensors have been deployed in the intertidal zone by 
investigators in many parts of the world (Helmuth, How do we measure the environment? 
Linking intertidal thermal physiology and ecology through biophysics 2002), but their 
spatial coverage has been limited.  For several reasons, exploring alternatives to the use 
of in-situ temperature loggers is worthwhile. First, localized in-situ field deployments are 
relatively easy and inexpensive, but deployments at large scales (regional to global) are 
limited by personnel, travel, and equipment expenses. Second, depending on the 
frequency of sampling, loggers have limited storage capacity, can fail, are battery 
powered, need to be downloaded, recharged, and restarted at time scales of months to a 
year or two.  Third, the likelihood of data stream interruption from human- or wave-
caused loss will vary in time and space. For example, while biomimetic sensors that look 
like mussels or limpets are relatively cryptic, they are still relatively easily seen and in 
many regions can be vandalized. Wave disturbance can also cause losses, especially in 
strongly seasonal regions. Given these limitations, and the relatively cheap and easy 
access to satellite temperature data, we felt it was worthwhile exploring alternative 





MATERIALS AND METHODS 
Study System 
For decades, marine intertidal ecosystems have served as a “model” system, 
contributing greatly to the conceptual and empirical development of ecology (Paine, Food 
web complexity and species diversity 1966). Additionally, intertidal habitats are 
considered to be one of the most sensitive systems to climate change because they are 
exposed to aerial conditions during low tide and to aquatic conditions during high tide 
(Harley, et al. 2006, Helmuth, Broitman, et al. 2006, Mieszkowska, et al. 2006, Wethey, 
et al. 2011). As the interface between marine and terrestrial environments, studying 
intertidal ecosystems may provide early evidence of the impacts of climate change 
(Helmuth, Broitman, et al. 2006, Wethey, et al. 2011). 
Tidal cycles regularly expose the Oregon rocky intertidal zone and its inhabitants 
to air (low tides) and water (high tides). The mussel Mytilus californianus  (California 
mussel) dominates mid-intertidal space at most sites, and is an ecological dominant, 
impacting community composition and ecosystem functioning and outcompeting most 
other sessile species (Paine, Size-limited predation: an observational and experimental 
approach with the Mytilus-Pisaster interaction 1976). Additionally, it is a primary source 
of food for many predator species in the rocky intertidal (Menge, Chan and Lubchenco 
2008, Paine, Size-limited predation: an observational and experimental approach with the 
Mytilus-Pisaster interaction 1976, Sanford 1999). Like other marine ectotherms, the body 
temperature of M. californianus is equal to water temperature when submerged. Since 





metabolic rates are strongly influenced by temperature (Bayne, et al. 1976), in order to 
understand the ecological dynamics of this system, it is essential to have good estimates 
of surf zone and intertidal water temperatures. 
Intertidal Water Temperature 
We used data collected by the Partnership for Interdisciplinary Studies of Coastal 
Oceans (PISCO): a long-term ecological consortium funded by the David and Lucile 
Packard Foundation and the Gordon and Betty Moore Foundation (Table 4.1). Intertidal 
water temperatures were collected hourly at five study sites along the Oregon coastline 
(Figure 4.1.) from January 1, 2003 through December 31, 2013 using biomimetic data 
loggers shaped like the mussel Mytilus californianus. Study sites from north to south 
were Fogarty Creek (FC), Boiler Bay (BB), Yachats Beach (YB), Strawberry Hill (SH), 
and Tokatee Klootchman (TK) (Table 4.2). Continuously recorded temperatures from 
each study site were then converted into daily sub-aerial and submerged temperatures 
using a de-tiding program written by the PISCO research team (Menge, Chan and 
Lubchenco 2008). Only the submerged (water) temperatures were used in this study.  
Temperature measurements were collected using micro-T Temperature Loggers 
(NexSens DS1921G) embedded within an artificial mussel in the middle of the mid 
intertidal mussel bed. Each study site had two replicates, each containing several loggers. 
Satellite Sea Surface Temperature 
Remotely sensed sea surface temperature data were obtained from NASA’s sun-





Observing System (EOS) Aqua (1:30am local standard time ascending overpass) and 
Terra (10:30am local standard time descending overpass) satellites (Table 4.1). MODIS 
satellites produce approximately four-kilometer spatial resolution sea surface temperature 
(SST). Level-3 daytime Aqua and Terra SST were obtained from the Physical 
Oceanography Distribution Active Archive Center (PO.DAAC) website 
(http://podaac.jpl.nasa.gov/).  
Global Positioning System (GPS) coordinates of each study site corresponding to 
the location of the mussel loggers were used to determine the corresponding SST pixels 
for each study site. All SST pixels within 8km of each study site were averaged together 
to get daily measurements of SST. Daily level-3 SSTs were downloaded, mapped, and 
analyzed using Marine Geospatial Ecology Tools (MGET), ArcGIS software, and the R 
statistical software. Days in which there were no temperature values due to uneven 
temporal sampling of SST by MODIS Aqua or Terra due to clouds were not included in 
the data analysis. 
Satellite Chlorophyll-a Concentration 
Monthly remotely sensed satellite-derived chlorophyll-a concentration data were 
obtained from the NASA’s Ocean Color website (http://oceancolor.gsfc.nasa.gov/cms/) 
(Table 4.1). Monthly level-3 chlorophyll-a concentrations were downloaded, mapped, 







NOAA In-Situ Data 
NOAA National Data Buoy Center (NDBC) provided hourly in-situ water temperature 
for five stations/buoys along the Oregon coast (Table 4.1). Hourly water temperatures 
were collected from the NDBC stations/buoys (Table 4.3). All available water 
temperature data corresponding to the study period were used in this paper regardless of 
whether datasets were continuous during 2003 to 2013. 
NOAA Upwelling Indices  
 Daily upwelling indices at 45N, 125W from January 1, 2003 to December 31, 
2013 were downloaded from NOAA’s Pacific Fisheries Environmental Laboratory 
(PFEL) (Table 4.1)  
RESULTS 
We conducted correlation and regression analysis to determine if remotely sensed 
satellite SST or NOAA in-situ air/water temperature were better at predicting intertidal 
water temperature. To do this, 1) we used all the daily values from January though 
December from 2003 through 2013 and 2) we used daily values during only the warmest 
months (June, July, and August) during the warmest years (2003, 2004, and 2005). In 
both cases, only daily water temperature collected from one NOAA station was better at 
predicting intertidal water temperature when all of the outliers were removed. In-situ 
water temperatures from the other NOAA stations and buoys were worse at predicting 





Correlations between mean daily mean intertidal water temperature and SST, 
NOAA air temperature, and NOAA water temperature were similar, ranging from 0.67 to 
0.78 (Table 4.4., Pearson product-moment correlations). The strongest overall correlation 
was found between mean daily intertidal water temperature (replicate 2) at Tokatee 
Klootchman and mean SST collected by the Aqua satellite (Pearson r = 0.78, t =35.83, df 
= 839) (Table 4.4.). Correlations between mean daily intertidal water temperature and 
NOAA station water temperatures were somewhat lower, ranging from 0.67 to 0.70 
(Table 4.5., Pearson product-moment correlations). However, when outliers were 
removed from South Beach station data (ID: SBEO3), correlations between mean daily 
intertidal water temperature and mean daily water temperature collected at the South 
Beach station increased (e.g., Pearson r = 0.86, t=81.22, df = 2308)(Table 4.6.). 
Approximately 70% of the variation in intertidal water temperature was explained by the 
water temperature collected at the NOAA South Beach statioin after the outliers were 
removed from the dataset (Figure 4.2). The strongest linear relationship between South 
Beach water temperature and intertidal water temperature occurred at Tokatee 
Klootchman (Figure 4.2c). For all sites, fitted linear models estimated increases of 
0.75°C to 0.82°C in intertidal water temperature for 1°C increases in water temperature at 
the tide station in South Beach, Oregon.  
Sea surface temperature collected by the Terra and Aqua satellites explained 
between 48% to 54% (not shown) and 49% to 59% of the variation in intertidal water 
temperature (Figure 4.3). Fitted linear models suggest that intertidal water temperatures 
would increase by 0.53°C to 0.78°These results suggest that use of satellite SST to 





collected at the NOAA South Beach station. However, water temperatures from other 
NOAA stations/buoys were not as strongly correlated to intertidal water temperature as 
that from NOAA South Beach station.  
Analysis Using Daily Measurements During Summer Months of 2003 to 2005 
We also conducted correlation and regression analysis using only the daily values 
during the warmest months (June, July, and August) during the warmest years (2003, 
2004, and 2005). Data availability for NOAA station/buoy water temperature was 
limited. Since the water temperatures collected at the NOAA South Beach station and the 
Umpqua offshore buoy were most strongly correlated with intertidal water temperature, 
they were the only two stations/buoys that were analyzed (Figure 4.4).  
The SSTs during the summer months, June through August, were averaged 
together for 2003, 2004, and 2005 to show the difference in SST in 2003, 2004, and 2005 
(Figures 4.4.). The highest SSTs occurred during 2004 and lowest during 2005. Sea 
surface temperature was higher offshore than near-shore (Figure 4.4.). As expected, the 
water temperatures collected at the NOAA South Beach station (near-shore) varied less 
(standard deviation = 1.91) from June 1 to July 13, 2005 than water temperatures 
collected by the Umpqua offshore buoy (standard deviation = 2.05) (Figure 4.4.). Near-
shore water temperatures varied from 10.90°C to 17.65°C, with the highest temperature 
occurring on July 13, 2005 (Figure 4.4.).  
Daily water temperatures collected at the NOAA South Beach station were more 





t=19.60, df = 86) than water temperatures collected at the Umpqua offshore buoy 
(Pearson r = 0.74, t=10.38, df = 88). Sea surface temperature at the Yachats Beach study 
site were strongly correlated to intertidal water temperature (Aqua: Pearson r = 0.86, 
t=9.39, df = 30; Terra) (Table 4.7.). Sea surface temperatures were more strongly 
correlated to intertidal water temperatures during 2005 compared to 2003 and 2004 
(Figure 4.6, Table 4.7.; r ranged from 0.68 at Tokatee Klootchman to 0.87 at Boiler Bay 
in summer 2005). Sea surface temperature collected by the Aqua satellite explained only 
38% of the variation in intertidal water temperature at Yachats Beach during the summer 
of 2004 and 74% in 2005 (Figure 4.6., Table 4.7.). 
To determine why the intertidal water temperature was not predicted as strongly 
using both the satellite-derived SST and the in-situ water temperature, we looked at the 
upwelling index plotted agains the residuals of the fitted linear regressions of intertidal 
water temperture versus SST (Figure 4.6). However, there is not clear pattern or 
relationship between the residuals and the upwelling index. This suggest that upwelling is 
not having a inclufuence. To further investigate this unexpected mismatch, we also 
plotted daily intertidal water temperature and satellite-derived SST along time series 
figures (Figure 4.7). These figures help to show when during the year that there is a 
deviation between intertidal water temperature and SST. From these figures, we can 
clearly see there is a large separation in temperatures during the summer months (Figure 
4.7). There was also strong indication of offshore transport or higher upwelling during 
the summer months (Figure 4.8). Maps of mean chlorophyll-a concentration show how 
chlorophyll-a concentration varies over the summer months (Figure 4.9). These maps 





concentration varies substantially along latidtudes, and 3) the near-shore coastal area has 
missing data (Figure 4.9).  
DISCUSSION  
In this paper, we examine the question of whether or not satellite-derived sea 
surface temperature data can be used to understand the spatial and temporal variability 
intertidal water temperature in the primary habitat of the ecosystem engineering rocky 
intertidal species, Mytilus californianus. To answer this question, we first used the entire 
dataset from January 2003 through December 2013 and then we subset the data to include 
only the warmest months (June, July, and August) during the warmest years (2003, 2004, 
and 2005). Using the entire dataset we found that satellite derived SST was more strongly 
correlated to intertidal water temperature than any of the temperatures collected at in-situ 
stations or buoys. Additionally, we found that during the summer of 2005, satellite 
derived SST was able to explain up to 74% of the variation in intertidal water 
temperature. Linear model estimates suggest that with a 1°C increase in daily SST (Aqua 
or Terra); intertidal water temperature would increase approximately 0.54°C to 0.78°C 
depending on study site.  We found these findings surprising because MODIS satellite 
derived SST cannot collect SST on cloudy days, thus limiting the number of observations 
that can be used for comparison. 
 Since, statistical significance greatly depends on the number of observations, 
lowering the number of observations decreases the strength of statistical significance. 
However, even with the lower number of observations, the statistical tests of correlation 





While, our findings surprised us because we expected the in-situ temperature 
observations to be more strongly correlated to the intertidal water temperatures than 
satellite SST, thus being better predictor variables, we do not feel that satellite-derived 
temperatures can always be used in place of in-situ temperature observations depending 
on the research question. While satellite-derived SST was strongly correlated to intertidal 
water temperature during the summer of 2005, it was weaker in the summer of 2004. This 
suggests that during times with higher temperature, like the summer months of 2004, 
satellite-derived SST is a weaker predictor variable than during cooler years. However, 
this finding may be the same using in-situ water temperature. Due to limitations in the 
NOAA data, we were not able to investigate further.  
We also used an upwelling index from the Pacific Fisheries Environmental 
Laboratory to try to better understand why the intertidal water temperature was not as 
strongly predicted using the in-situ water temperature from NOAA or the satellite-
derived SST. While, we did not find a substantial relationship between the upwelling 
index and the intertidal water temperature, we saw a clear deviation of temperature 
during the summer months. This deviation in temperature during the summer months 
aligned well with offshore transport and higher chlorophyll-a concentration. This 
suggests that further analysis needs to be done to fully understand how upwelling may be 
influencing the intertidal water temperature in relation to in-situ and satellite 
temperatures. 
As much of the previous literature has shown, predicting the body temperature of 





remotely sensed satellite SSTs may be useful in determining landscape levels of potential 
thermal conditions during submersion. For example, utilizing satellite-derived 
temperatures may prove very useful for studies investigating the effects of changing 
temperature on species distribution along coastlines (Wethey, et al. 2011), as the 
submerged boundary condition for biophysical models of body temperature during 






Table 4.1. Information about the datasets used in this study from the NASA Jet 
Propulsion Laboratory (JPL), Partnership for Interdisciplinary Studies of Coastal Oceans 
(PISCO), and NOAA National Data Buoy Center (NDBC). 
 
 
Type of data Source Frequency, units Availability Web site address 
Aqua SST JPL Daily, °C 2002-present http://podaac.jpl.nasa.gov/dataaccess 
Terra SST JPL Daily, °C 2000-present http://podaac.jpl.nasa.gov/dataaccess 
Mussel body 
temperature PISCO Daily, °C 2000-present http://www.piscoweb.org/data 
Water 




indices PFEL Daily,  m
3s-1 1967-present www.pfeg.noaa.gov 
Chlorophyll-a  Ocean  Color 
Monthly, mg 
















      
Study Site Name ID Northern Southern Western Eastern 
Fogarty Creek FC 44.838N 44.837N 124.060W 124.058W 
Boiler Bay BB 44.832N 44.830N 124.059W 124.061W 
Yachats Beach YB 44.319N 44.318N 124.109W 124.108W 
Strawberry Hill SH 44.250N 44.249N 124.114W 124.115W 
Tokatee Klootchman TK 44.207N 44.204N 124.116W 124.117W 





Table 4.3. The name, type, and location of NOAA National Center Data National Data 
Buoy Center (NDBC) stations and buoys used in the study. 
    
Location Name ID Type Location 
Tillamook Bay, OR TLBO3 station 45.555N, 123.919W 
West of Newport, OR 46094 moored buoy 44.633N, 124.067W 
South Beach, OR SBEO3 station 44.625N, 124.045W 
Newport, OR NWPO3 C-man station 44.613N, 124.067W 





Table 4.4. Pearson product-moment correlation coefficients between mean daily mussel 
body temperature and mean daily sea surface temperature (SST) collected by the Aqua 
satellite (ASST) and the Terra satellite (TSST). Data are sorted from the northern to the 
southernmost study site. The highest Pearson’s r-value is bolded.
Variable Site ID Rep # Lower CI 
Upper 
CI Pearson’s r t-value df p-value 
ASST FC 1 0.67 0.73 0.70 29.33 891 <0.001 
  2 0.66 0.73 0.70 29.29 896 <0.001 
  3 0.66 0.73 0.70 28.94 891 <0.001 
 BB 1 0.70 0.77 0.73 30.54 794 <0.001 
  2 0.72 0.78 0.75 33.96 891 <0.001 
  3 0.70 0.76 0.73 29.95 782 <0.001 
 YB 1 0.72 0.77 0.75 34.62 948 <0.001 
  2 0.70 0.76 0.73 32.25 928 <0.001 
  3 0.73 0.78 0.75 35.42 948 <0.001 
 SH 1 0.68 0.75 0.72 29.32 799 <0.001 
  2 0.68 0.75 0.71 27.75 740 <0.001 
  3 0.66 0.74 0.70 26.25 712 <0.001 
 TK 1 0.75 0.80 0.77 33.54 767 <0.001 
  2 0.75 0.80 0.78 35.83 839 <0.001 
  3 0.74 0.80 0.77 35.05 837 <0.001 
TSST FC 1 0.66 0.72 0.69 31.46 1082 <0.001 
  2 0.64 0.70 0.67 29.55 1070 <0.001 
  3 0.65 0.71 0.68 30.25 1061 <0.001 
 BB 1 0.67 0.74 0.71 30.32 926 <0.001 
  2 0.68 0.74 0.71 33.06 1072 <0.001 
  3 0.68 0.75 0.72 30.93 912 <0.001 
 YB 1 0.70 0.76 0.73 31.68 863 <0.001 
  2 0.70 0.76 0.73 31.28 851 <0.001 
  3 0.73 0.78 0.75 34.30 888 <0.001 
 SH 1 0.69 0.76 0.73 30.12 803 <0.001 
  2 0.67 0.74 0.70 27.49 765 <0.001 
  3 0.67 0.74 0.71 27.43 736 <0.001 
 TK 1 0.68 0.75 0.72 28.87 773 <0.001 
  2 0.71 0.77 0.74 32.26 840 <0.001 
  3 0.70 0.77 0.74 31.41 836 <0.001 





Table 4.5. Pearson product-moment correlation coefficients between mean daily intertidal 
water temperature replicate 1 for the South Beach station (SBEO3), Umpqua Offshore 
buoy (46229), and Tillamook Bay station (TLBO3).  




Pearson’s r t-value df p-value 
WT.SBEO3 FC 0.64 0.69 0.67 44.29 2446 <0.001 
 BB 0.64 0.68 0.66 40.35 2110 <0.001 
 YB 0.67 0.71 0.69 45.60 2322 <0.001 
 SH 0.64 0.69 0.66 42.24 2276 <0.001 
 TK 0.64 0.69 0.66 41.67 2219 <0.001 
WT.46229 FC 0.62 0.66 0.64 42.15 2575 <0.001 
 BB 0.66 0.70 0.68 43.70 2212 <0.001 
 YB 0.68 0.72 0.70 49.01 2444 <0.001 
 SH 0.61 0.66 0.64 40.96 2438 <0.001 
 TK 0.68 0.72 0.70 47.81 2398 <0.001 
WT.TLBO3 FC 0.61 0.66 0.64 40.79 2432 <0.001 
 BB 0.67 0.72 0.69 44.35 2109 <0.001 
 YB 0.67 0.72 0.70 47.22 2375 <0.001 
 SH 0.58 0.63 0.60 36.89 2374 <0.001 
 TK 0.66 0.71 0.69 46.02 2373 <0.001 





Table 4.6. Pearson product-moment correlation coefficients between mean daily intertidal 
water temperatures (replicate 1) and mean daily water temperature (WT) for the South 
Beach station (SBEO3) when outliers were removed.  
 
 
        
Variable Site ID Lower CI Upper CI Pearson’s r t-value df p-value 
WT.SBEO3 FC 0.80 0.83 0.82 69.73 2432 <0.001 
 BB 0.81 0.84 0.83 67.76 2096 <0.001 
 YB 0.85 0.87 0.86 81.22 2308 <0.001 
 SH 0.78 0.84 0.82 68.82 2262 <0.001 
 TK 0.83 0.86 0.85 74.30 2205 <0.001 





Table 4.7. Pearson product-moment correlation coefficients between 1) intertidal water temperature (replicate 1) and sea surface 
temperature (SST) collected by the Aqua satellite from June 1 through August 31 of 2003, 2004, and 2005, and 2) intertidal water 
temperature (replicate 1) at Yachats Beach and water temperature collected by NOAA stations/buoys from June 1 through August 31, 
2005.  
 
        
Site ID Year Pearson’s r Lower CI Upper CI t-value df p-value 
FC 2003 0.77 0.57 0.88 6.40 28 <0.001 
 
2004 0.69 0.43 0.85 4.85 26 <0.001 
 
2005 0.86 0.73 0.93 9.05 28 <0.001 
BB 2003 0.77 0.57 0.88 6.41 28 <0.001 
 
2004 0.67 0.40 0.84 4.64 26 <0.001 
 
2005 0.87 0.73 0.93 9.11 28 <0.001 
YB 2003 0.69 0.33 0.88 3.85 16 <0.01 
 
2004 0.63 0.38 0.80 4.70 33 <0.001 
 
2005 0.86 0.74 0.93 9.39 30 <0.001 
SH 2003 0.78 0.58 0.90 6.35 25 <0.001 
 
2004 0.59 0.24 0.80 3.42 22 <0.01 
 
2005 0.85 0.68 0.93 7.58 22 <0.001 
TK 2003 0.74 0.49 0.88 5.29 23 <0.001 
 
2004 0.44 -0.03 0.75 1.96 16 0.07 
 
2005 0.68 0.03 0.93 2.45 7 0.04 
SBEO3 2005 0.90 0.86 0.94 19.60 86 <0.001 
46229 2005 0.74 0.63 0.82 10.38 88 <0.001 




























Figure 4.1. Map of study sites (black circles), NOAA buoys/stations and tide station 





Figure 4.2. Daily water temperature collected at the NOAA South Beach station with 
outliers removed compared to mean daily intertidal water temperature at (a) Fogarty 
Creek; (b) Boiler Bay; (c) Tokatee Klootchman. Linear regressions (green line), loess 









Figure 4.3. Daily sea surface temperature (SST) compared to mean daily intertidal water 
temperature at (a) Fogarty Creek; (b) Boiler Bay; (c) Tokatee Klootchman. Linear 
regressions (green line), loess regressions (red line), and upper and lower confidence 







Figure 4.4. Mean sea surface temperature (SST) collected by the Aqua satellite from June 
1 through August 31 for (a) 2003; (b) 2004; (c) 2005 along the coast of Oregon, USA. (d) 
Mean daily water temperature collected from the NOAA South Beach station (ID: 
SBEO3) and Umpqua offshore buoy (ID: 46229) from June 1, 2005 to August 31, 2005. 






















(e) Mean daily water temperature from the South Beach station and Umpqua offshore 





Figure 4.5. Linear regression of sea surface temperature (SST) and intertidal water 
temperature. (a) Sea surface temperature explained 45% of the variation in intertidal 
water temperature at Yachats Beach during the summer of 2003; (b) 38% during the 























































Figure 4.6. Upwelling index for 45ºN, 125ºW plotted against the residuals of the 
regression of satellite-derived sea surface temperature versus intertidal water temperature 









Figure 4.7. Mean daily intertidal water temperature (☐) and satellite derived sea surface 
temperature (!) from January 1, 2003 until December 31, 2012 at the Yachats Beach 




Appendix 1. Mean daily mussel body temperature (☐) and sea surface temperature collected by 
the Aqua satellite (1:30pm overpass) (!) from January 1, 2003 until December 31, 2012 at the 








Figure 4.8. Mean monthly upwelling index for 45ºN, 125ºW with standard error bars 


































 Figure 4.9. Mean satellite derived chlorophyll-a concentration for June, July, and August 
where green represents high concentrations and blue represents low concentrations of 













DISCUSSION AND CONCLUSIONS 
The overall objective of this dissertation was to use remotely sensed satellite 
products for different types of studies to better understand how satellite data can be 
utilized in the future. I presented three unique studies that utilized remotely sensed 
satellite products in different ways and for different reasons. While these three studies 
varied in research question, study location, study length, and datasets utilized, they all 
provided results about the limitations and advantages in using remotely sensed satellite 
observations.  
The first study utilized a satellite derived precipitation dataset from the NOAA 
CDR program to better understand the temporal and spatial variation in precipitation over 
the USAPI during different phases of the ENSO. This study was very different than the 
others because it utilized a data record of 30+ years. Furthermore, it was done specifically 
to help the local weather service offices and water resource managers better understand 
how precipitation might change given a specific ENSO phase. While we provided a 
verification analysis with in-situ precipitation estimates, the overall objective of the 
project was to provide a large-scale look at precipitation patterns during different phases 
of the ENSO. While conducting this type of research project is not novel, conducting it 





this research was conducted, the local weather service offices relied primarily on in-situ 
precipitation measurements of the few stations scattered across the islands. This project 
provided a long-term ENSO based climatology to help water resources better understand 
and manage their fresh water resources on the islands. Understanding how precipitation 
will vary depending on the ENSO phases is extremely important because many of the 
islands experience heavy precipitation or drought. Additionally, during heavy 
precipitation events, the near-shore environment is directly affected by heavy runoff and 
sedimentation. A future study will investigate whether satellite remote sensing can be 
used to measure and map near-shore water quality after a heavy precipitation event.  
The second study presented was very different than the first in that it utilized 
surface temperature and chlorophyll-a concentration data from Aqua and Terra MODIS. 
Based on previous literature, we knew that mussel body growth could be predicted using 
different variables such as temperature and food availability. We wanted to investigate if 
remotely sensed satellite observations could be used in lieu of in-situ observations to 
predict mussel body growth. We determined that due to limitations in the remotely sensed 
variables used for the study, we were not able to accurately predict mussel body growth. 
These results are likely due to the spatial resolution of the data as well as limitations in 
data collection because of cloudy days. While this study provided more negative results, 
it helped us to realize the true limitations in the datasets we were using. However, further 
investigation is needed to determine if satellite remote sensing can be used for these types 
of research questions.  
The third study uses the same study area, the Oregon coastline, as the second 





water temperature from NOAA to predict intertidal water temperature. While, the 
satellite-derived SST and the in-situ water temperature explained the majority of the 
variation in intertidal water temperature at the study sites, it did not explain as much as 
we would have expected. After investigation of upwelling and chlorophyll-a 
concentration, it appeared that the upwelling during the summer months influenced the 
intertidal water temperature. Additionally, we believed this difference is because the SST 
pixel is an average over a 4km2 region, which lowered the temperature because of 
averaging techniques.  
 It is clear from our findings that remotely sensed satellite observations are not 
always useful depending on the study location, scale, and scope of the study. However, 
they often provide a larger spatial scale of different physical and biological parameters 
than in-situ observations can currently provide. Some older studies such as Roughgarden, 
Running and Matson (1991) and Kerr and Ostrovsky (2003) discuss the limitations and 
advantages in using remotely sensed observations for ecological applications. While both 
of these pieces of literature do not focus on satellite remote sensing, they offer similar 
explanations and reasons why we should and should not use remote sensing for 
ecological applications.  
Since satellite remote sensing is relatively new, there are only a few datasets that 
can be used for climatological studies. As a standard, any climatological study needs a 
dataset with 30+ years of observations. This requirement drastically limits the datasets 
that can be used for climatological studies. However, with the advancement and 





30+ years of observations. Furthermore, the utilization of satellite remote sensing is 
growing within several disciplines.  
 The limitations discussed here can and should provide much needed information 
about what kinds of satellites and sensors that could be developed in the future. For 
example, understanding the difficulties in measuring intertidal water temperature can 
provide researchers with more information about how to develop a new sensor that could 
accurately predict intertidal water temperature. In the future, we will be able to design 
sensors to measure more biological and physical variables at varying temporal and spatial 
resolutions that can be utilized to answer more important ecological and climatological 
questions. While in-situ observations will never be able to be completely replaced, we are 
moving towards integrating more remotely sensed observations from a variety of sensors 
aboard unmanned aerial vehicles (UAVs), the International Space Station (ISS), and 
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