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Abstract
In this paper, we analyze some local stability and local bifurcation properties of
the Proportionally fair, TCP fair, and the Delay-based dual algorithms in the
presence of two distinct time delays. In particular, our focus is on the interplay
between different notions of fairness, stability, and bifurcation theoretic proper-
ties. Different notions of fairness give rise to different non-linear models for the
class of Dual algorithms. One can devise conditions for local stability, for each
of these models, but such conditions do not offer clear design recommendations
on which fairness criteria is desirable. With a bifurcation-theoretic analysis,
we have to take non-linear terms into consideration, which helps to learn ad-
ditional dynamical properties of the various systems. In the case of TCP fair
and Delay dual algorithms, with two delays, we present evidence that they can
undergo a sub-critical Hopf bifurcation, which has not been previously revealed
through analysis of the single delay variants of these algorithms. A sub-critical
Hopf bifurcation can result in either large amplitude limit cycles or unstable
limit cycles, and hence should be avoided in engineering applications. In the
case of the Proportionally fair algorithm, we provide strong evidence to suggest
that all one should expect is the occurrence of a super-critical Hopf bifurcation,
which leads to stable limit cycles with small amplitude. Thus, from a design
perspective, our analysis favors the use of Proportional fairness in the class of
dual congestion control algorithms. To best of our knowledge, this is the first
study that presents evidence to suggest that fluid models representing Internet
congestion control algorithms may undergo a sub-critical Hopf bifurcation.
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1. Introduction
Feedback plays a rather important role in the regulation of dynamical sys-
tems. If such feedback is time-delayed, then there are considerable implications
for the stability and dynamical properties of the underlying system; for example,
see [2, 15, 17, 20] and references therein. Congestion control is an important
component for the efficient operation of the Internet. Internet congestion control
has been an active area of networking research for several decades; see [21] for an
overview. Congestion control protocols aim to control and regulate congestion
by adjusting source rates based on feedback from the network. The presence of
time-delays, in feedback related to congestion signals, has implications for both
stability and bifurcation phenomena. There is a continued interest in analyzing
the stability and dynamical properties of fluid models for congestion control
algorithms [4, 5, 14, 19].
In this paper, we focus on a particular class of congestion control algorithms,
referred to as the Dual algorithms, where the congestion measure or price is
determined by the resource and sent back to the source. These congestion
signals prompt sources to adjust their data rates. The reader is directed to [13]
for an overview of dual congestion control algorithms. Two important design
considerations in the dual algorithms are the fairness in resource allocation and
system stability. The survey paper by [13] provides an overview of the different
notions of fairness. The fairness offered by the current transport protocol is
often referred to as TCP fairness [13]. Other competing notions are those of
Proportional [12] and Delay [16] based fairness. In this paper, we consider three
dual congestion control algorithms. These are the Fair dual with Proportional
and TCP fairness as two cases, and the Delay dual. In the context of dual
algorithms, an important design question to ask is which fairness criterion is
advisable. We address this question using tools from control and bifurcation
theory.
The feedback from the resource to end-points is time-delayed. Therefore,
stability becomes a key concern when designing such algorithms. Previous
studies of the stability of dual algorithms showed that the system undergoes
a Hopf bifurcation, as the stability conditions are just violated. For example,
see [3, 4, 19, 24] for some stability analysis on integer-order models of dual al-
gorithms, and [11, 25, 26, 27] for some fractional-order counterparts. Also, one
may ask: How sensitive are these systems to conditions of local stability? In
the sense that if we perturbed them enough so that they just find themselves
in a locally unstable regime, are some systems more sensitive to such a pertur-
bation than others? An important design objective of the system is not only to
ensure the local stability but also to make sure that any loss of stability always
results in stable limit cycles of small amplitude. It is then advisable to choose
algorithms, which produce stable limit cycles of small amplitude as it enters
into the unstable region. A comprehensive understanding of local bifurcation
phenomena may help yield insights into the dynamics of these algorithms in
the unstable regime. Moreover, all the previous works assumed that the delays
experienced by all the flows are same. In this paper, we investigate the stability
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and Hopf bifurcation of the integer-order models of these algorithms with two
distinct delays.
In the stability analysis, we derive stability conditions that enable us to un-
derstand the role of various system parameters in ensuring stability. However,
the stability results do not provide any design guidelines on which fairness is
advisable. Thus, we proceed to analyze the consequences associated with the
loss of stability. Using an exogenous non-dimensional bifurcation parameter,
we show that the loss of stability occurs through a Hopf bifurcation [10]. For
the Proportionally fair dual algorithm, the analytical frameworks employed to
investigate the nature of the Hopf bifurcation are the Poincare´ normal form
and the center manifold theorem [10], which are outlined in the Appendix. We
present strong evidence to highlight that the occurrence of a super-critical Hopf
(stable limit cycles) is what we should expect as the local stability condition
for the Proportionally fair algorithm gets violated. Whereas for the TCP fair
and Delay dual algorithms, unfortunately, the analytical solutions are compli-
cated, and we resort to numerical techniques to analyze the nature of the Hopf
bifurcation. The numerical analysis tool that we use is DDE-Biftool [6, 7]. The
results of our numerical analysis show that the bifurcation in both the TCP
fair and Delay dual algorithms can be either super-critical or sub-critical Hopf,
depending on the parameter values. It is rather striking to find the possibility
of a sub-critical Hopf bifurcation in dual algorithms. In fact, as far as we know,
none of the fluid models of Internet congestion control have revealed so far the
existence of a sub-critical Hopf bifurcation. A sub-critical Hopf would lead ei-
ther to the emergence of unstable limit cycles, or to the emergence of limit cycles
with very large amplitude [23]. Hence, the occurrence of a sub-critical Hopf bi-
furcation may lead to undesirable system behavior in engineering applications.
Therefore, our results suggest that it is preferable to go with the Proportionally
fair controller for dual algorithms.
In [19], it was shown that the type of Hopf bifurcation for the single delay
models of all these algorithms is always super-critical. However, this paper
considers the model with two distinct delays, and presents evidence for the
possibility of a sub-critical Hopf bifurcation in the case of TCP fair and Delay
dual algorithms. Therefore, the use case of delay heterogeneity considered in
this paper reveals some novel insights into the dynamical properties of these
algorithms. In addition, in a scalar non-linear equation with two discrete delays
(see Example (A.1) in the Appendix), we showed analytically that it may be
possible to change the nature of the Hopf bifurcation by simply changing the
values of the delays.
The rest of this paper is organized as follows. In Section 2, we outline the
models for the Fair and the Delay-based dual algorithms, and recapitulate some
previous results related to a single delay system. In Section 3, we derive condi-
tions to ensure local stability. In Section 4, we conduct a local Hopf bifurcation
analysis, which enables us to characterize the type of bifurcation. In Section
5, we conclude with a summary of our contributions. For ease of exposition,
the theoretical framework for the Hopf bifurcation analysis is contained in the
Appendix.
3
2. Models
At the fluid level, casting the congestion control algorithms within the frame-
work of delay differential equations has enabled their analysis to be subjected to
tools from control theory with much success. For example, see [11, 13, 15, 16, 19].
We now describe the integer-order fluid models of the Proportionally fair,
TCP fair, and the Delay-based dual algorithms.
2.1. Single Delay Models
Let us consider the following representation of the dual algorithms [19]
d
dt
p(t) = κp(t)m
(
x(t− τ)− CI[p(t)>0]
)
, (1)
where p ≥ 0 denotes the link price, C is the link capacity, κ > 0 is the gain,
x(t) = D(p(t)), τ denotes the round-trip time (RTT) which is the sum of all
the delays from source to link, and from link to source. Here D(p) represents
user demand function, and is non-negative and strictly decreasing. The demand
function and the value of the parameter m decide the fairness.
2.1.1. Fair Dual:
The Fair dual algorithms correspond to
m = 1, D(p) =
(
w
p
)1/α
, (2)
which achieves α-fair allocations [13]. The parameter w represents the user’s
willingness to pay. We will now describe how different parameter choices for α
and w give rise to Proportional fairness and TCP fairness.
i) Proportional Fairness
The parameter values of α = w = 1 yields Proportionally fair resource allocation
[13]. Thus, we obtain
x =
1
p
. (3)
Therefore the single delay model of Proportionally fair dual algorithm is given
by
d
dt
p(t) = κp(t)
(
1
p(t− τ) − C
)
. (4)
ii) TCP Fairness
For α = 2, w = 1/τ2, we get a fairness provided by TCP [13], which yields
x =
1
τ
√
p
. (5)
Thus, the model of TCP fair algorithm is given by
d
dt
p(t) = κp(t)
(
1
τ
√
p(t− τ) − C
)
. (6)
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2.1.2. Delay Dual:
For the parameter value m = 0, we obtain Delay dual, and the demand
function is given by [16]
D(p) = Dmaxe−αsp/τ . (7)
Here Dmax represents the maximum demand for the user, and the parameter
αs is chosen for stability. Then, the Delay dual algorithm can be represented as
d
dt
p(t) = κ
(
Dmaxe
−αsp(t−τ)/τ − C
)
. (8)
Table 1: Results for the Fair and the Delay dual algorithms with a single delay from [19].
Note that η, an exogenous parameter, was motivated to be the bifurcation parameter. The
stability conditions associated with the different notions of fairness are not the same, but if
satisfied local stability will be ensured. In the case of single delay, all the three algorithms
always exhibit a super-critical Hopf bifurcation. However, they differ in the scaling factors of
the amplitude of the emerging limit cycles..
Algorithm Sufficient Necessary & sufficient Amplitude of the
condition condition limit cycle
Fair dual: x =
(
w
p
)1/α
ηcκCτ
α
< 1
ηcκCτ
α
<
pi
2
αp
√
20pi(η − ηc)
3pi − 2
Proportional fairness: α = w = 1
TCP fairness: α = 2, w = 1/τ 2
Delay dual: x = Dmaxe
−pαs/τ ηcκCαs < 1 ηcκCαs <
pi
2
τ
αs
√
20pi(η − ηc)
3pi − 2
Let us recall the key results when we have a single discrete delay [19]. The
different demand functions and the impact they have on the amplitude of the
bifurcating limit cycles is highlighted (from [19]) in Table 1. Using Result III in
the Appendix, one can derive some sufficient conditions for stability which has
also been tabulated in Table 1. Even the local bifurcation analysis of a scalar
non-linear equation can highlight differences between competing algorithms. In
the case of single delay, both the Fair dual and Delay dual algorithms always
exhibit a super-critical Hopf bifurcation, and lead to stable limit cycles. How-
ever, the Fair and the Delay dual algorithms have different scaling factors for
the amplitude of their bifurcating limit cycles. For the Fair dual algorithms, we
find that the oscillations are proportional to the variable price. However, it was
intriguing to discover the relationship of α, which dictates fairness, to the size
of the resulting limit cycles. Observe in Table 1, that to leading order, the limit
cycle of a TCP controller will have twice the amplitude of a Proportionally fair
controller. For the delay dual, the bifurcating limit cycle is not proportional to
the price. It is, in fact, proportional to the factor τ/αs, where αs is a control
parameter whose values are chosen to ensure stability.
Communication between geographically dispersed end-systems in large scale
networks may have to contend with an arbitrary number of time-delayed feed-
back loops. As a step towards understanding the impact of delay heterogeneity
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on the performance of dual algorithms, we proceed to analyze the two delay
variants of these algorithms.
2.2. Two Delay Models
We consider a single bottleneck topology where two users, located at different
geographical locations, compete for a share of the scarce resource. The spatial
diversity ensures that the users have different propagation delays. See Fig. 1
for a pictorial representation of the model with a single bottleneck link and two
different round-trip times. The two delay variants of the dual algorithms can
be represented as
d
dt
p(t) = κp(t)m
(
x(t− τ1) + x(t− τ2)− CI[p(t)>0]
)
, (9)
where τ1, τ2 are the round-trip times. Throughout this paper, we use the terms
round-trip time and delay interchangeably.
2.2.1. Proportional fairness:
A system where we have two users with different round-trip times, each
employing a Proportionally fair controller, yields
d
dt
p(t) = κp(t)
(
1
p(t− τ1) +
1
p(t− τ2) − C
)
. (10)
2.2.2. TCP fairness:
The model of the TCP fair algorithm with two delays is given by
d
dt
p(t) = κp(t)
(
1
τ1
√
p(t− τ1)
+
1
τ2
√
p(t− τ2)
− C
)
. (11)
2.2.3. Delay dual:
Let us consider Dmax,1 = Dmax,2 = Dmax and αs,1 = αs,2 = αs. Then, the
two delay model of the Delay dual algorithm is
d
dt
p(t) = κ
(
Dmaxe
−αsp(t−τ1)/τ1 +Dmaxe
−αsp(t−τ2)/τ2 − C
)
. (12)
We now proceed to analyze these models.
3. Local stability analysis
In this section, we analyze the local stability of the Fair dual and the Delay
dual algorithms with two discrete feedback delays. Instability in the system
could be induced by varying some of the system parameters. But, variations of
some system parameters may affect the equilibrium values, which is undesirable.
Moreover, to conduct a unified analysis of all these algorithms, it is preferable
to use a common exogenous parameter as the bifurcation parameter. So we
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Source 1
Source 2
Demand, D1(p)
Demand, D2(p)
Round-trip time, τ1
Round-trip time, τ2
Router Router
Bottleneck link
Capacity, C
Destination 1
Destination 2
Figure 1: Two distinct sets of source-destination pairs with different round-trip times, share a
single bottleneck link of capacity C. The user demand functions of source 1 and 2 are denoted
as D1(p) and D2(p) respectively. Here, τ1, τ2 are the round-trip times.
introduce an exogenous and non-dimensional bifurcation parameter, η, to drive
the system just into the unstable regime. Let us consider the perturbation
u(t) = p(t) − p∗, where p∗ is the non-trivial equilibrium of the corresponding
system.
3.1. Proportional fairness
For the Proportionally fair dual algorithm, we conduct the local stability
analysis using linearization. Since we analyze only the local stability, the lin-
earization would give sufficient information to deduce whether or not the system
converges to equilibrium. To linearize the non-linear system, we write the Tay-
lor series expansion about the equilibrium point, and include only the linear
terms. The linearized model of the non-linear differential equation (10), about
the equilibrium p∗ is
d
dt
u(t) = −ηκa˜(u(t− τ1) + u(t− τ2)), (13)
where
a˜ =
1
p∗
, p∗ =
2
C
. (14)
Looking for exponential solutions, the characteristic equation of (13) is given by
λ+ ηκa˜
(
e−λτ1 + e−λτ2
)
= 0, (15)
where η, κ, a˜, τ1, τ2 > 0. For the system to be stable, all the roots of the
characteristic equation should lie in the left half of the complex plane. When
the round-trip times are zero, we get λ = −2ηκa˜ < 0 and hence the system
is asymptotically stable. However, when τ1, τ2 > 0 the roots may cross the
imaginary axis for some values of the system parameters, and hence stability
of the system cannot be guaranteed. Therefore, the condition for the crossover
defines the bounds on the system parameters to maintain stability. To find the
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critical condition, where this crossover occurs, we substitute λ = ±iω, ω > 0 in
(15). Equating the real and imaginary parts, we obtain
ηκa˜
(
cos(ωτ1) + cos(ωτ2)
)
= 0, (16)
ηκa˜
(
sin(ωτ1) + sin(ωτ2)
)
= ω. (17)
Solving (16) and (17), we get
ω(τ1 + τ2) = (2n+ 1)pi, n = 0, 1, 2, · · · .
We only treat the case n = 0, which gives ω0 = pi/(τ1 + τ2). We now use the
following theorem, stated in [22], to get the stability condition.
Theorem 1. [22]: The trivial solution of the scalar delay differential equation
x˙(t) + bx(t− τ1) + bx(t− τ2) = 0 (18)
is exponentially asymptotically stable if and only if
0 < b <
pi
2(τ1 + τ2) cos
(
pi(τ1 − τ2)
2(τ1 + τ2)
) . (19)
Comparing (13) with (18), the necessary and sufficient condition for (13) to be
locally asymptotically stable can be obtained as
ηκa˜(τ1 + τ2) cos
(
pi(τ1 − τ2)
2(τ1 + τ2)
)
<
pi
2
. (20)
Substituting the value of a˜ in (20), we obtain the critical value of the bifurcation
parameter, at which the system loses local stability as
ηc =
pi
κC(τ1 + τ2) cos
(
ω0(τ1 − τ2)
2
) . (21)
To show that the system undergoes a Hopf bifurcation at ηc, we need to satisfy
the following transversality condition of the Hopf spectrum [10]
Re
(
dλ
dη
)
η=ηc
6= 0.
Therefore evaluating(
dλ
dη
)
η=ηc
=
−κa˜ (e−λτ1 + e−λτ2)
1− ηcκa˜ (τ1e−λτ1 + τ2e−λτ2)
we obtain
Re
(
dλ
dη
)
η=ηc
=
ω0κa˜(τ1 sin(ω0τ1) + τ2 sin(ω0τ2))
Φ21 + Φ
2
2
> 0,
8
where
Φ1 = 1− ηca˜κτ1 cos(ω0τ1)− ηca˜κτ2 cos(ω0τ2),
Φ2 = ηca˜κτ1 sin(ω0τ1) + ηca˜κτ2 sin(ω0τ2),
ηc =
pi
κC(τ1 + τ2) cos
(
ω0(τ1 − τ2)
2
) .
Therefore, the Proportionally fair dual algorithm undergoes a Hopf bifurcation,
at η = ηc, with period 2pi/ω0 where ω0 = pi/(τ1 + τ2).
We now state a simple sufficient condition for local stability, which can be
obtained using Result II in the Appendix. Equation (13) will be asymptotically
stable if
ηκC(τ1 + τ2)
2
< 1. (22)
Fig. 2 shows the Hopf condition and the sufficient condition for local stability
of the Proportionally fair dual algorithm.
0 1 2 3 4 5
0
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2
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Hopf condition
Sufficient condition
PSfrag replacements
τ1
τ 2
Figure 2: Stability chart for the Proportionally fair dual algorithm, highlighting the Hopf
condition and sufficient condition for local stability. The parameter values used are κ = η =
C = 1.
3.2. TCP fairness
The non-trivial equilibrium of the TCP fair dual algorithms with two delays
is given by
p∗ =
(
1
Cτ1
+
1
Cτ2
)2
. (23)
Linearizing (11) about the equilibrium, we get
d
dt
u(t) = −ηκa1u(t− τ1)− ηκa2u(t− τ2), (24)
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where
a1 =
1
2τ1
√
p∗
, a2 =
1
2τ2
√
p∗
.
The characteristic equation of (24) is given by
λ+ ηκa1e
−λτ1 + ηκa2e
−λτ2 = 0, (25)
where η, κ, a1, a2, τ1, τ2 > 0. Substituting λ = ±iω, ω > 0 in (25) and equating
the real and imaginary parts to zero, we obtain
ηκa1 cos(ωτ1) + ηκa2 cos(ωτ2) = 0, (26)
ηκa1 sin(ωτ1) + ηκa2 sin(ωτ2) = ω. (27)
It is important to observe that the coefficients a1 and a2 are not equal and
also delay-dependent. In [1, 28], stability of the system with single delay and
delay-dependent coefficients has been analyzed. In the two delay case, [9, 18]
analyze the differential equation with coefficients that are not equal and delay
independent. But, in the two-delay case with delay dependent coefficients, there
is no efficient method to analyze these equations. The complexity involved here
is, when we remove τ1 to find the solutions, ω and τ2 are related by transcen-
dental equation. So, if we fix τ2, and try to compute ω, multiple solutions may
occur, which makes the problem complex. Therefore, in this case, it is difficult
to find a closed-form expression for the necessary and sufficient condition. Nu-
merical techniques allow insight into the cases where the analytical solutions are
difficult to solve. So we should resort to some numerical tools that are able to
trace the stability boundaries for the delay differential equations. We plot the
Hopf boundary numerically using DDE-Biftool (a Matlab package for numerical
stability and bifurcation analysis of delay differential equations). Fig. 3 shows
the Hopf condition in the parameter space of τ1 and τ2, with κ = η = C = 1.
0 5 10 15 20 25 30
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τ 2
Figure 3: Stability chart for the TCP fair dual algorithm, highlighting the Hopf condition and
sufficient condition for local stability. The parameter values used are κ = η = C = 1.
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We now try to derive a sufficient condition to ensure local stability. Using
Result I in the Appendix, we can obtain the sufficient condition for (24) to be
stable as
ηκa1τ1 + ηκa2τ2 < 1. (28)
For η = 1, and substituting the values of a1 and a2 in (28), we get the sufficient
condition for stability as
κCτ1τ2
τ1 + τ2
< 1. (29)
See Fig. 3 for the graphical representation of the sufficient condition for the
TCP fair dual algorithm
We can also obtain a common sufficient condition for the Proportional and
the TCP fair controller, in terms of user demand functions. The linearized
system of the fair dual algorithms with two delays is of the form
d
dt
u(t) = −ηκD1(p)
α
u(t− τ1)− ηκD2(p)
α
u(t− τ2), (30)
where Dr(p) = xr = (wr/p)1/α is the demand function of user r. We now state a
sufficient condition for the local stability, which can be obtained by an analysis
of (30) using Result I in the Appendix.
Equation (30) is asymptotically stable if
ηκCT/α < 1. (31)
where
T =
∑
rDr(p)τr∑
r Dr(p)
=
∑
r xrτr∑
r xr
(32)
is the average round-trip time of the packets through the resource.
3.3. Delay dual
The non-trivial equilibrium for (12) is given by
e−αsp
∗/τ1 + e−αsp
∗/τ2 =
C
Dmax
. (33)
Linearizing (12) about the equilibrium, we get
d
dt
u(t) = −ηκa1u(t− τ1)− ηκa2u(t− τ2), (34)
where
a1 =
αsDmaxe
−αsp
∗/τ1
τ1
=
αsD1(p)
τ1
(35)
a2 =
αsDmaxe
−αsp
∗/τ2
τ2
=
αsD2(p)
τ2
.
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We now plot the Hopf condition using DDE-Biftool (see Fig. 4). Using Result
I in the Appendix, we can obtain the sufficient condition for stability as
ηκa1τ1 + ηκa2τ2 < 1. (36)
Substituting the values of a1 and a2 in (36), and then using (33), we obtain the
sufficient condition for local stability as
καsC < 1. (37)
Note that the sufficient condition does not depend on the delays, as is the case
for single delay. Fig. 4 highlights the relationship between the parameter κ and
αs in ensuring local stability, for the Delay dual algorithm.
0 1 2 3 4 5
0
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Hopf condition
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PSfrag replacements
αs
κ
Figure 4: Stability chart for the Delay dual algorithm, highlighting the Hopf condition and
sufficient condition for local stability. The values of the parameters chosen are η = C = 1.
Table 2: Sufficient conditions to ensure local stability for the single delay and two delay dual
algorithms. In contrary to the Fair dual algorithms, the sufficient condition for the Delay dual
algorithm does not depend on the delays.
Algorithm Single delay Two delays
Proportional fairness κCτ < 1
κC(τ1 + τ2)
2
< 1
TCP fairness
κCτ
2
< 1
κCτ1τ2
(τ1 + τ2)
< 1
Delay dual κCαs < 1 κCαs < 1
As highlighted in the Table. 2, the local stability conditions associated with
the different notions of fairness are not the same, but if satisfied local stability
12
will be ensured. However, based on these stability results we are unable to make
any decision on which fairness is desirable. Moreover, any congestion control
algorithm is not only to ensure local stability of the equilibrium, but also to
make sure that any loss of stability, that may happen, results in stable limit
cycles of small amplitude. So it is natural to study the characteristics of the
bifurcating periodic solutions. To that end, we conduct a local Hopf bifurcation
analysis in the next section.
4. Hopf bifurcation analysis
In local stability analysis, we established some conditions for local stability
for the system, coupled with the three different notions of fairness. In this
section, we analyze the consequences associated with the loss of local stability.
In particular, we are concerned with the loss of local stability occurring via a
Hopf bifurcation leading to the onset of limit cycles, as the bifurcation parameter
crosses a critical value.
We first note that the models that we consider are special cases of the fol-
lowing non-linear delay equation.
d
dt
x(t) = ηf
(
x(t), x(t − τ1), x(t− τ2)
)
, (38)
where f has a unique equilibrium denoted by (x∗, y∗, z∗) and τ1, τ2, η > 0.
Define u(t) = x(t) − x∗, and take a Taylor series expansion for (38) including
the linear, quadratic and cubic terms to obtain
d
dt
u(t) = η
(
ξyu(t− τ1) + ξzu(t− τ2) + ξxyu(t)u(t− τ1) + ξxzu(t)u(t− τ2)
+ ξyyu
2(t− τ1) + ξyzu(t− τ1)u(t− τ2) + ξzzu2(t− τ2)
+ ξxyyu(t)u
2(t− τ1) + ξxzzu(t)u2(t− τ2) + ξyyyu3(t− τ1)
+ ξxyzu(t)u(t− τ1)u(t− τ2) + ξyyzu2(t− τ1)u(t− τ2)
+ ξzzzu
3(t− τ2) + ξyzzu(t− τ1)u2(t− τ2) +O(u4)
)
(39)
where, letting f∗ denote evaluation of f at (x∗, y∗, z∗)
ξi = f
∗
i , ξii =
1
2
f∗ii, ξiii =
1
6
f∗iii ∀ i ∈ {x, y, z}
ξxy = f
∗
xy, ξxz = f
∗
xz, ξyz = f
∗
yz, ξxxy =
1
2
f∗xxy, ξxyz = f
∗
xyz,
ξxxz =
1
2
f∗xxz, ξxyy =
1
2
f∗xyy, ξxzz =
1
2
f∗xzz, ξyyz =
1
2
f∗yyz, ξyzz =
1
2
f∗yzz.
4.1. Proportional fairness
We now consider the model of the Proportionally fair algorithm and perform
the necessary calculations to determine the type of Hopf bifurcation as local
instability just sets in. We opt for the method of Poincare´ normal forms and the
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Center Manifold Theorem (see [10] for details) to analyze the nature of the Hopf
bifurcation. The requisite calculations, which are presented in the Appendix
assume that the reader is well versed in the pertinent theory. For a detailed
exposition, see [10] or [19]. The analysis relies on the linear, quadratic and cubic
terms in the Taylor series expansion of (10), whose non-zero coefficients have
been tabulated in Table 3.
Table 3: Coefficients of linear and higher order terms in the Taylor series expansion of (10).
Coefficients Expressions
ξy = ξz
−1
p∗
ξyy = ξzz
1
(p∗)2
ξxy = ξxz
−1
(p∗)2
ξyyy = ξzzz
−1
(p∗)3
ξxyy = ξxzz
1
(p∗)3
All the notations closely follow [10]. For now, we will only be concerned with
the first local Hopf bifurcation. As outlined in the Appendix, the type of Hopf
bifurcation and the direction of the bifurcating limit cycles can be determined
from the sign of first Lyapunov coefficient (µ2) and Floquet exponent (β2),
where
µ2 =
−Re(c1(0))
α′(0)
, β2 = 2Re(c1(0)).
We have already shown that
α′(0) = Re
(
dλ
dη
)
η=ηc
> 0 for all values of τ1 and τ2. (40)
Therefore the sign of µ2 and β2 depends only on the sign ofRe(c1(0)). Using the
definitions outlined in the Appendix and the values from Table 3, the expression
for Re(c1(0)) for (10) has been calculated as
Re
(
c1(0)
)
=
−2κη sin(ϑ)|D|2
p∗3(1 + 4 sin4(ϑ))
(
(pi/2− ϑ) cos(2ϑ) cos(ϑ) + cos(2ϑ) sin(ϑ)
+
pi
2
(
cos2(2ϑ) + 2 sin2(ϑ)
))
, (41)
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where
ϑ = ω0τ1 =
piτ1
(τ1 + τ2)
∈ (0, pi) ∀ τ1, τ2 > 0,
D =
1
1 + ηκτ1ξyeiω0τ1 + ηκτ2ξzeiω0τ2
.
As κ, η and p∗ > 0, we write
sign
(
Re
(
c1(0)
))
=sign
(
f˜(ϑ)
)
where
f˜(ϑ) =
−2 sin(ϑ)(
1 + 4 sin4(ϑ)
)((pi/2− ϑ) cos(2ϑ) cos(ϑ) + cos(2ϑ) sin(ϑ) (42)
+
pi
2
(
cos2(2ϑ) + 2 sin2(ϑ)
))
.
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Figure 5: The plot of f˜(ϑ) as ϑ varies. Note that f˜(ϑ) < 0, and hence Re
(
c1(0)
)
< 0 for all
values of ϑ ∈ (0, pi). Therefore, the Hopf bifurcation is super-critical and the bifurcating limit
cycles are asymptotically orbitally stable.
From Fig. 5, we can observe that f˜(ϑ) is negative for all ϑ ∈ (0, pi). Therefore,
Re
(
c1(0)
)
is negative for all ϑ ∈ (0, pi). As α′(0) > 0 for all ϑ ∈ (0, pi), we
get µ2 > 0 and β2 < 0 for all values of τ1 and τ2. Therefore, the values
of link capacity (C) and the round-trip times (τ1, τ2) do not affect the sign
of µ2 and β2, and hence the nature of Hopf bifurcation of Proportionally fair
algorithm is independent of these parameters. This would appear to imply that
the Proportionally fair dual algorithm would exhibit only a super-critical Hopf
bifurcation, and the emerging limit cycles are asymptotically orbitally stable.
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4.2. TCP fairness
We now consider the model of the TCP fair dual algorithm with two delays.
However, in this case, given the nature of the calculus involved, derivation of
general expressions (for the quantity of interest) are extremely complex and
lengthy. Therefore, we resort to numerical bifurcation analysis tools. We an-
alyze the nature of the Hopf bifurcation by plotting the bifurcation diagrams
numerically (using DDE-Biftool), and then validate it through numerical simu-
lations (using XPPAUT [8]). We consider some special cases where we choose
specific values for the system parameters.
Numerical Example 1 (super-critical): Let τ2 = 20 and C = κ = 1, for these
values the TCP fair algorithm loses stability via a Hopf bifurcation at τ1 = 3.1
for the critical threshold ηc = 1. We plot the bifurcation diagram (using DDE-
Biftool) as shown in Fig. 6. We can note that as the bifurcation parameter
η increases beyond the threshold value (ηc = 1), the system exhibits a super-
critical Hopf bifurcation and the emerging limit cycles are stable. To validate
the occurrence of super-critical Hopf, we present some numerical simulations in
Fig. 7. For η = 0.95, the system converges to the stable equilibrium (see Fig.
7(a)). Whereas, after the bifurcation i.e. for η > ηc, the previously stable fixed
point becomes unstable and leads to the emergence of stable limit cycle (Fig.
7(b)).
PSfrag replacements
A
m
pl
it
ud
e
of
os
ci
lla
ti
on
s
Bifurcation parameter, η
0.95
1.00
1.05
0
1.01 1.02 1.03 1.04 1.05
0
1
2
3
4
5
×10−4
Figure 6: Bifurcation diagram for the TCP fair algorithm, highlighting that the system un-
dergoes a super-critical Hopf bifurcation for ηc = 1, τ1 = 3.2, τ2 = 20 and C = κ = 1.
Numerical Example 2 (sub-critical): For the parameter values τ1 = 3.7,
τ2 = 10 and C = 1, the system loses local stability at η = 1. As shown in
Fig. 8, the system undergoes a sub-critical Hopf bifurcation which results in the
emergence of large amplitude limit cycles. The solid and dashed lines denote
the amplitude of stable and unstable limit cycles respectively. The numerical
simulation shown in Fig. 9(a) illustrates that the system is locally stable for
η < 1. But, after the occurrence of bifurcation, the system converges to a large
amplitude limit cycle (Fig. 9(b)). Thus, in the case of two delays, the TCP
fair algorithm can undergo a sub-critical Hopf bifurcation, for some parameter
values.
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Figure 7: Numerical simulations of the system with TCP fair allocation to illustrate the
occurrence of a super-critical Hopf bifurcation as η increases beyond the threshold. Time
series are shown for the case τ1 = 3.2, τ2 = 20, C = κ = 1.
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Figure 8: Bifurcation diagram for the TCP fair algorithm, highlighting the existence of a
sub-critical Hopf for ηc = 1, τ1 = 3.7, τ2 = 10, C = 1.
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Figure 9: Numerical simulations of the system with TCP fair allocation to validate the occur-
rence of sub-critical Hopf bifurcation as η increases beyond ηc. The parameter values chosen
are τ1 = 3.7, τ2 = 10 and κ = C = 1.
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4.3. Delay dual
We now consider the Delay dual algorithm with two delays. Again, given
the nature of analysis, we consider some specific parameter values, and proceed
with the DDE-Biftool.
Numerical Example 1 (super-critical): For τ1 = 20, τ2 = 10, αs = 1.84 and
C = 1, the system undergoes a Hopf bifurcation at η = ηc = 1. From Fig. 10 we
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Figure 10: Bifurcation diagram for the Delay dual algorithm, showing the existence of super-
critical Hopf for τ1 = 5, τ2 = 30, αs = 4.0 and C = 1.
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Figure 11: Numerical simulations of the system with Delay dual algorithm to illustrate the
existence of a super-critical Hopf bifurcation for τ1 = 5, τ2 = 30, αs = 4 and C = κ = 1.
can see that, as η is varied beyond ηc, the system exhibits a super-critical Hopf
and gives rise to small amplitude stable limit cycles. The numerical simulations
shown in Fig. 11(a) illustrate that the system is locally stable for η < 1. But,
after the occurrence of bifurcation, the system converges to a stable limit cycle
(Fig. 11(b)).
Numerical Example 2 (sub-critical): Consider τ1 = 5, τ2 = 40, αs = 4.1
and C = 1. As shown in Fig. 12, the system undergoes a sub-critical Hopf
bifurcation at η = 1. From Fig. 13(a), we can verify that the system converges
18
to the equilibrium for η < ηc. Whereas, after the bifurcation i.e. for η > ηc,
the previously stable fixed point becomes unstable and also the solution would
eventually jump to infinity (Fig. 13(b)).
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Figure 12: Bifurcation diagram for the Delay dual algorithm, showing that the system under-
goes a sub-critical Hopf for τ1 = 5, τ2 = 40, κ = 1.2 αs = 4.1 and C = 1.
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Figure 13: Numerical simulations for the Delay dual algorithm highlighting that the system
exhibit a sub-critical Hopf for the parameter values αs = 4.1, κ = 1.2, C = 1, τ1 = 5 and
τ2 = 40.
The results of Hopf bifurcation analysis would seem to provide evidence
that the Proportionally fair algorithm would undergo only super-critical Hopf
bifurcation, and the bifurcating limit cycles are orbitally asymptotically stable.
Whereas, the TCP fair and Delay dual algorithms can undergo a sub-critical
Hopf bifurcation. In general, a sub-critical Hopf bifurcation would give rise ei-
ther to the onset of large amplitude limit cycles or to unstable limit cycles [23].
In the design of congestion control algorithms in which there is a possibility of
violation of the conditions for local stability, an important design objective is
not only to make sure that the system is stable, but also to ensure any loss of
system stability produces stable limit cycles with small amplitude. Therefore,
the results of our analyses tend to favor the Proportionally fair allocation in
19
dual algorithms.
Impact of delay heterogeneity on the nature of the Hopf bifurcation: As high-
lighted in Table 4, in the case of single delay, all the three algorithms always
exhibit a super-critical Hopf bifurcation. In the case of two delay variants, an-
alytical evidence seems to imply that the Proportionally fair algorithm would
produce only a super-critical Hopf bifurcation. Whereas, the TCP fair and
Delay dual algorithms can undergo a sub-critical Hopf bifurcation, for some pa-
rameter values. Therefore, both the delays do appear to play an important role
in determining the type of the Hopf bifurcation. We believe that this work is
an important step towards understanding the impact of delay heterogeneity on
the dynamics of dual congestion control algorithms.
Table 4: Comparison of the Hopf bifurcation results between the single delay and two delay
variants of dual algorithms. Observe that, in the case of TCP fair and Delay dual algorithms,
the delay heterogeneity affects the nature of Hopf bifurcation.
Algorithm Nature of Hopf bifurcation
Single delay Two delays
Proportional fairness always super-critical evidence suggests super-critical
TCP fairness always super-critical evidence suggests sub-critical
Delay dual always super-critical evidence suggests sub-critical
5. Contributions
Fairness and stability are two key considerations in the design of congestion
control algorithms. Some of the important notions of fairness, in the class of dual
algorithms, are: i) Proportional fairness, ii) TCP fairness, and iii) Delay-based
fairness. In this paper, we considered dual congestion control models coupled
with these three different notions of fairness, and analyzed the stability and the
consequences associated with the loss of stability. From a stability perspective,
it is possible to derive sufficient conditions that will ensure local stability for
all the three notions of fairness. While stability is important, the models are
non-linear and so it seems useful to explore some non-linear properties of these
models. In particular, we proceeded to analyze the dynamics of these algorithms
as conditions for stability are just violated. We found that the loss of stability
happens via a Hopf bifurcation, and we outlined an analytical framework to
establish the type of the Hopf bifurcation, and the stability of the emerging
limit cycles.
We showed numerically that the TCP fair and the Delay dual algorithms
can undergo a sub-critical Hopf bifurcation, which is undesirable for engineer-
ing applications. In contrast, in the case of the Proportionally fair algorithm,
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we provided strong evidence to suggest that the occurrence of a super-critical
Hopf bifurcation is what we should expect as the stability condition gets vio-
lated. Therefore, the results of our analysis tend to favor the Proportionally
fair allocation in the class of dual algorithms. Another interesting comparison
can be made between the results for the single-delay and two-delay variants
of these algorithms. In the case of single delay, the type of Hopf bifurcation
for all the three algorithms is always super-critical. Whereas for the two delay
variants, evidences suggest that the Proportionally fair algorithm exhibit only
a super-critical Hopf, and the TCP fair and Delay dual algorithms can undergo
a sub-critical Hopf for some parameter values. We also analyzed a scalar non-
linear equation with two discrete delays (see Example (A.1) in the Appendix),
and showed that it may be possible to switch the type of the bifurcation by
simply changing the delays.
In the context of dual algorithms, this is the first study that highlights the
existence of a sub-critical Hopf bifurcation, which we believe has been previously
overlooked. One may also gain some additional insights if the analysis can be
extended to multi-link topologies with multiple delays.
Appendix
We analyze an autonomous non-linear equation with two discrete delays.
We first derive some sufficient conditions for local stability. Following the style
of analysis in [10] (also see [19] for a detailed exposition), we then outline the
necessary calculations to determine the type of Hopf bifurcation and the asymp-
totic orbital stability of the bifurcation solutions as local instability just sets in.
We opt to use a non-dimensional parameter, η, as the bifurcation parameter.
For now, we will only be concerned with the first Hopf bifurcation. The frame-
work employed to address the stability of the limit cycles is the Poincare´ normal
forms and the Center manifold theorem. Consider the following non-linear delay
differential equation
d
dt
x(t) = ηf
(
x(t), x(t − τ1), x(t− τ2)
)
, (43)
where f has a unique equilibrium denoted by (x∗, y∗, z∗) and τ1, τ2, η > 0.
Define u(t) = x(t) − x∗, and take a Taylor series expansion for (43) including
the linear, quadratic and cubic terms to obtain
d
dt
u(t) = η
(
ξyu(t− τ1) + ξzu(t− τ2) + ξxyu(t)u(t− τ1) + ξxzu(t)u(t− τ2)
+ ξyyu
2(t− τ1) + ξyzu(t− τ1)u(t− τ2) + ξzzu2(t− τ2)
+ ξxyyu(t)u
2(t− τ1) + ξxzzu(t)u2(t− τ2) + ξyyyu3(t− τ1)
+ ξxyzu(t)u(t− τ1)u(t− τ2) + ξyyzu2(t− τ1)u(t− τ2)
+ ξzzzu
3(t− τ2) + ξyzzu(t− τ1)u2(t− τ2) +O(u4)
)
(44)
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where, letting f∗ denote evaluation of f at (x∗, y∗, z∗)
ξi = f
∗
i , ξii =
1
2
f∗ii, ξiii =
1
6
f∗iii ∀ i ∈ {x, y, z}
ξxy = f
∗
xy, ξxz = f
∗
xz, ξyz = f
∗
yz, ξxxy =
1
2
f∗xxy, ξxyz = f
∗
xyz,
ξxxz =
1
2
f∗xxz, ξxyy =
1
2
f∗xyy, ξxzz =
1
2
f∗xzz, ξyyz =
1
2
f∗yyz, ξyzz =
1
2
f∗yzz.
We state here some results for convenience of reference.
Result I Consider a linear autonomous delay equation whose corresponding
characteristic equation is given by
λ+ ηa1e
−λτ1 + ηa2e
−λτ2 = 0, (45)
where η, a1, a2, τ1, τ2 > 0, then a sufficient condition for the trivial solution of
the corresponding system to be stable is
ηa1τ1 + ηa2τ2 < 1. (46)
Calculations. We now use Nyquist stability criterion to obtain the above stabil-
ity condition. To obtain a loop transfer function, we rewrite the characteristic
equation (45) as
λ
(
1 +
ηa1e
−λτ1
λ
+
ηa2e
−λτ2
λ
)
= 0. (47)
Now, the loop transfer function is given
L(λ) =
ηa1e
−λτ1
λ
+
ηa2e
−λτ2
λ
(48)
The next step is to obtain the crossover frequency ωc at which the L(jωc) = pi.
At this frequency, the magnitude of the loop transfer function should be less
than 1, i.e., |L(jω)| < 1. Now, substituting λ = jω in (48) yields
L(jω) =
ηa1e
−jωτ1
jω
+
ηa2e
−jωτ2
jω
= − η
ω
(
a1 sin(ωτ1) + a2 sin(ωτ2) + j
(
a1 cos(ωτ1) + a2 cos(ωτ2)
))
.
Equating L(jωc) to pi, we get
a1 cos(ωcτ1) + a2 cos(ωcτ2) = 0. (49)
Similarly, the magnitude condition |L(jω)| < 1 can be written as
(
a1 sin(ωτ1) + a2 sin(ωτ2)
)2
+
(
a1 cos(ωτ1) + a2 cos(ωτ2)
)2
<
ω2
η2
. (50)
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Substituting (49) in (50), we obtain
ηa1 sin(ωcτ1)
ωc
+
ηa2 sin(ωcτ2)
ωc
< 1. (51)
We can rewrite (51) as
ηa1τ1
sin(ωcτ1)
ωcτ1
+ ηa2τ2
sin(ωcτ2)
ωcτ1
< 1. (52)
We know that (sin(θ)/θ) ≤ 1 for all values of θ. Therefore, if we ensure that
ηa1τ1+ηa2τ2 < 1 then the condition (52) will be satisfied, and hence the system
is locally asymptotically stable.
Now, consider the case a1 = a2 = a > 0.
Result II Consider a linear autonomous delay equation whose corresponding
characteristic equation is given by
λ+ ηae−λτ1 + ηae−λτ2 = 0, (53)
where η, a, τ1, τ2 > 0, then a sufficient condition for stability is
ηaτ1 + ηaτ2 < 1. (54)
The above condition can be obtained by an analysis similar to that of Result I.
With a1 = a and a2 = 0, we can obtain the stability results for single delay.
Result III Consider a linear autonomous delay equation whose correspond-
ing characteristic equation is given by
λ+ ηae−λτ = 0, (55)
where η, a, τ > 0, then a sufficient condition for the corresponding system to
be stable is
ηaτ < 1. (56)
The calculations that follow will enable us to address questions about the
nature of the bifurcating solutions, as the system transits from stability to in-
stability via a Hopf bifurcation. For this we have to take higher order terms,
i.e., the quadratic and cubic of (44) into consideration. Following the style of
analysis in [19], we now do the calculations in the case of two delays.
Consider the following delay differential equation
d
dt
u(t) = Lµut + F(ut, µ), (57)
where t > 0, µ ∈ R and τ = max(τ1, τ2).
ut(θ) = u(t+ θ), u : [−τ, 0]→ R and θ ∈ [−τ, 0].
23
Lµ : C[−τ, 0]→ R and F : C[−τ, 0]→ R are one parameter family of linear and
non-linear operators respectively. We consider that F(ut, µ) is analytic and that
F and Lµ depend analytically on the bifurcation parameter. We now rewrite
(57) into the following form
d
dt
ut = A(µ)ut +Rut, (58)
which has ut rather than both u and ut. We now employ the Riesz representation
theorem which ensures the existence of n × n matrix-valued function η(·, µ) :
[−τ, 0] → Rn2 , such that all the components of η have bounded variations and
for all φ ∈ C[−τ, 0]
Lµφ =
∫ 0
−τ
dη(θ, µ)φ(θ),
where
dη(θ, µ) = η
(
ξyδ(θ + τ1) + ξzδ(θ + τ2)
)
dθ,
and δ(θ) is the Dirac delta function. Now we define the following operators for
φ ∈ C[−τ, 0]
A(µ)φ(θ) =


dφ(θ)
dθ
, θ ∈ [−τ, 0)∫ 0
−τ
dη(s, µ)φ(s), θ = 0
(59)
and
Rφ(θ) =
{
0, θ ∈ [−τ, 0)
F(φ, µ), θ = 0.
Now the system (57) becomes equivalent to (58) as required. Let q(θ) be the
eigenfunction for A(0) corresponding to λ(0), namely
A(0)q(θ) = iω0q(θ).
Now we define an adjoint operator A∗(0) as
A∗(0)α(s) =

−
dα(s)
ds
, s ∈ (0, τ ]∫ 0
−τ
dηT (t, 0)α(−t), s = 0
where ηT denotes the transpose of η.
Note that the domains of A and A∗ are C1[−τ, 0] and C1[0, τ ]. As
Aq(θ) = λ(0)q(θ).
λ¯(0) is an eigenvalue for A∗, and
A∗q∗ = −iω0q∗
for some nonzero vector q∗. For φ ∈ C[−τ, 0] and ψ ∈ C[0, τ ], define a bilinear
inner product
ς〈ψ, φ〉 = ψ¯(0).φ(0)−
∫ 0
θ=−τ
∫ θ
ς=0
ψ¯T (ς − θ)dη(θ)φ(ς)dς. (60)
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Then, 〈ψ,Aφ〉 = 〈A∗ψ, φ〉 for φ ∈ Dom(A), ψ ∈ Dom(A∗). Let q(θ) = eiω0θ
and q∗(s) = Deiω0s be the eigenvectors for A and A∗ corresponding to the
eigenvalues +iω0 and −iω0. Value of D can be evaluated using (60) and the
relation 〈q∗, q〉 = 1 as following
〈q∗, q〉= D¯ − D¯η
∫ 0
θ=−τ
θeiω0θ
(
ξyδ(θ + τ1) + ξzδ(θ + τ2)
)
dθ,
⇒ 1 = D¯ + D¯η (τ1ξye−iω0τ1 + τ2ξze−iω0τ2) ,
⇒ D= 1
1 + ητ1ξyeiω0τ1 + ητ2ξzeiω0τ2
.
Similarly, we can show that 〈q∗, q¯〉 = 0. Now we define
z(t) = 〈q∗.ut〉,
w(t, θ) = ut(θ)− 2Re{z(t)q(θ)}.
(61)
Then, on the center manifold C0, w(t, θ) = w
(
z(t), z¯(t), θ
)
, where
w(z, z¯, θ) = w20(θ)
z2
2
+ w11(θ)zz¯ + w02(θ)
z¯2
2
+ · · · . (62)
In effect, z and z¯ are local coordinates for manifold in C in the directions of
q∗ and q¯∗, respectively. The existence of the center manifold C0 enables us to
reduce (58) to an ordinary differential equation for a single complex variable on
C0. At µ = 0, we have
z′(t) = 〈q∗,Ayt +Rut〉,
= iω0z(t) + q¯
∗(0).F(w(z, z¯, θ) + 2Re{z(t)q(θ)}),
= iω0z(t) + q¯
∗(0).F0(z, z¯), (63)
which can be written as
z′(t) = iω0z(t) + g(z, z¯). (64)
Now expanding the function g(z, z¯) in powers of z and z¯ we get
g(z, z¯) = q¯∗(0).F0(z, z¯),
= g20
z2
2
+ g11zz¯ + g02
z¯2
2
+ g21
z2z¯
2
+ · · · .
Following [10], we write
w′ = u′t − z′q − z¯′q¯. (65)
From (58) and (64), we get
w′ =
{
Aw − 2Re{q¯∗(0).F0q(θ)}, θ ∈ [−τ2, 0),
Aw − 2Re{q¯∗(0).F0q(0)}+ F0, θ = 0,
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which can be written as
w′ = Aw +H(z, z¯, θ), (66)
using (64), where
H(z, z¯, θ) = H20(θ)
z2
2
+H11(θ)zz¯ +H02(θ)
z¯2
2
+ · · · . (67)
Now, on the center manifold C0, near the origin
w′ = wzz
′ + wz¯ z¯
′.
Use (62) and (64) to replace wz , z
′ and equating this with (66), we get
(2iω0 −A)w20(θ) = H20(θ), (68)
−Aw11(θ) = H11(θ), (69)
(2iω0 −A)w02(θ) = H02(θ). (70)
From (65), we get
ut(θ) = w(z, z¯, θ) + zq(θ) + z¯q¯(θ),
= w20(θ)
z2
2
+ w11zz¯ + w02(θ)
z¯2
2
+ zeiω0θ + z¯e−iω0θ + · · · ,
from which ut(0), ut(−τ1) and ut(−τ2) can be determined. As we only require
the coefficients of z2, zz¯, z¯2 and z2z¯, we have
ut(−τ1)× ut(−τ2) =
(
w(z, z¯, τ1) + ze
−iω0τ1 + z¯eiω0τ1
)
×(w(z, z¯, τ2) + ze−iω0τ2 + z¯eiω0τ2)
= z2e−iω0(τ1+τ2) + z¯2eiω0(τ1+τ2)
+ zz¯(e−iω0(τ1−τ2) + eiω0(τ1−τ2))
+ z2z¯
(
e−iω0τ1w11(−τ2) + e−iω0τ2w11(−τ1)
+ eiω0τ1w20(−τ2)/2
)
+ eiω0τ2w20(−τ1)/2
)
+ · · · .
ut(0)× ut(−τ1) =
(
w(z, z¯, 0) + z + z¯
)
×ut(−τ2) ×
(
w(z, z¯, τ1) + ze
−iω0τ1 + z¯eiω0τ1
)
×(w(z, z¯, τ2) + ze−iω0τ2 + z¯eiω0τ2)
= z2z¯(eiω0(τ1−τ2) + e−iω0(τ1−τ2) + e−iω0(τ1+τ2)) + · · · .
u3t (−τ1) =
(
w(z, z¯, τ1) + ze
−iω0τ1 + z¯eiω0τ1
)3
= 3z2z¯e−iω0τ1 + · · · ; .
u2t (−τ1)× ut(−τ2) =
(
w(z, z¯, τ1) + ze
−iω0τ1 + z¯eiω0τ1
)2
×(w(z, z¯, τ2) + ze−iω0τ2 + z¯eiω0τ2)
= z2z¯(eiω0(−2τ1+τ2) + 2e−iω0τ2) + · · · .
ut(−τ1)× u2t (−τ2) =
(
w(z, z¯, τ1) + ze
−iω0τ1 + z¯eiω0τ1
)
×(w(z, z¯, τ2) + ze−iω0τ2 + z¯eiω0τ2)2
= z2z¯(eiω0(−2τ2+τ1) + 2e−iω0τ1) + · · · .
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Using the above equations, we can find the expressions for other quadratic
and cubic terms of ut.
Recall that
g(z, z¯) = q¯∗(0).F0(z, z¯),
= g20
z2
2
+ g11zz¯ + g02
z¯2
2
+ g21
z2z¯
2
+ · · · .
Comparing the coefficients of z2, zz¯, z¯2 and z2z¯, we get
g20 = D¯η[2ξxye
−iω0τ1 + 2ξxze
−iω0τ2
+ 2ξyye
−2iω0τ1 + 2ξyze
−iω0(τ1+τ2) + 2ξzze
−2iω0τ2 ]
g11 = D¯η[ξxy(e
−iω0τ1 + eiω0τ1)
+ ξxz(e
−iω0τ2 + eiω0τ2) + 2ξyy
+ ξyz(e
−iω0(τ1−τ2) + eiω0(τ1−τ2)) + 2ξzz]
g02 = D¯η[2ξxye
iω0τ1 + 2ξxze
iω0τ2
+ 2ξyye
2iω0τ1 + 2ξyze
iω0(τ1+τ2) + 2ξzze
2iω0τ2 ].
g21 = D¯η[ξxy
(
2w11(0)e
−iω0τ1 + w20(0)e
iω0τ1
+2w11(−τ1) + w20(−τ1)
)
+ ξxz
(
2w11(0)e
−iω0τ2 + w20(0)e
iω0τ2
+ 2w11(−τ2) + w20(−τ2)
)
+ ξyy
(
4w11(−τ1)e−iω0τ1 + 2w20(−τ1)eiω0τ1
)
+ ξyz
(
2w11(−τ1)e−iω0τ2 + w20(−τ1)eiω0τ2
+ 2w11(−τ2)e−iω0τ1 + w20(−τ2)eiω0τ1
)
+ ξzz
(
4w11(−τ2)e−iω0τ2 + 2w20(−τ2)eiω0τ2
)
+ ξxyy(2e
−2iω0τ1 + 4) + ξxzz(2e
−2iω0τ2 + 4)
+ ξyyz(2e
iω0(−2τ1+τ2) + 4e−iω0τ2)
+ ξyzz(2e
iω0(−2τ2+τ1) + 4e−iω0τ1)
+ ξxyz(2e
iω0(τ1−τ2) + 2e−iω0(τ1−τ2)
+ 2e−iω0(τ1+τ2)) + 6ξyyye
−iω0τ1 + 6ξzzze
−iω0τ2 ]. (71)
For θ ∈ [−τ, 0), we have
H(z, z¯, θ) = −2Re{q¯∗(0).F0q(θ)},
= −g(z, z¯)q(θ) − g¯(z, z¯)q¯(θ),
= −
(
g20
z2
2
+ g11zz¯ + g02
z¯2
2
+ · · ·
)
q(θ)
−
(
g¯20
z¯2
2
+ g¯11zz¯ + g¯02
z2
2
+ · · ·
)
q¯(θ).
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Now using (67), we obtain
H20(θ) = −g20q(θ)− g¯20q¯θ,
H11(θ) = −g11q(θ)− g¯11q¯θ.
From (59), (68) and (69), we derive the following
w′20(θ) = 2iω0w20(θ) + g20q(θ) + g¯02q¯(θ),
w′11(θ) = g11q(θ) + g¯11q¯(θ).
Solving the above differential equations yields
w20(θ) =− g20
iω0
q(0)eiω0θ − g¯02
3iω0
q¯(0)e−iω0θ + Ee2iω0θ,
(72)
w11(θ) =
g11
iω0
q(0)eiω0θ − g¯11
iω0
q¯(0)e−iω0θ + F, (73)
for some E and F . For θ = 0, we get
H(z, z¯, 0) = −2Re(q¯∗.F0q(0)) + F0,
H20(0) = −g20q(0)− g¯20q¯(0) + g20
D¯
, (74)
H11(0) = −g11q(0)− g¯11q¯(0) + g11
D¯
. (75)
Using (59), (68) and (69), we get
ηξyw20(−τ1) + ηξzw20(−τ2) = g20q(0) + g¯02q¯(0)− 2η
[
ξxye
−iω0τ1
−2iω0w20(0) +ξxze−iω0τ2 + ξyye−2iω0τ1 + ξyze−iω0(τ1+τ2)
+ ξzze
−iω0τ2
]
(76)
ηξyw11(−τ1) + ηξzw11(−τ2) = g11q(0) + g¯11q¯(0)− η
[
2ξxye
−iω0τ1
+ 2ξxze
−iω0τ2 + 2ξyye
−2iω0τ1
+ 2ξyze
−iω0(τ1+τ2) + 2ξzze
−iω0τ2
]
. (77)
Evaluate w11(0), w20(0), w11(−τ1), w20(−τ1), w11(−τ2) and w20(−τ2) using
(72) and (73), and substituting in (76) and (77), we get E and F as
E =
−g20
D¯(ηξye−2iω0τ1 + ηξze−2iω0τ2 − 2iω0)
,
F =
−g11
D¯η(ξy + ξz)
.
Thus the local Hopf bifurcation analysis can now be performed using [10]. The
quantities required to study the nature of the Hopf bifurcation are as follows
µ2 =
−Re(c1(0))
α′(0)
, β2 = 2Re
(
c1(0)
)
,
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where
α′(0) = Re
(
dλ
dη
)
η=ηc
> 0,
c1(0) =
i
2ω0
(
g20g11 − 2|g11|2 − 1
3
|g02|2
)
+
g21
2
.
The direction and stability of Hopf bifurcation can be determined by the sign
of µ2 and β2 respectively. If µ2 > 0 (µ2 < 0) then the Hopf bifurcation is
super-critical (sub-critical). Similarly, the bifurcating solutions are asymptoti-
cally orbitally stable (unstable) if β2 < 0 (β2 > 0).
In [19], the Hopf bifurcation properties a non-linear equation with a single
discrete delay was studied in some detail. The analysis allowed us to ascertain
that some non-linear terms always produced a Hopf bifurcation of certain type.
This enabled us to identify the impact of some non-linear terms on the nature
of Hopf bifurcation.
This paper considers a non-linear equation with two discrete delays. So lead-
ing from the previous work [19], it might be natural to ask if we may develop
a similar understanding for the two delay variant. We may ask: If we choose a
particular non-linear equation, can we change the type of Hopf bifurcation by
simply changing the delays? Let us consider some examples.
Example A.1 Consider the following non-linear delay equation
d
dt
u(t) = η
(− au(t− τ1)− au(t− τ2) + γu2(t− τ2)), (78)
where a, γ, η, τ1, τ2 > 0. Using η as a bifurcation parameter that drives the
above equation just beyond the locally stable regime. The linearized equation
associated with (78) is
d
dt
u(t) = η(−au(t− τ1)− au(t− τ2)) (79)
with the following characteristic equation
λ+ aηe−λτ1 + aηe−λτ2 = 0. (80)
A necessary and sufficient condition for the stability of the equation (79) is [22]
ηa(τ1 + τ2) cos
(
pi(τ1 − τ2)
2(τ1 + τ2)
)
<
pi
2
, (81)
and the Hopf bifurcation occurs at
ηc =
pi/2
a(τ1 + τ2) cos
(
pi(τ1 − τ2)
2(τ1 + τ2)
) (82)
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with period 2(τ1 + τ2), where ηc is the critical value of η which induces a Hopf
bifurcation.
Using the framework outlined in this paper, we calculate the value of µ2 for
the system (78) as
µ2 =
2ηγ2
pia2 sin(θ)
(
4 cos2(2θ) + 16 sin2(θ)
) × s˜(θ), (83)
where
s˜(θ) = −
[(
2 + cos(θ)− 2 cos(2θ) + 2 cos(3θ)
)
(84)
×
(
sin(θ) + 2 sin(2θ) + 2 sin(3θ)
)
+
(
2 cos(2θ)
(
1 + cot(θ)(pi/2 − θ))− 2pi sin(θ))
×
(
4 sin(θ)
(
1 + cot(θ)(pi/2 − θ))
)]
,
θ = ω0τ2 =
piτ2
(τ1 + τ2)
∈ (0, pi) ∀ τ1, τ2 > 0. (85)
As η, a and γ > 0, we get
sign
(
µ2
)
=sign
(
s˜(θ)
)
.
−
1
0
0
1
0
2
0
3
0
4
0
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Figure 14: The plot of s˜(θ) as θ varies, where sign(µ2) = sign
(
s˜(θ)
)
and θ = (piτ2)/ (τ1 + τ2).
Observe that s˜(θ) changes the sign from negative to positive at θ = θh ≈ 0.95. Hence, the
criticality of the Hopf bifurcation changes from sub-critical to super-critical at θ = 0.95.
From Fig. 14, we can observe that the sign of s˜(θ) changes as θ increases. We
evaluate that the sign of s˜(θ) changes from negative to positive at θ = θh ≈ 0.95.
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Thus, the Hopf bifurcation is sub-critical (µ2 < 0) for θ < θh, and is super-
critical for θ > θh. Substituting θ = θh in (85), we get the ratio of the delays at
which the criticality of Hopf changes as (τ1/τ2) = 2.306. Therefore, the system
undergoes a super-critical Hopf for (τ1/τ2) < 2.306, and a sub-critical Hopf for
(τ1/τ2) > 2.306.
We now summarize the inferences from the results of Hopf bifurcation anal-
ysis for the system (78) as follows.
• The values of the parameters a and γ do not affect the sign of µ2. Hence,
the type of Hopf bifurcation is independent of these parameters.
• The nature of Hopf bifurcation depends only on the ratio of the delays. For
(τ1/τ2) < 2.303, we have µ2 > 0 and hence the bifurcation is super-critical
Hopf. Whereas, the criticality of the bifurcation changes to sub-critical
Hopf for (τ1/τ2) > 2.303.
To validate this, we consider some special cases where we choose specific
values for the delays.
Case (1): Let τ1 = 3 and τ2 = 1.
The Hopf condition is: ηc = pi
√
2/8, where ηc denotes the critical value of η
which induces a Hopf bifurcation. For these values, we get
α
′
(0) = Re
(
dλ
dη
)
η=ηc
=
8pi
√
2
16 + 8pi + 5pi2
> 0,
The Hopf bifurcation is super-critical if µ2 > 0 and sub-critical if µ2 < 0, where
µ2 = −0.0499(γ/a)2 < 0, (86)
which indicates that we will get a sub-critical Hopf bifurcation.
Case (2): Let τ1 = 2 and τ2 = 1.
The Hopf condition is: ηc = pi
√
3/9, where η = ηc + µ with a Hopf bifurcation
taking place at µ = 0. We get
α
′
(0) = Re
(
dλ
dη
)
η=ηc
=
27pi
√
3
54 + 6pi
√
3 + 14pi2
> 0,
ω0 =
pi
3
, D¯ =
3(18 + pi
√
3)− i27pi
54 + 6pi
√
3 + 14pi2
. (87)
The Hopf bifurcation is super-critical if µ2 > 0 and sub-critical if µ2 < 0, where
µ2 = 0.0846(γ/a)
2 > 0, (88)
which implies that the system undergoes a super-critical Hopf bifurcation.
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Remark: In a scalar non-linear equation with two discrete delays, both the
delays play an important role in determining the type of the Hopf bifurcation.
As we have just witnessed that even with the same non-linear term, by simply
changing the values of the delay, we can change the type of the Hopf bifurcation.
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