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Communicated by the Editors 
A necessary and sufficient condition is given for the existence of stationary 
probability distributions of a non-Markovian model with linear transition rule. 
Similar to the Markovian case, stationary probability distributions are charac- 
terized as eigenvectors of nonnegative matrices. The model studied includes as 
special cases the Markovian model as well as the linear learning model and has 
applications in psychological and biological research, in control theory, and in 
adaption theory. 
1. INTRODUCTION 
The model we are concerned with is called a (finite) linear OM-chain (cf. 
Doeblin and Fortet [3, p. 1331). It extends the concept of a simple Markov 
chain and is specified by a (finite) set of real numbers 0 < ai < 1, 
i E z = {l,..., m), m > 2, and by a (finite) stochastic matrix A = (/iii), i, j E 1. 
Our aim is to obtain a necessary and sufficient condition for the existence of 
stationary probability distributions. We are led to the condition that the real 
numbers pi = CJ’!!i Aijaj, i E Z, must all be equal (“equal /I case”). This 
condition generalises the earlier mnceots of the “equal a case” (Bush, 
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Mosteller, and Thompson [2]) and the “equal II case” (see, e.g., Ismail and 
Theodorescu [ 7 1); for the case m = 2, see Rickert and Theodorescu [ 12 1. As 
in the Markovian case, stationary probability distributions are characterized 
as eigenvectors of a nonnegative matrix. 
Linear OM-chains were introduced by Onicescu and Mihoc [9] and were 
rediscovered by Bush and Mosteller [ 1 ] when they were investigating certain 
aspects of learning theory; they occur also in adaption theory, control 
theory, and in biological research (see, e.g., Pruscha [lo]), sometimes in the 
form of a linear learning model (see, e.g., Norman [S]). We arrange our 
results to be applicable to these models as well, by embedding them in the 
class of linear OM-chains. 
2. DESCRIPTION OF THE MO& AND AUXILIARY RESULTS 
Let I = { l,..., m), m > 2, be a finite set, let W be the set of all (column) 
probability vectors w on Z, let ai, 0 < a,. < I, i E Z, be real numbers, and let 
.4 = (A,), i, j E Z, be a stochastic matrix. We say that a 4-tuple { W, I, u, P) 
is a (jkite) iinear Oh4-chain (abbreviated LOM) if: (1) u is a mapping from 
W x Z into W defined by the relation u(w, i) = ai w  + (1 - ai)n,!, A,! E W, 
iEZ, whereni=(lli ,,..., /ii,) is the ith row of the stochatic matrix ,4 (here 
prime denotes matrix transposition); (2) P is a stochastic kernel from W to Z 
defined by the relation P(w,A) = CicA wi for A cZ, where wi is the ith 
component of w. If 
P’(w,A) = P(w,A). 
P*+~(~,A) = \‘ wjP”(u(w,j).A), 
jTI 
n> 1, 
then P” is the n-step stochastic kernel from W to I. Given the ai’s, the /i,‘S, 
and an initial probability vector w E W, then there exists (cf. Iosifescu and 
Theodorescu [6, p. 641) a probability measure Ip,,, on the set of all paths 
(i, . . . i,:i,EZ, 1<E<n, n> 1) defined as follows: 
Y+di, +.d i,) = P(w, i,) P(u(w, il), iJ .a. P(u(w, i, ... in-,), i,), (2.1) 
where u(w, i, -a. i,) = u(u(w, i, f .. inpI), i,), n > 2. Since P(w, .) = w E W, 
we have 
Ip,(i, ..f i,) = Ip,(i, ... i,-,) U(W, i, **. in-l)i, (24 
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and 
P,(w,*)= s Ip,(i, --a i,-Ju(w,i, -a. in--l), (2.3) 
il,...,i,-,El 
where U(W, .)i denotes the ith component of U(W, .) E W. 
Further, let us set A = (A,) with A,=(1 -a,)A,, i,jEI, 
Ai = (Ail,..., Aim) = (1 - ai)Ai, and pi =Aia = ~jE,Aijczj, i E I, where 
a’ = (a, ,...) a,). Moreover, let us consider the symmetric m x m matrices 
Q”(W) = (Q:(w)) defined as follows: 
Q;(w) = wi wj, 
Q;+‘(w) = K- 
i,,...~;;_,al 
ip,,(i, ... i,-,)u(w,i, ..a i,-,)i u(w,i, a-. in-,)j, n > 1. 
Clearly, by virtue of (2.3), we have cjEI Q;(w) = P”(w, i). 
For w E W let us define w(n) E W by the relations 
w(l)= w, 
w(n) = P”(w, *), II > 1. 
LEMMA 2.1. 
w(n + 1) = Q”(w)a + A’w(n), n> 1. (2.4) 
ProoJ By virtue of (2.2) and (2.3), 
w(n + l)= \’ 
rl,.Ti;.nei 
ip,(i, -.. i,) u(w, i, a.. i,) 
= \‘ 
i,..x-,,I 
ip,(i, -a. i,-,)u(w,i, . . . i,-,) 
X T u(w, i, .a. in-,)i, ai, + 1 P”(w,i,)A;,$ 
izr i.eI 
= Q”(w)a + A’w(n), n> 1. 
From (2.4) it follows that 
w(n + 1) = [Q’(w) + Q”-‘(w)4 + --. + Q’(w)A”-‘1’ a + (A’)” w, n> 1. 
(2.5) 
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For n = 1, it follows directly from (2.5) that 
P2(w, *) = (a’w)w + A’w. (2.6) 
LEMMA 2.2 Let Conv(A) denote the convex hull spanned by the A/, 
i E I. Zf w E Conv(A), then w(n) E Conv(A) for all n > 1. 
Proof The proof follows from (2.3) and the representation 
u(w, i, ... i,) = c,w + ;T ckAlk, 
k:l 
(2.7) 
with Ci!O ck = 1. 
3. STATIONARY PROBABILITY VECTORS 
We say that an LOM has a stationary probability vector (E W if 
P”(<, .) = < for all n > 1. If I, = (i E I: ai = I} f 0, then it is easily seen that 
each (E W, <‘=(t I,-., t,) with Cie,, <i = 1 is a stationary probability 
vector; in particular, if I, = Z, then any w  E W is a stationary probability 
vector. 
We begin with an auxiliary result. 
LEMMA 3.1. Let ai ( 1, i E I. Then the set of solutions of the equation 
P2(w, a) = w, WE w, (3.1) 
is nonempty and is identical to that for the equation 
A’w=rw, WE w, (3.2) 
where r = 1 - a’w > 0. Zf, in addition, A is irreducible, then (3.1) has a 
unique solution; moreover all components of this solution are positive. 
Proof If P2(w, .) = w  for some w  E W, then by virtue of (2.6) we obtain 
A’w = w - (a’w)w = (I - a’w)w, i.e., (3.2) with r=l-a’w>O. 
Conversely, if A’w = rw for some w  E W, then we find that 
r= 2: (1 -ai)Aijwi= 1 -a’w, 
i.jeI 
so that in view of (2.6) we obtain (3.1). Thus the set of solutions of (3.1) is 
identical to the set of solutions of (3.2). 
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Further, a nonnegative matrix A always has an eigenvalue r > 0 and a 
corresponding nonnegative eigenvector y # 0 (cf. Gantmacher [S, p. 66, 
Theorem 3]), i.e., A ‘y = r-y. After normalizing 
w=y 
I 
\’ Yi, 
Tl 
g, Yi > O1 
we obtain (3.2). Hence there is at least one solution of (3.2). 
Furthermore, if /i is irreducible (and thus A is irreducible), then (3.2) has 
a unique solution. All the components of this solution are positive. This 
follows from Frobenius’ .theorem (cf. Gantmacher [5, p. 53, Theorem 21) 
stating that the equation A’y = ry has a solution with r > 0 and with a vector 
y with positive components. This eigenvector y is (up to a scalar factor) the 
only eigenvector with nonnegative components (cf. Gantmacher 15, p. 63, 
Remark 31). 
We can now prove the existence of stationary probability vectors in 
certain cases. 
THEOREM 3.2 Suppose that ai < 1, i E I, and pi = p, i E I. Then the 
LOM has a stationary probability vector which is the solution of the equation 
A ‘w = (1 - ,L?)w. If, in addition, A is irreducible, then there is a unique 
solution; moreover all components of this solution are positive. 
Proof According to Lemma 3.1 there is a solution of (3.1) which is 
unique if, in addition, /i is irreducible; this solution satisfies (3.2). Since 
r > 0, we have w  E Conv(/i) and, by virtue of (2.7), u(w, i, .a. i,) E Conv(/i). 
Consequently, setting 
u(w, i, ... i,) = L’ yinI 
F-z 
with 
we conclude that 
a’u(w, i, ... i,) = z, yia’Aj =p 
and Q”(w)a =pP”(w, .) (cf. (2.3)). Further, (2.4) implies that 
w(n+ 1)=/?w(n)+A’w(n)=@??,+A’)w(n)=@??,+A’)”w 
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(here E, denotes the unit m-dimensional matrix). But (PE, + A ‘)w = w  by 
virtue of (3.2) since w E Conv(A) implies that a’w =/3. 
If ai < 1, pi = /3, i E I, and A is irreducible we conclude that (I/n) 
cje, Pj(w, .) converges uniformly in w E W to the unique solution <E W of 
A ‘< = (1 -/3){ (cf. Pruscha and Theodorescu [ 11, Theorem 4.2.11). 
THEOREM 3.3. Suppose that ai < 1, i E I, and A irreducible. Let r E W 
be the unique solution of P’(r, .) = c. Then P3(<, .) = < if and onIy if/3, =/I. 
i E I. 
ProoJ If /Ii =p, i E I, Theorem 3.2 implies that P”(<, a) = 5, n > 1. 
Conversely, suppose that there are at least two distinct pts. We shall 
consider P”(w, .) in the following as a function of w1 ,..., w,,-,, and replace 
w, by 1 - Cy=;’ wi. 
We also consider 
F(w) = 2 (ai - a,) P’(w, i) 
i=l 
as a function of w, ,..., w,- , . By virtue of (2.6) we get for the second 
derivatives of P’(w, i) with respect to wj and wk, 1 <j, k < m - 1, the 
following expressions 
therefore 
Djk P’(w, i) = 0 for j f i, k # i, 
=aP-am for j = i, k # i, 
= 2(a, -a,) for j= k= i; 
Fjk 3 DjkF(w) = 2(aj - am)(ak - a,). (3.3) 
Since (3.3) is a positive semidefinite matrix, we conclude that F(w) is a 
convex function of w1 ,..., w,_, . 
Next, put xi = u(& i) as an element of (m - I)-dimensional Euclidean 
space I?+‘, x0 = Ci,, &xi, and hi = xi -x0, i E I. By virtue of Taylor’s 
formula 
m-l 
F(x’) = F(x” + hi) = F(x”) + (hi)’ VF(x’) + f \‘ .- hjh:Fik; .I.k- 1 
hence (3.3) implies that 
I 
2 
\’ &F(x’) = F(x’) + zI Ti 
IT 
2: hL(a, -am) (3.4) 
kc1 
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We now show that, for some i E I, 
(3.5) 
In fact, since {E Conv(A), not all the elements a’u(c, i) = a,(a’<) + 
(1 - oi) a’ll;, i E I are identical because we can write r = Cje, yjAj and 
CI’U(W, i) = czi CjE, rj/Ij + (1 - ai)Pi, Cjc, yj = 1, and by assumption there 
are at least two distinct /?i)s. Hence a’~(<, i) - xje, cj(a’u(&j)) # 0, i.e., 
a’hi # 0 for some i E I, and (3.5) follows. Moreover, since the components 
of <E W are positive (cf. Lemma 3.1) it follows from (3.4) and (3.5) that 
1 &F(u(<, i)) > F 
iel ! 
z, CiU(<v i)) = F(P*(& .)); 
therefore 
\’ (ai - a,) P’(<, i) = 
Tz 
\‘ tk :, (aj - a,) P’(u(t, k), i) 
k’;; 
> z, (ai - a,) P’(P’(t, .I, i) 
= \’ (a,-acr,,)ci. 
Thus P3(& .) # r. 
The following result is a direct consequence of the foregoing. 
COROLLARY 3.4. Suppose that ai < 1, i E I, and A is irreducible. Then 
the LOM has a unique stationary~ probability vector < if and only if pi = /3, 
i E I; moreover all components of this probability vector are positive. 
It is interesting to note that pi = /?, i E f (“equal p case”), if ai = a, i E I 
((‘equal a case”) or if Ai = A, i E I, I E W (“equal A case”). 
In the equal a case with a < 1, the stationary probability vectors of the 
LOM are the solutions of A ‘w = w, i.e., they are the stationary probability 
vectors of the (finite) Markov chain associated with A (cf. Bush, Mosteller, 
and Thompson, 12, p. 1171). The solutions of A ‘w = w and A ‘w = rw, 
w E W, are in general different. Indeed, let r > 0, ai < 1, r # 1 - ai. i E I, 
det(A) # 0. Then det(( I/r).A -A) # 0, and the relation (l/r)A ‘w = A ‘~1 
implies that w = 0, i.e., A’w = rw and A’w = w cannot have common 
solutions w E W in this “general case.” 
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4. LINEAR LEARNING MODELS 
In many applications the model of an LOM is extended to a linear 
learning model (see Bush and Mosteller, [l] and Norman, [S]). Indeed, we 
ar generally faced with two kinds of events: the response a E x of the 
learning subject at each trial and the reward b E Z? of the experimenter, with 
A’ and B finite sets. We assume that after a response a E x:a reward b E 3 
is given with probability nab, where ZZ = (n,,), a E A’, b E B, is a stochastic 
matrix. A learning model is then defined by the 5tuple { p,z, 8, U; P”}, 
where ti is the set of all probability vectors on 2, 
u’(G, k) = a/( 6 + (1 - a/o J; 
(4.1) 
for 6 = (t3, ,... $,)‘E R, and k=(a,b)EZ=xxg, where O<f,< 1 and 
Ji E @. Given the aL’s, the stochastic matrices ZZ and 2 = (/iko), k E Z, 
a E A’, and an initial probability vector J E @, then there exists a 
probability measure P, on the set of all paths {k, ’ -. k,: kj E I, 1 <j < n, 
n 2 1 } defined as follows (cf. Iosifescu and Theodorescu [6, p. 641; compare 
with (2.1)): 
‘&Sk, a.. k,)=&G,k,)@(C,k,),k,) . ..&(G.,k, ... k,-,),k,), (4.2) 
where C(S, k, . . . k,) = z?(C(C, k, .e. k,-,), k,), n > 2. 
We now wish to show that a linear learning model can be embedded into 
an LOM. 
PROPOSITION 4.1. Let {m, 2, B”, U; P} be a linear learning model with C 
and P” defined by (4.1), and let 6 E w be given. Thelt there exists an LOM 
{ W, Z, u, P) and some w E W, such that the probability measure [P, define by 
(2.1) is identical with the probability P, defined by (4.2). 
Proof: Let W denote as before the set of all probability vectors on Z and, 
for w  E W, k E I, put 
P(w, k) = wkr 
u(w,k)=a,w+(l -a,)/ii, 
(4.3) 
with wk the kth component of w  and /i; E W, where nk is the kth row of the 
stochastic matrix (/ikoZZab), k E Z, I= (a, 6) E I. Let $ E l@ be given. Then 
(2.7) implies that 
&(G’, k, . . . k,), k) = P(u(w, k, . . . k,), k), (4.4) 
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with w  = (w,), k E I, being defined by the relation wk = G’,z,~, k = (a, b). 
Assume now that the probability measures P, and IP,, defined by (4.2) and 
(2.1), respectively, coincide on paths k, -.. k, of length n. Then, by virtue of 
(4.4) 
p,(k, ..a k,, ,) = p,(k, a.. k,)&(t3, k, ... k,), k,, ,) 
= IP,,.(k, es. k,,) f’(u(w, k, ... k,), k,, 1) 
= PJk, ‘.. k,, ,). 
A consequence of Proposition 4.1 is that all our preceding results also 
apply to linear learning models. On the other hand, an LOM can be 
considered as a special linear learning model, where A’= B’ and xii = 6,. 
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