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The vacuum boundary problem for the spherically symmetric
compressible Euler equations with positive density and unbounded
entropy
Calum Rickard∗
Abstract
Global stability of the spherically symmetric nonisentropic compressible Euler equations with pos-
itive density around global-in-time background affine solutions is shown in the presence of free vac-
uum boundaries. Vacuum is achieved despite a non-vanishing density by considering a negatively un-
bounded entropy and we use a novel weighted energy method whereby the exponential of the entropy
will act as a changing weight to handle the degeneracy of the vacuum boundary. Spherical symme-
try introduces a coordinate singularity near the origin for which we adapt a method developed for the
Euler-Poisson system [8] to our problem.
1 Introduction
We consider the free boundary compressible Euler equations for ideal gases in three space dimensions
ρ(∂tu+ u · ∇u) +∇p = 0 on Ω(t), (1.1)
∂tρ+ div(ρu) = 0 on Ω(t), (1.2)
∂tS + u · ∇S = 0 on Ω(t), (1.3)
coupled with equation of state for an ideal gas
p(ρ, S) = ργeS , (1.4)
where u is the fluid velocity vector field, ρ is the density, S is the entropy, p is the pressure, γ > 1 is
the adiabatic constant and Ω(t) ⊂ R3 is a time dependent, open bounded domain with boundary ∂Ω(t)
where t ∈ [0, T ] for some T > 0.
Our boundary conditions are the physical vacuum boundary condition coupled with kinematic
boundary condition
p = 0 on ∂Ω(t), (1.5)
−∞ <
∂c2s
∂n
< 0 on ∂Ω(t), (1.6)
V(∂Ω(t)) = u · n(t) on ∂Ω(t), (1.7)
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with n the outward unit normal vector to ∂Ω(t), ∂∂n the outward normal derivative, cs :=
√
∂p
∂ρ =√
γργ−1eS is the speed of sound and V(∂Ω(t)) the normal velocity of ∂Ω(t).
Finally, we demand positivity of the initial density throughout the starting domain and boundary
ρ0 > 0 in Ω(0) ∪ ∂Ω(0). (1.8)
Our study of the Euler system with vacuum (1.5) and a positive density (1.8) was motivated by the work
of Ovsyannikov [18] and Borisov-Kilin-Mamaev [1] in which examples of global-in-time solutions
were given in this context. Considering the presence of vacuum (1.5) and our equation of state (1.4), a
positive density implies formally our entropy must become unbounded and approach negative infinity
towards the boundary. Unbounded entropy profiles have featured in work on black holes [10, 11] and
an entropy diverging to negative infinity was studied in the context of dynamical systems used to model
particle states [3].
In our study of the vacuum free boundary nonisentropic Euler system with positive initial density
(1.1)-(1.8) we will make the assumption of spherical symmetry. The novel weight structure unique to
this problem whereby the entropy profile will function as our changing weight leads to a fundamental
loss of weight with respect to derivatives in the vorticity equation. Thus to avoid this problem, we
assume radial symmetry for the Lagrangian flow map ζ(t, y)
ζ(t, y) = χ(t, r)y, r = |y|, (1.9)
where χ will now function as our radial flow map in Lagrangian variables. This assumption will
avoid the need to have control of the problematic curl term due to loss of weight, but will introduce
a coordinate singularity near the origin r = 0 for which we employ the methodolodgy developed in
the recent work [8] to handle this singularity. In Eulerian coordinates, the spherically symmetric free
boundary Euler equations are
ρ(∂tu+ u∂ru) + ∂rp = 0 in (0, R(t)), (1.10)
∂t(r
2ρ) + ∂r(r
2ρu) = 0 in (0, R(t)), (1.11)
∂tS + u∂rS = 0 in (0, R(t)), (1.12)
where
u(t, x) = (x/r)u(t, r), ρ(t, x) = ρ(t, r), S(t, x) = S(t, r), r = |x|, (1.13)
and the moving domain Ω(t) = BR(t)(0).
Collectively, we will study the Cauchy problem for the spherically symmetric vacuum free bound-
ary nonisentropic Euler system with positive density. To the best of our knowledge there are no known
previous global-in-time existence results for this system, with or without spherical symmetry. The main
goal of this article is to construct open sets of initial data that lead to global solutions to the positive
density nonisentropic Euler system with spherical symmetry in the presence of free vacuum boundaries.
Before we move on, we briefly discuss some known results relevant to the present article. It is
well-known that the Euler equations are hyperbolic and in the whole space the existence of C1 local-
in-time positive density solutions follows from the theory of symmetric hyperbolic systems [15, 17].
Serre [22] and Grassin [7] proved global existence in the whole space for a special class of initial
data by perturbing solutions to the vectorial Burgers equation. Recently, Rickard [20] proved global-
in-time well-posedness of the Euler equations with heat transport by the pertubation of Dyson’s [6]
isothermal affine solutions, see below for details on affine solutions. In the other direction, Sideris [24]
showed that singularities must form if the density is a strictly positive constant outside of a bounded
set. Christodoulou-Miao [4] give a thorough description of shock formation for irrotational fluids
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starting from smooth initial data. We refer to the works of Speck and Luk-Speck [16, 27] for a more
general framework with respect to shock formation. Buckmaster-Shkoller-Vicol [2] recently gave a
constructive proof of shock formation leading to vorticity formation from an open set of initial data.
We remark that these singularity and shock formation results do not apply to the physical vacuum free
boundary problem.
Important examples of global-in-time solutions are given by Ovsyannikov [18], Dyson [6] and
Sideris [25, 26]. These are the so-called affine motions which are special expanding global solutions
found by a separation-of-variables ansatz for the Lagrangian flowmap, see Section 1.2. Notably for our
current work, the affine solutions found by Ovsyannikov [18] can be used to construct positive density
solutions in the presence of vacuum boundaries, see Borisov-Kilin-Mamaev [1].
For the vacuum free boundary problem, local well-posednesswith physical vacuum has been proven
by Coutand-Shkoller [5] and Jang-Masmoudi [14]. In particular, we will adapt the method of Jang-
Masmoudi [14] to obtain local well-posedness for our system. The global affine solutions of Sideris [25,
26] were constructed in the free vacuum boundary setting and importantly satisfy the physical vacuum
condition (1.6). In the isentropic (constant entropy) case, Hadzˇic´-Jang [9] and Shkoller-Sideris [23]
estabilished the nonlinear stability of the Sideris solutions. For the nonisentropic setting with vanishing
density and bounded entropy, Rickard-Hadzˇic´-Jang [21] proved global existence by perturbing around
a rich class of nonisentropic affine motions. Finally, in the isentropic setting, Parmeshwar-Hadzˇic´-Jang
[19] do not rely on background affine solutions and obtain global existence of small density expanding
solutions.
In the previous vacuum free boundary problem results, the density is vanishing at the boundary.
This contrasts with the current article in which we consider a positive density. In particular, our entropy
profile will instead behave like a distance function and will operate as a changingweight in our analysis.
1.1 Spherically Symmetric Lagrangian Coordinates
To study the vacuum free boundary nonisentropic Euler system with positive initial density (1.1)-(1.8)
we move to Lagrangian coordinates which brings the problem onto a fixed domain. Define the flow
map ζ as follows
∂tζ(t, y) = u(t, ζ(t, y)), (1.14)
ζ(0, y) = ζ0(y), (1.15)
where ζ0 is a sufficiently smooth diffeomorphism. Introduce the notation
Aζ := [Dζ]
−1, (Inverse of the Jacobian matrix) (1.16)
Jζ := det[Dζ], (Jacobian determinant) (1.17)
ρ¯(y) := ρ0(ζ0(y))Jζ(0, y) (Lagrangian density profile) (1.18)
d(y) := eS0(ζ0(y)) (Langrangian entropy profile). (1.19)
Then it is known [21] that the nonisentropic Euler equations (1.1)-(1.3) reduce to
ρ¯∂2t ζ
i + (ρ¯γd [Aζ ]
k
i J
1−γ
ζ ),k = 0. (1.20)
As mentioned above, we make the assumption of spherical symmetry for the remainder of this paper.
Therefore we make the ansatz
ζ(t, y) = χ(t, r)y, r = |y|. (1.21)
Then Aζ and Jζ transform as follows [12]
Aζ =
δki
χ
−
χry
kyi
χ(χ+ χrr)r
, (1.22)
3
Jζ = χ
2(χ+ χrr). (1.23)
Since we are considering the spherically symmetric case, make the assumption that ρ¯ and d are radial
functions
ρ¯(y) = ρ¯(r), (1.24)
d(y) = d(r). (1.25)
With these formulae and the fact that ∂k =
yk
r ∂r, by substituting (1.21) into (1.20) we obtain
ρ¯χtt +
χ2
r
∂r
(
ρ¯γd(χ2(χ+ χrr))
−γ
)
= 0. (1.26)
1.2 Nonisentropic Spherically Symmetric Affine Motion
By making the further ansatz χ(t, r) = a(t) for scalar a(t) with a(0) > 0, the fundamental affine
ODEs found in [6, 18, 25] are obtained. The ansatz transforms (1.26) into
ρ¯att +
a2−3γ
r
∂r (ρ¯
γd) = 0. (1.27)
We have that ρ¯γd is independent of t and hence (1.27) will hold if we require the following fundamental
affine ODEs to hold
att = a
2−3γ , (1.28)
ρ¯r = −∂r(ρ¯
γd). (1.29)
Positive density motions in the presence of vacuum boundaries were obtained from the Ovsyannikov
[18] affine solutions, see Borisov-Kilin-Mamaev [1]. For our positive density free boundary Euler
system, special affine solutions are obtained through ρ¯ having the following properties
ρ¯ ∈ C0[0, 1] ∩ C1[0, 1], (1.30a)
ρ¯(r) > 0 for r ∈ [0, 1], (1.30b)
ρ¯ ′(0) = 0. (1.30c)
Then we consider the following form for d which solves (1.29)
d(r) =
´ 1
r ℓρ¯(ℓ) dℓ
(ρ¯(r))γ
. (1.31)
With (1.31), we have the fundamental property d(1) = 0 which is crucial to permit a solution to our
positive density Euler system. Our next calculation shows why the vacuum boundary condition (1.6) is
satisfied by our affine solution
(ρ¯γ−1d)′(1) = lim
r→1−
´ 1
r ℓρ¯(ℓ) dℓ
ρ¯(r)(r − 1)
= lim
r→1−
−rρ¯(r)
ρ¯′(r)(r − 1) + ρ¯(r)
= −1, (1.32)
where we have used L’Hospital’s Rule. Then with a ∈ C(R,R+)∩C∞(R,R) solving the ODE (1.28),
ρ¯ satisfying (1.30a)-(1.30c) and finally d being given by (1.31), the associated solution of the positive
density Euler system is
ua(t, x) =
a′(t)x
a(t)
, (1.33)
4
ρa(t, x) =
ρ¯(r)
a(t)
, (1.34)
Sa(t, x) = ln d(r). (1.35)
noting that r = | xa(t) | here.
Remark 1.1 (Unbounded Entropy). From (1.35), the property limr→1− d(r) = d(1) = 0 corresponds
to our affine entropy approaching negative infinity as it approaches the boundary.
Now at this stage, we consider the profiles ρ¯ of the form
ρ¯(r) = φ(r), (1.36)
where φ ∈ Ck[0, 1], φ > 0 satisfying φ′(0) = 0 with k ∈ N to be specified. Here we demand the
condition φ′(0) = 0 to ensure the regularity of
◦
ρ at the center as in (1.30c). Then from (1.31), we
immediately have d ∈ Ck[0, 1] also.
Finally, we note for all γ > 1 we have the asymptotics
a(t) ∼ 1 + t, t ≥ 0. (1.37)
This follows from Theorem 3 [26] if we consider the special case of the full 3D problem whereA(t) =
diag(a(t), a(t), a(t)).
We denote the set of affine motions under consideration by S . To recap, the set S is parametrized
by the quadruple
(a(0), a′(0), φ) ∈ R+ × R×Zk, (1.38)
where
Zk :=
{
φ ∈ Ck[0, 1] : φ > 0, φ′(0) = 0
}
(1.39)
and we take k ∈ N sufficiently large (to be specified later in Theorems 2.1 and 2.3).
Remark 1.2 (Eulerian description of spherically symmetric solutions). At this stage it is worth giving
the connections between the Eulerian description of spherically symmetric solutions (1.13), spherically
symmetric Lagrangian coordinates and background affine motion. For the velocity, using (1.14) and
(1.21),
u(t, ζ(t, y)) = ∂tζ(t, y) = χt(t, r)y = (y/r)(rχt(r, t)) so that u(t, |ζ(t, y)|) = rχt(t, r). (1.40)
For the density
ρ(t, |ζ(t, y)|) =
ρ¯(r)
χ2(χ+ χrr)
. (1.41)
For the entropy
S(t, |ζ(t, y)|) = ln d(r). (1.42)
Remark 1.3 (Eulerian initial density ρ0 and entropy S0). The spherically symmetric Eulerian initial
density ρ0 and entropy S0 are connected to the background affine motion via
ρ0(|x|) =
ρ¯(|ζ−10 (x)|)
[χ0(|ζ
−1
0 (x)|)]
2(χ0(|ζ
−1
0 (x)|) + χ
′
0(|ζ
−1
0 (x)|)|ζ
−1
0 (x)|)
S0(|x|) = ln d(|ζ
−1
0 (y)|), (1.43)
where χ′0(r) = ∂rχ0(r).
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2 Formulation and Main Global Existence Result
2.1 Perturbation of Affine Motion
We derive the equation for the perturbation of our affine motion. With an affine motion a fixed, define
the modified flow map ξ = χa . We note considering the Lagrangian motion given by ξ(t, r)y then the
Jξ equivalent of Jζ is given by
Jξ = ξ
2(ξ + ξrr) := J (2.44)
Thus Jξ = a3Jζ from (1.23). Now from (1.26) we have
ρ¯ (aξtt + 2atξt + attξ) + a
2−3γ ξ
2
r
∂r
(
ρ¯γdJ −γ)
)
= 0. (2.45)
Apply (1.28) and multiply by a3γ−2
ρ¯
(
a3γ−1ξtt + a
3γ−2atξt + ξ
)
+
ξ2
r
∂r
(
ρ¯γdJ −γ)
)
= 0. (2.46)
Next make a change of time variable by setting
dτ
dt
=
1
a
.
Then we can formulate (2.46) as
ρ¯
(
a3γ−3ξττ + a
3γ−4aτξτ + ξ
)
+
ξ2
r
∂r
(
ρ¯γdJ −γ)
)
= 0. (2.47)
Note ξ(r) ≡ 1 corresponds to affine motion. Introducing the perturbation
θ(τ, r) := ξ(τ, r) − 1, (2.48)
equation (2.47) can be written in terms of θ
ρ¯
(
a3γ−3θττ + a
3γ−4aτθτ
)
+ ρ¯(1 + θ) +
(1 + θ)2
r
∂r
(
ρ¯γdJ −γ
)
= 0. (2.49)
Finally apply (1.29) and note (1 + θ)− (1 + θ)2 = −(1 + θ)θ to obtain
ρ¯
(
a3γ−3θττ + a
3γ−4aτθτ
)
− ρ¯θ(1 + θ) +
(1 + θ)2
r
∂r
(
ρ¯γd (J −γ − 1)
)
= 0. (2.50)
2.2 The H Equation
We derive the equation to be used in our estimates that will help us overcome the coordinate singularity
near the origin r = 0. Divide (2.50) by ρ¯
a3γ−3θττ + a
3γ−4aτθτ − θ(1 + θ) +
(1 + θ)2
ρ¯r
∂r(ρ¯
γd(J −γ − 1)) = 0. (2.51)
Note that using the affine ODE ρ¯r = −∂r(ρ¯γd) we can write
1
ρ¯
r∂r[(ρ¯
γd)(J −γ − 1)] = ρ¯γ−1d r∂r(J
−γ)− r2(J −γ − 1). (2.52)
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Now
∂r(J
−γ) = −γJ−γ−1∂rJ , (2.53)
and
∂rJ = ∂r(ξ
2(ξ + ξrr))
= ∂r(ξ
2(1 + θ+ θrr))
= ξ2rθrr + (2ξ
2 + 2ξξrr)θr + (2ξξr)θ+ 2ξξr
= ξ2rθrr + (2ξ
2 + 2ξξrr + 2ξ)θr + (2ξξr)θ (2.54)
where we recall
θ = ξ − 1 (2.55)
and hence θr = ξr. Thus
ρ¯γ−1d r∂r(J
−γ)
= −γρ¯γ−1dξ2r2θrrJ
−γ−1 − γρ¯γ−1d r(2ξ2 + 2ξξrr + 2ξ)θrJ
−γ−1 − γρ¯γ−1d r(2ξξr)θJ
−γ−1.
(2.56)
Then from (2.52)
1
ρ¯
(r∂r)((ρ¯
γd)(J −γ − 1))
= −γρ¯γ−1dξ2r2θrrJ
−γ−1 − γρ¯γ−1r d(2ξ2 + 2ξξrr + 2ξ)J
−γ−1
θr
− γρ¯γ−1d r(2ξξr)θJ
−γ−1 − r2(J −γ − 1)
= −γrJ −γ−1ξ2
1
ρ¯
∂r(ρ¯
γd
1
r2
∂r(r
3
θ))− r2((J −γ − 1) + γJ −γ−1ξ2[rθr + 3θ])
− γρ¯γ−1r dJ −γ−1(2ξξrr + 2ξ − 2ξ
2)θr − γρ¯
γ−1d r2ξξrJ
−γ−1
θ (2.57)
We notice that
2ξ − 2ξ2θr = 2ξ(1− ξ)ξr = −2ξξrθ, (2.58)
which leads to a cancellation on the last line of (2.57). Also
J −γ − 1 = −γ(J − 1) + ((J −γ − 1) + γ(J − 1)) (2.59)
γJ −γ−1ξ2(rθr + 3θ) = γξ
2(rθr + 3θ) + γ(J
−γ−1 − 1)ξ2(r∂rθ+ 3θ). (2.60)
Then
(J −γ − 1) + γJ −γ−1ξ2(rθr + 3θ)
= −γ(J − 1) + γξ2(r∂rθ+ 3θ) + ((J
−γ − 1) + γ(J − 1)) + γ(J −γ−1 − 1)ξ2(r∂rθ+ 3θ).
(2.61)
Now using
J = ξ2(ξ + ξrr) = (1 + θ)
2(1 + θ+ θrr) = 1 +
1
r2
(
r3
(
θ+ θ2 +
θ
3
3
))
r
, (2.62)
we have
J − 1 =
1
r2
(
r3
(
θ+ θ2 +
θ
3
3
))
r
7
=
1
r2
(3r2(θ+ θ2 +
θ
3
3
) + r3(θr + 2θθr + 3θ
2
θr)
= 3θ+ 3θ2 + θ3 + rθr + 2θθr + rθ
2
θr. (2.63)
On the other hand, notice that
ξ2(r∂rθ+ 3θ) = (1 + θ)
2(r∂rθ+ 3θ)
= r∂rθ+ 3θ+ 2rθ∂rθ+ θ
2r∂rθ+ 3θ
3 + 6θ2. (2.64)
Hence canceling terms
− γ(J − 1) + γξ2(r∂rθ+ 3θ) = −γ(−3θ
2 − 2θ3). (2.65)
Therefore we now have
ξ2
ρ¯r2
(r∂r)(ρ¯
γd(J −γ − 1)) = −γ
ξ4
J γ+1rρ¯
∂r(ρ¯
γd 1r2 ∂r(r
3
θ))
− γρ¯γ−1dJ −γ−12ξ3ξrθr
− ξ2((J −γ − 1) + γ(J − 1)− γ(−3θ2 − 2θ3) + γ(J −γ−1 − 1)ξ2(r∂rθ+ 3θ)). (2.66)
Rewrite the second line of (2.66) as follows
− γρ¯γ−1dJ −γ−12ξ3ξrθr = −2γρ¯
γ−1d
ξ3
J γ+1r2
(r∂rθ)
2 (2.67)
Then let
R1[θ] := −2γρ¯
γ−1d
ξ3
J γ+1r2
(r∂rθ)
2 (2.68)
R2[θ] := −ξ
2((J −γ − 1) + γ(J − 1)− γ(−3θ2 − 2θ3) + γ(J −γ−1 − 1)ξ2(r∂rθ+ 3θ)).
(2.69)
Therefore (2.51) can be written as
a3γ−3θττ + a
3γ−4aτθτ − γ
ξ4
J γ+1rρ¯
∂r(ρ¯
γd 1r2 ∂r(r
3
θ))− θ(1 + θ) +R1[θ] +R2[θ] = 0. (2.70)
Next let H := rθ. So θ = Hr . ThenH solves
a3γ−3Hττ + a
3γ−4aτHτ − γ
ξ4
J γ+1ρ¯
∂r(ρ¯
γd 1r2 ∂r(r
2H))−H
(
1 +
H
r
)
+ rR1[
H
r ] + rR2[
H
r ] = 0, (2.71)
with the initial conditions
H(0, y) = H0(r), Hτ (0, r) = ∂τH0(r), (r ∈ [0, 1]). (2.72)
2.3 Notation
First introduce the radial equivalent of the three-dimensional divergence operator
Dr :=
1
r2
∂r(r
2·) (2.73)
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To avoid singularities at r = 0 when applying high-order derivatives, define
Dj :=

(∂rDr)
j
2 if j is even
Dr(∂rDr)
j−1
2 if j is odd
(2.74)
and set D0 = 1. Also define
D¯i :=
{
D0 for i = 0
Di−1∂r for i ≥ 1
. (2.75)
We will use the following elliptic operators to derive high-order equations
Lkf :=
1
ρ¯1+k(γ−1)dk
∂r
(
ρ¯γ+k(γ−1)d1+kDrf
)
(2.76)
L∗kh :=
1
ρ¯1+k(γ−1)dk
Dr
(
ρ¯γ+k(γ−1)d1+k∂rh
)
. (2.77)
Then define
LjDj :=
{
LjDj if j is even
L∗jDj if j is odd
. (2.78)
Now for any k ∈ Z≥0, we consider the weighted L2 norm
‖f‖2k :=
ˆ 1
0
dk(f)2r2 dr (2.79)
The smooth cut-off function ψ ≥ 0 such that
ψ = 1 on [0, 12 ], ψ = 0 on [
3
4 , 1] and ψ
′ ≤ 0, (2.80)
will be useful. The following vector fields will be important in obtaining high-order estimates success-
fully taking into account the coordinate singularity near the origin
P2j+2 :=
{
j+1∏
k=1
∂rVk : Vk ∈ {Dr,
1
r}
}
, (2.81)
P2j+1 :=
{
Vj+1
j∏
k=1
∂rVk : Vk ∈ {Dr,
1
r}
}
, (2.82)
for j ≥ 0, and set P0 = {1}. Also define
P2j+2 := {W∂r : W ∈ P2j+1}
P2j+1 := {W∂r : W ∈ P2j}, (2.83)
for j ≥ 0, and set P0 = {1}.
2.4 High-order Norm
Our time weights will differ depending on whether γ ∈ (1, 53 ] or γ >
5
3 . This is because we take a
slightly different approach for γ > 53 by an adaptation of [23], applied to our spherically symmetric
nonisentropic setting.
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On this note, introduce the following γ dependent exponents
d(γ) :=
{
3γ − 3 if 1 < γ ≤ 53
2 if γ > 53
; b(γ) := d(γ) + 3− 3γ =
{
0 if 1 < γ ≤ 53
5− 3γ if γ > 53
. (2.84)
Let N ∈ N. To measure the size H , we define the high-order weighted Sobolev norm as follows
SN (H,Hτ ) = S
N (τ) := sup
0≤τ ′≤τ
{
N∑
i=0
ad(γ)‖DiHτ‖
2
i +
N−1∑
i=0
‖Di+1H‖
2
i+1 +
∑
i=N
ab(γ)‖Di+1H‖
2
i+1
}
.
(2.85)
2.5 Main Theorem
Before giving our main theorem, first define the important a(τ) related quantities
a1 := lim
τ→∞
aτ (τ)
a(τ)
, a0 :=
d(γ)
2
a1. (2.86)
Local Well-Posedness. Next, we give the local well-posedness of our system.
Theorem 2.1. Suppose γ > 1. Fix N ≥ 8. Let k ≥ N in (1.39). Then there are ǫ0 > 0, λ0 > 0
and T > 0 such that for every ǫ ∈ (0, ǫ0], λ ∈ (0, λ0] and pair of initial data for (2.71) (H0, ∂τH0)
satisfying SN (H0, ∂τH0) ≤ ǫ and ‖H(0)‖20 ≤ λ, there exists a unique solution (H(τ), Hτ (τ)) :
[0, 1] → R × R to (2.71)-(2.72) for all τ ∈ [0, T ]. The solution has the property SN (H,Hτ ) . ǫ for
each τ ∈ [0, T ]. Furthermore, the map [0, T ] ∋ τ 7→ SN (τ) ∈ R+ is continuous.
We give the sketch of the proof of Theorem 2.1 in Appendix D.
A priori assumptions. Finally before our main theorem, make the following a priori assumptions
on our local solutions from Theorem 2.1
SN (τ) <
1
3
, (2.87)
|J − 1| <
1
3
, (2.88)
|∂r(θ)| = |∂r
(
H
r
)
| <
1
3
, (2.89)
|∂2r (θ)| = |∂
2
r
(
H
r
)
| <
1
3
. (2.90)
Remark 2.2. Using J = ξ2(ξ + ξrr) and θr = ξr, (2.88)-(2.89) imply
1 . |ξ| . 1. (2.91)
Furthermore, using Jr = (ξ3 + ξ2ξrr)r and θr = ξr , (2.89)-(2.91) imply
1 . |Jr | . 1. (2.92)
We are now ready to give our main theorem.
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Theorem 2.3. Suppose γ > 1. Fix N ≥ 8. Let k ≥ N . Consider a fixed quadruple
(a(0), a′(0), φ) ∈ R+ × R×Zk, (2.93)
parametrizing a nonisentropic affine motion from the set S . Then there are ǫ0 > 0 and λ0 > 0
such that for every ǫ ∈ (0, ǫ0], λ ∈ (0, λ0] and pair of initial data for (2.71) (H0, ∂τH0) satisfying
SN (H0, ∂τH0) ≤ ǫ and ‖H(0)‖
2
0 ≤ λ, there exists a global-in-time solution, (H,Hτ ), to the initial
value problem (2.71)-(2.72) and a constant C > 0 such that
SN (H,Hτ )(τ) ≤ C(ε+ λ), 0 ≤ τ <∞. (2.94)
We believe Theorem 2.3 is the first global existence result for the positive density vacuum boundary
Euler system.
Henceforth we assume we are working with a unique local solution (H,Hτ ) : [0, 1] → R × R to
(2.71)-(2.72) such that SN (H) < ∞ on [0, T ] with T > 0 fixed: Theorem 2.1 ensures the existence
of such a solution, and furthermore we assume this local solution satisfies the a priori assumptions
(2.87)-(2.90).
To prove our main result, we apply weighted energy estimates. A similar methodology to [8] in
conjunction with a weighted energy estimate method similar to that used in [21] allows us to simultane-
ously handle the coordinate singularity near the origin, the exponentially growing-in-time coefficients
and the vacuum boundary. Firstly the particular choice of derivative operators in combination with
the introduction of special vector field classes, see Section 2.3, allows us to circumvent the coordinate
singularity at r = 0. Secondly the exponentially growing time weights take advantage of the stabilizing
effect of the expanding background affine motion. Finally the increase in spatial weight d in accordance
with an increase in derivatives will be essential in avoiding potentially dangerous negative powers of d
near the boundary.
It is worth noting that the number of derivatives required to close estimates and prove the main
theorem here does not depend on γ. This is because the weight structure involving d does not depend
on γ. This contrasts to previous free boundaryworks using weighted estimates with a vanishing density,
see [9, 21, 23] for example.
Coercivity estimates are employed to account for the fact that our equation structure does not in-
clude a zeroth order contribution ofH which is seen in our definition of SN . Furthermore, we also use
coercivity estimates to obtain results for all γ > 1 because of the time weight manipulation necessary
for γ > 53 , see Section 3.2.
Immediately below in Section 3 we prove our high order energy estimates and in Section 4 we
prove our Main Theorem 2.3 by means of a continuity argument.
3 Energy Estimates
3.1 Differentiated Equation
Let 1 ≤ i ≤ n. Apply Di to our equation forH (2.71)
a3γ−3DiHττ + a
3γ−4aτDiHτ −DiH −Di
[
H2
r
]
− γDi
[
ξ4
J γ+1ρ¯
∂r(ρ¯
γd 1r2 ∂r(r
2H))
]
+Di
[
rR1[
H
r ] + rR2[
H
r ]
]
= 0. (3.95)
Using the product rule for Di Lemma A.1, we compute
Di
[
ξ4
J γ+1ρ¯
∂r(ρ¯
γd 1r2 ∂r(r
2H))
]
= Di
[
1
ρ¯
∂r(ρ¯
γd 1r2 ∂r(r
2H))
]
ξ4
J γ+1
11
+ D¯i−1
[
∂r
(
ξ4
J γ+1
)
1
ρ¯
∂r(ρ¯
γd 1r2 ∂r(r
2H))
]
+ D¯i−1
[
ξ4
J γ+1
Dr
(
1
ρ¯
∂r(ρ¯
γd 1r2 ∂r(r
2H))
)]
−
ξ4
J γ+1
(
D¯i−1Dr
(
1
ρ¯
∂r(ρ¯
γd 1r2 ∂r(r
2H))
)]
.
(3.96)
The last line of (3.96) can be written using the commutator as follows
[D¯i−1,
ξ4
J γ+1
]Dr
(
1
ρ¯
∂r(ρ¯
γd 1r2 ∂r(r
2H))
)
. (3.97)
Next we computeDi
[
1
ρ¯∂r(ρ¯
γd 1r2 ∂r(r
2H))
]
. To this end, introduce
Lkf :=
1
ρ¯1+k(γ−1)dk
∂r
(
ρ¯γ+k(γ−1)d1+kDrf
)
(3.98)
L∗kh :=
1
ρ¯1+k(γ−1)dk
Dr
(
ρ¯γ+k(γ−1)d1+k∂rh
)
(3.99)
LjDj :=
{
LjDj if j is even
L∗jDj if j is odd
. (3.100)
Recalling the notation Lk (2.76) and L
∗
k (2.77), first
DrLkf = L
∗
1+kDrf + [(γ + k(γ − 1))Dr(ρ¯
γ−2ρ¯rd) + (1 + k)Dr(drρ¯
γ−1)]Drf
= L∗1+kDrf +Q+Drf (3.101)
where we define
Q+ :=
1
r ((2(γ + k(γ − 1))ρ¯
γ−2ρ¯rd+ (2(1 + k)ρ¯
γ−1)dr)+
+ ((γ + k(γ − 1))((γ − 2)ρ¯γ−3ρ¯2r + ρ¯
γ−2ρ¯rr)d+ (2 + 2k)(γ − 1)ρ¯
γ−2ρ¯rdr + (1 + k)ρ¯
γ−1drr.
(3.102)
Also
∂rL
∗
kh = L1+k∂rh+
[
∂r
(
∂r(ρ¯
γ+k(γ−1)d1+k)
ρ¯1+k(γ−1)dk
)
−
2
r
∂r(ρ¯
γ+k(γ−1)d1+k)
ρ¯1+k(γ−1)dk
]
∂rh
= L1+k∂rh+Q−∂rh. (3.103)
where we define
Q− := (γ + k(γ − 1))((γ − 2)ρ¯
γ−3ρ¯2rd+ ρ¯
γ−2ρ¯rrd+ ρ¯
γ−2ρ¯rdr)+
+ (1 + k)(drrρ¯
γ−1 + (γ − 1)ρ¯γ−2ρ¯rdr)−
2
r
((γ + k(γ − 1))ρ¯γ−2ρ¯rd+ (1 + k)ρ¯
γ−1dr).
(3.104)
Then using the commutation rule for DiL0 Lemma A.2
Di
[
1
ρ¯
∂r(ρ¯
γd 1r2 ∂r(r
2H))
]
= DiL0H = LiDiH +
i−1∑
j=0
qijDi−jH, (3.105)
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where
qij =
2+j∑
k=1
∑k
ℓ=0 cijkℓ∂
ℓ
rd
r2+j−k
, (3.106)
and cijkℓ are bounded functions on [0, 1]. Now returning to (3.95), we have
a3γ−3DiHττ + a
3γ−4aτDiHτ −DiH −Di
[
H2
r
]
− γ
ξ4
J γ+1
LiDiH
− γ
ξ4
J γ+1
i−1∑
j=0
qijDi−jH − γD¯i−1
(
∂r
(
ξ4
J γ+1
)
L0H
)
− γ[D¯i−1,
ξ4
J γ+1
]DrL0H
+Di
[
rR1[
H
r ] + rR2[
H
r ]
]
= 0. (3.107)
Let
Ci[H ] :=
ξ4
J γ+1
i−1∑
j=0
qijDi−jH + [D¯i−1,
ξ4
J γ+1
]DrL0H. (3.108)
Then we write (3.107) as follows
a3γ−3DiHττ + a
3γ−4aτDiHτ − γ
ξ4
J γ+1
LiDiH
= DiH +Di
[
H2
r
]
−Di
[
rR1[
H
r ] + rR2[
H
r ]
]
+ γCi[H ] + γD¯i−1
(
∂r
(
ξ4
J γ+1
)
L0H
)
.
(3.109)
3.2 Time Weight Manipulation
For γ > 53 we need to eliminate our equivalent of the anti-damping effect encountered in [9]. We use
the strategy from [23], applied to our spherically symmetric positive density nonisentropic setting. First
recall our γ dependent exponents
d(γ) =
{
3γ − 3 if 1 < γ ≤ 53
2 if γ > 53
; b(γ) = d(γ) + 3− 3γ =
{
0 if 1 < γ ≤ 53
5− 3γ if γ > 53
. (3.110)
We then multiply (3.109) by ab(γ) to obtain
ad(γ)DiHττ + a
d(γ)−1aτDiHτ − γa
b(γ) ξ
4
J γ+1
LiDiH
= ab(γ)DiH + a
b(γ)Di
[
H2
r
]
− ab(γ)Di
[
rR1[
H
r ] + rR2[
H
r ]
]
+ γab(γ)Ci[H ]
+ γab(γ)D¯i−1
(
∂r
(
ξ4
J γ+1
)
L0H
)
. (3.111)
3.3 Energy Identity
Multiply (3.111) by r2diDiHτ and integrate in r from 0 to 1
ˆ 1
0
ad(γ)DiHττDiHτd
ir2 dr +
ˆ 1
0
ad(γ)−1aτ (DiHτ )
2dir2 dr
13
− γab(γ)
{´ 1
0
ξ4
ρ¯1+k(γ−1)J γ+1
∂r
(
ρ¯γ+i(γ−1)d1+iDrDiH
)
r2DiHτ if i is even´ 1
0
ξ4
ρ¯1+k(γ−1)J γ+1
Dr
(
ρ¯γ+i(γ−1)d1+i∂rDiH
)
r2DiHτ if i is odd
=
ˆ 1
0
ab(γ)DiHDiHτ r
2di dr +
ˆ 1
0
ab(γ)Di
[
H2
r
]
DiHτ r
2di dr
−
ˆ 1
0
ab(γ)Di
[
rR1[
H
r ] + rR2[
H
r ]
]
DiHτ r
2di dr
+ γ
ˆ 1
0
ab(γ)Ci[H ]r
2diDiHτ dr + γ
ˆ 1
0
ab(γ)D¯i−1
(
∂r
(
ξ4
J γ+1
)
L0H
)
r2diDiHτ dr. (3.112)
We rewrite the third term on the left hand side of (3.112) and obtain
ˆ 1
0
ad(γ)DiHττDiHτd
ir2 dr +
ˆ 1
0
ad(γ)−1aτ (DiHτ )
2dir2 dr
+ γ
ˆ 1
0
ab(γ)
ξ4
J γ+1
Di+1HDi+1Hτr
2ρ¯γ−1di+1 dr
=
ˆ 1
0
ab(γ)DiHDiHτ r
2di dr +
ˆ 1
0
ab(γ)Di
[
H2
r
]
DiHτ r
2di dr
− γ
ˆ 1
0
ab(γ)ρ¯γ+i(γ−1)d1+iDi+1HDiHτr
2∂r
(
ξ4
ρ¯1+i(γ−1)J γ+1
)
dr
−
ˆ 1
0
ab(γ)Di
[
rR1[
H
r ] + rR2[
H
r ]
]
DiHτ r
2di dr
+ γ
ˆ 1
0
ab(γ)Ci[H ]r
2diDiHτ dr + γ
ˆ 1
0
ab(γ)D¯i−1
(
∂r
(
ξ4
J γ+1
)
L0H
)
r2diDiHτ dr. (3.113)
Writing (3.113) using perfect time derivatives
d
dτ
(
1
2
ad(γ)
ˆ 1
0
(DiHτ )
2dir2 dr +
γab(γ)
2
ˆ 1
0
ξ4
J γ+1
(Di+1H)
2ρ¯γ−1di+1r2 dr
)
+
2− d(γ)
2
ad(γ)−1aτ
ˆ 1
0
(DiHτ )
2dir2 dr −
γb(γ)
2
ab(γ)−1aτ
ˆ 1
0
ξ4
J γ+1
(Di+1H)
2ρ¯γ−1di+1r2 dr
= ab(γ)
ˆ 1
0
DiHDiHτ r
2di dr + ab(γ)
ˆ 1
0
Di
[
H2
r
]
DiHτ r
2di dr
+
γab(γ)
2
ˆ 1
0
∂τ
(
ξ4
J γ+1
)
(Di+1H)
2ρ¯γ−1di+1r2 dr
− γab(γ)
ˆ 1
0
ρ¯γ+i(γ−1)di+1Di+1HDiHτr
2∂r
(
ξ4
ρ¯1+i(γ−1)J γ+1
)
dr
−
ˆ 1
0
ab(γ)Di
[
rR1[
H
r ] + rR2[
H
r ]
]
DiHτ r
2di dr
+ γ
ˆ 1
0
ab(γ)Ci[H ]r
2diDiHτ dr + γ
ˆ 1
0
ab(γ)D¯i−1
(
∂r
(
ξ4
J γ+1
)
L0H
)
r2diDiHτ dr. (3.114)
Remark 3.1. The second line of the left hand side of (3.114) is nonnegative for both γ ∈ (1, 53 ] and
γ > 53 where we note 2− d(γ) = 0 for γ >
5
3 and b(γ) = 0 for γ ∈ (1,
5
3 ].
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3.4 High-order Quantities from Energy Identity
We now define our high order quantities. First from (3.114), define
Ei =
1
2
ad(γ)
ˆ 1
0
(DiHτ )
2dir2 dr +
γab(γ)
2
ˆ 1
0
ξ4
J γ+1
(Di+1H)
2ρ¯γ−1di+1r2 dr
Di =
2− d(γ)
2
ad(γ)−1aτ
ˆ 1
0
(DiHτ )
2dir2 dr −
γb(γ)
2
ab(γ)−1aτ
ˆ 1
0
ξ4
J γ+1
(Di+1H)
2ρ¯γ−1di+1r2 dr
Ri =
ˆ 1
0
ab(γ)DiHDiHτr
2di dr +
ˆ 1
0
ab(γ)Di
[
H2
r
]
DiHτr
2di dr
+
γ
2
ˆ 1
0
ab(γ)∂τ
(
ξ4
J γ+1
)
(Di+1H)
2ρ¯γ−1di+1r2 dr
− γ
ˆ 1
0
ab(γ)ρ¯γ+i(γ−1)d1+iDi+1HDiHτ r
2∂r
(
ξ4
ρ¯1+i(γ−1)J γ+1
)
dr
−
ˆ 1
0
ab(γ)Di
[
rR1[
H
r ] + rR2[
H
r ]
]
DiHτr
2di dr
+ γ
ˆ 1
0
ab(γ)Ci[H ]r
2diDiHτ dr + γ
ˆ 1
0
ab(γ)D¯i−1
(
∂r
(
ξ4
J γ+1
)
L0H
)
r2diDiHτ dr.
(3.115)
Then let
EN (τ) =
N∑
i=0
Ei(τ) (3.116)
DN (τ) =
N∑
i=0
Di(τ) (3.117)
Ri = Z
i
1 + Z
i
2 + Z
i
3 + Z
i
4 + Z
i
5 + Z
i
6 + Z
i
7. (3.118)
where we will show in the zeroth order estimate Z06 = Z
0
7 = 0. Therefore from (3.114), we have
d
dτ
(EN (τ)) + DN (τ) =
N∑
i=0
Ri
=
N∑
i=0
(Zi1 + Z
i
2 + Z
i
3 + Z
i
4 + Z
i
5 + Z
i
6 + Z
i
7). (3.119)
3.5 Main Energy Inequality
To establish our central energy inequality, we primarily need to estimate the right hand of (3.4), that is,
estimate Zij for all j = 1, 2, 3, 4, 5, 6, 7 and all 0 ≤ i ≤ N .
Before this, we introduce a term only present for γ > 53 which is similar to Ei but does not include
top order quantities or time weights with negative powers, and will be controlled through our coercivity
Lemma E.1
Ci,γ = 1γ>5/3
ˆ 1
0
γ ξ4
2J γ+1
(Di+1H)
2ρ¯γ−1di+1r2 dr, (3.120)
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where 1γ>5/3 =
{
1 if γ > 53
0 if 1 < γ ≤ 53
. Then let
CN−1(τ) =
N−1∑
i=0
Ci,γ(τ). (3.121)
Remark 3.2. Our coercivity Lemma E.1 given in Appendix E will let us control CN−1. However we
cannot use Lemma E.1 to handle top order terms as that would require control of N + 1 derivatives of
∂τH . This is why we do not include top order terms in CN−1.
Finally, prior to proving our main energy inequality, it is worth formally stating the equivalence of
our high order norm SN and high order energy functional EN .
Lemma 3.3. Let (H,Hτ ) : [0, 1] → R × R be a unique local solution to (2.71)-(2.72) on [0, T ] for
T > 0 fixed with ‖H(0)‖20 < ∞ and assume (H,Hτ ) satisfies the a priori assumptions (2.87)-(2.90).
Fix N ≥ 8. Let k ≥ N in (1.39). Then there are constants C1, C2 > 0 so that
C1S
N (τ) ≤ sup
0≤τ ′≤τ
{EN(τ ′) + CN−1(τ ′)} ≤ C2(S
N (τ) + SN (0)). (3.122)
Proof. Recall the definition SN (2.85). Then (3.122) is a straightforward application of the uniform
boundedness of J (2.88), ξ (2.91) and ρ¯ (1.36), in conjunction with Lemma E.1 to control terms
without time weights with negative powers, which are included in CN−1(τ ′), by SN (τ) + SN (0).
We are now ready to prove our central high order energy inequality which will be essential in the
proof of our main result Theorem 2.3.
Proposition 3.4. Suppose γ > 1. Let (H,Hτ ) : [0, 1] → R × R be a unique local solution to
(2.71)-(2.72) on [0, T ] for T > 0 fixed with ‖H(0)‖20 < ∞ and assume (H,Hτ ) satisfies the a priori
assumptions (2.87)-(2.90). Fix N ≥ 8. Let k ≥ N in (1.39). Then for all τ ∈ [0, T ], we have the
following inequality for some 0 < κ≪ 1
EN (τ)+CN−1(τ)+
ˆ τ
0
DN (τ ′) dτ ′ . SN (0)+‖H(0)‖20+κS
N (τ)+
ˆ τ
0
e−a0τ
′
SN (τ ′)dτ ′. (3.123)
Proof. We integrate our energy identity written in terms of our high order quantities (3.119) from 0 to
τ , and for γ > 53 apply Lemma E.1, to obtain the left hand side of (3.123). Our goal is then to estimate
|Zij| for all j = 1, 2, 3, 4, 5, 6, 7 and all 0 ≤ i ≤ N .
j = 1: Fix i ≥ 1. Suppose i = ℓ+ 1 for 0 ≤ ℓ ≤ N − 1. Then
|Zi1| = |a
b(γ)
ˆ 1
0
DiHDiHτr
2di dr|
. ab(γ)(
ˆ 1
0
(DiH)
2r2di dr)1/2(
ˆ 1
0
(DiHτ )
2r2di dr)1/2
= ab(γ)(
ˆ 1
0
(Dℓ+1H)
2r2dℓ+1 dr)1/2(ed(γ)τe−d(γ)τ
ˆ 1
0
(DiHτ )
2r2di dr)1/2
. (SN )1/2e−a0τ (SN )1/2 = e−a0τSN (τ). (3.124)
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For i = 0, we first need to derive the energy identity (3.114) for i = 0. Multiplying our equation forH
(2.71) by ab(γ) we have
ad(γ)Hττ+a
d(γ)−1aτHτ−γa
b(γ) ξ
4
J γ+1
L0H = a
b(γ)H+ab(γ)
H2
r
−ab(γ)(rR1[
H
r ]+rR2[
H
r ]+rR3[
H
r ]).
(3.125)
Multiply (3.125) by r2Hτ and integrate in r from 0 to 1
ˆ 1
0
ad(γ)HττHτ r
2 dr +
ˆ 1
0
ad(γ)−1aτ (Hτ )
2r2 dr − γ
ˆ 1
0
ab(γ)
ξ4
ρ¯J γ+1
∂r(ρ¯
γdDrH)Hτ r
2 dr
=
ˆ 1
0
ab(γ)HHτr
2 dr +
ˆ 1
0
ab(γ)
H2
r
Hτ r
2 dr −
ˆ 1
0
ab(γ)(rR1[
H
r ] + rR2[
H
r ] + rR3[
H
r ])Hτ r
2 dr.
(3.126)
Rewriting the third term of the left hand side of (3.126) we then have
ˆ 1
0
ad(γ)HττHτr
2 dr +
ˆ 1
0
ad(γ)−1aτ (Hτ )
2r2 dr + γ
ˆ 1
0
ab(γ)
ξ4
ρ¯J γ+1
D1HD1Hτr
2ρ¯γ−1d dr
=
ˆ 1
0
ab(γ)HHτr
2 dr +
ˆ 1
0
ab(γ)
H2
r
Hτr
2 dr − γ
ˆ 1
0
ab(γ)ρ¯γdD1H∂r
(
ξ4
ρ¯J γ+1
)
Hτr
2 dr
−
ˆ 1
0
ab(γ)(rR1[
H
r ] + rR2[
H
r ] + rR3[
H
r ])Hτ r
2 dr. (3.127)
Writing (3.127) using perfect time derivatives
d
dτ
(
1
2
ad(γ)
ˆ 1
0
(Hτ )
2r2 dr +
γ
2
ab(γ)
ˆ 1
0
ξ4
J γ+1
(D1H)
2ρ¯γ−1dr2 dr
)
+
2− d(γ)
2
ad(γ)−1aτ
ˆ 1
0
(Hτ )
2r2 dr −
γb(γ)
2
ab(γ)−1aτ
ˆ 1
0
ξ4
J γ+1
(D1H)
2ρ¯γ−1dr2 dr
= ab(γ)
ˆ 1
0
HHτr
2 dr + ab(γ)
ˆ 1
0
H2
r
Hτ r
2 dr +
γ
2
ab(γ)
ˆ 1
0
∂τ
(
ξ4
J γ+1
)
(D1H)
2ρ¯γ−1dr2 dr
− γab(γ)
ˆ 1
0
ρ¯γdD1H∂r
(
ξ4
ρ¯J γ+1
)
Hτr
2 dr − ab(γ)
ˆ 1
0
(rR1[
H
r ] + rR2[
H
r ] + rR3[
H
r ])Hτ r
2 dr.
(3.128)
Therefore in terms of our high order quantities at the zeroth order level, we have
d
dτ
(E0(τ)) + D0(τ) = R0
= Z01 + Z
0
2 + Z
0
3 + Z
0
4 + Z
0
5 + Z
0
6 + Z
0
7 , (3.129)
where Z06 = Z
0
7 = 0. Returning to our j = 1 estimate, that is our |Z
i
1| estimate, for i = 0 using
Young’s inequality with 0 < κ≪ 1 we have∣∣∣∣
ˆ τ
0
Z10dτ
′
∣∣∣∣ =
∣∣∣∣
ˆ τ
0
ab(γ)
ˆ 1
0
HHτ r
2 drdτ ′
∣∣∣∣
=
∣∣∣∣
ˆ τ
0
ˆ 1
0
ab(γ)a−
d(γ)
4 Ha
d(γ)
4 Hτ r
2 drdτ ′
∣∣∣∣
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. κ
ˆ τ
0
ˆ 1
0
a−
d(γ)
2 H2r2 drdτ ′ +
ˆ τ
0
ˆ 1
0
a
d(γ)
2 H2τ r
2 drdτ ′
. κ sup
0≤τ ′≤τ
{
ˆ 1
0
H2r2 dr}
ˆ τ
0
a−
d(γ)
2 dτ ′ +
ˆ τ
0
ˆ 1
0
a−
d(γ)
2 ad(γ)H2τ r
2 drdτ ′
. κ sup
0≤τ ′≤τ
{
ˆ 1
0
H2r2 dr} +
ˆ τ
0
e−a0τ
′
SN (τ ′)dτ ′. (3.130)
For
´ 1
0
H2r2 dr apply a coercivity estimate as follows
H =
ˆ τ
0
Hτdτ
′ +H(0) =
ˆ τ
0
a−
3γ−3
2 a
3γ−3
2 Hτdτ
′ +H(0) . sup
0≤τ ′≤τ
a
3γ−3
2 Hτ +H(0), (3.131)
and hence using Cauchy’s inequality (ab . a2 + b2, a, b ∈ R) we have
ˆ 1
0
(H)2r2 dr . SN (τ) + ‖H(0)‖20. (3.132)
Therefore ∣∣∣∣
ˆ τ
0
Z01dτ
′
∣∣∣∣ . κSN (τ) + ‖H(0)‖20 +
ˆ τ
0
e−a0τ
′
SN (τ ′). (3.133)
j = 2: Fix 0 ≤ i ≤ N . Then with ψ ≥ 0 a smooth cut-off function such that ψ = 1 on [0, 12 ], ψ = 0
on [ 34 , 1] and ψ
′ ≤ 0,
|Zi2| =
∣∣∣∣ab(γ)
ˆ 1
0
Di
(
H2
r
)
DiHτ r
2di dr
∣∣∣∣
=
∣∣∣∣∣ab(γ)
ˆ 3
4
0
Di
(
H2
r
)
DiHτ r
2diψ dr + ab(γ)
ˆ 1
1
2
Di
(
H2
r
)
DiHτr
2di(1− ψ) dr
∣∣∣∣∣
.
∣∣∣∣∣
ˆ 3
4
0
Di
(
H2
r
)
DiHτr
2diψ dr
∣∣∣∣∣ +
∣∣∣∣∣
ˆ 1
1
2
Di
(
H2
r
)
DiHτ r
2di(1 − ψ) dr
∣∣∣∣∣ . (3.134)
Next recalling the definition of the vector field Pi given in Section 2.3, first note Di ∈ Pi. Then by the
product rule for Pi Lemma A.3
Di
[
H2
r
]
=
i∑
k=0
∑
A∈Pk
B∈P¯i−k
cDiABk A[H ]B
[
H
r
]
, (3.135)
for some real valued constants cDiBCk . Now note for B ∈ P¯i−k, B
[
H
r
]
= C[H ] for C ∈ Pi+1−k.
Then we can write in terms of low order and high order derivatives
Di
[
H2
r
]
=
i/2∑
k=0
∑
A∈Pk
C∈Pi+1−k
cDiACk A[H ]C[H ]. (3.136)
Hence applying Lemma A.6 to estimate Pi+1−k usingDi+1−k , our L∞ embedding for Pk (B.212) and
the fact that 1 . d . 1 on [0, 34 ], we have for the left hand integral on the last line of (3.134)∣∣∣∣∣
ˆ 3
4
0
Di
(
H
r
)
DiHτr
2diψ dr
∣∣∣∣∣ .
i/2∑
k=0
∑
A∈Pk
C∈Pi+1−k
‖A(H)‖L∞
∣∣∣∣∣
ˆ 3
4
0
C[H ]DiHτ r
2diψ dr
∣∣∣∣∣
18
. (SN (τ) + ‖H(0)‖2)
i/2∑
k=0
∑
C∈Pi+1−k
(ˆ 3
4
0
(C[H ])2r2diψ2 dr
)1/2(ˆ 3
4
0
ψ2(DiHτ )
2r2di dr
)1/2
.
i/2∑
k=0
∑
C∈Pi+1−k
(ˆ 3
4
0
(C[H ])2r2ψ2 dr
)1/2(ˆ 1
0
(DiHτ )
2r2di dr
)1/2
.
i/2∑
k=0
(ˆ 3
4
0
(Di+1−kH)
2r2ψ2 dr
)1/2
e−a0τ (SN (τ))
1
2
.
i/2∑
k=0
(ˆ 3
4
0
(Di+1−kH)
2r2ψ2di+1 dr
)1/2
e−a0τ (SN (τ))
1
2
. (SN (τ))
1
2 e−a0τ (SN (τ))
1
2 . e−a0τSN (τ). (3.137)
For the second integral on the right hand side of (3.134), also use
Pku =
k∑
ℓ=0
cℓ(r)Dℓ(H), (3.138)
where cℓ are smooth functions of r on [
1
4 , 1] in this case to obtain∣∣∣∣∣
ˆ 1
1
2
Di
(
H2
r
)
DiHτ r
2di(1− ψ) dr
∣∣∣∣∣ .
i/2∑
k=0
∑
A∈Pk
C∈Pi+1−k
‖A(H)‖L∞
(ˆ 1
1
2
C[H ]DiHτ r
2di(1− ψ) dr
)
. (SN (τ) + ‖H(0)‖2)
i/2∑
k=0
i+1−k∑
ℓ=0
ˆ 1
1
2
DℓHDiHτ r
2di(1 − ψ) dr
.
i/2∑
k=0
i+1−k∑
ℓ=0
κ(
ˆ 1
1
2
a−
d(γ)
2 (DℓH)
2r2di dr) +
ˆ 1
1
2
a
d(γ)
2 (DiHτ )
2r2di dr
. a−
d(γ)
2 κSN (τ) + a−
d(γ)
2 ‖H(0)‖2 + e−a0τSN (τ). (3.139)
Therefore combining the above analysis
ˆ τ
0
Zi2dτ
′ . κSN (τ) + ‖H(0)‖20 +
ˆ τ
0
e−a0τ
′
SN (τ ′)dτ ′. (3.140)
j = 3: For Zi3 =
γ
2
´ 1
0
∂τ
(
ξ4
J γ+1
)
(Di+1H)2ρ¯γ−1di+1r2dr, first compute:
∂τ (ξ
4J −(γ+1)) = 4ξ3(∂τ ξ)J
−(γ+1) − (γ + 1)J −(γ+2)(∂τJ )ξ
4. (3.141)
Now using ξ = θ+ 1
∂τξ = ∂τθ = ∂τ (
1
rH) =
1
rHτ ,
∂τJ = ∂τ (ξ
3 + ξ2ξrr),
∂τ (ξr) = ∂r(θτ ) = ∂r
(
Hτ
r
)
,
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r∂τ (ξr) = r∂r(
Hτ
r
) = r(−
1
r2
Hτ +
1
r
∂rHτ ) = ∂rHτ −
1
r
Hτ = D1Hτ −
3
r
Hτ . (3.142)
Hence
∣∣Zi3∣∣ = γ2
∣∣∣∣
ˆ 1
0
[
(4ξ3J −(γ+1))
Hτ
r
− (γ + 1)ξ4J −(γ+2)(3ξ2
Hτ
r
+ 2ξHτ +D1Hτ
−3
Hτ
r
)
]
(Di+1H)
2ρ¯γ−1di+1r2 dr
∣∣∣∣
.
∣∣∣∣
ˆ 1
0
Hτ
r
(Di+1H)
2di+1r2 dr
∣∣∣∣+
∣∣∣∣
ˆ 1
0
Hτ (Di+1H)
2di+1r2 dr
∣∣∣∣+
∣∣∣∣
ˆ 1
0
(D1Hτ )(Di+1H)
2di+1r2 dr
∣∣∣∣
. (‖
Hτ
r
‖∞ + ‖Hτ‖∞ + ‖D1Hτ‖∞)
ˆ 1
0
(Di+1H)
2 di+1r2 dr. (3.143)
Applying the L∞ embedding (B.211)
‖
Hτ
r
‖∞ .
(
3∑
k=2
ˆ 3
4
0
(DkHτ )
2r2 dr +
3∑
k=2
ˆ 1
1
4
d2(DkHτ )
2 dr
) 1
2
.
(
3∑
k=2
ˆ 3
4
0
(DkHτ )
2r2dk dr +
2∑
k=0
ˆ 1
1
4
r2d2(DkHτ )
2 dr
) 1
2
.
(
3∑
k=2
ˆ 1
0
(DkHτ )
2r2dk dr +
2∑
k=0
ˆ 1
0
r2d2(DkHτ )
2 dr
) 1
2
. e−a0τ (SN )1/2. (3.144)
Applying the L∞ embedding (B.209)
‖Hτ‖∞ .
(
3∑
k=2
ˆ 3
4
0
(DkHτ )
2r2 dr +
2∑
k=0
ˆ 1
1
4
d2(DkHτ )
2 dr
) 1
2
.
(
3∑
k=2
ˆ 3
4
0
(DkHτ )
2r2dk dr +
2∑
k=0
ˆ 1
1
4
r2d2(DkHτ )
2 dr
) 1
2
.
(
3∑
k=2
ˆ 1
0
(DkHτ )
2r2dk dr +
2∑
k=0
ˆ 1
0
r2d2(DkHτ )
2 dr
) 1
2
. e−a0τ (SN )1/2. (3.145)
Applying the L∞ embedding (B.210) and using that D¯kD1 = Dk+1
‖D1Hτ‖∞ .
(
2∑
k=1
ˆ 3
4
0
(D¯kD1Hτ )
2r2 dr +
3∑
k=0
ˆ 1
1
4
d4(D¯kD1Hτ )
2 dr
) 1
2
.
(
2∑
k=1
ˆ 3
4
0
(Dk+1Hτ )
2r2dk+1 dr +
3∑
k=0
ˆ 1
1
4
r2dk+1(Dk+1Hτ )
2 dr
) 1
2
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.(
2∑
k=1
ˆ 1
0
(Dk+1Hτ )
2r2dk+1 dr +
3∑
k=0
ˆ 1
0
r2dk+1(DkHτ )
2 dr
) 1
2
. e−a0τ (SN )1/2. (3.146)
Then since
´ 1
0 (Di+1H)
2 di+1r2 dr . SN from (3.143) we have
|Zi3| . e
−a0τ (SN )
3
2 . e−a0τSN . (3.147)
j = 4: For Zi4 = −γ
´ 1
0
ab(γ)ρ¯γ+i(γ−1)d1+iDi+1HDiHτ r2∂r
(
ξ4
ρ¯1+i(γ−1)J γ+1
)
dr first note
|∂r(ξ
4J −(γ+1)ρ¯−(1+i(γ−1))| = |4ξ3ξrJ
−(γ+1)ρ¯−(1+i(γ−1)) − (γ + 1)J −(γ+2)Jrρ¯
−(1+i(γ−1)
− (1 + i(γ − 1))ρ¯−(2+i(γ−1))ρ¯rξ
4J −(γ+1)|
. 1. (3.148)
Then
|Zi4| .
∣∣∣∣
ˆ 1
0
d1+iDi+1HDiHτr
2 dr
∣∣∣∣
. (
ˆ 1
0
d1+i(Di+1H)
2r2 dr)1/2(
ˆ 1
0
di(DiHτ )
2r2 dr)1/2
. e−a0τ (SN )1/2(SN )1/2 = e−a0τSN . (3.149)
j = 5: Recall
Zi5 = −
ˆ 1
0
ab(γ)Di
[
rR1[
H
r ] + rR2[
H
r ]
]
DiHτr
2di dr. (3.150)
We start by considering
−
ˆ 1
0
ab(γ)Di
[
rR2[
H
r ]
]
DiHτ r
2di dr = −
ˆ 1
0
D¯i−1
[
Dr[rR2[
H
r ]]
]
DiHτr
2di dr. (3.151)
sinceR2 requires more care. We combine this term with the j = 7, Zi7, term which is as follows
γ
ˆ 1
0
ab(γ)D¯i−1
(
∂r
(
ξ4
J γ+1
)
L0H
)
r2diDiHτ dr (3.152)
to obtain
ab(γ)
ˆ 1
0
D¯i−1
(
γ∂r(
ξ4
J γ+1
)L0H −Dr[rR2[
H
r
]]
)
DiHτr
2di dr := ZiR257 for i ≥ 1. (3.153)
We note for i = 0, we have Z0R257 := −
´ 1
0 rR3[
H
r ]Hτr
2 dr. We examine the structure of ZiR257 for
i ≥ 1. Note
γ∂r(
ξ4
J γ+1
)L0H −Dr[rR2[
H
r
]] = −
[
γ∂r(J
−γ−1r(DrH)ξ
4 + ∂r(rR2[
H
r
])
]
+ γ∂r(ξ
4)J −γ−1L0H + γξ
4ρ¯γ−1d(∂rDrH)∂r(J
−γ−1)−
2
r
(rR2[
H
r
]). (3.154)
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Next note
R2[θ] = R
a
2 [θ] +R
b
2[θ] where
Ra2 [θ] := −ξ
2((J −γ − 1) + γ(J − 1) + γ(J −γ−1 − 1)ξ2(r∂rθ+ 3θ)),
Rb2[θ] := −γξ
2(3θ2 + 2θ3). (3.155)
Now
∂r(rR
a
2 [θ]) = −∂r[rξ
2((J −γ − 1) + γ(J − 1) + γ(J −γ−1 − 1)ξ2(r∂rθ+ 3θ))]
= −∂r(rξ
2)((J −γ − 1) + γ(J − 1) + γ(J −γ−1 − 1)ξ2(r∂rθ+ 3θ))
− rξ2∂r
[
(J −γ−1 + γ(J − 1) + γ(J −γ−1 − 1)ξ2(r∂rθ+ 3θ)
]
. (3.156)
Using ∂r(J −γ − 1) = −γJ −γ−1∂rJ we have
∂r
[
(J −γ−1 + γ(J − 1) + γ(J −γ−1 − 1)ξ2(r∂rθ+ 3θ)
]
= −γJ−γ−1∂rJ + γ∂rJ − (γ(γ + 1)J
−γ−2∂rJ )ξ
2(r∂rθ+ 3θ)
+ γ(J −γ−1 − 1)∂r(ξ
2(r∂rθ+ 3θ))
= −γ(γ + 1)J −γ−2(∂rJ )ξ
2(r∂rθ+ 3θ) + γ(J
−γ−1 − 1)∂r(ξ
2(r∂rθ+ 3θ))
+ (γ − γJ −γ−1)∂rJ
= −γ(γ + 1)J −γ−2(∂rJ )ξ
2(r∂rθ+ 3θ)− γ(J
−γ−1 − 1)(∂rJ − ξ
2(r∂2rθ+ 4∂rθ))
+ 2γ(J−γ−1 − 1)ξξr(r∂rθ+ 3θ). (3.157)
Thus using r∂r(
H
r ) + 3
H
r = DrH we can write
∂r(rR
a
2 [θ]) = rξ
2γ(γ + 1)J −γ−2(∂rJ )ξ
2DrH +R3[θ], (3.158)
where we define
R3[θ] = R3[
H
r
] :=
rξ2γ(J −γ−1 − 1)(∂rJ − ξ
2(r∂2rθ+ 4∂rθ))− 2rγξ
2(J −γ−1 − 1)ξξr(r∂rθ+ 3θ)
− ∂r(rξ
2)[(J −γ − 1) + γ(J − 1) + γ(J −γ−1 − 1)ξ2(r∂rθ+ 3θ)]. (3.159)
Returning to (3.154), noting ∂r(J −γ − 1) = −γJ−γ−1∂rJ , we can then cancel the unfavorable
with respect to weight d term γ(γ + 1)J −γ−2(∂rJ )rDrHξ
4 and obtain
γ∂r(
ξ4
J γ+1
)L0H −Dr[rR2[
H
r
]] = −γr∂r(ξ
4)J −γ−1DrH + γ∂r(ξ
4)ρ¯γ−1d(∂rDrH)J
−γ−1
+ γξ4ρ¯γ−1d(∂rDrH)∂rJ
−γ−1 −
2
r
(rR2[
H
r
])−R3[
H
r
]− ∂r[rR
b
2[
H
r
]]
= −γr∂r(ξ
4)J −γ−1DrH + γρ¯
γ−1d∂r(
ξ4
J γ+1
)(∂rDrH)−R3[
H
r
]−
2
r
(rR2[
H
r
])− ∂r[rR
b
2[
H
r
]].
(3.160)
In terms of derivative count with respect to weight d, the only potentially concerning component above
is rξ2γ(J −γ−1 − 1)(∂rJ − ξ2(r∂2rθ + 4∂rθ)) in R3[
H
r ] = R3[θ]. Noting J = ξ
3 + ξ2ξrr we
rewrite this term in a favorable form using the following identity
∂rJ − ξ
2(r∂2rθ+ 4∂rθ) = 2ξ(∂rθ)
2r. (3.161)
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Therefore we have written ZiR257 for i ≥ 1 in a desirable form.
We now estimate ZiR257 for i = 0 and then for i ≥ 1.
For i = 0, note
Z0R257 = −a
b(γ)
ˆ 1
0
rR2[θ]Hτ r
2 dr
= −ab(γ)
ˆ 1
0
r(−ξ2((J γ−1 − 1) + γ(J − 1))Hτr
2 dr
−
ˆ 1
0
ab(γ)r(−γξ2((J −γ−1 − 1)ξ2(r∂rθ+ 3θ) + a
b(γ)(3θ2 + 2θ3))Hτ r
2 dr
= (i) + (ii). (3.162)
For (i), we use Taylor series to write
J −γ − 1 + γ(J − 1) = γ(γ + 1)
(ˆ 1
0
(1− s)(1 + s(J − 1))−γ−2 ds
)
(J − 1)2. (3.163)
Now
(J − 1)2 = ((1 + θ)2(1 + θ+ θrr) − 1)
2 = ((1 + Hr )
2(1 +Hr)− 1)
2
= ((1 + 2Hr +
H2
r2 )(1 +Hr)− 1)
2 = (1 +Hr +
2
rH +
2
rHHr +
H2
r2 +
H2Hr
r − 1)
2
= (DrH +
2
rH(DrH − 2
H
r ) +
H2
r2 +
H2
r (DrH −
2
rH))
2
= (DrH +DrH
2
rH +DrH
H2
r −
3
r2H
2 − 2H
3
r2 )
2
= (DrH)
2 + 4H(DrH)
2
r +
2H2(DrH)
2
r −
6H2DrH
r +
4H2(DrH)
2
r2 −
4H3(DrH)
2
r2 +
+ H
4(DrH)
2
r2 −
12H3(DrH)
r3 −
14H4DrH
r3 −
4H5DrH
r3 +
9H4
r4 +
12H5
r4 +
4H6
r4 . (3.164)
First using (3.163) and the boundedness of ξ2γ(γ+1)
(´ 1
0 (1− s)(1 + s(J − 1))
−γ−2 ds
)
, we have
for integral (i)
|(i)| .
∣∣∣∣
ˆ 1
0
r3(J − 1)2Hτdr
∣∣∣∣ . (3.165)
As can be seen from (3.164) many contributions from (J − 1)2 are similar. Therefore we give the key
estimates below and remark similar arguments will hold for the other terms.
For the (DrH)
2 term in (3.164), apply the L∞ embedding (B.209)
‖
ˆ 1
0
r3(DrH)
2Hτ dr| . ‖Hτ‖∞S
N . e−a0τSN . (3.166)
For the
2H2(DrH)
2
r term in (3.164), use the L
∞ embedding (B.209) and a similar argument to that used
for Z10∣∣∣∣
ˆ 1
0
r2H2(DrH)
2Hτ dr
∣∣∣∣ . ‖D1H‖2∞
(
κa−
d(γ)
2
ˆ 1
0
r2H4 dr + ad
d(γ)
2
ˆ 1
0
r2(Hτ )
2 dr
)
. SN (κa−
d(γ)
2 ‖H‖2∞
ˆ 1
0
r2H2 dr + e−a0τSN )
. κa−
d(γ)
2 SN + a
d(γ)
2 ‖H(0)‖20 + e
−a0τSN , (3.167)
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and therefore∣∣∣∣
ˆ τ
0
ˆ 1
0
r3H2(DrH)
2Hτ drdτ
′
∣∣∣∣ . κSN + ‖H(0)‖20 +
ˆ τ
0
e−a0τ
′
SNdτ ′. (3.168)
For integral (ii)
|(ii)| .
∣∣∣∣
ˆ 1
0
r3D1HHτ dr
∣∣∣∣+
∣∣∣∣
ˆ 1
0
rH2Hτ dr
∣∣∣∣+
∣∣∣∣
ˆ 1
0
H3Hτ dr
∣∣∣∣
. (SN )1/2e−a0τ (SN )1/2 + κa−
d(γ)
2 (‖Hr ‖
2
∞ + ‖
H
r ‖
4
∞)
ˆ 1
0
H2r2 dr + e−a0τSN . (3.169)
Therefore ∣∣∣∣
ˆ τ
0
(ii)dτ ′
∣∣∣∣ . e−a0τSN + κSN + ‖H(0)‖20 +
ˆ τ
0
e−a0τ
′
SNdτ ′. (3.170)
Thus we have ˆ τ
0
|Z0R257|dτ
′ . κSN + κ‖H(0)‖20 +
ˆ τ
0
e−a0τ
′
SNdτ ′. (3.171)
Recalling
R3[θ] = rξ
2γ(J −γ−1 − 1)(2ξ(θr)
2r) − 2rγξ2(J −γ−1 − 1)ξξr(r∂rθ+ 3θ)
− ∂r(rξ
2)[(J −γ − 1) + γ(J − 1) + γ(J −γ−1 − 1)ξ2(r∂rθ+ 3θ)], (3.172)
note for i ≥ 1
ZiR257 = a
b(γ)
ˆ 1
0
D¯i−1
[
−γr∂r(ξ
4)J −γ−1DrH + γρ¯
γ−1d∂r(
ξ4
J γ+1 )(∂rDrH)−R3[θ]
− 2r (rR2[
H
4 ])− ∂r[rR
b
2[
H
r ]]
]
DiHτ r
2di dr
= ab(γ)
ˆ 1
0
(
D¯i−1[−γr∂r(ξ
4)J γ−1DrH ] + D¯i−1[γρ¯
γ−1d∂r(
ξ4
J γ+1 )(∂rDrH)]− D¯i−1[R3[θ]]
−D¯i−1(2R2[
H
r ])− D¯i−1[∂r(rR
b
2(
H
r )]
)
DiHτ r
2di dr
=
ˆ 1
0
ab(γ)D¯i−1[−γr∂r(ξ
4)J γ−1DrH ]DiHτd
ir2 dr
+
ˆ 1
0
ab(γ)D¯i−1[γρ¯
γ−1d∂r(
ξ4
J γ+1 )(∂rDrH)]D¯id
ir2 dr −
ˆ 1
0
ab(γ)D¯i−1[R3[θ]]DHτd
ir2 dr
−
ˆ 1
0
ab(γ)D¯i−1(2R2[
H
r ])D¯id
ir2 dr −
ˆ 1
0
ab(γ)D¯i−1(∂r(rR
b
2[
H
r ]))DiHτd
ir2 dr
= (a) + (b) + (c) + (d) + (e). (3.173)
For (a) first rewrite
r∂r(ξ
4) = r4ξ3ξr = 4ξ
3(r∂r(
H
r )) = 4ξ
3(DrH − 3
H
r ) = 4ξ
3DrH − 12ξ
3H
r . (3.174)
By the product rule for Pi, P¯i Lemma A.3 applied twice
D¯i−1[ξ
3J γ−1DrHDrH ] =
∑
A1∈Pℓ+1,A2∈Pℓ2+1,
A3∈P¯ℓ3 ,A4∈P¯ℓ4
ℓ1+ℓ2+ℓ3+ℓ4=i−1
cA1A2A3A4ℓ1ℓ2ℓ3ℓ4 A1(H)A2(H)A3(ξ
3)A4(J
γ−1).
(3.175)
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Now by the chain rule for P¯i Lemma A.4, for A3 ∈ P¯ℓ3 ,
A3(ξ
3) =
ℓ3∑
k=1
ξ3−k
∑
i1+...+ik=ℓ3
(A3)j∈P¯ij
ck,i1,...,ik
k∏
j=1
(A3)jξ. (3.176)
Next note for (A3)j ∈ P¯ij
(A3)j(ξ) = (A3)j−1∂r(ξ) = (A3)j−1∂r(
H
r ) = (A3)j+1(H) (3.177)
for some (A3)j−1 ∈ Pij−1, (A3)j+1 ∈ Pij+1. Similarly apply Lemma A.4 to obtain for A4 ∈ P¯ℓ4
A4(J
γ−1) =
ℓ4∑
k=1
J γ−1−k
∑
i1+...+ik=ℓ4
(A4)j∈P¯ij
ck,i1,...,ik
k∏
j=1
(A4)jJ . (3.178)
Now for (A4)j ∈ P¯ij
(A4)j(J ) = (A4)j(ξ
3 + ξ2ξrr) = (A4)j(ξ
3) + (A4)j(ξ
2ξrr) (3.179)
We already know how to handle (A4)j(ξ
3) and we can apply Lemma A.3 and Lemma A.4 to handle
(A4)j(ξ
2ξrr) noting that
ξrr = r∂r(
H
r ) = DrH − 3
H
r , (3.180)
and for some A¯ij ∈ P¯ij , Aij−1 ∈ Pij−1, Aij+1 ∈ Pij+1,
A¯ij (DrH) = Aij−1∂r(DrH) = Aij+1(H). (3.181)
An analogous computation applies to D¯i−1[ξ
3J γ−1Hr DrH ] since
1
r ∈ {Dr,
1
r}, see the definition of
Pk for k ≥ 1 (2.81)-(2.82). Therefore for non-empty finite sets
L := {ℓ ∈ N>0 : ⌈
i
4⌉ ≤ ℓ ≤ i} 6= ∅ such that |L| <∞ (3.182)
K(ℓ) := {k ∈ N0 : k ≤ ⌈
i−1
2 ⌉+ 1} such that 3 ≤ |K(ℓ)| <∞. (3.183)
we have
D¯i−1[−γr∂r(ξ
4)J γ−1DrH ] =
∑
ℓ∈L
Aℓ∈Pℓ
[cℓAℓ(H)
∏
k∈K(ℓ)
Ak∈Pk
Ak(H)], (3.184)
where cℓ are bounded coefficients on [0, 1] from above and below, 1 . |cℓ| . 1. We can now estimate
(a)
|(a)| =
∣∣∣∣
ˆ 1
0
D¯i−1[−γr∂r(ξ
4)J γ−1DrH ]DiHτd
ir2 dr
∣∣∣∣
.
∑
ℓ∈L
Aℓ∈Pℓ
∏
k∈K(ℓ)
Ak∈Pk
‖Ak(H)‖L∞
∣∣∣∣
ˆ 1
0
Aℓ(H)DiHτd
ir2 dr
∣∣∣∣
.
∑
ℓ∈L
Aℓ∈Pℓ
(SN + ‖H(0)‖20)(κa
−
d(γ)
2
ˆ 1
0
(Aℓ(H))
2r2di dr + ad
d(γ)
2
ˆ 1
0
(DiHτ )
2r2di dr)
. e−a0τSN + κ(SN + ‖H(0)‖20)(S
N + ‖H(0)‖20)
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. e−a0τSN + κSN + ‖H(0)‖20. (3.185)
Therefore ˆ τ
0
|(a)|dτ ′ . κSN + ‖H(0)‖20 +
ˆ τ
0
e−a0τ
′
SNdτ ′. (3.186)
For (b) we have
D¯i−1[ρ¯
γ−1d∂r(
ξ4
J γ+1 )∂rDrH ] =
∑
AL∈PL
2≤L≤i+1
cLAL(H)d (
∏
Ak(L)∈Pk(L)
k(L)≤⌊
i−1
2 ⌋+2
Ak(L)(H))
+
∑
Aℓ∈Pℓ
2≤ℓ≤i
cℓAℓ(H)
∏
Ak(ℓ)∈Pk(ℓ)
k(ℓ)≤⌊
i−1
2 ⌋+2
Ak(ℓ)(H). (3.187)
Then by a similar argument to (a), we obtain the same bound.
For (c), there are no troubling terms that are beyond similar methods to the methods of (a) and (b),
so we obtain the same bound for (c).
For (d), an analogous argument gives the same bound.
For (e), an analogous argument gives the same bound.
Therefore we have estimated ZiR257 for i ≥ 1. Next we estimate
−
ˆ 1
0
ab(γ)Di[rR1[
H
r ]]DiHτr
2di dr := ZiR15. (3.188)
Note Di = D¯i−1Dr = D¯i−1(∂r +
2
r ). Then there are no troubling terms that are beyond similar
methods to the methods of (a) and (b) fromZiR257 for i ≥ 1, and methods similar to previous estimates,
and therefore we obtain the same bound as for (a) and (b) from ZiR257 for Z
i
R15
.
j = 6 : Note using the definition of qij (A.203) and the commutator identity Lemma A.5
Ci[H ] =
ξ4
J γ+1
qijDi−jH + [D¯i−1,
ξ4
J γ+1 ]DrL0H
=
ξ4
J γ+1
i−1∑
j=0
((
2+j∑
k=1
∑k
ℓ=0 c ∂
ℓ
rd
r2+j−k
)
Di−jH
)
+ (i − 1)∂r(
ξ4
J γ+1 )D¯i−2(DrL0H)
+
∑
2≤k≤i
A∈P¯k,B∈P¯i−k
cA( ξ
4
J γ+1 )B(DrL0H). (3.189)
Then note
DrL0H = Dr(
1
ρ¯∂r(ρ¯
γdDrH)) = Dr(
1
ρ¯(∂r(ρ¯
γd)DrH + ρ¯
γd(∂rDrH))
= Dr(
∂r(ρ¯
γd)
ρ¯ DrH + ρ¯
γ−1d(∂rDrH))
= Dr(
∂r(ρ¯
γd)
ρ¯ )DrH +
∂r(ρ¯
γd)
ρ¯ (∂rDrH) + ∂r(ρ¯
γ−1d)∂rDrH + ρ¯
γ−1d(Dr∂rDrH). (3.190)
Therefore we can write Zi6 in a form to which can use analogous methods to the methods of (a) and
(b) from ZiR257 for i ≥ 1, and methods similar to previous estimates, and therefore we obtain the same
bound as for (a) and (b) from ZiR257 for Z
i
6.
This completes the energy estimate.
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4 Proof of the Main Theorem
Applying the Local Well-Posedness Theorem 2.1 we have that on some time interval [0, T ], T > 0
there exists a unique solution to (2.71). By Proposition 3.4 with κ > 0 chosen small enough and
using the norm-modified energy equivalence Lemma 3.3, we obtain that there are universal constants
c1, c2, c3, c4 ≥ 1 such that for any 0 ≤ τ∗ ≤ τ ≤ T
SN (τ ; τ∗) ≤ c1S
N (τ∗) + c2λ+ c3S
N (0) + c4
ˆ τ
τ∗
e−a0τ
′
SN (τ ′; τ∗)dτ ′. (4.191)
Above SN (τ ; τ∗) denotes SN with supτ∗≤τ ′≤τ instead of sup0≤τ ′≤τ . Applying a standard well-
posedness estimate, we have that the time of existence T is inversely proportional to the size of the
initial data, that is: T ∼ (SN (0))−1. Choose ε > 0 so small that the time of existence T satisfies
e−a0T/4 ≤
κa0
c4
, sup
τ≤T
SN (τ) ≤ c
(
SN (0) + λ
)
(4.192)
where c > 0 is a universal constant from the local well-posedness theory. Then let
C∗ = 3(c1c+ c2 + c3). (4.193)
Now define
T := sup
τ≥0
{ solution to (2.71) exists on [0, τ) and SN (τ) ≤ C∗
(
SN (0) + λ
)
}. (4.194)
Notice that T ≥ T since c ≤ C∗. Setting τ∗ =
T
2 in (4.191) for any τ ∈ [
T
2 , T ] we have
SN (τ ;
T
2
) ≤ c1S
N (
T
2
) + c2λ+ c3S
N (0) + c4
ˆ τ
T
2
e−
a0
2 τ
′
SN (τ ′;
T
2
) dτ ′. (4.195)
Therefore, applying (4.192) we deduce that for any τ ∈ [T2 , T ]
SN (τ ;
T
2
) ≤ c1S
N (
T
2
) + c2λ+ c3S
N (0) +
c4
a0
e−a0T/4SN (τ ;
T
2
)
≤ c1S
N (
T
2
) + c2λ+ c3S
N (0) + κSN (τ ;
T
2
). (4.196)
By (4.192), SN (T2 ) ≤ c
(
SN (0) + λ
)
and so from (4.196)
SN (τ ;
T
2
) ≤ c1c
(
SN (0) + λ
)
+ c2λ+ c3S
N (0) + κSN (τ ;
T
2
). (4.197)
For κ sufficiently small this gives
SN (τ ;
T
2
) ≤ 2(c1c+ c2 + c3)
(
SN (0) + λ
)
< C∗
(
SN (0) + λ
)
, (4.198)
and thus
SN (τ) < C∗
(
SN (0) + λ
)
. (4.199)
It is now straightforward to verify the a priori bounds (2.87)-(2.90) are in fact improved. For example,
by the fundamental theorem of calculus, with A ∈ P2
|∂r
(
H
r
)
| = |
ˆ τ
0
AHτ | .
ˆ τ
0
e−a0τ
′
SN (τ ′) dτ ′ . ε <
1
6
, τ ∈ [0, T ) (4.200)
for ε > 0 small enough. Analogous arguments apply to the remaining a priori assumptions. Recalling
the definition of T 4.194 and by the continuity of the map τ 7→ SN (τ ′), we conclude that T =∞ and
the solution to (2.71) exists globally-in-time. Moreover the global bound (2.94) follows.
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A Differential Operators
We give a series of useful results concerning our differential operatorsDi and vector fields Pi. First we
have the product rule for Di which is straightforward to prove using induction.
Lemma A.1. For any i ≥ 1 the following holds
Di(fg) = (Dif)g + D¯i−1(f∂rg) + D¯i−1(gDrf) + g(D¯i−1Drf). (A.201)
Next we have a commutation rule forDiL0 which also follows by induction, in a similar fashion to
Lemma B.1 [8]
Lemma A.2. For any i ∈ Z>0
DiL0X = LiDiX +
i−1∑
j=0
qijDi−jX (A.202)
where
qij =
2+j∑
k=1
∑k
ℓ=0 cijkℓ∂
ℓ
rd
r2+j−k
, (A.203)
and cijkℓ are bounded functions on [0, 1].
Next for the vector fields Pi and P¯i, we give the product rule and chain rule from Lemma A.4 [8]
and Lemma A.5 [8] respectively.
Lemma A.3. Let i ∈ N be given.
(a) For any A ∈ Pi the following identity holds:
A (fg) =
i∑
k=0
∑
B∈Pk
C∈P¯i−k
cABCk Bf Cg, (A.204)
for some real-valued constants cABCk .
(b) For any A ∈ P¯i the following identity holds:
A (fg) =
i∑
k=0
∑
B∈P¯k
C∈P¯i−k
c¯ABCk Bf Cg, (A.205)
for some real-valued constants c¯ABCk .
Lemma A.4. Let a ∈ R, i ∈ N be given and fix a vectorfieldW ∈ P¯i. Then for any sufficiently smooth
f the following identity holds
W (fa) =
i∑
k=1
fa−k
∑
i1+...ik=i
Wj∈P¯ij
ck,i1,...,ik
k∏
j=1
Wjf (A.206)
for some real constants ck,i1,...,ik .
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Next we give a useful commutator identity from Lemma B.2 [8]
Lemma A.5. For any i ∈ Z>0
[D¯i, e]X = i∂reD¯i−1X +
∑
2≤k≤i
A∈P¯k,B∈P¯i−k
c (Ae)(BX). (A.207)
Finally we give an important estimate from Lemma A.3 [8] which lets us control Pi using Di.
Lemma A.6. SupposeDiX is bounded in L2([0,
3
4 ], r
2dr). Then we have the following estimate:
∑
Di∈Pi
ˆ 3
4
0
|DiX |
2r2ψ2dr .
ˆ 3
4
0
|DiX |
2r2ψ2dr (A.208)
where ψ ≥ 0 is a smooth cutoff function satisfying ψ = 1 on [0, 12 ], ψ = 0 on [
3
4 , 1], and ψ
′ ≤ 0.
B Hardy-Sobolev Embedding
From Lemma C.2 [8] we have the following weighted L∞ embedding
Lemma B.1. For any smooth u : [0, 1]→ R and anym ∈ Z>0, we have
‖u‖2∞ .
2∑
k=1
ˆ 3
4
0
(Dku)
2r2 dr +
m+1∑
k=0
ˆ 1
1
4
d2m(Dku)
2 dr (B.209)
‖u‖2∞ .
2∑
k=1
ˆ 3
4
0
(D¯ku)
2r2 dr +
m+1∑
k=0
ˆ 1
1
4
d2m(D¯ku)
2 dr (B.210)
‖
u
r
‖2∞ .
2∑
k=1
ˆ 3
4
0
(Dku)
2r2 dr +
m+1∑
k=0
ˆ 1
1
4
d2m(Dku)
2 dr. (B.211)
As a corollary we have the following embedding result specifically involving the vector field Pk
Corollary B.2. For any smooth u : [0, 1]→ R and anym ∈ Z>0, we have for k ∈ Z>0
‖Pku‖
2
∞ .
2∑
j=1
ˆ 3
4
0
(Pj+ku)
2r2 dr +
m+1∑
j=0
ˆ 1
1
4
d2m(Pj+ku)
2 dr. (B.212)
Proof. First note
Pku =
k∑
ℓ=0
cℓ(r)Dℓ(H) (B.213)
where cℓ are smooth functions of r on [
1
4 , 1]. Next note
Dj(Pku) = Pj+ku for k even, (B.214)
D¯j(Pku) = Pj+ku for k odd. (B.215)
Then (B.212) follows from (B.209)-(B.210).
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C Time Based Inequalities
We have a simple but crucial result concerning a(τ) and the related quantities a1 and a0.
Lemma C.1. Assume γ > 1. Fix an affine motion a(t) from the set S under consideration. Let
a1 := lim
τ→∞
aτ (τ)
a(τ)
, a0 :=
d(γ)
2
a1, (C.216)
where d(γ) =
{
3γ − 3 if 1 < γ ≤ 53
2 if γ > 53
. Then
0 < a0 = a0(γ) ≤ a1, (C.217)
ea1τ . a(τ) . ea1τ , τ ≥ 0. (C.218)
Proof. The result (C.217) immediately follows from the definition of a0. For (C.218), when 1 < γ ≤
5
3 , we directly apply Lemma A.1 [9] to obtain the result by considering the special case of the full
3D problem where A(t) = diag(a(t), a(t), a(t)). For γ > 53 , using (1.28) and similarly considering
A(t) = diag(a(t), a(t), a(t)), we can apply Lemma 6 [26] to express a(t) in the form
a(t) = a0 + ta1 +m(t), (C.219)
such that a0, a1 are time-independent andm(t) satisfies the bounds
|m(t)| = ot→∞(1 + t), |∂tm(t)| . (1 + t)
3−3γ . (C.220)
We also recall a(t) ∼ 1 + t. Then (C.218) follows from Lemma A.1 [9] in this case also.
D Local Well-Posedness
Here we sketch the proof of the local well posedness Theorem 2.1 for our system. We first recall
Theorem 2.1.
Theorem 2.1. Suppose γ > 1. FixN ≥ 8. Let k ≥ N in (1.39). Then there are ǫ0 > 0, λ > 0 and T >
0 such that for every ǫ ∈ (0, ǫ0], λ ∈ (0, λ0] and pair of initial data for (2.71) (H0, ∂τH0) satisfying
SN (H0, ∂τH0) ≤ ǫ and ‖H(0)‖
2
0 ≤ λ, there exists a unique solution (H(τ), Hτ (τ)) : [0, 1]→ R×R
to (2.71)-(2.72) for all τ ∈ [0, T ]. The solution has the property SN (H,Hτ ) . ǫ for each τ ∈ [0, T ].
Furthermore, the map [0, T ] ∋ τ 7→ SN (τ) ∈ R+ is continuous.
Sketch of proof. The proof follows by adapting the argument in [13, 14]. Notably, [13, 14] establishes
the existence theory based on a suitable approximate scheme and a priori bounds. We will design the
approximate scheme for H := DrH andH fromH fromwhich we can apply the result of [13, 14]. The
jth approximations (Hj , ∂τHj) and (Hj , ∂τHj) are constructed as follows. The initial data (H0, ∂τH0)
such that SN (H0, ∂τH0) ≤ ǫ is used for the first approximation j = 1, that is, we let (H1, ∂τH1) =
(DrH0, Dr∂τH0) and (H1, ∂τH1) = (H0, ∂τH0). Then we obtain the approximate (j+1)
th solutions
by induction: for j ≥ 1, we let (Hj+1, ∂τHj+1) solve the linear PDE
a3γ−3∂2τHj+1 + a
3γ−4aτ∂τHj+1 − γ
ξ4
J γ+1
L1Hj+1 − Hj+1
30
= D1
[
(Hj)
2
r
]
−D1
[
rR1[
Hj
r ] + rR2[
Hj
r ] + rR3[
Hj
r ]
]
+ γC1[Hj ] + γ∂r
(
ξ4
J γ+1
)
L0Hj ,
(D.221)
with the initial data (Hj+1, ∂τHj+1)|τ=0 = (DrH0, Dr∂τH0). Equation (D.221) mimics (3.109) for
i = 1. The right hand side (3.109) is evaluated using Hj which is indicated by the subscript j. The
bound SN (Hj , ∂τHj) <∞ depends only on ǫ and hence we can apply the duality argument in [13, 14]
to obtain the existence of (Hj+1, ∂τHj+1). We then defineHj+1 by
Hj+1 =
1
r2
ˆ r
0
Hj+1(r
′)2 dr′ (D.222)
and have that SN (Hj+1, ∂τHj+1) < ∞ from a priori estimates with this bound depending only on ǫ.
Finally, as j → ∞, we extract a subsequence and obtain the limit (H, ∂τH) of (Hj , ∂τHj) that is a
solution to (2.71) on [0, T ] for some T = T (ǫ) > 0 with SN (H, ∂τH) . ǫ.
E Coercivity Estimates
We give a useful result which will let us handle time weights with negative powers which are present
in our equation structure when γ > 53 .
Lemma E.1 (Coercivity Estimate). Let (H,Hτ ) : [0, 1] → R × R be a unique local solution to
(2.71)-(2.72) on [0, T ] for T > 0 fixed with ‖H(0)‖20 < ∞ and assume (H,Hτ ) satisfies the a priori
assumptions (2.87)-(2.90). Fix N ≥ 8. Let k ≥ N in (1.39). Fix 0 ≤ i ≤ N − 1. Then for all
τ ∈ [0, T ], we have
‖DiH‖
2
i . sup
0≤τ ′≤τ
{a2‖DiHτ‖
2
i }+ ‖DiH(0)‖
2
i . (E.223)
Proof. Applying the fundamental theorem of calculus and the time integrability of a−1
DiH =
ˆ τ
0
DiHdτ
′ +DiH(0) =
ˆ τ
0
a−1aDiHτdτ
′ +DiH(0)
. sup
0≤τ≤τ ′
{aDiHτ}+DiH(0). (E.224)
Therefore using Cauchy’s inequality (xy . x2 + y2, x, y ∈ R)
‖DiH‖
2
i . sup
0≤τ≤τ ′
{a2‖DiHτ‖
2
i }+ ‖DiH(0)‖
2
i . (E.225)
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