Abstract. Recently, sharp results concerning the critical points of the Hamiltonian of the p-spin spherical spin glass model have been obtained by means of moments computations. In particular, these moments computations allow for the evaluation of the leading term of the ground-state, i.e., of the global minimum. In this paper, we study the extremal point process of critical points -that is, the point process associated to all critical values in the vicinity of the ground-state. We show that the latter converges in distribution to a Poisson point process of exponential intensity. In particular, we identify the correct centering of the ground-state and prove the convergence in distribution of the centered minimum to a (minus) Gumbel variable. These results are identical to what one obtains for a sequence of i.i.d variables, correctly normalized; namely, we show that the model is in the universality class of REM.
Introduction
The Hamiltonian of the spherical pure p-spin spin glass model [32] is given by Everywhere in the paper we shall assume that p ≥ 3. Recently, sharp results concerning the critical points of H N have been obtained by means of moments computations [13, 61] . The first contribution is the seminal work of Auffinger, Ben Arous and Černý [13] (see also [12] for the mixed case). With B ⊂ R and Crt N (B) denoting the number of critical points with critical values in N B = {N x : x ∈ B}, they showed that, for any p ≥ 3, (1.2) lim
where Θ p (u) is given in (2.5) (similar asymptotics were computed in [13] for the number of critical points of a given index, but we shall not discuss those in the current work). Of course, by itself, the first moment gives limited information about the corresponding probability law. The goal of [61] was to address the question of concentration of the random variable in (1.2) around its mean, by a second moment computation. Set E ∞ = 2 (p − 1) /p and let E 0 > E ∞ be the unique number satisfying Θ p (−E 0 ) = 0. The main result of [61] is that for u ∈ (−E 0 , −E ∞ ), the ratio of the second to first moment squared of Crt N ((−∞, u)) converges to 1, as N → ∞. Consequently, Crt N ((−∞, u)) divided by its mean converges in L 2 to 1. By appealing to Markov's inequality, (1.2) provides a lower bound on the minimum of H N . Using the Parisi formula [58, 32] , proved in [64, 30] , the authors of [13] were able to derive a matching upper bound and show that the so-called ground-state (i.e., global minimum of H N ) satisfies 
H N (σ) /N = −E 0 , a.s.
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Alternatively, the matching upper bound can be derived from the quoted L 2 convergence. The goal of the current work is to investigate the behavior of the ground-state and the collection of critical values in its vicinity on a finer scale than the above. Namely, we study the extremal point process of critical points which we define by (1.3) ξ N (1 + where ∇H N is the gradient relative to the standard differential structure on the sphere. The reason for the normalizing term preceding the sum in (1.3) is parity: since for any σ on the sphere, H N (σ) = (−1) p H N (−σ), for even p the multiplicity of any critical value is even. Endow the space of point processes with the vague topology and denote by P P P (µ) the distribution of a Poisson point process (PPP) with intensity measure µ. Our main result is the following.
Theorem 1. For any p ≥ 3 the extremal process of critical points converges in distribution to a
Poisson point process of exponential intensity. Namely, with c p as in (1.5), (1.6) ξ N d → N →∞ ξ ∞ ∼ P P P (e cpx dx) .
Remark. It follows from Lemma 14 below that for any interval J, with probability approaching 1 as N → ∞, all the critical points of H N in J + m N = {x + m N : x ∈ J} are local minima. In other words, nothing changes in Theorem 1 if ξ N is defined using only the minimum points instead of all critical points.
As a corollary to Theorem 1, we obtain explicitly the limiting law of the ground-state.
Corollary 2.
For any p ≥ 3 the centered ground-state converges in distribution, as N → ∞, to the negative of a Gumbel variable. Namely, with c p as in (1.5) ,
The Gibbs measure is the probability measure on S N −1 ( √ N ) with density proportional to e −βHN (σ)
w.r.t to standard volume measure on the sphere. At zero temperature, i.e., β = ∞, one thinks of the measure as the atomic measure concentrated at the global minimum point (or two, if p is even) and Corollary 2 gives the corresponding ground-state energy. For large but finite β, the Gibbs measure should be governed by low values of H N (σ), but it is a-priori unclear to what extent the critical values in Theorem 1 (i.e., values within distance o(N ) from m N ) are relevant to this. In the recent [62] it was shown that, if β is large enough, the Gibbs measure asymptotically concentrates on thin spherical bands, of β-dependent radius, centered at exactly those critical points. As shown there, this implies the absence of temperature chaos and yields a second order logarithmic term for the free energy as N → ∞.
log-correlated fields are believed to satisfy the so-called 'freezing' phenomenon [29] which is intimately related to the structure of SDPPP [63] .
Method of proof: moments and invariance. Two of the main tools in our analysis are statements about the first and second moments of the number of critical points in an interval. In addition to (1.2), Auffinger, Ben Arous and Černý [13] computed asymptotics of the first moment on a finer scale (see Theorem 2.17 there). Their proof was based on combining Plancherel-Rotach type asymptotics satisfied by the Hermite polyomials with a general formula they derived for the first moment of the number of critical points. Using a similar method we prove the following. 
uniformly for any sequence x N ∈ J N , where c p is as in (1.5) . In particular, with x N = x, the above holds uniformly in x on compacts.
By a direct adaptation of the main results of [61] we have the following. 
In particular, the above holds with a fixed non-degenerate interval J N = J.
An immediate consequence of Proposition 3 is that the sequence of extremal processes
is relatively compact in the vague topology (see for example, [47, Lemma 4.5] ). Thus it converges in distribution to ξ ∞ if and only if ξ ∞ is its unique subsequential limit. The method we use in order to prove the latter convergence is inspired by a beautiful argument of Biskup and Louidor [15] originally introduced in the context of the DGFF: they identify the law of subsequential limits by invoking a result of Liggett [51] which characterizes the probability laws of point processes that are invariant under an evolution of the atoms by independent Markov chains of the same common law. In order to introduce such evolution, they perturb the Gaussian field by an independent 'increment' identical in law to the original field, up to scaling. We now sketch how this works in our setting.
Let H ′ N (σ) be an independent copy of H N (σ), set
and note that, with
Define the extremal process of H + N similarly to (1.3), without changing the centering term m N . From (1.10) one can see that, for a convergent subsequence, the limiting extremal process associated to H + N is the same as that of H N up to a deterministic shift (of − 
where ξ∞ is the limiting process of Theorem 1. Proposition 3 (and e.g. [47, Theorem 4.2] ) implies that lim N→∞ E {ξ N (J)} = E {ξ∞ (J)}. Therefore, for such J N = J, it in fact follows from the convergence to Poisson process of Theorem 1 that (1.8) below holds with lim instead of limsup and with equality. We note that the proof of Theorem 1 only requires the upper bound stated in Proposition 4.
extremal process. For each critical 3 point σ of H N , using a quadratic approximation for H N and a linear approximation for H ′ N in a small neighborhood of σ, on an appropriate event, we will show that the neighborhood contains a (single) critical point of H + N (σ) and derive estimates for its location and critical value. The perturbation to each critical value will be proved to be equal, up to a lower order term, to , then the corresponding subsequence ξ
, where W i ∼ N (0, 1) are i.i.d and independent ofξ ∞ and C 0 is given in (2.6) . Moreover, δξ
is locally finite, i.e. a point process.
By Liggett's characterization [51] this implies that any subsequential limit in distributionξ ∞ ∼ P P P (μ) is a Cox process, namelyμ is random, such thatμ has density w.r.t the Lebesgue measure which satisfies almost surely
where we recall that c p Θ We finish by commenting that, besides Liggett's [51] , various invariance properties were discovered in the context of extremal process and spin glass theory: the quasi-stationarity properties of competing particle systems studied by Ruzmaikina and Aizenman [60] , Arguin and Aizenman [9] and Arguin [8] ; the Bolthausen-Sznitman invariance property [19] ; the Ghirlanda-Guerra identities [45] and the stochastic stability of Aizenman and Contucci [5] -see also [57] by Panchenko for a unification of the two; and lastly, exponential stability and the freezing phenomenon studied by Maillard [54] and the authors [63] , respectively.
Structure of the paper. After introducing notation in the next section, we prove Theorem 1 and Corollary 2 in Section 3, assuming Propositions 3 and 4 and Theorem 5. Sections 4 and 5 are devoted to the proofs of Propositions 3 and 4, respectively. In Section 6 we state and prove several auxiliary results and prove Theorem 5 using them. The most important of those auxiliary results is Lemma 8. Its proof is given in Section 7 where the linear and quadratic approximations mentioned above are defined and investigated and several related tools are discussed.
Notation
In this section we introduce some notation needed in the sequel. The covariance function of H N is given by
where ·, · denotes the standard inner product and R (·, ·) is the so-called overlap function. Note that since H N is a centered Gaussian field, the covariance function characterizes it. A random matrix M N from the (normalized) N × N Gaussian orthogonal ensemble, or an N × N GOE matrix, for short, is a real, symmetric matrix such that all elements are centered Gaussian variables which, up to symmetry, are independent with variance given by 3 As we shall see, the only critical points that will be relevant are minimum points. 
The exponential growth rate function of (1.2) is given in [13] by
where
. Define the constants
We note that, by a straightforward calculation,
3. Proof of Theorem 1 and Corollary 2, assuming Propositions 3 and 4 and Theorem 5
As argued in the introduction, by Proposition 3 the sequence {ξ N } ∞ N =1 is relatively compact (see for example, [47, Lemma 4.5] ) and all that we need to show is that ξ ∞ (see (1.6)) is its unique subsequential limit. We define the extremal point process associated to H 
Combined with Theorem 5 this yields, assumingξ ∞ = δξ
. By Liggett's characterization [51, Corollary 4.10] ,ξ ∞ is a Cox process such that the random intensity measure, which we denote byμ, satisfies a.s.
where we used (2.8) and ⋆ is the convolution operation. By the Choquet-Deny Theorem [37, Theorem 3'], a.s., µ has density w.r.t the Lebesgue measure which belongs to the set of functions in (1.11). Now, define the intervals A n = (n, n + 1) and set X n,
for any n ≥ 1, where
is the limit, as k → ∞, of the expectations E {ξ N k (A n )}, computed using Proposition 3. From Chebyshev's inequality,
By Proposition 3 and Proposition 4 and the fact that E{(ξ
Therefore X n converges in probability to 1, as n → ∞. It can be verified that if ζ ∼ P P P (α (x) dx) with α being a function in the set (1.11), then ζ (A n ) /C n → 1 in probability only if α (x) = e cpx . It follows that dμ/dx must be of this exact form, which completes the proof of Theorem 1.
Corollary 2 follows directly from Theorem 1 if we show that
is uniformly tight. From (3.2) and Theorem 1, X n,N → X n in distribution as N → ∞. Thus, since X n → 1 in probability as n → ∞,
From (1.2) and the fact that Θ p (x) < 0 for x < −E 0 , Markov's inequality, and the Borell-TIS inequality [2, Theorem 2.1.1], we have that for some sequence a N satisfying a N /N → 0,
By Proposition 3 and Markov's inequality,
Hence (3.3) is uniformly tight and the proof of Corollary 2 is completed.
Proof of Proposition 3
Suppose J N is a sequence of intervals as in the statement of the proposition and set D N = J N + m N . An application of the Kac-Rice formula [2, Theorem 12.1.1] yields an integral formula of the form
This has been worked out in [13, Lemmas 3.1] , together with a computation of certain related conditional laws [13, Lemmas 3.2] , from which
where M is a GOE matrix and I is the identity matrix both of dimension N − 1.
The following lemma is a particular case of [61, Lemma 21] .
where λ min denotes the minimal eigenvalue of M+vI. Therefore, uniformly in v ∈ (t 1 , t 2 ), as N → ∞,
From our assumption on J N , there exist t 2 > t 1 > 2 such that for large enough N and for any
u ∈ (t 1 , t 2 ). Therefore (4.1) still holds, uniformly in u ∈ D N , if we remove the absolute value and multiply the expectation by ( 
Let p N (x) be the Hermite polynomials, with the normalization
Corollary 11.6.3 of [2] states that
From [36, Theorem 2.2] (see [35, p. 20] for a statement more convenient for our needs; in our case,
and some calculus, p N (x) satisfy the following Plancherel-Rotach type asymptotics. For any δ > 0, uniformly in
where Ω(x) andh(x) are defined in (2.4) and (2.7), respectively. Note that, for small enough δ > 0, for large enough N , if u ∈ D N , then
Therefore, combining (4.3) and (4.4), we have that
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Using a first order Taylor expansion for Θ p around −E 0 (recall that Θ p (−E 0 ) = 0 and Θ ′ p (−E 0 ) = c p ) and the fact that 1
Now, note that, with ν N (x) denoting the density function of ξ N ,
Substitution of m N and K 0 , defined in (1.4) and (2.6), in (4.5) completes the proof of Proposition 3.
Proof of Proposition 4
The proposition is a direct consequence of the results of [61] . 
The function Ψ p (r, u) is continuous on (−1, 1) × R and can be extended to a continuous function on [−1, 1] × R. Thus, with ǫ fixed, for small enough δ > 0 we also have that
and the left-hand side of (5.2) is negative.
Let J N be a sequence of intervals as in the statement of the proposition, set
By (5.1), for any ǫ > 0 and small enough δ > 0, for large enough N , A (N ) ⊂ B δ and
From our assumption on J N and Proposition 3, for large enough N , E {Crt N (A (N ))} > c/2. Thus, since the left-hand side of (5.2) is negative, the proposition will follow if we can show that (5.4) lim 
Auxiliary results and the proof of Theorem 5
We begin with four lemmas which will be used in the proof of Theorem 5. In the proof of the latter we shall relate the (sequence of) extremal processes ξ + N of the perturbed Hamiltonian H + N to those of H N , namely ξ N . We will show that they, in some sense, asymptotically differ by adding independent increments to the corresponding atoms, at least on bounded intervals around m N . The approximation Lemma 7 will be used to conclude from those relations -concerning the restrictions of non-limiting processes to bounded intervals -a similar relation between the limiting process ξ ∞ and ξ + ∞ . Its proof is simple but technical and is therefore deferred to Appendix I. For any measure µ on R, let µ| A (B) = µ (A ∩ B) denote the restriction of µ to a measurable set A.
Assume that the intensity function of η is bounded from above by e ax , for some a > 0. Let X i be a sequence of random variables independent of η and η N , such that
is an additional sequence of point processes and, for any L > 0 and
is a sequence of random variables such that:
converges in probability to
and η + ∞ is locally finite. The following lemma establishes that, with high probability, for any critical point of H N with critical value in a bounded set around m N there is a critical point of H + N within microscopic distance on the sphere. Moreover, it expresses, up to a lower order term, the difference of the two critical values in terms of the perturbation field H ′ N evaluated at the critical point of H N . We denote the set of critical points of H N with critical value at distance L at most from m N by
and such that lim
The proof of Lemma 8 is rather lengthy; Section 7 is devoted to it. Note that no claim was made in Lemma 8 that the mapping G N,L is one-to-one. The following lemma says that the near minimum critical points of H N are far apart from each other which, combined with point (2) of Lemma 8, allows us to conclude that indeed G N,L is one-to-one, with high probability. Another important consequence of the following lemma is that the perturbations H ′ N (σ) / √ N appearing in point (1) of Lemma 8 are asymptotically independent.
Lemma 9.
There exists a sequence r N ∈ (0, 1) with r N → 0, such that for any L > 0, (6.4) lim
and similarly for C + N (L). The last ingredient we need is to show that critical points of H + N are covered in some sense by the image of G N,L . This is the content of the following lemma.
Lemma 10. For any fixed
Next, we explain how Theorem 5 follows if we assume the lemmas above. In Sections 6.2 and 6.3 we prove Lemmas 9 and 10 (assuming Lemma 8) . As mentioned before, the proof of Lemma 8 will be given in the following section.
In those proofs we shall need notation related to the above which we now introduce. Lemma 8 is a statement on the event
, so that Lemmas 9 and 10 are statements on those events. Also set
, and for even p let it be an enumeration of
denotes the expected shift of the critical value resulted from the perturbation of the 
. Now, let ξ N k be an arbitrary convergent subsequence of ξ N with limit in distributionξ ∞ = δξ
. We wish to show that the corresponding subsequence ξ 
In the proof of Proposition 4 we showed that, with ǫ fixed and small enough δ,
In particular, as N → ∞, the left-hand side of (6.8) goes to 0. The lemma follows from this and Markov's inequality (where we note that the statement about C + N (L) from the fact that H + N (σ) has the same law as (N + 1)/NH N (σ)).
Proof of Lemma 10 (assuming Lemma 8).
By the argument that led to (3.1) and by Proposition 3, as N → ∞,
is one-to-one and its image is contained in C + N . Thus, (6.10)
Hence, by applying Markov's inequality to the difference of the two sides of (6.10), in order to prove the lemma, it will be sufficient to show that (6.11) lim inf
is greater than or equal to (6.9) (and therefore equal).
From the bound we have on T N,i (L) in point (1) of Lemma 8, for large enough N ,
where ρ N is defined in Lemma 8.
From the Cauchy-Schwarz inequality, Propositions 3 and 4 and Lemmas 8 and 9,
since the limsup in N of the second moment above is finite and the limit in N of the probability goes to 0. Thus, when taking limits in (6.12) as in (6.11), the term corresponding to
where W ∼ N (0, 1) and µ N,L is the intensity measure of
Therefore, by Proposition 3, the limit in (6.11) is greater than or equal to (6.13) where µ cp (A) =´A e cpx dx for measurable A. From (2.8) it follows that (6.9) and (6.13) are equal, which completes the proof.
Proof of Lemma 8
We fix throughout the section α ∈ (1/3, 1/2), ǫ ∈ (0, 1/2 − α), and δ ∈ (0, p (E 0 − E ∞ )) and note that Lemma 8 follows from this with general α < 1/2. Below we define a notion of (α, ǫ, δ)-good critical points. The lemma follows from the following two. (6.3) holds.
Lemma 12.
The event that all σ ∈ C N (L) are (α, ǫ, δ)-good has probability approaching 1 as N → ∞.
In Section 7.1 we introduce the linear and quadratic approximations of the Hamiltonian H N (σ) and the perturbed Hamiltonian H + N (σ) and related error functions. In Section 7.2 corresponding critical points and values will be discussed. Those will be used in Section 7.3 to define good critical points through bounds on various quantities. The proof of Lemma 11 will then be given in Section 7.4.
In Sections 7.5 and 7.6 we state several lemmas and explain how Lemma 12 follows from them. Sections 7.7 and 7.8 are dedicated to results concerned with the covariance structure of the Hamiltonian, its gradient and its Hessian, and the metric entropy of the error functions related to the linear and quadratic approximations of Section 7.1. The latter are used in Section 7.9, where the quoted lemmas from Section 7.5 are proved and the proof of Lemma 12 is completed. 
For any σ ∈ S
: σ 2 = 1 let θ σ be a rotation such that, with n (0, ..., 0, 1), θ σ (n) = σ, and define
so thatf σ (x) is a reparametrization of the restriction of H N to the hemisphere around σ, normalized to have constant variance 1. For σ = n, which due to stationarity we will be able to relate to the general case easily, we shall assume that the rotation θ n is the identity map. Definef 
Define the linear and quadratic approximations
where ∇ and ∇ 2 are the usual Euclidean gradient and Hessian. Define, for any x ∈ R N −1 ,
. In Section 7.2 we investigate how the perturbationf ′ σ (x) affect the critical value of √ Nf + σ (x) when we assume that x = 0 is a critical point off σ (x) and approximatef ′ σ (x) andf σ (x) by (7.3) and (7.4),
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respectively. Section 7.8 deals with metric entropy bounds related to the fieldsf (1) σ (x) andf (2) σ (x), which will be used to control the (maximum of the) error functions (7.5). to be the critical point and critical value of √ Nf + σ,apx (x), respectively. If the Hessian is singular, set them arbitrarily to be equal to 0 (of course, this value will not affect our analysis in the sequel).
Approximate critical points and values of
We now express Y σ and V σ , assuming ∇ 
(where here too ∆ σ can be taken to be 0 on the event that ∇ 
, we say that a critical point √ N σ of the Hamiltonian H N is (α, δ, ǫ)-good (or simply good) if A i (σ) occurs for all 1 ≤ i ≤ 8 (where we recall that in the beginning of Section 7 we assumed that α ∈ (1/3, 1/2), ǫ ∈ (0, 1/2 − α), and δ ∈ (0, p (E 0 − E ∞ ))).
Recall that, with H N to the hemisphere around √ N σ obtained by rotating, projecting and scaling it. Let V (δ) be the set of real, symmetric matrices with eigenvalues in the interval
The first function and corresponding set we define are
The random fieldsf . The latter was defined 7 At least when ∇ 2f σ (0) is invertible, which is the case when A 1 occurs, and we shall indeed restrict to this event when discussing Yσ below.
as an approximation to √ Nf + σ (x) obtained by replacingf σ andf ′ σ by their quadratic and linear approximations, respectively. We define
which is related to the proof of point (2) of (6.3).
Together with Y σ we defined the corresponding approximated critical value by V σ = √ Nf σ (0) + f ′ σ (0) + ∆ σ where ∆ σ is given in (7.9). We define
where C 0 is defined in (2.6) and τ ǫ,δ (N ) is a sequence of numbers such that lim N →∞ τ ǫ,δ (N ) = 0 which will be assumed to be large enough whenever needed. Since ∆ σ = g 3 (σ) − g 4 (σ), knowing that A 3 (σ) and A 4 (σ) occur allows us to conclude that ∆ σ is close to −C 0 . Lastly, we recall the linear and quadratic approximationsf ′ σ,lin (x) and √ Nf σ,quad (x) defined in (7.3) and (7.4), and the corresponding 'error' functionsf (1) σ (x) andf (2) σ (x) defined in (7.5). With (7.10)
we set
where C > 0 is a constant which will be assumed to be large enough whenever needed. The events A i , 5 ≤ i ≤ 8, will be used when we will need to show that the minimum of √ Nf
) is attained at an interior point (by comparing the minimum on the boundary to a particular value attained at a point in the interior).
Proof of Lemma 11. Let
√ N σ ∈ C N , which is equivalent to x = 0 being a critical point of √ Nf σ (x), and suppose √ N σ is a good critical point. Use (A i ) as a shorthand to "A i (σ) occurs". Since (A 1 ), ∇ 2f σ (0) is invertible and Y σ is the global minimum point of the convex function √ Nf + σ,apx (x) and it is defined by (7.8). The corresponding minimal value is, as N → ∞,
and the minimum of √ Nf
) is attained at an interior point x * .
Define G N,L √ N σ to be the point corresponding to x * on the sphere (i.e., θ σ • S • P E (x * ), see (7.1)). For large enough N , the fact that x * < N −α implies that point (2) of (6.3) is satisfied for the good critical point √ N σ. We also have that
Combined with (7.11), this implies that point (1) of (6.3) is satisfied. This completes the proof of Lemma 11.
Auxiliary results for Lemma 12.
In order to prove Lemma 12, we will show that the expected number of critical points σ ∈ C N (L) which are not good goes to 0 as N → ∞. The following lemma, in the basis of our proof, is obtained by an application of a variant of the Kac-Rice formula [2, Theorem 12.1.1]. We define f (σ) = f N (σ) as the unit variance random field on S
, is the surface area of the N − 1-dimensional unit sphere.
Lemma 13. For
is an arbitrary piecewise smooth orthonormal frame field on the sphere (w.r.t the standard Riemannian metric) and
In addition, for i = 1 (7.12) still holds if we remove the condition g 1 (σ) ∈ B 1 from both sides of the equation. Lastly, (7.12) holds as an equality if we remove the indicator from the right-hand side and the requirements on g i (σ) and g 1 (σ) from left-hand side (in which case it expresses the expectation of the number of points in C N (L)).
We note that the last case with equality in Lemma 13 also follows from [13, Eq. (3.21) ] by summing over k. The proof of Lemma 13 is postponed to Appendix II. We remark that, in fact, it seems that (7.12) also holds as an equality. However, proving this requires a tedious inspection of certain nondegeneracy conditions related to [2, Theorem 12.1.1] which we prefer avoiding since the easier to prove inequality above suffices to us. We will prove in Section 7.9 the following three lemmas, using Lemma 13 for the first two.
Lemma 14.
For any L > 0, (7.14) lim
Lemma 15. For i = 4, 6 and any L > 0, 
, and A N −1 ∈ B 1 .
Proof of Lemma 12 assuming Lemmas 14, 15 and 16. By Lemmas 14 and 15 the mean number of critical points
for which A i does not occur for some i ∈ {1, 4, 6} goes to 0 as N → ∞. We shall prove that the mean number of critical points
∈ B i and g 1 (σ) ∈ B 1 also goes to 0 as N → ∞, for any i ∈ {1, ..., 8} \ {1, 4, 6}. From this it will follow that the mean number of critical points √ N σ ∈ C N (L) which are not good goes to 0 as N → ∞, and by Markov's inequality Lemma 12 will follow.
Using Lemma 13 and Lemma 16, by conditioning in (7.12) on f (n) and ∇ 2 f (n), in addition to ∇f (n) = 0, we have that
for any i ∈ {1, ..., 8} \ {1, 4, 6}. By Proposition 3, E {# {σ ∈ C N (L)}} converges to a finite number, and thus the expectation above goes to 0 as N → ∞. This completes the proof.
7.7.
Covariances and the conditional law of the Hessian. In this section we state two results about the covariance of the (normalized) Hamiltonian, its gradient and its Hessian at a point and about the conditional law of the Hessian given the value of the Hamiltonian at a point. These result will be used in the proof of the lemmas of Section 7.5. With the map
we have that
wheref σ (x) is defined in (7.1).
We note that there exists a smooth orthonormal frame field E = (E i ) defined on some neighborhood of n in S
, where ∇f n (0) and ∇ 2f n (0) are the usual (Euclidean) gradient and Hessian, while ∇f (n) and ∇ 2 f (n) are defined in (7.13).
Thus, if we set in Lemma 17 below x = 0 in the first three equations, we have that Lemma 17 and Corollary 18 follow from [13, Lemma 3.2] (where a different normalization is used for GOE matrices). The proof of [13, Lemma 3.2] consists of computing derivatives and using the well-known relation (cf. [2, eq. (5.5.4)]),
The first equation in Lemma 17 with general x follows from the definition of W (x, y) given in (7.2). From (7.17), the second and third equations in Lemma 17 follow with general x.
Lemma 17. [13, Lemma 3.2]
For any x ∈ B N −1 (0, 1),
Corollary 18. [13, Lemma 3.2] The gradient ∇f (n) is a centered Gaussian vector with i.i.d entries of variance p, and it is independent of
where M = M N −1 is a GOE matrix and I = I N −1 is the identity matrix, both of dimension N − 1.
Metric entropies.
The last ingredient we need before turning to the proof of Lemmas 14, 15 and 16 are bounds on metric entropies. Those will be used to prove the bounds related to g 5 (σ) and g 6 (σ). For a random field w : T → R, the canonical (pseudo) metric is defined by
8 This can be seen by the following. Letting
denote the pushforward of
by P we have that at the north pole,
is an orthonormal frame. For any point σ in a small neighborhood of n we can define an orthonormal frame as the parallel transport of
along the geodesic connecting n and σ. This yields a smooth orthonormal frame field on this neighborhood, say 
Lemma 19. Suppose w is a Gaussian field on the Euclidean ball of radius
such that
for some τ > 0. Then
where κ > 0 is a universal constant.
Proof. For any ǫ > 0, the metric entropy (or ǫ-covering number) of T , denoted by N (T, d w , ǫ) , is the smallest number of balls,
The log-entropy is defined by
With d E (x, y) denoting the Euclidean distance, from (7.19) we have
be the packing number of T ; that is, the largest number of disjoint ǫ-balls (w.r.t d E ) in T . Then we have that
From volume considerations,
Thus,
Dudley's entropy bound (see [2, Theorem 1.3.3]) then gives
where κ ′ > 0 is a universal constant and where we used the change of variables ω = ǫ/ (2τ R).
We complement Lemma 19 by the following one.
for appropriate constants a
Suppose that the one-sided derivative
exists and its absolute value is bounded by m > 0 uniformly in v ∈ R N −1
with v = 1 and x ∈ B N −1 (0, R). Then, for any x 1 , x 2 ∈ B N −1 (0, R), setting v 12 = x2−x1 x2−x1 and x (s) = x 1 + sv 12 , we have that
Hence, the lemma follows if we prove the existence of (7.22) and an appropriate upper bound on its absolute value (for k = 1, 2). From the expressions that we derive below for ϕ 2 (k) (x, x + tv) (see (7.27 ) and (7.28)) it follows that the latter possesses derivatives up to second order. We will also show that
From this, by a Taylor expansion of ϕ
Therefore, the lemma follows if we show, in addition to (7.23) , that
for any x ∈ B N −1 (0, R) with and appropriate constant C k > 0 independent of R, x and N . Note that if the lemma holds for R < 1/2, then it is true in general, where if needed the constants a (k) p are increased. Therefore, it is in fact enough to prove the uniform bound (7.25) assuming R < 1/2, and this is what we shall do.
Using Lemma 17 we obtain, for v ∈ R N −1
x, tv
where W (x, y) is defined in (7.2). Note that
Also, any of the summands in (7.26) can be written as a quadratic function in t plus a remainder term of o t 2 . Doing so and combining like terms we arrive at
Under the assumption that R < 1/2,
for an appropriate constant C 1 > 0 independent of x ∈ B N −1 (0, R) and N . Combined with (7.24), this proves that (7.23) and (7.20) hold. The proof for the case k = 2 is similar. Lemma 17 and some algebra give, for v ∈ R N −1
Expanding in t and combining like terms yields
Combined with (7.27) this gives, for R < 1/2,
with an appropriate C 2 > 0, for all x ∈ B N −1 (0, R). The proof is thus completed.
7.9. Proof of Lemmas 14, 15, and 16. In this section we prove the three lemmas in the title. The proofs will rely on Corollary 18, which describes the covariance structure of the (normalized) Hamiltonian, its gradient and Hessian at a point, and on the metric entropy bounds of Lemma 20 and the related Lemma 19. Everywhere in this section we will assume that the choice of the orthonormal frame field (E i (σ))
is such that (7.16) holds. Note that any of the cases i = 1, ..., 8, corresponding to g i and B i , is covered by exactly one of the lemmas. We therefore give the proofs according to these cases, while stating in the titles of the proofs the corresponding lemma.
Proof of the case i = 1 (Lemma 14). Recall that
where V (δ) is the set of real, symmetric matrices with eigenvalues in the interval
Using Lemma 13 and the fact that by Corollary 18, f (n) and ∇f (n) are independent, we have that, > 2+a. Thus, Lemma 6 and (7.16), by which g 1 (n) = ∇ 2 f (n), imply that the conditional expectation in (7.29) is bounded by
for an appropriate constant c > 0, for all N > N 0 (L) (independent of u), and uniformly in u ∈ D N . Hence, the left-hand side of (7.29) is less than e −cN times its right-hand side with the indicator removed. The latter is equal to E {# {σ ∈ C N (L)}}, as follows from the case with equality in Lemma 13. Since E {# {σ ∈ C N (L)}} converges, by Proposition 3, to a finite number as N → ∞, the proof is completed.
Proof of the case i = 2 (Lemma 16). Recall that
The minimal eigenvalue of any (7.10 ) and recall that δ was chosen in the beginning of Section 7 such that K p,δ > 0). Thus, for any such A N −1 and u ∈ R, conditional on
using (7.16) we have the following stochastic domination
Since, by Corollary 18 and (7.16), ∇f
where Q N −1 has standard Chi distribution with N − 1 degrees of freedom. This completes the proof since we assumed (see the beginning of Section 7) that α ∈ (1/3, 1/2) and since Q N −1 / √ N converges in probability to 1.
Proof of the case i = 3 (Lemma 16). Recall that
where 
In particular, since the minimal eigenvalue of any (7.10) ), under the conditioning, g 3 (n) is a centered variable with second moment bounded by
The lemma follows from this.
Proof of the case i = 4 (Lemma 15). Recall that
where C 0 is defined in (2.6) and τ ǫ,δ (N ) is a sequence of numbers such that lim N →∞ τ ǫ,δ (N ) = 0 which is assumed to be large enough whenever needed. By Lemma 13 we have, denoting
where we used the fact that ∇f (n) is independent of the expression in the expectation (as follows from Corollary 18 and (7.16)). Note that, for large enough K > 0, the term preceding the integral above is bounded by e KN and so do e −u 2 /2 and the determinant above, for u ∈ D N and ∇ 2 f (n) = g 1 (n) ∈ B 1 (see (7.16) ).
Hence, in order to finish the proof it will be enough to show that, uniformly in u ∈ D N ,
For any general real, symmetric matrix A let λ i (A) denote the eigenvalues of A. Let M be an N − 1 dimensional GOE matrix and setM u (N − 1) p (p − 1)M − puI. From Corollary 18 and (7.16), as N → ∞, (7.32) where γ p = p/(p − 1) and we define V N ) as the set of real, symmetric matrices with all eigenvalues in
and all the o (1) terms above are uniform in u ∈ D N . The restriction δ ∈ (0, p (E 0 − E ∞ )) (which was made in the beginning of Section 7), is such that there exists a constant c δ > 0 such that, for large enough N , the event M ∈ V ′ (δ) is contained in the event F N = {∀i : λ i (M + γ p E 0 I) ≥ c δ }. Thus, if we are able to show that (7.33) lim
with some sequence τ ǫ,δ (N ) which converges to 0 as N → ∞, the lemma follows (where to account for the o (1) terms we maybe need to increase τ ǫ,δ (N ) compared to (7.32) ). Defineh (x) = 1/ (x + γ p E 0 ).
Let ρ ∈ (0, c δ ) and assume h (x) is some bounded, Lipschitz continuous function such that for any
is the empirical measure of eigenvalues of M. Hence, the probability in (7.33) is at most
Wigner's law [65] yields
where we recall that C 0 = 
Proof of the case i = 5 (Lemma 16). Recall that
where C > 0 is a constant which can be assumed to be large enough whenever needed.
The random variable g 5 (n) is measurable with respect to the process {f ′ n (x)} x and is therefore independent of all the variables in the conditioning of (7.15) . From Lemmas 19 and 20 with 
p R, and κ being the universal constant of Lemma 19,
Thus, from the Borell-TIS inequality [2, Theorem 2.
From symmetry of the fieldf (1) n (x), one can treat the infimum similarly. Then, using a union bound the lemma follows.
Proof of the case i = 6 (Lemma 15). Recall that
x, where C > 0 is a constant which can be assumed to be large enough whenever needed.
By Lemma 13,
By the similar argument to the one that was used in the proof for the case i = 4 to show that (7.31) was enough to finish the proof there, here we have that the proof will follow if we can show that for any K > 0 choosing C (with we which defined B 6 ) large enough, for large N ,
From Lemmas 19 and 20, with
p R 2 and with κ being the universal constant of Lemma 19,
n (x) ≤ κτ RN = κa (2) p N 1−3α ,
By the Borell-TIS inequality [2, Theorem 2.1.1], for large C,
By symmetry, the same holds if we replace the supremum above by an infimum. Thus, from the union bound,
What remains is to show the same conditional on ∇f (n) = 0, as in (7.34). Sincef (2) n (x) is a continuous field, it is enough to show that for any finite set of points
Equivalently, it is sufficient to show that
can only decrease by removing the conditioning. We note that √ Nf (2) n (
with the two summands in the right-hand side being independent since f (2) n (x)
x and ∇f (n) are jointly Gaussian. Also, denoting the Gaussian vector in the second line above by V k we have that the conditional probability (7.35) is equal to
Since the set −CN 1−3α , CN 1−3α k is convex and symmetric about the origin, by Anderson's inequality [7, Corollary 3] and (7.36), we have that (7.37) is bounded from below by
and the proof is completed.
Proof of the case i = 7 (Lemma 16). Recall that
Assuming that A N −1 ∈ B 1 , the minimal eigenvalue of A N −1 is √ NK p,δ at least. Thus, for x with
This, of course, completes the proof.
Proof of the case i = 8 (Lemma 16). Recall that
, x is independent of all the variables in (7.38). Thus, from Corollary 18 and (7.16), in this case the claim in the lemma is equivalent to the statement that
where Q N −1 is a standard Chi variable with N − 1 degrees of freedom. Since Q N −1 / √ N → 1 in probability, this completes the proof.
Appendix I: proof of Lemma 7
First we remark that by conditioning on η, for any x ∈ R,
which is finite due to our assumption on v(x); therefore η + ∞ is locally finite. Let g : R → R be an arbitrary compactly supported, non-negative function which will be fixed throughout the proof. Let κ > 0 be a large enough constant such that the support of g is contained in Recall that we assumed in point (1) 
where ω g (t) = sup |x−y|≤t |g (x) − g (y)| is the modulus of continuity of g. Since g is uniformly continuous, ω g is continuous. Combining this with point (2) of the lemma implies that (8.4) converges in probability to 0. Therefore, since e Thus, in order to complete the proof it is sufficient to show that for some sequence L k > 0 such that 
Hence alsoη
from which (8.5) follows.
9. Appendix II: proof of Lemma 13
We recall that f (σ) = f N (σ) is the unit variance random field on S
given by f (σ) =
is an arbitrary piecewise smooth orthonormal frame field on the sphere (w.r.t the standard Riemannian metric), and 
where µ is the standard (Hausdorff) measure on the sphere and ϕ ∇f (σ) (0) is the Gaussian density of ∇f (σ) at 0. Assuming that (f (σ), g(σ)) is a stationary field on the sphere, one can replace σ everywhere in the right-hand side above by n, remove the integration, and multiply the right-hand side above by ω N (see (2.2)), the surface area of the N − 1-dimensional unit sphere. 9 This yields
In Lemma 13 we stated one case where (7.12) holds as an equality. This case is equivalent to (9.2) without the restrictions on g(σ) (after dividing and multiplying by N p(p − 1) and (N p(p − 1))
inside the determinant and outside of it, respectively). Thus in order to prove this case what remains is only to check the aforementioned regularity conditions. Those are not difficult to verify when we do not need to worry about the dependence of g(σ) and f (σ). In particular, the fact that the conditions hold here follows from the case we treat below where we show that they also hold with some g(σ) without removing the restrictions on it.
In the other two cases in Lemma 13, (7.12) needs to proved in its original from, with an inequality, for 2 ≤ i ≤ 8; and in a modified form without the condition g 1 (σ) ∈ B 1 in both sides, for i = 1. The proof of the second of the latter two cases is similar to that of the first and therefore we only treat the first. This case is equivalent to (7.12) if g(σ) = (g i (σ), g 1 (σ)) and B ′ = B c i × B 1 , and the equality 9 We note that the integrand in (9.1) is a continuous Radon-Nikodym derivative (as seen from applying the Kac-Rice formula [2, Theorem 12.1.1] to express the mean number of points as above in a subset of the sphere) and therefore it is independent, at each point σ, of the choice of the orthonormal frame field (E i (σ))
is replaced with an inequality. In order to apply the above to (7.12) directly we will need to verify the regularity conditions and in this case this is not necessarily an easy task. Instead of doing so we relate (7.12) to a similar formula which holds for some modified random fields for which checking the regularity conditions is much easier.
With B c i denoting the complement of B i in the corresponding Euclidean space (i.e., in R for i > 2,
In order to deal with the case i = 5, ..., 8, we first note that the modulus of continuity of the supremums in the definition of g i is bounded by that of the functions the supremum of which is taken. The latter is bounded, up to a constant depending on N , by the sum of moduli of continuity of the components of f (σ), ∇f (σ) and ∇ 2 f (σ). From this condition (g) follows in those cases too and the proof is completed.
