In this paper we consider the problem of estimating the parameters of a Poisson arrival process where the intensity function is assumed to lie in the span of a known basis. Our goal is to estimate the basis expansions coefficients given a realization of this process. We establish novel guarantees concerning the accuracy achieved by the maximum likelihood estimate. Our initial result is near-optimal, with the exception of an undesirable dependence on the dynamic range of the intensity function. We then show how to remove this dependence through a process of "noise regularization", which results in an improved bound under our analysis. We conjecture that a similar guarantee should be possible when using a more direct (deterministic) regularization scheme. We conclude with a discussion of practical applications and an empirical examination of the proposed regularization schemes.
Introduction
In a wide range of practical problems, we wish to understand an underlying process given observations consisting only of the times (or locations) of certain events of interest. Such problems arise in as diverse applications as fluoroscopy [1] and mass spectrometry [2] , or when modeling earthquakes [3] , neurons [4] , cell tissue [5] , social networks [6] , or terrorism incidents [7] , just to name a few. In this paper we consider the case where the events are generated according to a linear parametric Poisson observation model. Specifically, we assume the events are generated according to some unknown intensity function and aim to estimate the parameterization of the intensity in a known basis. Our goal is to understand how various characteristics of the generative model relate to the quality of the estimated parameters.
To be more precise, we will assume that we observe events drawn from a Poisson arrival process over a Lebesgue-measurable space T 1 with measure |T| corresponding to the volume of this space. We will consider a set of known basis functions g : T → R and γ n : T → R and unknown coefficientsx n ∈ R for n = 1, . . . , N that define a Poisson intensity function Rx : T → R + of the form Rx(t) = g(t) + N n=1x n γ n (t) = g(t) +x T γ(t),
where γ(t) = [γ 1 (t), . . . , γ N (t)] T andx = [x 1 , . . . ,x N ] T . Our observations consist of event coordinates τ 1 , . . . , τ M ∈ T (or τ = {τ m } M m=1 for short) drawn according to this process, by which we mean that the event coordinates satisfy
for any T ⊆ T, where here | · | denotes the cardinality of a set. We note that the total number of events we observe is M = |τ |, which is a Poisson-distributed random variable with parameter M = E(M ) = T Rx(t)dt. We also note that, conditioned on M , each τ m is independent and identically distributed with probability density function f τm (t) = 1 M Rx(t). Given the observed events τ , our goal is to estimate the vectorx.
A primary motivation for this work is to obtain a result that applies to arbitrary sets of basis functions γ n (t). Existing work often focuses on bases with desirable properties. While it is sometimes possible for the user to carefully construct a basis with desirable properties that result in a simpler analysis, in many important cases the basis is determined by the application. For example, consider the following applications:
• Low-light imaging: Suppose that we desire to resolve a sparse image from blurry photon counts [8] .
In this case the natural basis is composed of shifted versions of the point spread function inherent to the system, and the coefficients in this basis represent the resolved pixel values we wish to recover.
• Oversampled mass spectrometry: The mass spectrum of an ionized substance (the mass-to-charge ratios of the constituent ions) can be measured by applying an electrical impulse to the ions and measuring their corresponding velocity. This is accomplished by sensing when they hit a detector after traveling across a distance. If the impulse is applied rapidly to the substance [9] , the observations at the detector is the mass spectrum convolved with the electrical impulse pattern. In this setting the basis elements are shifted (and sometimes blurred) versions of the impulse pattern, one for each massto-charge ratio under consideration (which determines the size of the shift). The coefficients estimated using this basis then determine the mass spectrum of the sample.
• Autoregressive Poisson processes: Linear autoregressive Poisson processes [10, 11] or Hawkes processes [7, 12, 13] correspond to networks of mutually-exciting temporal point processes. When attempting to estimate the network parameters of these processes, we consider a Poisson-like (though, in general, not Poisson) estimation problem where the basis is causally constructed as a function of previous events. Specifically, the basis is constructed by convolving a known causal kernel with the preceding event times. Under certain assumptions on the structure of a network (e.g., that the network forms a directed acyclic graph), these observations correspond to observations of an ensemble of Poisson processes with (random) bases. The coefficients in this basis then determine the dictate the degree of influence of the other processes in the network on the process under consideration.
In each of these examples, we have almost no influence over the basis selection process but are interested in the basis representation of the process. We must be capable of analyzing the performance of our processing for a wide variety of bases. Towards this end, the results we present in this paper are based on simple basis properties (e.g., norms on γ n (t) and properties related to the conditioning of the basis), which make them particularly suited to these situations where we do exercise direct control over the basis.
Main contribution
In Theorem 1 we provide an error bound for the maximum-likelihood estimate ofx in the linear model of (1) . To the best of our knowledge, this is the first such guarantee for this setting (with existing results applying principally to the case where T is a discrete set, as discussed in Section 1.2). The result roughly states that if R min ≤ Rx(t) ≤ R max where R min is sufficiently large, then with high probability the maximum likelihood estimate x will satisfy
where C γ is a constant that depends on the conditioning of the basis γ(t). In Theorem 2, we extend this result to the special case wherex and the estimate are known to be sparse, although in practice this may require that we solve a combinatorial optimization. We observe that our performance bound exhibits no dependence on the g(t) term in (1). Thus, it is possible to artificially reduce the dynamic range Rmax Rmin to a constant by augmenting the observations τ with additional events generated by a homogenous Poisson process (thereby uniformly increasing g(t) and reducing the dynamic range). This "noise augmentation" procedure can be viewed as a form of regularization, which allows us to establish an improved bound (Corollary 2) of the form
with no requirement on R min . Our result is, to the best of our knowledge, the first to remove this dependence on the dynamic range. Previously, this dependence limited the situations to-which theoretical results were applicable.
We conjecture that a bound of this form should also apply to an alternative (deterministic) regularization scheme, described in Section 2.5. Note, however, that in Section 4 we empirically study the impact of these regularization schemes and find little evidence for improvements in practice. This suggests that the dependence on the dynamic range in Theorem 1 may simply be an artifact of our proof and the proofs of related results.
Finally, we also compare our results to estimates of the Cramér-Rao lower bound, as well as to the error we expect in a simple concrete choice of basis γ(t). Together, these comparisons suggest that when the basis is relatively well-conditioned, there is little potential room for improvement in our bounds (up to a constant and the dynamic range term in Theorem 1). On the other hand, there may still be room for improvement when the basis is poorly conditioned.
Related work
Our focus in this paper is on the general Poisson arrival model of (2) . This model has received relatively little attention up to this point. It is considered in [14] , which studies a LASSO-based estimator, but which provides bounds only on the accuracy with which Rx(t) is recovered, rather thanx as is our focus here. Far more common in the literature is a related counting-based model which is used in, e.g., [9, [15] [16] [17] [18] [19] . In this model we instead observe Poisson bin counts in the form
for m = 1, . . . , M 0 (we retain M = m y m as the number of events). This can be viewed as a discrete approximation to the arrival model, realized by partitioning T into non-overlapping intervals T m and setting
dt, and γ m = Tm γ(t)dt. In fact, the arrival model in (2) is identical to the counting model in (3) in the special case that g(t) and γ n (t) are piecewise-constant on each interval T m . Thus, any result for the arrival model can also be applied to this counting model. Note that, in contrast, it is usually impossible to apply counting results to the general arrival model because driving the interval widths to zero results in vanishing counts within each interval [18] . In [17] , a variation of the LASSO estimator (similar to that used in [14] ) is proposed that is suitable for solving the Poisson counting inference problem. Performance bounds for constrained/penalized maximumlikelihood estimators are provided in [16, 18, 19] . Of course, these bounds apply only to Poisson counting problems -nevertheless, since our results also imply bounds for the counting model, it is instructive to compare our bounds with the existing work in this domain. Among the prior work which is most relevant is that of [16] , from which we specifically draw inspiration in portions of our analysis. We provide a detailed comparison of our results with those in [16] in Section 2.7.
Organization of the paper
We begin in Section 2 with the statement of our main recovery guarantee for the estimation of arrival process parameters and several corollaries. In particular, we consider the special case of Poisson counting processes and contrast with the guarantee provided by [16] . Section 3 compares our result to estimates of the Cramér-Rao lower bound, as well as to the error we expect in a simple concrete choice of basis γ(t). Section ?? briefly presents an example application of these results. In Section 4 we explore the practical impact of different forms of regularization via simulations. Finally, we close in Section 5 with a discussion of our results.
Recovery guarantees 2.1 Maximum likelihood estimation
The negative log-likelihood of observing a set of events at coordinates τ under (2) is given by [20] to be
for any intensity R x (t) parameterized by x (e.g., the intensity in (1)). Note that an intensity function R x (t) must be nonnegative across its entire domain. This can be enforced by defining log(z) = −∞ ∀z ≤ 0. Accordingly, we constrain x to live in the set R = {x : inf t∈T R x (t) ≥ 0}, which is a convex set under our model (1) .
The maximum likelihood estimate of the true parameters, constrained to lie within R intersected with an arbitrary set X , is simply
Given the linear model for R x (t) presented in (1), we can simplify (4) to the equivalent form (omitting the constant
where
. . , M and n = 1, . . . , N , and the logarithm is taken element-wise over the vector argument. Note that A and g are both random, as they depend on the random observations τ . In the Poisson counting model of (3), we instead define
T . In this case (4) can be simplified to
We substitute this likelihood function, depending on the bin counts y instead of arrival coordinates τ , into (5) to form the corresponding maximum likelihood estimation program. For convex X , the estimation program (5) is convex (for both the likelihood functions in (6) and in (7)). This optimization problem can be efficiently solved by algorithms such as those presented in [21, 22] .
Parameter estimation error bound
In order to state our main result, we will make use of the definition Γ = Gram(γ(t)), i.e., the N × N matrix with entries Γ ij = T γ i (t)γ j (t)dt. Let Tr(Γ) and σ(Γ) represent the trace and minimum eigenvalue of Γ, respectively, and let γ 2,∞ = sup t∈T γ(t) 2 .
With these definitions, we can state our main result as follows:
Theorem 1 If events τ are produced by a Poisson arrival process with intensity Rx(t) ∈ {{0}∪[R min , R max ]} and R min > 2ζ
for an absolute constant c with probability at least 1 − (2N + 1) exp(−ζ).
The core idea behind the proof (which we borrow from [16] ) is to establish the strong convexity of the negative log-likelihood over the domain of our estimator (specifically, x such that R x (t) ∈ [0, R max ]). With strong convexity, we can show that any large deviation from the true solution (i.e., x far fromx) must necessarily violate L(τ | x) ≤ L(τ |x), disqualifying it from being the maximizer of the likelihood. Because the likelihood function depends on a random set τ , this requires the use of concentration inequalities. The complete proof is detailed in the Appendix. The parameter ζ primarily serves as a tradeoff parameter between the scaling of the error and the probability that our bound does not hold, although it also has a role in regulating the minimum R min that we can tolerate. Note that the probability bound is only nontrivial when ζ log N , thus the theorem contains a dependence on log N in both the error bound and R min . In general, however, our primary interest is less on the asymptotic dependence on N and more on the dependence of the error on the structural properties of the underlying dictionary, so we leave this dependence implicit.
Estimation under sparsity assumptions
In many practical settings, especially when the dimension N of the basis γ(t) is large, one might expectx to be sparse (i.e., to have relatively few nonzeros). There is a natural extension of Theorem 1 that can result in an improved bound when this occurs. To state this result, we will define γ S (t) to be the |S|-dimensional basis obtained by taking the basis elements γ n (t) indexed by S and Γ S to be the |S| × |S| submatrix composed of the rows and columns of Γ indexed by S (i.e., the Gram matrix of γ S (t)). Let Tr(Γ S ) and σ(Γ S ) represent the trace and minimum eigenvalue of Γ S , respectively, and let γ S 2,∞ = sup t∈T γ S (t) 2 .
Theorem 2 If events τ are produced by a Poisson arrival process with intensity
for an absolute constant c with probability at least 1 − (2|S| + 1) exp(−ζ).
The proof is detailed in the Appendix. Note that the bound in Theorem 2 depends on the specific choice of index set S. A reader familiar with the sparse approximation literature may wonder how this compares with more traditional results, which hold for arbitrary sparsity patterns, and how the quantities Tr(Γ S ) and σ(Γ S ) compare to more familiar quantities. In fact, it is straightforward to restate this result in terms of an appropriate analogue of the restricted isometry property (RIP) [23] . Specifically, let W :
We say that the operator W (or equivalently, the basis γ(t)) satisfies the RIP if there exists a constant δ s ∈ [0, 1) such that
for all x with at most s nonzeros. Using this definition, if γ(t) satisfies the RIP then we have the bounds max S:|S|≤s Tr(Γ S ) ≤ s(1 + δ s ) and min S:|S|≤s σ(Γ S ) ≥ 1 − δ s . These bounds let us ignore the specifics of supp( x −x) if we can instead bound the size of the support. Accordingly, the bound (9) from Theorem 2 can be replaced with
Observe that the results of Theorem 2 (as stated above or combined with bounds based on the RIP) are really only of interest when we can ensure that the set supp( x −x) is sufficiently small. By the triangle inequality, | supp( x −x)| ≤ | supp( x)| + | supp(x)|. Thus, if | supp( x)| and | supp(x)| are both small, we can use the RIP of γ(t) to obtain an improved error bound. Unfortunately, enforcing a constraint X = {x : | supp(x)| < η} leads to a challenging nonconvex optimization problem. An open question concerning (5) is whether we can guarantee that x is sparse when using a sparsity-inducing convex constraint such as X = {x : x 1 ≤ η}. We leave such analysis for future work.
Guarantees for counting processes
When using the Poisson counting model (3), the special case of Theorem 1 follows immediately from the substitutions discussed in Section 1.2. Specifically, if we define A 2,∞ = max m n A 2 mn , A F to be the Frobenius norm of A, and σ(A) to be the smallest singular value of A (the minimum eigenvalue of √ A T A), then we have the following result.
M0 and L(y| x) ≤ L(y|x) will also satisfy
We note that this result can easily be extended to the sparse setting in a manner analogous to Theorem 2 by replacing Γ with Γ S , γ(t) with γ S (t), A with A S , N with |S|, and adding the constraint supp( x −x) ⊆ S.
Improving the guarantee via regularization
We note that g(t) has no impact on the result of Theorem 1. This opens the door to what seems like a rather unorthodox strategy for improving this bound. Specifically, the dependence on the dynamic range Rmax Rmin in Theorem 1 can be removed by simply augmenting our observations with additional events ρ generated by a homogeneous Poisson process with intensity R max . These additional events will increase the intensity of our process, but in a manner completely known to us. Specifically, in this case the intensity of τ ∪ ρ is
To be clear, when we augment our observations τ with the set of events ρ (with known intensity β), the negative log-likelihood function that results (ignoring constant terms) is
Comparing the bound in (12) with that in (8), we see that in exchange for an additional factor of two, we have completely removed the dependence on the dynamic range. Moreover, we have replaced the constraint on R min in Theorem 1 with a more relaxed constraint on R max . One might be justifiably skeptical that this will lead to improved performance in practice -we are essentially adding a large amount of noise to the signal we wish to estimate. We explore this empirically in Section 4. Here, we note that a potentially more palatable strategy might be to perform a deterministic form of regularization that is similar in spirit. Specifically, define the regularized negative log-likelihood
noting that this is equivalent to (6) when β = 0. L β (τ |x) is the result of replacing log(β + R x (ρ )) from L(τ ∪ ρ|x) with its expectation. Unfortunately, there does not appear to be an easy extension of our current analysis techniques that would allow us to provide an error bound for the estimate obtained by minimizing (13) . We conjecture that a result similar to Corollary 2 should also hold when optimizing the regularized negative log-likelihood in (13) with β = R max .
The same regularization scheme can be applied to Theorem 2 and Corollary 1, yielding the same consequence of exchanging the dynamic range for a factor of two.
Practical considerations

Choosing X
Ifx ∈ X then the program in (5) will result in an estimate x that, by construction, satisfies the L(τ | x) ≤ L(τ |x) condition of our theorems. Possible sets X can include unconstrained vectors, sparse vectors, vectors with limited p norms, or nonnegative vectors. Any convex X will maintain the convexity of (5) -although convexity is not necessary if we are not concerned with computational efficiency or can still ensure that L(τ | x) ≤ L(τ |x) through some alternative argument that does not rely on solving (5) to global optimality. This results in a tradeoff between constraint sets X that enable simple efficient algorithms and X that more tightly enforce desired properties in our recovery x. For example, when sparsity is exploited (as in Theorem 2) the set X = {x : x 0 ≤ x 0 } (where we define x 0 = | supp(x)| to count the number of nonzeros in x) is a natural choice to ensure a fixed sparsity level in x, but results in a nonconvex (and thus challenging) optimization problem. In contrast, X = {x : x 1 ≤ η} is convex and encourages sparse solutions, but does not necessarily guarantee a specific sparsity level.
We also note that our Theorems depend on the condition that R x (t) ∈ [0, R max ]. This can be satisfied by choosing X ⊆ {x : 0 ≤ R x (t) ≤ R max }. While the exact value of R max will likely be unknown, it can be estimated or bounded to sufficient accuracy from τ . Alternatively, it can be bounded as R max ≤ γ 2,∞ x 2 when we have knowledge of the norm ofx, although this bound is typically poor. As a matter of practice, we believe that there is often minimal risk in ignoring this constraint completely. Its role in the proof is solely to limit the pointwise difference sup t∈T |Rx(t) − R x (t)| ≤ R max , but we expect that a suitable x will accomplish this (at least up to a constant factor) even in the absence of an explicit constraint.
Sample complexity
A common lens through which we can evaluate a statistical estimation problem concerns the number of observations required to obtain an accurate estimate of the quantities of interest. Here our situation is somewhat outside the standard framework as the parametersx which we wish to estimate actually determine the number of observations (events) we will obtain. Nevertheless, we can gain some insight by approaching the problem from this perspective.
For the purpose of generality, we will analyze the number of observations with respect to Theorem 2. In the dense case of Theorem 1, simply set S = {1, . . . , N }. It is necessary that ζ > log(2|S| + 1) for the bound to hold with nonzero probability. Because |S|σ(Γ S ) ≤ Tr(Γ S ) ≤ |T| γ S 2 2,∞ , we have that
Thus, the requirement that R min > 2ζ
implies that it is necessary that |T|R min |S| log |S| for the bound to hold with nonzero probability. Alternatively, in the regularized case of Corollary 2 we replace the requirement on R min with a requirement on R max , resulting in the condition that |T|R max |S| log |S|.
On the surface, neither of these conditions directly addresses the issue of how many observations are required. One may have noticed that the number of events observed, M = |τ | (or even its expectation M ) was conspicuously absent from our theorems. While not explicitly included, this quantity is implicitly present through the inequalities |T|R min ≤ M ≤ |T|R max . Thus when the dynamic range is modest, these conditions essentially reduce to M |S| log |S|. This mirrors typical results in the standard setting of sparse recovery with Gaussian statistics [23] . In non-sparse recovery, we are left with M N log N . While it is possible that the log N factor here is only an artifact of our proof (the N factor is shared by Gaussian estimation), it may also be the case that it is necessary to account for the variability of |τ |.
Comparison to existing results
Here we summarize the result of [16] in terms of the quantities introduced here. The result of [16] holds when A, x, andx are constrained to be nonnegative and x 0 ≤ s holds for some choice s. To make the comparison, we will need to provide several additional definitions from [16] (relabeled to better-reflect our notation):
where H(·) denotes the harmonic mean of the input vector and · max denotes the maximum-magnitude entry of a matrix. The quantity σ 2 * (A) denotes the restricted eigenvalue of A of order s and is roughly comparable to min |S|≤s σ 2 (A S ). Additionally, R * min is roughly on the order of R min . Finally, note that R * max ≥ R max and √ sM 0 A max ≥ A S F (for any |S| ≤ s) and that these inequalities are often quite loose. With these definitions, the main result of [16] can be written as
with probability at least 1 − 2 exp(−ζ) when ζ ≤ M0Rmin H(g+Ax) min{1, R min }. We remark that this is extremely similar to the findings of the sparse variant of Corollary 1. However, Corollary 1 removes the restriction that A, x, andx be nonnegative. Further, Theorem 2 generalizes this result to the case of Poisson arrival processes. We have also presented Corollary 2, which removes the dependence on R min or R * min entirely. Although it was not the primary aim of this work, we have also considerably improved the dependence on the terms R * max and A max . However, we also stress that the results in [16] do have an advantage when dealing with sparsex in that their guarantees hold for the (convex) 1 constrained estimate (as opposed to requiring the nonconvex sparsity constraint required to obtain a similar guarantee via Theorem 2).
Optimality
Here we briefly discuss the optimality of our results. In particular, we will first consider a concrete choice of γ(t) for which the expected performance is easy to directly calculate and compare this performance to the bounds established above. Next, we will characterize the Cramér-Rao lower bound for this problem and compare our results with this bound.
Example: A simple orthobasis
Consider the simple orthobasis of γ n (t) = 1 n − 1 ≤ t < n 0 otherwise.
In this case we have Γ = I and γ(t) 2,∞ = 1. Since this basis is disjoint (no two elements are supported on intersecting intervals), this is really just a collection of independent Poisson estimation problems with y m ∼ Poisson(x m ). The maximum likelihood estimate is trivially given by
i.e., the number of events falling in that interval. Hence, x n ∼ Poisson(x n ) and the expected squared error is E( x n −x n ) 2 =x n , from which it follows that
Applying Theorem 1 to this problem yields the bound
with probability at least 1 − (2N + 1) exp(−ζ) when R min > 2ζ. Our high-probability bound differs from the average-case error of this system (up to a constant) only by the dynamic range. Alternatively, in Corollary 2, we showed how the dynamic range could be removed from our bound by using a modified recovery program. Specifically, we obtain a guarantee of the form
with probability at least 1 − (2N + 1) exp(−ζ) when R max > 2ζ. In this case, the bound differs from the expectation by only constants and the ratio between the average and maximum intensityx n .
Cramér-Rao lower bound
The example described above suggests that for a well-conditioned basis γ(t), our analysis appears to be relatively tight. Indeed, by comparing our bound to the Cramér-Rao lower bound for this problem, we will obtain additional evidence that this is, in fact, the case. Towards this end, we note that the Fisher information matrix for (6) is
The precise value of Tr(I −1
x ) will depend on the problem (on both γ(t) and onx). However, one can show that E A T diag(g + Ax) −1 A = Γ (see Appendix A.2 for details), which provides the semidefinite ordering
From this we obtain
The Cramér-Rao lower bound states that any unbiased estimate x ofx must satisfy
Because the maximum-likelihood estimator asymptotically achieves the Cramér-Rao bound under this model [24] , (14) implies that, asymptotically, the MLE will satisfy a bound of the form
There is limited room for improvement here because another asymptotic bound implied by (14) is that
as any opposing result would violate the Cramér-Rao bound.
Compare these bounds to the result of Corollary 2, which states that (with high probability) the MLE can achieve
Contrasting (15) with (16), we observe that (15) is a slightly stronger guarantee (ignoring the fact that (16) holds with high probability while (15) holds only in expectation). In particular, it is a straightforward consequence of the eigendecomposition of Γ that
with equality if and only if the spectrum of Γ is flat (i.e., all eigenvalues are equal to each other). In the case where the basis is ill-conditioned and Γ has one or more eigenvalues which are very small compared to the remainder, the bound in (15) can be somewhat tighter than that in (16) . However, we note that unless N is quite large, both Tr(Γ −1 ) and
σ(Γ) 2 can both be dominated by 1 σ(Γ) , and so when the basis is very poorly conditioned both bounds are rather poor. In total, these results suggest that (up to a constant), there is relatively little room for improvement over the bound in Corollary 2. 
Regularization in practice
Here we take a practical look into the claims of Corollary 2 and our conjecture concerning our deterministically regularized alternative. Specifically, Corollary 2 provides improved theory (at least when R min is small) when we augment our observations with additional random events (i.e., noise). We would like to understand if such gains are actually to be expected in practice.
Towards this end, we choose a basis of N = 50 shifted-Gaussian basis functions, sampled as to produce a counting process with M 0 = 500 observations (A ∈ R M0×N ). We choose coefficient vectorsx with entries that are independent and identically exponentially distributed such that the expected number of events is M = 100. We then simulate the Poisson process with the intensity given by this basis and these parameters and compute the 2 -norm error between the truex and maximum likelihood estimate x. We compare this error to the error of computing the regularized estimator using random (Corollary 2) or deterministic (using (13)) regularization. Figure 1 plots this result for different choices of regularization parameter β relative to R max over many trials. Note that Corollary 2 uses β = R max , and larger β denotes stronger regularization (and β = 0 denotes no regularization). Relative error larger than 1 denotes degraded performance with regularization and less than 1 denotes improved performance.
While we only include simulations for a single choice of basis and parameters, these results are representative of the behavior we observed for every choice of basis/parameters we have attempted. Examining Figure 1 , we note that randomized regularization (Corollary 2) frequently results in significantly-degraded performance. Larger regularization results in larger error as the noise overwhelms the signal. Deterministic regularization does not suffer the same increasing error with increasing regularization, but instead saturates at error that is, in the median, slightly higher than the unregularized error. We infer that the effect of regularization is simply to perturb the solution in a way that will sometimes improve the error and will sometimes degrade it, without biasing our solution in some way that results in consistent improvement.
In summary, despite our best efforts, we have not uncovered any regime in which the regularization suggested by Corollary 2 (or our conjecture) systematically improved recovery over the unregularized case. This leaves open the possibility that the bound of Corollary 2 may be more representative of actual performance than that of Theorem 1 (differing by a dependence on the dynamic range of the underlying intensity) even when the prescribed regularization is completely omitted. In other words, it is possible that the results of Corollary 2 actually hold without any regularization at all. However, our analysis does not provide an obvious means to establish this result.
Conclusions
In this paper we have provided novel recovery guarantees for parameter estimation in the context of Poisson arrival processes. These guarantees are near-optimal. However, we note that this optimal theoretical performance is established for a version of the MLE which has been augmented with noise -a procedure that does not appear to actually result in improved performance in practice.
There are several remaining improvements that may yet be possible. First, the results presented here require that (the unknown part of) the Poisson intensity function lie within the span of the basis. It may also be possible to address recovery when the true intensity is only well-approximated by this basis. Second, the existence of Corollary 2, which adds noise to the observations to improve theoretical performance, combined with the findings of Sections 3 and 4 suggests that the dynamic range dependence in Theorem 1 may be an artifact of the proof and ultimately unnecessary. We continue to conjecture that an improved bound should be possible for our deterministically-regularized MLE (or a similar alternative), but leave further exploration of this issue for future work. Finally, many important open questions remain concerning the use of more sophisticated convex regularizers (e.g., an 1 -norm constraint whenx is sparse).
We use the bound log(1 + x) ≤ x − 
