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ON COMPLETE AND INCOMPLETE EXPONENTIAL SYSTEMS
ALEX IOSEVICH AND AZITA MAYELI
Abstract. Given a bounded domain Ω ⊂ Rd with positive measure and a finite set A =
{a1, a2, . . . , ad}, we say that the set E(A) = {e2piix·a
j
}aj∈A is a complete exponential system if
for every ξ ∈ Rd, there exists 1 ≤ j ≤ d+ 1 such that
(0.1)
∫
Ω
e−2piix·(a
j
−ξ)dx 6= 0;
otherwise E(A) is called an incomplete exponential system. In this paper, we essentially classify
complete and incomplete exponential systems when Ω = Bd, the unit ball, and when Ω = Qd,
the unit cube.
Given a bounded domain Ω, we say that e2piix·a, e2piix·a
′
are φ-approximately orthogonal if
|χ̂Ω(a − a
′)| ≤ φ(|a− a′|), a 6= a′
where φ : [0,∞)→ [0,∞) is a bounded measurable function that tends to 0 at infinity. We prove
that L2(Bd) does not possess a φ-approximate orthogonal basis of exponentials for a wide range
of functions φ. The proof involves connections with the theory of distances in sets of positive
Lebesgue upper density originally developed by Furstenberg, Katznelson and Weiss ([5]).
1. Introduction
The study of exponential functions on domain in Rd is an old and time-honored subject. Let A
be a discrete subset of Rd and define
E(A) = {e2piix·a, a ∈ A},
the set of exponentials with frequencies in A. Let Ω be a bounded domain in Rd of positive Lebesgue
measure.
Definition 1.1. We say that E(A) is an orthogonal basis of L2(Ω) if E(A) is an orthogonal expo-
nential system over Ω and also a basis for L2(Ω).
The study of orthogonal exponential bases in recent decades centered around the celebrated
Fuglede Conjecture ([4]) which says that if Ω be a bounded domain in Rd of positive Lebesgue
measure, then L2(Ω) possesses an orthogonal basis of exponentials if and only if Ω tiles Rd by
translation in the sense that there exists a discrete set T ⊂ Rd such that∑
τ∈T
χΩ(x− τ) = 1 a.e. x ∈ R
While the Fuglede Conjecture is, in general, false, as shown by Terry Tao ([23]) in one di-
rection, and by Kolountzakis-Matolcsi ([17]) in the other, it has given rise to a multitude of
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fruitful investigations that have significantly improved our understanding of orthogonal exponen-
tial bases and tiling in Euclidean space and locally compact abelian groups. See, for example,
[7, 8, 14, 12, 13, 15, 20, 18, 21, 1, 2], and the references contained therein.
The Fuglede conjecture spawned a number of related questions that are interesting in their own
right. For example, Fuglede, Iosevich, Kolountzakis, Rudnev, and others studied the following ques-
tion. Given a bounded domain Ω ⊂ Rd of positive Lebesgue measure, what is the largest possible
size of A ⊂ Rd such that E(A) is an orthogonal exponential system in L2(Ω)? See, for example,
[3], [16], [11], and the references contained therein. In particular, these authors have shown that if
Ω = Bd, the unit ball in dimensions ≥ 2 and E(A) is an orthogonal system with respect to Bd, then
A is finite. It is widely believed that the size of A cannot exceed d + 1, but no quantitative result
of any sort is currently known. In [16] the authors constructed a symmetric convex body K with
a smooth boundary and everywhere non-vanishing curvature in Rd, d ≡ 1 mod 4, such that there
exists an infinite set A where E(A) is an orthogonal system in L2(K). They also proved that if
d 6= 1 mod 4, then under the same assumptions A must be finite. We are not aware of any results
on bounds for the number of orthogonal exponentials on general bounded domains in Rd.
A related question was formulated and considered by Lai and the second listed author in [19] in
the special case of lattices and some partial results were obtained in that context, as we explain it
below.
Definition 1.2. ([19]) Let Ω be a bounded domain in Rd of positive Lebesgue measure. Given a
countable set A ⊂ Rd, we say that E(A) = {e2piix·a}a∈A is a complete exponential system in L
2(Ω)
if for any given ξ ∈ Rd there exists a ∈ A such that∫
Ω
e2piix·(a−ξ)dx 6= 0.
Otherwise, we say the system E(A) is exponentially incomplete.
Definition 1.2 suggests the study of the following problem.
Problem 1.3. Given a bounded domain Ω ⊂ Rd with positive measure, identify all discrete and
countable sets A ⊂ Rd for which the set E(A) = {e2piix·a : a ∈ A} is a complete exponential system
in L2(Ω).
The exponential completeness problem is motivated in [19] by the study of Gabor bases generated
by the characteristic function of a bounded domain. Let Ω ⊂ Rd be a bounded domain of positive
Lebesgue measure and let S ⊂ R2d be discrete and countable. The Gabor system generated by the
characteristic (window) function g := χΩ with respected to S is defined as
G(g, S) =
{
e2pix·bχΩ(x − a) : (a, b) ∈ S
}
.(1.1)
If G(g, S) is an orthogonal basis for L2(Rd), we say it is a Gabor basis and S is called a Gabor
spectrum. Of particular interest is the set S where the entries in each pair (a, b) are correlated
vectors. For example, if S is a lattice, in many cases it can be identified as S = M(Z2d), where
M = [I, 0 : C, I] is a 2d × 2d upper triangular block matrix and I is the d× d identity matrix. In
this case, every pair in S has the form (m,Cm+n), for some m,n ∈ Zd, and with the second entry
related to the first entry through the matrix C. In this situation, the orthogonally of functions in
the Gabor system (1.1) holds if
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∫
Ω∩Ω+m
e−2piiCm·xe−2piin·xdx = 0 ∀m,n ∈ Zd.(1.2)
The equality (1.2) shows that the orthogonality of the Gabor system (1.1) in this example is
equivalent to say that for a fixed m ∈ Zd, the exponential function e−2piiCm·x is orthogonal to the
exponential system E(Zd) = {e2piin·x : n ∈ Zd} with respect to the domain Ω ∩ Ω +m.
The goal of this paper is to study Problem 1.3 in the case when Ω is the unit cube or the unit
ball in Rd, and the set of exponentials E(A) is finite. Our methods probably extend to the case
when Ω is a bounded symmetric convex set with a smooth boundary and everywhere non-vanishing
Gaussian curvature. The obstacle to study this problem in more generality is the lack of detailed
knowledge of the behavior of the zero set of the Fourier transform of the indicator function of a
general bounded domain.
Our first result is the following.
Theorem 1.4. Let Ω = Bd, d ≥ 2, the unit ball, or Qd, d ≥ 2, the unit cube. Then the following
hold.
i) The d(d + 1)-dimensional Lebesgue measure of the (d+ 1)-tuples (a1, a2, . . . , ad+1) ∈ (Rd)
d+1
such that E(A), A = {a1, a2, . . . , ad+1}, is not a complete exponential system in L2(Ω) is 0.
ii) Suppose that Ω = Qd, the unit cube and A ⊂ R
d. Then if #A ≤ d, then E(A) is not a
complete exponential system in L2(Qd).
iii) If Ω = Bd, the unit ball, then the d
2-dimensional Lebesgue measure of the set of d-tuples
(a1, . . . , ad) such that E(A) is a complete exponential system in L2(Bd) is 0.
iv) In both the case of the cube Ω = Qd and Ω = Bd, for any N ≥ d+ 1 there exist a
1, . . . , aN
in Rd such that E(A) is not a complete system in L2(Ω).
v) If Ω = B2, the unit ball in R
2, and if A = {a1, a2}, a1 6= a2, then E(A) is always incomplete.
vi) If Ω = Bd, the unit ball, and d ≥ 3, then the set of d-tuples (a
1, . . . , ad) ∈ (Rd)
d
such that
E(A) is a complete exponential system in L2(Bd) is not empty. In other words, there existdata
A = {a1, . . . , ad}, aj ∈ Rd such that E(A) is a complete exponential system in L2(Bd).
Remark 1.5. If d = 1, the cube is the same as the ball and the questions raised above are more
or less straightforward. Since the Fourier transform of the indicator function of [0, 1] vanishes on
Z, given any a ∈ R, we can choose a′ ∈ R with a − a′ ∈ Z, and this makes e2piix·a and e2piix·a
′
orthogonal in L2([0, 1]). Given any two vectors a, a′ ∈ R, the question of whether there exists b ∈ R
such that e2piix·b is orthogonal to both e2piix·a and e2piix·a
′
in L2([0, 1]) comes down to whether b−a
and b − a′ are both integers. If b − a = k for some integer k, and b − a′ = k′ for some integer k′,
then k + a = k′ + a′, which forces a− a′ to be an integer. As the reader shall see, the situation in
higher dimensions is more interesting.
Remark 1.6. The statement of Theorem 1.4 should hold, with small adjustments, if Ω is any
symmetric convex body in Rd, d ≥ 2. In the case when Ω is a symmetric convex body with a smooth
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boundary and everywhere non-vanishing Gaussian curvature, this can probably be accomplished
using an elaboration on the techniques of this paper, in view of the results on the zero set of the
Fourier transform (see e.g. [24]). The case of the general symmetric convex body is probably less
accessible as the zero set of the Fourier transform of its characteristic function is more difficult to
describe.
1.1. φ-approximate orthogonality. We now loosen the notion of orthogonality a bit to expose
some salient geometrical features of the underlying domains.
Definition 1.7. Given a bounded domain Ω ⊂ Rd, we say that for a 6= a′ the exponentials
e2piix·a, e2piix·a
′
are φ-approximately orthogonal if
|χ̂Ω(a− a
′)| ≤ φ(|a− a′|),
where φ : [0,∞)→ [0,∞) is a bounded measurable function that tends to 0 at infinity.
It is clear that orthogonal exponential functions on Ω are φ-approximately orthogonal if we
choose φ = 0.
Definition 1.8. Given a bounded domain Ω, we say that E(A) is a φ-approximately orthogonal ba-
sis for L2(Ω) if E(A) is a basis for L2(Ω) and any two distinct elements of E(A) are φ-approximately
orthogonal.
In this paper, we shall primarily focus on the φ-orthogonality in the case Ω = Bd, but we plan
to engage in a more systematic study in the sequel. It is well-known (see 2.2 below) that
|χ̂Bd(ξ)| ≤ C(1 + |ξ|)
−d+1
2 ,(1.3)
which implies that if
φ(t) = c(1 + t)
− d+1
2
with a suitable constant c, then every collection E(A) is φ-approximately orthogonal. It follows
that the only non-trivial case of φ-orthogonality in L2(Bd) is when the decay rate of φ as t→∞ is
faster than the uniform radial decay rate of χ̂Bd . Our main result in this direction is the following.
Theorem 1.9. Let φ : [0,∞)→ [0,∞) be a any bounded and measurable function such that
(1.4) lim
t→∞
(1 + t)
d+1
2 φ(t) = 0.
Then there does not exist a set A ⊂ Rd, d > 1, such that L2(Bd) possesses a φ-approximate
orthogonal basis E(A).
Remark 1.10. The conclusion of Theorem 1.9 is false in R because L2([0, 1]) has an orthogonal basis
of exponentials.
Remark 1.11. A variety of questions related to the notion of φ-approximate orthogonality can and
should be addressed in the sequel. For example, Theorem 1.4 can be reexamined with exponential
completeness replaced by the notion of φ-approximate exponential completeness. Another area
worthy of attention is a detailed study of the structure of φ-orthogonal families in L2(Ω), where Ω
is a given bounded domain in Rd. In [16], the first listed author and Rudnev proved that if E(A)
is orthogonal with respect to L2(K), where K is a bounded symmetric convex set with a smooth
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boundary and everywhere non-vanishing curvature, then A is finite if d 6= 1 mod 4, otherwise A is
finite or contained in a line in Rd. The proof of that result shows that it still holds if orthogonality is
replaced by φ-orthogonality for φ’s that are sufficiently rapidly decaying at infinity, and an interested
reader can use the mechanism in [16] and this paper to obtain a fully quantitative version of this
statement. A detailed study of this phenomenon would be quite interesting.
2. Proof of Theorem 1.4
2.1. Proof of part ii). Let a1, a2, . . . , ad denote a collection of vectors in Rd, where
aj = (aj1, a
j
2, . . . , a
j
d).
It is not difficult to see that there exists b ∈ Rd such that e2piix·b is orthogonal to every e2piix·a
j
,
j = 1, 2, . . . , d in L2(Qd). Indeed, take
b = (a11 + 1, a
2
2 + 1, . . . , a
d
d + 1).
Then
(2.1)
∫
Qd
e2piix·(b−a
j)dx =
d∏
k=1
∫ 1
0
e2piixk(bk−a
j
k)dxk,
and j’th element of the product on the right hand side is equal to 0 since b differs from aj by 1 in
the j’th coordinate. This establishes part ii) for Qd since if the number of exponentials is < d, the
same argument works.
2.2. Proof of part iii). Suppose that A = {a1, a2, . . . , ad} and suppose that the vectors
{a2 − a1, a3 − a1, . . . , ad − a1}
are linearly independent. Recall that ([9]) when d > 1
(2.2) χ̂Bd(ξ) = |ξ|
− d
2 J d
2
(2π|ξ|),
and that the zeroes of the Bessel function J d
2
are uniformly separated and are of the form
(2.3)
m
2
+
d− 1
8
+O
(
1
m
)
, m ∈ Z+.
By elementary geometry, there exists a line equidistant from each aj . To see this, assume,
without loss of generality that a1 = (0, . . . , 0). The intersection of spheres of sufficiently large radius
r centered at a2, . . . , ad−1 consists of precisely two points by the linear independence condition, and
as the radius varies, these points trace out a line.
Choose a point on this line a distance R from each aj, such that J d
2
(2πR) = 0 and call this point
b. Then it is clear that ∫
Bd
e2piix·(b−a
j)dx = 0
for each j and the proof is complete since the set of d tuples of vectors in Rd that do not satisfy
the condition that the vectors {a2 − a1, a3 − a1, . . . , ad − a1} are linearly independent is a set of
d2-dimensional Lebesgue measure 0.
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2.3. Proof of part i) for Qd. Let A = {a
1, a2, . . . , ad+1}. With formula (2.1) in mind, note
that e2piix·b is orthogonal to each e2piix·a
j
if and only if b differs from each aj by an integer in at
least one coordinate. Suppose that aj ’s differ from one another by an irrational number in each
coordinate. Then it is clear that b cannot differ from each aj by an integer in at least one coordinate
because there are only d coordinates and there are d+ 1 aj ’s which differ from one another by an
irrational number in each coordinate by assumption. It is also clear that the set of d + 1-tuples
(a1, . . . , ad+1) which do not differ from one another by an irrational number in each coordinate is
a set of d(d + 1)-dimensional Lebesgue measure 0, so the proof is complete.
2.4. Proof of part i) for Bd. Let A = {a
1, . . . , ad+1} and assume without loss of generality that
ad+1 = (0, . . . , 0). On the unit ball, the existence of a vector b with the orthogonality property
to d + 1 vectors a1, a2, . . . , ad+1 is equivalent to say that for any i , the quantity |ai − b| belongs
to the set of positive zeros of the Bessel function J d
2
(2π|ξ|). This also means that all ai belong to
some sphere centered by a fixed vector b and radii in size of some positive zeros of Bessel function
Jd/2(2π·). With this description, we can express A as
A =
⋃
(R1,··· ,Rd+1)∈Zd+1

 ⋃
ξ∈Rd
Sd−1R1 (ξ)× · · · × S
d−1
Rd+1
(ξ)


where
Zd+1 = Z(Jd/2(2π·))× · · · Z(Jd/2(2π·))︸ ︷︷ ︸
(d+ 1)-times
and Sd−1Ri (ξ) is the sphere in R
d centered at ξ with radius Ri.
Notice, the zero set Z(Jd/2(2π·)) of Bessel function in R
d is a countable set. Thus the set Zd+1
is a countable set in the product space and we can write
µd(d+1)(A) ≤
∑
(R1,··· ,Rd+1)∈Zd+1
µd(d+1)

 ⋃
ξ∈Rd
Sd−1R1 (ξ)× · · · × S
d−1
Rd+1
(ξ)

 .
So, our problem (i.e. finding the d(d + 1) measure of the set A) reduces to finding the measure
of the set
(⋃
ξ∈Rd S
d−1
R1
(ξ)× · · · × Sd−1Rd+1(ξ)
)
in d(d + 1) dimension. But this can be obtained by
Fubini’s Theorem along the fact that µd(d+1) is the product measure as follows:
µd(d+1)

 ⋃
ξ∈Rd
Sd−1R1 (ξ)× · · · × S
d−1
Rd+1
(ξ)

 = ∫
ξ∈Rd
µd(d+1)
(
Sd−1R1 (ξ)× · · · × S
d−1
Rd+1
(ξ)
)
dξ
=
∫
ξ∈Rd
∏
i
µd(S
d−1
Ri
(ξ))︸ ︷︷ ︸
=0
dξ = 0,
and we are done.
2.5. Proof of part iv) in the case Ω = Bd. In dimensions three and higher, consider the
unit sphere centered at the origin. Place any finite number of points a1, a2, . . . , aN on the (d− 2)-
dimensional sphere obtained by intersecting this sphere with the plane given by the equation xd = 0.
Every point on the line {t(0, . . . , 0, 1) : t ∈ R} is equidistant from the points A = {a1, a2 . . . , aN}.
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Now choose a point b on this line such that its distance to these points is a zero of J d
2
(2π·). In view
of the discussion in the proof of part iii), e2piix·b is orthogonal to e2piix·a
j
for each 1 ≤ j ≤ N . See
Figure 1 for an illustration of the solution in dimension d = 3.
··· · · · · · ··
·········· r
A zero of Jd/2(2pi.)
b
−b
Figure 1. Each node on the big circle illustrates a point aj in A. The distance of the points
b and −b on the line from each node is a zero of Bessel function.
We use a slightly different construction in R2. Let a1 = (0, 0), a2 be a vector of length r in
the third quadrant, and let a3 be the reflection of a2 across the x2-axis. Let b = (0, R) where R
is a zero of J1(2π·). If R, r are sufficiently large, the formula (2.3) and the Intermediate Value
Theorem imply that a2 can be chosen such that the distance from a2 to b is also a zero of J1(2π·).
By construction, the distance from a3 to b is the same as the distance from a2 to b, and we see that
e2piix·b is orthogonal to e2piix·a
j
, j = 1, 2, 3, as needed. Indeed, this argument shows that for any N ,
we can construct N ajs so that e2piix·b is orthogonal to e2piix·a
j
for all 1 ≤ j ≤ N , by taking R, r to
be sufficiently large and repeating the same argument. The construction is depicted in Figure 2.
2.6. Proof of part iv) in the case Ω = Qd. Let A = {a
1, a2, . . . , aN}, where each aj has integer
coordinates. Let b ∈ Rd \ A with integer coordinates, for example. Then e2piix·b is orthogonal to
e2piix·a
j
, 1 ≤ j ≤ N in view of (2.1).
2.7. Proof of part v). Since a1 6= a2, consider the bisector of these two points. Every point on the
bisector is equidistant from a1 and a2 and every sufficiently large distance to a1 and a2 is realized.
Therefore we can choose a point on this bisector a distance R from a1 and a2, where R is a zero of
J1(2π·), which completes the proof in view of the discussion in the proof of part iii).
2.8. Proof of part vi). We first write down the argument in R3 and then indicate how to extend
it to higher dimensions. Let A = {a1, a2, a3}, where a1 = (0, 0, 0), a2 = (1, 0, 0) and a3 = (α, 0, 0).
Note that the points are chosen to live on a line since otherwise the proof of part iii) would imply
that E(A) is an incomplete system. Let b = (b1, b2, b3) be any point in R
3 such that its distance to
a1, a2, a3 is r1, r2, r3, respectively, where each rj is a zero of J 3
2
(2π·). We want to show that if α is
chosen appropriately, then the distances from b to a1, a2, a3 cannot in fact all be zeroes of J 3
2
. For
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•
•
•
•
•
b
a1
aN
Zeros of Jd/2(2pi·)
0
Figure 2. Here, b is fixed and we move aj until its distance from b is a zero of Bessel function.
this, let
|b− a1|2 = b21 + b
2
2 + b
2
3 = r
2
1 ,(2.4a)
|b− a2|2 = (b1 − 1)
2
+ b22 + b
2
3 = r
2
2 , and(2.4b)
|b− a3|2 = (b1 − α)
2 + b22 + b
2
3 = r
2
3 .(2.4c)
The relations in (2.4) imply that
r23 − r
2
1 − α(r
2
2 − r
2
1) = α
2 − α,
or,
α2 + α(r22 − r
2
1 − 1)− (r
2
3 − r
2
1) = 0.
The quadratic formula yields
α =
−(r22 − r
2
1 − 1)±
√
(r22 − r
2
1 − 1)
2
+ 4(r23 − r
2
1)
2
.(2.5)
In view of (2.5) and (2.3), the set of possible values of α, as r1, r2, r3 ranges over the zeroes of
J 3
2
(2π·), is countable. It follows that there are uncountably many values of α for which that family
E(A) is complete, where A = {a1, a2, a3}, with a1 = (0, 0, 0), a2 = (1, 0, 0) and a3 = (α, 0, 0).
To prove the claim for d ≥ 4, first we take
a1 = (0, 0, 0), a2 = (1, 0, 0), a3 = (α3, 0, 0), . . . , a
N = (αN , 0, 0) ∈ R
3, with N ≥ 4.
Repeating the calculation above yields the equations
α2k + αk(r
2
2 − r
2
1 − 1)− (r
2
k − r
2
1) = 0, 3 ≤ k ≤ N.
Applying the quadratic formula to each equation as above shows that as rj ’s range over the
zeroes of J 3
2
(2π·), there is only a countable number of possible values for each αk. This shows that
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αk’s can be chosen so that whatever b we choose, e
2piix·b cannot be orthogonal to all of the e2piix·a
j
’s.
This argument extends readily to higher dimensions since we can view R3 as sitting inside Rd, d ≥ 4
by setting the remaining entries to equal to 0, and then repeat the argument above for N = d.
3. Proof of Theorem 1.9
We shall make use of the following classical result.
Lemma 3.1. ([9]; see also [6]) Let K be a bounded symmetric convex set with boundary ∂K. Given
ω ∈ Sd−1, let κ(ω) denote the Gaussian curvature of ∂K at the (unique) point where the unit normal
is ω. Then
(3.1) χ̂K(ξ) = κ
− 1
2
(
ξ
|ξ|
)
sin
(
2π
(
ρ∗(ξ) −
d− 1
8
))
|ξ|−
d+1
2 +DK(ξ),
where
|DK(ξ)| ≤ CK |ξ|
− d+3
2 ,
and
(3.2) ρ∗(ξ) = sup
x∈∂K
x · ξ.
To prove Theorem 1.9, we assume, for the sake of contradiction, that L2(Bd) possesses a φ-
approximately orthogonal basis E(A) with φ satisfying (1.4). We need the following lemma.
Lemma 3.2. Let Ω be a domain with positive measure. Assume that E(A) is a basis for L2(Ω).
Then the following holds:
(1) The set A is uniformly separated, i.e.,
inf{|a− a′| : a, a′ ∈ A, a 6= a′} > 0,
thus, A is discrete.
(2) A has positive upper Beurling density, i.e.,
c := lim sup
r→∞
sup
x∈Rd
♯(A ∩B(r, x))
|B(r, x)|
> 0.(3.3)
Here, B(x, r) is the ball centered at x with radius r.
Proof. To see this note that the fact that (1) holds is well-known (see e.g. [22] and [10]). To prove
(2), let
α := inf{|a− a′| : a, a′ ∈ A, a 6= a′}.
By (1), α > 0 and it is easy to see that for any x ∈ Rd and r > 0
♯(A ∩B(x, r))
|B(x, r)|
≤
(r + α/2)d
rd
.(3.4)
Since α only depends on Ω, the proof holds by the relation (3.4). Moreover, we obtain c ≤ (α/2)d.

Let 0 < δ < α and let Eδ denote the δ-neighborhood of set A, as depicted in Figure 3.
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Bd(a, δ)
R
d
Figure 3. In this graph, each node represents a ball centered at a ∈ A with radius δ.
This allows us to obtain an estimate on the upper and lower Lebesgue density of the thickened set,
as follows:
Lemma 3.3. Eδ has positive upper and lower Lebesgue density.
The proof of the lemma is an immediate result of Lemma 3.2 (2). Indeed, for 0 < δ < α, the set
Eδ is a disjoint union of all the balls with centers in A and radius δ. Therefore we have
|Eδ ∩B(x, r)| =
∑
{a∈A:|a−x|<r+δ}
|Bd(a, δ) ∩B(x, r)| ≤ δ
d♯(A ∩B(x, r + δ)),(3.5)
hence the assertion of the lemma holds immediately.
The remainder of the proof of Theorem 1.9 is going to use Lemma 3.3 and the following result
due to Furstenberg, Katznelson and Weiss.
Theorem 3.4. (Furstenberg, Katznelson and Weiss (1986)) ([5], Theorem A) Let E ⊂ Rd be a
set of positive upper Lebesgue density, in the sense that lim supr→∞ supx
|E∩B(x,r)|
|B(x,r)| = c > 0. Then
there exists a threshold L0(E) such that for all L > L0, there exist x, y ∈ E such that |x− y| = L.
In other words, every sufficiently large distance is realized in E.
Applying Theorem 3.4 to the set Eδ, it follows that there exists L0 > 0 such that for every
L > L0, there exist x, x
′ ∈ Eδ with distance exactley L, i.e,
|x− x′| = L.
When K = Bd is the unit ball, we have ρ
∗(ξ) = |ξ| in (3.2). Applying Lemma 3.1 and the
condition (1.4), we see that for given ǫ > 0 there exists R > 0 such that if a, a′ ∈ A with |a−a′| > R,
then ∣∣∣∣sin
(
2π
(
|a− a′| −
d− 1
8
))∣∣∣∣ < ǫ.
It follows that for some positive integer k we must have
|a− a′| =
k
2
+
d− 1
8
+O(ǫ).(3.6)
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Let Eδ be as above. Then for every ǫ > 0 there exists R > 0 such that if |x−x
′| > R, x, x′ ∈ Eδ,
then by (3.6) we have
(3.7) |x− x′| =
k
2
+
d− 1
8
+O(ǫ) +O(δ).
If ǫ and δ are taken to be sufficiently small, then any sufficient large distance L can not be
realized in the set Eδ due to the relation (3.7). So, we arrive to the contradiction by Theorem 3.4,
hence the Theorem 1.9 is proved.
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