Abstract-A particular polynomial is introduced in this paper which can be used to determine under what conditions a typical class of discretetime nonlinear systems with uncertainties in both parameters and noises is not stabilizable by feedback, thus demonstrating the fundamental limitations of discrete-time adaptive nonlinear control. As a consequence, it is shown that for nonlinear systems with unknown parameters and noises, the systems may indeed be nonstabilizable, in general, whenever the usual linear growth condition is relaxed and the number of unknown parameters is large, even though the corresponding noise-free systems are globally stabilizable.
In this case, neither of the roots of (31) lies on the imaginary axis.
For k > 0 and m > 0, because of the second expression in (32) at least one of two eigenvalues lies in the left half-plane. From the first expression in (31), the sum of the arguments of i and i has to be 2. Thus other eigenvalues must lie in the left half-plane. Hence the system is stable. Thus an addition of dissipative force to the system in (29) does not destabilize the system. For k = 0 (static instability), one of the two eigenvalues will be at the origin.
For k < 0 (with m > 0), the sum of the arguments of i and i is . Hence other eigenvalues must lie in the right-hand plane in order to satisfy the expressions in (32). Thus (27) stabilized by gyroscopic forces (29) for k < 0 can be again destabilized by the addition of dissipative forces (31). For example, the top is stabilized by a gyroscopic moment as long as the spin is sufficiently large. Eventually the spin is decreased by friction (dissipative load) to make the top unstable.
V. CONCLUSIONS
In this paper, stability issues of matrix second-order dynamical systems are discussed. The necessary and sufficient conditions of asymptotic stability for time-invariant systems in matrix second-order form under various dynamic loadings (conservative/nonconservative) are derived and a physical interpretation is presented. The stability conditions in the sense of Lyapunov are also derived and analyzed. As the conditions are direct in terms of physical parameters of the system, the effect of different loadings on the system stability is lucid in the matrix second-order form approach. The conditions are shown to be useful in the designing controllers for matrix second-order systems.
I. INTRODUCTION
Adaptive linear control and the related issues have been the main focus of adaptive control over the past several decades (see, e.g., [1] - [3] , [6] , [8] , [9] , and [11] ). In recent years, attempts have been made toward a theory of adaptive nonlinear control. If the nonlinearity is only involved in the input part, or if the output part of a system is nonlinear but has a linear growth rate, then it is fairly well known that the existing adaptive control methods can still be applied as long as the unknown parameters enter the system linearly, whether the system is described in continuous-time or discrete-time (see, e.g., [13] , [15] , and [16] ). However, the situation changes dramatically when one attempts to deal with systems with output nonlinearities having growth rates faster than linear. Neither of the existing methods are useful, nor do the similarities between adaptive control of continuous-and discrete-time systems remain. For a large class of continuous-time nonlinear systems, nonlinear-damping and/or back-stepping approaches can be successfully used in adaptive control design regardless of the growth rate of the nonlinearities (cf., e.g., [12] ). This is so even in the case where external disturbances exist (c.f. [4] and [14] ). For example, consider the following continuoustime stochastic control model:
where is an unknown parameter and w t is a standard Brownian motion, and y t and u t are the system output and input signals, respectively. Then it can be shown easily by using the Ito formula that (1) can be a.s. globally stabilized by the nonlinear damping control u t = 0y t 0 y t jy b t j for any b > 0.
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However, the continuous-time approaches do not work in the discrete-time case when the nonlinear function has a growth rate faster than linear, as observed by several authors (see, e.g., [10] and [16] ). Thus a question naturally arises: Can we find a stabilizing adaptive controller in this case?
A generally negative answer was recently given in [7] , where a critical stabilizability phenomenon was found for a class of nonlinear control systems. To be precise, for the following typical control model:
where is an unknown parameter and fw t g is a Gaussian white noise sequence, it has been shown in [7] that (2) 
The above result clearly demonstrates the limitations of adaptive control in the discrete-time case and shows that the discrete-time problems are much more complicated.
This paper is mainly concerned with discrete-time systems. We shall study nonlinear models with multi-unknown parameters, which are extensions of the scalar parameter case (2) as studied in [7] . Corresponding to (3), we shall introduce a generalized polynomial P (z) in the multiparameter case, which will be used to determine when a nonlinear system is not stabilizable by feedback, thus demonstrating the fundamental limitations of adaptive nonlinear control in the discrete-time case. The bottom line of our main result is somewhat unexpected which shows that for discrete-time nonlinear systems with random uncertainties in both parameters and disturbances, global adaptive stabilization is impossible, in general, without imposing the linear growth condition on the nonlinearities of the systems.
II. MAIN RESULTS
Consider the following discrete-time polynomial nonlinear regression model: Our objective is to study the global stabilizability of (4) under the above conditions. First, we give a precise definition of stabilizability.
Definition 1: Let fyi; 0 i tg be the field generated by the observations y i ; 0 i t. System (4) is said to be a.s. globally stabilizable, if there exists a feedback control ut 2 F y t 1 = fyi; 0 i tg; t = 0; 1; 111 ; such that for any initial condition y 0 2 R 1 , lim sup T !1 1=T T t=1 y 2 t < 1; a.s.
Remark 1:
We remark that the global stabilization of (4) is a trivial task in either the case where is known or the case where the noise is free (i.e., w t 0). To be precise, if were known, we can put ut 0(1y In the case where is unknown but the noise is free (w t 0), we can obtain the true value of the parameter by solving n independent linear equations. For example, if in the first (n + 1) steps we choose fu t ; 0 t ng to be independently identically distributed random variables with probability density function p(x), then the true value of the parameter can be obtained easily by solving the following for t > n, which globally stabilizes the noise-free system. For more general parametric-strict-feedback models with no noise, a related but more complicated two-phase approach can also be applied to design a globally stabilizing adaptive controller regardless of the growth rate of the nonlinearities (cf., [17] ).
Unfortunately, the main drawback of the above two-phase approach is that the resulting adaptive controller is not robust with respect to noise. In fact, the presence of noise will even change the stabilizability of discrete-time nonlinear systems dramatically if the growth rate of the nonlinearities is faster than linear, as will be shown by the following theorem together with its corollaries.
Theorem 1: Under Assumptions A1)-A3), system (4) is not a.s. globally stabilizable whenever the following inequality:
has a solution, where P (z) is a polynomial defined by
The proof is given in the next section.
Remark 2:
Obviously, for n = 1, P (z) coincides with the quadratic polynomial in (3) . Note that a trivial necessary condition for (5) to have a solution is b 1 > 1, and when b 1 1 (4) is always a.s. globally stabilizable (see [15] ).
To understand the implications of Theorem 1, we now give some detailed discussions on (5). cannot be essentially relaxed in general for global adaptive stabilization, unless additional conditions on the number n and the structure of f (1) are imposed.
Corollary 2: Let b 1 > 2, then for n > 1 + 2 log(2=(b 1 0 2))= log(b 1 =2), (5) has a solution for any fb i g satisfying 1 b n < bn01 < 111 < b2 < b1. On the other hand, if b1 2, then for any n, there always exist 1 b n < b n01 < 111 < b 2 < b 1 such that (5) has no solution. 2) A sufficient condition for (5) to have a solution is either b1 > 4, or
The proofs of Corollaries 2 and 3 are in [5] , due to space limitations.
III. PROOF OF THE MAIN RESULTS
We first present the proof of Theorem 1, which is prefaced with two lemmas. Proof: By the assumptions d1 > d2 > 1 11 > dq > 0 and i k 6 = i l ; j k 6 = j l for k 6 = l, it is easy to see that 
where by definition y i 1 = 1 for i < 0, and P t+1 is defined recursively by P t+1 = P t 0 Pt't' ; b1 > b2 > 1 11 > bn > 0: (12) Since the proof of this lemma is rather involved, we give it in the Appendix.
Proof of Theorem 1:
We only need to prove that if (5) has a solution, then for any feedback control u t 2 F y t , there always exists an initial condition y 0 and a set D 0 with positive probability such that the output signal yt of the closed-loop control system tends to infinity at a rate faster than exponential on D0. Now consider the following state space equation (t 0): t+1 = t ; 0 = ; y t+1 = ' t t + u t + w t+1 (13) where is the unknown parameter vector defined in Assumption A3) and 't is defined by (12) .
By our Assumptions A2) and A3) and the fact that u t 2 F y t , we know that (13) is a conditional Gaussian model, and hence the conditional expectation t = E[jF y t ] can be generated by the Kalman filter and the conditional covariance matrix of the estimation error ( 0t) can be generated by the Riccati equation (11) Hence, Corollary 1 holds.
IV. CONCLUDING REMARKS
It is fairly well known that for nonlinear stochastic systems described by nonlinear regression models with linear unknown parameters, a globally stabilizing adaptive controller can be designed whenever the nonlinear function [say f(x)] involved has a linear growth rate, i.e., jf(x)j = O(jxj); as jxj ! 1. However, in contrast to the continuous-time case, essential difficulties emerge in the discrete-time case when the nonlinear function has a growth rate faster than linear. In fact, the nonlinear growth rate has been the crux in discrete-time adaptive nonlinear control for years. Naturally, one would ask the following questions: 1) Can we remove the usual linear growth condition in the discrete-time case? 2) How far can we go from linear growth to nonlinear growth for global stabilization?
A first step in this direction was recently made in [7] , where it was shown that in the unknown scalar parameter case (n = 1), the nonlinear control system in question is globally stabilizable if and only if jf(x)j = O(jxj b ) with b < 4. In the present paper, we have dealt with the general multiparameter case (n 1) by considering the polynomial regression model described by (4) . By introducing a new and more general polynomial (6), we have found a criterion about situations where (4) is not globally stabilizable (Theorem 1). Based on that, various explicit cases are discussed in Corollaries 1-3. Perhaps the most remarkable consequence of our main result is the following implication for general nonlinear regression models. It is impossible in general to essentially relax the usual linear growth condition for global stabilization, unless additional conditions are imposed (see Remark 3).
APPENDIX

Proof of Lemma 2:
By the matrix inversion formula it follows from (11) that P 01 t+1 = P 01 , 1 m n; 0 i t, and let m(01) 1 = em, i.e., the mth column of the identity matrix I m , then
It is clear that if in the group (i 1 ; i 2 ; 111 ; i n ) there are at least two integers having the same value (but different from 01), then det( 1 (i 1 ); 11 1; n (i n )) = 0. So in the discussions below we will exclude this kind of zero-valued determinant.
We proceed to prove (10) by considering two cases separately.
Case I) t < n 0 1: In this case, in order that det( 1 (i 1 ); 2(i2); 11 1; n(in)) 6 = 0, the number of (01)'s in (i1; i2; 111; in) must at least be 
where im 6 = i l ; jm 6 = j l , and km 6 = k l for m 6 = l. We proceed to prove this by considering three subcases. where the last inequality holds for sufficiently large jy 0 j. Hence, the proof of Lemma 2 is completed.
