ABSTRACT. Corresponding to each "rectangular" double product in the form of a formal power series R [h] with coefficients in the tensor product T (L ) ⊗ T (L ) with itself of the Itô Hopf algebra, we construct "triangular" elements
Introduction
Motivated by quantum stochastic calculus [9] , an algebraic theory of so-called double product integrals, here called "rectangular" was introduced in [5] and used to give a new method for constructing quantum groups [6] . They are characterised by a property of bicomultiplicativity under the coproduct. (In [5] the corresponding property is called quasitriangularity for quantum group-theoretic reasons.) Such algebraic double products are, modulo convergence problems in defining the actions of the corresponding representations, "indefinite integral" versions of concrete double products, defined, in two diferent but equivalent ways, as solutions of quantum stochastic differential equations (qsdes) driven by generators which are themselves solutions of qsdes, which consist of operators in tensor products of pairs of Fock spaces. Corresponding to bicomultiplicativity, these operators form bievolutions biadapted to the continuous tensor product structure of the Fock spaces.
Here a new "causal" form of algebraic double product is constructed, whose corresponding Fock space representations consist of operators in a single Fock space. Heuristically these are particular kinds of stochastic exponentials of quadratic expressions in the creation and annihilation fields. It is expected that concrete double products of this type will give models for causal evolutions in quantum physics related to random matrix theories as well as providing quantum Girsanov theorems and associated quantum Black-Scholes models in mathematical finance.
Both rectangular and causal products are formal power series, with coefficients in the first case in the tensor product T (L )⊗T (L ) with itself and in the second case in T (L ), where T (L ) is the Itô Hopf algebra over an associative algebra L , which reduces to the shuffle product Hopf algebra when the algebra L is trivial in the sense that all products vanish. Each causal product T [h] is related to a corresponding rectangular product R[h] by the relation
Here 
The general solution of (1) for 
In Section 2 we describe properties of finite discrete rectangular and triangular double products which, as well as providing "toy" versions of the theory, provide tools for the proofs. Section 3 reviews properties of Itô Hopf algebras. Sections 4 and 5 describe the characterisations of simple and rectangular double products by comultiplicativity properties under the coproduct ∆. In Section 6 we construct casual products by solving the equation (1) for the unknown T [h], for given R [h] . Section 7 contains some comments on the cohomological ramifications of (1).
We will use the following notational conventions. χ A denotes the indicator function which is 1 on the set A and 0 on its complement A c . For m < n, N n m denotes the subset {m + 1, m + 2, . . ., n} of the set N of natural numbers. Simple products over ordered sets are assumed to go from left to right with increasing index unless otherwise indicated by a backwards arrow thus; thus
ALGEBRAIC THEORY OF CAUSAL DOUBLE PRODUCTS
The place notation used in (1) 
Discrete double products
For m, n, p, q ∈ N with m < n and p < q let (
be elements of an associative algebra with the property that x j,k commutes with x j ,k whenever j = j and k = k (but not necessarily when j = j but k = k or vice-versa). Then [5] , despite the residual noncommutativity,
We define their common value to be
which follow from the two forms (2) of the deifinition of the double product. Adjoining a unit element 1 if necessary, it follows by replacing all x j,k with j ≥ k by 1 in (2) that, for m < n,
We define their common value to be m≤j<k≤n x j,k and denote it by X n m . Including not necessarily unital "diagonal" terms x j,j we may similarly define the product m<j≤k≤n x j,k by the equivalent forms
We denote this byX n m .
Ì ÓÖ Ñ 1º For arbitrary l < m < n,
P r o o f. The first relation follows from the second by putting the diagonal elements x j,j = 1. To prove the second we use by induction on m − l, noticing that and on the other hand
Let V be a possibly non-unital associative algebra and let r ∈ V ⊗ V . For m, n ∈ N we construct elements of the tensor product algebra
as follows. Let M m,n denote the space of all m × n matrices M having the properties that all entries M j,k are either 0 or 1 and every column and every row contains at least one entry 1. By taking r M j,k to be r when M j,k = 1 and to be void when M j,k = 0, we can then define the rectangular double
Corresponding to the two forms (2) the sum of such rectangular products over all M ∈ M m,n can be expressed in the two alternative forms
where the former sum is over all ordered m-tuples (A 1 , A 2 , . . . , A m ) of nonempty subsets whose union is N n 0 and the latter sum is over all ordered n-tuples (B 1 , B 2 , . . . , B n ) of nonempty subsets whose union is N m 0 . The sets A j and
Itô Hopf algebras
Let L be an associative algebra over a field F. The vector space of tensors of all finite ranks
becomes a Hopf algebra, the Itô Hopf algebra over the Itô algebra L ( [7] ), when equipped with the following structure:
• The multiplication αβ = γ, where for α, β ∈ T (L ) the product γ = (γ 0 , γ 1 , γ 2 , . . . ) has homogeneous component γ n of rank n defined in terms of the corresponding components of α and β by
where the sum is over all 3 n distinct ordered pairs of subsets A and B such that A ∪ B = {1, 2, . . . , n}, for which
for which the map
is a counit, • the antipode S which acts on homogeneous product tensors as
When L is the trivial algebra for which all products vanish, the sum (7) reduces to one over disjoint subsets A and B and the Hopf algebra becomes the well-known shuffle product Hopf algebra. The generalisation to a nontrivial product is motivated by quantum stochastic calculus as follows. If L is an algebra of quantum stochastic differentials, such as C dA † , dΛ, dA, dT with multiplication given by the quantum Itô table 
gives a representation J We shall find the following recovery formula ([1]) useful. For each α ∈ T (L ) the homogeneous component α n of rank n is given by the component of joint rank (1, 1, . . . ,
of ∆ (n) (α) where ∆ (n) is the nth order coproduct, which is the map from
•∆ (n−1)
Comultiplicativity
The only elements P of T (L ) which are comultiplicative, in the sense that
are the zero and unit elements. Indeed, combining (8) and (11) we have, for all m, n = 0, 1, 2, . . . .
If P n = 0 for some n ≥ 1 it follows from (12) that P kn = k P is nonzero for all k ∈ N which is impossible since an element of T (L ) can have only finitely many nonzero homogeneous components. Also putting m = n = 0 we find that P 2 0 = P 0 . To obtain nontrivial comultiplicative elements we use formal power series. Let
] be a formal power series with coefficients in L with vanishing zero-order coefficient. Then since n L(h) has all coefficients of degree less than n equal to zero, the element of the infinite Cartesian product
can be rearranged as a well-defined element
of formal power series with coefficients in T (L ). The following theorem was essentially proved in [3] ; the simpler proof which follows is based on the recovery formula.
Ì ÓÖ Ñ 2º For each L[h] ∈ hL [[h]] the element P [h] of T (L )[[h]] given by
(13) satisfies
where the coproduct is applied to power series term by term,
and
] is formed by the convolution product of power series,
Conversely every nonzero element P [h] of T (L )[[h]] satisfying (14)
is of form (13).
and (14) follows.
Conversely, let P [h] ∈ T (L )[[h]] be a nonzero element satisfying (14). Then
where
Indeed, putting h = 0 in (14) we see that P = P (0) ∈ T (L ) satisfies (11) and hence
. But in the latter case it follows by successively comparing coefficients of powers of h in (14) that P (1) = 0, P (2) = 0,. . . , hence
, and (15) follows. Now let
. By the recovery formula (10) we have, for each n > 1
Applying the maps id T (L ) ⊗S and S ⊗ id T (L ) to the relation (14) we find that SP [h] is the multiplicative inverse P [h] −1 of P [h]. It can be verified directly that, for P [h] given by (13), P [h]
−1 is also of form (13), but with the generator
= 1 F , while for n ≥ 1, using (7),
, and a similar argument shows that
Bicomultiplicativity
If
Further examples of bicomultiplicativity are constructed as formal power series
with inverses is of the same form. If also
then, applying the map id T (L ) ⊗ id T (L ) ⊗ ε to the first relation of (17), we find that the element
satisfies (10) 
and is thus of the form (1 + dL[h]). Applying the map id
to the first relation of (17), we find that
The following theorem characterises such elements.
. Then the element of the Cartesian product
can be rearranged as a formal power series
given by (18), corresponding to the two forms (5) and (6) of the sum of discrete double products, we can write
Applying ∆ ⊗ id T (L ) to the first form we have
The proof that R[h] satisfies the second relation of (17) is based similarly on expressing R[h] in the second form (19). Conversely let
] be nonzero and satisfy (17). Using the recovery formula (10),
1 ;1,1,...,
1 .
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We have
where the sum is over pairs m, n ∈ N with at least one of m and n ≥ 2. From the multiplication rule (7) the terms of this sum cannot contribute to the component of joint rank 1, 1, . . . ,
1 of
We call the bicomultiplicative element 
Applying the maps id
⊗S to the second of the relations (17) shows that
In fact the inverse of 
Causal double products
. By iterating (1) and using the recovery formula (10) we must have, for n > 1,
terms cannot contribute to the component of joint rank 1, 1, . . . ,
where for r = 0, 1, 2, . . . , n we set
where M r denotes the set of all r × r incidence matrices M such that the union of all pairs {j, k} with 1 ≤ j < k ≤ r for which M j,k = 1 is {1, 2, . . . , r} and the arrow → indicates that in forming the product 
Conversely let T [h] be of this form and let us prove that (1) holds, that is that for all m, n ∈ N
or equivalently that for all N = 0, 1, 2, . . . . 
T [h] N = T [h] 1 R[h]T [h]
Thus, writing 
Non-Abelian cohomology

Regarding (1) as an equation for the unknown T [h] given R[h]
, we may compare it with an analogous problem for functions on an Abelian group G as follows.
