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In the context of evaluating the occurrence of drought events over Europe, soil moisture maps provide an
invaluable resource to quantify the effects of rainfall deﬁcits on vegetated lands. Spatially distributed
models represent one of the main options, alongside satellite remote sensing, to successfully monitor this
quantity over large areas in a cost effective way. This work has the double aim of: (i) intercomparing
three soil moisture outputs obtained by different land-surface models (LISFOOD, CLM and TESSEL)
through long (at least 6 years of data between 2001 and 2011) in-situ measured datastreams, and (ii)
quantifying the added value of combining the estimates of these three models by means of a simple
ensemble approach. Generally, the three models return similar soil moisture anomalies over most of
Europe, with few notable exceptions during summer in Mediterranean regions. The comparison with
in-situ data suggests no substantial differences among the models, with LISFLOOD slightly outperforming
the other two in terms of correlation as also supported by a pairwise comparison. The combined soil
moisture anomalies obtained via the ensemble-mean approach are characterized by an increase of both
the correlation and the accuracy in retrieving extreme events compared to the single models; however,
the number of observed extreme events actually captured by the ensemble model does not increase sig-
niﬁcantly if compared to the single models. Overall, the ensemble model results are skillful, with an all
site average skill score of about 0.4.
 2015 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
Historically, precipitation shortages have been considered a
minor issue for a large part of Europe; however, drought has
become an increasingly frequent and widespread phenomenon in
the European Continent in recent decades, and climate change sce-
narios suggest a further worsening of this situation. During the
eighties, Mediterranean regions were the most affected by
droughts, but the last decades have shown that all EU countries
can be confronted by drought issues. Estimates (European
Commission, 2007) say that from 2000 to 2006 an average of 15%
of the EU territory had been affected by drought and 10% of the
total EU area was affected by water scarcity, concerning about
17% of EU population.
Drought has been commonly monitored using precipitation-
derived indices, such as the standardized precipitation index
(SPI; McKee et al., 1993), or simpliﬁed water balance approaches
(i.e., Palmer indices; Palmer, 1965). It is obvious that while a short-
age in precipitation is the main driver of drought conditions, adetailed modelling of the soil water status and the monitoring of
vegetation greenness made through remotely-sensed vegetation
indices (e.g., normalized vegetation index, NDVI, and fraction of
absorbed photosynthetically active radiation, fAPAR) are better
indicators of the actual effects on vegetated lands. In order to pro-
vide an operational assessment of the different aspects of drought
at continental scale, the Joint Research Centre (JRC) of the
European Commission developed the European Drought
Observatory (EDO, http://edo.jrc.ec.europa.eu) with the aim of
integrating drought information at different scales (e.g., continen-
tal, Member States, River Basins). This portal includes drought indi-
cators based on precipitation data, satellite data and modelled soil
moisture, as well as a combined drought indicator (Sepulcre-Canto
et al., 2012).
There is a large consensus in the literature that a robust esti-
mate of drought impacts on vegetation can be obtained by moni-
toring the root zone soil moisture shortage that severely limits
the water available to plants (Mishra and Singh, 2010;
Seneviratne et al., 2010). In this framework, reliable and continu-
ous information on the spatial and temporal variability of soil
moisture in the plant root zone assumes a crucial role. A variety
of approaches is commonly used to monitor soil moisture,
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either distributed hydrological approaches or global circulation
model land-surface schemes (see e.g., Anderson et al., 2007;
Houborg et al., 2012; Mo et al., 2010; Shefﬁled et al., 2004).
Remote sensing-based approaches, including both microwave
and thermal data, have the undeniable appeal of an extensive spa-
tio-temporal coverage (Schmugge et al., 2002), however among the
major limits we can list the capability to explore only the ﬁrst few
centimeters of soil in the case of microwave (Jackson, 2006), the
lack of coverage during cloudy conditions in the case of thermal
data (Matsushima et al., 2012), and a generally decreasing sensitiv-
ity of the data to the moisture signal with the increase of vegeta-
tion coverage. On the other hand, diagnostic models have the
advantage to provide a continuous datastream at different soil
horizons, but their accuracy is strongly constrained by uncertain-
ties in input meteorological forcing, parameterization, model com-
plexity and simpliﬁed assumptions, which essentially affect all the
main state variables (Samaniego et al., 2013). The temporal length
of the available time series is a further advantage of land-surface
models as compared to remotely-sensed data at the current state.
Even if the attempts to validate soil moisture modelled datasets
with in-situ observations are numerous in the literature (e.g., Xia
et al., 2014; Albergel et al., 2012; Albergel et al., 2013; Brocca
et al., 2010; Robock et al., 2003), very few works aim at the speciﬁc
needs related to drought monitoring (e.g., Choi et al., 2013). In fact,
the use of soil moisture as drought indicator commonly aims at
capturing the difference of the current moisture status compared
to the usual status of the soil based on the past history; focusing
on anomalies reduces some of the problems related to the original
soil moisture records (e.g., bias), whereas it usually increase dis-
crepancies in terms of correlation compared to non-standardized
time series due to the removal of part of the covariance related
to the seasonal cycle. The limited number of assessments speciﬁ-
cally focused on drought is most likely related to the lack of long
in-situ records, spatial representativeness of in-situ data and
mismatching in vertical resolution of the modelled and observed
time-series. This limit can be partially overcome by taking advan-
tage of the strong connection between soil moisture and other
vegetation-related quantities measured by in-situ installations
(e.g., normalized evapotranspiration ﬂuxes).
Even if other quantities that can be used as reference to evalu-
ate the performance of soil moisture models are routinely moni-
tored, they rarely represent a true proxy of root zone soil
moisture. Microwave blended satellite products (i.e., Liu et al.,
2011) represent only skin soil moisture (up to a few mm depth),
which is not always straightforwardly related to root zone average
values (Li and Islam, 1999). The literature on vegetation greenness
covers a large variety of indices (e.g., NDVI, fAPAR and leaf area
index to name just few of them) capable to quantify the response
of vegetation to a precipitation deﬁcit; however, there is no con-
sensus neither on a ‘‘best’’ proxy of soil moisture status nor on
the temporal lag between soil moisture status and greenness
indices (Adegoke and Carleton, 2002). In addition, products aiming
at monitoring the same quantity often show considerable differ-
ences (D’Odorico et al., 2014). For these reasons, here we prefer
to focus the analysis on in-situ measurements that can be easily
linked to the root zone soil moisture dynamic.
Following these considerations, in this paper three soil moisture
models were selected to be tested against in-situ measurements of
soil moisture data, as well as versus a proxy variable of the soil
water status derived from micrometeorological measurements
(i.e., evaporative fraction). The three models include a distributed
hydrological precipitation–runoff model, LISFLOOD, a detailed
land-surface model, CLM, and an atmospheric-coupled land-sur-
face scheme, TESSEL. These models are similar to a certain degree,
but represent three different ways of characterizing the waterexchange processes in the top soil layer (treatment of inﬁltration,
drainage, uptake by roots and soil evaporation). The intercompar-
ison was speciﬁcally designed to account for the speciﬁc character-
istics of drought in evaluating the performance of the models.
Additionally, previous studies of the Global Soil Wetness Project
(GSWP) and the U.S. National Land Data Assimilation System
(NLDAS), suggest that ensemble averages of the products from dif-
ferent models depict a more accurate scenario of water and energy
budget conditions compared to the one from individual modelling
schemes (Dirmeyer et al., 2006; Mo et al., 2011). Multi-model
ensemble strategies range from a simple equal-weight combina-
tion of the individual models (Hagedorn et al., 2005) over an opti-
mized weighted average according to a priori performance of the
single models (Rajagopalan et al., 2002) to statistical ensemble
techniques able to account for the dependence among model
errors, which usually vary both in space and time (Chowdhuri
and Sharma, 2009). The optimal weighting approach is usually
deﬁned on the basis of the analysis of the covariance matrix; when
the off-diagonal entries are reasonably close to zero, simple
weighting procedures based on the variance of each model can
be adopted, while weights estimated using the covariance terms
are adopted when models have similarities in modelling processes.
In addition, the spatio-temporal variability in weighting factors can
be accounted for when spatially-distributed observations are avail-
able; this is the case of the approaches recently implemented for
meteorological forecasts, where spatially distributed information
on forecast errors are available (e.g., Khan et al., 2014).
Due to the limited density of ground truth data, simple
weighted combinations are usually adopted in operational hydro-
logical applications (see e.g., Crow et al., 2012) by means of spa-
tio-temporal invariant weighting approaches. On the basis of
these considerations, we also explored the extent of the added
value related to the combination of the three models into a single
ensemble-mean estimation for an operational estimate of soil
moisture anomalies to be adopted as practical tool for drought
monitoring.2. Methodology
In this section a brief overview of the tested models is reported
(Section 2.1), as well as a description of the approach adopted for
the intercomparison of the models (Section 2.2) and the character-
istics of the in-situ data adopted for the validation process
(Section 2.3).2.1. Soil moisture modelling
2.1.1. LISFLOOD
LISFLOOD (de Roo et al., 2000) is a distributed hydrological rain-
fall–runoff model, speciﬁcally developed by the ﬂood group of the
JRC of the European Commission to reproduce the main hydrolog-
ical processes that occur in large and trans-national European river
catchments. Although the main output of the model is river water
discharge, LISFLOOD provides also valuable information on soil
moisture status in two layers, namely top-soil (corresponding to
the plant root zone) and sub-soil. Inﬁltration of effective precipita-
tion, soil evaporation and plant transpiration all take place in the
top-soil layer, whereas slow runoff (i.e., deep percolation) and
groundwater recharge occur instead in the sub-soil layer. The mod-
elling of the water redistribution out of the sub-soil and between
the two sub-layers is gravity-driven, following the assumption of
a 1-D vertical ﬂow regulated by the Darcy’s law and by the van
Genunchten retention curve (van Genuchten, 1980).
LISFLOOD is currently running operationally over Europe within
the European Flood Awareness System (EFAS; Thielen et al., 2009)
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this study are derived from the most recent version of the model
(calibration round 2013), speciﬁcally implemented for EDO. The
model meteorological inputs are provided by the Monitoring
Agricultural Resources (MARS) unit of the JRC (MeteoConsult,
1991) and interpolated at the model resolution. The soil hydraulic
properties are derived from the HYPRES database (Wösten et al.,
1999) starting from the soil maps available in the European Soil
Database (http://eusoils.jrc.ec.europa.eu/ESDB_Archive/ESDBv2/
index.htm). Landuse-related inputs are derived from the CORINE
(developed by the European Environment Agency) and GLC2000
(Bartholomè et al., 2002) databases.
2.1.2. CLM
The Community Land Model (CLM) is the land-surface compo-
nent of the coupled climate Community Earth System Model
(CESM) (Oleson et al., 2010), designed to simulate the exchange
processes of water, energy and momentum between soil, vegeta-
tion and atmosphere. The land surface is schematized as nested
grids representing different land units (glacier, lake, wetland,
urban, vegetation). The vegetated surfaces are represented as a
composition of up to 15 plant functional types (PFTs) plus a bare
soil. All the PTFs share the same soil column, which is modelled
by means of 10 hydraulically active layers vertically distributed
accordingly to an exponential law.
The model reproduces the main hydrological processes, includ-
ing interception, canopy drip, inﬁltration, evaporation, surface run-
off, plant uptake, sub-surface drainage and groundwater storage.
Water ﬂow into the soil is regulated by the modiﬁed version of
Richards equation introduced by Zeng and Decker (2009). Soil
hydraulic properties are modelled as a function of sand and clay
contents and organic fraction of the soil following Clapp and
Hornberger (1978), Cosby et al. (1984), and Lawrence and Slater
(2008).
Version 4.0 of the model was adopted in this study, running the
so called I-SP ‘‘component set’’ (or compset) in which both atmo-
spheric forcing and plant phenology are provided as model inputs.
The International Geosphere-Biosphere Programme (IGBP) soil
dataset was used to deﬁne soil texture and organic matter density
datasets at different depths (Global Soil Data Task, 2000),
land-cover, PFTs and vegetation parameters were parameterized
according to Lawrence and Chase (2007). The same meteorological
forcing used for LISFOOD simulation was adopted for running CLM
over Europe at 5-km resolution.
2.1.3. TESSEL
Soil moisture data are provided by the European Centre for
Medium-range Weather Forecasts (ECMWF) from 1 January 1979
onward in near-real time (with a delay of approximately 1-month)
within the ERA-Interim framework (Dee et al., 2011). This product
is available for four soil layers in an approximated geometric rela-
tion (with layer thickness of 0.07, 0.21, 0.72 and 1.89 m from the
one at surface to the deepest) every 6 h (0, 6, 12, 18 UTC). The
model runs at about 80-km spatial resolution (T255 spectral reso-
lution) and the output maps are provided on a 0.125 regular grid
(13-km) using the EMOSLIB interpolation library (https://soft-
ware.ecmwf.int/wiki/display/EMOS/Emoslib).
The land-surface scheme adopted in this operational scheme is
the Tiled ECMWF Scheme of Surface Exchanges over Land (TESSEL;
van den Hunk and Viterbo, 2003), which allows up to six tiles over
land (bare soil, low and high vegetation, intercepted water, shaded
and exposed snow) and assumes an Hortonian overland ﬂow gen-
eration scheme. TESSEL adopts the Clapp and Hornberger (1978)
formulation of hydraulic conductivity and diffusivity as a function
of soil water content, and it uses a single global soil texture
(roughly corresponding to a loamy soil).More recently, an updated version of this scheme was proposed,
named H-TESSEL (Balsamo et al., 2009), to account for some well-
known limitations of TESSEL. H-TESSEL hydrological parameters
are deﬁned spatially according to the Digital Soil Map of the
World (DSMW; FAO, 2003), the van Genuchten formulation of soil
hydraulic properties replaces the Clapp and Hornberger scheme
and the inﬁltration capacity that is used for runoff modelling is
variable based on soil type and local topography (Albergel et al.,
2012). In addition, a monthly leaf area index (LAI) climatology
was successively introduced (Boussetta et al., 2011).
2.2. Analysis method
The soil moisture outputs of the different models are character-
ized by a variety of vertical resolutions, resulting in difﬁculties to
perform a direct intercomparison of the results. Since the main
study aim is to quantify the models capability to assess the effects
of water deﬁcits on vegetated areas, a proxy of the average soil
moisture in the root zone was obtained for each model. For CLM
and TESSEL a 50-cm weighted average was computed from the
model outputs based on the soil layer thickness, whereas the
top-layer modelled values were used for LISFLOOD. Daily soil mois-
ture values were obtained as a simple average of sub-daily data, as
well as monthly aggregated values using only the days when in-
situ observations were available.
2.2.1. Deﬁnition of anomalies
Since drought/wetness events are mostly related to unusually
small/high values in soil moisture, anomalies were computed on
monthly soil moisture average data as a z-score:
zi;k ¼ hi;k 
hi
ri
ð1Þ
where hi,k is the monthly average soil moisture for the i-th month at
the k-th year, hi and ri are the long-term average and standard devi-
ation for the i-th month, respectively. The soil moisture normalized
through z-score can be classiﬁed analogously to the standards
adopted in EDO (for soil moisture suction, pF) in 4 categories:
severely wet (zP 2), moderately wet (1 < z < 2), severely dry
(z 6 2) and moderately dry (2 < z < 1).
A ﬁrst means to detect the accuracy of the models is to evaluate
the correlation between observed and modelled z-score using the
Pearson correlation coefﬁcient, r:
r ¼
Pn
j¼1 z
M
j  hzMi
 
zOj  hzOi
 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
j¼1 z
M
j  hzMi
 2r ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃPn
j¼1 z
O
j  hzOi
 2r ð2Þ
where the superscripts M and O identify the model (LISFLOOD, CLM
or TESSEL) and the observations, respectively; n is the length of the
record, and hi identiﬁes the average value on the whole record. The
signiﬁcance of a correlation coefﬁcient was evaluated by means of
the t-Student test (2 sided) by computing the r value corresponding
to a signiﬁcance level, p, of 0.05 (r0.05).
The capability of the models to accurately detect both the
occurrence and the severity of the four extreme classes can be
quantiﬁed using the confusion (or error) matrix approach
(Stehman, 1997). An error matrix is a squared array that reports
the number of observed dry or wet anomalies correctly (a, hits)
or incorrectly classiﬁed (c, misses) on the basis of the ground truth
provided by the in-situ observations, as well as the false alarms (b)
and the correct rejects (d). Several synthetic adimensional indices
can be extracted from the full confusion matrix to summarize
the performance of each model. In particular we used the following
indices: Accuracy, deﬁned as the ratio of the occurrences identiﬁed
by both the model and observations (hits) to the total number of
Fig. 1. Location of the in-situ stations used during the validation stage. Stations
named XXX-y are part of ISMN, whereas stations named XX-yyy are part of Fluxnet.
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alarms):
Accuracy ¼ a
aþ b ð3Þ
Score, computed as the ratio between the occurrences identiﬁed
by both the model and the observations to the total number of
occurrences identiﬁed by the observations (including the misses):
Score ¼ a
aþ c ð4Þ
Both indices range between 0 and 1 (best model). Finally the
Skill was computed following the Heidke score approach as
described in Barnston (1992):
Skill ¼ ad bc½ðaþ cÞðc þ dÞ þ ðaþ bÞðbþ dÞ=2 ð5Þ
This Skill index assumes negative values for models less skillful
than the reference (random) case and a value of 1 for a perfect
model. All three metrics were computed for Wet and Dry occur-
rences, separately, as well as for the Overall (including both Dry
and Wet) case.
2.2.2. Ensemble-mean approach
The z-score time-series obtained for the above described three
models can be combined in order to obtain a ﬁnal further product.
The monthly ensemble-mean zmaps can be generically deﬁned as:
zENSi;k ¼
X
M
wMzMi;k ð6Þ
where wM is the weight assigned to each model (LISFLOOD, CLM
and TESSEL), i and k identify the month and the year, respectively.
In this static formulation of the ensemble the spatiotemporal vari-
ability of model weights is not accounted for, unlike in the most
recent dynamic formulations (Khan et al., 2014). In its simplest ver-
sion, the models are hypothetically characterized by the same
uncertainty and the static weights assume the same value for all
the models (equal to 1/3); as an alternative, different weights could
be used by minimizing the ensemble error based on a-priory knowl-
edge of the accuracy of each model (i.e., accounting for the variance
of the residual errors). Another alternative is to evaluate the
weights using the off-diagonal values of the covariance matrix of
the model residual errors (Khan et al., 2014).
2.3. Study area and in-situ data
The need of validating the models in terms of z-score rather
than soil moisture dynamic requires the availability of continuous
observations on a relatively long timespan. Additionally, since the
soil moisture is used as a descriptor of agricultural drought condi-
tions, proxy variables of soil moisture such as normalized evapo-
transpirative ﬂuxes (i.e., evaporative fraction) can be adopted as
reference for the validation of the models. On the basis of these
observations, two main networks of in-situ stations were used in
this analysis: the International Soil Moisture Network (ISMN,
http://ismn.geo.tuwien.ac.at/) and Fluxnet (http://ﬂuxnet.ornl.
gov/). ISMN provides a global in-situ soil moisture database, specif-
ically designed for validating satellite products and land-surface
models, whereas Fluxnet is a coordination of different regional
micrometeorological networks, mainly focused on the monitoring
of the exchanges of carbon dioxide, water vapour, and energy
between terrestrial ecosystems and the atmosphere.
The criterion adopted to select the most suitable sites was: to
have at least 6 years of observations between 2001 and 2011 with
at least 10 valid days of observations for each month. A valid daywas deﬁned differently for ISMN and Fluxnet, as described
successively.
Within the ISMN, only 4 locations (see Fig. 1) fulﬁlled the above
reported requirements of length and continuity, as well as the con-
dition of a relative spatial uniformity at kilometer scale: Falkberg
(from here on referred to as GER-E), Cacejo del Monte (from here
on referred to as SPA-W), Melizzano (from here on referred to as
ITA-C) and Mongrasso (from here on referred to as ITA-S). All those
stations collected data between 6 and 9 years during 2001–2011 at
three depths, roughly surface (0–5 cm), root zone (10–30 cm) and
deep soil (40–80 cm). These three series of hourly measurements
were weight-averaged in order to get a single set of hourly esti-
mates of soil moisture in the root zone (0–50 cm).Hourly data were
aggregated to daily scale only for the days were at least 8 observa-
tions were available; successively, monthly average soil moisture
data were obtained by averaging all the available daily observa-
tions for a given month (at least 10 days).
For the Fluxnet network we selected 8 stations (IT-Lav, IE-Kil,
FR-LBr, FI-Hyy, DK-Sor, DE-Tha, ES-LMa, BE-Bra) with robust con-
tinuous records of the four main energy ﬂuxes: net radiation (Rn),
soil heat (G0), latent (kE) and sensible heat (H) ﬂuxes (Fig. 1).
Those stations were also selected following the criteria to have
an average closure ratio, (kE + H)/(Rn – G0) computed on daytime
30-min ﬂuxes, of at least 0.7, given that closure errors between
10 and 30% are commonly considered acceptable in the literature
(Wilson et al., 2002). The residual energy budget error was redis-
tributed between kE and H ﬂuxes following the approach sug-
gested by Twine et al. (2000). Daily evaporative fraction, EF = kE/
(Rn  G0), was computed on daytime data only if at least 4 observa-
tions were available. Outliers in the obtained EF daily timeseries
were removed through a 7-day window Savitzky–Golay smoothing
ﬁlter (Savitzky and Golay, 1964). Analogously to the ISMN dataset,
monthly data were computed only when at least 10 days were
available.
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timeseries of z-score values was obtained; the length of the time-
series ranges between 46 and 104 valid monthly data (75 ± 16 on
average). All the series were used during the validation phase,
assuming that both soil moisture and EF are good descriptors of
agricultural drought and considering that the goal of the modelled
soil moisture datasets is to detect in reliable way the development
of potentially anomalous vegetation water conditions.3. Results and discussion
3.1. Spatial intercomparison of the three models
The data in Figs. 2 and 3 report the spatial distribution of the
Pearson coefﬁcient computed between LISFLOOD and CLM, and
between LISFLOOD and TESSEL, respectively. The two main maps
(Figs. 2a and 3a) represent the values computed using the full data-
sets of anomalies from 2001 to 2011 (11 years  12 months),
whereas the small inserts where obtained by using only the data
for 4 sub-periods roughly corresponding to the commonly adopted
calendar seasons: January to March (JFM, panels b), April to June
(AMJ, panels c), July to September (JAS, panels d) and October to
December (OND, panels e).
The main maps highlight a substantial agreement among the
three models, with LISFLOOD and CLM characterized by a signiﬁ-
cant (at p = 0.05) correlation over the whole domain, with an aver-
age value of 0.75 ± 0.13. Also TESSEL has, overall, a signiﬁcant
correlation with LISFLOOD (average value of 0.63 ± 0.20) despite
its lower spatial resolution. Only over a few areas the r values
are not signiﬁcant or negative, mainly over the Alps and close to
the Baltic Sea (Latvia). The higher correlation of CLM with
LISFLOOD, as compared to TESSEL, is somewhat expected, given
that the two models share the same meteorological forcing. In this
case, it is possible to assume that the differences in performance
between these twomodels are related to the speciﬁc parameteriza-
tions/schematizations adopted in each model, whereas the differ-
ent meteorological forcing datasets might also drive the
discrepancies between TESSEL and the other two models.
The areas characterized by the lowest values of r can be better
analysed by means of the decomposition of the datasets performed
on the 4 sub-periods. The inserts show that large portions of
Northern Europe are characterized by non-signiﬁcant r values (or
even negative ones) during the trimester JFM and partially during
AMJ. This behaviour can be clearly observed in the LISFLOOD-
TESSEL r values and to a certain extend also for LISFLOOD-CLM.
Similar results can be observed over Eastern Europe during the
same period. A possible reason of those low values is the presence
of snow cover during a large part of the winter period, which for-
mation is quite differently modelled by the three schemes. This
also likely affects the early spring values, due to differences in
modelling the snow melting process.
More interesting for drought detection and monitoring is the
behaviour of the models during summer months, which are com-
monly dry and warm, especially over Mediterranean regions. The
maps in Fig. 2c and 2d clearly show the uniform and very high cor-
relation of LISFLOOD and CLM over central part the European con-
tinent, and partially also over Southern Europe. The most
signiﬁcant differences can be observed during the trimester JAS
over the Iberian Peninsula, Italian main islands (Sicily and
Sardinia), and southern Greece, which are well known areas sus-
ceptible to drought. Over those areas TESSEL shows even less cor-
relation with LISFLOOD (Fig. 3d), as well as with CLM (not shown),
suggesting that high uncertainty in soil moisture z-scores can be
expected over those regions. These areas are usually characterized
by low soil moisture during summer months, hence the lowcorrelation can be associated to the different approaches adopted
to characterize plant water uptake under stress conditions (i.e.,
stomata closure modelling). Moreover, small values are more
affected by modelling errors in terms of relative accuracy.
A simple way to evaluate the degree of agreement of the consid-
ered models in detecting extreme events, either Dry (z-score < 1)
orWet (z-score > 1), is to compute the ratio between the number of
extremes simulated by a single model and the number of extremes
simulated at least by one of the three models (the so called proba-
bility of detection or hit rate). This index is equal to 1 when the three
models perfectly agree, whereas it approaches 0 when only few of
the events modelled by the other two models are also detected by
the speciﬁc model. This metric has a main focus on the events, but
it does not assign penalty to ‘‘false alarms’’, hence it does not high-
light if the speciﬁc model overpredicts the number of extreme
events. The maps in Fig. 4 report the spatial distribution of this
metric for each model (expressed as a percentage); darker colors
represent areas where the speciﬁc model is more frequently in
agreement with the others.
For Dry extremes, the three models are fairly in agreement over
Central Europe, whereas they are quite different over North
Europe, Sicily, the Alps and South Greece. RegardingWet extremes,
the models generally agree fairly well over Western and Central
Europe (e.g., France and Germany) and Ireland, and they differ
mainly over South-Eastern Europe. On average, there is a slightly
greater agreement for Dry extremes than Wet ones (60% and 57%,
respectively), and the general patterns conﬁrm what was already
observed in the analysis of the r-maps.
3.2. Comparison with in-situ measurements
The Pearson coefﬁcient values computed at the local stations
can be used to evaluate the capability of the three models to cap-
ture the temporal variability of the observed soil moisture anoma-
lies. The plot in Fig. 5 reports the r values obtained for each model
in correspondence of the sites where local observations were avail-
able. This barplot highlights that the values range between 0.35
and 0.85, and they are all statistically signiﬁcant (at p = 0.05). On
average, the three models perform rather similarly (r between
0.5 and 0.55); however, TESSEL returns almost always the lowest
value, likely due to its low spatial resolution. A further analysis
of the values obtained for the ISMN and Fluxnet sites, separately,
highlights that the correlation is higher on average in the former
dataset (0.6) than in the latter (0.5) for all the three models; this
is not surprising given that EF is only a proxy of soil moisture sta-
tus in the root zone. Those values may seem low as compared to
the ones commonly obtained in the literature for studies on soil
moisture (e.g., Brocca et al., 2010); however, it must be pointed
out that the transformation in z-scores through Eq. (1) removes
most of the covariance in the data due to seasonal patterns (see
e.g., Albergel et al., 2012). In fact, a correlation analysis on the
actual monthly h rather than z-score highlights quite high r values
for all three models on the 4 ISMN sites (0.89 ± 0.02, 0.90 ± 0.01
and 0.89 ± 0.01 for LISFLOOD, CLM and TESSEL, respectively), and
slightly lower average values if also the Fluxnet data are included
(0.81 ± 0.11, 0.82 ± 0.10 and 0.80 ± 0.12), with a notable exception
of 3 sites (IT-Lav, FI-Hyy, DK-Sor), for which the EF signal was too
ﬂat (i.e., no seasonal cycle) for a proper correlation analysis.
Even if the r values of the three models differ in some locations
(e.g., GER-E, IT-Lav, ES-LMa), the limited number of in-situ stations,
and the lack of ground data where the three models behave differ-
ently (as in Figs. 2 and 3), does not help to clarify where estima-
tions from one model are more reliable than from the others. A
pairwise analysis was also performed by counting the number of
sites (out of 12) in which one model outperforms the others, as
well as the number of sites where one model is the worst. This
Fig. 2. Spatial distribution of the correlation coefﬁcient computed between the monthly z-score derived from LISFLOOD and CLM soil moisture data for the whole year (a), as
well as for the sub-periods: January-March (b), April-June (c), July–September (d), and October-December (e). The value r0.05 corresponds to the correlation at p = 0.05, which
is different for the whole year (132 data) and for the trimesters (33 data).
Fig. 3. Spatial distribution of the correlation coefﬁcient computed between the monthly z-score derived from LISFLOOD and TESSEL soil moisture data for the whole year (a),
as well as for the sub-periods: January–March (b), April–June (c), July–September (d), and October–December (e). The value r0.05 corresponds to the correlation at p = 0.05,
which is different for the whole year (132 data) and for the trimesters (33 data).
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slightly outperforms the other models on average but it also per-
forms better than CLM and TESSEL in the majority of the sites;
TESSEL is also the worst model in 50% of the cases.
The capability of the models to correctly detect the extreme
conditions observed in the recorded in-situ time-series can beevaluated by means of the analysis of the error matrices computed
at the local stations. The barplot in Fig. 6 summarizes the all-site
mean Accuracy of each model (average of the 12 sites), as well as
the site-by-site variability (by means of the standard deviations
represented by vertical lines). The error bars here reported have
the role of exemplifying the spatial variability of the average
Fig. 4. Spatial distribution of the ratio between the extremes simulated by a speciﬁc model (LISFLOOD, panels a and d; CLM panels b and e; TESSEL panels c and f) and the
ones simulated at least by one of the three models (probability of detection or hit rate). The upper line panels and the lower line panels show the results for Dry and Wet
extremes, respectively.
Fig. 5. Pearson correlation coefﬁcient computed between z-score values obtained
from monthly in-situ observations and modelled values. The last column reports
the all-site average.
C. Cammalleri et al. / Journal of Hydrology 525 (2015) 547–558 553statistical metrics represented in the ﬁgure. Moreover, an average
of the 12 stations is reported since no substantial differences were
observed between the results obtained for the two sub-datasets.
The graph shows that the Accuracy for both Wet and Dry events
(Overall) is quite similar for the three models and in the order of
0.5–0.55; on the other hand, LISFLOOD seems to outperform the
other two models in capturing the Wet events whereas it has poor
performance for Dry events. CLM and TESSEL seem more uniform
in their performances, with CLM slightly better than TESSEL in allthree cases. However, it is worth noticing that the differences
among the models are quite small compared to the site-by-site
variability (error bars in Fig. 6). Also in this case, the pairwise anal-
ysis (Table 1) conﬁrms that LISFLOOD performs better than the
other two models in the majority of the cases for Wet events and
Overall, whereas CLM and TESSEL performances are quite close.
The percent of observed extremes actually captured by the
models can be measured by the Score values reported in Fig. 7.
Also this metric returns rather similar values for LISFLOOD and
CLM models Overall (0.60 and 0.59, respectively), and a slightly
lower score for TESSEL (0.56). CLM seems characterized by a higher
site-by-site variability of the results (error bars in Fig. 7) compared
to the other two models, particularly for Dry events. Also in this
case, TESSEL seems to perform slightly worse than the other two
models, as conﬁrmed by the pairwise analysis (Table 1).
Analogously, Fig. 8 reports the all-site mean Skill for the three
models. Overall, LISFLOOD and CLM seem to be slightly more skill-
ful than TESSEL (0.37 vs. 0.31); however, all the models have Skill
values > 0 for all the sites and cases (with the only exception of
TESSEL over SPA-W for Wet events). The average Skill values con-
ﬁrm that LISFLOOD outperforms CLM during Wet events, whereas
the opposite happens for Dry events; however, while the former
results is conﬁrmed by the pairwise analysis (LISFLOOD outper-
forms CLM in 9/12 cases) the latter seems not systematically true
since LISFLOOD and CLM equally splits the sites.
The analysis of the error matrices suggests that no substantial
differences can be noticed among the three models based on the
Table 1
Summary of the pairwise comparison. The data represent the number of cases (out of 12) for which the speciﬁc test is veriﬁed.
Test r Accuracy Score Skill
Dry Wet All Dry Wet All Dry Wet All
LISFLOOD > CLM 8 5 8 8 9 9 9 6 9 7
LISFLOOD > TESSEL 8 7 8 8 9 9 9 9 6 9
CLM > TESSEL 6 7 6 6 8 8 8 8 7 6
LISFLOOD < Others 3 4 1 1 1 2 1 3 2 2
CLM < Others 3 3 5 5 3 3 4 3 4 4
TESSEL < Others 6 5 6 6 5 4 4 6 5 6
Note that when there is a tie, no ‘worse’ model is detected; hence the values ‘vs. Others’ in one column do not always sum up to 12.
Fig. 6. All-site mean Accuracy of the three models on the occurrence of extreme Dry
events, Wet events and Overall. See the text for the deﬁnition of Accuracy.
Fig. 7. All-site mean Score of the three models on the occurrence of extreme Dry
events, Wet events and Overall. See the text for the deﬁnition of Score.
Fig. 8. All-site mean Skill of the three models on the occurrence of extreme Dry
events, Wet events and Overall. See the text for the deﬁnition of Skill.
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where the models show to diverge most. However, LISFLOOD
seems to slightly outperform CLM and TESSEL in all the statistics,
and it is systematically better than both models in the majority
of the cases; on the other hand, TESSEL is always the model that
is the worst in most of the cases. These results are rather expected
considering the spatial resolution of the three models, as well as
the more detailed information on rainfall forcing in LISFLOOD
and CLM which are derived by a dense network of raingauges
rather than from the ERA-Interim reanalysis dataset as in TESSEL.
3.3. Evaluation of the ensemble-mean approach
The results reported in the previous section highlight that no
clear differences were observed among the models’ Overall perfor-
mances in both correlation and Skill, suggesting the possibility to
use a simple average ensemble method in Eq. (6). For each sitethe covariance matrix for the model residuals was calculated in
order to evaluate properly an optimal setting of weights. As already
stated in Section 2.2.2, since a limited number of ground truth data
are available a static spatially-invariant approach is here adopted;
hence, only the all-site average covariance matrix is reported in
Table 2. This matrix conﬁrms that the single model variances (diag-
onal values) do not differ enough to justify the adoption of weights
that differ from 1/3 (as in an inverse-variance weighting approach).
Additionally, it is worth noticing that the off-diagonal values differ
from 0 as expected by models that share common features in their
modelling approach, and the slightly higher value obtained for the
pair LISFLOOD-CLM is supported by the use of the same meteoro-
logical forcing.
Given the discussed outcomes of the covariance matrix analysis,
as well as the difﬁculties in producing a proper separation of the
in-situ data into a calibration and a validation subset (due to the
limited size of the timeseries) the ensemble-mean estimates of
the z-score were obtained by adopting equal weights for all three
models in Eq. (6). In order to quantify the added value of the
ensemble procedure, this method was compared with two bench-
mark datasets of statistics: one obtained by simply averaging for
each site the three values of a speciﬁc statistical metric (e.g., r) as
modelled by the three approaches (Avg.), and a second obtained
by selecting the best value for each site among the three methods
(Best).
The graph in Fig. 9 summarizes the results of the correlation
analysis performed on the ensemble-mean approach, reporting
the difference (D) between the r value obtained for the ensem-
ble-mean and both the average of the r values for the three models
(Avg., black bars) and the best model (highest r value) for each site
(Best, grey bars). These results clearly highlight that the ensemble-
mean is better than Avg. in all the sites, as well as better than the
Best local model for most of the cases (with the notable exception
of IT-Lav, Es-LMa and BE-Bra). On average, the Pearson coefﬁcient
increased by 12% and 3% compared to the average of the three
Table 2
All-site average covariance matrix of the model residuals (standard deviation in
brackets). Only the lower triangular matrix is reported due to the well-known
symmetry feature of covariance matrices.
LISFLOOD CLM TESSEL
LISFLOOD 0.77(0.20)
CLM 0.57(0.22) 0.79(0.20)
TESSEL 0.52(0.18) 0.51(0.18) 0.81(0.15)
Fig. 9. Differences between the Pearson coefﬁcient computed at local sites with the
ensemble-mean and (respectively): the three model average (Avg., black bars) and
the best local model (Best, grey bars).
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the added value related to the ensemble-mean method allows to
slightly outperform even an a priori selection of the best approach
site-by-site.
The all-sites average Accuracy for the ensemble method
reported in Fig. 10a shows that it reaches values > 0.6, which is
0.1 greater than the Overall value of the simple average of the three
methods (Fig. 10b), as well as an improvement (close to 0.04) over
the Best approach (Fig. 10b). The improvements are even more
remarkable for the Accuracy in detecting Dry events (0.13 and
0.04 over Avg. and Best, respectively). Additionally, the perfor-
mance of the ensemble-mean is more uniform in predicting Wet
and Dry extremes if compared to the LISFLOOD model (see
Fig. 6). The observed improvements over the Avg. case seem rele-
vant in general, and they are likely related to a drastic reduction
of the false positive, thanks to the fact that the false positives of
one model are cancelled out by the other two estimates.
The hypothesis on the relation between improvement of
Accuracy and reduction of false positives is conﬁrmed by the anal-
ysis of the all-sites average Score of the ensemble-mean reported in
Fig. 11. In particular, the difference with the Score values of the
three models average (Fig. 11b) highlights a very small increase
(<0.01), and the comparison with the combination of the best
model for each site shows even a reduction in the score that ranges
between 0.08 and 0.05 for Dry and Overall extremes, respectively.
These results are a direct consequence of the fact that the
ensemble-mean is not able to predict any additional extreme
events (among the ones actually observed in the in-situ records)
besides the ones already consistently observed by the three mod-
els. Therefore, the added value of the ensemble lies more in the
capability to reduce the false positive than in the ability to increase
the number of correctly simulated extremes. This is quite well
summarized by the observed increase in the Accuracy and in the
modest change in the Score.
The analysis of the Skill values can be seen as a summary of both
Accuracy and Score, representing a sort of efﬁciency of the model(Fig. 12). The Skill of the ensemble-mean is close to 0.4 for Dry,
Wet and Overall (Fig. 12a), which means that the ensemble-mean
is a skillful model in predicting the observed extreme events. The
differences with Avg. and Best reference cases (Fig. 12b) show that
the ensemble is equally better than the Avg. and worse than the
Best (of about 0.05); this ﬁnding is of course the result of the com-
bined effects of the increase in Accuracy and the negligible
improvement in Score. A Skill index of about 0.4 can be considered
well above the unskillful value (Skill equal to 0), but it also suggests
that there is still space for further improvements.
Finally, timeseries of observed and ensemble-mean modelled z-
score values are depicted in Fig. 13 for two sites with contrasting
performances: GER-E (panel a) and IT-Lav (panel b). Those plots
clearly show the very low number of false alarms in the GER-E site
and the almost null missed events; on the other hand, even if the
ensemble-mean is able to well reproduce most of the observed
extremes it is easy to notice few events not captured (e.g., late
2004 and 2009) as well as some false alarms in positive anomalies
(e.g., early 2008 and late 2009).4. Summary and conclusions
In this study, three soil moisture modelled datasets (from
LISFLOOD, CLM and TESSEL models) were compared with the aim
to quantify the capability of each model in detecting extreme soil
moisture conditions. In addition, the added value of an ensemble
approach that combines the outputs of the three models into one
was analysed. The models were tested over Europe, since the ﬁnal
aim is to improve the robustness of the assessment of the soil
moisture anomalies in the European Drought Observatory (EDO).
The intercomparison of the three models highlights that they
are quite consistent over large portions of the spatial domain,
whereas notable differences can be observed during winter
months over Northern and Eastern Europe and during summer
over the Mediterranean Countries. The differences over the
Mediterranean area are particularly relevant for drought monitor-
ing, since this region is commonly affected by water deﬁcits during
summer. During July–August, LISFLOOD and CLM are in good
agreement over most of the Mediterranean region (signiﬁcant cor-
relation at p = 0.05) but some spots where these two models are
not signiﬁcantly correlated (or even negatively correlated) can be
detected. Those areas are larger in the comparison between
LISFOOD and TESSEL, involving most of South-East Spain, Sicily
and South Greece. The better agreement LISFOOD-CLM compared
to LISFOOD-TESSEL can be ascribed to the use of the same meteo-
rological forcing for the ﬁrst two models, given that meteorological
forcing is the only source of inter-annual variability for all the
models and rainfall represents the main source of uncertainty in
soil moisture simulations. Those areas can be seen as the ones were
the accuracy of derived drought indicators is limited.
The limited availability of long and robust time-series of in-situ
soil moisture data, as well as of proxies of soil moisture, does not
allow for an in-depth analysis of the performances over those areas
characterized by the largest differences among the models. The
general lack of representative in-situ soil moisture data is a well-
known problem that limits the direct validation of those models.
Nevertheless, the comparison of observed and modelled soil mois-
ture monthly anomalies allowed to quantify the overall perfor-
mance of each model in terms of both correlation and capability
to detect extreme (Wet and Dry) conditions. All three models seem
signiﬁcantly correlated with in-situ data over all the stations (at
p = 0.05), with LISFLOOD slightly better correlated on the average
(r = 0.56 ± 0.12), followed by CLM and TESSEL. The correlation of
the anomalies with the observations is generally lower than the
one obtained on the actual modelled data (r  0.8), which is
Fig. 10. All-site mean Accuracy of the ensemble method on the extreme occurrence of Dry events, Wet events and Overall (a), as well as differences between ensemble-mean
and the three models average and Best model for the same three categories of extreme (b). See the text for the deﬁnition of Accuracy.
Fig. 11. All-site mean Score of the ensemble method on the extreme occurrence of Dry events,Wet events and Overall (a), as well as differences between ensemble-mean and
the three models average and Best model for the same three categories of extreme (b). See the text for the deﬁnition of Score.
Fig. 12. All-site mean Skill of the ensemble method on the occurrence of extreme Dry events, Wet events and Overall (a), as well as differences between ensemble-mean and
the three models average and Best model for the same three categories of extreme (b). See the text for the deﬁnition of Skill.
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Fig. 13. Timeseries of z-score values as derived from in-situ observations and
ensemble-mean model for the sites: (a) GER-E, and (b) IT-Lav. Each plot reports also
the main statistical metrics computed for each site, where Accuracy, Score and Skill
values refer to the Overall dataset.
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tern is removed. From this point of view, the analysis on z-score
represents a stronger test of the models’ performance.
The analysis of the rate of detection of extreme events through
confusion (error) matrices suggests an average Accuracy (fraction
of positive detections over all the detections) close to 0.55 and a
Score (fraction of simulated events over all the actual observations)
of about 0.6. The efﬁciency of the three models, summarized by the
Heidke Skill, is slightly lower than 0.4, which suggest that the mod-
els are skillful. These statistics are very similar for the three mod-
els, with only small differences; however, it is worth mentioning
that LISFLOOD and CLM are systematically better than TESSEL in
all the analyses. Part of the differences between modelled and
observed anomaly series was expected, due to the mismatching
of the spatial scales between the two datasets (10–100 cm for in-
situ data and 1–10 km for the models). Other possible sources of
discrepancies include the limited length of the observed time-ser-
ies and the use of a static vegetation cover in the three models. In
fact, the statistical robustness of z-score values, as deﬁned in Eq.
(1), is strongly related to the length of the time series used to com-
pute the mean and the standard deviation. Measures of central ten-
dency and variability may be not robust when the sample size of
observed in-situ data is limited resulting in possible misses of
extreme values and consequently the calculation of false anoma-
lies. Finally, inter-annual variability in the vegetation growing
stages can cause time-lags in observed soil moisture records that
can be missed by the models due to the absence of accurate pheno-
logical information for the vegetated areas; this may represent a
further source of error in modelled timeseries that suggests the
need to quantify the effect of properly accounting for information
on the inter-annual variability of vegetation dynamics into the
models (i.e., by incorporating satellite greenness data as model
inputs).
The combination of the three models by means of a simple
ensemble-mean approach seems to partially limit these issues,
returning improved performances in correlation with the in-situdata as well as in Accuracy and Skill on the detection of extreme con-
ditions. The improved Accuracy and Skill of the ensemble-mean
approach are mainly due to the fact that contrasting estimates of
extremes are cancelled out (reduction of false alarms), whereas
concurring estimates are reinforced. This makes the ensemble-
model capable to reduce the occurrence of false positives (extreme
events that were not actually observed) in the detection of
extremes but it does not allow to signiﬁcantly improve the capabil-
ity to detect any additional extremes. The analysis of the variance of
the residual errors of the three models seems to support an equal
weight ensemble method, however the non-null covariance values
observed in the residual (off-diagonal values) suggest the presence
of inter-model dependence that can be exploited in order to further
improve the robustness of the ensemble weighting approach.
Overall, the use of an ensemble method seems to represent a
step forward in the monitoring of extreme soil moisture condi-
tions, providing a simple means to reduce the uncertainty in
drought detection. The substantial agreement of the three products
over large areas is encouraging on the capability to accurately
detect extreme events over the European domain. However, the
non-null covariance of the residual errors observed in this study
case seems to suggest that an ensemble approach based on three
models that solve the soil water budget (even if under various
assumption and degrees of complexity) can be further improved
by incorporating also soil moisture estimates derived from com-
plementary information (i.e., remote sensing microwave and ther-
mal data), pointing out the need for reliable estimates of root zone
(rather than skin) soil moisture maps from satellite.
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