Soft decision decoding of linear block codes based on ordered statistics is discussed in the context of multilevel coding with multistage decoding. Analytical expressions on the ordered statistics and the associated bit error probability have been derived. The result shows tradeos between error performance and decoding complexity in multilevel signaling including BPSK modulation formats as a special case.
I. Introduction
BPSK modulation is commonly assumed in evaluating the peroformance of error correcting codes over AWGN/fading channels. However, for higher transmission rate, multilevel signaling like PSK or QAM modulation formats is an indispensable transmission technique over bandwidth limited channels.
In this paper, we extend the soft decision decoding algorithm based on ordered statistics [1] to two levels of signaling in the context of multilevel coded modulation and multistage decoding [2] , and analyze the performance. Similar results have been presented by Wachsmann et al. [3] from information theoretic point of view for some particular cases, but there has not been any report or analysis on reduced-complexity soft decision decoding at each decoder stage. We introduce the expression of ordered statistics associated with multilevel signaling considered, and subsequently derive the upper bounds on the bit error probability. The bounds are tight and useful in predicting the algorithm performance with reduced reprocessing orders. The numerical gures show that there can be a good tradeo between error performance and decoding complexity in multilevel codes and multistage decoding. The rest of this paper is organized as follows: channel model and the decoding algorithm used are described in Section II. Ordered statistics with multilevel signaling and the associated bit error performance is studied in Section III. In Section IV, we compare the numerical gures of the theoretical analysis with simulation results to verify its validity. Finally, conclusions on this work are drawn in Section V. The two-level signaling assumed in this paper is depicted in Fig. 1 . Dene 1 1 and 1 2 (1 1 1 2 ) as the absolute values of the projection of signal points on the coordinate axis. With the Gray mapping rule shown in Fig. 1 , the signal points are partitioned by color (black and white) at the rst partitioning level and by symbols (square and circle) at the second partitioning level in multilevel coding scheme [2] . With computationally ecient multistage decoding [2] , the codewords of higher partitioning levels are regarded arbitrary. Therefore, the rst decoding stage is achieved by using the received signal components on the coordinate axis. This coding and decoding structure corresponds to the unconventional \block" partitioning found in both PSK, QAM, and PAM signaling (with dierent 1 i (i = 1;2)) which is capable of achieving channel capacity with proper rate design [3] , and also suitable for unequal error protection (UEP) [4, 5] . With multistage decoding, the component code at level j is decoded with the associated decoder based on the hard decisions at lower index stage decoders and arbitrary codewords at higher index levels. Dene r x;i as the projection of r i onto the coordinate axis. Since at the rst stage decoder, the hard decision decoding for position-i is made based on the sign of r x;i only [4] , jr x;i j represents the reliability associated with this decision. Assume that the decoding algorithm begins by reordering the components of the projected received sequence r x = (r x;1 ; r x;2 ; 1 1 1; r x;N ) based on their reliability values in a decreasing order. Dene p = (p 1 ; p 2 ; 1 1 1; p N ) as the reordered sequence at the rst stage decoder, so that jp 1 j > jp 2 j > 1 1 1 > jp N j; (1) From this ordering, the most reliable basis (MRB) of the code is determined, so that the rst K 1 -ordered received symbols occupy the most reliable independent (MRI) positions of the projected received block [1] . A hard-decision decoding of this information set corresponds to a codeword c 0 i of the equivalent code constructed after a proper permutation. This decoding is referred as order-0 reprocessing [1] . The codeword is then reprocessed in successive stages until either practically optimum or a desired level of error performance is achieved. For each phase of reprocessing l i, we consider all possible 
The BER at level i (i = 2) can be upper bounded as 
B. Ordered statistics associated with the multilevel signaling In this section, some ordered statistics associated with multilevel singaling considered are analyzed. We derive, as an example, the probability P e(i; N ) (respectively P e(i; j; N )) corresponding to the event that the hard decision of symbol i (and symbol j) of the ordered sequence p of length N is (are) in error. Extensions to more than two positions are also possible with the technique described below. Finally, the probability that the hard decision of the ith symbols of the sequence of length N is in error is given by P e(i; N ) = 1 2 
Each event E m (m = 1;1 1 1; 5) has the associated probability given by P (E 1 ; x i ; jx k j) = 1 0 Q (z(w i ; x i ; jx k j)) + Q (Z(w i ; x i ; jx k j)) ; P (E 2 ) = 
respectively. By following the same procedure for f W i jX i (w i jX i = x i ), f W i ;W j jX i ;X j (w i ; w j jX i = x i ; X j = x j ) is given by (20), where 1 A (x) = 1 if x 2 A, and 1 A (x) = 0, otherwise. The probability P e(i; j; N ) can be calculated from (21). The same arguments can be easily extended when more than two ordered noise value are considered. B.1. Upper bounds on BER for suboptimum order-i reprocessing An upper bound on order-i reprocessing can be derived by using P (u 0 ; u 1 ; 1 1 1; u i01 ;N) in which two cases of i = 1;2 has been derived in (16) and (21), respectively.
Based on the arguments in [1] , an upper bound on order-i reprocessing can be given by the union of (2) and (22) where P j represents the probability that j dependent columns have been encountered in nding the K MRI positions of the received sequence, and N ave (i) denotes the average number of columns depending on i 
dimensions for a given code C whose generator matrix is in systematic form [1] .
IV. Simulation results
To verify the analysis in the previous section, we examine a multilevel code based on \pseudo-BPSK" 4PAM modulation formats with 1 1 = 0:70 and 1 2 = 1:2288, and (32,16,8) extended BCH (ex-BCH) component codes at both partitioning levels (overall rate is 1.0 (bits/symbol), this component code selection provides unequal error protection capability [4, 5] ). Note that this example is used only for an illustration purpose and no optimization has been considered in this context. In Fig. 2 , P e(16; 32) and P e(10; 20;32) derived by (16) and (21), respectively, have been compared with the corresponding simulation results. For both cases, the numerical results of (16) and (21) overlap in this range of E b =N 0 and predict the ordered statistics precisely. Simulation results and the associated upper bounds on the BER (for order-0,1 and MLD) are depicted in Fig. 3 (for rst decoding stage) . We notice that the union bound obtained from (22) for i = 0 is very tight, and that for i = 1 is relatively tight. As a more practical example [7] , we consider multilevel 8-PSK coded (symmetric) modulation based on \hybrid partitioning" which is proposed for UEP [4] . The component codes used at the rst, second and third levels are the (64,18,22), (64,45,8) and (64,63,2) ex-BCH codes, respectively, so that the overall rate is 1.96875 (bits/symbol). The rst level is equivalent to the case of Fig. 1 with 1 1 = sin(=8) and 1 1 = cos(=8). Fig. 4 indicates that order-2 reprocessing of the (64,18) ex-BCH at rst stage, order-1 reprocessing of the (64,45) ex-BCH at second stage and P e(i; j; N ) = 1 4 
order-0 reprocessing of the (64,63) ex-BCH at third stage decoders achieves an excellent trade-o between error performance and decoding complexity. Also, even lower reprocessing orders can be chosen at some receivers. In this paper, we discussed the extension of soft decision decoding based on ordered statistics to multilevel signaling. Ordered statistics and the associated bit error performance have been analyzed and the numerical results are compared with the simulation results. The upper bounds on bit error probabilities are tight and useful in estimating the algorithm performance when the reprocessing order is reduced. It is concluded that computational cost can be eectively reduced at the expense of relatively small performance degradation even in multilevel signaling, including BPSK as a special case.
