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A CONSTRUCTION OF p-ADIC ASAI L-FUNCTIONS FOR GL2 OVER CM FIELDS
KENICHI NAMIKAWA
Abstract. We give a construction of p-adic Asai L-functions for cohomological cuspidal automorphic representations
of GL2 over CM fields. If the base field is imaginary quadratic, Loeffler-Williams recently constructed the p-adic Asai
L-functions. We generalize their construction to the case that the base fields are general CM fields.
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1. Introduction
The study of p-adic L-functions have been considered in a lot of literatures for its importance in arithmetic applica-
tions. It is believed that p-adic L-functions should contain information of certain p-adic families of arithmetic objects
according to the philosophy of Iwasawa theory. However it is a difficult subject to construct p-adic L-functions, even
though we have plenty results on complex L-functions in the theory of automorphic representations.
In this paper, we present a construction of p-adic analogue of Asai L-functions, which are also called twisted tensor
L-functions, attached to irreducible cohomological cuspidal automorphic representations pi of GL2 over CM fields. If
the base field is imaginary quadratic, we can find a recent construction by D. Loeffler and C. Williams ([LW]). The
method of their construction relies on the theory of Siegel units on modular curves, however its analogue for Hilbert
modular settings is not yet known in the literature so far. Hence the generalization of the construction in [LW] for
general CM fields is not an obvious subject. In this paper, we will study a generalization of Eisenstein series associated
with Siegel units which are considered in [LW] (or more originally in [BL94], [Ka04], [LLZ18]) by using a technique
which is developed in [Ha87] and we give a generalization of Loeffler-Williams’s construction in the case of general
CM extensions.
Let us write down the main result in this paper precisely. Fix an embedding Q → C and fix an isomorphism
ip : C→ Cp for an odd prime p. Consider a CM field E ⊂ Q, that is, E is a totally imaginary quadratic extension of
a totally real field F . Suppose that p is unramified in E/Q. Denote by ΣE (resp. ΣF ) the set of places of E (resp.
F ). Let pi = ⊗′w∈ΣEpiw be an irreducible unitary cohomological cuspidal automorphic representation of GL2(EA) with
the central character ωpi. Note that pi has the Langlands parameter
WEσ
∼= C× → GL2(C); z 7−→
(
(z/zc)
nσ+1
2 0
0 (zc/z)
nσ+1
2
)
for each infinite place σ ∈ ΣE , where WEσ is the Weil group of Eσ, nσ ∈ Z, nσ ≥ 0 and c : C → C is the complex
conjugation. Assume that p > max{nσ | σ ∈ ΣE , σ | ∞}. For each ideal N ⊂ ÔE , define a subgroup K1(N) of
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2 K. NAMIKAWA
GL2(ÔE) to be
K1(N) =
{(
a b
c d
)
∈ GL2(ÔE)
∣∣∣∣c, d− 1 ∈ N} .
Suppose that pi has the conductor N, that is, pi has a K1(N)-fixed vector and N is minimal among such ideals. We
also suppose that N is prime to the discriminant of E/F .
Denote by L(s,As+(pi)) =
∏
v∈ΣF L(s,As
+(pi)v) to be the Asai L-function which is associated with pi. Recall that,
if v ∈ ΣF is split in E then the local factor L(s,As+(pi)v) at v of the Asai L-function coincides with the Rankin-Selberg
L-function L(s, piw ⊗ piwc) where v = wwc for w,wc ∈ ΣE . Denote by As+M(pi) the conjectural Asai motive over F
whose L-function is given by L(s+ 1,As+(pi)). See Section 3.2, where we briefly introduce a description of this Asai
motive As+M(pi). Note that, for each 0 ≤ α ≤ nmin := min{nσ|σ ∈ ΣE , σ | ∞} and each finite-order Hecke character
ϕ : F×\F×A → C× such that (−1)nmin−αϕ(−1σ) = 1 for each infinite place σ ∈ ΣF , L(s,As+M(pi) ⊗ | · |nmin−αFA ϕ) is
critical at s = 0 in the sense of Deligne ([De79]).
Let µp∞ ⊂ Q be the group of p-power roots of 1. Fix a finite extension Kpi of Qp so that Kpi contains all conjugates
of E, all Hecke eigenvalues of pi and the values of ωpi. Denote by Opi the ring of integers of Kpi.
The following statement is the main theorem in this paper:
Theorem 1.1. (Theorem 8.8) Let NF = N ∩ ÔF . Assume that
• pi is nearly p-ordinary;
• ωpi,p is unramified;
• if pi is conjugate self-dual, then α 6= nmin;
• the conductor N of pi is square-free;
• for each v | NF with v - p, suppose either one of the following conditions:
– ωpi,v is ramified;
– if ωpi,v is unramified, then v = wwc | NF splits in E/F and one of piw and piwc is an unramified principal
representation and the other is a special representation;
Then, for each 0 ≤ α ≤ nmin, there exists an element L αp (As+M(pi)) ∈ Kpi ⊗Opi Opi[[Gal(F (µp∞)/F )]] satisfying the
following interpolation formula:
For each finite-order Hecke character ϕ of a p-power conductor satisfying that (−1)nmin−αϕ(−1σ) = 1
for each infinite place σ ∈ ΣF , we have
φ̂(L αp (As
+
M(pi))) =E∞(As+M(pi)(φ))Ep(As+M(pi)(φ))
L(0,As+M(pi)(φ))
Ω(As+M(pi))
,
where φ = | · |nmin−αA ϕ and φ̂ is the p-adic avatar of φ, and
• E∞(As+M(pi)(φ)) and Ep(As+M(pi)(φ)) are modified Euler factor at ∞ and p respectively;
• Ω(As+M(pi)) is the period of As+M(pi) due to Coates ([Co89, page 107]), which is a product of
Deligne’s period c+(As+M(pi)) of As
+
M(pi) and a power of the circular constant.
(The definitions of E∞(As+M(pi)(φ)), Ep(As+M(pi)(φ)) and Ω(As+M(pi)) are recalled in Section 4 accord-
ing to [Co89].)
Remark 1.2. (i) The algebraicity of critical values of Asai L-functions L(s,As+M(pi)) is proved by Ghate in
[Gh99a] and [Gh99b]. By using the same method with Ghate’s works, it can be proved the algebraicity of
critical values of Asai L-functions L(s,As+M(pi)⊗ ϕ) twisted by Hecke characters ϕ : F×\F×A → C×.
(ii) By multiplying a denominator of an Eisenstein cohomology class, the p-adic Asai L-functions can be considered
as elements in Opi[[Gal(F (µp∞)/F )]] (see Remark 8.9).
(iii) The basic strategy of the construction of p-adic Asai L-functions is based on a study of a certain good family
of Eisenstein cohomology classes which satisfies a distribution relation. If the base field is the rational number
field, the Eisenstein cohomology classes with a stabilization in [LW] have an integral coefficient, since they
have a motivic construction due to [BL94]. However it is not clear whether there exists a good family of
Eisenstein cohomology classes with integral coefficients in Hilbert modular settings, since a generalization of
the construction in [BL94] is not yet known so far. In the present paper, we will introduce a generalization
of Eisenstein series coming from Siegel units and we will prove that these Eisenstein series define cohomology
classes with rational coefficients according to the method in [Ha87]. Moreover we show that its denominators
are bounded in a uniform way (see Section 8.1).
(iv) The proof of interpolation formula in [LW] is exploited by using a global method, which is the same strategy
with [Gh99a], that is, which relies on a coordinate of the Poincare´ upper 3-space. However, it is desired to
give a proof in the adelic language for the further developments of this study. In this paper, we give a proof
of both the algebraicity of critical values and the interpolation formula of p-adic L-functions in terms of the
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automorphic representation theory. The method in this paper will show that the arguments in [Gh99a] and
[LW] can be explained in a more concise way.
(v) Define Twp : Kpi ⊗Opi Opi[[Gal(F (µp∞)/F )]]→ Kpi ⊗Opi Opi[[Gal(F (µp∞)/F )]] to be
Twp(g) = εcyc(g)g,
where εcyc : Gal(F (µp∞)/F )→ C×p is the p-adic cyclotomic character. Then we expect that
Twα
′−α
p (L
α
p (As
+
M(pi))) = L
α′
p (As
+
M(pi))(1.1)
for each 0 ≤ α, α′ ≤ n. If the base field F is the rational number field, the above identity is established
in [LW, Proposition 5.6]. In the Hilbert modular setting, it seems to be difficult to prove the identity (1.1)
so far. Since the weight of Eisenstein series in the construction of L αp (As
+
M(pi)) depends on α, we have to
compare the denominator of the cohomology classes of Eisenstein series of different weights. Since this might
be necessary more subtle arguments, we postpone this property for the future work.
(vi) There are another works [Ba17] and [BGV] on the similar topics. Their choices of Eisenstein series in [Ba17]
and [BGV] are different from ours, and they do not deduce that their distributions are in an Iwasawa algebra
over a certain integral coefficients. The main theorem (Theorem 8.8) in this paper refines the results in [Ba17]
and [BGV].
The organization of this paper is as follows. After fixing some basic notations in Section 2, we introduce our settings
on Asai representations in Section 3. The conjecture on the existence of p-adic L-functions attached to motives due to
Coates and Perrin-Riou is reviewed in Section 4. The construction of p-adic Asai L-functions is based on a study of
Eisenstein series and its associated cohomology classes. In Section 5, we introduce our distinguished Eisenstein series,
which give a generalization of Eisenstein series coming form Siegel units. In Section 6, we introduce certain Eisenstein
cohomology classes according to the method in [Ha87]. In Section 7, we give an integral expression of Asai L-functions
in terms of these cohomology classes. In Section 8, we construct an element L αp (As
+
M(pi)) in an Iwasawa algebra and
we state its characterization in terms of critical values of Asai L-functions (see Theorem 8.8). Section 9, 10 and 11
are devoted to prove the interpolation formulas for p-adic Asai L-functions.
2. Notation
2.1. Basic notation. Denote by Q (resp. Z,R,C) the rational number field (resp. the ring of the rational integers,
the real number field, the complex number field). The binomial coefficient
(
a
b
)
for a, b ∈ Q is defined to be(
a
b
)
=
{
Γ(a+1)
Γ(b+1)Γ(a−b+1) , (a, b ∈ Z),
0, (otherwise).
For a number field L, we denote by OL (resp. LA, ΣL, IL) the ring of integers of L (resp. the ring of adeles of L,
the set of places of L, the set of embeddings from L to C). Define ΣL(R) (resp. ΣL(C)) to be the set of real (resp.
complex) places of L. Put ΣL,∞ = ΣL(R)∪ΣL(C). By fixing a representatives, consider ΣL,∞ as a subset of IL. For
each place v of L, define Lv to be the completion of L at v. Let L∞ =
∏
σ∈ΣL,∞ Lσ and denote by L∞,+ the set of
x ∈ L∞ such that xσ > 0 for each σ ∈ ΣL,∞. Put Lfin to be the set of finite adeles of LA. These notations are used
for algebraic groups, that is, for an algebraic group G over L and an L-algebra A, we denote by G(A) (resp. ZG) the
A-rational points of G (resp. the center of G). For x ∈ G(LA), we write xfin (resp. x∞) for the projection of x to
G(LA,fin) (resp. G(L∞)).
Let TrL/Q (resp. NrL/Q) be the trace (resp. norm) map of L/Q. Let ψQ =
∏
v∈ΣQ ψQ,v : Q\QA → C×
be the additive character satisfying ψQ(x∞) = exp(2pi
√−1x∞) for x∞ ∈ R = Q∞. Define an additive character
ψL : L\LA → C× to be ψL = ψQ ◦ TrL/Q.
Put Ẑ =
∏
v∈ΣQ,v<∞ Zv and ÔL = OL ⊗Z Ẑ. For each finite place v ∈ ΣL, denote by OL,v (resp. $v) the ring of
integers (resp. a uniformizer) of Lv. Put qv = ]OL,v/$vOL,v.
We frequently use the multi-index notation. For instance, let x = (xv)v∈ΣL ∈ LA and write
x∞ = (xσ)σ∈ΣL,∞ , x
n
∞ =
∏
σ∈ΣL(R)
xnσσ
∏
v∈ΣL(C)
xnσσ x
ncσ
σ ,
where n =
∑
σ∈IL nσσ ∈ Z[IL] and c : C→ C is the complex conjugation. Similarly, we put
LA,∞ =
∏
v∈ΣL,∞
Lv, LA,fin = L
(∞)
A = ÔL ⊗OL L.
For each α =
∑
σ∈IL ασσ, α
′ =
∑
σ∈IL α
′
σσ ∈ Z[IL], we write α < α′ if ασ < α′σ for each σ ∈ IL.
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In this paper, L-functions are always the complete ones. For instance, we define the Riemann zeta function ζ as
follows:
ζ∞(s) = ΓR(s) = pi−
s
2 Γ
(s
2
)
, ζp(s) =
1
1− p−s , ζ(s) =
∏
v∈ΣQ
ζv(s), ζ
(S)(s) =
∏
v∈ΣQ\S
ζv(s) (S ⊂ ΣQ).
2.2. Algebraic representation of GL2. Let A be a Z-algebra. Let A[X,Y ]n denote the space of two variable
homogeneous polynomials of degree n over A. Suppose that n! is invertible in A. We define the perfect pairing
[·, ·]n : A[X,Y ]n ×A[X,Y ]n → A by
[XiY n−i, XjY n−j ]n =
{
(−1)i(ni)−1, (i+ j = n),
0, (i+ j 6= n).(2.1)
Denote by u∨ the dual of u ∈ A[X,Y ]n with respect the pairing [·, ·]n.
Let L be a number field. For each n,m ∈ Z[IL], define L(n; C) = ⊗σ∈ILL(nσ; C). Define an action %(∞)n,m(g) of
g ∈ GL2(L∞) by
%(∞)n,m(g)P
((
X
Y
))
=P
( ∏
σ∈IL
ιgσ
(
Xσ
Yσ
))
· (det g)m,
(P ∈ L(n; C),
(
X
Y
)
= ⊗σ∈IL
(
Xσ
Yσ
)
, g =
(
a b
c d
)
, ιg =
(
d −b
−c a
)
).
(2.2)
It is well-known that the pairing [·, ·]n on L(n; C) satisfies
[%(∞)n,m(g)P, %
(∞)
n,m(g)Q]n = (det g)
n+2m · [P,Q]n, (g ∈ GL2(L∞), P,Q ∈ L(n; C)).
2.3. p-adic avatar. Throughout this paper, we fix an odd prime p and fix an embedding Q ⊂ C and an isomorphism
ip : C → Cp. For each number field L, define ΣL,p to be the set of places of L above p and let ILv be the set of
the continuous embedding Lv → Cp for v ∈ ΣL,p. For each x = (xv)v∈ΣL ∈ LA, put xp = (xv)v∈ΣL,p . For each
xp = (xv)v|p ∈ Lp and w ∈ Z[IL], define xwp ∈ Cp to be
xwp =
∏
v|p
∏
σv∈ILv
σv(xv)
wσ(σv) ,
where σ(σv) ∈ IL is the composition of the natural inclusion L ↪→ Lv and σv : Lv → Cp.
Let φ : L×\L×A → C× be a Hecke character of the infinity type φ(x∞) = xw∞ (x ∈ L×∞,+) for some w ∈ Z[IL].
Define the p-adic avatar φ̂ : L×\L×A → C×p to be
φ̂(x) = xwp ip
(
x−w∞ φ(x)
)
, (x = (xv)v∈ΣL).
By using the geometrically normalized reciprocity map, we sometimes consider φ̂ as a character on the absolute Galois
group Gal(L/L).
We also define the p-adic avatar %
(p)
n,m of %
(∞)
n,m. For g ∈ GL2(Lp) and P ∈ L(n; Cp) := ⊗σ∈ILL(nσ; Cp), define
%(p)n,m(g)P
((
X
Y
))
=
∏
v|p
∏
σv∈ILv
P
(
σv (
ιgv)
(
Xσ(σv)
Yσ(σv)
))
· (det g)m.(2.3)
Note that for each g ∈ GL2(L), ip(%(∞)n,m(g)) = %(p)n,m(g). Hereafter we write both %(∞)n,m and %(p)n,m as %n,m, since no
confusion likely occurs.
3. Settings on Asai representations
3.1. Automorphic forms on GL2. We recall the definition of cusp forms on GL2 over a number field E, which gives
a realization of cohomological cuspidal autormophic representation of GL2(EA). Following the description in [Hi94,
Section 2, 3], we briefly recall conventions and we fix some notations.
Let n =
∑
σ∈IE nσσ be an element of Z≥0[IE ] which satisfies the following two conditions:
• For all σ, τ ∈ IE , nσ ≡ nτ mod 2;
• For each complex place σ ∈ ΣE , nσ = ncσ, where c is the complex conjugate.
We choose an element m =
∑
σ∈IE mσσ of Z≥0[IE ] which satisfies the following condition:
• For all σ, τ ∈ IE , nσ + 2mσ = nτ + 2mτ .
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We denote Σσ∈IEσ ∈ Z[IE ] by t. For a ∈ Z, we sometimes identify a with a · t ∈ Z · t. We put κ = n + 2m and
k = n + 2t ∈ Z[IE ]. We write [κ] = nσ + 2mσ, where σ ∈ IE . By the assumption on m, [κ] is independent of the
choice of σ.
For an ideal M of ÔE , we define some subgroups of GL2(ÔE) by
K0(M) =
{(
a b
c d
)
∈ GL2(ÔE)
∣∣∣∣c ≡ 0 mod M} , K1(M) = {(a bc d
)
∈ K0(M)
∣∣∣∣c, d− 1 ≡ 0 mod M} ,
K(M) =
{(
a b
c d
)
∈ K1(M)
∣∣∣∣a− 1, b ≡ 0 mod M} .
Let ΣE(R) (resp. ΣE(C)) be the set of real (resp. complex) places of E and
C∞,+ =
∏
σ∈ΣE(R)
SO2(R)
∏
σ∈ΣE(C)
SU2(R).
Definition 3.1. ([Hi94, Section 3]) Let K be an open compact subgroup of GL2(ÔE). Let J be a subset of the
set of real places ΣE(R) of E. A cusp form on GL2(EA) of weight k, of type J and of level K is a C∞-function
f : GL2(EA)→ ⊗σ∈ΣE(C)L(2nσ + 2; C) which satisfies the following conditions:
(i) For any σ ∈ IE , Dσf =
(
n2σ
2
+ nσ
)
f, where Dσ is the Casimir element. (See [Hi94, Section 2.4] for the
definition of Dσ. We use the same notation with [Hi94].)
(ii) For any γ ∈ GL2(E), z∞ ∈ E×∞, g ∈ GL2(EA) and u ∈ K, we have f(γz∞gu) = z−κ∞ f(g).
(iii) For each element u =
(((
cos θσ − sin θσ
sin θσ cos θσ
))
σ∈ΣE(R)
, (uσ)σ∈ΣE(C)
)
∈ C∞,+, we have
f
(
gu : ⊗σ∈ΣE(C)
(
Sσ
Tσ
))
= e
√−1(−∑σ∈J θσkσ+∑σ∈ΣE(R)\J θσkσ)f
(
g : ⊗σ∈ΣE(C)uσ
(
Sσ
Tσ
))
,
where (Sσ, Tσ) is the indeterminate of L(2nσ + 2; C).
(iv) For any g ∈ GL2(EA), we have
∫
N2(E)\N2(EA)
f (ug) du = 0, where N2 is the group of upper unipotent
matrices in GL2 and du is a Haar measure on N2(E)\N2(EA).
Let us denote by Sκ,J(K) the space of cusp forms on GL2(EA) of weight k, of type J and of level K. If E does not
have a real place, then we drop the subscript J from the notation Sκ,J(K).
Let N be an ideal of OE and χ : E×\E×A → C× a Hecke character of the conductor dividing N and of the infinity
type χ(z∞) = z−κ∞ . We define Sκ,J(K0(N), χ) to be the subspace of Sκ,J(K1(N)) which consists from f ∈ Sκ,J(K1(N))
satisfying the following condition:
• for any z ∈ E×A and g ∈ GL2(EA), f(zg) = χ(z)f(g).
The Hecke character χ is called the central character of f and we denote the central character of f by ωf .
We denote by pif the cuspidal automorphic representation associated with f with the central character ωf . We also
denote by pi the unitarization of pif , that is pi is defined to be pi = pif ⊗ | · |
[κ]
2
EA
. We denote the central character of pi
by ωpi.
In this paper, we are interested in the case that the base field E of pi is a CM field. Hence here, we recall some basic
properties on pi assuming E to be a CM field. Firstly, we remark that, for each σ ∈ ΣE,∞, the Langlands parameter
of piσ is given by
φ[piσ] : WEσ = C
× → GL2(C) : z 7→ diag(z
nσ+1
2 z−
nσ+1
2 , z−
nσ+1
2 z
nσ+1
2 ),
where ∗ is the complex conjugate of ∗. We recall a description of the Whittaker modelW(pi, ψE) ∼= ⊗′w∈ΣEW(piw, ψE,w)
of pi. The Whittaker function Wf : GL2(EA)→ L(2n+ 2; C) associated with a newform f ∈ Sκ(K1(N)) is defined to
be
Wf (g) =
∫
E\EA
f
((
1 x
0 1
)
g
)
ψE(−x)dx,
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where dx is the self-dual Haar measure with respect to ψE . By the multiplicity one theorem on the Whittaker model
of piw, we can normalize f so that the unitarization Wpi = | · |
[κ]
2
EA
Wf of Wf satisfies the following identity:
Wpi =
∏
w∈ΣE
Wpi,w, (Wpi,w ∈ W(piw, ψE,w)),∫
E×w
Wpi,w
((
t 0
0 1
))
|t|s− 12Ew d×t = q
(s− 12 )ordw(δE,w)
w L(s, piw), (w ∈ ΣE , w <∞),
Wpi,σ
((
t 0
0 1
))
= 23 ×
n+1∑
j=−n−1
√−1jtn+2Kj(4pit)(Sn+1−jTn+1+j)∨, (0 < t ∈ R, σ | ∞).
(3.1)
Here ordw(x) is defined to be m if x = $
m
w u ∈ Ew for u ∈ O×E,w, δE ∈ EA,fin is a generator of the different of E/Q,
(Sn+1−jTn+1+j)∨ is the dual element of Sn+1−jTn+1+j with respect to the pairing [·, ·]2n+2 in (2.1) and Ks(z) is the
modified Bessel function of the second kind which is defined to be
Ks(z) =
1
2
∫ ∞
0
exp
(
−z
2
(
t+
1
t
))
ts−1dt, (Re(z) > 0, s ∈ C).
Hereafter we always fix an odd prime such that p > n, that is, p > nσ for each σ ∈ ΣE,∞. Throughout this paper,
assume the following condition:
• ωpi,p is unramified.
3.2. Asai motives. Let F be a totally real field and E/F a CM extension. Consider an irreducible unitary cohomo-
logical cuspidal automorphic representation pi of GL2(EA), which is introduced in Section 3.1. The existence of p-adic
L-functions is conjectured by Coates and Perrin-Riou in terms of motives, which we will recall in Section 4 in the Asai
motives case. In this subsection, we briefly describe some notion of conjectural motives associated with pi.
The conjectural motive M[pi] over E attached to pi ([Cl90, Conjecture 4.5], [Hi94, Section 8]), which has a pure
weight n+ 2m+ 1, satisfies
• HB(M[pi]σ)⊗C = Hnσ+mσ+1,mσ (M[pi])⊕Hmσ,nσ+mσ+1(M[pi]), (σ ∈ IE);
• L(s,M[pi]) = L(s+ [κ] + 1
2
, pi),
where HB(∗) is the Betti realization of (∗). Denote by As+(M[pi]) the Asai motive over F attached to pi, that is,
As+(M[pi]) is the descent of the motive M[pi]⊗M[pi]c over E to F with the descent datum v ⊗ w 7→ w ⊗ v ([Gh99a,
Section 4]). We put
As+M(pi) = As
+(M[pi])(n+ 2m+ 2),
which is a pure motive of the weight −2. Let h(i, j) = dimCHi,j(As+(M[pi])). Note that As+M(pi) has the following
properties:
• HB(As+M(pi)σ)⊗C = H−nσ−2,nσ (As+M(pi)σ)⊕H−1,−1(As+M(pi)σ)⊕Hnσ,−nσ−2(As+M(pi)σ);
• h(−nσ − 2, nσ) = h(nσ,−nσ − 2) = 1, h(−1,−1) = 2;
• the complex conjugate acts on H−1,−1(As+M(pi)) as +1.
We see that As+M(pi) is critical at s = j if and only if
{j | odd,−nmin − 1 ≤ j ≤ −1} ∪ {j | even, 0 ≤ j ≤ nmin} , (nmin := min {nσ|σ ∈ IE}).(3.2)
In particular, As+M(pi) is critical at s = 0. Consider n as an element in Z[IF ], since nσ = ncσ for each σ ∈ IE . Let
α =
∑
σ∈IF ασσ ∈ Z[IF ] satisfying the following conditions:
(Alp1) for each σ ∈ IF , 0 ≤ ασ ≤ nσ;
(Alp2) for each σ, τ ∈ IF , we have nσ − ασ = nτ − ατ .
The following proposition is easily deduced from the above description and [De79, Section 5.3]:
Proposition 3.2. Let ϕ : F×\F×A → C× be a Hecke character of finite-order and α ∈ Z[IF ] as above. Put φ = |·|n−αFA ϕ.
Then As+M(pi)(φ) is critical at s = 0 if and only if
• n− α is even and ϕσ(−1) = 1 for each σ ∈ ΣF,∞. In this case, we find that
L∞(s,As+M(pi)(φ)) = ΓC(s+ 2n− α+ 2t)ΓR(s+ n− α+ 2t)2, ∞(As+M(pi)(φ), ψF,∞) =
√−1(2n+3t)+2t.
• n− α is odd and ϕσ(−1) = −1 for each σ ∈ ΣF,∞. In this case, we find that
L∞(s,As+M(pi)(φ)) = ΓC(s+ 2n− α+ 2t)ΓR(s+ n− α+ t)2, ∞(As+M(pi)(φ), ψF,∞) =
√−1(2n+3t),
where ΓR(s) = pi
− s2 Γ( s2 ) and ΓC(s) = 2(2pi)
−sΓ(s).
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We also summarize the Deligne’s period c+(As+M(pi)) of the Asai motive As
+
M(pi) briefly according to [Gh99a] and
[Gh99b]. Let N [pi] = ResE/Q(M[pi]) be the Weil restriction of M[pi]. Define Ωpi,p to be the Hida’s canonical period
attached to pi, which we will precisely recall the definition around the identity(6.5) in Section 6.2. Note that the period
attached to N [pi] is originally defined in [Hi94, Section 8]. Then we find that (see [Hi94, (8.7b)] for instance):
c+(N [pi]) = (2pi√−1)−2mΩpi,p, δ(N [pi]) = (2pi
√−1)−2(n+t+2m),
where we use notations c+(∗) and δ(∗) as the same ones in [De79]. Furthermore [Gh99a, page 613, Proposition 3, page
637, Remark 3] shows that
c+(ResF/Q(As
+(M[pi]))) =c+(N )δ(N )
=(2pi
√−1)−2m × (2pi√−1)−2n−2t−4mΩpi,p = (2pi
√−1)−3(n+2t+2m) × (2pi√−1)n+4tΩpi,p.
Hence by taking the Tate twist, we find that
c+(ResF/Q(As
+
M(pi)) = c
+(ResF/Q(As
+(M[pi])))× (2pi√−1)−3(n+2m+2t) = (2pi√−1)n+4tΩpi,p.
Hereafter we write c+(ResF/Q(As
+
M(pi)) as c
+(As+M(pi)) = (2pi
√−1)n+4tΩpi,p for the sake of the simplicity.
Remark 3.3. The motive As−(M[pi]) is also defined to be the descent of the motiveM[pi]⊗M[pi]c with the descent
datum v ⊗ w 7→ −w ⊗ v. Let τE/F be the quadratic character associated with E/F . Then As−(M[pi]) is isomorphic
to the twist of As+(M[pi]) by τE/F (see [Gh99a, Section 4.1]). The p-adic L-functions for As−(M[pi]) should be also
constructed in the similar way with the case of As+(M[pi]). However in the present paper, we concentrate on the
construction for As+(M[pi]) to avoid the complications.
3.3. Asai transfer. We summarize and fix notation on Asai L-functions. Let v ∈ ΣF and W ′Fv the Weil-Deligne
group of Fv. We identify G = (GL2(C)×GL2(C))oGal(F v/Fv) with the Langlands dual group of ResEv/Fv (GL2/Ev ).
For an irreducible cohomological cuspidal automorphic representation pi = ⊗′w∈ΣEpiw of GL2(EA), let φpiv : W ′Fv → G
be the Langlands parameter corresponding to piv. Define r
± : G → GL(C2 ⊗C2)oGal(F v/Fv) to be
r±(g1, g2, σ) =
{
(g1 ⊗ g2, σ), (σ|E is trivial),
(±g2 ⊗ g1, σ), (σ|E is not trivial).
Let φχv : W
′
F → GL1(C)oGal(F v/Fv) be the Langlands parameter of a continuous character χv : F×v → C×. Define
As±(piv)⊗χv to be the admissible representation of GL4(Fv) corresponding to the Langlands parameter r± ◦φpiv⊗φχv
via the local Langlands correspondence and denote by L(s,As±(piv)⊗χv) (resp. (s,As±(piv)⊗χv, ψF,v)) the L-factor
L(s, r± ◦φpiv ⊗φχv ) (resp. -factor (s, r± ◦φpiv ⊗φχv , ψF,v) with respect to ψF,v) ([Ta79, (4.1.6)]). Define the γ-factor
of As±(piv)⊗ χv to be
γ(s,As±(piv)⊗ χv, ψF,v) = (s,As±(piv)⊗ χv, ψF,v)L(1− s,As
±(piv)∨ ⊗ χ−1v )
L(s,As±(piv)⊗ χv)
,(3.3)
where As±(piv)∨ is the contragradient of As±(piv).
For pi, we have the Asai lift As+(pi) of pi, which is an isobaric automorphic representation of GL4(FA) due to [Kr03,
Theorem 6.3]. Recall that the Asai L-functions L(s,As+(pi)) =
∏
v∈ΣF L(s,As
+(piv)) is meromorphically continued to
the whole C-plane with possible pole at s = 0 or 1 satisfying
L(s,As+M(pi)) = L(s+ 1,As
+(pi)).
Assuming the contragradient pi∨ of pi is not isomorphic to the complex conjugate pic of pi, it is known that L(s,As+(pi))
is entire (see [GS15, Theorem 4.3]). See also [HN18, Section 3.2] for some explicit formulas for local L-factors in certain
cases.
4. Coates-Perrin-Riou’s conjecture
A conjecture on the existence of p-adic L-functions for motives is given in [CPR89] and [Co89]. In this section, we
recall this conjecture in the Asai motives case. Note that we still do not have a motive attached to an automorphic
representation pi of GL2 over CM fields. However, the conjecture on the existence of p-adic L-functions can be written
down without assuming the existence of the motive, since several constants on the conjectural motive are already
conjectured in [Cl90] in terms of the automorphic representation theory. Our exposition is close to the language
in [Co89]. Although it is assumed that the motives are defined over the rational number field in [Co89], we give a
description of the conjectures in [Co89] in the case that the motives are defined over totally real fields F to clarify the
relation between conjectures in [Co89] and the main theorem of the present paper.
Let φ : F×\F×A → C× with the infinity type φ∞(x) = xn−α for some 0 ≤ α ≤ n. Write φ = | · |n−αA ϕ for some finite-
order character ϕ. Hence φ̂(Lp(As
+
M(pi))) should interpolate the values L(0,As
+
M(pi)(φ)) = L(n− α+ 1,As+(pi)(ϕ)).
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Let p be a prime number. Throughout this paper, we assume that p is odd and that p is unramified in E/Q. We
give a characterization of the modified Euler factor at p and ∞ and periods according to [Co89] as follows:
(nearly p-ordinarity of pi) Let w ∈ ΣE , w | p and K an open compact subgroup of GL2(ÔE) such that Kw = K0($w).
Then define the U(w)-operator U(w) ∈ End(Sκ(K)) to be
U(w)f(g) =
∑
γ
f (gγ) ,
(
f ∈ Sκ(K),K0($w)
(
$w 0
0 1
)
K0($w) = ∪γγK0($w)(disjoint)
)
.
Moreover, we introduce another Hecke operator U0(w) according to [Hi94, Section 4]. Recall that Opi is the subring
of Cp as introduced in Section 1. Define {$mw } ∈ Opi to be
{$mw } =
∏
σp
σp($w)
mσ ,
where σp runs over a set {σp : Ew → Cp|σp : continuous} and we put σ = i−1p ◦ σp|E . Define
U0(w) = {$mw }−1U(w).
Since we suppose that p is unramified in E/Q, we may assume that $w = p for each w | p and hence we have
pm =
∏
w|p{$mw }.
Let f be an element in Sκ(K). We call f nearly p-ordinary, if f is an eigenform for U0(w)-operator with p-adic
unit eigenvalue λw,0 for each w | p. We say pi to be nearly p-ordinary, if there exists a nearly p-ordinary p-stabilized
newform f ∈ pi ⊗ | · |−
[κ]
2
EA
.
Hereafter throughout this paper, we always assume that pi is nearly p-ordinary and that f ∈ pi⊗ | · |−
[κ]
2
EA
is a nearly
p-ordinary p-stabilized newform. Write the eigenvalue λw,0 = {$mw }−1βpiwq
[κ]+1
2
w of U0(w) with respect to f for some
βpiw ∈ C. Then βpiw is described as follows (see [Hi89, Corollary 2.2]):
(Sat1) If piw = pi(µ, ν) is a principal series representation for some characters µ, ν : E
×
w → C×. Since pi is nearly
p-ordinarity, we may assume that ν is unramified and that βpiw = ν($w). Let αpiw = µ($w).
(Sat2) If piw = Sp(η) ⊂ pi(η| · |
1
2
E,w, η| · |
− 12
E,w) is a special representation. Then the nearly p-ordinarity implies that η
is an unramified quadratic character. In this case we have βpiw = η($w)q
− 12
w . Let αpiw = η($w)q
1
2
w .
We also note that
λp,0 :=
∏
w|p
λw,0 = p
−m∏
w|p
βpiwq
[κ]+1
2
w .(4.1)
We put λw = βpiwq
[κ]+1
2
w for each w | p, which is an eigenvalue of U(w). Let λp =
∏
w|p λw, which is an eigenvalue of
U(p) :=
∏
w|p U(w)-operator. We also recall that the Whittaker function Wpi,w at w | p associated with a p-stabilized
newform is characterized by the following identity:
Wpi,w
((
a 0
0 1
))
= χβpiw (a)|a|
1
2
E,wIOE,w(a),(4.2)
where χβpiw : E
×
w → C× is the unramified character such that χβpiw ($w) = βpiw and IX(∗) is the characteristic function
of X.
(Modifeid Euler factor Ev(As+M(pi)(φ)) at v | p) Let v ∈ ΣF , v | p, which is unramifed in E/F . Let w,wc ∈ ΣE so
that v = wwc if v is split in E/F . If v is inert in E/F , write w = v ∈ ΣE . Suppose that pi is nearly p-ordinary. For each
v | p, we write piv = (piw, piwc) (resp. piw) if v is split (resp. inert). Let αpiw , βpiw(αpiwc , βpiwc if v is split) be the constants
which is defined in (Sat1) and (Sat2). Write αpiv = αpiwαpiwc , βv = βpiwβpiwc if v is split, and αpiv = αpiw , βpiv = βpiw if
v is inert. For γ ∈ C×, define an unramified character χγ : F×v → C× so that χγ($v) = γ.
Let γ(s, χαpivϕv, ψF,v) is the γ-factor of χαpivϕv associated with the fixed additive character ψF,v. Define the
modified Euler factor Ev(As+M(pi)(φ)) to be
Ev(As+M(pi)(φ))Lv(0,As+M(pi)(φ)) =
γ(n− α+ 1, χαpivϕv, ψF,v)
γ(n− α+ 1,As+(piv)⊗ ϕv, ψF,v)
,
where γ(s,As+(piv) ⊗ ϕv, ψF,v) is the γ-factor in (3.3). Suppose that piv is unramified and the base field F is the
rational number field. Then this definition is compatible with the definition of the modified Euler factor in [Co89,
Section 2, (18)]. In particular, by using the notation L(
√−1)
v (As
+
M(pi)(φ)) in [Co89, Section 2, (18)], we find that
Ev(As+M(pi)(φ))Lv(0,As+M(pi)(φ)) = L(
√−1)
v (As
+
M(pi)(φ)).
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Remark 4.1. We write down the explicit form of Ev(As+M(pi)(φ)) as follows. This explicit form is not used in this
paper, however it might be useful for the readers and the future study. We use the same notations as above. Denote
by c(ϕv) the exponent of the conductor of ϕv. We also recall that the local Gauss sum is defined to be
τ(ϕv, ψF,v) =
∑
u∈(OF,v/$c(ϕv)v OF,v)×
ϕv(u$
−c(ϕv)
v )ψF,v(u$
−c(ϕv)
v ).
Note that the -factor (s, ϕv, ψF,v) satisfies
(s, ϕv, ψF,v) = q
−sc(ϕv)
v τ(ϕ
−1
v , ψF,v),
since v | p is unramified in F/Q ([Ta79, (3.2.6.2)]). We also note that piv is an irreducible subquotient of pi(µv, νv) for
some unramified characters µv, νv : E
×
v → C× since we assume that pi is nearly p-ordinary and that ωpi,p is unramified.
Hence we have the following formulas:
(i) Assume that v ∈ ΣF,p is split in E/F . Write v = wwc for w,wc ∈ ΣE . Then we have
Ev(As+M(pi)(φ))
=Lv(n− α+ 1,As+(pi)(ϕ))−1
×

(1− α−1wc β−1w ϕ−1v ($v)qn−αv )(1− α−1w β−1wc ϕ−1v ($v)qn−αv )(1− β−1w β−1wc ϕ−1v ($v)qn−αv )
(1− αwcβwϕv($v)q−(n−α+1)v )(1− αwβwcϕv($v)q−(n−α+1)v )(1− βwβwcϕv($v)q−(n−α+1)v )
, (c(ϕv) = 0),
q
3c(ϕv)(n−α+1)
v
(αwβwαwcβwc · βwβwc)c(ϕv)
τ(ϕ−1v , ψF,v)
−3, (c(ϕv) > 0).
(ii) Assume that v ∈ ΣF,p is inert in E/F . Consider v as an element w in ΣE,p. Then we have
Ev(As+M(pi)(φ)) =Lv(n− α+ 1,As+(pi)(ϕ))−1
×

(1− α−1w β−1w ϕ−2v ($v)q2(n−α)v )(1− β−1w ϕ−1v ($v)qn−αv )
(1− αwβwϕv($v)q−2(n−α+1)v )(1− βwϕv($v)q−(n−α+1)v )
, (c(ϕv) = 0),
q
3c(ϕv)(n−α+1)
v
(−αwβw · βw)c(ϕv) τ(ϕ
−1
v , ψF,v)
−3, (c(ϕv) > 0).
(Modifeid Euler factor Ev(As+M(pi)(φ)) at v | ∞) Let v ∈ ΣF,∞. Define the modified Euler factor Ev(As+M(pi)(φ))
to be
Ev(As+M(pi)(φ))Lv(0,As+M(pi)(φ))
=

√−1−(2nv−αv+2)
(−1)× ΓR(1− (nv − αv))2 ×
(
ΓC(2nv − αv + 2)ΓR(nv − αv + 2)2
)
, (nv − αv : even, ϕv(−1) = 1),
√−1−(2nv−αv+2)
ΓR(−(nv − αv))2 ×
(
ΓC(2nv − αv + 2)ΓR(nv − αv + 1)2
)
, (nv − αv : odd, ϕv(−1) = −1)).
This definition coincides with the definition of modified Euler factor in [Co89, Section 1, (4)]. In particular, by using
the notation L(
√−1)
v (As
+
M(pi)(φ)) in [Co89, Section 1, (4)], we find that
Ev(As+M(pi)(φ))Lv(0,As+M(pi)(φ)) = L(
√−1)
v (As
+
M(pi)(φ)).
This number is the same (up to a simple factor) with the number G∞(0, f) in [Gh99a, page 629, Conjecture 1]. We
will briefly check this compatibility in Section 11. In [LW, Appendix], Loeffler-Williams also check this compatibility
in the classical language, so we will check the compatibility with the classical language and the adelic language.
(Period Ω(As+M(pi))) Let c
+(As+M(pi)) be the Deligne’s period attached to the Asai motive As
+
M(pi), which we recalled
in Section 3.2. Coates introduced a constant τ(As+M(pi)) in [Co89, (12)] and a period Ω(As
+
M(pi)) to describe Deligne’s
conjecture on critical values ([De79, Conjecture 1.8]) in terms of the complete L-functions. We write down it explicitly
in our setting as follows:
τ(As+M(pi)) = −n− 4t, Ω(As+M(pi)) := (2pi
√−1)τ(As+M(pi)) × c+(As+M(pi)) = Ωpi,p.
Assume that As+M(pi)(φ) is critical at s = 0. Then [Co89, page 107, Period Conjecture] predicts the following value
Ep(As+M(pi)(φ))E∞(As+M(pi)(φ))
L∞(0,As+M(pi)(φ))L
(∞)(0,As+M(pi)(φ))
Ω(As+M(pi))
∼
Q
×
L(∞)(0,As+M(pi)(φ))
pi4n−3α+4tΩpi,p
(4.3)
gives an element in Q, where we write a ∼
Q
× b for a, b ∈ C, if a = bc for some c ∈ Q×. The algebraicity of (4.3) is
proved by Ghate ([Gh99a, page 635, Theorem 1], [Gh99b, page 106, Theorem 1]), if φ is of the form | · |n−αFA for even
n− α (0 ≤ α ≤ n).
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By using the above definitions and constants, the conjecture on the existence of p-adic Asai L-functions is stated
as follows:
Conjecture 4.2. There exists an element Lp(As
+
M(pi)) ∈ Opi[[Gal(F (µp∞)/F )]] such that, for each Hecke character
φ : F×\F×A → C× satisfying the following conditions:
• the infinity type satisfies that φ∞(x) = xn−α for some 0 ≤ α ≤ n;
• φ has a p-power conductor;
• As+M(pi)(φ) is critical at s = 0,
we have
φ̂(Lp(As
+
M(pi))) = E∞(As+M(pi)(φ))Ep(As+M(pi)(φ))
L(0,As+M(pi)(φ))
Ω(As+M(pi))
.
Remark 4.3. (i) Conjecture 4.2 coincides with [Co89, page 111, Principal Conjecture] if F = Q.
(ii) In the present paper, we prove a weaker version of Conjecture 4.2. See Theorem 8.8 for the result.
5. Eisenstein series
In this section, we define distinguished Eisenstein series which are one of important ingredients for the construction
of p-adic Asai L-functions. This Eisenstein series are essentially the Eisenstein series which are constructed from Siegel
units in [BL94] and [Ka04], and which are used by Loeffler-Williams in [LW] if the base field is the rational number
field. However, since the motivic construction of these Eisenstein series is a difficult problem in the Hilbert modular
setting so far, the method in [LW] is also not easy to generalize. In this section, we introduce and study a certain
generalization of the Eisenstein series in the Hilbert modular setting by using the framework of the automorphic
representation theory. We will introduce a method to construct p-adic Asai L-functions by using these Eisenstein
series in the subsequent sections.
In Section 5.1, we recall notion of Eisenstein series according to [GJ72], [Ja72] and [Sc98]. The Eisenstein series
depend on the choice of test functions. In Section 5.2, we fix a distinguished test function which gives a generalization
of Eisenstein series associated with Siegel units. The basic properties of these Eisenstein series are studied in Section
5.3.
Hereafter to the end of this paper, let F be a totally real field. We sometimes abbreviate | · |FA to | · |A for the sake
of the simplicity.
5.1. Generality on Eisenstein series. In this subsection, we recall some basic definitions and facts on Eisenstein
series on GL2(FA) according to [Ja72, Section 19] and [GJ72, Section 11]. The Eisenstein series which come from
Siegel units are reviewed in [Sc98, Section 4] in terms of the semi-adelic language. We introduce a description of these
Eisenstein series in terms of the adelic language and we compare this description with the description in [Ja72] (see
Remark 5.4).
Let S(∗) be the space of Schwartz functions on ∗, where ∗ = F⊕2A or F⊕2v . Consider two Hecke characters µ1, µ2 :
F×\F×A → C×. For each v ∈ ΣF ,Φv ∈ S(F⊕2v ) and s ∈ C, we also define Fv(−, s) = Fv(−, s;µ1,v, µ2,v,Φv) :
GL2(Fv)→ C to be
Fv(g, s;µ1,v, µ2,v,Φv) = µ1,v(det g)|det g|s+
1
2
v
∫
F×v
Φv((0, t)g)µ1,vµ
−1
2,v(t)|t|2s+1v d×t.(5.1)
Let B2 be the Borel subgroup of GL2 of upper triangular matrices. Note that, for
(
a b
0 d
)
∈ B2(Fv) and g ∈ GL2(Fv),
we have
Fv
((
a b
0 d
)
g, s;µ1,v, µ2,v,Φv
)
= µ1,v(a)µ2,v(d)|a
d
|s+ 12v Fv (g, s;µ1,v, µ2,v,Φv) .(5.2)
Let Φ = ⊗vΦv and
F(g, s;µ1, µ2,Φ) =
∏
v∈ΣF
Fv(gv, s;µ1,v, µ2,v,Φv).
Then define the Eisenstein series E(−, s;D) associated with the datum D := (µ1, µ2,Φ) to be
E(g, s;D) =
∑
γ∈B2(F )\GL2(F )
F(γg, s;µ1, µ2,Φ).(5.3)
Recall that the Fourier transform Φ̂ := ⊗vΦ̂v of Φ is defined by
Φ̂v(x, y) =
∫
F⊕2v
Φv(s, t)ψv(sy − tx)dsdt.
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Proposition 5.1. The Eisenstein series E(g, s;D) is absolutely convergent for Re(s) 0 and it is meromorphically
continued to the whole C-plane. The Eisenstein series E(g, s;D) has a possible pole at s ∈ C with
µ1µ
−1
2 | · |2sA = | · |±1A .
If Φ̂(0, 0) = 0 (resp. Φ(0, 0) = 0), then E(g, s;D) does not have a pole even if µ1µ−12 | · |2sA = | · |A (resp. µ1µ−12 | · |2sA =
| · |−1A ).
Proof. The statement on the convergence on Re(s) 0 and the meromorphic continuation immediately follows from
[Ja72, Proposition 19.3, (19.6)]. See [Ja72, (19.6)] and [GJ72, Lemma 11.2, Lemma 11.5] for the statement on the
poles. 
For later use, we recall a notion of the Mo¨bius transform. For each place v ∈ ΣF , we define the Mo¨bius transform
MvFv ∈ S(F⊕2v ) of Fv ∈ S(F⊕2v ) to be
MvFv(g, s) =
∫
Fv
Fv
(
w2
(
1 u
0 1
)
g, s
)
du,
(
w2 =
(
0 1
−1 0
))
.
We note that
MvFv
((
a b
0 d
)
g, s
)
=
∫
Fv
Fv
((
d 0
0 a
)
w2
(
1 du+ba
0 1
)
g, s
)
du
=µ1,v(d)µ2,v(a)|d
a
|s− 12v MvFv(g, s).
For F = ⊗vFv ∈ S(F⊕2A ), define
MF =
∏
v∈ΣF
MvFv.
We introduce another type of Eisenstein series, which is essentially introduced in [Sc98, Section 4.3]. Define
FΦ(g, s;µ1,∞, µ2,∞) =
∑
x∈F×
F∞(xg, s;µ1,∞, µ2,∞,Φ∞)Φfin((0, 1)xg)µ1,fin(detxg)|detxg|s+
1
2
fin .
For each Hecke character χ : F×\F×A → C× with χ(t) = µ1µ2(t) for t ∈ F×∞, define
FχΦ(g, s;µ1,∞, µ2,∞) =
∫
F×\F×A /F×∞
χ(t)FΦ(t−1g, s;µ1,∞, µ2,∞)d×t.
This is well-defined, since
FΦ(tg, s;µ1,∞, µ2,∞) = µ1,∞µ2,∞(t)FΦ(g, s;µ1,∞, µ2,∞).
for each t ∈ F×∞. The following lemma immediately follows from the definition of FΦ(g, s;µ1,∞, µ2,∞):
Lemma 5.2. (i) For γ ∈ B2(F ), we have
FΦ(γg, s;µ1,∞, µ2,∞) = FΦ(g, s;µ1,∞, µ2,∞).
(ii) Define µχ : F
×
A → C× to be µχ = µ−11 χ. Then we have
FχΦ(g, s;µ1,∞, µ2,∞) =
∏
v∈ΣF
Fv(g, s;µ1,v, µχ,v,Φv).
Definition 5.3. We define
EΦ(g, s;µ1,∞, µ2,∞) =
∑
γ∈B2(F )\GL2(F )
FΦ(γg, s;µ1,∞, µ2,∞).
This is well-defined by Lemma 5.2 (i).
Remark 5.4. As an analogue to [Sc98, Section 4.3, page 434], the isotypic decomposition and Lemma 5.2 (ii) show
that
EΦ(g, s;µ1,∞, µ2,∞) =
∑
χ
E(g, s;µ1, µχ,Φ),
where χ runs over a finite set of Hecke characters satisfying χ∞ = µ1,∞µ2,∞. Hence the analytic properties of
EΦ(g, s;µ1,∞, µ2,∞) can be deduced from the properties of E(g, s;µ1, µχ,Φ).
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5.2. Choice of sections. In this subsection, we introduce a certain test function Φ(r) = ⊗v∈ΣF Φ(r)v ∈ S(F⊕2A ) for
the construction of Eisenstein series. See Definition 5.6 for our choice of distinguished test functions.
Consider α =
∑
σ∈IF ασσ ∈ Z[IF ] satisfying conditions (Alp1), (Alp2) in Section 3.2. Let φ1 : F×\F×A → C× be
φ1 = | · |−(α+2m)+
1
2
A and φ2 : F
×\F×A → C× a Hecke character such that
φ2,∞(x) = x−2(n−α)−(α+2m)−
1
2 ,
(
x ∈ F×∞,+
)
.
Note that ασ + 2mσ also does not depend on σ ∈ IF by the assumption on m and α. Put nα = 2n − 2α and
kα = nα + 2t. We also define
ωφ =
φ1φ2
| · |−nα−2(α+2m)A
, ω′φ =
φ1φ
−1
2
| · |nα+1A
,(5.4)
then both ωφ and ω
′
φ are finite-order. Furthermore we suppose that
ωφ = ω
−1
pi |F×A .(5.5)
Since ωpi|F×∞ is the trivial character, the assumption (5.5) implies that φ1,∞φ2,∞ = | · |
−nα−2(α+2m)∞ and φ1,∞φ−12,∞ =
| · |nα+1∞ .
Let N ⊂ ÔE be the conductor of pi, and put NF = N ∩ ÔF .
Definition 5.5. Let v0 be a prime of F with v0 - pNFDisc(E/F ), where Disc(E/F ) is the discriminant of E/F . We
call v0 an auxiliary prime if v0 satisfies the following conditions:
(Aux1) φ2,v0 and piv0 are unramified.
(Aux2) q2v0 6≡ 1 mod p.
Definition 5.6. Let r ∈ Z[ΣF,p] with rv1 = rv2 ≥ 0 for each v1, v2 | p. We define a Bruhat-Schwartz function
Φ(r) = ⊗vΦ(r)v ∈ S(F⊕2A ) as follows:
• for each infinite place σ ∈ ΣF , Φ(r)σ (x, y) = 2−kα,σ (x+
√−1y)kα,σe−pi(x2+y2);
• for each p-adic place v ∈ ΣF (v | p), Φ(r)v (x, y) = ψF,v
(
x
prv
)
IO⊕2F,v (x, y);
• for each place v ∈ ΣF (v -∞pNF ), Φ(r)v (x, y) = IO⊕2F,v (x, y);
• for each finite place v with v | NF and v | p, Φ(r)v (x, y) = ω−1pi,v(y)IRv (x, y), where ωpi is the central character
of pi and
Rv = {(x, y) | x ∈ NF,v, y ∈ O×F,v}.
• If the following two conditions hold:
– n− α = 0;
– ordv(NF ) = 0 for each v ∈ ΣF with v - p,
fix an auxiliary prime v0 ∈ ΣF . Then define
Φ(r)v0 (x, y) = IO×F,v0⊕OF,v0
(x, y).
Note that Φ
(r)
v does not depend on r for each v - p. Hence we sometimes write Φv for Φ(r)v if v ∈ ΣF does not divide
p. Let Φ(r) =
∏
v∈ΣF Φ
(r)
v and consider the datum
Dr := (φ1, φ2,Φ(r)).
Denote by Fv(gv, s;Dr) the section in (5.1) associated with the datum Dr. Let F(g, s;Dr) =
∏
v Fv(gv, s;Dr) and
define the Eisenstein series E(g, s;Dr) associated with Dr as in (5.3). We also define EΦ(r)(g, s;φ1,∞, φ2,∞) as in
Definition 5.3. Since hereafter we always fix Φ(r), φ1,∞ and φ2,∞, we sometimes abbreviate EΦ(r)(g, s;φ1,∞, φ2,∞) to
Er,s(g) for the sake of the simplicity
Remark 5.7. For each infinite place σ ∈ ΣF , we find that
Fσ
((
cos θ sin θ
− sin θ cos θ
)
, s;Dr
)
= e
√−1kα,σθ · 2−kα,σ√−1kα,σpi−
(
s+
kα,σ+1
2
)
Γ
(
s+
kα,σ + 1
2
)
.
Hence the Eisenstein series in the above discussion are holomorphic Hilbert modular forms of a parallel weight kα.
5.3. Properties of distinguished Eisenstein series. In this subsection, we introduce some properties on Eisenstein
series E(g, s;Dr) and Er,s(g) associated with the distinguished section Φ(r) in Definition 5.6.
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5.3.1. Holomorphy. We discuss the holomorphy of the Eisenstein series which we fixed in Section 5.2 by using Propo-
sition 5.1.
Lemma 5.8. For each v | NF and v - p, we have Φv(0, 0) = Φ̂v(0, 0) = 0. Furthermore, for the fixed auxiliary prime
v0, we have Φv0(0, 0) = Φ̂v0(0, 0) = 0.
Proof. For each v | NF and v - p, Φv(0, 0) = 0 by the definition of Φv. Note that for each character χ : F×v → C× of
the conductor $
c(χ)
v OF,v, the Fourier transform of φχ(x) := χ(x)IO×F,v (x) is given by
φ̂χ(x) = χ
−1(x)I
$
−c(χ)
v O×F,v
(x)(1, χ−1, ψF,v),
where (s, χ, ψF,v) is the -factor for χ. This yields that
Φ̂v(x, y) = φ̂ωpi,v (−x)× I 1NF,vOF,v (y).
Hence Φ̂v(0, 0) = 0.
For the auxiliary prime v0, we have Φv0(0, 0) = 0 by the definition. We also find that
Φ̂v0(x, y) = IOF,v0⊕O×F,v0
(x, y).
In particular, we have Φ̂v0(0, 0) = 0. This shows the statement. 
Proposition 5.9. As functions on s ∈ C, the Eisenstein series E(g, s;Dr) and Er,s(g) are absolutely convergent for
Re(s) 0 and it is holomorphically continued to the whole C-plane.
Proof. Apply Proposition 5.1 for µi = φi (i = 1, 2). Proposition 5.1 implies that the poles of E(g, s;Dr) might appear
at s + n− α = 0 or s + n− α + 1 = 0 if the character ω′φ in (5.4) is trivial. However even in these cases, E(g, s;Dr)
does not have a pole by Proposition 5.1 and Lemma 5.8.
The statement for Er,s(g) follows from Remark 5.4 and the statement for E(g, s;Dr). 
Remark 5.10. In the later discussion, we need Eisenstein series Er,s at s = 0. By the proof of Lemma 5.8 and
Proposition 5.9, Er,s is holomorphic at s = 0 without using an auxiliary prime v0 if the either one of the following
conditions holds:
• n− α 6= 0.
• for some v ∈ ΣF with v - p, ordv(NF ) > 0.
Hence, only if both two conditions that n − α = 0 and that ordv(NF ) = 0 for each v - p are satisfied, we use an
auxiliary prime v0 for the convergence of Eisenstein series. This explains the reason of the condition in the definition
of Φv0 in Definition 5.6.
5.3.2. Constant term. We compute the constant term of the Eisenstein series E0,s in the following Lemma 5.11. This
result is necessary to show the Eisenstein cohomology class associated with E0,0 is rational in Proposition 6.7.
Lemma 5.11. We abbreviate Fv(gv, s;Dr) to Fv(gv, s) in this lemma. Recall that we denote by v0 a fixed auxiliary
prime.
(i) Let g =
(
a b
0 d
)(
cos θ sin θ
− sin θ cos θ
)
∈ GL2(Fσ) for each σ ∈ ΣF,∞. Then we find that
Fσ(g, s) =φ1(a)φ2(d)|a
d
|s+ 12σ e
√−1kα,σθ × 2s−1√−1kα,σ × ΓC(s+ kα,σ),
MσFσ(g, s) =φ1(d)φ2(a)|d
a
|s− 12v e
√−1kα,σθ × (−1)2−(s+nα,σ+1) × ΓC(1 + nα,σ + 2s)
ΓC (s)
.
(ii) Let v ∈ ΣF be a finite place with v - pNF v0 and write g =
(
a b
0 d
)
k for some k ∈ GL2(OF,v). Then we find
that
Fv(g, s) =φ1(a)φ2(d)|a
d
|s+ 12v × Lv(2s+ 1, φ1,vφ−12,v)
=φ1(a)φ2(d)|a
d
|s+ 12v × Lv(2(s+ n− α+ 1), ω′φ,v),
MvFv(g, s) =φ1(d)φ2(a)|d
a
|s− 12v × Lv(2s, φ1,vφ−12,v)
=φ2(a)φ1(d)|a
d
|−s+ 12v × Lv(2(s+ n− α) + 1, ω′φ,v)
14 K. NAMIKAWA
(iii) Let v ∈ ΣF be a finite place with v | NF and v - p. Then we find that
Fv(g, s) =φ1(a)φ2(d)|a
d
|s+ 12v ×
1,
(
g ∈
(
a b
0 d
)
K0(NF,v)
)
,
0, (otherwise).
Let w2 =
(
0 1
−1 0
)
. Then we also have
MvFv(g, s) =φ1(d)φ2(a)|d
a
|s− 12v ×
ωpi,v(−1)vol(NF,v,du),
(
g ∈
(
a b
0 d
)
w2K0(NF,v)
)
,
0, (otherwise).
(iv) Let v be a fixed auxiliary prime v0. Then we find that
Fv0(g, s) =φ1(a)φ2(d)|
a
d
|s+ 12v0 ×
1,
(
g ∈
(
a b
0 d
)
w2K0($v0)
)
,
0, (otherwise).
Mv0Fv0(g, s) =φ1(d)φ2(a)|
d
a
|s− 12v0 ×
1,
(
g ∈
(
a b
0 d
)
K0($v0)
)
,
0, (otherwise).
Proof. We prove the first statement. Let σ ∈ ΣF be an infinite place of F . Since kα is even, the condition (5.5) shows
that φ−11,σφ2,σ(−1) = 1. Hence we find that
Fσ(12, s) =
∫
F×σ
Φ(r)σ (0, t)φ1,σφ
−1
2,σ(t)|t|2s+1σ d×t
=2
∫ ∞
0
2−kα,σ (
√−1t)kα,σe−pit2tkα,σ−1|t|2s+1v d×t
=2−kα,σ
√−1kα,σpi−s−kα,σΓ(s+ kα,σ)
=2s−1
√−1kα,σ × 2(2pi)−s−kα,σΓ(s+ kα,σ)
=2s−1
√−1kα,σ × ΓC(s+ kα,σ).
Compute
∫
Fσ
F
(
w2
(
1 u
0 1
)
, s
)
du. Note that
w2
(
1 u
0 1
)
=
(
0 1
−1 0
)(
1 u
0 1
)
=
(
(1 + u2)−
1
2 0
0 (1 + u2)
1
2
)(
1 −u
0 1
) −u(1+u2) 12 1(1+u2) 12− 1
(1+u2)
1
2
−u
(1+u2)
1
2
 .
Put
cos θ =
−u
(1 + u2)
1
2
, sin θ =
1
(1 + u2)
1
2
.(5.6)
Then we find that∫
Fσ
F
(
w2
(
1 u
0 1
)
, s
)
du
=
∫
Fσ
du
∫
F×σ
d×tΦ(r)σ
(
0, t(1 + u2)
1
2
)
e
√−1kα,σθφ1,σφ−12,σ(t)|t|2s+1σ
=
∫
Fσ
φ1,σφ
−1
2,σ
(
(1 + u2)−
1
2
)
|(1 + u2)− 12 |2s+1σ e
√−1kα,σθdu
∫
F×σ
d×tΦ(r)σ (0, t)φ1,σφ
−1
2,σ(t)|t|2s+1σ .
The equation (5.6) shows that ∫
Fσ
φ1,σφ
−1
2,σ
(
(1 + u2)−
1
2
)
|(1 + u2)− 12 |2s+1σ e
√−1kα,σθdu
=
∫ pi
0
sinkα,σ+2s θe
√−1kα,σθ · −dθ
sin2 θ
.
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Apply a formula (see [MOS66, page 8])∫ pi
0
sina θe
√−1bθdθ =
2−apiΓ(1 + a)e
√−1pib
2
Γ
(
a
2 +
b
2 + 1
)
Γ
(
a
2 − b2 + 1
) , (a, b ∈ C,Re(a) > −1)
for a = nα,σ + 2s, b = kα,σ, then we have
−
∫ pi
0
sinnα,σ+2s θe
√−1kα,σθdθ
=
−2−(nα,σ+2s)piΓ(1 + nα,σ + 2s)e
√−1pikα,σ
2
Γ
(
nα,σ+2s
2 +
kα,σ
2 + 1
)
Γ
(
nα,σ+2s
2 − kα,σ2 + 1
)
=− 2−(nα,σ+2s)pi√−1kα,σ × 2(2pi)
−(2s+nα,σ+1)Γ(1 + nα,σ + 2s)
2(2pi)−(s+kα,σ)Γ (s+ kα,σ)× 2(2pi)−sΓ (s)
× 2(2pi)−1
=− 2−(nα,σ+2s)√−1kα,σ × ΓC(1 + nα,σ + 2s)
ΓC (s+ kα,σ)× ΓC (s) .
Hence we find that ∫
Fσ
F
(
w2
(
1 u
0 1
)
, s
)
du
=− 2−(nα,σ+2s)√−1kα,σ × ΓC(1 + nα,σ + 2s)
ΓC (s+ kα,σ)× ΓC (s) × 2
s−1√−1kα,σ × ΓC(s+ kα,σ)
=− 2−(s+nα,σ+1) × ΓC(1 + nα,σ + 2s)
ΓC (s)
.
We prove the second statement. We may assume that g = 12. Then we find that∫
F×v
Φ(r)v (0, t)φ1,vφ
−1
2,v(t)|t|2s+1v d×t =
∞∑
n=0
φ1,vφ
−1
2,v($
n
v )q
−n(2s+1)
v =
1
1− φ1,vφ−12,v($v)q−(2s+1)v
.
The second identity is also proved in a similar way (see [Bu98, Section 3.7, (7.27)]). This proves the statement.
We prove the third statement. Recall a decomposition:
GL2(Fv) =
ordv(NF )⋃
e=0
B2(Fv)
(
1 0
$ev 1
)
K0(NF,v).
We prove the first identity. If g =
(
1 0
$ev 1
)
(e = 0, . . . , ordv(NF )− 1), then we have
Φ(r)v ((0, 1)g) = Φ
(r)
v ($
e
v, 1) = 0.
Hence Fv(g, s) is supported on B2(Fv)K0(NF,v). If g = 12, then the condition (5.5) shows that∫
F×v
Φ(r)v (0, t)φ1,vφ
−1
2,v(t)|t|2s+1v d×t = 1.
We prove the second identity. If g =
(
1 0
$ev 1
)
(e = 1, . . . , ordv(NF,v)), then we have
Φ(r)v
(
(0, 1)w2
(
1 u
0 1
)
g
)
= Φ(r)v
(
(0, 1)
(
0 1
−1 −u
)
g
)
= Φ(r)v (−1− u$ev,−u) = 0,
for each u ∈ Fv. Hence MvFv(g, s) is supported on B2(Fv)
(
1 0
1 1
)
K0(NF,v). Suppose that g =
(
1 0
1 1
)
. Let
e0 = ordv(NF ). Note that
w2 =
(
0 1
−1 0
)
=
(−1 1 +$e0v
0 −1
)(
1 0
1 1
)(
1 +$e0v −1
−$e0v 1
)
.
Hence we may assume that g = w2. Then we find that
Φ(r)v
(
(0, 1)
(
0 1
−1 −u
)
g
)
= Φ(r)v (u,−1) .
Hence the condition (5.5) proves∫
Fv
Fv
(
w2
(
1 u
0 1
)
w2, s
)
du =
∫
Fv
du
∫
F×v
d×tΦ(r)v (ut,−t)φ1,vφ−12,v(t)|t|2s+1v
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=ωpi,v(−1)vol(NF,v,du).
This proves the third statement.
We prove the fourth statement. By a similar reason with the third statement, we find that Fv0 is right K0($v0)-
invariant and it is supported on B2(Fv0)w2K0($v0). Let g = w2, then we find that
Fv(g, s) =
∫
F×v0
Φ(r)v0 (t, 0)φ1,v0φ
−1
2,v0
(t)|t|2s+1v0 d×t = 1.
Hence we obtain the first identity.
We prove the second identity. It is proved that Mv0Fv0 is right K0($v0)-invariant and it is supported on
B2(Fv0)K0($v0). For g = 12, we find that∫
Fv0
Fv0
(
w2
(
1 u
0 1
)
, s
)
du =
∫
Fv0
du
∫
F×v0
d×tΦ(r)v0 (t, ut)φ1,v0φ
−1
2,v0
(t)|t|2s+1v = 1.
This prove the second identity. 
5.3.3. Distribution property. We prove the distribution property of Eisenstein series {Er,s}r≥1 in the following Lemma
5.12 and Proposition 5.13. In the construction of p-adic Asai L-functions, the distribution property of Eisenstein series
is used to prove the distribution property of certain partial zeta integrals for Asai L-functions in Proposition 8.6.
For each function F on GL2(FA) and h ∈ GL2(FA), define %(h)F to be the right translation of F by h, that is,
%(h)F(g) = F(gh) for each g ∈ GL2(FA).
Lemma 5.12. We have ∑
x,y∈OF,p/pOF,p
%
((
1 + xpr 0
ypr 1
))
FΦ(r+1) = ωpi,p(p)
∏
v|p
q−2(s+n−α)v ×FΦ(r) .
Proof. Since no confusion likely occurs, we abbreviate F∞(g, s; Φ(r)∞ , φ1,∞, φ2,∞) to F∞(g) in this proof.
Write (m,n) = (0, 1)ag and then we find that, for each v | p,∑
x,y∈OF,v/pOF,v
Φ(r+1)v
(
(m,n)
(
1 + xpr 0
ypr 1
))
=
∑
x,y
Φ(r+1)v ((m+mxp
r + nypr, n))
=
∑
x,y
ψF,v
(
(m+mxpr + nypr)
pr+1
)
IO⊕2F,v (m+mxp
r + nypr, n)
=
∑
x,y
ψF,v
(
mp−1
pr
)
ψF,v
(
mx
p
)
ψF,v
(
ny
p
)
IO⊕2F,v (m(1 + xp
r), n)
=q2vψF,v
(
mp−1
pr
)
IpO⊕2F,v (m,n)
=q2vΦ
(r)
v ((0, 1)ap
−1g).
Let Φ
(r)(p)
fin = ⊗v∈ΣF ,v-p∞Φ(r)v . Note that
Φ
(r)(p)
fin (px, py) = Φ
(r)(p)
fin (x, y)
∏
v∈ΣF ,v-p∞
ω−1pi,v(p) = ωpi,p(p)Φ
(r)(p)
fin (x, y).
Hence by changing variable a to ap, we obtain∑
x,y∈OF,p/pOF,p
∑
a∈F×
F∞(ag)Φ(r+1)fin
(
(0, 1)ag
(
1 + xpr 0
ypr 1
))
φ1,fin(det ag)|det ag|s+
1
2
fin
a7→ap
=
∏
v|p
q2v ×
∑
a∈F×
F∞(apg)Φ(r)p ((0, 1)ag)Φ(r)(p)fin ((0, 1)apg)φ1,fin(det apg)|det apg|
s+ 12
fin
=
∏
v|p
q2v × φ1,∞(p)φ2,∞(p)× ωpi,p(p)× φ21,fin(p)|p|2s+1fin
×
∑
a∈F×
F∞(ag)Φ(r)fin ((0, 1)ag)φ1,fin(det ag)|det ag|
s+ 12
fin
=
∏
v|p
q1−2sv × φ−11,∞φ2,∞(p)ωpi,p(p)×FΦ(r)(g).
Since φ−11,∞φ2,∞ = | · |−2(n−α)−1∞ , we have φ−11,∞φ2,∞(p) =
∏
v q
−2(n−α)−1
v . This proves the statement. 
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Let
cr,α,s = ωpi,p(p
−r)
∏
v|p
q2(s+n−α)rv .(5.7)
The following proposition is an immediate corollary of Lemma 5.12:
Proposition 5.13. (Distribution property of Eisenstein series) We have
cr+1,α,s
∑
x,y∈OF,p/pOF,p
%
((
1 + xpr 0
ypr 1
))
Er+1,s = cr,α,sEr,s.
Remark 5.14. Proposition 5.13 is an analogue of [Ka04, Lemma 1.7 (2), Proposition 2.3].
6. Cohomology classes
In this section, we describe automorphic forms in terms of cohomology groups of certain symmetric spaces. This is
necessary for the description of the algebraicity of critical values of Asai L-functions, which is worked out by Ghate in
[Gh99a] and [Gh99b]. We will follow Ghate’s descriptions in these papers. However Ghate uses a classical language
depending on a coordinate of the Poincare´ upper 3-space, which is not convenient for the further computation in the
present paper. Hence we introduce a use of the adelic language in this section.
The local systems which are necessary for the algebraic description of Asai L-functions are recalled in Section 6.1.
By using these local systems, we give definitions of differential forms and periods associated with automorphic forms
on GL2 over CM fields in Section 6.2. Section 6.3 and 6.4 are devoted to describe the rational properties of Eisenstein
series, which are introduced in Section 5. In Section 6.5, a certain cup product of differential forms is introduced,
which will be necessary to give a cohomological interpretation of the critical values of Asai L-functions in Section 7.
6.1. Local systems. In this subsection, we recall certain local systems on symmetric spaces. We follow the descrip-
tions in [Hi94, Section 2] and [Gh99a, Section 5], which are given in a language of the Poincare´ upper 3-space. However
we prefer to use the adelic language for later use. (See also [Na17, Section 3.7] for this adelic description.)
Let E be a number field. For an open compact subgroup K ⊂ GL2(ÔE), put
Y EK = GL2(E)\GL2(EA)/C∞,+E×∞K,
where C∞,+ =
∏
σ∈ΣE(R) SO2(R)
∏
σ∈ΣE(C) SU2(R). We sometimes abbreviate Y
E
K to YK. In this subsection, we
recall definitions of local systems on YK.
Define an action of GL2(E) on L(n; C) by %n,m, where %n,m is introduced in (2.2) and define an action of K on
L(n; C) to be the trivial action. Then, a local system L(n; C) on YK is defined to be the sheaf of locally constant
sections of the following map:
GL2(E)\
(
GL2(EA)/C∞,+E×∞K × L(n; C)
) pr1→ GL2(E)\GL2(EA)/C∞,+E×∞K,
where pr1 is the projection to the first component and we give the discrete topology on L(n; C). For a Hecke character
χ : E×\E×A → C× of the infinity type χ∞(z) = z−κ and an ideal N ⊂ ÔE such that the conductor of χ divides
N, we also introduce another local system L(n, χ;A) on YK0(N) as follows. For u ∈ K0(N), choose zu ∈ Ô×E so that
z−1u u ∈ K1(N). Then define a right action of K0(N) on L(n; C) by
(P · u)(
(
X
Y
)
) = χ(zu)P (
(
X
Y
)
).
This definition does not depend on the choice of zu, since the conductor of χ divides N. Then we define L(n, χ; C) to
be the local system of the locally constant sections of the following map:
GL2(E)\
(
GL2(EA)/C∞,+E×∞ × L(n; C)
)
/K0(N) pr1→ GL2(E)\GL2(EA)/C∞,+E×∞K0(N),
where we denote the projection to the first component by pr1. Note that if χ and χ
′ are two Hecke characters
E×\E×A → C× such that χ∞(z) = χ′∞(z) = z−∞ and that χ|Ô×E = χ
′|Ô×E , then L(n, χ; C) is isomorphic to L(n, χ
′; C).
Hence we write L(n, χ0; C) for L(n, χ; C), where χ0 = χ|Ô×E .
Let p be an odd prime and OE,p =
∏
v|pOE,v. Hereafter we always assume that
• p > n, that is, p > max{nσ | σ ∈ ΣE,∞}.
We define another local system L(n;A) on YK for an OE,p-subalgebra A of Cp in the following way. For u ∈ K and
P ∈ L(n;A), we define
P · u = %n,m(u−1p )P,(6.1)
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where the action of K on L(n;A) is defined in (2.3). Then, we define a local system L(n;A) on YK to be the sheaf of
locally constant sections of the following map:(
GL2(E)\GL2(EA)/C∞,+E×∞ × L(n;A)
)
/K pr1→ GL2(E)\GL2(EA)/C∞,+E×∞K,
where we give the discrete topology on L(n;A). In a similar way with L(n, χ0; C), we define a local system L(n, χ0;A)
on YK0(N) by using the following right action of K0(N):
P · u = χ(zu)%n,m(u−1p )P, (u ∈ K0(N)).(6.2)
By the above arguments, we have two local systems L(n; C) and L(n; Cp) on YK. The following proposition checks
that these two are isomorphic to each other via fixed isomorphism C ∼= Cp:
Proposition 6.1. ([Na17, Proposition 3.4]) We identify L(n; C) with L(n; Cp) via fixed isomorphism ip : C → Cp.
Then, the following homomorphism
L(n; C)→ L(n; Cp) : (g, Pg) 7→
(
g, %n,m(g
−1
p ) · (ip(Pg)
)
is an isomorphism. In a similar way, L(n, χ0; C) is isomorphic to L(n, χ0; Cp).
6.2. Eichler-Shimura-Harder maps. Hereafter to the end of this paper, we fix a CM extension E/F , where F is
a totally real field. Let K be an open compact subgroup GL2(ÔE). For the cohomological interpretation of Asai L-
functions, we need an explicit description of the cuspidal cohomology group H∗cusp(Y
E
K ,L(n; C)) in terms of differential
forms associated with cusp forms. This kind of descriptions is known as the Eichler-Shimura-Harder isomorphism,
which is explicitly written down in [Hi94, Proposition 3.1]. We briefly recall it to fix some notation for the later
computations.
For a non-negative integer n, we define three polynomials P−2, P0, P2 ∈ Z[X,Y,Xc, Yc, U, V ] by the following
identity:
det
(
X U
Y V
)n
det
(
Yc U
−Xc V
)n
det
(
A U
B V
)2
= P−2(X,Y,Xc, Yc, U, V )A2 + P0(X,Y,Xc, Yc, U, V )AB + P2(X,Y,Xc, Yc, U, V )B2.
We note that P−2, P0 and P2 are homogeneous polynomials of degree n (resp. n, 2n+ 2) with respect to (X,Y ) (resp.
(Xc, Yc), (U, V )). We define polynomials vi(−2), vi(0) and vi(2) for i = −n− 1, . . . , n, n+ 1 by the following identity:
(P−2(X,Y,Xc, Yc, U, V ), P0(X,Y,Xc, Yc, U, V ), P2(X,Y,Xc, Yc, U, V ))
=(V 2n+2, . . . , (Un+1−iV n+1+i)∨, . . . , U2n+2)

vn+1(−2) vn+1(0) vn+1(2)
vn(−2) vn(0) vn(2)
vn−1(−2) vn−1(0) vn−1(2)
...
v−n−1(−2) v−n−1(0) v−n−1(2)
 .(6.3)
Define elements H0, E1 and E2 in sl2(Eσ)⊗R C for each infinite place σ of E by
H0 =
1
2
(
1 0
0 −1
)
,
E1 =
1
4
((
0 1
1 0
)
+
(
0 −√−1√−1 0
)
⊗√−1
)
, E2 =
1
4
((
0 1
1 0
)
−
(
0 −√−1√−1 0
)
⊗√−1
)
.
Let rE be the order of the set of archimedean places of E. For each f ∈ Sκ(K0(N), χ), the following element defines
an element in a cuspidal cohomology group HrEcusp(Y
E
K0(N),L(n, χ0; C)):
δ(f)(g)(Xg) =
∑
−n−1≤i≤n+1
f i(g)
(
%n,m(g∞) · vi(−2)dE1(L−1g Xg)
−%n,m(g∞) · vi(0)dH0(L−1g Xg)− %n,m(g∞) · vi(2)dE2(L−1g Xg)
)
,
(6.4)
where we write
f(g) =
n+1∑
i=−n−1
f i(g)(Sn+1−iTn+1+i)∨.
Theorem 6.2. ([Ha87, Section 3.6], [Hi94, Proposition 3.1]) The map δ in (6.4) gives a Hecke equivariant isomor-
phism:
δ : ⊕χ′Sκ(K0(N), χ′) ∼−−−−→ HrEcusp(Y EK0(N),L(n, χ0; C)),
where χ′ : E×\E×A → C× runs over the set of Hecke characters of the infinity type χ′∞(z) = z−κ and χ′|Ô×K = χ0.
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For later use, we briefly recall the definition of Hida’s canonical period Ωpi,p in [Hi94, Section 8]. (It is also briefly
explained in [Na17, Section 3]). In [Hi99, Section 2.1], it is showed that there exists a Hecke equivariant section:
i : HrEcusp(Y
E
K0(N),L(n, χ0; C)) −−−−→ HrEc (Y EK0(N),L(n, χ0; C)),
where H∗c is the cohomology group with compact support. Then Proposition 6.1 induces a map
HrEcusp(Y
E
K0(N),L(n, χ0; C)) −−−−→ HrEc (Y EK0(N),L(n, χ0; Cp)),
which we denote by i again. Fix a finite extension Kpi of Qp so that Kpi contains all conjugates of E, all Hecke
eigenvalues of pi and the values of ωpi. Denote by Opi the ring of integers of Kpi. The natural embedding Opi → Cp
induces a map
j : HrEc (Y
E
K0(N),L(n, χ0;Opi)) −−−−→ HrEc (Y EK0(N),L(n, χ0; Cp)).
We define ηf to be a generator of 〈i ◦ δ(f)〉Cp ∩ j(HrEc (Y EK0(N),L(n, χ0;Opi))) as an Opi-module. Then define Hida’s
canonical period Ωpi,p ∈ C×p so that
Ωpi,pηf = i ◦ δ(f).(6.5)
Remark 6.3. (i) Hida’s canonical period Ωpi,p is unique up to multiplications of elements in O×pi .
(ii) Instead of the use of Opi, smaller coefficient rings work well in a similar way. In fact let K ′pi be the finite
extension of E such that K ′pi contains all conjugates of E, all Hecke eigenvalues of pi and the values of ωpi.
Denote by O′pi,p the localization of the ring of integers of K ′pi at the prime corresponding to the fixed embedding
Q → Cp. Then we can define Ωpi,p in the same way as above. This coefficient ring O′pi,p is used in [Gh99a]
and [Gh99b] for the algebraicity of the critical values of Asai L-functions. In a similar way, we can deduce
the algebraicity of the critical values of Asai L-functions twisted by finite-order characters. However we will
concentrate to use Opi, since the coefficient ring must be p-adically complete for the construction of p-adic
L-functions.
For later use, we introduce a right translation of δ(f) and ηf by a certain matrix h
(r)
ξ , which is necessary to
introduce an integral expression of partial Asai L-functions. Let v0 be a fixed auxiliary prime, K′ = K0(N$v0)∩K0(p)
K = K′ ∩ K(pr) and write YK as YK(pr). Let ξ ∈ E such that
• TrE/F (ξ) = 0.
• OE,p = 〈1, ξ〉OF,p .
Note that we can choose such ξ assuming p - 2DE/F . Let r =
∑
v|p rvv ∈ Z[ΣF,p] with rv1 = rv2 > 0 for each v1, v2 | p.
Put h
(r)
ξ =
(
pr ξ
0 1
)
∈ GL2(Ep). Since we have (
h
(r)
ξ
)−1
uh
(r)
ξ ∈ K′
for each u ∈ K(pr), the following map between local systems on Y EK′ and Y EK (pr) is well-defined:
%(h
(r)
ξ ) : L(n, χ0; Cp)/Y EK′ → L(n, χ0; Cp)/Y EK (pr); (g, Pg)→ (g, p
−mr%(p)n,m(h
(r)
ξ )Pgh(r)ξ
).
Since p−mr%(p)n,m(h
(r)
ξ )P ∈ L(n;Opi) for each P ∈ L(n;Opi), the above map also defines
L(n, χ0;Opi)/Y EK′ → L(n, χ0;Opi)/Y EK (pr),
which we also denote by %(h
(r)
ξ ). Define an element %(h
(r)
ξ )δ(f) (resp. %(h
(r)
ξ )ηf ) in H
rE
cusp(Y
E
K (p
r),L(n, χ0; C)) (resp.
HrEcusp(Y
E
K (p
r),L(n, χ0;Opi))) to be the image of δ(f) (resp. ηf ) via %(h(r)ξ ). The following gives an explicit form of
%(h
(r)
ξ )ηf :
%(h
(r)
ξ )ηf (g)(Xg) =
p−mr
Ωpi,p
∑
−n−1≤i≤n+1
f i(gh
(r)
ξ )
(
%n,m(g∞g−1p ) · vi(−2)dE1(L−1g Xg)
−%n,m(g∞g−1p ) · vi(0)dH0(L−1g Xg)− %n,m(g∞g−1p ) · vi(2)dE2(L−1g Xg)
)
.
(6.6)
6.3. Boundary cohomology. We briefly describe a certain class in the boundary cohomology group of Y FK . To begin
with, we recall the description of the boundary cohomology groups. The basic reference of this subsection is [Ha87,
Section II, IV], which we recall in an explicit manner by using notations of previous subsections.
Let K be an open compact subgroup of GL2(ÔF ). We denote by Y BSK the Borel-Serre compactification of YK := Y FK
and denote by ∂Y BSK the boundary of Y
BS
K . In this subsection, we describe the boundary cohomology groups of rF -th
degree:
HrF (∂Y BSK ,L(n, χ0; C))
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to discuss the rationality of Eisenstein series, which we studied in Section 5. Since Eisenstein series are defined by using
Hecke characters, we recall a notion of distinguished infinity types of Hecke characters according to [Ha87, Section
2.3]:
Definition 6.4. (See [Ha87, (2.3.4), (2.8.2)]) Let σ be an infinite place of F . For φi,σ : F
×
σ → C×(i = 1, 2), we put
φσ = {φ1,σ, φ2,σ}. We define φσ to be of degree deg(φσ) =0 (resp. 1), if
φ1,σ(x) = x
−nσ−mσ− 12 , φ2,σ(x) = x−mσ+
1
2 ,
(resp. φ1,σ(x) = x
−nσ−2mσ
2 +
kσ−1
2 = x−mσ+
1
2 , φ2,σ(x) = x
−nσ−2mσ
2 − kσ−12 = x−nσ−mσ−
1
2 ).
for each x ∈ F×σ,+. We put
deg(φ) =
∑
σ
deg(φσ).
We define Cohn,m to be the set of pairs φ = {φ1, φ2} of Hecke characters of deg(φσ) = 0 or 1 for each σ ∈ IF .
Remark 6.5. (i) For the reader’s convenience, we make a brief explanation for the difference of conventions
in [Ha87] and Definition 6.4. We apply d(σ), ν(σ) in [Ha87, page 45] for nσ,mσ. Note that the type γ of
Hecke character χ in the sense of [Ha87, (2.5)] coincides with the infinity type χ−1∞ of χ. We also note that
the terminology of the inducued Harish-Chandra module ([Ha87, page 67]) is differ from ours. (Compare
the last line in [Ha87, page 67] with (5.2).) Hence we find that φ = {φ1, φ2} is in Coh(L ) if and only if
(φ1,σ(x1)φ2,σ(x2)|x1x2 |
1
2 )−1 is the character given in [Ha87, (2.3.4)]. Explicitly, φ = {φ1, φ2} has deg(φ) = 0 or
1 if and only if
φ1,σ(x1)φ2,σ(x2)|x1
x2
| 12 =
{
x−nσ1 (x1x2)
−mσ = x−nσ−mσ1 x
−mσ
2 , (deg(φ) = 0),
x−nσ−mσ−12 x
−mσ+1
1 = x
−mσ+1
1 x
−nσ−mσ−1
2 , (deg(φ) = 1).
This checks that the convention in Definition 6.4 is the same with [Ha87, Section 2.3].
(ii) Let rF be the order of the set of archimedean places of F . Then the pair of Hecke characters φ1 and φ2,
which we introduced in Section 5.2, is of deg({φ1, φ2}) = rF .
For φ ∈ Cohn,m, we put φ0 = φ1φ2|O×F . Let M ⊂ ÔF be an ideal such that the conductor of φ0 divides M. Consider
an open compact subgroup K of GL2(ÔF ) such that Kv = K0(M)v for each place v | M. Let C∞(B2(F )\GL2(FA))
be the set of C∞-functions on GL2(FA) which are invariant under the left translation by B2(F ) and
C∞(B2(F )\GL2(FA))(φ0) = {F ∈ C∞(B2(F )\GL2(FA))|F(gu) = φ0(u)F(g), (u ∈ K)} .
Combining [Ha87, Section 2.1] with [BW80, VII, 2.2 Theorem, 2.7 Corollary], we find that
H∗(∂Y BSK ,L(n, φ0; C)) ∼= H∗(g∞,K∞, C∞(B2(F )\GL2(FA))(φ0)⊗ L(n, χ0; C)),(6.7)
where we put g∞ =
∏
σ∈IF gl(Fσ)C, and K∞ =
∏
σ∈IF F
×
σ SO2(Fσ). We introduce certain elements in the right-hand
side of (6.7) in an explicit manner.
Define
Vφ,s =
{
F : GL2(FA)×C→ C
∣∣∣∣ F(( a b0 d)gu,s)=φ1(a)φ2(d)| ad |s+ 12A F(g,s),(u∈K1(N)).F is Kσ-finite for each σ ∈ IF .
}
.
We decompose Vφ,s = Vφ,s,∞ ⊗ Vφ,s,fin and put Vφ = Vφ,0. Since we have an embedding
Iφ : Vφ,s → C∞(B2(F )\GL2(FA))(φ0)
for each s ∈ C, we obtain a map (see also a discussion in [Ha87, Section 4.2, page 79])
H∗(g∞,K∞, Vφ,∞ ⊗ L(n; C))⊗ Vφ,fin → H∗(g∞,K∞, C∞(B2(F )\GL2(FA))(φ0)⊗ L(n; C)).
By the Ku¨nneth formula, we decompose
H∗(g∞,K∞, Vφ,∞ ⊗ L(n; C)) = ⊗σ∈IFH∗(gσ,Kσ, Vφ,σ ⊗ L(nσ; C)).
We put Bσ = Vφ,σ ⊗ L(nσ; C) for the simplicity. Hence, to give an element in the left-hand side of (6.7), it suffices
to give an explicit element in H∗(gσ,Kσ,Bσ). Since we are interested in the Eisenstein cohomology class which has
degree rF , we concentrate on H
1(gσ,Kσ,Bσ). The infinity type of φ, which we fixed in Definition 6.4 implies that
the dimension of H1(gσ,Kσ,Bσ) over C is 1 (see [Ha87, page 69]).
We introduce an element in H∗(gσ,Kσ,Bσ). Define Pσ = {X ∈ gσ|θ(X) = −X}, where θ is the Cartan involution.
Then, by using [BW80, II. Proposition 3.1], as explained in [Hi93, Section 1.5], we have
H∗(gσ,Kσ,Bσ) = HomCσ,+(∧∗Pσ,C,Bσ),
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where we put Pσ,C = Pσ ⊗R C. We introduce a distinguished element in HomCσ,+(∧∗Pσ,C,Bσ). Define elements
H,E in sl2(Fσ)C for each infinite place σ of F to be
H =
1
2
(
1 0
0 −1
)
, E =
1
2
(
0 1
1 0
)
.
Let σ ∈ IF and assume that deg(φσ) = 1. Recall that Φσ ∈ S(F⊕2σ ) is defined to be
Φσ(x, y) = 2
−(nσ+2)(x+
√−1y)nσ+2e−pi(x2+y2)
in Defintion 5.6. Then, by using the notation in (5.1), let
ω(g, s;φ1,σ, φ2,σ,Φσ) =Fσ(g, s;φ1,σ, φ2,σ,Φσ)%n,m(g)(X −
√−1Y )nσ (1
2
dE −
√−1
2
dH),
which is also introduced in [Ha87, page 80, (4.2.2)]. Then ω(g, 0;φ1,σ, φ2,σ,Φσ) gives an element in HomCσ,+(Pσ,C,Bσ).
Put Φ∞ =
∏
σ∈IF Φσ and define
ω(g, s;φ1,∞, φ2,∞,Φ∞) := ∧σ∈IF ω(g, s;φ1,σ, φ2,σ,Φσ),
which gives an element in HrF (g∞,K∞, Vφ,∞⊗L(n; C)). By using elements ω(g, s;φ1,∞, φ2,∞,Φ∞), we will explicitly
construct elements in (6.7) in Section 6.4, where we call the elements Eisenstein cohomology classes.
Remark 6.6. In terms of the de Rham cohomology, we have
ω(g, s;φ1,σ, φ2,σ,Φσ)(Xg) =Fσ(g, s;φ1,σ, φ2,σ,Φσ)%n,m(g)(X −
√−1Y )nσ (1
2
dE −
√−1
2
dH)(L−1g Xg).
where σ ∈ IF and Xg ∈ TgYK. By using a coordinate g =
(
y
1
2 y−
1
2x
0 y−
1
2
)(
cos θ − sin θ
sin θ cos θ
)
∈ SL2(R), we also recall the
following formula:
(
1
2
dE −
√−1
2
dH) ◦ L−1g = e2
√−1θ dz
y
.(6.8)
6.4. Eisenstein cohomology classes. In this subsection, we introduce a cohomology classes which are associated
with Eisenstein series. These are so called Eisenstein cohomology classes. We prove the rationality of Eisenstein
cohomology classes which are determined by the distinguished Bruhat-Schwartz function Φ(r) according to Harder’s
description in [Ha87, IV]. Furthermore, we discuss denominators of Eisenstein cohomology classes. This will produce
us cohomology classes in integral coefficients which are suitable for our construction of p-adic Asai L-functions.
We use the same notation as in Section 6.3. Hereafter, we always fix Hecke characters φ1, φ2 : F
×\F×A → C×
satisfying the following conditions in Section 5.2:
φ1 = | · |−(α+2m)+
1
2
A , φ2,∞ = | · |
−2(n−α)−(α+2m)− 12∞ , φ1φ2 = | · |−nα−2(α+2m)A ω−1pi |F×A .
Note that deg(φ) = rF in the sense of Definition 6.4. Recall that we put kα to be 2(n− α+ t) in Section 5.2.
We introduce a distinguished section F0∞(−, s;φ) : GL2(F∞)→ C to introduce a rational structure on the boundary
cohomology groups. For each s ∈ C, define F0σ(−, s;φ) : GL2(Fσ)→ C by
F0σ
((
a b
0 d
)(
cos θ sin θ
− sin θ cos θ
)
, s;φ
)
= φ1(a)φ2(d)|a
d
|s+ 12 e
√−1kα,σθ.
Note that Lemma 5.11 shows the following identity:
ωσ(g, s;φσ,Φσ) =2
s−1√−1kα,σ × ΓC(s+ kα,σ)×F0σ(g, s;φ)%nα,α+2m(g)(X −
√−1Y )nσ (1
2
dE −
√−1
2
dH),
where Φσ is as in Definition 5.6. For each Q-subalgebra R of C, define
Vφ,s,fin,R = {F(−, s;φ) ∈ Vφ,s,fin | F(−, 0;φ) takes values in R} .
We also define Vφ,s,R to be the space which is generated by the following elements over R:
F0∞ ⊗Fφ,fin, (F0∞ := ⊗σ∈ΣFF0σ , Fφ,fin ∈ Vφ,s,fin,R).
For each ideal M ⊂ ÔF , let V K1(M)φ,s,R be theK1(M)-invariant subspace of Vφ,s,R and defineBK1(M)φ,R = V K1(M)φ,0,R ⊗L(nα;R).
Then B
K1(M)
φ,R defines an R-structure on H
∗(∂Y BSK0(M),L(nα, φ0; C)) (see [Ha87, Section 2.7]). More explicitly, the
R-structure on HrF (∂Y BSK0(M),L(nα, φ0; C)) is given by the space which is generated by the elements of the shape
ω(g, 0;F0∞ ⊗Fφ,fin) over R, where
ω(g, s;F0∞ ⊗Fφ,fin) := ∧σ∈IFF0σ(gσ, s;φσ)%nα,α+2m(g)(Xσ −
√−1Yσ)nσ (1
2
dEσ −
√−1
2
dHσ)⊗Fφ,fin(gfin, s).
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To prove the rationality of Eisenstein cohomology classes, we will study its constant term according to the strategy
in [Ha87, IV]. Define r : H∗(YK0(M),L(nα, φ0; C))→ H∗(∂Y BSK0(M),L(nα, φ0; C)) by
r(ω)(g) =
∫
[N2]
ω(n(x)g)dx,
(
n(x) =
(
1 x
0 1
))
.
Then the Bruhat decomposition of GL2 shows that
r(ω(−,−;F))(g, s) = ω(g, s;F) + ω(g,−s;MF).(6.9)
For the distinguished section F(g, s;Dr), which is introduced in Section 5.2, define δ(Er,s) to be
δ(Er,s)(g) =
∑
γ∈B2(F )\GL2(F )
ω(γg, s;F(−,−;Dr))
=Er,s(g) ∧σ∈IF %nα,α+2m(g)(Xσ −
√−1Yσ)2(n−α)(1
2
dEσ −
√−1
2
dHσ).
For K = K0(NF$v0) ∩ K(pr) ⊂ GL2(ÔF ), δ(Er,0) gives an element in HrF (YK(pr),L(nα, φ0; C)). We call this class
an Eisenstein cohomology class. To discuss the rationality of this Eisenstein cohomology classes, we introduce a
normalized test functions as follows:
F˜v(g, s;Dr) = 1
L(2s+ 1, φ1,vφ
−1
2,v)
Fv(g, s;Dr),
for each v ∈ ΣF , v < ∞. Then Lemma 5.11 shows that F˜fin(g, s;Dr) := ⊗v<∞F˜v(gv, s;Dr) gives an element in
V
K1(NF$v0 )∩K(pr)
φ,s,fin,Q
. Let F0(g, s;Dr) = F0∞(g, s;φ∞)⊗ F˜fin(g, s;Dr).
Proposition 6.7. Let F0(g, s;Dr) = F0∞(g, s)⊗ F˜fin(g, s;Dr) and K = K0(NF$v0) ∩ K(pr) ⊂ GL2(ÔF ). Denote by
∂Y BSK (p
r) the boundary of the Borel-Serre compactification of YK(pr).
(i) We have∫
[N2]
δ(E0,s)(n(x)g)dx
=2(s−1)[F :Q]
√−1kα × ΓC(s+ kα)L(∞v0NF )(2s+ 1, φ1φ−12 )× ω(g, s;F0(−,−;D0))
+ 2(s+kα−1)[F :Q](−1)[F :Q] × ΓC(2s+ kα − 1)
ΓC(s)[F :Q]
L(∞v0)(2s, φ1φ−12 )× ω(g,−s;MF0(−,−;D0))
(6.10)
In particular, r(δ(E0,0)) defines an element in H
rF (∂Y BSK (p
0),L(nα, φ0;Kpi)).
(ii) The Eisenstein cohomology class δ(E0,0) is in H
rF (YK(p0),L(nα, φ0;Kpi)).
Proof. The identity in the first statement (6.10) immediately follows from (6.9) and Lemma 5.11. Recall that
ΓC(s+ kα)L
(∞)(2s+ 1, φ1φ−12 )|s=0 ∼Q× pi−2(n−α+t)L(∞)(2(n− α+ 1), ω′φ),
where the finite-order character ω′φ is introduced in (5.4). Then assumption (5.5) implies that ω
′
φ is a totally even
character. Hence the rationality of r(δ(E0,0)) follows from (6.10) and the fact that critical values of Hecke L-functions
L(s, ω′φ) in Kpi (Klingen-Siegel’s theorem, see for instance [Sh76, Theorem 1]).
[Ha87, Theorem 2] yields that the map
Eis : Im(r)→ HrF (YK,L(nα, φ0; C)) : ω(g) 7→
∑
γ∈B2(F )\GL2(F )
ω(γg)
is defined over Q and it gives a section of r. Combining this and the first statement, the second statement follows. 
Definition 6.8. Let L ⊂ Cp be an extension of Qp and denote the ring of integers of L by OL. Define an OL-module
HrF (YK,L(nα, φ0;OL))′ to be the image ofHrF (YK,L(nα, φ0;OL)) to HrF (YK,L(nα, φ0; Cp)). We sometimes consider
HrF (YK,L(nα, φ0;OL))′ as a sub OL-module of HrF (YK,L(nα, φ0; C)) via fixed isomorphism ip : C ∼→ Cp.
For each δ(E0,0) ∈ HrF (YK(p0),L(nα, φ0;L)), define δK,L(Φ(0)) ∈ OL to be a generator of the following ideal{
a ∈ OL | aδ(E0,0) ∈ HrF (YK(p0),L(nα, φ0;OL))′
}
.
This is well-defined, since δ(E0,0) defines a rational cohomology class by Proposition 6.7. We call δK,L(Φ(0)) the
denominator of δ(E0,0).
Remark 6.9. We will discuss the rationality of δ(Er,0) and its relation with the critical values of Asai L-functions in
Section 8.1 for each r > 0, where we reduce the rationality of δ(Er,0) to the rationality of δ(E0,0).
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6.5. Cup products. In this subsection, we introduce certain cup products of cohomology classes which are introduced
in the previous subsections. This cup product is considered as a partial zeta integral, and it will give an integral
expression of the critical values of Asai L-functions twisted by Hecke characters ϕ. This kind of description of Asai
L-functions is found in [Gh99a, Section 5.2] in terms of the classical language if ϕ is trivial. We keep to introduce the
adelic formulation.
The cup product in this subsection is given for the pair of the Eisenstein cohomology classes and the pull-backs to
GL2(FA) of the image of cusp forms on GL2(EA) via the Eichler-Shimura-Harder map. Hence we firstly define the
pull-back of cohomology classes on GL2(EA) to GL2(FA). For this purpose, define a differential operator ∇ as follows:
∇ = ∂
2
∂X∂Yc
− ∂
2
∂Xc∂Y
.
Assume that A is a Z-algebra such that (n!)−1 ∈ A. Define Υ = ⊕nα=0Υα : L(n;A)→ ⊕nα=0L(2n− 2α;A) to be
Υ(P (X,Y,Xc, Yc)) = ⊕nα=0
1
α!2
∇αP (X,Y,Xc, Yc)|Xc=X,Yc=Y .(6.11)
Note that we use the multi-index notation in the definition of ∇.
Proposition 6.10. ([Gh99a, Lemma 2]) The map Υ = ⊕nα=0Υα : L(n;A) → ⊕nα=0L(2n − 2α;A) is an isomorphism
as SL2(A)-modules.
Let KE be an open compact subgroup of GL2(ÔE) and KF = KE ∩ GL2(ÔF ). Let us consider the local system
L(n;A) (resp. L(nα;A)) on Y EK := Y EKE (resp. Y FK := Y FKF ) which is determined by the GL2(E)-module (%n,m, L(n;A))
(resp. GL2(F )-module (%2n−2α,α+2m, L(nα;A)). Define a map from L(n;A) to L(nα;A) by
L(n;A)/Y EK −→ L(nα;A)/Y FK ; (g, Pg) 7−→ (g,Υ
αPι(g)),(6.12)
where ι : GL2(FA) → GL2(EA) is the natural inclusion. Then Proposition 6.10 proves that (6.12) is a well-defined
map between local systems. Hence we have a map
HrFcusp(Y
E
K ,L(n;A)) −−−−→ HrFcusp(Y FK ,L(nα;A)), (0 ≤ α ≤ n)
and denote this map by Υα again.
Let N be an ideal of ÔE such that N is the conductor of pi and NF = N ∩ ÔF . Put KE = K0(N$v0) ∩ K(pr) ⊂
GL2(ÔE) and KF = K0(NF$v0) ∩ K(pr) ⊂ GL2(ÔF ). We write Y ∗K(pr) = YK∗ for ∗ = E or F . For each Hecke
character χ : E×\E×A → C× of the conductor dividing N, we put χ0 = χ|O×E , χ00 = χ|O×F . Then, in a similar way as
in the definition of Υα as above, we obtain a map
Υα : HrFcusp(Y
E
K (p
r),L(n, χ0;A)) −−−−→ HrFcusp(Y FK (pr),L(nα, χ00;A)), (0 ≤ α ≤ n).
Applying χ for the central character ωf of a cusp form f , we define δ
α(f) (resp. ηαf ) to be the image of δ(f) (resp.
ηf ) under the above map Υ
α.
Note that the natural embedding ι : GL2(FA)→ GL2(EA) induces the map on the dual of Lie algebras:
dE1 7−→ dE, dH0 7−→ −dH, dE2 7−→ dE.
By using the above definitions and a description of %(h
(r)
ξ )ηf in (6.6), an explicit form of %(h
(r)
ξ )η
α
f is given by
%(h
(r)
ξ )η
α
f (g) (Xg)
= p−mr
n+1∑
i=−n−1
f i(gh
(r)
ξ )
(
%2n−2α,α+2m(g) ·Υα(vi(−2))dE(L−1g Xg)
−%2n−2α,α+2m(g) ·Υα(vi(0)) (−dH) (L−1g Xg)− %2n−2α,α+2m(g) ·Υα(vi(2))dE(L−1g Xg)
)
.
(6.13)
Let r ∈ Z[ΣF,p] with rv1 = rv2 > 0 for each v1, v2 | p. Write YK(pr) = Y FK (pr), since only Y FK (pr) appears hereafter.
We consider a cup product by dividing YK(pr) to small pieces to make a local system trivial on each piece. We will
see in the next section that the cup product on these small pieces will give us an integral expression of partial Asai
L-functions. Consider
detr : YK(pr)→ F×F×∞,+\F×A/(Ô(p)F )×(1 + prOF,p) =: Cl+F (pr).
For each x ∈ Cl+F (pr), define YK(pr)x to be the inverse image det−1r (x) of x. We also denote by δα(f)x (resp.
ηαf,x, δ(Er,0)x) the pull-back of δ
α(f) (resp. ηαf , δ(Er,0)) via YK(p
r)x → YK(pr).
For the central character ωf of a cusp form f , we put ω00 := ωf |Ô×F . Let A be an Opi-subalgebra of Cp, and A˜ the
local system, which is determined by (%0,2κ, L(0;A)). If g1 and g2 ∈ GL2(FA) give the same class in YK(pr)x, then
u := g1g
−1
2 satisfies detu ∈ O×F,+ and detu ≡ 1 mod pr, and hence det(u)2κ = 1. This shows that A˜ is isomorphic to
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the trivial local system on YK(pr)x. Note that (nα!)−1 ∈ A by the assumption p > n. For each P,Q ∈ L(nα; Cp), we
find that
[%2n−2α,α+2m(g) · P, %2n−2α,α+2m(g) ·Q]2n−2α
=[(det g)α+2m%2n−2α,0(g) · P, (det g)α+2m%2n−2α,0(g) ·Q]2n−2α
=(det g)2α+4m(det g)2n−2α[P,Q]2n−2α
=(det g)2n+4m[P,Q]2n−2α.
(6.14)
Hence the non-degenerate pairing [·, ·]nα on L(nα;A)⊗2 induces a cup product pairing:
∪ : HrFcusp(YK(pr)x,L(nα, ω00;A))⊗HrF (YK(pr)x,L(nα, ω−100 ;A)) −−−−→ H2rFc (YK(pr)x, A˜)
−−−−→ A.
(6.15)
(See also [Hi94, (5.3)] for this argument.) The last map in (6.15) is given by the upper horizontal map in the following
commutative diagram:
H2rFc (YK(p
r)x, A˜) −−−−→ Ay y
H2rFc (YK(p
r)x,C)
∼−−−−→ C
where the vertical maps are induced by the fixed isomorphism ip : C → Cp and the lower horizontal map is given
by the integration on YK(pr)x. Then let us compute the image %(h
(r)
ξ )δ
α(f)x ∪ δ(Er,0)x of %(h(r)ξ )δα(f)x ⊗ δ(Er,0)x
via the cup product assuming that A = Cp. For this purpose, we prepare some notations. Write g∞ ∈ GL2(F∞) as
follows:
g∞ = ty−
1
2
(
y x
0 1
)
k, (t ∈ F×∞, x ∈ F∞, y ∈ F×∞, k ∈ C∞,+).(6.16)
Then the identity (6.8) implies that
1
2rF
dH ∧ dE(L−1g Xg) = 2rF
dx ∧ dy
y2
.
Hence, for each measurable function F on YK(pr), we find that∫
YK(pr)
F(g)dH ∧ dE(L−1g Xg) =
∫
GL2(F )F
×
A \GL2(FA)
F(g)drg,
where
drg∞ = 22rF
dx ∧ dy
y2
dk, vol(dk,C∞,+) = 1, vol(drgfin,K(pr)) = 1.
Put
C(α, i) =[Υα(vi(0)), (X −
√−1Y )2n−2α]2n−2α +
√−1[Υα(vi(−2)), (X −
√−1Y )2n−2α]2n−2α
−√−1[Υα(vi(2)), (X −
√−1Y )2n−2α]2n−2α,
(6.17)
fα(g) =
∑
−n−1≤i≤n+1
C(α, i)f i(g).
Define a partial zeta integral Iαr,x,s by
Iαr,x,s =p
−mr
∫
YK(pr)x
fα(gh
(r)
ξ )Er,s (g) (det g
−1
p g∞)
2[κ]drg,(6.18)
where we recall κ = n+ 2m.
Proposition 6.11. For each x ∈ Cl+F (pr), we have %(h(r)ξ )δα(f)x ∪ δ(Er,0)x = Iαr,x,0.
Proof. Then (6.14) and the explicit description (6.13) of δα(f)(g) prove that, for each g ∈ YK(pr), we can write
%(h
(r)
ξ )δ
α(f) ∪ δ(Er,0)(g) = p−mrfα(gh(r)ξ )Er,s (g) (det g−1p g∞)2[κ]
for an open neighborhood of g. Hence the image of %(h
(r)
ξ )δ
α(f)x ∪ δ(Er,0)x under the trace map (6.15) is given by
the formula in the statement. See also [Gh99a, Section 5, 6] for a similar argument in terms of the coordinate of the
Poincare´ upper 3-space. 
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Remark 6.12. Let K be an open compact subgroup of GL2(ÔF ) such that K(pr) ⊂ K and that K(p) = K(pr)(p). For
each ω ∈ H2rFc (YK(pr), A˜) and g ∈ YK(pr), we write ω(g) = (g, Pg) for an open neighborhood of g, where Pg ∈ A is
the fiber of ω around g. Consider the trace map TrK/K(pr), which is induced by the natural projection YK(pr)→ YK.
Since the action of u ∈ K on (g, Pg) is given by (gu, %0,2κ(u−1p )Pg) by the definition of the local system A˜ on YK,
the fiber of ω · u around g is given by %0,2κ(u−1p )Pgu−1 . Hence the image of %(h(r)ξ )δα(f) ∪ δ(Er,0) via the trace map
TrK/K(pr) is given by
TrK/K(pr)
(
%(h
(r)
ξ )δ
α(f) ∪ δ(Er,0)
)
(g) =
∑
u∈K/K(pr)
%0,2κ(u
−1
p )
(
p−mrfα(gu−1h(r)ξ )Er,s
(
gu−1
)
(det(gu−1)−1p g∞)
2[κ]
)
=
∑
u∈K/K(pr)
p−mrfα(guh(r)ξ )Er,s (gu) (det g
−1
p g∞)
2[κ].
This deduces that
p−mr
∫
YK(pr)x
fα(gh
(r)
ξ )Er,s (g) (det g
−1
p g∞)
2[κ]drg
=p−mr
∑
u∈K/K(pr)
∫
YK,x
fα(guh
(r)
ξ )Er,s (gu) (det g
−1
p g∞)
2[κ]dKg,
(6.19)
where vol(dKg,K) = 1 and YK,x is the image of YK(pr)x under the natural projection YK(pr) → YK. We will use the
identity (6.19) in Section 8.1 and 8.2.
7. Integral expression of Asai L-functions
In this section, we describe the integral expression of Asai L-functions following the strategy in [Gh99a] and [Gh99b].
As in the previous sections, we emphasis to use the adelic language, that is, we express Asai L-functions in terms of
a product of local zeta integrals. See Proposition 7.3 for the result. We will prove the interpolation formula for Asai
L-functions by using local zeta integrals in Section 9, 10 and 11, which is a different method from a prior work in
[LW].
Let ϕ : F×\F×A → C× be a finite-order Hecke character of the conductor dividing pr. For each a ∈ Z, put
ϕa = | · |aAϕ and denote by ϕ̂a the p-adic avatar of ϕa.
The following proposition, combining with the interpolation formula in Section 8.3, explains that the integral Iαr,x,s
in (6.18) gives an integral expression of the partial Asai L-functions:
Proposition 7.1. (Birch Lemma) Let dg be a Haar measure on GL2(FA) so that
• dg∞ = 22rF d×tdxdy
y2
dk, where g∞ is written as in (6.16) and vol(dk,C∞,+) = 1;
• vol(dgfin,GL2(ÔF )) = 1.
Then we have ∑
x∈Cl+F (pr)
ϕ̂2[κ](x)I
α
r,x,s
=
p−mr
[GL2(ÔF ) : K0(NF$v0) ∩ K(pr)]
∫
GL2(F )\GL2(FA)/F×∞
fα(gh
(r)
ξ )Er,s(g)| · |2[κ]A ϕ(det g)dg.
(7.1)
Proof. We firstly remark that the left-hand side of the statement is well-defined. Since the region YK(pr)x of the
integral Iαr,x,s can be written as det
−1
r (x), we have to check that ϕ̂2[κ](det g1) = ϕ̂2[κ](det g2) for each g1, g2 ∈ det−1r (x).
However this is obvious, since ϕ̂2[κ] is trivial on F
×F×∞ÔF (pr) by the definition of the p-adic avatar.
By the definition of the p-adic avatar of Hecke characters, we find that∑
x∈Cl+F (pr)
ϕ̂2[κ](x)I
α
r,x,s =
∑
x∈Cl+F (pr)
p−mr
∫
YK(pr)x
fα(gh
(r)
ξ )Er,s (g) (det g
−1
p g∞)
2[κ]drgϕ̂2[κ](x)
=p−mr
∑
x∈Cl+F (pr)
∫
YK(pr)x
fα(gh
(r)
ξ )Er,s (g) (det g
−1
p g∞)
2[κ]ϕ̂2[κ](det g)drg
=p−mr
∫
YK(pr)
fα(gh
(r)
ξ )Er,s (g)ϕ2[κ](det g)drg.
Then the definition of ϕ2[κ] and the normalization of measure prove the statement. 
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Let dE/F =
(
(2ξ)−1 0
0 1
)
. Recall that Wpi is the Whittaker function which is introduced in (3.1). Define
Wαpi (g) =
∑
−n−1≤i≤n+1
C(α, i)W ipi (g) , W
α
pi,v(g) =
{∑
−nv−1≤i≤nv+1 C(α, i)W
i
pi,v (g) , (v | ∞),
Wpi,v(g), (v <∞).
The following proposition gives the unfolding of the right-hand side of (7.1):
Proposition 7.2. We have∫
GL2(F )\GL2(FA)/F×∞
fα(g)Er,s(g)| · |2[κ]A ϕ(det g)dg
=
∏
v
∫
N2(Fv)\GL2(Fv)
Wαpi,v
(
dE/F g
)
Φ(r)v ((0, 1)g)| · |s+n−α+1v ϕv(det g)dg.
Proof. Denote by fαu (g) = |det g|
[κ]
2
EA
fα(g) = |det g|[κ]A fα(g) the unitarization of fα. Let Pmir be the mirabolic subgroup
of GL2, that is,
Pmir =
{(∗ ∗
0 1
)}
⊂ GL2.
Then the left-hand side of the statement is given by∫
B2(F )\GL2(FA)/F×∞
fαu (g)FΦ(r)(g)| · |[κ]A ϕ(det g)dg
=
∫
Pmir(F )\GL2(FA)/F×∞
fαu (g)Φ
(r)
fin ((0, 1)g)φ1,fin(det g)|det g|
s+ 12
fin
×
{∫
F×∞
Φ∞((0, t)g)φ1,∞| · |s+
1
2∞ (det tg)φ−11,∞φ
−1
2,∞(t)d
×t
}
| · |[κ]A ϕ(det g)dg.
Note that φ1,∞φ2,∞ = ω−1pi,∞| · |−2[κ]∞ by the assumption (5.5) and that ϕ(det tg) = ϕ(det g) for each t ∈ F×∞, since ϕ is
of finite-order. Hence the above integral becomes∫
Pmir(F )\GL2(FA)/F×∞
dg
∫
F×∞
d×t
fαu (tg)Φ
(r)
fin ((0, 1)g)|det g|s−(α+2m)+1fin Φ∞((0, 1)tg)| · |s−(α+2m)+1∞ (det tg)|det tg|[κ]A ϕ(det tg)
=
∫
Pmir(F )\GL2(FA)
dgfαu (g)Φ
(r)((0, 1)g)|det g|s−(α+2m)+1A | · |[κ]A ϕ(det g)
=
∫
Pmir(F )\GL2(FA)
dgfαu (g)Φ
(r)((0, 1)g)| · |s+n−α+1A ϕ(det g).
The Fourier-Whittaker expansion of fu shows that∫
Pmir(F )\GL2(FA)
dgfαu (g)Φ
(r)((0, 1)g)| · |sAϕ(det g)
=
∫
Pmir(F )\GL2(FA)
∑
a∈E×
Wαpi
((
a 0
0 1
)
g
)
Φ(r)((0, 1)g)| · |sAϕ(det g)dg
=
∫
Pmir(F )\GL2(FA)
Φ(r)((0, 1)g)| · |sAϕ(det g)dg
×
 ∑
a∈F×
Wαpi
((
a 0
0 1
)
g
)
+
∑
a,a′∈F×
Wαpi
((
(1 + a′ξ)a 0
0 1
)
g
)
+
∑
a∈F×
Wαpi
((
a 0
0 1
)
dE/F g
)
=
∫
N2(F )\GL2(FA)
Φ(r)((0, 1)g)| · |sAϕ(det g)dg
×
{
Wαpi (g) +
∑
a∈F×
Wpi
((
(1 + aξ) 0
0 1
)
g
)
+Wαpi
(
dE/F g
)}
=
∫
N2(FA)\GL2(FA)
∫
F\FA
duΦ(r)((0, 1)g)| · |sAϕ(det g)dg
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×
{
Wαpi
((
1 u
0 1
)
g
)
+
∑
a∈F×
Wαpi
((
(1 + aξ) 0
0 1
)(
1 u
0 1
)
g
)
+Wαpi
(
dE/F
(
1 u
0 1
)
g
)}
=
∫
N2(FA)\GL2(FA)
∫
F\FA
duΦ(r)((0, 1)g)| · |sAϕ(det g)dg
×
{
ψE(u)W
α
pi (g) +
∑
a∈F×
ψE((1 + aξ)u)W
α
pi
((
(1 + aξ) 0
0 1
)
g
)
+ ψE(u(2ξ)
−1)Wαpi
(
dE/F g
)}
.
By using ∫
F\FA
ψE(u)du =
∫
F\FA
ψE((1 + aξ)u)du = 0,
∫
F\FA
ψE(u(2ξ)
−1)du = 1,
the above integral is equal to∫
N2(FA)\GL2(FA)
Wαpi
(
dE/F g
)
Φ(r)((0, 1)g)| · |sAϕ(det g)dg
=
∏
v
∫
N2(Fv)\GL2(Fv)
Wαpi,v
(
dE/F g
)
Φ(r)v ((0, 1)g)| · |svϕv(det g)dg.
This proves the proposition. 
Define local zeta integrals Iv
(
s;Wpi,v,Φ
(r)
v , ϕv
)
to be
∫
N2(Fv)\GL2(Fv)
dgWαvpi,v
(
dE/F g
)
ϕv (det g) |det g|svΦv((0, 1)g), (v | ∞),∫
N2(Fv)\GL2(Fv)
dgWpi,v
(
dE/F gh
(r)
ξ,v
)
ϕv (det g) |det g|svΦ(r)v ((0, 1)g), (v | p),∫
N2(Fv)\GL2(Fv)
dgWpi,v
(
dE/F g
)
ϕv (det g) |det g|svΦv((0, 1)g), (v - p∞).
(7.2)
Summarizing the arguments in Proposition 7.1, 7.2, we obtain the following proposition:
Proposition 7.3. We have∑
x∈CF (pr)
ϕ̂2[κ](x)I
α
r,x,s =[GL2(ÔF ) : K0(NF$v0) ∩ K(pr)]× p−mrq[κ]rp
∏
v∈ΣF
Iv
(
s+ n− α+ 1;Wpi,v,Φ(r)v , ϕv
)
.
The explicit formula for the local integrals Iv
(
s+ n− α+ 1;Wpi,v,Φ(r)v , ϕv
)
will be given in Section 9, 10 and 11
(see Proposition 9.1, 9.2, 9.4, 10.1 and 11.6 for the result), which is described by the values of Asai L-functions.
8. p-adic Asai L-functions
In this section, we give a definition of p-adic Asai L-functions L αp (As
+
M(pi)). See Theorem 8.8 for the construction,
which is the main theorem in this paper.
In the construction, we use Eisenstein series Er,s, which are introduced in Section 5.2. For the integral property of
p-adic Asai L-functions, we have to study the behavior of the denominators of Eisenstein cohomology classes δ(Er,s).
This is done in Section 8.1. Besides this integrality, we have to construct a certain projective system by using partial
zeta integrals Iαr,x,s, since the p-adic L-functions are elements in an Iwasawa algebra. In our setting, this is done in
Section 8.2. In Section 8.3, we construct p-adic Asai L-functions (see Theorem 8.8).
8.1. Bounding denominators. In this subsection, we study behavior of the denominator of the partial zeta-integral
Iαr,x,s. See Corollary 8.5 for the result.
Define a subgroup KZ(pr) of GL2(ÔF ) to be K(pr)Ô×F . Note that a complete set of representatives of KZ(pr)/K(pr)
is given by {z(u) := ( u 00 u )|u ∈ (OF,p/prOF,p)×} and that KZ(p0) = K(p0). Write
YKZ (p
r) = GL2(F )\GL2(FA)/C∞,+F×∞ (K0(NF$v0) ∩ KZ(pr)) .
For each x ∈ Cl+F (pr), define
YKZ (p
r)x = image of YK(pr)x via YK(pr)→ YKZ (pr).
We deduce the behavior of {δ(Er,s)}r≥1 by studying its relation to δ(E0,s). For this purpose, we need the following
elementary lemmas:
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Lemma 8.1. Let Iαr,x,s be as in (6.18). Then we have
Iαr,x,s = p
−mr
∫
YKZ (p
r)x
fα(gh
(r)
ξ )
 ∑
u∈(OF,p/prOF,p)×
Er,s (gz(u))
 (det g−1p det g∞)2[κ]dZ,rg,
where we define a Haar measure dZ,rg so that dZ,r,∞g = dr,∞g and vol(dZ,r,fing,KZ(pr)) = 1.
Proof. In general, for each integrable function F ∈ L1(YK(pr)) on YK(pr), we have∫
YK(pr)x
F(g)drg =
∫
YKZ (p
r)x
∑
u∈(OF,p/prOF,p)×
F(gz(u))dZ,rg.
Since %(h
(r)
ξ )f is invariant by the right-translation of z(u) for each u ∈ (OF,p/prOF,p)×, the statement follows from
(6.19) for K = KZ(pr). 
Lemma 8.2. For each r ≥ 1, we have∑
u∈(OF,p/prOF,p)×
Φ(r)p (um, un) = q
r
pΦ
(0)
p
(
(m,n)
(
pr 0
0 1
))
− qr−1p Φ(0)p
(
(m,n)
(
pr−1 0
0 1
))
.
Proof. The elementary calculation shows that∑
u∈(OF,v/$rvOF,v)×
ψF,v
(
um
$rv
)
IOF,v (m)
=
∑
u∈OF,v/$rvOF,v
ψF,v
(
um
$rv
)
IOF,v (m)−
∑
u∈OF,v/$r−1v OF,v
ψF,v
(
$vum
$rv
)
IOF,v (m)
=qrvI$rvOF,v (m)− qr−1v I$r−1v OF,v (m)
for each v | p. This shows the statement. 
Let A be an Opi-subalgebra of Cp and a(pr′) =
(
pr
′
0
0 1
)
∈ GL2(Fp) for each r′ ∈ Z with 0 ≤ r′ ≤ r. Recall that
ω00 is defined to be ωpi|Ô×F . Define a homomorphism %(a(p
r′)) between local systems L(nα, ω00;A)) on YK(p0) and
YKZ (p
r) to be
%(a(pr
′
)) : L(nα, ω00;A)/YK(p0) → L(nα, ω00;A)/YKZ (pr); (g, Pg) 7→ (g, p−mr
′
%(p)n,m(a(p
r′))Pga(pr′ )).
Since we have
a(pr
′
)−1ua(pr
′
) ∈ K(p0)
for each u ∈ KZ(pr), %(a(pr′)) is well-defined. See Section 6.2, where we did a similar argument for the definition of
ρ(h
(r)
ξ ) in (6.6).
Lemma 8.3. Recall that δK(p0),Kpi (Φ
(0)) is the denominator of δ(E0,0), which is defined in Definition 6.8. Then, for
each r ≥ r′ ≥ 0,
δintr′ (E0,0) := δK(p0),Kpi (Φ
(0))%(a(pr
′
))δ (E0,0)
is an element in HrF (YKZ (p
r),L(nα, ω−100 ;Opi))′.
Proof. By the definition, δint0 (E0,0) defines an element in H
rF (YK(p0),L(nα, ω−100 ;Opi))′. Since δintr′ (E0,0) is the image
of δint0 (E0,0) under %(a(p
r′)), the statement follows. 
Let a(pr) =
(
pr 0
0 1
)
∈ GL2(Fp) and
Eavr,s(g) :=
1
qr−1p
∑
u∈(OF,p/prOF,p)×
Er,s(gz(u)) = qpE0,s (ga(p
r))− E0,s
(
ga(pr−1)
)
.(8.1)
Note that the middle term of (8.1) is appeared in Lemma 8.1 and that Lemma 8.2 shows the second identity in
(8.1). We write the image of Eavr,0 via the Eichler-Shimura map as δ(E
av
r,0) ∈ HrF (YKZ (pr),L(nα, ω−100 ; Cp)). Let
ιZ,r,x : YKZ (p
r)x → YKZ (pr) be the natural inclusion.
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Proposition 8.4. For each r ≥ 1, we find that
δK(p0),Kpi (Φ
(0))ι∗Z,r,x
(
δ(Eavr,0)
) ∈ HrF (YKZ (r)x,L(nα, ω−100 ;Opi)).
In particular, the denominators of ι∗Z,r,xδ(E
av
r,0) are bounded by a constant δK(p0),Kpi (Φ
(0)) which is independent of r
and x.
Proof. Lemma 8.2 shows that
δ(Eavr,0) = qp%(a(p
r))δ(E0,0)− %(a(pr−1))δ (E0,0) ,
and hence δK(p0),Kpi (Φ
(0))δ(Eavr,0) is an element in H
rF (YKZ (p
r),L(nα, ω−100 ;Opi)) by Lemma 8.3. This shows the
proposition. 
Corollary 8.5. For each r > 0, the value δK(p0),Kpi (Φ
(0))Ω−1pi,pI
α
r,x,0 is an element in Opi
Proof. Proposition 6.11, Lemma 8.2 and (8.1) show that
Ω−1pi,pI
α
r,x,0 =q
r−1
p × %(h(r)ξ )ηαf,x ∪ ι∗Z,r,xδ(Eavr,0(g)).
Proposition 8.4 shows that the denominator of %(h
(r)
ξ )ηf,x ∪ ι∗Z,r,xδ(Eavr,0(g)) is bounded by δK(p0),Kpi (Φ(0)), which is
independent of r. This shows the statement. 
8.2. Distribution property. In this subsection, we consider a distribution property of partial zeta integrals. This
enables us to construct a projective system in an Iwasawa algebra which gives the p-adic Asai L-functions. We firstly
show a distribution relation for Iαr,x,s in Proposition 8.6. The main result of this subsection is Corollary 8.7, which
is an immediate consequence of Proposition 8.6, and which will be used for a construction an element in an Iwasawa
algebra in the next subsection.
Proposition 8.6. Let λp,0 be the Hecke eigenvalue in (4.1), cr,α,s the constant in (5.7) and I
α
r,x,s the partial zeta
integral in (6.18). Then, for each 0 < r, we have
cr+1,α,sλ
−(r+1)
p,0
∑
y∈pr−1r (x)
Iαr+1,y,s = cr,α,sλ
−r
p,0I
α
r,x,s,
where prr : Cl
+
F (p
r+1)→ Cl+F (pr) is the natural projection.
Proof. Note that (6.19) shows that
cr+1,α,s
∑
y∈pr−1r (x)
Iαr+1,y,s
=cr+1,α,sp
−m(r+1) ∑
g′∈K(pr)/K(pr+1)
∫
YK(pr)x
fα
(
gg′h(r+1)ξ
)
Er,s (gg
′) (det g−1p g∞)
2[κ]drg.
(8.2)
We also recall that λp,0p
m = λp. Hence it suffices to show that the right-hand side of (8.2) is equal to
cr,α,sλpp
−r · p−mr
∫
YK(pr)x
fα
(
gh
(r)
ξ
)
Er,s (g) det(g
−1
p g∞)
2[κ]drg.
Write representatives g′ ∈ K(pr)/K(pr+1) as follows:
g′ = g(1)a,cg
(2)
b,d , g
(1)
a,c =
(
1 + apr 0
cpr 1
)
, g
(2)
b,d =
(
1 bpr
0 1
)(
1 0
0 1 + dpr
)−1
(8.3)
for some a, b, c, d ∈ OF,p/pOF,p.
Firstly we compute the summation for g
(2)
b,d in (8.3). By the definition of Φ
(r)
p in Definition 5.6, we find that
Er,s
(
gg(1)a,cg
(2)
b,d
)
= Er,s(gg
(1)
a,c).
Note that
g
(2)
b,dh
(r+1)
ξ = h
(r)
ξ
(
p b+ dξ
0 1
)(
1 0
0 1 + dpr
)−1
.
Since {1, ξ} gives a pair of basis of OE,p over OF,p, the action of U(p)-operator on f is given as follows:
U(p)(f) =
∑
b,d∈OF,p/pOF,p
%
((
p b+ dξ
0 1
))
f = λpf.
30 K. NAMIKAWA
Hence we have ∑
b,d∈OF,p/pOF,p
∫
YK(pr)x
fα
(
gg(1)a,cg
(2)
b,dh
(r+1)
ξ
)
Er,s
(
gg(1)a,cg
(2)
b,d
)
det(g−1p g∞)
2[κ]drg
=
∑
b,d∈OF,p/pOF,p
∫
YK(pr)x
fα
(
gg(1)a,ch
(r)
ξ
(
p b+ dξ
0 1
))
Er,s
(
gg(1)a,c
)
det(g−1p g∞)
2[κ]drg
=λp
∫
YK(pr)x
fα
(
gg(1)a,ch
(r)
ξ
)
Er,s
(
gg(1)a,c
)
det(g−1p g∞)
2[κ]drg.
Secondary we compute the summation for g
(1)
a,c in (8.3). Note that(
h
(r)
ξ
)−1
g(1)a,ch
(r)
ξ =
(
1 + apr − cprξ (a− cξ)ξ
cp2r 1 + cprξ
)
∈ K1(pr)p.
Hence we find that
fα
(
gg(1)a,ch
(r)
ξ
)
= fα
(
gh
(r)
ξ
)
.
Proposition 5.13 shows that
cr+1,α,s
∑
a,c∈OF,p/pOF,p
∫
YK(pr)x
fα
(
gg(1)a,ch
(r)
ξ
)
Er,s
(
gg(1)a,c
)
det(g−1p g∞)
2[κ]drg
=cr,α,s
∫
YK(pr)x
fα
(
gh
(r)
ξ
)
Er,s (g) det(g
−1
p g∞)
2[κ]drg.
This proves the proposition. 
Let
I˜αr,x,s =
1
Ωpi,p
× cr,α,sλ−rp,0Iαr,x,s.(8.4)
Then the following statement is an immediate corollary of Proposition 8.6:
Corollary 8.7. (Distribution property) We have
∑
y∈pr−1r (x)
I˜αr+1,y,s = I˜
α
r,x,s.
8.3. Interpolation formulas. In this subsection, we construct p-adic Asai L-functions L αp (As
+
M(pi)). Let rec :
Cl+F (p
r) → Gal(F (pr)/F ) be the geometrically normalized reciprocity map. Put σx = rec(x) for x ∈ Cl+F (pr). Write
2ξ =
√−DE/F ∈ E. For each v ∈ ΣF , define λEv/Fv (ψF,v) to be 1 if v is split in E/F and to be the Langlands constant
associated with Ev/Fv and ψF,v if v is non-split, and put λE/F,p(ψF ) =
∏
v|p λEv/Fv (ψF,v). See [BH06, (30.4.1)] for
the definition of the Langlands constants, and [BH06, (30.4.3)] yields that λE/F,p(ψF ) is a 4-th root of unity. Note
that λp,0 is a p-adic unit, since pi is nearly p-ordinary. Hence Corollary 8.5 shows that δK(p0),Kpi (Φ
(0))I˜αr,x,0 ∈ Opi for
each r > 0. Define
c∞(n, α, ξ) =
∏
v|∞
(−1)nv√−1αv22rFD− 12 (nv−αv)E/F
(
nv
αv
)2
∈ O×pi ,
L αp,v0,r(As
+
M(pi)) =δK(p0),Kpi (Φ
(0))c∞(n, α, ξ)−1σξ2λ−1E/F,p(ψF )
∑
x∈Cl+F (pr)
I˜αr,x,0σx ∈ Opi[Gal(F (pr)/F )].
(8.5)
Recall that v0 is the fixed auxiliary prime. Corollary 8.7 shows that the system
{
L αp,v0,r(As
+
M(pi))
}
r≥1 is a projective
system. We define
L αp,v0(As
+
M(pi)) =Tw
[κ]+(α+2m)
p lim←
r
L αp,v0,r(As
+
M(pi)) ∈ Opi[[Gal(F (µp∞)/F )]],
where Twp is defined in Remark 1.2 (v) and v0 is a fixed auxiliary prime in Definition 5.5. The following statement
is the main theorem in this paper:
Theorem 8.8. (Interpolation property) Assume that
• pi is nearly p-ordinary;
• ωpi,p is unramified;
• if pi is conjugate self-dual, then α 6= n;
• the conductor N of pi is square-free;
• for each v | NF with v - p, suppose either one of the following conditions:
– ωpi,v is ramified;
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– if ωpi,v is unramified, then v = wwc | NF splits in E/F and one of piw and piwc is an unramified principal
representation and the other is a special representation;
Then, there exists L αp (As
+
M(pi)) ∈ Kpi ⊗Opi Opi[[Gal(F (µp∞)/F )]] for each finite-order Hecke character ϕ of a p-power
conductor satisfying that (−1)n−αϕ(−1σ) = 1 for each σ ∈ ΣF,∞, we have
φ̂(L αp (As
+
M(pi))) =E∞(As+M(pi)(φ))Ep(As+M(pi)(φ))
L(0,As+M(pi)(φ))
Ω(As+M(pi))
,
where φ = | · |n−αA ϕ.
Proof. Proposition 7.3 yields that
φ̂
(
δK(p0),Kpi (Φ
(0))−1L αp,v0(As
+
M(pi))
)
=ϕ̂2[κ]
(
δK(p0),Kpi (Φ
(0))−1 lim←
r
L αp,v0,r(As
+
M(pi))
)
=c∞(n, α, ξ)−1 × [GL2(ÔF ) : K0(NF$v0) ∩ K(pr)]
× p−mrq[κ]rp φ̂(σξ2)λ−1E/F,p(ψF )
∏
v∈ΣF
Iv
(
s+ n− α+ 1;Wpi,v,Φ(r)v , ϕv
)
.
The explicit calculation of the local integrals Iv
(
s;Wpi,v,Φ
(r)
v , ϕv
)
in Section 9, 10 and 11 (Proposition 9.1, 9.2, 9.4,
10.1 and 11.6) shows that the above product of local integrals is equal to
E∞(As+M(pi)(φ))Ep(As+M(pi)(φ))
L(0,As+M(pi)(φ))
Ω(As+M(pi))
× qv0
(
1− ωpi,v0($v0)ϕ2v0($v0)q−2(n−α+1)v0
)
.
Hence we have to remove a term relating with v0 from the above identity to obtain the interpolation formula in the
statement. We may assume that ωpi is trivial, since an auxiliary prime v0 appears only in this case. Let σv0 be an
element in Gal(F (µp∞)/F ) so that φ̂(σv0) = φ($v0). Define
Pv0 = qv0
(
1− ωpi,v0($v0)q−2v0 σ2v0
)
= qv0
(
1− q−2v0 σ2v0
) ∈ Opi[[Gal(F (µp∞)/F )]].
Then conditions (Aux1) and (Aux2) in Definition 5.5 show that Pv0 is an element in Opi[[Gal(F (µp∞)/F )]]×. Hence
L αp (As
+
M(pi)) := δK(p0),Kpi (Φ
(0))−1L αp,v0(As
+
M(pi))× P−1v0 ∈ Kpi ⊗Opi Opi[[Gal(F (µp∞)/F )]]
satisfies the interpolation formula in the statement. 
Remark 8.9. We find that δK(p0),Kpi (Φ
(0))L αp (As
+
M(pi)) is an element in Opi[[Gal(F (µp∞)/F )]] by the proof of Corol-
lary 8.5.
9. Local integral at unramified and tame places
In this section, we compute the local integral Iv
(
s;Wpi,v,Φ
(r)
v , ϕv
)
for the place v - p∞. See Proposition 9.1, 9.2
and 9.4 for the result. We write Φ
(r)
v as Φv in this section.
9.1. At places not dividing ∞pNF v0. Suppose that v ∈ ΣF does not divide ∞pNF v0 and write Φv = Φ(r)v for the
simplicity. Recall that
Iv (s;Wpi,v,Φv, ϕv) =
∫
F×v
d×a
|a|v
∫
F×v
d×tWpi,v
(
dE/F t
(
a 0
0 1
))
ϕv
(
at2
) |at2|svΦv ((0, 1)t(a 00 1
)
, s
)
=
∫
F×v
d×a
|a|v Wpi,v
((
a 0
0 1
))
ϕv (a) |a|sv ×
∫
F×v
d×tωpi,v(t)× ϕ2v (t) |t|2sv
=
∫
F×v
d×a
|a|v Wpi,v
((
a 0
0 1
))
ϕv (a) |a|sv × L(2s, ωpi,vϕ2v).
(9.1)
Proposition 9.1. Assuming v -∞pNF v0, we have
Iv (s;Wpi,v,Φv, ϕv) = L(s,As
+(pi)v ⊗ ϕv).
Proof. By using (9.1), the proof is done in a straightforward way, so we omit it. 
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9.2. At places v | NF , v - p. Assuming that N is square-free, we give an explicit formula of the local integral. We
firstly recall the explicit formula of L(s,As+(pi)v) as follows:
• If v = wwc is split in E/F , then we have L(s,As+(pi)v) = L(s, piw × piwc). (See [GJ78, Proposition (1.4)] for
the explicit formula for L(s, piw × piwc).)
• Suppose that v is inert in E/F . If piv is a principal series representation pi(µv, νv) for some unramified
character µv : E
×
v → C× and ramified character νv : E×v → C×, then
L(s,As+(pi)v) = L(s, µv|F×v ).
If piv = Sp(ηv) ⊂ pi(ηv| · |
1
2
v , ηv| · |−
1
2
v ) is a special representation for some quadratic character ηv : E
×
v → C×,
then
L(s,As+(pi)v) = L(s+ 1, ηv|F×v )L(s, τEv/Fvηv|F×v ),
where τEv/Fv is the quadratic character associated with Ev/Fv.
Note that
Iv (s;Wpi,v,Φv, ϕv)
=
1
[GL2(OF,v) : K0(NF,v)]
∫
F×v
d×a
|a|v
∫
F×v
d×tWpi,v
(
dE/F t
(
a 0
0 1
))
ϕv
(
at2
) |at2|svΦv ((0, 1)t(a 00 1
)
, s
)
=
1
[GL2(OF,v) : K0(NF,v)]
∫
F×v
d×a
|a|v Wpi,v
((
a 0
0 1
))
ϕv (a) |a|sv
= :
1
[GL2(OF,v) : K0(NF,v)] I˜v (s;Wpi,v,Φv, ϕv) .
Then the computation of I˜v (s;Wpi,v,Φv, ϕv) is done in a straightforward way. We summarize the result of the
computation as follows:
Proposition 9.2. (i) Suppose that v = wwc splits in E/F .
(a) Suppose that both piw and piwc are principal series representations. Write piw = pi(µw, νw) and piwc =
pi(µwc , νwc), where µw and µwc are unramified characters. Then we have
I˜v (s;Wpi,v,Φv, ϕv) = L(s,As
+(pi)v ⊗ ϕv)×
{
1, (νwνwc is ramified ),
L(s, νwνwcϕv)
−1, (νwνwc is unramified ).
(b) Suppose that either one of piw and piwc is principal series representation and the other is a special
representation. Then we have
I˜v (s;Wpi,v,Φv, ϕv) = L(s,As
+(pi)v ⊗ ϕv).
(c) Suppose that both piw = Sp(ηw) and piwc = Sp(ηwc) are special representations, where both ηw and ηwc
are unramified characters by the square-freeness of N. Then we have
I˜v (s;Wpi,v,Φv, ϕv) = L(s,As
+(pi)v ⊗ ϕv)× L(s, η−1w ηwc)−1.
(ii) Suppose that v is inert in E/F . Then we have
I˜v (s;Wpi,v,Φv, ϕv) = L(s,As
+(pi)v ⊗ ϕv)×
{
1, (piv : principal series),
L(s, τEv/Fvηvϕv|F×v )−1, (piv = Sp(ηv) : special).
Remark 9.3. For each v | NF , suppose either one of the following conditions:
• ωpi,v is ramified;
• if ωpi,v is unramified, then v = wwc | NF splits in E/F and one of piw and piwc is an unramified principal
representation and the other is a special representation.
Then Proposition 9.2 yields that
Iv (s;Wpi,v,Φv, ϕv) =
1
[GL2(OF,v) : K0(NF,v)]L(s,As
+(piv)⊗ ϕv).
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9.3. At an auxiliary place. Let v0 be the fixed auxiliary place of F , which is defined in Definition 5.5.
Proposition 9.4. We have
Iv0 (s;Wpi,v0 ,Φv0 , ϕv0) =
qv0
[GL2(OF,v0) : K0($v0)]
L(s,As+(pi)v0 ⊗ ϕv0)
L(2s, ωpi,v0ϕ
2
v0)
.
Proof. We omit the subscript v0 in this proof. Recall that for each integralable function F ∈ L1(N2(F )\GL2(F )) on
N2(F )\GL2(F ), we have∫
N2(F )\GL2(F )
F(g)dg = ζF (2)
ζF (1)
∫
F×
d×t
∫
F×
d×a
|a|
∫
F
dxF
(
t
(
a 0
0 1
)(
0 1
−1 0
)(
1 x
0 1
))
(9.2)
(see [MV10, Section 3.1.6]). We note that
Φ
(
(0, 1)t
(
a 0
0 1
)(
0 1
−1 0
)(
1 x
0 1
))
=Φ(−t,−tx).
Hence the formula (9.2) shows that I (s;Wpi,Φ, ϕ) is given as follows:
I (s;Wpi,Φ, ϕ) =
∫
N2(F )\GL2(F )
dgWpi
(
dE/F g
)
ϕ (det g) |det g|sΦ((0, 1)g, s)
=
ζF (2)
ζF (1)
∫
F×
d×a
|a| Wpi
((
a 0
0 1
))
ϕ (a) |a|s
=
q
[GL2(OF ) : K0($)]
L(s,As+(pi)⊗ ϕ)
L(2s, ωpiϕ2)
.
This proves the statement. 
10. Local integral at p-adic places
By Proposition 7.3 and (8.4), it suffices to compute the following integral for the interpolation formula in Theorem
8.8:
λ−rp cr,α,s × q[κ]rp Ip
(
s+ n− α+ 1;Wpi,p,Φ(r)p , ϕp
)
= λ−rp cr,α,s × q[κ]rp
∫
N2(Fp)\GL2(Fp)
dgWpi,p
(
dE/F gh
(r)
ξ
)
ϕp(det g)|det g|s+n−α+1p Φ(r)p ((0, 1)g)
=: Ir,ϕ(s+ n− α+ 1).
Recall that the constants αpip and βpip are defined in (Sat1), (Sat2) in Section 4. Then we find that
λ−rp cr,α,s × q[κ]rp =(βpipq[κ]+1)−r × ωpi,p(p)−rq(nα+2s)rp × q−rp × q[κ]rp
=
(
βpipωpi,p(p)q
−nα+(1−2s)
p
)−r
=
(
βpipωpi,p(p)q
3−2(s+n−α+1)
p
)−r
.
Hereafter we drop the subscript p in this section.
Proposition 10.1. Recall that χαpi : F
×
p → C× is the unramified character such that χαpi ($v) = αpiv for each
v ∈ ΣF,p. Then we have
Ir,ϕ(s) =
1
[GL2(OF ) : K(pr)] ×
γ(s, χαpiϕ,ψF )
ϕ(ξ2)λE/F (ψ)−1γ(s,As
+(pi)⊗ ϕ,ψF )
.
In particular, we have
Ir,ϕ(n− α+ 1) =
φ̂(σξ2)
−1λE/F (ψF )
[GL2(OF ) : K(pr)] × E(As
+
M(pi)(φ)p)L(0,As
+
M(pi)(φ)p).
Proof. Let
I
(
s;
(
%(h
(r)
ξ )Wpi
)
⊗ ϕ,Φ(r)
)
=
∫
N2(F )\GL2(F )
dgWpi
(
dE/F gh
(r)
ξ
)
ϕ(det g)|det g|sΦ(r)((0, 1)g).
The functional equation of zeta integrals for Asai L-functions ([Fl93, Appendix, Theorem], [CCI, (2.1.2)]) shows that
I
(
s;
(
%(h
(r)
ξ )Wpi
)
⊗ ϕ,Φ(r)
)
= γRS(s; As
+(pi)⊗ ϕ,ψF , ξ)−1I
(
1− s;
(
%(h
(r)
ξ )Wpi
)
⊗ ϕ−1ω−1pi , Φ̂(r)
)
,
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where γRS(s; As
+(pi)⊗ ϕ,ψF , ξ) is the γ-factor of Rankin-Selberg zeta integral. Note that [CCI, Corollary 2.2] yields
that
γRS(s; As
+(pi)⊗ ϕ,ψF , ξ) =ωpi(ξ)ϕ(ξ2)|ξ2|s− 12 × λ−1E/F (ψF )γ(s,As+(pi)⊗ ϕ,ψF )
=ϕ(ξ2)× λ−1E/F (ψF )γ(s,As+(pi)⊗ ϕ,ψF ).
(10.1)
Compute the following integral:
I
(
1− s;
(
%(h
(r)
ξ )Wpi
)
⊗ ϕ−1ω−1pi , Φ̂(r)
)
=
∫
N2(F )\GL2(F )
dgWpi
(
dE/F gh
(r)
ξ
)
ϕ−1ω−1pi (det g)|det g|1−sΦ̂(r)((0, 1)g).
(10.2)
Let us use the following coordinate:
g = t
(
a 0
0 1
)(
0 −1
1 0
)(
1 −x
0 1
)(
0 −1
1 0
)
= t
(
a 0
0 1
)(
1 0
x 1
)
= t
(
a 0
x 1
)
.
Note that (0, 1)g = (tx, t). Then the formula (9.2) shows that the integral (10.2) is given by
ζF (2)
ζF (1)
∫
F×
d×a
|a|
∫
F
dxWpi
(
dE/F
(
a 0
x 1
)(
pr ξ
0 1
))
ω−1pi ϕ
−1(a)|a|1−s
×
∫
F×
Φ̂(r)(tx, t)ω−1pi ϕ
−2| · |2−2s(t)d×t
=
ζF (2)
ζF (1)
q−r
∫
F×
d×a
|a|
∫
F
dxWpi
(
dE/F
(
a 0
xpr 1
)(
pr ξ
0 1
))
ω−1pi ϕ
−1(a)|a|1−s
×
∫
F×
Φ̂(r)(txpr, t)ω−1pi ϕ
−2| · |2−2s(t)d×t.
(10.3)
Note that (
a 0
xpr 1
)(
pr ξ
0 1
)
=
(
apr aξ
0 1
)(
1− prxξ −xξ2
xp2r 1 + xξpr
)
.(10.4)
Since Φ̂(r)(txpr, t) 6= 0 if and only if Φ̂(r)(txpr, t) = 1, which is also equivalent to the following condition:
txpr ∈ O, t ∈ p−r +O, (O := OF,p),(10.5)
we find that the second matrix in the right-hand side of (10.4) is an element in K1(pr). Hence the integral (10.3)
becomes
ζF (2)
ζF (1)
q−r
∫
F×
d×a
|a|
∫
F
dxψE(aξ(2ξ)
−1)Wpi
((
apr 0
0 1
))
ω−1pi ϕ
−1(a)|a|1−s
×
∫
F×
Φ̂(r)(txpr, t)ω−1pi ϕ
−2| · |2−2s(t)d×t.
(10.6)
Note also that the condition (10.5) is equivalent to t ∈ p−r + O and x ∈ O and that ψE(aξ(2ξ)−1) = ψF (a). Recall
that the explicit formula of the Whittaker function Wpi in (4.2):
Wpi
((
a 0
0 1
))
= χβpi (a)|a|
1
2
EIO(a).
Hence the integral (10.6) becomes
ζF (2)
ζF (1)
q−r
∫
F×
d×a
|a| ψF (a)χβpi (ap
r)|apr| 12EIO(apr)ω−1pi ϕ−1(a)|a|1−s ×
∫
p−r(1+prO)
ω−1pi ϕ
−2| · |2−2s(t)d×t
=
ζF (2)
ζF (1)
q−r
∫
F×
d×aψF (ap−r)χβpi (a)|a|IO(a)ω−1pi ϕ−1(ap−r)|ap−r|−s × ωpiϕ2(pr)q2r(1−s)vol(1 + prO,d×t)
=
ζF (2)
ζF (1)
q−r
∫
F×
d×aψF (ap−r)χβpi (a)IO(a)ω−1pi ϕ−1(a)|a|1−sd×a× ωpiϕ(pr)q−rs × ωpiϕ2(pr)q2r(1−s)q−rζF (1)
=
∫
F×
̂Ip−r+O(a)χ−1αpiϕ
−1(a)|a|1−sd×a× ω2piϕ3(pr)q−3srζF (2),
where we use ̂Ip−r+O(a) = ψF (ap−r)IO(a) in the last identity. Then [Bu98, Proposition 3.1.5] shows that the above
integral is given by
γ(s, χαpiϕ,ψF ) ·
∫
F×
Ip−r+O(a)χαpiϕ(a)|a|sd×a = γ(s, χαpiϕ,ψF ) · χαpiϕ(p−r)qrs × ζF (1)q−r.
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Summarizing the above computation, we have
Ir,ϕ(s) =
(
βpiωpi(p)q
3−2s)−r × γRS(s,As+(pi)⊗ ϕ,ψF , ξ)−1
× ω2piϕ3(pr)q−3srζF (2)× γ(s, χαpiϕ,ψF )χαpiϕ(p−r)qrsζF (1)q−r
=ϕ2(pr)× q−4rζF (1)ζF (2)× γ(s, χαpiϕ,ψF )
ϕ(ξ2)λE/F (ψF )−1γ(s,As
+(pi)⊗ ϕ,ψF )
,
where we used (10.1) in the last identity. Recall that q−4rζF (1)ζF (2) = [GL2(OF ) : K(pr)]−1. Since ϕ is a Hecke
character of finite-order and of a p-power conductor, we find that ϕ(p) = 1. This shows the proposition. 
11. Local integral at infinite places
The aim of this section is to compute the following local integral at ∞:
I∞(s;Wpi,∞,Φ∞, ϕ∞)
=
∑
−n−1≤i≤n+1
C(α, i)
∫
N2(F∞)\GL2(F∞)
dgW ipi,∞
(
dE/F g
)
ϕ∞(det g)|det g|s∞Φ∞((0, 1)g).
The explicit formula of I∞(s;Wpi,∞,Φ∞, ϕ∞) is conjectured by Ghate ([Gh99a, page 629, Conjecture 1]) and it is
proved in [LSO14, Theorem 4.1]. However their description is given by the classical language, although we use the
adelic formulation. It is straightforward to check the compatibility between their calculation and the one in this paper,
but also not clear for the reader. In fact, although we show that the local integral I∞(s;Wpi,∞,Φ∞, ϕ∞) is written by
the modified Euler factor at ∞ in Proposition 11.6, Ghate and Lanphier-Skogman do not mention it in their paper.
Besides Ghate and Lanphier-Skogman compute the integral if ϕ∞ is trivial. Hence it should be better to explain this
compatibility for the reader’s convenience.
In Section 11.1, we briefly compare the terminology in [Gh99a] and in this paper. It will clarify the compatibility
between the global method in [Gh99a] and the local method in this paper. In Section 11.2, we deduce the explicit
formula I∞(s;Wpi,∞,Φ∞, ϕ∞) by using [LSO14, Theorem 4.1] (see Theorem 11.3) and by computing local integrals.
The result (see Proposition 11.6) is written by the modified Euler factor at ∞, which we defined in Section 4.
We should make a remark on [LW, Appendix]. Loeffler-Williams also mention the connection between Ghate’s
conjecture and the modified Euler factor at ∞ by using the classical language, and they describe their interpolation
formula by the critical values in the left-half of the critical range in (3.2) (see [LW, Theorem 1.1]). However, comparing
with the local calculation at the p-adic places (Proposition 10.1), it seems to be better to describe the interpolation
formula in terms of the right-half of the critical range in this paper. Together with the adelic method, the description
in this section will give a more concise and direct explanation of the interpolation formula for p-adic Asai L-functions.
11.1. Ghate’s conjecture. We recall Ghate’s conjecture ([Gh99a, Conjecture 1]), which is proved in [LSO14, The-
orem 4.1, Theorem A.1]. We briefly explain the relation between Ghate’s computation in [Gh99a] and ours for the
reader’s convenience.
Recall the constant in (6.17):
C(α, i) =[Υα(vi(0)), (X −
√−1Y )2n−2α]2n−2α +
√−1[Υα(vi(−2)), (X −
√−1Y )2n−2α]2n−2α
−√−1[Υα(vi(2)), (X −
√−1Y )2n−2α]2n−2α,
which appears in the local integral I∞(s;Wpi,∞,Φ∞, ϕ∞). We firstly prove that this constant C(α, i) coincides with
the constant c(m,α) in [Gh99a, page 628] up to a simple factor as follows.
Recall that v(j)(j = 0,±2) is a certain polynomial which is appeared in the explicit formula in Eichler-Shimura
map (see identity (6.3) for the definition) and that Υα is defined in (6.11). Hence the values [Υα(vi(j)), (X −√−1Y )2n−2α]2n−2α (j = 0,±2,−n − 1 ≤ i ≤ n + 1) are directly calculated by using the pairing [·, ·]2n−2α on
L(2n− 2α; C) as follows:
Lemma 11.1. For −n− 1 ≤ i ≤ n+ 1, we have
[Υα(vi(−2)), (X −
√−1Y )2n−2α]2n−2α
=(−1)n−α√−1α+i−1
(
2n+ 2
n+ 1− i
)−1(
n
α
)2 α∑
t=0
(−1)t
(
α
t
)(
2n− 2α
n+ 1− i− 2t
)
,
[Υα(vi(0)), (X −
√−1Y )2n−2α]2n−2α
=2(−1)n−α√−1α+i
(
2n+ 2
n+ 1− i
)−1(
n
α
)2 α∑
t=0
(−1)t
(
α
t
)(
2n− 2α
n− i− 2t
)
,
[Υα(vi(2)), (X −
√−1Y )2n−2α]2n−2α
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=(−1)n−α√−1α+i+1
(
2n+ 2
n+ 1− i
)−1(
n
α
)2 α∑
t=0
(−1)t
(
α
t
)(
2n− 2α
n− 1− i− 2t
)
.
By using Lemma 11.1 and the definition of C(α, i), we deduce that
C(α, i) =(−1)n(−1) i−α2
(
n
α
)2(
2n+ 2
n+ 1− i
)−1
×
∑
t
(−1)t
(
α
t
)(
2n− 2α+ 2
n− 2t+ i+ 1
)
.(11.1)
Next, we compare C(α, i) with constants c(m,α) in the notation in [Gh99a, page 628]. This constant c(m,α) is
described in the following form:
Lemma 11.2. ([LSO14, page 1103, Lemma A.3]) We have
c(m,α) =
(−1) 3n+α−m+32
2
(
n
m
)2 m∑
t=0
(−1)t
(
m
t
)(
2n− 2m+ 2
α− 2t
)
.
We compare the notation in [Gh99a] with ours. Replacing m (resp. α, s + n − α + 1) in [Gh99a] by α (resp.
n+ i+ 1, s) in this paper, we find that
• c(m,α) = (−1)
3n+α−m+3
2
2
(
n
m
)2 m∑
t=0
(−1)t
(
m
t
)(
2n− 2m+ 2
α− 2t
)
7−→ (−1)
3n+(n+i+1)−α+3
2
2
(
n
α
)2 α∑
t=0
(−1)t
(
α
α− t
)(
2n− 2α+ 2
n+ i+ 1− 2t
)
=
(−1) i−α2
2
(
n
α
)2 α∑
t=0
(−1)t
(
α
t
)(
2n− 2α+ 2
n− 2t+ i+ 1
)
=
(−1)n
2
C(α, i)
(
2n+ 2
n+ 1− i
)
,
• Γ
(
s+ n+ 1−m+ α
2
)
Γ
(
s+ 3n+ 3−m− α
2
)
7−→ Γ
(
(s− n+ α− 1) + n+ 1− α+ (n+ i+ 1)
2
)
Γ
(
(s− n+ α− 1) + 3n+ 3− α− (n+ i+ 1)
2
)
= Γ
(
s+ n+ 1 + i
2
)
Γ
(
s+ n+ 1− i
2
)
,
•
2n+2∑
α=0
α≡n+1+m mod 2
7−→
2n+2∑
n+i+1=0
n+i+1≡n+1+α mod 2
=
n+1∑
i=−n−1
i≡α mod 2
.
This clarifies the relation between the calculation in [Gh99a] and the one in this paper. Hence we can find that the
following formula, which is essentially used in the computation of I∞(s;Wpi,∞,Φ∞, ϕ∞):
Theorem 11.3. ([Gh99a, page 629, Conjecture 1], [LSO14, Theorem 4.1]) We have
(−1)n
2
n+1∑
i=−n−1
i≡α mod 2
C(α, i)
(
2n+ 2
n+ 1− i
)
Γ
(
s+ n+ 1 + i
2
)
Γ
(
s+ n+ 1− i
2
)
=
(−1)α√pi(nα)2
2s−n+α−1
Γ( s+n−α+12 )
Γ( s−n+α2 )
Γ(s)Γ(s+ n+ 1)
Γ(s+ n− α+ 1) .
(11.2)
11.2. Local integral at ∞. In this subsection, we compute the following summation of local integrals:
I∞(s;Wpi,∞,Φ∞, ϕ∞) =
∑
−n−1≤i≤n+1
C(α, i)
∫
N2(F∞)\GL2(F∞)
dgW ipi,∞
(
dE/F g
)
ϕ∞(det g)|det g|s∞Φ((0, 1)g).(11.3)
The argument in Section 6.5 and 7 shows that the integrand in (11.3) is invariant under the right translation by
C∞,+ = SO2(F∞). Hence we find that I(s;Wpi,∞,Φ∞, ϕ∞) is given by∑
−n−1≤i≤n+1
C(α, i) · 22rF
∫
F×∞
d×a
|a|
∫
F×∞,+
d×tW ipi,∞
(
dE/F t
(
a 0
0 1
))
ϕ| · |s(at2)Φ∞
(
(0, 1)t
(
a 0
0 1
))
=
∑
−n−1≤i≤n+1
C(α, i) · 22rF
∫
F×∞
d×a
|a| W
i
pi,∞
(
dE/F
(
a 0
0 1
))
ϕ(a)|a|s ×
∫
F×∞,+
d×t|t|2sΦ∞ (0, t) .
We compute this integral for each v | ∞. Hereafter we always write Fv to be R and we omit the subscript v. We
prepare the following two easy lemmas:
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Lemma 11.4. We have ∫
R×+
d×t|t|2sΦ (0, t) =(−1)n−α+12s−n+α−3 × ΓC(s+ n− α+ 1).
Proof. The left-hand side of the statement is given by∫
R×+
d×t|t|2sΦ (0, t) =
∫
R×+
d×t|t|2s2−kα(√−1t)kαe−pit2
=2−kα
√−1kα × 1
2
pi−(s+n−α+1)Γ (s+ n− α+ 1)
=(−1)n−α+1 × 2s−n+α−3 × 2(2pi)−(s+n−α+1)Γ(s+ n− α+ 1).
This proves the statement. 
Lemma 11.5. Write 2ξ =
√−DE/F ∈ E. Suppose that ϕ(−1) = (−1)n−α. Then we have∫
R×
d×a
|a| W
i
pi
(
dE/F
(
a 0
0 1
))
ϕ(a)|a|s =(−1)k−1D− 12 (s−1)E/F
(
2n+ 2
n− i+ 1
)
× 1 + (−1)
α−i
2
× 22(2pi)−(s+n+1)Γ
(
s+ n+ 1 + i
2
)
Γ
(
s+ n+ 1− i
2
)
.
Proof. We recall that
dE/F =
(√−DE/F 0
0 1
)
,
W ipi
(
dE/F
(
a 0
0 1
))
=23(−1)k−i−1
(
2n+ 2
n− i+ 1
)
e
√−1(pi2 )i
√−1i
(√
DE/Fa
)n+2
Ki
(
4pi
√
DE/Fa
)
=23(−1)k−1D n2 +1E/F ×
(
2n+ 2
n− i+ 1
)
an+2Ki
(
4piD
1
2
E/Fa
)
for 0 < a. Hence the formula
W ipi
((−a 0
0 1
))
= W ipi
((−a 0
0 1
))
= (−1)n+iW ipi
((
a 0
0 1
))
,
which follows from Definition 3.1 (ii) (iii), shows that∫
R×
d×a
|a| W
i
pi
(
dE/F
(
a 0
0 1
))
ϕ(a)|a|s
=23(−1)k−1D n2 +1E/F
(
2n+ 2
n− i+ 1
)
× (1 + (−1)n+iϕ(−1))
∫ ∞
0
d×a
|a| a
n+2Ki
(
4piD
1
2
E/Fa
)
as
=23(−1)k−1D n2 +1E/F
(
2n+ 2
n− i+ 1
)
× (1 + (−1)n+iϕ(−1))× ∫ ∞
0
Ki
(
4piD
1
2
E/Fa
)
asd×a.
By the assumption, we have ϕ(−1) = (−1)n−α. Recall a well-known formula ([MOS66, page 91]):∫ ∞
0
Kν(µa)a
s da
a
= 2s−2µ−sΓ
(
s+ ν
2
)
Γ
(
s− ν
2
)
, (Re(s± ν) > 0).
Hence the above integral is equal to
23(−1)k−1D n2 +1E/F
(
2n+ 2
n− i+ 1
)(
1 + (−1)α−i)
× 2(s+n+1)−2
(
4piD
1
2
E/F
)−(s+n+1)
Γ
(
s+ n+ 1 + i
2
)
Γ
(
s+ n+ 1− i
2
)
=(−1)k−1D n2 +1− 12 (s+n+1)E/F
(
2n+ 2
n− i+ 1
)
× 1 + (−1)
α−i
2
× 22(2pi)−(s+n+1)Γ
(
s+ n+ 1 + i
2
)
Γ
(
s+ n+ 1− i
2
)
.
This proves the statement. 
By using Theorem 11.3 and Lemma 11.4, 11.5, we deduce the explicit formula for I(n − α + 1;Wpi,∞,Φ∞, ϕ∞) as
follows:
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Proposition 11.6. Let c∞(n, α, ξ) be the constant in (8.5). Suppose that ϕ(−1σ) = (−1)nσ−ασ for each σ ∈ ΣF,∞.
Then we have
I∞(n− α+ 1;Wpi,∞,Φ∞, ϕ∞) = c∞(n, α, ξ)× E∞(As+M(pi)(φ))L∞(0,As+M(pi)(φ)).
Proof. We drop the subscript ∞ in this proof. Lemma 11.4 and 11.5 show that
I(s;Wpi,Φ, ϕ)×
(
22rF × (−1)n−α+12s−n+α−3 × ΓC(s+ n− α+ 1)× (−1)k−1D−
1
2 (s−1)
E/F
)−1
=
∑
−n−1≤i≤n+1
i≡α mod 2
C(α, i)×
(
2n+ 2
n− i+ 1
)
22(2pi)−(s+n+1)Γ
(
s+ n+ 1 + i
2
)
Γ
(
s+ n+ 1− i
2
)
=2(−1)n × 22(2pi)−(s+n+1)
×
∑
−n−1≤i≤n+1
i≡α mod 2
(−1)n
2
C(α, i)
(
2n+ 2
n+ 1− i
)
Γ
(
s+ n+ 1 + i
2
)
Γ
(
s+ n+ 1− i
2
)
.
Hence Theorem 11.3 shows that
I(s;Wpi,Φ, ϕ) =2
2rF × (−1)n−α+12s−n+α−3 × ΓC(s+ n− α+ 1)× (−1)k−1D−
1
2 (s−1)
E/F
× 2(−1)n × 22(2pi)−(s+n+1)
× (−1)
α
√
pi
(
n
α
)2
2s−n+α−1
Γ( s+n−α+12 )
Γ( s−n+α2 )
Γ(s)Γ(s+ n+ 1)
Γ(s+ n− α+ 1)
=(−1)n × 2(2pi)−(2s+2n−α+2) × 22rFD− 12 (s−1)E/F ×
(
n
α
)2 Γ( s+n−α+12 )
pi−
1
2 Γ( s−n+α2 )
Γ(s)Γ(s+ n+ 1)
=(−1)n × 22rFD− 12 (s−1)E/F ×
(
n
α
)2 2(2pi)−(n−α+1)Γ( s+n−α+12 )
pi−
1
2 Γ( s−n+α2 )
× ΓC(s)ΓC(s+ n+ 1).
By using ΓR(s)ΓR(s+ 1) = ΓC(s), we find that
I(n− α+ 1;Wpi,Φ, ϕ) =(−1)n × 22rFD−
1
2 (n−α)
E/F ×
(
n
α
)2
× ΓC(n− α+ 1)ΓC(n− α+ 1)ΓC(2n− α+ 2)
=(−1)n × 22rFD− 12 (n−α)E/F ×
(
n
α
)2
× ΓR(n− α+ 1)2ΓR(n− α+ 2)2ΓC(2n− α+ 2).
The well-known formula:
ΓR(1 + s)ΓR(1− s) = 1
sin
(
pi s+12
)
shows that
ΓR(n− α+ 1)2 =
(√−1n−αΓR(1− (n− α))−1)2 , if n− α is even,
ΓR(n− α+ 2)2 =
(√−1n−α+1ΓR(1− (n− α+ 1))−1)2 , if n− α is odd.
Hence I(n− α+ 1;Wpi,Φ, ϕ) is equal to
22rFD
− 12 (n−α)
E/F
(
n
α
)2
×√−1−α(−1)n−α ×

√−1−(2n−α) ΓC(s+ 2n− α+ 2)ΓR(n− α+ 2)
2
ΓR(1− (n− α))2 , (n− α : even),√−1−(2n−α+2) ΓC(s+ 2n− α+ 2)ΓR(n− α+ 1)
2
ΓR(−(n− α))2 , (n− α : odd).
Therefore, by the definition of the modified Euler factor E∞(As+M(pi)(φ)) in Section 4, we deduce that
I(n− α+ 1;Wpi,Φ, ϕ) = (−1)n
√−1α22rFD− 12 (n−α)E/F
(
n
α
)2
E∞(As+M(pi)(φ))L∞(0,As+M(pi)(φ)).
This proves the proposition. 
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