We first consider the problem of quantizing symplectic manifolds obtained by fixing an energy submanifolds of a finite family of Poisson-commuting functions and then reduce it by their respective flows. We use this to introduce what we call a decomposable Weyl calculus, which is meant to define a quantization of the algebra of constants of motion of the initial family of functions. It is one of the main novelties of this article. This lead to a new general problem in quantization theory, which we propose to solve in some particular cases by comparing our new calculus with the canonical Weyl calculus.
Introduction
We claim that the following constructions in Classical and Quantum Mechanics are in some sense analogue. We will describe their common features and clarify under what conditions the similarities occur. Let Σ 2n be a real symplectic manifold and denote by {·, ·} the corresponding Poisson bracket on C ∞ (Σ). Also let h 1 , · · · , h k ∈ C ∞ (Σ) be a finite family of complete real functions such that {h i , h j } = 0 for 1 ≤ i, j ≤ k (simultaneous Hamiltonians), and denote by Φ 1 , · · · , Φ k their respective flows. Also let J = (h 1 , · · · , h k ) and Φ t1,··· ,t k := Φ 1 t1 • · · · • Φ k t k . Then, for each regular λ ∈ J(Σ), the energy level submanifoldΣ λ := J −1 (λ) ⊆ Σ is invariant under Φ, and it turns out that, the orbits space Σ λ :=Σ λ /Φ is a symplectic manifold of dimension 2n − 2k (endowed with the symplectic form given by Marsden-Weinstein reduction considering J as the required covariant moment map [1, 19, 21, 18] ; the later particular case is sometimes called Jacobi-Liouville theorem). On the quantum side (see [4] or [3] for details), let H 1 , · · · , H k be a finite family of pairwise commuting selfadjoint operators on a Hilbert space H and sp(H 1 , · · · , H k ) its joint spectrum. Then there is a unique Borel measure η (up to equivalence) on sp(H 1 , · · · , H k ), a unique η-mesurable field of Hilbert spaces {sp(H 1 , · · · , H k ) ∋ λ → H(λ)} (up to η), and a unique unitary operator T : H → ⊕ sp(H1,··· ,H k ) H(λ)dη(λ) such that where ϕ is any Borel function on sp(H 1 , · · · , H k ) and ϕ(H 1 , · · · , H k ) denotes the corresponding operator given by the functional calculus. In particular we have that [T H j u](λ) = λ j (T u)(λ) ∀u ∈ Dom(H j ).
and
[T e i(t1H1+···t k H k u](λ) = e i(t1λ1+···+t k λ k ) (T u)(λ) ∀u ∈ H, (t 1 , · · · , t k ) ∈ R k .
T is called the simultaneous diagonalization of H 1 , · · · H k . The analogy between both constructions is evident: they are meant to make on each fiber each Hamiltonian constant and the corresponding dynamic trivial. So, heuristically, H(λ) is the quantum counterpart of Σ λ . The later is one of the essential ideas in this article and we will return to it below. This analogy goes even further if we consider the notion of constants of motion, which we shall recall briefly. A classical observable f ∈ C ∞ (Σ) is a constant of motion if {f, h j } = 0 for each j. Leibniz's rule and Jacobi identity show that the set A of all constants of motion form a Poisson subalgebra of C ∞ (Σ). It is easy to show that f ∈ A if and only if f • Φ t = f , for each t ∈ R k . Let π λ :Σ λ → Σ λ be the quotient map. Thus, for each f ∈ A, we can consider the field of functions f λ ∈ C ∞ (Σ λ ) given by f λ (π λ (σ)) = f (σ),
where σ ∈Σ λ . In particular, we can consider the flow Φ
, where Φ t [f ] is the flow of f in Σ. This a particular case of theorem 4.3.5 in [1] . Clearly if ψ ∈ C ∞ (R) and f ∈ A, then ψ • f is also a constant of motion. Moreover, if ϕ ∈ C ∞ (R k ), then f = ϕ • J is a constant of motion. In the later case, it is not difficult to show that Φ t [f ](σ) = Φ t∇ϕ (σ). In particular, Φ λ t [f ] is the identity in this case. Notice that clearly f λ • π λ (σ) = ϕ(λ) for every σ ∈Σ λ . A quantum observable, i.e. a selfadjoint operator F , is a quantum constants of motion, if F strongly commutes with each H j . It is well known that F is a constant of motion if and only if it admites a decomposition through T [4, 3] , i.e. there is a measurable field of selfadjoint operators {sp(H 1 , · · · , H k ) ∋ λ → F λ } such that [T F u](λ) = F λ [T u(λ)]. Such field of operators is the quantum counterpart of the field of classical observables f λ above. It is easy to prove that, if F is a quantum constant of motion, then ψ(F ) is also a constant of motion and ψ(F ) λ = ψ(F λ ), where ψ is a Borel function. In particular, the quantum dynamic given by e itF also factor through T and the corresponding decomposition is given by e itF λ . The later is the quantum version of the particular case of theorem 4.3.5 in [1] described above in the classical context. Notice that the set A of bounded quantum constants of motion is also an algebra. To finish the analogy, notice that we already know that ϕ(H 1 , · · · , H k ) is a quantum constant of motion for any Borel function ϕ on R k and ϕ(H 1 , · · · , H k ) λ is the operator given by multiplication by the constant ϕ(λ). In particular, the dynamic of ϕ(H 1 , · · · , H k ) λ is trivial (just as in the classical case). Before we continue, we shall discuss the concept of quantization. Following the original ideas behind this concept, we say that a canonical quantization of a Poisson algebra P on a Hilbert space H is a family of linear and injective maps Op P that associate to certain elements of P selfadjoint operators on H, obeying semiclassical properties (which means that the quantum objects associated with the emerging operators in some sense becomes the classical ones in the limit → 0), where the index belongs to a subset of R having 0 as an accumulation point . Canonical quantization pursue the idea that the notion of observable (and state) does not belong to the mathematical context where mechanical systems are represented (either symplectic geometry or operator theory in this case), so one should be able to transform one representation to the other one. Thus, a canonical quantization is a sort of dictionary between both representations. There are a number of technical problems with the notion of canonical quantization, which we will not discuss here. However, during the last century some well defined and related concepts were introduced and successfully studied. Among those concepts we highlight: formal deformation quantization, strict deformation quantization, and geometric quantization; each of them has their own advantages. We will discuss with different detail those concepts later. From a physicist perspective even the notion of canonical quantization might not be enough: on specific cases one should require extra conditions. For instance, if we are working in the canonical phase space R 2n , it is natural to require that position and momentum coordinates should be sent to position and momentum operators on L 2 (R n ). Weyl Calculus satisfies all the conditions, and this is why it is the cornerstone of quantization theory. The main purpose of this article is to introduce a canonical quantization meant to satisfy a different condition: once fixed a set of commuting observables, we construct the quantization over the algebra of classical constants of motion, and it send them into quantum constants of motion. The reason why we pursue this goal is that the list of analogies given above suggest that the notion of constant of motion is in some sense independent of how we decide to represent certain mechanical system (either with classical mechanics or with classical mechanics), so there should be a quantization preserving them. Moreover, we do not know if Weyl Calculus does that generically; we will discuss this a couple of paragraph below. We will justify in section (6) why this new quantization can be used to understand and to approach some questions in the context of deformation quantization. We will also propose a problem where non-abelian group of symmetries are allowed and which is deeply related with geometric quantization. However the central part of this article is to study some specific cases and to show how this new quantization might be used in operator theory. We will also leave some interesting and independent questions open, which might be approached using our construction. We claim the following property for the quantization of the constants of motion of our initial system: if h j is quantized as H j and sp(H 1 , · · · , H k ) ⊆ J(Σ)\I η-a.e., where I is the set of singular values of J, then H(λ) is a natural candidate for the Hilbert space required to define a quantization of C ∞ (Σ λ ) and we can quantize the classical constants of motion into the quantum constants of motion. We already gave a justification for the first part of our claim and another one can be deduced from [15, 14] . An interesting approach for this problem follows from geometric quantization [11] , but we will not consider it here. The construction of the decomposable Weyl Calculus: Assume that the first part of our claim holds true, i.e. assume that for η-almost every λ ∈ sp(H 1 , · · · , H k ) we have a quantization
Let f ∈ A and assume that Op λ is defined on f λ for almost every λ; thus we can essentially define the field of operators {sp(
can consider the operator on the Hilbert space
and defined fiberwise on a suitable domain. We then define a decomposable Weyl Calculus Op d as
Recall that the main purpose behind the construction of Op d is to guarantee that (whenever it makes sense) {f,
The reason to make the effort to construct Op d is that we do not know if this property is satisfied by other quantizations. For instance, if Op denotes the canonical Weyl calculus, then we know that (in some sense)
{f,
However, the Groenewold-Van Hove's no go theorem [10, 27, 9] implies that in general we do not have that Op ({f, g}) = 1 [Op (f ), Op (g)]; thus it suggest that the right hand side of the latter equation might not be zero. So, we do not know if the Weyl Calculus sends classical constants of motion into quantum constants of motion. Assume that Op does preserve constants of motion for certain h 1 , · · · , h k (we will give some interesting examples where this happen later). If f ∈ A, we still do not know apriori any explicit expression of the field of operators {sp( 
. This is exactly the same than having Op (f ) = Op d (f ); in such case we say that we have commutation of quantization and reduction on f . Finding [Op (f )] λ is important at least from the perspective of spectral theory, because the spectrum of Op (f ) is the union over λ ∈ sp(
Note that heuristically Op does preserve constants of motion in the semi-classical limit. So, one could expect that Op d and Op coincide in the limit → 0. In such case we say that we have semi-classical commutation of quantization and reduction. In some sense, this concept is meant to claim that for those f ∈ A where such semi-classical limit holds true, Op d (f ) defines a sort of effective Hamiltonian for Op(f ). This might be interesting from the spectral theory perspective: one might wonder if the spectra of Op (f ) and Op d (f ) coincide in the limit → 0. With such a degree of generality we are not able to provide precise results about Op d , because it is not clear where it is defined, nor what is the domain and range of the operators defined above. For instance, we would not be able to define a star product using Op d (see section 6) nor to apply it in operator theory. Therefore, we will work with some important, but specific cases where we can find explicitly Σ λ , H(λ) and Op λ . The purpose of the remaining of this article is to develop those cases. Consider Σ = R 2n endowed with the canonical symplectic form and h j (x, ξ) = φ j (x), where each φ j belongs to C ∞ (R n ). Also letJ = (φ 1 , · · · φ k ) and Ω λ = (J) −1 (λ), then clearlyΣ λ = Ω λ × R n . We are going to prove that Σ λ ∼ = T * Ω λ (theorem 2.1). On the quantum side, we quantize each h j as φ j (Q): the multiplication operator given by φ j acting in
, where m is the Lebesgue measure (lemma 2.1). The Morse-Sard Theorem implies that I has null Lebesgue measure, and we are going to show that we can make {J(R 2n )\I ∋ λ → L 2 (Ω λ )} into a η-measurable field of Hilbert spaces (in fact it is continuous if we assume I is also closed). Finally, using the co-area formula, we are going to find T explicitly with values in the direct integral of L 2 (Ω λ ) respect to η (theorem 2.2). The same holds true if we take h j =h j •S, where S is a linear symplectomorphism,h j (x, ξ) = φ j (x), and φ j ∈ C ∞ (R n ). In such case we quantize h j as
, where µ is the metaplectic representation and ifT is the simultaneous diagonalization of the familỹ H j = φ j (Q), then T =T µ(S * ) is the simultaneous diagonalization of the family H j . For instance if S = F is the symplectic matrix, then h j (x, ξ) = φ j (ξ) and µ(F * ) = F is the Fourier transform. The details and proofs of the statement above concerning reduction and diagonalization can be found in section 2. The problem of quantizing the cotangent bundle T * M on L 2 (M ), where M is a Riemannian manifold, was considered in several articles, for instance [13, 17, 26] and [16] II.3. We will work with the solution given in [13, 16] , which we denote by Op M and we call it Weyl-Landsman Calculus. It defines a strict deformation quantization [22] on a suitable Poisson subalgebra of C ∞ (T * M ) and, when M = R n , it coincides with the Weyl calculus. Among the functions over which it is defined, an important role will be played by those only depending on position and by those of the form J X (m, ξ) =< X(m), ξ > m , where X is a complete vector field on M and < ·, · > m denotes the pairing between the tangent and the cotangent space at the point m. The first one is sent by Op M to the corresponding multiplication operators. Moreover, it turns out that
When M = Ω λ , we will denote Weyl-Landsman quantization by Op λ . We use it to define a decomposable Weyl calculus Op d as above. We will recall the construction of Weyl-Landsman quantization in section 3. The goal for the remaining of this article will be to justify why it is interesting to study Op d from the perspective of operator theory. We began by given a more detailed discussion about the construction of our decomposable calculus and the notion of (semi-classical) commutation of quantization and reduction in section 4. In subsection 4.1, we will show that we have CQR for functions of the form J X , where X is a complete vector field on R n tangent to each Ω λ (theorem 4.2). The main ingredient in the proof will be the formula we are going to obtain relating the divergences of X computed in R n and the divergence of X computed in Ω λ instead (theorem 4.1), which is interesting by its own. This will also lead to a generalization of the coarea formula (corollary 4.2). Someone might wonder if A is large enough to justify all this effort. We are going to show that if a Lie group G acts on R n leaving each Ω λ invariant, then we can embed the Lie-Poisson algebra
We are going to illustrate this with an important example. Details can be found in subsection 4.2. We suspect that Op d defines a strict deformation quantization [22] of some large enough Poisson subalgebra of A, however we are not going to consider properly this problem on this article. Nontheless, we are going to discuss how we think this problem should be approached. For instance, we are going to show that, if Op d defines bounded operators on a suitable Poisson subalgebra of A , then it would satisfy a weak version of strictness (proposition 4.1). This ideas will be discussed in subsection 4.3. The case k = 1 and h 1 =h 1 • S will be treated separately in section 5, where S is a linear symplectomorphism,h 1 (x, ξ) = ϕ(||x|| 2 ), and ϕ is a regular smooth function on [0, ∞). This case is of special interest for physical applications (for instance, the cases ϕ(t) = t and ϕ(t) = √ t + 1 and S = F) and also because each Ω λ is the (n − 1)-sphere of radius ϕ −1 (λ). In this case, we can write down an explicit expression for Op λ (10) . Clearly that the action of the orthogonal group O(n) on R n leaves each sphere fix, so we can embed C ∞ (so(n) * ) in A. In other words, any function of angular momenta (11) belong to A. Moreover, as a consequence of theorem 4.2, quantization and reduction commute on each angular momentum coordinate.
Finally, in subsection 5.1, we are going to show that Weyl Calculus preserves constants of motion when h 1 =h 1 • S will be treated separately in section 5, where S is a linear symplectomorphism, h 1 (x, ξ) = ϕ(||x|| 2 ), and ϕ is a regular smooth function on [0, ∞). In other words, we will prove that if f ∈ A then, in a suitable sense, [Op (f ), H 1 ] = 0 (recall that functions of angular momenta belongs to A). Therefore this result provide interesting examples where we expect that Op (f ) = Op d (f ) (i.e. CQR). A proof of our conjecture would require to develop some new techniques (which would also help to approach the general case), so we will treat it in another article. We think this ideas and such result might be applied to scattering theory (the classical scattering matrix is a symplectomorphism on each Σ λ , while its quantum counterpart is a unitary operator on each H(λ)).
The main explicit cases
In this section we follow our general idea in some important but specific cases. In this cases we have that sp(H 1 , · · · , H k ) = J(R 2n ) and we are going to compute explicitly Σ λ and H(λ), for each regular λ ∈ J(R 2n ).
The classical side.
First, let us give a simple tool to compute Σ λ .
is a symplectomorphism. The map f → f • S defines an isomorphism between the corresponding Poisson algebras of constants of motion.
Proof. It is easy to show thatΣ
Thus, S λ is a diffeomorphism. Let Θ λ and Θ ′ λ be the reduced symplectic forms on Σ λ and Σ ′ λ respectively. We must show that S * λ Θ ′ λ = Θ λ . We know that Θ λ is characterized by the condition π * λ Θ λ = i * λ (Θ), where π λ :Σ λ → Σ λ is the quotient map, i λ :Σ λ → Σ is the inclusion map and Θ is the symplectic form on Σ. Notice that π
The last part of this proposition is straightforward.
for each λ ∈J(R n ). ThusΣ
If λ is regular, by the implicit function theorem, Ω λ is a n − k submanifold of R n and ∇φ j (x) is normal at each
⊥ , where i λ : Ω λ → R n is the inclusion and T x R n is identified with R n in the usual way.
Let g be the metric on Ω λ induced from R n , i.e.
x Ω λ be the natural isomorphism coming from g x . The map i
allow us to identify T *
x Ω λ with the linear subspace < ∇φ 1 
. If λ is regular, then:
is a symplectomorphism, where [(x, ξ)] denote the orbit of (x, ξ) by Φ. Here T * Ω λ is endowed with the standard symplectic structure on a cotangent bundle and T * x (Ω λ ) is identified as above with the
We decided to state this theorem in this fashion to emphasize its geometrical meaning, otherwise the reader should replace "q
Proof. It is clear that the map (4) is well defined and it is a diffeomorphism. The closed 2-form Θ λ in Σ λ is determined by the equation
where Θ = k dξ k ∧ dx k is the standard closed 2-form on R 2n and π λ :Σ λ → Σ λ is the quotient map onto the orbit space (see [21] or [19] or [18] ). Thus, we only need to check that the standard
Let us fix a chart (
Let us calculate the left hand side of (5). Let
By definition
The other cases can be obtained in the same way, and we obtain that
For the right hand side, let us denote by (z, p) the elements of T * Ω λ and by p j the coordinates on the cotangent part corresponding to the dual base dz j | z . By definition,
where
Finally, computing in the same way that we did for the left hand side, we obtain that
Remark 2.1. Some trivial modifications of the later proof show that this theorem holds true if we replace R 2n by T * M , where M is a Riemannian manifold (and φ j ∈ C ∞ (M )).
Proof. The main part is a direct consequence of the previous results. For the second part it is enough to take h ′ j (x, ξ) = φ j (x) and S = J the symplectic matrix.
Notice that choosing different simplectomorphisms we can reach a large type of functions for which we can compute Σ λ using the previous result. Working with linear simplectomorphisms, we already can reach functions depending on position and momenta. Other important types of symplectomorphisms to have in mind are: lifted diffeomorphisms of R n and scattering symplectomorphisms. The case h j (x, ξ) = φ j (ξ) is important for physical applications. The proof of our previous theorem can be adapted trivially to this case, but we wanted to emphasize the roll played by the symplectic matrix. We shall consider the important case k = 1 and h(x, ξ) = |ξ| 2 /2, i.e the free Hamiltonian. Clearly in this case, ∇φ(ξ) = ξ and
is the n−1-dimensional sphere of radius √ 2λ for each λ > 0. Some elements of the previous theorem already appeared in the classical scattering theory literature. For instance, {ξ} ⊥ is sometimes called the impact plane and ||q ξ (x)|| = ||x − <x,ξ> |ξ| 2 ξ|| is called the impact parameter.
The quantum side.
The quantum version of proposition (2.1) is also straightforward, it is a direct consequence of the uniqueness of the functional calculus and the uniqueness of the simultaneous diagonalization. H(λ)dη(λ) its simultaneous diagonalization. Also, let S be an unitary operator on H and define
k is a pairwise strongly commuting family of selfadjoint operators and T := T ′ S is its simultaneous diagonalization.
The canonical quantization of R 2n into L 2 (R n ) is the Weyl Calculus, so if there is no additional constraints, the quantum counterpart of
Notice that if S is a symplectomorphism then Op (h) and Op (h • S) are not necessarily unitarily equivalent (Egorov's theorem states that this is true when → 0 though). However, when S is linear this actually happen and the required unitary operator is given by the so called metaplectic representation µ. More precisely, we know that for any f ∈ S ′ (R 2n ) we have that
For instance, see theorem 2.15 in [9] for details.
Corollary 2.2. if T ′ is the simultaneous diagonalization of a strongly commuting family of selfadjoint operators of the form Op (h
is a pairwise commuting family of selfadjoint operators. The notation is meant to emphasize that φ(Q) is the operator given by the simultaneous functional calculus of the family of strongly commuting operators Q 1 , · · · , Q n , where
Notice that the simultaneous functional calculus in this case is given by
. This suggest that we should look for a measurable field of Hilbert spaces structure over
} and a unitary operator of the form T u(λ) = (αu)| Ω λ , where η λ is the measure defined on Ω λ given by its Riemannian structure and α is some suitable function on R n . The function α is placed there only to ensure that T becomes unitary. In what follows it will be useful to recall that J is regular at (x, ξ) ∈ R 2n if the Jacobian DJ(x) : R n → R k has range k and this is equivalent to requiring that
The Morse-Sard Theorem asserts that I has null Lebesgue measure. We will found α after applying a classical result in geometric measure theory, the so-called coarea formula: for any measurable function f on R n , the function
is measurable, and we have that
where the norm in the equation is the usual operator norm on linear maps. This result can be found in [23] 10.6 or it can also be easily deduced from Theorem 3.2.11 in [8] .
It is stated using the (n − k)-Hausdorff measure on R n restricted to Ω λ , but it coincides with the measure coming from the Riemannian structure in our smooth case. When k = 1, it is easy to check that || ∧ k DJ(x)|| = ||∇φ(x)||. Coarea formula is one of the main ingredient of this article. We turn now to look for the required measure η on J(R 2n ). In the literature, η is called the scalar spectral measure of H 1 , · · · , H k (or a basic measure in the context of operator algebras [4] ). It is determined by the condition
This result might seem unnecessary, because it seems that L k (J(R n )\J(R n )) = 0. This is true for k = 1, but fails for k = 2. For instance, let C be a Jordan curve in the plane with positive area, thus its interior region is open and simply connected, its boundary is C, and the Weierstrass uniformization Theorem implies it is biholomorphic with the open disc. Therefore, it is enough to takeJ to be the composition of such holomorphic function with a smooth map from R n onto the open disc.
Proof. Note that, for every Borel set
The following theorem, even if it follows almost directly from coarea formula, we could not find it stated elsewhere (except for the well known case k = 1 and φ(x) = x 2 2 , or in general for φ(x) = h 0 (||x||), lemma 3.6 in [25] ). Essentially it states that we should take α(
given by
. Proof. It follows from Sard's lemma and coarea formula that T 0 is well defined and unitary. Moreover, for each function f Borel and bounded, z ∈ Ω λ and u ∈ L 2 (R n ), we have that
Remark 2.2. This theorem would also follows under milder conditions over the family {φ j } j=1 , for instance it is enough to assume thatJ is Lipschitz on any bounded set.
where F is the Fourier transform. The notation is meant to emphasize that φ(P ) is the operator given by the simultaneous functional calculus of the family of strongly commuting operators P 1 , · · · , P n , where is the n − 1-dimensional sphere of radius √ 2λ for each λ > 0. Also, we get φ(P ) = − 1 2 ∆ is the Laplacian on R n . The diagonalization of this operator is well known, but usually it is presented using as a constant fiber the Hilbert space L 2 (S n−1 ). However in the definition of the corresponding T there is, at each λ > 0, the dilation factor √ 2λ, which gives a diffeomorphism between the 1-sphere and the √ 2λ-sphere. This means that in some sense there is a natural trivialization of the infinite dimensional vector bundle with total space
) and fiber
). We can apply our previous results to compute diagonalizations.
is a strongly commuting family of selfadjoint operators and T = T 0 µ(S * ) −1 is its simultaneous diagonalization.
For example, we recover the example H j = φ j (P ) described above after noticing that µ(F) = F .
Remark 2.3. Considering the result of this section, the first part of our claim in the introduction in this cases states that T * Ω λ should be quantized into L 2 (Ω λ , η λ ). Since it is accepted that the phase space of a configuration space, i.e. its cotangent bundle, should be quantized into the L 2 -space of the configuration space, there is no need to recall our abstract claim to state this. Nonetheless, the later provides examples where at list the first part of our general claim follows. In this section we are going to recall a solution for the problem of quantizing T * Ω λ into L 2 (Ω λ ). As we mentioned in the introduction, in [16] II.3 (or [13] ) a quantization for the cotangent bundle of any Riemannian manifold was given. We call this quantization Weyl-Landsman quantization. We will use the latter quantization in what follows, although we should notice that there are other quantizations on such cotangent bundle, for instance [17, 26] . Let (M, g) be a Riemannian manifold. Let exp : U ⊂ T M → M be the exponential map, i.e. U consist of all the points (m, X) ∈ T M for which a unique geodesic γ at m with initial velocity γ ′ (0) = X is defined at t = 1, and exp(m, v) = γ(1). It is well known that there is an open neighborhood V ⊆ U of the zero section in T M (identified with M ) such that the map ν given by
is a diffeomorphism with the image of V , which we denote by W .
is given, for = 0, by the integral operator
and κ is a smooth function on T M with the following properties:
gives the point at half the way between x and y and the velocity required to return from there to x and y, just like in the usual Weyl Quantization.
The bump function κ and the definition of the admissible symbols C
is a smooth kernel with compact support; this was quite useful to prove strictness (Theorem III.3.5.1 in [16] ). However, we think that the procedure obtained by removing κ would have most of the properties of Op M . In order to study such procedure one should consider the kernel as a distribution (i.e. belonging to D ′ (M × M )). This perspective would allow the possibility to enlarge the domain of Op M (one would need to take care of the meaning of the partial Fourier transform involved in the definition). The Schwartz's kernel theorem would allow us to interpret
The later is somehow the canonical approach to give sense to the Weyl calculus for symbols on the space of tempered distributions; following that approach, one should look for conditions to obtain pseudodifferential operators. Landsman also noticed that for each f ∈ C ∞ P W (T * M ) fixed, there is 0 such that Op M (f ) does not depend on κ for < 0 , because for small enough, supp(f ) is contained in V κ and this implies we can remove κ from the expression of Op M (f ). In particular, any semiclassical result does not depend on κ. Weyl-Landsman quantization was also defined over the following type of symbols: Let a ∈ C ∞ (M ), if we consider it as a function on T * M (independent of the cotangent variable) then Op M (a) is just the multiplication operator given by a. Also, let X be a complete vector field on M and consider the smooth function given by J X (m, ξ) =< X(m), ξ > m , where < ·, · > m denote the duality between the tangent and the cotangent space at the point m. Then
where divX is the divergence of X. See proposition II.3.6.1 in [16] .
In both cases the corresponding operators are essentially selfadjoint in C ∞ c (M ). It is known how to compute the one parameter groups corresponding to those operators (propositions II 3.6.2 and II 3.6.4). Clearly e itOp (a) u(z) = e ita(z) u(z). We also have that
where v is the volume form on M defined by its Riemannian structure, Φ X t is the flow corresponding to X, and
is the Radon-Nikodym derivative of the measure corresponding to (Φ X −t ) * v respect to the measure corresponding to v. The computations done in [16] to obtain the expression of Op M (J X ) given above, also allow us to define Op M over finite products of symbols of the form J X , with X complete. The commutation relations satisfied by hamiltonians independent of momentum or of the form J X and the operators corresponding to them can be found in the table (1). In what follows, we will always assume that the set {x ∈ R n / ∧ k DJ(x) = 0} has null Lebesgue measure. Let us come back to our initial quantization problem. Recall that the two previous sections 2 and 3 were meant to find explicitly Σ λ , H(λ) and Op λ for the specific cases h j = h ′ j • S (where S a linear symplectomorphism and h ′ j (x, ξ) = φ j (x)) and the corresponding quantized family H j = Op (h j ), where Op is the Weyl calculus. We will use Weyl-Landsman calculus to quantize Σ λ ∼ = T * Ω λ into L 2 (Ω λ ). More precisely, we will take
λ is a simplectomorphism). We are now in condition to study the corresponding decomposable Weyl Calculus in more detail. Let us recall the definition of our quantization. Let f ∈ A. Then for each λ ∈ J(R 2n )\I, we can consider the smooth function f λ on the orbit space
λ is an admissible symbol for Op λ for almost every λ, we can essentially define the field of operators {sp(
Therefore we can consider the operator on the Hilbert space
where {u} denotes a suitable element of the direct integral. The domain of this operator is the subspace of the direct integral where the above expression makes sense and defines an element of the direct integral.
Definition 4.1. Let A d be the space of functions f ∈ A such that f λ is an admissible symbol for Op λ for almost every λ. For each f ∈ A d , we define 
where S is a linear symplectomorphism, then
where we denote by (Op
The definition of the space of admissible symbols for Op d depends on the domain of the WeylLandsman Calculus, so if this gets extended, the space A d could become larger. Below we will give some elements of this space. Also note that clearly A d 1 is a Poisson algebra. Now we will focus into explaining how the decomposable Weyl calculus can be applied in operator theory. Recall that the main reason why we constructed Op d was that we do not know if Weyl calculus preserves constants of motion. A more practical reason is the following: Assume that Weyl calculus does preserves constants of motion for some h 1 , · · · , h k and let f ∈ A such that Op (f ) defines a selfadjoint operator. Then, there is a field of operators {sp( 
is the largest space where Op is defined).
a) We say that quantization and reduction commute on f (CQR) if for each
b) We say that quantization and reduction commute on f semi-classically (SCQR) if for each
We denote by A s the set of symbols where we have SCQR.
Clearly if quantization and reduction commutes strongly on f respect to (Op d ) ′ , then quantization and reduction commutes strongly on f • S with respect to Op d , where S is a linear symplectomorphism. The same holds true if we replace CQR by SCQR. Note that T u(λ) ∈ Dom(Op λ (f λ )) for every u ∈ S(R n ). Moreover, quantization and reduction commute on f strongly iff
for almost all λ and for all u ∈ Dom(
Remark 4.2. If f ∈ A and Op (f ) is essentially selfadjoint on S(R n ), a necessary condition to obtain strong commutation of quantization and reduction is that Op (f ) strongly commutes with each H j (up to some technicalities). Recall that we conjecture that this condition is also sufficient for strong commutation of quantization and reduction. In subsection 5.1 we will give some interesting examples where we will have that Op (f ) strongly commutes with each H j , but we do not know if we have CQR.
Remark 4.3. Assume that quantization and reduction strongly commute on f . One of the main advantages of such property is the following: if Op (f ) is essentially selfadjoint on S(R n ), then we have that sp(Op (f )) = ∪ λ sp(Op λ (f λ )).
Remark 4.4.
If we have that quantization and reduction commute on f semiclassically, then we would interpret Op d (f ) as an effective Hamiltonian for Op (f ). In this case, we would expect that the previous relation between the spectra in the previous remark holds only in the limit → 0 (we will not explain the meaning of that here). However, notice that we have not found yet examples where we have that quantization and reduction commute only semi-classically. If there is no example where quantization and reduction commute only semi-classically, it would suggest that Weyl calculus always preserves constants of motion, despite Groenewold-van Hove no go theorem [10, 27, 9] . If there are examples it would mean that Op d is truly a novel quantization procedure. Both possibilities are remarkable. We postpone to study this issues in a forthcoming work. In subsection (4.3) we will give some weak results concerning SCQR, but we expect to strengthen them in the future. This partial results might help us to understand and approach the difficulties we might find on this topic.
It is not difficult to propose a distributional definition of Op d . The natural candidate is
, for each λ ∈J(R n )\I, and the above expression could make sense even if
However, the domain of Weyl-Landsman calculus has not been extended yet to make such notion worth yet. If it get extended, a suitable definition of the different versions of commutation of reduction and quantization should be given.
Tangent Vector Fields and CQR
Let us look for symbols where quantization and reduction commute strongly. If h j (x, ξ) = φ j (x) (resp. h j (x, ξ) = φ j (ξ)) and f (x, ξ) = a(x) for some measurable function a (resp. f (x, ξ) = a(ξ)), then it becomes clear that quantization and reduction commute strongly on f . Now we will show some non trivial examples of CQR. For simplicity, we are only going to work with the case h j (x, ξ) = φ(x); the other case follows from this one. Let Y be a complete vector field on R n such that Y (x)⊥∇φ j (x), ∀x ∈ R n , j = 1, · · · k. In such case we say that Y is tangent to each Ω λ . It is easy to check that {h j , J Y } = 0 ∀j. We are going to prove that quantization and reduction commute strongly on J Y . Note that, we can define on each Ω λ the vector field Y λ (z) := (i
Therefore, in order to compare the operators involved, we need to compute divY λ . Recall that we defined
Theorem 4.1. Let Y be a vector field on R n tangent to each Ω λ . Also let λ 0 ∈J(R n )\I and Y λ0 be the vector field on Ω λ0 given by Y λ0 (z) := (i
Proof. The last equality follows from the chain rule. In order to compare both divergences, we will decompose pointwise the canonical volume form dx of R n using the volume form v λ of Ω λ . More precisely, we will look for an expression of the form dx = v λ ∧ v N . But we would need to compute v N . It will be easier to do this in the difeomorphic manifold M := graf (J) :
For simplicity, assume that det(∂ n−k+j φ m (x)) = 0. Recall that the implicit function theorem allow us to take as a chart for M the map Ψ(
, dµ m | (x,λ) }, with j = 1, · · · , n − k and m = 1, · · · , k, be the corresponding bases of T (x,λ) M and T * (x,λ) M respectively. Endowing M with the volume form v M = π * (dx), where π : M → R n is the projection in the R n -component, and using the coarea formula, we get that, for every
Therefore v M = v λ ∧ (ρdµ) locally (note that dλ is not necessarily equal to dµ). Recall that the divergence of a vector field X over a manifold, with a volume form w, can be defined by the the equation div(X)w = d(i X (w)), where d is the exterior derivative and i X (w) is the interior product of w by X. Since Y is tangent to each Ω λ , we have that i Y (ρdµ) = 0. Then,
Let us compute the last term.
). Using the explicit expression of v λ above and the properties of the determinant, we get a j = (−1)
Remark 4.5. The idea of decomposing the volume form of R n as the exterior product of the volume form of Ω λ and a complement form comes from foliated cohomology theory, for instance [5] .
When k = 1, through a direct computation we get the following result: is the identity matrix for every x, and since we are assuming that < Y (x), ∇φ(x) >= 0, we get that divY (z) = divY λ (z) for each z ∈ Ω λ . Theorem 4.2. Let Y be a complete vector field on R n tangent to each Ω λ . Then quantization and reduction commute on J Y strongly.
Proof. Let z ∈ R n regular (respect toJ). Then, using the same notation than above, we obtain * v λ0 respect to v λ0 , satisfies the equation
Also, for each function f on R n Borel measurable,
Proof. Since reduction and quantization commute on J Y , we have that
The first equality follows from this and the explicit computation of e it Op M (JX ) given in (9) . The second equality follows after applying coarea formula.
Remark 4.7. Note that the last equation is a generalization of coarea formula. We think that requiring Y to be complete is not necessary, this result should follow under milder conditions, but this is not the purpose of this article.
Embedding linear Poisson spaces in A
Let us describe a context on which interesting Poisson algebras can be embedded into A. Lets G be a Lie group acting on R n . Such action induce a Lie algebra homomorphism ζ : g → X(R n ) given by
where g is the Lie algebra corresponding to G. Let J v := J ζv (or < J, v > in the standard notation of symplectic geometry), then the map
is also a Lie algebra homomorphism. Actually, this is a restriction of a Poisson map j :
where < · , · > implements the duality between T x R n and T * x R n . If we endow g * with the negative of the Lie-Poisson structure, then j = J * is a Poisson map, where J * is the pullback of J . We can restrict J * to g in the following sense: for each v ∈ g, we denote by E v the linear functional on g * given by evaluating on v; thus E v ∈ C ∞ (g * ) and
, for each j and eaxh x (or equivalently, assume that each Ω λ is invariant by G). This implies that ζ v is tangent to each Ω λ . Thus, since ζ v is also complete, reduction and quantization commute strongly in J v , for each v ∈ g. Theorem 4.3. Let G be a Lie group acting on R n such that φ j (g · x) = φ j (x), for each j and each x. Let J be the moment map considered above. Then
Proof. Note that, for each t ∈ R k and (
Remark 4.8. A trivial collorary of this result is that the Poisson algebra generated by functions only dependent on position (i.e. C ∞ (R n )) and
is also a subalgebra of A. In particular,
Remark 4.9. An important example of this is the following. Take k = 1 and consider h(x, ξ) = ϕ(q m (x)), where
n , with 0 < m ≤ n, and ϕ is strictly monotone smooth function. By definition, the canonical action of the orthogonal group O(m, n − m) satisfies the required condition. We will consider in more detail the case m = n in the next subsection. However, notice that in that case the regular energy levels are spheres, while when m = 1, we obtain an hyperboloid. Thus, such cases are geometrically different.
Let h j = h ′ j • S, where S be a symplectomorphism (not necessarily linear) and h
Poisson isomorphism between the corresponding algebras of constants of motion. Therefore we can use the previous result to find constants of motion for h j . For instance, we can apply this to find constants of motion for h(x, ξ) = ϕ(q m (ξ)), where q m was defined in the previous remark.
Weak strictness and SCQR.
We expect that if
is bounded (or at least this should hold on an interesting subalgebra). This would be a first step to prove that Op d defines a strict deformation quantization of a suitable Poisson algebra [22] . Meanwhile, we will impose some conditions to get a weaker versions of such result.
where A ⋆ B = , because we cannot intertwine limits and supremum if we only have pointwise convergence (we intertwined limit and integral in our weak version). This issue suggest that we need to look for uniform strictness of Op λ , at least locally. We shall leave this problem open for a forthcoming work.
Under similar conditions we can start to build a Poisson algebra in A s .
) are uniformly bounded in . Then f g ∈ A s . The same holds if we replace f g for {f, g}.
Proof.
[
Since the Weyl Calculus is strict on BC ∞ (R 2n ), the first term vanish when → 0. It is clear that ⋆ is strongly continuous, so the second term also vanish. The previous proposition implies that the last term vanish too. After replacing ⋆ by i [·, ·], the same arguments work to prove the second claim.
5 An important example: h(x, ξ) = ϕ(||x|| 2 ), O(n) symmetries and angular momenta.
When k = 1 and h(x, ξ) = ϕ(||x|| 2 ) (where ϕ is an inyective smooth function on [0, ∞)), the geometry of Ω λ = S n−1
(the (n − 1)-sphere of radius ϕ −1 (λ)) allows us to compute explicitly Weyl-Landsman quantization and to find examples of vector fields tangents to each Ω λ . Let start by writing more explicitly our quantization. Also let r = ϕ −1 (λ). First note that
where we identify T z S n−1 r with z ⊥ and θ is the angle between z and w (cos θ = <z,w> r 2 ). In what follows, just to simplify the expressions, we will not include the bump function κ in the definition of Op λ . In case we need to consider it, notice that κ can be chosen such that: it depends only on the tangent coordinate, it has support in the (n − 1)-disc of radius rπ, and
, where κ 1 has support in [0, π] and it is equal to 1 on an interval [0, θ 0 ]. Considering the previous discussion, we obtain the following expression
This expression suggest that using stereographic coordinates might be useful to study Weyl-Landsman Calculus in this case. The canonical action of the orthogonal group O(n) on R n clearly satisfies the conditions required in theorem (4.3). Then each element of J * [C ∞ (so(n) * )] Poisson commutes with ϕ(||x|| 2 ). We also know that quantization and reduction commute strongly on J v , for each v ∈ so(n). Let {v ij }, i < j ≤ n the canonical base of so(n). Each v ij is the infinitesimal generator of the rotation of the plane generated by the elements of the canonical base e i and e j . Let f ij = J vij ; this functions are called angular momenta coordinates and they are given by
When n = 3, they are the coordinates of the canonical vector product (x 1 , x 2 , x 3 ) × (ξ 1 , ξ 2 , ξ 3 ). Using the corresponding dual base on so(n) * , we can identify J * [C ∞ (so(n) * )] with the set of smooth functions on R 2n of the form
). After applying Op d (or Op ), we obtain the angular momenta operators F ij = i (x i ∂ j − x j ∂ i ). Since quantization and reduction commute strongly on each f ij , we know that each F ij commutes with H 1 = ϕ(Q 2 ) and the family of operators decomposing each F ij through T 0 and acting on each sphere is given by
). This operators satisfy the same commutation relations for each λ. We will show in the next subsection Op (f ) also commutes with ϕ(Q 2 ), for each f of the form (11), but we do not know yet an explicit expression of the family of operators decomposing it through T 0 .
Some examples where Weyl calculus preserves constants of motion.
The following results are remarkable on its own right, the proofs are simple but we did not find it stated elsewhere. Let us begin with the case h(x, ξ) = ϕ(||x|| 2 ) and H = ϕ(Q 2 ). Recall that the flow of h is given by Φ t (x, ξ) = (x, ξ + 2tϕ ′ (||x|| 2 )x) and [e itH u](x) = e itϕ(||x|| 2 ) u(x). In particular, the algebra of classical constants of motion A is the same for each regular ϕ.
Theorem 5.1. Let h(x, ξ) = ||x|| 2 , A the corresponding algebra of constants of motion and f ∈ S ′ (R 2n ) ∩ A.
b) If Op (f ) is bounded and selfadjoint, then it strongly commutes with ϕ(Q 2 ), for any Borel function ϕ.
Proof. Recall that if S is a linear symplectomorphism in R 2n , then for any
where µ is the metaplectic representation (for instance, theorem 2.15 in [9] ). In the particular case,
This equality shows a), and together with the spectral theorem, it implies b). When Op (f ) sends S(R n ) into itself, we can strongly derivate the previous equality to obtain c). For the last part, let D be the domain of Op (f ) (the closure of Op (f )). We will prove that e This implies that Op (f ) and Q 2 strongly commute, and the spectral theorem implies d).
The general case h = h ′ • S, where h ′ (x, ξ) = ϕ(||x|| 2 ) and S is a linear symplectomorphism follows using from the previous one. 
, ϕ is a smooth regular function on [0, ∞) and S is a linear symplectomorphism. Also let H = Op (h).
b) If Op (f ) is bounded and selfadjoint, then it strongly commutes with H.
is essentially selfadjoint on S(R n ), then its closure Op (f ) strongly commute with H.
Proof. Let A ′ the algebra of constants of motion of h ′ and let
The rest of the proof follows just as in the proof the previous theorem 5.1.
, A the corresponding algebra of constants of motion and
b) If Op (f ) is bounded and selfadjoint, then it strongly commutes with ϕ(−∆).
Remark 5.1. Using pseudodifferential operator theory, we can find conditions on f to guarantee that the hypothesis of the cases enumerated on the previous results are satisfied. For instance, if f belong to any Hormander class, Op (f ) sends S(R n ) into itself; if f is elliptic then Op (f ) is essentially selfadjoint on S(R n ). The Calderon-Vaillancourt's theorem implies that if f ∈ BC ∞ (R 2n ) then Op (f ) is bounded. For details, see [9] or any canonical text on pseudodifferential operator theory.
The previous results provide very interesting examples where we expect strong commutation of quantization and reduction. We shall insist that, if Op (f ) does strongly commute with H, then there is an essentially defined field of operators {sp(H) ∋ λ → [Op (f )] λ } decomposing Op (f ) through T and the construction of Op d provides an ansatz for such field, i.e. [Op (f )] λ = Op λ (f λ ). An interesting set of constants of motion where we should try to prove our conjecture is (
• S. The previous theorem suggest that the Moyal product defines deformation quantization on each A. no agreement of how to define it properly and, even with our heuristic definition, it is not known if there exist such quantizations for any symplectic manifold (beside canonical quantizations for the cotangent bundle of Riemannian manifolds, we are aware of the so called magnetic Weyl Calculus [20] , which quantize T * R n with the canonical symplectic structure perturbed by a magnetic field). Even though a description of Quantum Mechanics starting with a given star product has been developed obtaining important results (phase space formulation), we can fairly say that it is has not replace von Neumann's description (Hilbert spaces and selfadjoint operators), mainly because there is no object replacing the roll played by spectral measures and the spectral theorem. Rephrasing the discussion in the previous paragraph, we cannot guarantee that a given star product can be represented by selfadjoint operators. So, from a physical perspective, formal deformation quantization is not completely satisfactory (but it is a huge step forward). A somehow halfway approach called strict deformation quantization was introduced by M. Rieffel [22] . It simplifies and make more rigorous our heuristic definition of canonical quantization by assuming that the maps defining the quantization takes values on C * -algebras (which can always be represented as algebras of operators thanks to the Gelfand-Naimark-Segal theorem) and the semi-classical condition guarantee that in certain sense the expansion of the induced star product works at least until the second order term in norm. Let us come back to our initial problem and approach it from the perspective of formal defomation quantization. Since C ∞ (Σ/Φ) can be identified with A, Kontsevich's result implies that A admits a star product. On the other hand, studying the decomposable Weyl Calculus also might lead to a star product, just as the Weyl Calculus does, first imposing the condition
and then trying to use some asymptotic expansion of the emerging integral expression to obtain a star product. We expect to obtain and expression of the form
where ⋆ λ is the star product induced by Op λ (as far as we know, an explicit expression for such star product has not been found yet neither). Once we obtain ⋆ d , we should compare both star products; if they coincide, this would imply that in this case Kontsevich's star product can be represented by selfadjoint operators. Notice that in principle, they might not be equivalent. We postpone this mini program for another work. The deformation quantization perspective provides another approach to the problem of whether the Weyl Calculus (or the Moyal product) defines a quantization of A or not, as we discussed in the introduction. Since B j (f, g) above might not belong to A for some j > 1 and f, g ∈ A, the Moyal product might not define a star product on A. This seems to be an important obstacle. For instance, we will show in subsection 5.1 that Weyl Calculus preserves constants of motion for some important but specific cases, however we still do not know if Moyal product defines a star product over A in those cases. Notice that ⋆ d should satisfies another interesting feature:
Until the day we finish this article, we could not find literature considering such constraint; in particular, we do not know if there is an existence result or conjecture for such problem.
As we discussed before, in formal deformation quantization it is not required that the star product is induced from a canonical quantization, therefore in order to approach the general problem of quantizing A = C ∞ (Σ/G), we might not need to construct Op d . However, motivated by our particular case, we expect that a star product with a expression of the form (12) can be found in general (the integral should be taken over the space of coadjoint orbits or the space of irreducible representations of G). In other words, there might be three star product on A: the one with the integral expression, von Neumann's star product, and the restriction of a star product on C ∞ (Σ) to A. We shall compare those star products.
Related problems on geometric quantization
Geometric quantization is a mechanism meant to construct the Hilbert space and the maps required in the definition of canonical quantization using purely geometric data: A hermite line bundle over the symplectic manifold, a suitable connection on such bundle, a polarization and the metaplectic correction. This theory was introduced by J.M. Souriau and B. Kostant [24, 12] . Understanding how geometric quantization works is not necessary to present the problems that we have in mind; the reader interested in details can find them in [28] . recall that the main reason why we considered in the canonical quantization framework only the cases h j =h j • S is that we can compute explicitly Σ λ , H(λ) and Op λ in such cases. Let us explain why geometric quantization might help us to overcome this issue. When the geometric data required to make geometric quantization machinary works is also G-invariant on Σ, it induces geometric data on Σ λ . In particular, under such conditions we can build a Hilbert space H λ on which we can quantize Σ λ . We propose to approach the following problem: when G = R k , is there a geometric data on Σ such H λ = H(λ)? (recall that H(λ) is defined using the simultaneous diagonalization and according to our discussion it is the right quantum counterpart of Σ l b). If we obtain a positive answer then our problem is solved. In some sense and under some natural conditions, we already know that this is true when G is compact: Guillemin and Sternberg in [11] proved that in that case H(λ) can be constructed from H through a process analogue to the one used to construct Σ λ from Σ. Beside compactness, there is another significant difference with our case: H(0) is not the space formed by the elements of H invariant by e i(t1H1+···t k H k ) [15] . We shall present a problem on the compact framework motivated by our work. A very important problem arisen from Guillemin-Sternberg's work known as the "quantization commutes with reduction problem". Despite the common classical description, this problem apparently is not related to our CQR problem (definition 4.2), instead it concerns with the dimension of certain spaces and the multiplicity of certain irreducible representations of G. In some sense our CQR problem can also be introduced in this framework, but it is pointless to do it in detail in this article. Instead we are going explain it with the example . Let us take H = L 2 (G, µ), where µ is the Haar measure of G. One of the most important results of geometric quantization was to stablish, under certain conditions, a one to one correspondence between the set of coadjoint orbits Λ and the setĜ of (equivalent classes of) irreducible representations of G [12] . So, for each λ ∈ Λ, we can take H(λ) to be the Hilbert space where the irreducible representation corresponding to λ is defined. When G is compact, Peter-Weyl theorem implies that each H(λ) is finite dimensional and the regular representation can be decomposed through the unitary operator T implementing the isomorphism L 2 (G) ∼ = λ∈Ĝ H(λ) dimH(λ) , where the regular representation U is given by U s φ(t) = φ(s −1 t). In other words, we have
When U is replaced by any other unitary representation the same holds true but the irreducible representations appear with different multiplicities. Notice the resemblance of the above expression with the simultaneous diagonalization of pairwise commuting selfadjoint operators explained in the introduction (1) . In fact, when G is not compact, under some conditions a similar expression can be obtained replacing the direct sum above by a direct integral with respect to the so called Plancherel measure overĜ, and the multiplicity is replaced by some suitable measurable function onĜ. Clearly, if G = R k thenĜ = R k and the Plancharel measure is the Lebesgue measure. So, under certain conditions, simultaneous diagonalization is a particular case of the general construction (however notice that, since R k is abelian, the coadjoint orbits are points in R k ). For simplicity, let us come back to the compact case. Since T * G/G ∼ = g * , we have that A ∼ = C ∞ (g * ) and, under such identification, if f ∈ A then f λ = f | λ , i.e. f λ is the restriction of f to λ. Since, we are considering the regular representation U , we should quantize T * G on L 2 (G). We already know that we can do it using the Weyl-Landsman calculus. We would need to fix a Riemannian structure on G first. The natural candidate is the metric induced by the Killing form on g (which is invariant by the left action of G on itself). However, if we want to use the result of Guillemin and Sternberg [11] , we need to find a geometric quantization data (i.e. a line bundle over T * G, a suitable connection and a polarization satisfying some extra conditions) such that the emerging Hilbert space space is L 2 (G). If we achieve to do so, our CQR problem would make sense, i.e. we would be able to wonder if Op G (f ) commutes with U and, if that is the case, we can also wonder if [Op G (f )] λ = Op λ (f λ ), for each λ ∈ Λ =Ĝ. Notice that f (q, p) = g −1 q (p, p) belongs to A, where g −1 is inverse of the metric on G. Also notice that, if we quantize the latter f either using geometric quantization or using Weyl-Landsman quantization we obtain the same result [29] : Op 
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