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Abstract
Conditional image generation (CIG) is a widely studied prob-
lem in computer vision and machine learning. Given a class,
CIG takes the name of this class as input and generates a set
of images that belong to this class. In existing CIG works, for
different classes, their corresponding images are generated
independently, without considering the relationship among
classes. In real-world applications, the classes are organized
into a hierarchy and their hierarchical relationships are in-
formative for generating high-fidelity images. In this paper,
we aim to leverage the class hierarchy for conditional image
generation. We propose two ways of incorporating class hier-
archy: prior control and post constraint. In prior control, we
first encode the class hierarchy, then feed it as a prior into the
conditional generator to generate images. In post constraint,
after the images are generated, we measure their consistency
with the class hierarchy and use the consistency score to
guide the training of the generator. Based on these two ideas,
we propose a TreeGAN model which consists of three mod-
ules: (1) a class hierarchy encoder (CHE) which takes the
hierarchical structure of classes and their textual names as
inputs and learns an embedding for each class; the embed-
ding captures the hierarchical relationship among classes; (2)
a conditional image generator (CIG) which takes the CHE-
generated embedding of a class as input and generates a set
of images belonging to this class; (3) a consistency checker
which performs hierarchical classification on the generated
images and checks whether the generated images are compat-
ible with the class hierarchy; the consistency score is used to
guide the CIG to generate hierarchy-compatible images. Ex-
periments on various datasets demonstrate the effectiveness
of our method.
Introduction
Conditional image generation (CIG) (Mirza and Osindero
2014) refers to the task of generating a set of images given a
class label, where the generated images are aimed to be from
this class. CIG has broad applications such as data augmen-
tation (Bailo, Ham, and Shin 2019; Singh, Dutta, and Saha
2019; Milz, Ru¨diger, and Su¨ss 2018), style transfer (Hobley
and Prisacariu 2018; Azadi et al. 2018; Wang et al. 2020),
and image synthesis (Liu et al. 2019; Cao et al. 2020; Cha,
Gwon, and Kung 2019), to name a few. In real world appli-
cations, classes do not exist independently, but rather hav-
ing relationships. They are typically organized into a hierar-
chy where children of a node represent the sub-classes of a
class. The hierarchical relationship between classes provides
very valuable semantic clues for generating more realistic
images. For example, if we know two classes are siblings in
the hierarchy, their images should share certain commonal-
ity visually and semantically. Such prior knowledge derived
from class hierarchy should be incorporated into generative
models to guide image generation. However, existing CIG
works ignore the class hierarchy: for each class, a generative
model is trained to generate images belonging to this class,
without considering the relationship with other classes.
In this work, we aim to bridge this gap by developing a
generative model – TreeGAN – that leverages class hierar-
chy for image generation. The input of TreeGAN is a hi-
erarchy of classes and the output is a collection of image
sets, one set of images for each class in the hierarchy. In
TreeGAN, we propose two ways for incorporating class hi-
erarchy: prior control and post constraint. These two ways
can be used simultaneously. In prior control, the hierarchi-
cal relationship among classes is encoded and fed into the
generative model to generate images. The generation pro-
cess is guided by the encoded hierarchical relationship to
produce images that are consistent with the class hierarchy.
In post constraint, after the images are generated, they are
fed into a hierarchical classifier trained on real images in the
class hierarchy to check whether the generated images are
compatible with the class hierarchy. The compatibility score
provides feedback to image generators to avoid generating
hierarchy-incompatible images.
The proposed TreeGAN model works as follows. Given a
class hierarchy, we first leverage this hierarchy to learn em-
beddings for each class in the hierarchy. These embeddings
incorporate the hierarchical relationship among classes. For
each class on the leaf node in the hierarchy, we feed its em-
bedding into a conditional image generator to generate im-
ages belonging to this class. Given the generated images,
we feed them into an offline-trained hierarchical classifier to
check whether the generated images are compatible with the
class hierarchy. The consistency score is used to guide the
image generator to generate hierarchy-compatible images.
Experiments on three datasets demonstrate the effectiveness
of our methods.
The major contributions of this paper are as follows.
• We propose TreeGAN, a generative model which incor-
porates class hierarchy to generate images.
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Figure 1: Illustration of TreeGAN. Given a class hierarchy,
we first leverage this hierarchy to learn embeddings for each
class in the hierarchy. These embeddings incorporate the hi-
erarchical relationship among classes. For each class on the
leaf node in the hierarchy, we feed its embedding into a con-
ditional GAN to generate images belonging to this class.
Given the generated images, we feed them into an offline-
trained hierarchical classifier to check whether the generated
images are compatible with the class hierarchy. The consis-
tency score is used to guide the image generator to generate
hierarchy-compatible images.
• We propose two ways of incorporating class hierarchy:
prior control and post constraint.
• We demonstrate the effectiveness of TreeGAN on various
datasets.
The rest of the paper is organized as follows. Section 2 and
3 present the method and experimental results. Section 4 re-
views related works. Section 5 concludes the paper and dis-
cusses future works.
Methods
In this section, we introduce the proposed TreeGAN which
takes a hierarchy of classes as input and generates an im-
age set for each class. The detailed illustration is shown in
Figure 1. During the generation process, the hierarchical re-
lationship among classes is leveraged. We propose two ways
for leveraging the class hierarchy for image generation: prior
control and post constraint. Prior control is imposed before
the images are generated. Post constraint is used after the
images are generated. In prior control, we use an encoder to
learn embeddings for the hierarchy of classes where the em-
bedding of each class captures the hierarchical relationship
between this class and other classes. Then the hierarchy-
aware class embeddings are fed into a conditional image
generator to generate a set of images for each class. In post
constraint, we first train a hierarchical classifier offline. After
the hierarchy of image sets are generated, we feed them into
the offline trained hierarchical classifier to check whether
the generated images are compatible with the class hierar-
chy. If these images can be classified correctly by the classi-
fier, then they are highly compatible with the hierarchy. The
consistency score is used to guide the generator to generate
hierarchy-compatible images.
TreeGAN is composed of three modules: a class-
hierarchy encoder (CHE), a conditional image generator
(CIG), and a hierarchy-consistency checker (HCC). The
CHE takes the hierarchy of classes and their names as inputs
and learns an embedding for each class. The embedding of a
class captures its hierarchical relationship with other classes
and the semantics of this class. The CIG takes the embed-
dings of classes as inputs and generates an image set for
each class. The HCC takes the hierarchy of image sets gen-
erated by CIG as inputs and measures a score representing
how consistent the hierarchy of image sets are with the class
hierarchy. The consistency score is used to guide the train-
ing of CIG by maximizing the consistency score. The three
modules are trained jointly end-to-end. In the sequel, we in-
troduce each of these modules.
Class-Hierarchy Encoder
Given a hierarchy of classes where each class has a textual
name, we use the class-hierarchy encoder (CHE) to learn
embeddings of these classes where the embeddings simulta-
neously capture the hierarchical relationship among classes
and the semantics of each class, based on the Pytorch-
BigGraph (PBG) method (Lerer et al. 2019). For each (p, c)
pair in the hierarchy where c is a node and p is the parent
of c, we define a score to measure the compatibility of this
pair:
f (θp, θr, θc) = sim (g (θp, θr) , g (θc, θr)) (1)
where θp and θc denote the embedding of the parent class
and child class respectively. θr is the embedding of the “is
A” relation between c and p. sim(·, ·) denotes cosine simi-
larity and g(·, ·) denotes complex multiplication (Lerer et al.
2019). To learn these embeddings, a set of negative pairs
(where two classes in the pair do not have parent-child rela-
tions) are sampled and a large margin loss is defined to maxi-
mize the compatibility scores of positive pairs and minimize
the compatibility scores of negative pairs.
Conditional Image Generator
Given the class embeddings which capture the hierarchi-
cal relationship among classes, we feed the embedding of
each class into a conditional image generator to generate
images belonging to this class. We use the conditional gen-
erative model proposed in (Reed et al. 2016b) and (Zhang
et al. 2017) while acknowledging that other image genera-
tion models can be applied as well. The focus of this paper
is to incorporate class hierarchy into the generative model
instead of improving the generative model itself. For a de-
tailed description of the image generator, please refer to the
supplements.
The generator generates an image in two stages. In the
first stage, the embedding of a class is fed into a conditional
GAN, which generates a low-resolution image. In the sec-
ond stage, the low-resolution image generated in the first
stage is fed into another conditional GAN to generate a
high-resolution image. In the experiments, we set the size
of low-resolution images to 64× 64 and set the size of high-
resolution images to 256× 256.
Hierarchy-Consistency Checker
Given the images generated by CIG, the hierarchy-
consistency checker checks whether the generated images
are consistent with the class hierarchy. Given the training
data which contains a hierarchy of classes and each class
has a set of real images, we offline train a hierarchical clas-
sification model on these images. This classification model
takes the hierarchical relationship into consideration during
training. In this work, we use the hierarchical classification
method proposed in (Zhu and Bain 2017) while noting that
other hierarchical classification methods can be applied as
well. For a detailed description of the hierarchical classifier,
please refer to the supplements. After training, we use the
hierarchical classifier to measure the consistency between
generated images and the class hierarchy. Given the hierar-
chy of images generated by the conditional image genera-
tor, we feed them into the hierarchical classifier to measure
the classification errors. Small classification errors indicate
that the generated images are more compatible with the class
hierarchy. The hierarchical classifier has multiple levels of
classifiers. At each level in the hierarchy, there is a multi-
class classifier distinguishing the classes at this level. Given
a generated image Xy where y denotes the class from which
this image is generated, let f (k)i (Xy) denote the prediction
probability that the input image belongs to the i-th class at
the k-th level. The classification loss is defined as
b(Xy) =
K∑
k=1
− log
 ef(k)ak(y)(Xy)∑Mk
j=1 e
f
(k)
j (Xy)
 (2)
whereK is the number of levels in the class hierarchy, ak(y)
is the ancestor of class y at the k-th level, and Mk is the
number of classes at the k-th level. A smaller loss indi-
cates that Xy is more compatible with the class hierarchy.
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Figure 2: Architecture of the TreeGAN model.
Note that Xy is a function of the weight parameters of the
generator. To encourage the generator to generate hierarchy-
compatible images, we train its weight parameters by mini-
mizing the classification loss on each generated image. Since
the CIG generates both 64 × 64 and 256 × 256 images, we
train two hierarchical classifiers, one on 64× 64 images and
the other on 256× 256 images. The 64× 64 and 256× 256
hierarchical classifiers are used to measure the hierarchy-
consistency scores of the generated 64 × 64 and 256 × 256
images, respectively.
Loss Function
Figure 2 shows the overall architecture of our model. Given
the class hierarchy, the hierarchical encoder learns an em-
bedding for each class where the embeddings capture the hi-
erarchical relationship among classes. Then for each class,
its embedding is fed into the stage-I conditional generator
to generate 64 × 64 images. These low-resolution images
are fed into the stage-II conditional generator to generate
256 × 256 images. The generated 64 × 64 images are fed
into the 64×64 hierarchical classifier to measure consistency
scores. These consistency scores are used to guide the train-
ing of the Stage-I image generator to generate hierarchy-
consistent low-resolution images. The generated 256 × 256
images are fed into the 256 × 256 hierarchical classifier to
measure consistency scores. These consistency scores are
used to guide the training of the Stage-II image generator
to generate hierarchy-consistent high-resolution images.
Putting these pieces together, we are ready to define the
overall loss function. LetH denote the class hierarchy, C de-
note all the classes (including those on the internal nodes
and leaf nodes) in the hierarchy, and L denote the set of
classes on the leaf nodes of H. Let ec denote the embed-
ding of class c, E = {ec|c ∈ C}, and f(E ,H) be the loss
of learning hierarchical embeddings. Let g(G,D, ec) denote
the GAN loss of generating images for class c, where G
is the generator and D is the discriminator. All the classes
share the same generator and discriminator. We define the
hierarchical classification loss on generated images in class
c as h(G, c) =
∑
Xc∈G(G,c) b(Xc) where G(G, c) are all
generated images in class c and b(Xc) is given in Eq.(2).
Table 1: Quality Measure of Generated 64 × 64 Animal Images.
Class IS↑ FID↓
Ours NPC SEG GAN-INT-CLS CGAN-GV Ours NPC SEG GAN-INT-CLS CGAN-GV
Otter 4.19 4.13 4.12 4.04 3.83 10.32 10.43 10.47 11.89 13.08
Bear 5.31 5.26 5.23 4.34 4.23 8.96 9.76 9.82 11.33 11.30
Fox 4.72 4.64 4.63 4.37 4.33 9.07 9.15 9.17 10.20 11.27
Wolf 4.76 4.73 4.77 4.67 4.63 8.14 8.19 8.18 8.27 8.23
Dog 5.34 5.21 5.22 5.05 4.98 8.54 8.65 8.63 8.99 9.09
Cat 4.58 4.53 4.51 4.46 4.37 9.79 9.87 10.13 10.53 10.59
Lion 3.70 3.64 3.62 3.55 3.42 12.21 12.32 12.40 12.92 13.04
Tiger 1.87 1.81 1.79 1.71 1.60 6.04 6.12 6.15 7.18 7.19
Raccoon 4.24 4.15 4.11 3.77 3.75 10.03 10.19 10.22 11.87 11.93
Panda 2.82 2.75 2.76 1.45 1.40 7.52 7.58 7.55 8.21 8.59
Average 4.15 4.09 4.08 3.74 3.65 9.06 9.23 9.27 10.14 10.43
Table 2: Quality Measure of Generated 64× 64 Vegetable Images
Class IS↑ FID↓
Ours NPC SEG GAN-INT-CLS CGAN-GV Ours NPC SEG GAN-INT-CLS CGAN-GV
Broccoli 4.13 4.08 4.03 3.88 3.68 10.37 10.42 10.50 11.98 12.46
Bok choy 4.02 3.93 3.90 3.81 3.66 9.32 9.38 9.44 10.28 10.37
Mushroom 4.20 4.18 4.16 4.12 4.02 7.17 7.22 7.25 7.83 8.21
Pumpkin 4.91 4.87 4.82 4.76 4.46 7.96 8.02 8.53 9.44 9.78
Cucumber 4.62 4.56 4.56 4.51 4.38 6.38 6.45 6.42 7.23 7.98
Average 4.38 4.32 4.29 4.22 4.04 8.24 8.30 8.43 9.35 9.76
The overall loss is defined as follows:
minD,E maxG
∑
c∈L
(g(G,D, ec)− λ1h(G, c)) + λ2f(E ,H)
(3)
where λ1 and λ2 are regularization parameters. The genera-
tor aims to generate images that are indistinguishable from
the real images and consistent with the class hierarchy.
Experiments
In this section, we present experimental results on three
datasets. Each dataset has a hierarchy of classes and each
class has a set of real images.
Dataset
Three datasets are used in the experiments: Animal, Veg-
etable, and Pathology. The Animal dataset has 15 classes,
which are organized into a hierarchy of three levels. There
are 10 classes on the leaf nodes, which are otter, bear, fox,
wolf, dog, cat, lion, tiger, raccoon and panda. Each leaf
class has 500 images collected from ImageNet (Deng et al.
2009) and Google Open Image Dataset (Krasin et al. 2017).
The Vegetable dataset has 7 classes, which are organized
into a hierarchy of three levels. There are 5 classes on the
leaf nodes, which are broccoli, bok choy, mushroom, pump-
kin, and cucumber. Each leaf class has 500 images col-
lected from ImageNet (Deng et al. 2009). The Pathology
dataset has 8 classes, which are organized into a hierarchy
of three levels. There are 6 classes on the leaf nodes, which
are eosinophil, lung, lymphocyte, monocyte, neutrophil, and
retina. Each leaf class has 1000 images collected from (Paul
2018a), (Paul 2018b) and (Lin 2019). The class hierarchies
of these three datasets are deferred to the supplements.
Experimental Settings
In Eq.(3), the tradeoff parameter λ1 is set to 15 and λ2 is
set to 1. In the class-hierarchy encoder (CHE), the class em-
bedding size was set to 100. The class embedding is con-
catenated with a 100-dimensional random vector as inputs
to the image generator. For the training of the conditional
image generator (CIG) on low-resolution images, we set the
batch size to 64. The learning rate for both generator and
discriminator is 0.0002. For the training of the CIG on high-
resolution images, we set the batch size to 64 in Stage-I and
20 in Stage-II. The learning rate for both generator and dis-
criminator is 0.02. We use the Adam optimizer (Kingma and
Ba 2015) with β1 = 0.5 and β2 = 0.999. In the training of
hierarchical classifiers, we use data augmentation including
crop, translation, flip, etc. and set the number of epochs to
60. The initial learning is 0.003. It is reduced to 0.0005 af-
ter 40 epochs and 0.0001 after 50 epochs. We set the batch
size to be 64. We use the SGD optimizer with a momentum
of 0.9. For detailed experimental settings, please refer to the
supplements.
We use Inception Score (IS) (Salimans et al. 2016) and
Fre´chet Inception Distance (FID) (Heusel et al. 2017) to
Table 3: Quality Measure of Generated 64× 64 Pathology Images
Class IS↑ FID↓
Ours NPC SEG GAN-INT-CLS CGAN-GV Ours NPC SEG GAN-INT-CLS CGAN-GV
Eosinophil 2.22 2.18 2.14 2.03 2.10 10.21 10.26 10.31 11.03 10.97
Lung 2.72 2.69 2.67 2.50 2.61 6.93 7.02 7.14 8.24 7.32
Lymphocyte 2.20 2.15 2.14 1.98 2.00 9.49 9.58 9.61 11.93 11.25
Monocyte 2.09 2.04 2.03 1.97 1.74 10.32 10.54 10.89 11.03 11.38
Neutrophil 2.21 2.15 2.18 2.05 2.02 7.35 7.40 7.32 7.82 8.19
Retina 2.37 2.32 2.28 2.25 2.19 8.64 8.76 9.12 9.34 9.86
Average 2.30 2.26 2.24 2.13 2.11 8.82 8.93 9.07 9.90 9.83
Table 4: Quality Measure of Generated 256× 256 Animal Images
Class IS↑ FID↓Ours NPC SEG StackGAN Ours NPC SEG StackGAN
Otter 5.31 5.24 5.23 5.05 27.97 28.35 28.57 31.62
Bear 4.95 4.88 4.83 4.75 23.61 24.50 25.22 26.71
Fox 4.67 4.63 4.64 4.46 34.60 34.68 34.70 35.56
Wolf 5.82 5.76 5.73 5.41 35.24 35.65 35.87 36.84
Dog 5.03 4.99 4.98 4.85 24.63 24.79 24.83 27.35
Cat 5.59 5.52 5.47 5.36 30.84 31.95 32.83 34.03
Lion 5.14 5.06 5.04 4.96 32.69 33.49 33.52 34.65
Tiger 3.92 3.83 3.79 3.61 40.01 40.28 40.32 43.29
Raccoon 4.62 4.51 4.48 4.42 26.88 27.26 27.93 28.85
Panda 3.91 3.83 3.83 3.72 25.20 25.32 25.41 26.71
Average 4.89 4.83 4.80 4.66 30.17 30.63 30.92 32.56
measure the quality of generated images. For IS, the higher,
the better. For FID, the lower, the better. They are calculated
on 500 64× 64 generated images and 500 256× 256 gener-
ated images.
Baselines
We compare with the following baselines.
• Conditional GAN with GloVe embeddings (CGAN-
GV) In this setting, we first use the GloVe (Pennington,
Socher, and Manning 2014) method to encode the names
of classes without considering the hierarchical structure
among classes. Then for each class, its GloVe embed-
ding is fed into the conditional GAN (Mirza and Osindero
2014) to generate 64×64 images. The GloVe embeddings
and the conditional GAN are trained separately.
• GAN-INT-CLS (Reed et al. 2016b) In this approach,
given the class name, it is encoded using a character-level
CNN-RNN model, without considering the hierarchical
relationship among classes. Then the class encoding is fed
into a conditional GAN to generate 64 × 64 images. The
training of character CNN-RNN and conditional GAN are
performed jointly.
• StackGAN (Zhang et al. 2017) In this approach, given the
class name, it is encoded without considering the hierar-
chical relationship among classes. Then the class encod-
ing is fed into a stack of two conditional GANs to generate
256 × 256 images. The training of class embeddings and
conditional GANs are performed jointly.
Results
Table 1, 2, and 3 show the IS and FID scores achieved by
different methods on the generated Animal, Vegetable, and
Pathology images of size 64 × 64, respectively. Table 4, 5,
and 6 show the IS and FID scores achieved by different
methods on the generated Animal, Vegetable, and Pathology
images of size 256 × 256, respectively. As can be seen, on
individual classes and on average, our proposed TreeGAN
achieves higher IS scores (higher is better) and lower FID
scores (lower is better) than the baseline methods includ-
ing CGAN-GV, GAN-INT-CLS, and StackGAN. The three
baselines do not take the hierarchical relationship among
classes into account when generating images. In contrast,
our method leverages class hierarchy. This demonstrates that
it is helpful to leverage class hierarchy for image generation
and our approach is effective in leveraging the class hierar-
chy.
Ablation Studies We perform ablation studies to further
verify the effectiveness of individual modules in our model.
We compare with two ablation settings.
• No post constraint (NPC). In this setting, post constraint
is not used. The generated images are not fed into the hier-
archical classifier for consistency checking. The incorpo-
ration of class hierarchy is purely based on prior control.
Table 5: Quality Measure of Generated 256× 256 Vegetable Images
Class IS↑ FID↓Ours NPC SEG StackGAN Ours NPC SEG StackGAN
Broccoli 4.94 4.89 4.87 4.71 27.86 27.93 28.24 30.36
Bok choy 6.33 6.25 6.23 5.97 30.29 30.37 30.44 32.50
Mushroom 5.23 5.14 5.14 4.90 24.95 25.22 26.32 28.42
Pumpkin 5.65 5.62 5.59 5.37 27.32 27.41 28.74 30.14
Cucumber 5.73 5.68 5.64 5.16 27.84 28.07 28.41 29.87
Average 5.58 5.52 5.49 5.22 27.65 27.80 28.43 30.31
Table 6: Quality Measure of Generated 256× 256 Pathology Images.
Class IS↑ FID↓Ours NPC SEG StackGAN Ours NPC SEG StackGAN
Eosinophil 1.16 1.12 1.10 1.04 47.52 48.63 49.09 50.67
Lung 1.13 1.09 1.09 1.06 29.44 30.53 30.68 32.54
Lymphocyte 1.40 1.32 1.29 1.17 47.72 47.94 49.18 53.96
Monocyte 1.18 1.15 1.12 1.03 43.98 44.84 45.79 47.54
Neutrophil 1.31 1.20 1.14 1.06 34.74 35.29 36.71 41.22
Retina 1.53 1.49 1.48 1.36 34.17 35.54 35.59 36.04
Average 1.29 1.23 1.20 1.12 39.60 40.46 41.17 43.66
• Separate encoding and generation (SEG). In this set-
ting, training of the class-hierarchy encoder and training
of conditional image generator are performed separately
instead of jointly. We first learn the class embeddings of-
fline, then use these fixed embeddings to train the genera-
tor. No post constraint is used.
The IS and FID scores achieved by these two ablation set-
tings are presented in Table 1-6. From these tables, we make
the following observations. First, TreeGAN achieves higher
IS and lower FID than NPC. The only difference between
TreeGAN and NPC is that TreeGAN uses post constraint
while NPC does not. This demonstrates the effectiveness of
post constraint in incorporating class hierarchy for generat-
ing higher-fidelity images. Second, NPC achieves higher IS
and lower FID than SEG. The only difference between NPC
and SEG is that NPC learns the embeddings of class hier-
archy and the image generator jointly while SEG performs
that separately. This demonstrates the effectiveness of joint
training, where the learning of a class embedding is guided
by how well the images in this class are generated.
Qualitative Evaluation In addition to comparing differ-
ent methods quantitatively, we also perform a qualitative
evaluation by showing exemplar images generated by differ-
ent methods. Figure 3(a) and 3(b) show some generated im-
ages (of size 256×256) from different animal classes, veg-
etable classes, and pathology classes. Figure 1 and 2 in the
supplements show some generated images (of size 64×64)
from different animal classes, vegetable classes, and pathol-
ogy classes. From these figures, we can see that the images
generated by TreeGAN, NPC, SEG which incorporate the
hierarchical relationship among classes are more realistic,
clear, and vivid than those generated by methods which do
not consider class hierarchy. For example, the vegetable im-
ages generated by StackGAN have a lot of blur or even are
not recognizable. In contrast, the vegetable images gener-
ated by our method are natural and realistic. This further
demonstrates that leveraging class hierarchy can improve the
fidelity of generated images.
Related Works
Conditional Image Generation
Generating images conditioned on class names or other
types of texts have been studied in several works (Reed
et al. 2016c,a). Mansimov et al. (2016) proposed an encoder-
decoder architecture for text-to-image generation. The en-
coder of text and the decoder of image are both based
on recurrent networks. Attention is used between image
patches and words. StackGAN (Zhang et al. 2017) first
uses a GAN to generate low-resolution images, which are
then fed into another GAN to generate high-resolution im-
ages. AttnGAN (Tao Xu 2018) synthesizes fine-grained de-
tails at different subregions of the image by paying atten-
tion to the relevant words in the natural language descrip-
tion. DM-GAN (Zhu et al. 2019) uses a dynamic memory
module to refine fuzzy image contents, when the initial im-
ages are not well generated and designs a memory writing
gate to select the important text information. Obj-GAN (Li
et al. 2019) proposes an object-driven attentive image gen-
erator to synthesize salient objects by paying attention to
the most relevant words in the text description and the pre-
generated semantic layout. MirrorGAN (Qiao et al. 2019)
uses an autoencoder architecture, which generates an image
from a text, then reconstructs the text from the image. Differ-
ent from general-domain text-to-image generation, generat-
ing X-rays from radiology reports present unique challenges
such as ensuring view consistency, handling the linguistic
(a) Generated 256× 256 Animal Images
(b) Generated 256× 256 Pathology and Vegetable Images
Figure 3: Examples of Generated 256× 256 Images. Stack denotes StackGAN.
structure of radiology reports, etc.
Image generation
GANs (Goodfellow et al. 2014) have been widely used for
image generation from random vectors. In GAN, a discrim-
inator is used to distinguish generated images from real im-
ages. The generator is learned to make such a distinction
difficult to achieve so that the generated images are close to
the real ones. Conditional GANs (Mirza and Osindero 2014;
Odena, Olah, and Shlens 2017) generates images from class
labels. Image-to-image translation (Isola et al. 2017; Wang
et al. 2018; Zhu et al. 2017) studies how to generate one
image (set) from another (set) based on GANs. Brock, Don-
ahue, and Simonyan (2019) demonstrate that GANs benefit
dramatically from scaling: increasing model size and mini-
batch size improves the fidelity of generated images.
Conclusions and Future Work
In this paper, we propose to generate images by leverag-
ing the hierarchical relationship among classes. To achieve
this goal, we propose TreeGAN, which takes a hierarchy of
classes as inputs and generates an image set for each class
in the hierarchy. We propose two ways for incorporating the
class hierarchy: prior control and post constraint. In prior
control, the class hierarchy is encoded and fed into the gen-
erator to generate image sets. In post constraint, when the
hierarchy of image sets are generated, we use an offline-
trained classifier to check whether the generated images are
consistent with the class hierarchy. The image generator is
trained to maximize this consistency.
For future works, we will leverage other types of class-
relationship, such as graph relationship, for image genera-
tion. We will develop prior control and post constraint ap-
proaches that are tailored to graphs.
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