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Introduction
Hierarchical models, also known as state-space models, mixed effects models or mixture models, have proved to be extremely useful for modeling and analyzing ecological data (e.g. Kery and Schaub 2012, Bolker 2008) . Although these models can be analyzed using the likelihood methods (Lele et al. 2007 , Lele et al. 2010) , the Bayesian approach is the most advocated approach for such models. Many researchers even name hierarchical models as 'Bayesian models' (Parent and Rivot 2013) . Of course, there are no Bayesian models or frequentist models. There are only statistical models that we fit to the data using either a Bayesian approach or a frequentist approach. The subjectivity of the Bayesian approach is bothersome to most scientists (Efron 1986; Dennis 1996) and hence the trend is to use the non-informative, also called vague or objective, priors instead of the subjective priors provided by the expert. These non-informative priors purportedly "let the data speak" and do not bias the conclusions with the subjectivity inherent in the subjective priors. It has been claimed that Bayesian inferences based on non-informative priors are similar to the likelihood inference (e.g. Clark, 2005 figure 1a, 1b) . If a uniform prior is supposed to express complete ignorance about different parameter values, then this says that if one is ignorant about p , one is quite informative about log p 1− p . Similarly a normal prior with large variance on the logit scale, that presumably represents complete ignorance, transforms into a non-uniform prior on the probability scale (see figure 1c, 1d ). We call the following form of the model the (a, b) parameterization. a) Process model:
where b is the density dependence parameter.
b) Observation model: Y t | X t~P oisson(exp(X t ))
One can write this model in an alternative form that we call the (a, K ) parameterization. a) Process model:
where K is the carrying capacity.
These two models are mathematically identical to each other. Our goal is to fit these models to the observed data and conduct population viability analysis using the population prediction intervals (PPI) (Saether et al. 2000) . Common sense dictates that because the data are the same and the models are mathematically equivalent to each other, the PPI computed under the two parameterizations should also be identical to each other.
We use Bayesian inference using non-informative priors to compute PPI under these two forms. For the Bayesian inference, we need to specify the priors on the parameters. We use the following non-informative priors for the parameters in the respective parameterization.
Priors for the - Table 1 here
Notice that the parameter estimates for the two parameterizations are quite a bit different;
on the other hand, the maximum likelihood estimates (MLE) under two parameterizations are nearly identical to each other under both parameterizations as they should be. The small differences are due to the Monte Carlo error.
In figure 2 we show the PPI obtained under the likelihood and the noninformative Bayesian approach. 
Occupancy models and the decline of amphibians:
One of the central tasks an applied ecologist is entrusted with is to monitor the existing populations. These monitoring data are the input to many further ecological analyses. We consider the following simple model that is commonly used in analyzing occupancy data with replicate visits (MacKenzie et al. 2002) . We denote probability of occupancy by ψ and probability of detection by p . For simplicity (and, to emphasize that these results do not happen only for complex models), we assume these do not depend on covariates. We assume there are n sites and each site is visited k times. Other The (θ,δ) model: θ~N(0,1000), δ~N(0,1000)
These are commonly used non-informative priors on the respective scales. The goal of the analysis is to predict the total occupancy rate. To compute this, we need to compute the probability that a site that is observed to be unoccupied is, in fact, occupied. We need to compute P(Y i = 1 | O ij = 0, j = 1, 2,..., k) . We can compute it by using standard conditional probability arguments as:
We first present a simulation study where we show the differences in the non-informative
Bayesian inferences between the two parameterizations. We present the simulation results for the case of 30 sites and two visits to each site. We consider three different combinations of probability of detection and probability of occupancy; both small, occupancy large but detection small and occupancy small and detection large. It is well known (e.g. Walker, 1969 ) that as the sample size increases, Bayesian inferences become similar to the likelihood inference. We checked our program (provided in the supplementary information) by taking 100 sites and 20 visits per site. For these sample sizes, as expected, the inferences were nearly invariant. Table 2 here Table 2 shows that the inferences about point estimates of the probability of occupancy and detection and more importantly about the probability that a site is, in fact, occupied when it is observed to be unoccupied on both visits are not invariant to the parameterization. This has significant practical implications: The predicted occupancy rates will be quite different depending on which parameterization is used.
----------------------------------------

------------------------------------------------
How does this work out in real life situation? Let us reanalyze the data presented in MacKenzie et al. (2002). We consider a subset of the occupancy data for American
Toad (Bufo Americanas) where we only consider the first three visits. There are 27 sites that have at least three visits. The raw occupancy rate, the proportion of sites occupied at least once in three visits, was 0.37. We fit the constant occupancy and constant detection probability model using the two different parameterizations described above. The point estimates of various quantities are shown in the table below.
-----------------------------------------Table 3 here -----------------------------------------------
The differences in the two analyses are striking. According to one analysis, we will declare an unoccupied site to have probability of being occupied as 0.296 where as the other analysis will replace a 0 by 1 with probability 0.6715, more than double the first analysis. Given the data, after adjusting for detection error, we will declare the study area to have occupancy rate to be 0.56 under one analysis but under the other analysis, we will declare it to be 0.80. In figure 3 , we show the posterior distributions for the occupancy rate under the two parameterizations. It is obvious that the decisions based on these two posterior distributions are likely to be very different.
Now imagine facing a lawyer in the court of law or a politician who is challenging the results of the wildlife manager who is testifying that the occupancy rates are too low (or, too high for invasive species). All they have to do, while still claiming to do a legitimate non-informative analysis, is use a parameterization that gives different results to raise the doubt in the minds of the jurors or the senators on the committee. This is not a desirable situation.
Discussion:
Using different parameterizations of a statistical model depending on the purpose of the analysis is not uncommon. For example, in survival analysis the exponential distribution is written using the hazard function or the mean survival function depending on the goal of the study. They are simply reciprocals of each other. Similarly Gamma distribution is often written in terms of rate and shape parameter or in terms of mean and variance that is suitable for regression models. Beta regression is presented in two . The Jeffrey's prior for the probability of success is Beta(0.5, 0.5) and is plotted in Figure 4 .
----------------------------------------------Figure 4 here --------------------------------------------
Even a quick look at this figure will convince the reader that the prior is nowhere close to looking like what one would consider a non-informative prior. It is highly concentrated near 0 and 1 with very small weight in the middle. Even when Jeffreys prior can be computed, it will be difficult to sell this prior as an objective prior to the jurors or the senators on the committee. The construction of Jeffreys and other objective priors for multi-parameter models poses substantial mathematical difficulties. The common practice is to put independent priors on each of the parameter. Why such prior knowledge of independence of the parameters be considered 'non-informative' is completely unclear. It seems to be more a matter of convenience than a matter of principle.
To summarize, we have shown that non-informative priors neither 'let the data speak' nor do they correspond (even roughly) to likelihood analysis. They seem to add their own biases in the scientific conclusions. Just because the euphemistic terms such as objective priors, non-informative priors or objective Bayesian analysis are used, it does not mean that the analyses are not subjective. A truly subjective prior based on expert opinion is, perhaps, preferable to the non-informative priors because in the former case the subjectivity is clear and well quantified (and, may be justified) whereas in the latter the subjectivity is hidden and not quantified. Many applied ecologists are using the noninformative Bayesian approach almost as a panacea to deal with hierarchical models believing that they are presenting objective, unbiased results. The resultant analysis, because of the lack of invariance to parameterization, has unstated and unquantifiable biases and hence may not be justifiable for either the scientific purposes or the managerial applications. 
Figure legends:
Figure 1: Non-informative prior on one scale is informative on a different scale. What is considered non-informative on the logit scale will be considered quite informative on the probability scale and what is considered non-informative on the probability scale will be considered informative on the logit scale. 
