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Abstract
Triples of positive definite matrices that can be transformed to a commuting triple by a congruence
transformation are called -commuting. In this paper we give various descriptions and characterizations of
-commuting triples and particularly focus on those involving the geometric mean and midpoint equations
on a generating set of the special unitary group.
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1. Introduction
A triple of positive definite matrices is called -commuting if it can be transformed to a com-
muting triple of positive definite matrices by a congruence transformation. -commuting triples
have appeared in the study of the Riemannian geometry of (n), the open convex cone of n × n
positive definite matrices [8]. The main interest of this paper is to describe -commuting triples
of positive definite matrices via a variety of equivalences in a general algebraic and geometric
framework. Our approach is the study of the setSA,B of positive definite matrices X of which the
triple {X,A,B} is -commuting, for two given positive definite matrices A and B. This solution
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setSA,B forms a geodesic submanifold of the Riemannian symmetric space (n) and is linearly
isomorphic via a congruence transformation to a submanifold of block diagonal matrices with
sizes determined by the spectrum of A−1B.
We next consider a family of unitary matrices V (A,B) generating the special unitary group
SU(n), where A and B vary over positive definite matrices. The unitary matrix V (A,B) is defined
to be the unitary part of A−1/2B1/2 in the standard matrix polar decomposition. The associated
‘midpoint equation’ on this generating set is the one of the form V (A,B) = V (A,X)V (X,B),
an analog of the metric space case. We observe that the solution set of the midpoint equation
coincides withSA,B in the -commuting problem. This is obtained by an equivalence between
the midpoint equation and the geometric mean equation (A#X)X−1(X#B) = A#B, where A#B
denotes the geometric mean of A and B.
2. Background
Let Herm(n,C) be the space of n × n Hermitian matrices and let U(n) be the unitary group.
We recall that A is positive semidefinite, denoted by 0  A, if 〈x,Ax〉  0 for all x ∈ Cn, where
〈·, ·〉 denotes the usual inner product on Cn. Similarly, A is positive definite, denoted 0 < A, if it is
positive semidefinite and invertible, or equivalently, 〈x,Ax〉 > 0 for all non-zero x. The Löwner
order A  B is defined by A  B if and only if B − A  0.
The set(n)ofn × npositive definite Hermitian matrices is an open convex cone of Herm(n,C)
and is a symmetric space of noncompact type. The symmetric space structure is defined byA • B =
AB−1A (the map SA(X) = A • X represents the symmetry through A). The Riemannian metric is
determined by the trace metric on T = × Herm(n,C) given by 〈X, Y 〉A := tr(A−1XA−1Y ),
A > 0, X, Y ∈ Herm(n,C). The Riemannian metric distance δ(A,B) is given by δ(A,B) =(∑n
i=1 log2 λi(A−1B)
)1/2
where the λi(A−1B) denote the eigenvalues of A−1B (see [17,26]). It
is invariant under the matrix inversion and congruence transformations, that is, δ(A−1, B−1) =
δ(A,B) = δ(M∗AM,M∗BM),M ∈ GL(n,C). The unique geodesic curve passing from A to
B is given explicitly by A#tB = A1/2(A−1/2BA−1/2)tA1/2 (where At = exp(t log(A))) and its
geodesic midpoint coincides with the geometric mean of A and B
A#B :=A#1/2B = A1/2(A−1/2BA−1/2)1/2A1/2.
The non-positivity of the curvature of the Riemannian manifold  can be expressed by the fol-
lowing (equivalent) inequality: δ(At , Bt )  tδ(A,B), 0  t  1. See [8,17,18,26] for details.
The geometric mean A#B of positive definite matrices A and B appears in the literature
with a variety of applications: in matrix inequalities [3,4,15], inverse mean problems [1,2,11,24],
semidefinite programming [30,31], geometry [17,7–10,18,25], statistical shape analysis [27–29],
and in symmetric matrix word equations [5,13,14,21].
3. Geometric means in involutive groups
Although our primary interest in this paper is the set of positive definite matrices as a subset of
the group of complex invertible matrices, we are able to derive the preponderance of our results
using properties that remain valid in much broader contexts, such as the set of positive invertible
elements in a C∗-algebra, or the members of P arising in the Cartan decomposition G = PK
of a semisimple Lie group. Hence we adopt generic notation modeled on the GL(n,C) case, but
more broadly applicable. We assume a group G, an abstraction of the general linear group of
invertible complex matrices, equipped with an adjoint operation A → A∗, which is an involutive
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anti-isomorphism. Groups equipped with such involutive anti-isomorphisms are called involutive
groups. Elements of G satisfying A = A∗ are said to be self-adjoint or symmetric. Members A
of  :={CC∗ : C ∈ G} are said to be positive, denoted A > 0. Elements U satisfying U∗ = U−1
are called unitary; the unitary elements form a subgroup U.
A twisted subgroup of a group is a subset containing the identity that is closed under the
symmetry operation A • B :=AB−1A; this operation endows the twisted subgroup with a type
of symmetric structure. Observe that if A and B belong to a twisted subgroup, then so does
ABA = A • (I • B). In an involutive group the set  is always a twisted subgroup. A twisted
subgroup is uniquely 2-divisible if for every B in the twisted subgroup there exists a unique A
in the twisted subgroup such that A2 = B. In an involutive group G, the twisted subgroup  of
positive elements is uniquely 2-divisible if and only ifG admits a polar decomposition, that is, the
polar map (A,K) → AK : ×U→ G is bijective, an equivalence that is more or less familiar
to researchers in loop theory [6,12,16,19]. In this case the polar decomposition is given by
M = PU ∈ U⇒ P = (MM∗)1/2, U = (MM∗)−1/2M. (3.1)
We will henceforth assume that our involutive groups satisfy these equivalent properties of
admitting a polar decomposition and the unique 2-divisibility of . Finally we additionally make
the generic assumption that if A,B ∈  commute, then A1/2 and B also commute.
All these conditions are satisfied for the general linear groupG = GL(n,C) of complex invert-
ible matrices with the usual adjoint operation, the subgroup U = U(n) of unitary matrices, and
the set  = (n) of positive definite matrices. More generally the assumed axioms hold for the
group of invertible elements of a C∗-algebra, with involution defined by the ∗-operation, and
the positive elements defined as above. In the C∗-algebra case the last assumption follows from
the fact that the elements commuting with a positive element A form a C∗-subalgebra. Hence if
a positive element B is in this subalgebra, so is its positive square root B1/2 (since C∗-algebras
always have unique positive roots for their positive elements). We typically work in the general
context, although we attempt a presentation that is also suitable for GL(n,C) for any reader who
prefers to avoid the abstraction of involutive groups. On the occasions that we wish to consider
specifically the complex matrix case, we revert to the more specific notation for that setting.
In the preceding context we can define a general notion of geometric mean [19,20].
Lemma 3.1 (The Riccati lemma). The geometric mean A#B of two positive elements is the unique
positive solution of the equation; XA−1X = B or X • A = B. It is given explicitly by
A#B = A1/2(A−1/2BA−1/2)1/2A1/2.
The following properties of the geometric mean are well-known and follow in a straightforward
fashion from the Riccati lemma (cf. [3,15,18–20]).
Proposition 3.2. The geometric mean A#B has the following properties:
(i) A#A = A,
(ii) A#B = B#A,
(iii) (A#B)−1 = A−1#B−1,
(iv) A#B = I if and only if B = A−1,
(v) the equation A#X = B has a unique positive solution X = BA−1B,
(vi) M(A#B)M∗ = (MAM∗)#(MBM∗) for any M ∈ G,
(vii) A#X = B#X implies A = B.
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Given M ∈ G, let M(A) = MAM∗, the congruence transformation determined by M .
Observe that the preceding property (vi) asserts that congruence transformations preserve the
geometric mean (they also preserve the symmetric operation A • B = AB−1A).
4. -Commuting triples
Although our motivating example in this section is the cone of positive definite matrices,
viewed as a twisted subgroup of GL(n,C), we organize our proofs so that they remain valid in
our more general context of involutive groups with polar decomposition developed in the previous
section. Thus we assume an involutive group (G, ∗) with unitary groupU and the twisted subgroup
 = {AA∗ : A ∈ G} of positive elements, which we assume to be uniquely 2-divisible. We will
add the further assumption
A,B > 0, AB = BA ⇒ AB1/2 = B1/2A. (4.2)
This hypothesis 4.2 implies that all dyadic powers of A and B commute. All these conditions are
satisfied for the general linear group of complex invertible matrices with involution A → A∗ and
the twisted subgroup of positive definite matrices, or more generally for the group of invertible ele-
ments of a C∗-algebra, with involution defined analogously, and the twisted subgroup of positive
elements. Indeed in the C∗-algebra case the elements commuting with a positive element A form
a C∗-subalgebra. Hence if a positive element B is in this subalgebra, so is its positive square root
B1/2 (since C∗-algebras always have unique positive roots for their positive elements). We have
tried to set the notation and terminology so that the reader who prefers to avoid the abstraction of
general involutive groups can assume that we are working in either of these latter two contexts.
Proposition 4.1. Given positive elements A and B, A#B = A1/2B1/2 if and only if A and B
commute.
Proof. Assume A#B = A1/2B1/2. Then since A#B is self-adjoint, A1/2 and B1/2 commute and
therefore A and B commute. Conversely if A and B commute, then (A1/2B1/2)A−1(A1/2B1/2)
reduces to B. By the standing hypothesis, A1/4, B1/2 and B1/4 mutually commute, so
A1/2B1/2 = A1/4B1/2A1/4 = (A1/4B1/4)(A1/4B1/4)∗ ∈ .
By the Riccati lemma, A1/2B1/2 = A#B. 
Proposition 4.2. The geometric mean A#B of positive elements A,B is the unique X > 0 such
that
A1/2X−1B1/2 ∈ U, (4.3)
and is also the unique positive solution of
AX−1B = X. (4.4)
Proof. Let X = A#B. Then
A1/2X−1B1/2 = A1/2(A−1#B−1)B1/2 = A1/2A−1/2(A1/2B−1A1/2)1/2A−1/2B1/2,
= (A1/2B−1A1/2)1/2A−1/2B1/2 = (A−1/2BA−1/2)−1/2A−1/2B1/2
belongs to the unitary group U because the last term is the unitary part of A−1/2B1/2 (see Eq.
(3.1)). Conversely, suppose that A1/2X−1B1/2 ∈ U. Then
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I = (A1/2X−1B1/2)(A1/2X−1B1/2)∗ = A1/2X−1BX−1A1/2.
Thus A−1 = X−1BX−1 and by taking inverses of both sides and applying the Riccati lemma
X = A#B.
The equation AX−1B = X is equivalent to the Riccati equation B = XA−1X and therefore
X = A#B by the Riccati lemma. 
As previously defined in the introduction, we say that positive elements A,B,C ∈ G -com-
mute if there exists M ∈ G such that M(A), M(B), and M(C) commute, where M(X) =
MXM∗.
We consider the analog for  of the preceding unitary inclusion equation (4.3):
AX−1B ∈ . (4.5)
We denote its solution set bySA,B :={X ∈  : AX−1B ∈ }. Obviously A and B are members
ofSA,B and A#B ∈SA,B by the preceding result.
For more detailed investigation of -commutation, we need the following
Lemma 4.3. Let A,B and C be positive. If ABC is symmetric, then ABC is positive.
Proof. Suppose D :=ABC is symmetric. If B = I , then D = AC is symmetric. Thus
AC = D = D∗ = (AC)∗ = C∗A∗ = CA,
i.e., A and C commute. Thus (by our standing hypothesis) C commutes with A1/2, and hence
AC = A1/2CA1/2 ∈ , since  is a twisted subgroup. Hence AC is positive.
For the general case note that we can write the symmetric matrix B1/2DB1/2 as
B1/2DB1/2 = B1/2(ABC)B1/2 = (B1/2AB1/2)(B1/2CB1/2) = (B1/2AB1/2)I (B1/2CB1/2).
By the preceding paragraph B1/2DB1/2 is positive and hence D = B−1/2(B1/2DB1/2)B−1/2 is
also. 
Theorem 4.4. Given positive elements A,B and X, the following are equivalent:
(i) AX−1B ∈ ;
(ii) AX−1B = BX−1A;
(iii) X−1/2AX−1/2 and X−1/2BX−1/2 commute;
(iv) A,B,X are -commuting, i.e., there exists M ∈ G such that M(A),M(B), and M(X)
commute;
(v) (A#X)X−1(X#B) = A#B;
(vi) (A#X)X−1(X#B) = (B#X)X−1(X#A).
Any of the previous assertions is equivalent to any of the assertions obtained by permuting
A,B,X. Furthermore for any M ∈ G,
M(SA,B) =SM(A),M(B), (4.6)
S−1A,B =SA−1,B−1 . (4.7)
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Proof. If AX−1B ∈ , it is in particular is symmetric. Thus AX−1B = (AX−1B)∗ = BX−1A.
Conversely if AX−1B = BX−1A = (AX−1B)∗, then by the previous lemma AX−1B is positive,
and hence X ∈SA,B . We conclude that (i) and (ii) are equivalent.




so (iii) holds. Property (iii) implies (iv) by choosing M = X−1/2. If (iv) holds, then
MAX−1BM∗ = MAM∗(MXM∗)−1MBM∗
= MBM∗(MXM∗)−1MAM∗ = MBX−1AM∗,
and therefore (ii) holds. (The equivalence of (ii)–(iv) appears in [8, Proposition 8] for the matrix
setting.)
We assume (v), that is, (A#X)X−1(X#B) = A#B. Applying the congruence transformation









where the first and last lines use Proposition 3.2 (vi) (note that I#Y = Y 1/2 from Proposition 4.1).
Setting U = X−1/2AX−1/2 and W = X−1/2BX−1/2 we have U#W = U1/2W 1/2. By Proposi-
tion 4.1, property (iii) follows.
Using the last three lines of the preceding displayed array, one sees also that (vi) implies (iii).









where the second equality follows from Proposition 4.1. Applying X1/2 to the extremes yields
property (v). Hence (iii) and (v) are equivalent.
Property (iii) implies that the left-hand side of (vi) is equal toA#B and dually that the right-hand
side is equal to B#A. Thus (vi) follows.
The symmetry of -commuting triples ensures the symmetry of all the other equivalences.
Finally, let M ∈ G. Then
AX−1B > 0 ⇔ M(AX−1B)M∗ > 0⇔(MAM∗)(MXM∗)−1(MBM∗) > 0
⇔M(X) ∈SM(A),M(B).
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This together with −1M = M−1 yields M(SA,B) =SM(A),M(B). The set equality S−1A,B =
SA−1,B−1 is immediate by taking inverses in (ii). 
Let C ∈ (n), a complex n × n positive definite matrix. Then one sees directly that the central-
izer (or commutant) of C in (n), Z(C,(n)), is closed under addition, scalar multiplication by
positive scalars, the symmetry operation A • B = AB−1A, powers, roots (as we have remarked
earlier), and more generally under A#tB = A1/2(A−1/2BA−1/2)tA1/2. Thus Z(C,(n)) is a
cone in (n), and is also a geodesic submanifold.
By a permuted version of Theorem 4.4(iii), we have that X ∈S(A,B) if and only if
A−1/2XA−1/2 commutes with A−1/2BA−1/2. If follows that X ∈S(A,B) if and only if
A−1/2XA−1/2 ∈ Z(A−1/2BA−1/2,(n)). Thus
S(A,B) = A1/2(Z(A−1/2BA−1/2,(n))).
Since congruence transformations preserve cones and geodesic submanifolds, we have established
the following
Corollary 4.5. For A,B ∈ (n),S(A,B) is a subcone of (n) and a geodesic submanifold.
Remark 4.6. The same arguments and results apply to the cone of positive elements of a C∗-
algebra.
There is a related result along this line in our more general setting. We recall that for A,B ∈ ,
it is possible to define in a natural way A#tB for all dyadic rationals t ∈ R [19,20]. One method
of doing this is to note that A2 = AI−1A ∈  for each A ∈ , use iterated squares, square roots,
and inversion to define all dyadic powers of A, and define A#t I to be the t th-power of A for
all dyadics t . To obtain A#tB, we apply B1/2 to B−1/2AB−1/2#t I . The weighted mean A#tB
can also be defined directly by iterated applications of the operations # and •, beginning with
the two elements A,B. (In a topological setting, such as positive definite matrices or the positive
elements of a C∗-subalgebra, this operation typically extends by continuity to all t ∈ R [22].) The
set {A#tB : t dyadic} is called the dyadic line determined by A and B. It is independent of the
order of A and B since A#tB = B#1−tA (Proposition 3.7, [23]).
Let us call a set ⊆  dyadically geodesic if whenever it contains two points, then it contains
the dyadic line they determine. It follows from the fact that the weighted means A#tB can be
built iteratively using the •-operation and #-operation that a subset  is dyadically geodesic if
and only if it is closed with respect to the operations # and •. By the same argument as Corollary
4.5, we obtain the following:
Corollary 4.7. The setsSA,B for A,B ∈  are dyadically geodesic.
5. Midpoint-like equations on unitary groups
We recall from Proposition 4.2 that the geometric mean X = A#B can be regarded as the
unique positive definite solution of the inclusion A1/2X−1B1/2 ∈ U(n) and the resulting unitary
matrix is given by
V (A,B) :=A1/2(A#B)−1B1/2 = (A−1/2BA−1/2)−1/2A−1/2B1/2. (5.8)
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It follows from Eq. 3.1 that V (A,B) is the unitary part of A−1/2B1/2 in the polar decomposition.
Direct computation shows that A and B commute if and only if V (A,B) = In. These ideas and
results remain valid in our more general setting of involutive groups.
Proposition 5.1. Let A,B ∈ . Then
(i) A1/2V (A,B)B1/2 = A#B.
(ii) V (A,B) = V (A−1, B−1) = V (B,A)−1.
(iii) For any X > 0,
V (X1/2AX1/2, X1/2BX1/2) = V (X−1, A)V (A,B)V (B,X−1).
Proof
(i) By (4.4), A(A#B)−1B = A#B and thus
A1/2V (A,B)B1/2 = A1/2A1/2(A#B)−1B1/2B1/2 = A(A#B)−1B = A#B.
(ii) We have V (A,B)∗ = B1/2(A#B)−1A1/2 = V (B,A) and
V (A,B)−1 = B−1/2(A#B)A−1/2 = V (B−1, A−1).
Thus V (A,B) = V (B,A)∗ = V (B,A)−1 = V (A−1, B−1).
(iii) It follows from geometric mean properties that
V (XAX,XBX) = (XAX)1/2(XAX#XBX)−1(XBX)1/2
= [XX−1(XAX)1/2] · [X−1(A#B)−1X−1] · [(XBX)1/2X−1X)]
= X[X−1(XAX)1/2X−1](A#B)−1[X−1(XBX)1/2X−1]X
= [X(X2#A−1)−1A−1/2] · [A1/2(A#B)−1B1/2] · [B−1/2(X2#B−1)−1X]
= V (X2, A−1)V (A,B)V (B−1, X2)
(ii)= V (X−2, A)V (A,B)V (B−1, X2). 
Remark 5.2. For n  2, the special unitary group SU(n) is generated by {V (A,B) : A,B ∈
(n)}.
Proof. Let G be the group generated by (n) and U be the subgroup generated by {V (A,B) :
A,B ∈ (n)}. Each member of G is a finite product of members of  and hence has determinant
a positive real number. Hence any member ofG that is unitary must have determinant 1. It follows
that U ⊆ SU(n).
Since(n) is invariant under the action of SU(n) on the special linear group SL(n,C) by inner
automorphisms, it follows from the definition of V (A,B) and Proposition 3.2(vi) that the arcwise
connected set {V (A,B) : A,B ∈ (n)} will also be invariant. Hence the subgroup it generates
will be a nontrivial arcwise connected normal subgroup, hence all of SU(n), by the simplicity of
the latter. 
We consider the ‘midpoint equation’ on the family of special unitary elements:
V (A,B) = V (A,X)V (X,B) (5.9)
for fixed positive elements A and B.
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Theorem 5.3. The solution set of the midpoint equation of (5.9) coincides withSA,B, that is,
SA,B = {X > 0 : V (A,B) = V (A,X)V (X,B)}. (5.10)
Proof. By (5.8), V (A,B) = V (A,X)V (X,B) can be written as
A1/2(A#B)−1B1/2 = [A1/2(A#X)−1X1/2][X1/2(X#B)−1B1/2]
= A1/2[(A#X)−1X(X#B)−1]B1/2.
By inversion A#B = (B#X)X−1(X#A) or A#B = (A#X)X−1(X#B), the second equation fol-
lowing from the first by the symmetric property. By Theorem 4.4, we conclude that the solution
set of midpoint equation (5.9) coincides withSA,B . 
Remark 5.4. We are indebted to the referee for pointing out an alternative direct proof of the






































By a permuted version of Theorem 4.4(iii), we need only showPQ = QP , whereP = A− 12 XA− 12

















2 = P 12 Q− 12 ,

















2 = P 12 Q− 12 P 12 Q− 12 ,
i.e., A− 12 XB−1A 12 = P 12 Q− 12 P 12 Q− 12 or PQ−1 = P 12 Q− 12 P 12 Q− 12 , which yields P 12 Q− 12 =
Q− 12 P 12 and therefore PQ = QP .
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