Abstract-We propose finite-length multi-input multi-output (MIMO) equalization methods for "smart" antenna arrays using the statistical theory of canonical correlations. We show that the proposed methods are related to maximum likelihood (ML) reduced-rank channel and noise estimation algorithms in unknown spatially correlated noise as well as to several recently developed equalization schemes.
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quality. As changes from 0.33 to 0.4, the time required for 90% identification is reduced in the (M = 9) from 9 to 6 s. As the image processing becomes better, the advantage of the symmetric becomes less since the contribution of fy k g to the modal update becomes smaller.
IV. CONCLUSION
For problems in which the modal state is hidden in the modal measurement, a symmetric modification of the improves the speed of modal identification. The symmetric achieves its advantage by incorporating the correlation between target type and tracking error into the modal estimate. Base-state estimation is less sensitive to modal identification than is often supposed. Only when the application requires high-quality modal estimation is the symmetric required.
I. INTRODUCTION
Multi-input multi-output (MIMO) channel equalization has recently been of interest due to the popularity of antenna arrays (also known as smart antennas) applied at the receiver [1] , [2] and transmitter [3] . Adaptive and nonadaptive MIMO decision-feedback equalizers (DFEs) have been recently proposed in [4] - [6] (see also references therein). In addition, reduced-rank channel estimation [7] - [11] and equalization [12] have recently attracted considerable attention, as low-rank channels may appear in practical situations [13] , [14] . In this correspondence (see also [15] ), we present a framework for finite-length MIMO spatial and temporal equalization based on the canonical correlation analysis [16] - [18] . This framework allows for multivariate extensions of the array combining algorithms in [19] - [24] , classical finite-length equalization in [25] , [26] , joint data and channel estimation algorithm in [27] , and blind adaptive beamforming methods that use finite alphabet [28] and constant modulus [29] properties of the received signal. We show a relationship between the proposed methods and the maximum likelihood (ML) reduced-rank channel and noise estimation for unknown spatially correlated noise in [7] .
First, in Section II, we briefly review the reduced-rank ML channel and noise estimation in [7] . In Section III, we describe the proposed equalization criterion and relate it to the ML estimation results from Section II. Then, we discuss its application when training data is available (see Section IV) or not available (i.e., blind scenario; see Section V).
II. REDUCED-RANK ML ESTIMATION
We review the ML estimation in [7] for a reduced-rank channel and spatially correlated noise with unknown covariance. Similarly to [7] , we modelthereceivedsignalasalinearcombinationofbasisfunctions,which includes various wireless channel models as special cases; see [1] and [8] . (Similar reduced-rank models for channel estimation using known basis functions were also used in [9, Sec. 2.6] [10, Sec. III], and [11] . Unlike [7] , where the measurements are real the and the basis functions are Manuscript received December 7, 2000; revised January 2, 2001. This work was supported by the Air Force Office of Scientific Research under Grants F49620-99-1-0067 and F49620-00-1-0083, the National Science Foundation under Grant CCR-0105334, the Office of Naval Research under Grant N00014-01-1-0681, and the UIC Graduate Student Fellowship. The associate editor coordinating the review of this paper and approving it for publication was Dr. Kristine L. Bell.
A known, here, we consider the measurement model with complex data and parametric basis functions (see also [8] , [31] zero-mean complex Gaussian, temporally white, and spatially correlated noise with unknown positive definite covariance 6.
The basis functions
) are chosen to describe the signal of interest, and is a vector of unknown basis-function parameters, which may be the unknown symbols or phases of the received signal in constant-modulus scenario (see Section V-A1). Observe that the channel matrix H in (2.1) is assumed to be constant in the observation interval t = 1; 2; . . . ; N , which may be restrictive in fast fading scenarios. This problem can be overcome by a proper choice of basis functions
which would incorporate Doppler effect; see [30] and [31] . To simplify the notation, we omit these dependencies. Consider the singular value decomposition (SVD) ofĈ y : (1); (2) In the following, we propose an alternative criterion, which is maximized for the same estimate of as the concentrated likelihood function (2.5). This criterion is motivated by the MIMO equalization scheme shown in Fig. 1 .
III. MIMO EQUALIZATION
We analyze the MIMO equalization scheme depicted in In the following, we show that this problem is related to canonical correlation analysis. We propose to estimate B; W , and by maximizing the inverse of the estimated geometric mean-squared error of (t; ) l(
subject to the normalizing constraint BR yy B 3 = I r :
Here, j1j denotes the determinant. The normalizing constraint prevents the trivial solution (in which B and W equal zero) and imposes the estimated beamformed signals BY to be uncorrelated. It also constrains the dynamic range of the beamformed data, which is highly desirable for implementation. Note that the classical equalization schemes in [25] and [26] and array combining algorithm in [19] [16] . This allows for an elegant interpretation of the proposed equalization scheme in the context of canonical correlation analysis, as follows (see also [18, ch. 12] ) that are uncorrelated withŷ c;1 (t;
) and c;1(t; ), and so on; 1 see Fig. 2 . In addition, from (3.4), it follows that the estimated mean-square error matrixÊ( 2) ], whereas the estimated variances of (t; ) are (i) for i = 1; 2; . . . ; r. For simplicity, in the literature, the variances of (t;
) are often normalized to one as well, in which case, the correlation and covariance between the canonical coordinates are equivalent. b( ) can be interpreted as a feedforward filter, which shapes the channel to the desired impulse responseŵ w w( ); this is a classical equalization scheme in [25] and [26] .
For unknown , the maximization of (2.5) can be performed by iteration, as described in Section V. If is the unknown sequence to be detected, maximum likelihood sequence estimation (MLSE) can be used to minimize the above cost functions with respect to , along the lines of [34] .
IV. MIMO EQUALIZATION
For rank-1 channels (i.e., r = 1) and basis functions chosen to model the multipath effect of a single user by uniformly discretizing the time-delay spread (i.e., K (t) = [sK(t);sK(t 0 1); . . . ; sK(t 0 d + 1)] T and similarly for (t; )), the above equalization and detection algorithms become very similar those in [19] - [24] [where the differences arise because the normalizing constraints in [19] - [24] differ from (3.2)]. A simulation study in [23] shows that the above rank-1 equalization algorithms (followed by an MLSE detector) achieve performance (in terms of probability of error) comparable with that of a full-rank IRC. The simulations in [23] were performed following the global standard for mobile communications (GSM) scenario. Note that in rank-1 schemes, a relatively small number of parameters needs to be estimated [sinceB( ) andŴ ( ) become row vectors], which may be important if the amount of training data is limited (as in GSM).
V. BLIND MIMO EQUALIZATION AND SYMBOL DETECTION
In this section, we discuss the case when training data is unavailable; then, joint equalization and symbol detection can be applied to the received data by maximizing the concentrated likelihood in (2.5). Two iterative procedures for blind MIMO equalization and symbol detection follow from the results of Sections II and III. The first procedure provides a framework for extending the joint data and channel estimation algorithm in [27] to account for multiple receiver antennas and spatially correlated noise. The second procedure outlines a way for extending the decoupled weighted iterative least squares with projection (DW-ILSP) algorithm [28] and least-squares constant modulus algorithm (LSCMA) [29] ; iterate as long as there is a significant increase in (3.1). In the following section, we consider the full-rank channel with r = d, which allows for further simplifications of this iteration.
A. Full-Rank Channel
Consider now an important special case where r = d, i.e., the channel matrix has full rank r = d. Since W in (3.1) reduces to a square (and generally nonsingular) matrix, we can recover the basis-function which can be viewed as estimated geometric signal-to-noise ratio (SNR); see [37] . The above expression is a multivariate extension (accounting for multiple receiver antennas and spatially correlated noise) of the concentrated-likelihood multiuser detector in [38] . For one basis function (i.e., d = 1) and one receiver antenna (i.e., m = 1), it further reduces to the standard noncoherent detector (see, e.g., [39, Sect. 5.4] . If contains unknown symbols and each time snapshot corresponds to a different symbol, then each term in the above summation can be minimized separately; we can view the second step as projection onto finite alphabet. In this case, the above iteration is identical to the recently proposed decoupled weighted iterative least squares with projection (DW-ILSP) [28] . 
(t).
The obtained algorithm is identical to the least-squares constant modulus algorithm (LSCMA) in [29] .
VI. CONCLUDING REMARKS
We presented finite-length MIMO equalization methods for "smart" antenna arrays using the statistical theory of canonical correlations. We showed that these methods are closely related to maximum likelihood reduced-rank channel and noise estimation for unknown spatially correlated noise and to several (blind and nonblind) equalization schemes.
Further research will include: simulation and convergence analysis of the proposed algorithms, their adaptive implementation, and rank estimation. It is of interest to consider extensions of the above results to account for temporally correlated interference as well; computationally efficient methods can be derived for this case if we adopt a space-time separable noise model in, e.g., [40] . 
