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Communicated by P. M. Cohn 
I. Halperin, dans [4], presente une demonstration des resultats annonces 
par J. von Neumann en 1937 dans [8] concernant I’arithmetique des anneaux 
continus (anneaux reguliers dont le treillis des facteurs directs est une geometric 
continue). Nous generalisons ici certains de ces resultats a d’autres facteurs 
injectifs. Nous montrons d’abord que si A est un facteur rCgulier injectif a 
droite qui n’est pas un anneau d’endomorphismes d’espace vectoriel sur un 
corps non commutatif et si a E A, a est algebrique de degre n si et seulement 
si les sommes directes de la forme XA @ axA @ ... @ a+lxA ont au plus n 
termes (thCor&me 1.1). Nous prouvons ensuite l’existence d’elements purement 
transcendants dans tout facteur regulier auto-injectif a droite non artinien 
(theoreme 2.1) et nous demontrons que dans un facteur regulier de type IItin 
auto-injectif a droite les elements algebriques sont denses (theoreme 3.1). 
Je remercie vivement J. M. Goursaud pour Ies conversations interessantes 
que j’ai eues avec lui pendant l’elaboration de ce travail, en particulier pour 
I’idCe du corollaire 1.8. 
PF&LIMINAIRES 
Pour les definitions relatives aux anneaux auto-injectifs et la structure des 
differents types de facteurs on pourra se reporter B I’article de G. Renault [9]; 
on trouvera dans l’ouvrage de I. Kaplansky “Rings of Operators” (New York, 
W. A. Benjamin, 1968) toutes les notions de base. 
Un anneau regulier auto-injectif a droite (resp. a gauche) et fini est muni 
d’une fonctim de rang completement additive; autrement dit il existe une 
application R de A dans le corps des reels R telle que R(1) = 1 et 
(1) Va E A - (0}, R(a) > 0. 
(2) Va E A, WI E A, R(ab) 6 R(a) et R(ub) < R(b). 
(3) Pour tout couple d’idempotents orthogonaux e et f, R(e + f) = 
R(e) + R(f >- 
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R est completement additive si pour tout ideal a droite I essentiel dans A 
on a Sup,,, R(x) = 1. 
Si B est un anneau regulier muni d’une fonction de rang l’application 
6: B2 + R d&nie par 8(a, b) = R(a - 6) est une distance sur B. Alors le 
complete B de B pour cette distance est un anneau regulier muni d’une fonction 
de rang fi qui prolonge R et B est un espace metrique complet pour la distance 
associee a g [6]. C’est un anneau auto-injectif a gauche et a droite [Z]. 
On montre tres facilement que dans un anneau regulier muni d’une fonction 
de rang toute somme directe d’ideaux a gauche (resp. a droite) est au plus 
denombrable. 
Dam toute la suite, sauf indication contraire, A est un facteur r&gulier auto- 
injects? ci droite qui n’est pas un corps. Nous designerons par Z le centre de A; 
2 est done un corps. Le centre d’un sous-anneau B est note Z(B). L’anneau A 
est engendre par ses idempotents 171. Alors un Clement a E A est central si 
et seulement si, pour tout idempotent e E A, eA est stable par a, c’est-a-dire 
ae = eae. 
Nous aurons parfois a considerer un facteur regulier auto-injectif Q droite 
ou a gauche qui n’est pas l’anneau des endomorphismes d’un espace vectoriel 
sur un corps non commutatif, ni son oppose; nous indiquerons cette restriction 
en abrCgC par A + EndK V, K n.c. Dans ce cas, quel que soit l’idempotent 
e E A, si a E eAe, a est central dans eAe si et seulement si tout ideal a droite 
de eAe est stable par a. 
Si a et b sont deux elements de A, I un ideal a droite (resp. B gauche) de A; 
si pour tout x E I on a ax = bx (resp. xa = xb) nous dirons que a et b cojincident 
sur I. 
Nous rappelons les definitions de J. von Neumann [4]: Un Clement a E A 
est dit alggbrique dans A s’il est racine d’un polynbme unitaire de Z[X], 
transcendant dans le cas contraire, purement transcendant si pour tout P E Z[X], 
P(a) est inversible. 
Dans le cas oh A est de type IIrin a E A est dit algkbrique ci la limite s’il existe 
un polynome P E Z[XJ tel que liq,, R(P”(a)) = 0; E &ant un reel strictement 
positif, a est dit +a@brique s’il existe un polynome P E Z[X] tel que R(P(a)) < E; 
a est presque algLbrique dans A s’il est c-algebrique pour tout E ER+ - {O}. 
Net M &ant deux A-modules, N N M signifie que N et M sont isomorphes 
et N < M que M est extension essentiehe de N. 
Remarquons que les elements centraux, qui sont en quelque sorte ‘Yes 
plus algebriques,” h&sent Cvidemment tous les ideaux a droite stables; par 
contre les elements purement transcendants mis en evidence par I. Halperin 
dans [5] apportent beaucoup de perturbation; or si a E A est algebrique de 
degre n on a (Vx E A) (a% E an-lx.A + ... + axA + xA) et les sommes directes 
de la forme XA @ axA @ ..* @ apxA non triviales ont au plus n termes. Nous 
allons approfondir ces remarques pour caracteriser les elements algebriques 
de degre n. 
481/62/1-II 
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Nous gCnCralisons maintenant le lemme 2.1 de I. Halperin [4]: 
LEMME 0.1. Soit A un anneau rt@lier auto-injectif h droite contenant une 
famille hhi,h,x~ d’&ments, oh I est un ensemble jki ou in&G, vk$ant les 
propri&% suivantes: 
(1) (WV’i>(~~)(v > eiiekz = &eiz . 
(2) &I 4 < A, * 
Soit e un idempotent de A tel qu’il existe un i1 E I que nous notons 1, tel que 
elle = eel, = e,, . Aloes Z(eAe) = Ze. 
On a Cvidemment Ze C Z(eAe); inversement soit a E Z(eAe); posons z = ae,, ; 
alors z E Z(e,,Ae,,); l’application linkaire dkfinie sur @ip, eiiA par f (et,) = 
eil&eli pour tout i E I se prolonge & A en la multiplication par un ClCment z 
de A. Montrons que x commute avec les Clkments de la forme eiia (i E I, 01 E a): 
Vj E I (Zf?ii& - eii&Z) ejj = zeizciejj - eiiaze,j = ez,tieliolejj - eiicdej,iTelj = 
eiln(el,olej,) e,, - eii01e,,8elj = ei,e,iaej,a+ - eiimjlaelj = 0. Alors z commute 
avec tout Clkment de Biel e,iA. Montrons que z est central. Soit 01 E A; il 
existe un idCal h droite % < A, tel que c&I C Oil, eiiA; alors 2l n @zel ei$A < 
oisl e,,A; soit J = 5X. n (&, ei,A) et soit j E J; (wz - za) j = wzj - z(tij) = 
ajx - ajz = 0 done (cuz - ~a) J = 0 et OLZ = ZOL d’oti z E 2. 
Soit y  = ze - a; alors ye,, = xe,, - aell = 0 et quels que soient u E A 
et v  E A, yue,,v = (ye) u(ee,,)v = (eue) ye,,v = 0; done, pour tout i E I, 
yei, = yeile,,e,i = 0; alors y  = 0 et a = ze, done a E Ze. 
LEMME 0.2. Soit A un anneau rt;gulier auto-injectif& droite et e un idempotent; 
alors Z(eAe) = Ze. 
11 suffit de le dkmontrer pour A fini et pour A proprement infini. Nous 
dirons qu’un idempotent f est “simple” s’il existe des idempotents (fi)ZEI , 
oti I est un ensemble fini ou infini, tels que pour tout i E I fiA N fA et que 
&!fiA < c(f)A, c(f) &ant la couverture centrale de f. 
On sait que si e # 0, eA contient un idempotent simple (cf. ([3], propositions 
14 et 16) si A est fini et ([9], lemme 4.1) si A est proprement infini). D’aprks 
le lemme 0.1 le centre de eAec(f) est e.%(f). ConsidCrons une somme directe 
maximale &, ciA oti les ci sont des idempotents centraux tels que Z(eAeci) = 
eZc, , et soit c = c2 tel que CA = E(eisr ciA). Supposons c # 1; si e(1 - c) = 0 
alors Z(eAe(1 - c)) = (0) = eZ(l - c) e cela contredit la maximalit de t 
0 no, c,A done e(1 - c) # 0; alors il existe un idempotent simple, soit g, 
appartenant & e(1 - c)A; on applique le lemme 0.1 a et(g) et cela contredit 
encore la maximalit de oipl ciA, d’oh c = 1. 
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I. GLfiMENTS ALGhBRIQUES D'VN FACTEVR 
Dans tout ce paragraphe A designe un facteur regulier auto-injectif a droite. 
Les resultats subsistent, sauf le theoreme 1.2, si on remplace A par un facteur 
auto-injectif a gauche. 
LEMME 1.1. Soit a E A; les propositions suivantes sont equivalentes: 
(1) I1 existe un idempotent e E A - (0) tel que eA soit stable par a et ae 
algebrique dam eAe. 
(2) I1 existe un polyndme unitaire P E Z[X] tel que P(a) ne soit pas inversible 
B gauche. 
Dans ce cas, si Qe est le polyndme minimal de ae alors Q divise P. 
1 3 2. Soit PE Z[X] et PI = Pe tel que P1(ae) = 0; alors P(a)e = 
P,(ae) = 0 et r(P(a)) # (0). 
2 a 1. Si eA = r(P(a)) et si P1 = Pe alors P1 E Ze[X] et P1(ae) = 0. 
LEMME 1.2. Soit a E A algebbrique de polyndme minimal P et S un polyndme 
unitaire qui divise P; si Y (S(a)) = eA, 06 e2 = e, alors ae est algebrique dans 
eAe de polyndme minimal Se. 
Soit Qe le polynome minimal de ae, oh Q E Z[XJ; alors Qe divise Se done 
Q divise S. Or, si l’on pose P = ST on a T(a) E r(S(a)) done T(a) = eT(a) 
et Q(a) T(a) = (Q(a)e) T(a) = 0; alors P divise QT et S divise Q done S = Q. 
LEMME 1.3. Soit a E A et P E Z[X] tels que P(a) = 0. Soit S, T E Z[X] 
tels que P = ST et (S, T) = 1. Alors 
(1) ~(S(a)> 0 GW) = A. 
(2) Si s’ est un multiple de S premier avec T, r(S’(a)) = r(S(a)). 
C’est evident. 
COROLLAIRE 1.4. Soit a E A, algebrique depolyn6me minimal P, P = nz, Pii 
la decomposition de P en facteurs irreductibles unitaires distincts; pour tout i = 
1 ‘...) m si l’on pose e,A = r(Pt(a)) ozi fii E N et ei2 = e2. , alors ae, est algebrique 
dans e,Ae, de polyndme minimal P~nfcU~Ys~‘ei . De plus, A = &, r(Pr*(a)). 
LEMME 1.5. Soit a E A, e, et e2 deux idempotents orthogonaux de somme I 
tels que e,A et e,A soient stables par a, ae, &ant algebrique dans e,Ae, de polyndme 
minimal P1e, et ae, algebrique dans e,Ae, de polyn6me minimal P2e2 , o& PI , 
P2 E Z[X]. Alors a est algebrique dans A et si P1 et Pz sont premiers entre eux 
le polyndme minimal de a est P = P,P, . 
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La premiere partie est facile. Supposons (Pr , Pa) = 1; on voit aisement 
que P(a) = 0; le polynbme minimal Q de a s’ecrit done Q = QrQa oh Qr 
divise PI et Qa divise Pz . Al ors r(Ql(4) 0 y(Qb4) = A done r(Ql(4) = 
y(P&N = %A et y(Q&>) = e,A; alors (lemme 1.2) ue, est algebrique de 
polynome minimal Qre, done PI = Q1 ; de m&me Pz = Qz d’oh Q = P. 
LEMME 1.6. Supposons A + End, V, K n.c. Soit a E A, e E A un idempotent 
non nul tel que la somme eA + ueA + ... + an-leA soit directe, la multiplication 
par a ktant un isomorphisme de chuque terme SUY le suivunt; sipozcr tout idempotent 
f E eA on a unf 6 fA @ ... @ a”-IfA et si g est un idempotent tel que gA = 
eA @ ... @ an-leA, ulors gA est stable par a et ug est ulgt!brique de degre’ n 
duns gAg. 
Soit f  un idempotent de eA; unf E fA @ ‘.. @ a+lfA; en particulier 
ane E eA @ .‘. @ a+leA. Soit ane = x0 + ax, + ... + an-1x,-I oh xi E eA 
(0 < i < n - 1). Alors unf = xof + .** + a”-lx,& c’est la decomposition 
de unf sur eA @ ... @ an-leA done sur fA @ ... @ a+lfA; alors, pour tout 
i = o,..., n - 1, u”xif E &$A; mais r(d) n eA = (0) done xif EfA c’est-a-dire 
xzf = fxzf pour tout idempotent f  E eA; alors x,e E Z(eAe). Soit xie = z,e 
oh .ziE.Z pour tout i=O,...,n-1 et soit P(X)=Xn--.*-zIX-zO. 
Alors P(u)e = 0 done P(u)g = 0; mais ug = gag done P(ug)g = 0 et ug est 
algebrique dans gAg de degre <n; soit Qg son polynome minimal (Q E Z[X]) et 
soit p = d”Q; si p < n, puisque Q(a)e = 0 on a ape E eA + .a* + up-leA; 
la somme eA + ueA + ... + an-leA n’est done pas directe; c’est une contradic- 
tion done p = n. 
COROLLAIRE 1.7. On suppose A # End, V, K n.c. Soit a E A; les assertions 
suivuntes sont kquivalentes: 
(I) Quel que soit P E Z[X], P(u) est inversible C? gauche. 
(2) Pour tout x E A - (0) et tout n E N* il existe un y  E XA tel que any C$ 
YA + ... + an-IyA. 
(3) Tout id&l ci droite monog&e non nul XA contient, pour tout n E N*, 
un id&l h droite yA tel que la somme yA + ... + u+lyA soit directe et uit ses 
termes non nuls. 
1 * 2. Sinon soit n le plus petit entier pour lequel c’est faux; alors n > 0; 
soit done x tel que la somme XA + *.. + u+lxA soit directe et tel que tout 
y  E xr2, any E yA @ e.1 @ u+lyA; soit g un idempotent tel que gA = xA @ 
*.* @ an-%A; ug est algebrique dans gAg (lemme 1.6); soit P E Z[X] tel que 
P(a)g = 0; alors P(u) n’est pas inversible a gauche. 
2 =a 1. Sinon soit P E Z[X] tel que P(a) ne soit pas inversible a gauche 
et eA = r(P(u)); alors ue est algebrique dans eAe; il existe done un entier n 
tel que pour tout y  E eA, ulZy E yA + ... + a+lyA. 
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2 0 3 est evident. 
THBO~ME 1.1. Soit A # End, V, K n.c. et a E A; a est algkbrique de 
degre’ n si et seulement si n est le plus grand entier pour lequel il existe un x E A 
tel que la somme XA + axA + ... + an-lxL4 soit directe awec an-lx # 0. 
Supposons a algebrique de degre n et soit P = Pp ... P> son polynome 
minimal, les Pi Ctant des polynomes unitaires irreductibles, distincts, de Z[X] 
et les OL, > 1; on a alors n = xi=r aidoPt et A = @L, r(p2”t(a)) (corollaire I .4). 
Soit fi (1 < i < q) la familfe d’idempotents orthogonaux de somme 1 tels 
que fzA = r(P,“i(a)) et f ;  (1 < i < q) une famille d’idempotents orthogonaux 
tels que r(P:l(a)) = f:A 0 r(P:a-l(a)). Soit x1 un idempotent non nul de f;A 
isomorphe a un facteur direct l iA de chaque f;A (ci = E:); il existe alors 
pour tout i = 2,..., q des elements xi E EVA et yz E x,A tels que E, = .xjyI et 
Xl = yix, . 
Soit m le plus grand entier pour lequel il existe un idempotent e E (xf_, s,)A 
non nul tel que la somme eA + aeA + ... + a+leA soit directe, a definissant 
un isomorphisme de chaque terme sur le suivant. Supposons m < n; alors 
pour tout f  E eA on a a”tfgfA @ ... @ am-‘fA; soit g un idempotent tel que 
gA = eA @ a.. @ am-leA; d’aprb le lemme 1.6 ag est algebrique de degre m 
dans gAg; soit Qg son polynome minimal (Q E Z[X]); Q divise P done Q == 
p;1 . . . P3 avec /3i < OL, pour tout i = I ,..., q. On a d’autre part Q(a)g = 
Q(ag)g = 0 done si e = (& x&z, Q(a)e = Q(a)(J7~=, x& = 0; mais .xi E 
r(Pp(a)) (I < i < q); or les r(Ptz(a)) sont stables par a done par Q(a); alors 
pour tout i = I,..., q, Q(a) xi” = 0. Puisque m < n il existe un entier k E [I, 41 
tel que pit: < 01~ ; supposons par exemple /3, < 0l, ; on a P$(a) .*. P?(a) ~~01 = 0 
done P>(a) ... P?(a) xna E r(Pp(a)) nfJ = (0). De proche en proche on 
montre que pour i = I,..., q, Pfl(a) ... P?(a)x,a = 0; en particuiier P$(a)x,+x = 0 
d’oti X*LY E r(P$$a)) n f  iA; mais puisque & < (Y* , r(P?(a)) C r(P;;“‘(a)) done 
xpol E r(P2-‘(a)) nf;A = (0). Al ors yoxp~ = 0 c’est-a-dire 3~~01 = 0, done 
yzxiol = 0, E,X,OI = 0, x%~l = 0 (2 < i < q); alors e = 0. C’est une contradiction 
done m = n. 
Reciproquement soit n le plus grand entier tel qu’il existe des sommes directes 
de la forme XA @ axA @ ... @ a+lxA, a definissant un isomorphisme de 
chaque terme sur le suivant et x # 0; soit xA @ ... @ an-lx4 une telle somme 
et h un idempotent tel que hA = xA @ ... @ a+lxA; soit P E Z[X] tel que 
P(a)h = 0 (lemme 1.6); alors P(a) n’est pas inversible a gauche. L’ensemble 
des polyn6mes unitaires irreductibles P E Z[X] tels que P(a) ne soit pas inver- 
sible a gauche n’est done pas vide. Soit PI ,..., P,,, de tels polynbmes, tous 
distincts. Soit e un idempotent tel que eA = @L”=, r(P2(a)); alors (lemme 1.5) 
ae est algebrique dans eAe de polynome minimal PIP2 ... P,,! . Alors d’apres 
la premiere partie de cette demonstration il existe dans eL4e, done dans A, 
une somme directe de la forme e-4 @ ... @ ai-leA avec i = JTy=r d”P, ; puisque 
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le nombre de termes de telles sommes directes est major6 par n l’ensemble 
des polynomes unitaires irreductibles P tels que P(a) ne soit pas inversible 
B gauche est fini. Soit {Pi ,.. ., P,} cet ensemble, les Pi Ctant tous distincts. 
Considerons pour tout i = I,..., m un entier cyi > n/d”P, et soit P = 
JJzi Pfi; montrons que P(a) = 0. 11 suffit de prouver que r(P(a)) < A, ; 
soit x E A - (0); montrons done que xA n r(P(a)) # (0). Soit s le plus grand 
entier tel qu’il existe un idempotent e E xA - {0} tel que la somme eA + 
aeA -j- *** + us-leA soit directe, tous ses termes &ant isomorphes. Alors si 
gA = eA @ ... @ uS-leA (g = g’), ag est algebrique dans gAg; soit Q E Z[X] 
tel que Qg soit le polynome minimal de ug. Alors Q(a)g -z 0 et Q(a) n’est 
pas inversible a gauche, done Q s’ecrit Q = P$ .** P$ avec /Ii > 0, et Qg = 
~~J, (Ppg). Pour tout i = I ,..., m, soit gi = gi2 tel que r(P,“a(a)) = giA; alors 
ugi (-gzugi) est algebrique de polynome minimal Pf+g% . D’aprb la premiere 
partie du theoreme on a ,Bi < n/d”Pi , done /3, < 01, pour tout i = I,..., m; 
alors Q divise P done r(Q(a)) C r(P(a)); mais e E y(Q(a)) done xA n y(P(a)) # (0). 
COROLLAIRE 1.8. Soit A un anneau quasi-simple de centre Z, a un &‘ment 
invevsible de A, (T, l’automorphisme intkieur dt@ti par a; si oa est algkbrique 
de degvh n SUY Z alors a est alg.kbrique de degri <n SUY Z. 
(1) Supposons qu’il existe un corps K et un entier P tels que kl = M,(K). 
Supposons (T, algebrique et z, ,..., z, des elements de Z tels que 0% + 
zlanpl + ... + z,l = 0 (nous notons u au lieu de a,). Considerons l’anneau 
B = u&N 9.R)Jl,r(K) oh pour tout k E N chaque matrice (a) E YJ&+(K) est identifiee 
8 la matrice 
de $Bl,k+l(K). Soit & le complete de B pour la distance usuelle sur B; on sait 
que 2 est un facteur de type II (6) d e m&me centre que B (1). L’automorphisme 
interieur T defini dans B par a prolonge o; or on a encore rn + .zi~-r + ... + 
z, . 1 = 0; en effet, soit (xii) E ‘9&(K), alors pour touts E N, +(xij) = (usxi3u-*) 
done (7” + ... + znl)((xij)) = 0. N ous notons encore T I’automorphisme 
interieur defini par a dans &; il verifie Cvidemment encore I’equation 7% -1 
... + zn . 1 = 0. Alors, pour tout x E 8, aflxa-” + ... + z,-,~xa-~ + X,X = 0 
done anx + zlun-?xa + ... + z,-,axa”-l + z,xan = 0 d’oh pour tout x E A, 
a”x E d-k& + -a. + a& + x2. D’ p a res le theoreme 1.1, a est done algebrique 
sur Z. 
(2) Cas g&&al. L’enveloppe injective a gauche a de A est un anneau 
regulier quasi-simple de mCme centre que A. C’est done soit un anneau de 
matrices sur un corps, soit un facteur de type II rrn , soit un facteur de type III 
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biregulier. Par consequent si u, est algebrique son prolongement T a A est 
encore algebrique sur Z; une simple application du theoreme 1.1 et de ce qui 
precede permet de conclure. 
T&OR&ME 1.2. Supposons que A n’est pas 1 ‘anneau des endomorphismes d ‘un 
espace vectoriel SW un corps non commutatif. Soit a E A, algibrique de degre’ n. 
Les conditions s&antes sent &uivalentes: 
(1) a est contenu dans un sowcorps de A. 
(2) Pour tout idhal k d&e monogbne xA stable par a il existe un f E A 
tel que xA = @~~O1 aifA. 
Supposons d’abord le polynome minimal de a irreductible. a est done inver- 
sible. 11 suffit d’etablir le resultat pour un x tel XA = A. Soit done fA un 
ideal a droite maximal tel que la somme fA + ... + an-lfA soit directe. Soit 
52l = fA @ ... @ an-lfA; supposons 2I # A et montrons qu’il existe un 
idempotent e # 0 tel que la somme 2I + eA + ..* + a+leA soit directe. 
Soit done p le plus grand entier pour lequel il existe un idempotent e # 0 
tel que la somme 21 + eA + 1.. + ap-leA soit directe. Alors p < n et pour 
tout idempotent h E eA, aph E !Z @ hA @ ... @ ap-IhA. En particulier ape E 
2l @eL4 @ ... @a”-leA; soit ape = 01 + x,, + ... + ap-lx,-, oh old 2I et 
xi E eA (0 < i < p - 1); comme dans la demonstration du lemme 1.6 on 
montre que les xie appartiennent a Ze; on pose alors xie = zie oti zi E 2 et 
P(X) = XY - ... - z,X - z,, ; alors P(a)e = cz; mais dOP < n done P(a) 
est inversible et e E 21 IT eA = (0). C’est une contradiction done PI = A. 
Reciproquement si le polynome minimal P(X) de a n’est pas irreductible, 
soit P(X) = PI(X) P2(X) avec doPI > 1. Dans r(P2(a)) les sommes directes 
de la forme xA + ... + a@xA oti ap-lx # 0 ont leur nombre de termes p 
major6 par le degre de Pz done strictement inferieur a n. 
II. EXISTENCE D%L~MENTS PUREMENT TRANSCENDANTS 
Nous generalisons le resultat demontre par I. Halperin [5] dans le cas d’un 
facteur regulier auto-injectif & gauche et B droite de type II. 
THI?OR&ME 2.1. Tout facteur r&ulier auto-injectif 2 droite (resp. 2 gauche) 
non artinien contient des t%?ments purement transcendants. 
-Si A est de type Ifin c’est un anneau de matrices sur un corps [9]. 
lo cas: A est de type IInn 
La demonstration de I. Halperin [5] peut encore s’appliquer cependant 
nous donnons une demonstration plus courte. 
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LEMME 2.1. Soit u E A, non purement transcendant dans A; alors il existe un 
idempotent e # 0 et un poly&ne PE Z[X] tel que aP(a)e E Ze, aP(a) &ant 
inoersible si a l’est. 
(En particulier, tout sous-module de eA est stable par aP(a)). 
-Si a n’est pas inversible il existe un idempotent e # 0 tel que ue = 0. 
-Si a est inversible, soit Q E Z[x] un polynome unitaire de plus petit degrC 
tel que Q(u) ne soit pas inversible; alors d”Q 2 1; posons P(X) = (Q(X) - 
Q(O))/X et eA = r(Q(a)). Alors e # 0 et Q(a) = UP(U) + Q(0) avec aP(a)e = 
- Q(O)e E Ze. 
LEMME 2.2 ([5] lemme 1). Soit a E A; supposons qu’il existe pour n > 0 
des idempotents e, , es ,..., e,, orthogonaux de rang l/2* tels que pour tout i < 2n, 
ae,A = e,+,A; alors a est purement transcendant. 
On a aA 3 e,A @ *.. @ e,,,A done R(a) > (2” - 1)/2n pour tout n; alors a 
est inversible. Si a n’est pas purement transcendant il existe un idempotent e 
et un inversible b E &[a] tel que be E Ze (lemme 2.1); si b = aQ(a) oii Q E Z[X], 
soit d = d”Q + 1; pour tout n tel que 2” > d posons fA = (e,A @ 
**. @ eeS-dA) n eA; puisque tout sous module de eA est stable par b on a 




bf E (e,A @ ... @ e,,-,A) n eA 
De proche en proche on montre ainsi que bf = 0 done f  = 0; alors pour 
tout entier n tel que 2” > don a R(e) < d/2”; done e = 0; c’est une contradic- 
tion, done a est purement transcendant. 
COROLLAIRE 2.3 (Halperin [5]). A contient des elements purement trans- 
cendants. 
Nous allons definir par recurrence, pour tout n E N* des idempotents 
(gJosisan orthogonaux, de rang l/2”, et une application IinCaire fn verifiant 
fn(giA) = g,A pour tout i < 2”. 
Pour 12 = 1 nous appelons e, et es dew idempotents de rang l/2 et de somme 1, 
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fi un isomorphisme de e&l sur e&l. Supposons qu’il existe des idempotents 
g1 * g2 ,--*> g2fi de rang 112” orthogonaux et une application lineaire f,, de 
@T1gtA dans A verifiant pour tout i < 2”, fn(giA) = gi+J; definissons 
alors des idempotents orthogonaux isomorphes hj (1 < j < 2”+l) de rang 
1/2”+l tels que pour tout i = I,..., 2n on ait g, = hi + h2n+z . 
1 <j<2n-1 
OU 2”+1 <j<2n+i-1 I * &+,A = f&d 
(h 2n+1 est un supplementaire arbitraire de h,A dans g,A). On designe ensuite 
par fn+l une application lineaire de &~-’ hjA dans A qui prolonge fn et 
qui verifie fn+l(h2J) = h,,+,A. 
On definit alors I’application lineaire f prolongeant a A les fn (n E N); f est 
alors la multiplication a gauche par un Clement a E A qui verifie les hypotheses 
du lemme 2.2, done a est purement transcendant. 
2’ cas: A est proprement infini 
On sait qu’il existe une famille denombrable d’idempotents orthogonaux tous 
isomorphes que nous indexons par 2, soit (e&x , tels que Onox e,A < A, 
et &x Ae, < .A (cf. [9] pour les types I et II, [lo] pour le type III). 
Pour tout n EZ, soit x, E e,Ae,+, et yn E e,+,Ae, tels que x,y, = e, et 
~3, = entl - Soit a E A tel que pour tout n EZ, ae, = ynen = yn . Alors 
ae, 6 e,+l A; mais e,,, = ynx, = ax, E ae,A done ae,A = en+lA. Alors 
a(1 - e,)A = (1 - e,+,)A d’oh e,+,a(l - e,) = 0 et e,+,a = enflaen = yn 
done Ae,,,a = Ay,, = Ae, . Pour demontrer que pour tout polynome P 
de -GYl, P( > t a es inversible a gauche nous allons appliquer le corollaire 1.7; 
puisque &x e,A < A, il suffit de prouver que pour tout Clement non nul x 
de &x e,A et tout entier v  E N il existe un y  E XA - (0) tel que la somme 
yA + ... + avyA soit directe. Si c’est faux soit x E Gnex e,A et Y le plus petit 
entier tel que pour tout y  E xA la somme yA + ... + aUyA ne soit pas directe; 
alors Y 3 1 et ayx E XA @ ... @ ay-lxA done pour tout p > 0, u”+Px E XA @ 
... @ a”-IxA. Soit m > 0 tel que x E &r-, e,A; alors XA @ ... @ au-lxA C 
@FfTz e,A done, pour tout p 3 0, a+Px E @~~~~’ e,A; mais par definition 
de a, av+px E @TLJ’” m+v+p e,A; choisissons p > 2m - 1; alors (@::I: eJ) A 
(@~=~~“,,+, e,A) = (0) d’oh a v+px = 0; done x = 0. C’est une contradiction. 
On demontre de m&me que pour tout polynbme P de Z[X], P(a) est inversible 
a droite; a est done purement transcendant. 
REMARQUE 2.4. Soit A = End, V ou V est un espace vectoriel de dimension 
infnie SW le corps K commutatif et soit a E A; alors les conditions suivantes sont 
t$uivalentes: 
(1) Pour tout polyndme P E Z[X], P(a) est inversible 6 gauche (resp. 
2 droite). 
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(2) Aucun sous-espace vectoriel de dimension (resp. codimension) Jinie, 
non rkduit ci (0), de V n’est stable par a. 
(3) Aucun idkal h droite monogine pA (resp. ci gauche Ap) o& p est un 
projecteur #O de rang fini n’est stable par a. 
1 * 2. Soit W # (0) un sous-espace vectoriel de dimension finie et p 
un projecteur d’image W. Si aW = W alors ap = pap et ap E EndK W done 
ap est algebrique dans pAp; soit P E .Z[Xl tel que P(a) p = 0; P(a) n’est pas 
inversible a gauche. 
2 z- 1. S’il existe un polynome P E Z[X] tel que P(u) ne soit pas inversible 
a gauche, soit p un projecteur #0 de rang fini tel que P(a)p = 0; si n = d”P, 
@PEPA+ . ..+an-lpA done Im@pCImp+ . ..+Im@-lp et W= 
Imp + se* + Im an-4 est de dimension finie et stable par a. 
2 o 3. Car si p = p” l’idtal pA est stable par a si et seulement si Imp 
est stable par l’endomorphisme a. 
COROLLAIRE 2.5. Les &ments ulg&bbriques d’un fucteur rbgulier auto-injectif 
ir droite non urtinien n’en constituent pas un sous-unneau. 
Sinon ce sous-anneau contiendrait tous les idempotents de A, done le sous- 
anneau qu’ils engendrent c’est-a-dire A lui-m&me, ce qui contredit le thee- 
r&me 2.1. 
III. DENSITY? DES ALGI~BRIQUES DANX UN FACTEUR DE TYPE IIn, 
Dans tout ce puragraphe A est un fucteur rigulier auto-injectif d droite de 
VP Gin - 
LEMME 3.1. SoituEAeteER T; les propositions suivantes sont +uivalentes: 
(1) a est purement trunscendunt dans A. 
(2) Pour tout idempotent e # 0 de rung R(e) < l tel que eA (resp. Ae) 
soit stable par a, ae (resp. eu) est purement transcendant dans eAe. 
1 * 2. Soit P E Z[X] et PI = Pe; alors R(P,(ue)) = R(P(u) . e) = R(e). 
2 G- 1. Si a n’est pas purement transcendant, soit P E Z[XJ tel que P(a) 
ne soit pas inversible. Alors (Lemme 1.1) il existe un idempotent e tel que 
ae soit algebrique dans eAe; soit eXn + ... + z,eX + zoe son polynome 
minimal; pour tout s E eAe, anx E u+?xA + ... + axA + xA; choisissons 
x # 0 tel que R(x) < c/n et soit f = f" tel que fA = a+lxA + ... + xA; 
alors R(f) < E, uf = fuf et uf est racine du polynbme fXn + ..’ + z,fX + 
xof E Zf CXJ 
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LEMRZE 3.2. Soit a E A et E E R $ . Les propositions suivantes sont @ivalentes: 
(I) a est c-aZgt!brique. 
(2) 11 existe un idempotent e E A de rang 21 - E tel que eA soit stable 
par a et ae algtfbrique duns eAe. 
(3) II existe un &ment b E A algt!bbrique duns A tel que d(a, b) < E et que 
r(a - b) soit stable par a. 
1 3 2. Soit P E Z[X] tel que R(P(a)) < E; prendre e = e2 tel que r(P(a)) = eA. 
2 2 1. Si P(ae)e = 0 alors R(r(P(a))) > 1 - E done R(P(a)) < E. 
2 2 3. Soit b tel que a et b coi’ncident sur eA et b(1 - e) = 0; alors b 
est algkbrique dans A et d(a, b) < E. 
3 a 2. Poser eA = r(a - b). 
COROLLAIRE 3.3. Si a est presque algkbrique alors a est limite d’une suite 
d’algkbuiques. 
Remarque. Si a E A est algkbrique a la limite, l’ensemble des polyrhmes 
P E Z[X] tels que lim,,, R(P”(a)) = 0 est un idCal de Z[X], done monoghne, 
et l’ensemble des polyn8mes unitaires irrkductibles Q E Z[X] tels que Q(a) 
ne soit pas inversible est fini. 
LEMME 3.4. Soit a E A. Les assertions suivantes sont iquivalentes: 
(1) a est presque algbbrique duns A. 
(2) CP~Z~XIW~) < 4. 
1 = 2. Soient x E A* et R(x) = E > 0. I1 existe un idempotent e tel que 
R(e) > 1 - c/2, ae &ant algCbrique dans eAe; il existe done un polynhme 
PE Z[-Y] tel que P(ae)e = 0 c’est-a-dire P(a)e = 0 done e E r(P(a)); mais 
xA n eB # 0 done J$ez[xl r(P(a)) < A, . 
2 3 1. Soient (Pi)zeN* les polyn8mes unitaires irrbductibles de Z[x] tels 
que R(Pi(a)) + 1; leur ensemble est au plus dhombrable car leurs annulateurs 
sont en somme directe. Ah-s &Z[XI r(W) = &.nkNa ~(PP(a)) = 
Ois~(LN v(Pin(a))). Alors ziGN R(uneN Y(Pi”(a))) = 1. E E R: &ant donnk, 
il existe done une partie finie F de N et une application n: F--f N* telles que 
CiEF R(r(PF@‘(a))) 3 1 - 6. Soit Q = nieF P;@’ et eA = Q(a)); ae est 
algkbrique dans eAe et R(e) >, I - E. 
Remarque. Si pour tout i E N on pose &N* r(P%“(a)) < ezA, oti e, = eA2, 
alors aei = e,ae, et ae, est algibrique ci la limite duns efAeL . 
COROLLAIRE 3.5. Soient A de type II,i, et a E -4; les assertions suivantes 
sont t!quivalentes : 
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(1) a est presque aZgt?brique duns A. 
(2) (Vc E R$) ((3x E A)(R(x) 3 1 - l ) A (3n E N)(Vy E xA)(@y E yA + 
QYA + ... + a”-IyA)). 
(3) Quel que soit E E RT il existe un x E A de rang R(x) 3 1 - E tel que 
les sommes directes de la fbrme yA + ayA + .. . + an-lyA ozi y  E xA(an-ly f  0) 
aient leurs nombres de termes born&. 
2 o 3 evident. 
I => 2 d’apres le lemme 3.2. 
2 3 1 resulte du thtoreme 1.1. 
LEMME 3.6 ([4], lemme 6.2, propriete 6.7). Soit a E A; alors r(Aa) A 
(l-l nsN* anA) = 0 et Z(aA) n (nnsNt Aan) = 0. 
Soit x or n (finEN* a”A); posons x = any, pour tout n E N; alors 
anfly, = 0; posons aussi, pour tout n EN*, Au” = Aan+ @ Ab, . Alors 
(Aa”) y, = (Aan+l @ Ab,) yn = Ab,y, ; alors Ax = Ab,y, et pour tout 
n EN*, R(x) < R(b,). Chaque Ab, contient done un sous-module isomorphe 
8 Ax; or les Ab, sont en somme directe et A est fini d’ou x = 0. 
LEMME 3.7. Soit a E A; alors (r)Pez[xl P(a)A) n (uppz~~ r(P(a))) = (0). 
Soit x E fiPoz[xj P(a)A n & r(P,(a)) et soit Q = JJy=r P, . Alors x E 
(~Lz~xI WA) n r(QW C (&N Q”(a)4 n r(Q(4) = 0. 
LEMME 3.8. Soit a E A et e 1 , e2 deux idempotents orthogonaux dt$nis par 
fbw WA = 4 et L~XI r(W) = e& Alors 
(1) ae, = elael et e,A est le plus grand idial & droite stable par a tel que 
ae, soit purement transcendant duns e,Ae, . 
(2) ae, = eZaeZ et e,A est le plus grand id&al ci droite stable par a tel que 
ae2 soit presque algibrique duns e,Ae, . 
-Dans la suite e, et e2 designerons toujours des generateurs respectifs 
de npsz[xl WA et UPEztx~ r(W). 
(1) I1 est facile de controler que ae, = erae, et que ae, est purement 
transcendant dans e,Ae, . Soit f  = f  2 E A tel que af = faf, af &ant purement 
transcendant dans fAf. Soit P E Z[X]; alors P(u)f est inversible dans fAf 
done P(a) fA = fA et f  E P(a)A; alors f  E e,A. 
(2) aez est presque algebrique dans e,Ae, (quel que soit E > 0 il existe 
un polynome Q E Z[X] tel que R(r(Q(a))) 3 (1 - c) R(e,) done R(Q(a)) < 
4d). 
Soit f  = f2 E A tel que af = faf, af &ant presque algebrique dans fAf. 
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Alors pour tout idempotent e E fAf tel que ae = eae, ae Ctant algkbrique dans 
eAe, il existe done un polyn8me P E Z[X] tel que P(a)e = 0, alors e E yP(a)) 
done e E e,A. 11 en rksulte que f E e,A. 
COROLLAIRE 3.9. Soit a E A et e un idempotent tel que ae = eae; si e,A IT 
eA = 0 alors e,A n eA # 0. Si e,A n eA = 0 alors e E e,A. 
Remarquer que si e,A IT eA = 0, ae n’est pas purement transcendant dans 
eAe et que si e,A n eA = 0, ae est purement transcendant dans eAe. 
COROLLAIRE 3.10 [4]. Si A est un facteur auto-injectif ri gauche et 6 droite 
de type II,i, et si a E A il existe un idempotent e tel que ae = ea, ae e’tant purement 
transcendant dans eAe et a( 1 - e) presque algibbrique dans (1 - e) A( 1 - e). 
D’aprks le lemme 3.7 on a (~psz[xl P(a)A) n (UPEZ[X~ r(P(a))) = (0) et 
(npEz[xl AW) n KJp.z~x~ VW) = 0 done (n)pEz[xI WA) 0 (UPez[x~ 
r(P(a))) = -4 il suffit alors de dkomposer 1 sur cette somme directe. 
LEMME 3.11. Soit a E A, 9l un id&al monogBne stable par a tel que &ez[xl 
r(P(a)) n 91 = (0). Si &Ez[X~ r(P(a)) @ ‘$I + A, alors pour tout entier n il 
existe un idempotent e # 0 tel que la somme UpGz[X~ r(P(a)) + 2I + eA + a** + 
anpleA soit directe. (GCnCralisation du lemme 5.1 de [4]). 
Sinon soit n le plus grand entier pour lequel c’est vrai. I1 existe alors un 
idempotent e # 0 tel que ane E UPsz[X~ r(P(a)) @ % @ eA @ ... @ a+leA. 
Soit aFLe = a + $ + x0 + ..* + an-1x,-1 oh ol E UPezlxl r(P(a)), /3 E 9I et 
xi E eA pour tout i = O,..., n - 1. Comme dans la dkmonstration du lemme 1.6 
on montre que xie E Z(eAe); on pose done x,e = zie oh xi E Z pour tout 
i = O,..., n - 1. Soit P(X) = Xn - z,_lXn-l - *.. - z,X - z, . Alors P(a)e = 
01 + fi; or ?I est stable par a et r(P(a)) n 2l = 0 done P(a)% = 5X et il existe 
un y  E ‘II tel que /3 = P(a)y; alors P(a)(e - r) = 01. 
Si a: = 0, e - y  E r(P(a)) done e = y  E ‘5X; c’est une contradiction. Alors 
01 + 0; soit ;1 E A tel que o~X E CPez[x~ r(P(a)) - (0); il existe alors un polynbme 
Q E Z[X] tel que a/\ E r(Q(a)) - (0) d’oli Q(a) P(a)(e - r)h = 0 et (e - y)h E 
r(Q(a) P(a)) n (% @ eA) = 0; alors eh = yX = 0 done olh = 0; c’est une 
contradiction. 
LEMME 3.12. Soit a E A, ‘LI un idkal monogkne stable par a tel que CPEZtX~ 
Y(P(a)) n YL = (0). Alors, quel que soit n EN*, il existe une suite d’idempotents 
e, , en,, ,..., telle que la somme UpcZtXl r(P(a)) + ‘% + &i,,, aie,A soit 
directe et essentielle dans A, . 
La dkmonstration est celle de I. Halperin ([4], lemme 5.2); nous la rhumons 
brikvement. 
Si e = es et n EN* nous posons E,(e) = eA + aeA + ... + a+-leA. 
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Soit N un entier don&, cNA un ideal B droite maximal verifiant 1’CnoncC 
du lemme precedent. Pour tout j > N definissons les idempotents e, et G1 
par recurrence sur j en posant ejA = (a-j(&,, E,(z))) n CA. Nous appelons 
- - 
ej+,A un supplementaire de ejA dans ejA. Alors les proprietes suivantes sont 
evidentes pour tout k > j 3 N et tout i E N*: 
aiejA @ aiGA = ai<A 
(ai<lA) n i E,(G) = 0 
n--N 
E&J = f E&J + 2 (a%+,A) 
n-5 i=l 
D’autre part on a Cvidemment pour tout j > N, R(c) < l/j d’oti 
alors 
11 est alors facile d’etablir que la somme figurant dans 1’CnoncC du lemme 
est directe et stable par a; son enveloppe injective E est done stable par a; 
si E # A on applique le Iemme 3.11 avec W = E pour contredire la maximalite 
de GA, ce qui acheve la demonstration. 
COROLLAIRE 3.13. Soit a E A; &rs Uhztxl +)A) 0 (Up.ztx~ VW) = A; 
ue, est appele’ la purtie transcendante de a et a( 1 - e,) su purtie presque algibrique. 
Appliquons le lemme precedent a 81 = (0) et soit e un idempotent tel que 
e/J = (J!ri . I- 32n aie,A (n arbitraire). Alors A = e,A @ eA; on sait que eA est 
stable par a; d’apres le corollaire 3.9, ue est purement transcendant dans eAe done 
e E fbpz[xl WA; d’ob (nppztxl WA) 0 (Up~z~x~ W4> = A. 
LEMME 3.14. Soit a E A, purement transcendant dam A; ulors il existe 
me suite d’&%nents ulgt!briques qui converge vers a. 
I1 suffit de demontrer que pour tout E > 0 il existe un algebrique b tel que 
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d(a, b) < E c’est-a-dire qu’il existe un ideal a droite monogene de rang 21 - E 
sur lequel a et b coincident. 
Soit N un entier 221~; on considere une suite didempotents e, , e,,, ,... 
construite comme dans ,le lemme 3.12 verifiant @ai: i>N aCeiA < A; soit N’ 
un entier tel que R(@fl’ I 0 NGjGN’ aie,A) > 1 - ~12. Nous dkfinissons 6 de la 
maniere suivante: 
(1) b(@N~is.Nt a+le,A) = 0. 
(2) b co’incide avec a sur @Osisi-l,NGjsN~ a”ejA. 
(3) b annule un complement arbitrairement choisi de & NGjGN’ aiejA. 
Alors bN’ = 0 et b est algebrique; R(@NsjgN, aj-lejA) = R((ONOcN, ejA) < 
R(GA) < l/N < ~12 done a et b cokcident sur un ideaal B droite monogene 
derang>l--E. 
N.B. On peut aussi reprendre la demonstration de I. Halperin ([4], lemme 5.3). 
THEoRBME 3.1. Bans un facteur r&ulier auto-injectiJ h droite (resp. h gauche) 
de type Hiin les &hwnts algLb+es sont denses au sens de la mhique d@nie 
par la fonction de rang (ce qui ghzkalise le rbultat principal de [4]). 
Cela rbulte du corollaire 3.3, du corollaire 3.13 et du lemme 3.14. 
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