Abstract-There is considerable freedom in choosing the sensors to be equipped on a robot. Currently many sensing technologies are available (radar, Iidar, vision sensors, time-of flight cameras, etc.). For each class, there are additional choices regarding the exact sensor parameters (spatial resolution, frame rate, etc.). Which sensor is best? In general, this question needs to be qualified. It depends on the task. In an estimation task, the answer depends on the prior for the signal. In a control task, the answer depends exactly on which are the sufficient statistics for computing the control signal. This paper shows that an ulterior qualification that needs to be made: the answer depends on the power available for sensing, even when the task is fixed. We define the "power-performance" curve as the performance attainable on a task for a given level of sensing power. We show that this approach is well suited to comparing a traditional CMOS sensor with the recently available "neuromorphic" sensors. We discuss estimation tasks with different priors for the signal. We find priors for which one sensor dominates the other and vice-versa, priors for which they are equivalent, and priors for which the answer depends on the power available. This shows that comparing sensors is a quite delicate problem. It also suggests that the optimal architecture might have more that one sensor, and would switch sensors on and off according to the performance level required instantaneously.
I. INTRODUCTION
In the last two decades progress in robotics has been for the most part progress in perception capabilities. However, most of the work has been of algorithmic nature. We do not have a complete theory of "sensing", especially when sensing is coupled with active control. A complete theory would allow to solve a synthesis problem such as: given a task, find the optimal hardware platform together with the optimal agent that maximize the performance on the task, while respecting constraints on a set of resources (such as power consumption).
Currently, we do not yet have a theory that allows com paring different sensor families. There are many different sensors that can be mounted on a robot. Even considering only exteroceptive sensors, there are many different sensing technologies, both active (radar, lidar, time-of-flight cameras, etc.) and passive (CMOS/CCD vision sensors). For each sensor family, there is the freedom of choosing parameters such as the spatial resolution and frame rate. To compare different sensor families, one needs to trace the "power performance curve". This is the performance J on a given task as a function of the available sensing power ?S. For a fixed power level Ps, the value of J is the maximum that can be attained over all possible sensors in the same bandwidth isocurve. Depending on the task, it might be that (a) One sensor family dominates the other at all sensing power levels; or (b) One sensor is better for small sensing power and vice-versa. In this case, the optimal design could consist of different sensors that are switched in and out according to the instantaneous level of performance required.
A. Neuromorphic Sensors
The most recent addition to the universe of sensors available to robots are "neuromorphic" vision sensors [1] , some of which are commercially available [2, 3] . There are several differences with respect to a traditional vision sensor based on CCD or CMOS technology. From the point of view of the user, the most important difference is that the output of the sensor is a sequence of "events" rather than frames. Each pixel asynchronously generates an event when the brightness changes beyond a threshold.
The main argument for neuromorphic sensors to be more ef ficient than traditional frame-based sensors is that transmitting changes is intrinsically more efficient than periodic sampling of the signal. Therefore, it is ideal for application where power is limited. At the same time, extremely low latency, in the order of microseconds, make neuromorphic sensors possible candidates for agile robots. Is it possible to quantify these claims? How can one say that a sensor is better than another?
A quantity that is easily measurable is the bandwidth of the sensor. However, if anything, the bandwidth used by the sensor data is a cost that must be minimized. What matters is the useful information in the data. Perception problems are usually posed as the problem of estimating the state from the observations. This might suggest that the perfect sensor is the one that provides a perfect reading of the state. While the state is indeed a sufficient statistics (by definition), from the point of view of an agent the knowledge of the state is only important insofar as it allows making the right decisions, and these might depend only on a very small part of the state. Thus it is not possible to compare sensors without fixing a task.
There are further difficulties when comparing two sensor 978-1-4799-6923-4/15/$31.00 ©2015 IEEEfamilies. Consider the family of CMOS cameras parametrized by spatial resolution and frame rate. The family of neuromor phic sensors is parametrized by different parameters: instead of the frame rate, the user must choose a threshold �b for event generation. Is it possible to say that a neuromorphic sensor is better than any traditional CMOS sensor?
B. Related work
These issues appear in many fields. Robotics is the field with the biggest gap between theory and practice, because of the complexity of the models and the tasks. In robotics, the most comprehensive effort to defining an ordering on sensors and actuators is due to Lavalle and O ' Kane [4, 5] . We will discuss these works later.
In electronics, each sensor design is evaluated on quanti tative measures, such as power consumption, signal-to-noise ratio, bandwidth, dynamic range. However, without specifying a task any evaluation is not conclusive, except in the case of complete domination. For example, if a sensor has the exact same output characteristics of another but uses less power, it is definitely better for any task.
In neuroscience, it has long been realized that sensory organs transduce energy in "information". However, information theory alone fails to capture the essence of the problem. For a typical example, see Niven et al. [6] on information processing in the fly photoreceptors, or the approach of Rieke et al. [7] on analyzing spiking neurons. In signal processing, recently research on compressed sensing [8] has shown that there are considerable gains to be had for considering task-oriented sensing. Optical template matching [9] is an example of a hardware realization of these ideas.
C. Contribution
The approach presented in this paper consists in defining for each sensor family a "power-performance" curve that gives the best performance achievable on a task for a given level of sensing power available. Therefore, the comparison of two sensor families depends not only on the task, but also on the available sensing power. For example, it might be the case that a sensor family is better than another only for sensing power in a certain range. This paper uses this approach for comparing the event based sampling used in neuromorphic sensors with periodic sampling used by traditional sensors. The performance of the sensors in tracking a signal depend on the prior of the signal. We construct relatively simple examples in which one sensor family dominates the other over all power levels, a case in which the opposite is true, a case in which they are always equivalent, and a case where the answer depends on the power level.
II. COMPARING SENSORS
This section describes basic considerations about comparing sensors. A sensor with higher resolution that produces more data is not necessarily better. What matters is not the amount of bits per second, but rather what is the fraction of those bits that are related to the decision that must be made. Thus, two sensors cannot be compared without defining a task. A formal way to compare two sensor families is by considering the sensors "power-performance" curve, which is the performance that can be attained on the task, by optimizing over the whole sensor family, with a constraint on the available sensing power.
A. Existing approaches to comparing robot sensors
In robotics it is common knowledge that there are levels of abstractions in which different sensors can be treated similarly.
For example, what enabled great progress in filtering problems in robotics is the idea that different sensors are just different likelihood profiles [10] . This makes it possible to create general-purpose (if inefficient) filtering algorithms. It is also clear the need for evaluating the accuracy of a sensor, yet general satisfactory results are hard to find because of the complexity of the sensor models and the tasks.
A unified treatment of the meaning of "sensor" has been given by Lavalle [5] . Let X be the state space. In the discrete time, noiseless, possibilistic case, Lavalle ' s definition of a sensor is simply a deterministic function f : X --+ ZJ. The set ZJ itself is not important because they are just labels for the different observations that the sensor can generate. What really matters is just the partition of X given by f -l (ZJ). Given two sensors h : X --+ ZJ l and 12 : X --+ ZJ2, one can say that the first dominates the second if fl l (ZJ d is a refinement of f; 1 (ZJ2). This relation is a partial order that allows to define a sensor "lattice". The are two limits of this analysis. It does not take into account noise. Furthermore, the partial order relation is very stringent. For example, the preimages of a bearing sensor vs a range-finder have different shapes, so that even sensors that are very similar to each other cannot be ordered by it.
In the continuous-time noiseless case, one could say that two sensors are equivalent if they both guarantee a property such as local observability of the same submanifold of the state [11] . This method is easy to apply and has been used fruitfully in robotics (e.g., [12] ). Unfortunately, it only allows defining an equivalence relation rather than an ordering of sensors.
In the discrete-time probabilistic case, where the sensor is defined by a probability distribution function p(Yt I Xt ), one can just compute the Fisher Information Matrix (FIM) [13] . This is in the tradition of "experiment design" [14] . This allows a quantitative evaluation of different sensors: a sensor is better than another (in a particular environment) if the corresponding FIM is larger. There are a few technical limitations: for example, it is only valid in the asymptotical regime, which is when the FIM is related to the bounds on the achievable accuracy [15] . The main limitation is that how well we can estimate the state is relevant to the task only for how much the state needs to compute the action. Furthermore, it is an "instantaneous" and passive analysis, which does not tell anything about the case where the agent has control authority.
B. From data to actionable information
Historically there is a cultural divide between sensor designers and the "users". It is instructive to transcribe an anecdote reported by Delbriick and colleagues [16] : The well known leader in image sensor development Eric Fossum [i7l stood up at the International Image Sensor Workshop in 2005 and defined "the peifect image sensor" as having "infinite resolution, dynamic range, and frame rate, together with zero pixel size and power consumption. " This statement illustrates the divide between camera image producers and machine vision consumers: The output from this ideal sensor would also be infinitely expensive to process.
The perfect sensor is the one that gives the maximum "actionable information" while using the minimum bandwidth. The actionable information is the information in the data that is related to the task. It can be formally constructed by taking the observations and then discount the "nuisance factors" that are part of the data but not related to the task [18] . For example, in computer vision the illumination is not useful information in an object detection task (unless there is a statistical correlation between the illumination of a place and the probability of finding an object there). Therefore, rather than images, one can consider the set of "images up to illumination" without losing anything. Only in few cases this construction is tractable. In the case where the nuisances act like a group action on the data, the equivalence spaces are orbits with respect to that group.
C. The Costs of Data
Let us further elaborate on the costs of data for a robotic system. They include:
1) The mechanical effort necessary for carrying the sensor.
2) The energy cost used for acquiring the data, if the sensor is based on active emission of energy (radarllidar).
3) The energy/complexity/bandwidth cost of transmitting the data from sensor to CPU. 4) The energy used for processing the data on board. 5) The energy/bandwidth cost of transmitting the data. 6) The cost of long-term storage. Of these quantities, the one that is hardest to estimate is the fourth: the cost of computation. Even if one was able to compute the power necessary for computing an optimal estimate of some statistics from the data, it might be preferable to compute a cheaper suboptimal estimate. There are several frameworks that investigate the behavior of rational agents under computation constraints. Two examples are rational inattention [19, 20] and bounded rationality [21] [22] [23] [24] . In this paper, we will ignore this issue, and we will consider the overall power consumption to be linearly proportional to the sensor bandwidth.
D. Comparing Sensors vs Comparing Sensor Families
It is opportune to frame the problem as a comparison not between sensors, but rather as the comparison between sensor "families". Let the parameters of a sensor family be represented by a vector 8. Some of these parameters might be a property of the hardware, while some can be changed on-the-fty by software. For example, in the case of traditional CMOS vision sensors, the two main parameters are the spatial resolution and the temporal resolution (Fig. 2) .
The sensor bandwidth (measured in bits/s) is a function of these parameters. For example, the bandwidth of a vision sensors is proportional to the frame rate times the spatial resolution. Figure 2 . Each sensor family is parametrized by multiple parameters. For example, CMOS sensors are parametrized by the spatial resolution �s and temporal resolution �t. The bandwidth of the sensor is the inverse of the product �t�s. Given an allowed bandwidth due to the power constraints, one must choose the design that maximizes the performance on the task while moving along the bandwidth isocurve.
E. Power-Performance Analysis
The approach we take in this paper is to look for a "power performance" curve. This is the performance of a sensor family on a given task as a function of the available sensing power.
Let 8 E IRd represent the sensor family parameters. For example, 8 might be the spatial and temporal resolution of a CMOS sensor. Fix a task, on which all quantities will implicitly depend. Let 'Ij J( 8) be the power used by that sensor configuration, and let J (8) be the performance on the task.
Then define the power-performance curve J(Ps) to be the maximum achievable performance over all sensor configura tions that do not exceed the power limit Ps:
Let h(Ps), J2(Ps) be the power-performance functions for two sensor families. When one plots these functions there are several possible outcomes. It could be that one sensor family dominates the other (Fig. la) . It could also be that one sensor dominates the other only for certain power levels (Fig. 1 b) .
F Comparing neuromorphic and traditional sensors
In the next section we will compare the operating principle of a neuromorphic vision sensor with a traditional CMOS/CCD sensor. More in detail, we compare periodic sampling used in traditional sensors, where the signal is sampled at fixed rate/:).t. versus event-based sampling used in neuromorphic sensors, in which an "event" is generated every time the signal varies by more than a threshold /:).b.
There is some related work in control theory. It is known that variations of "event-based control" are more efficient for regulation in the sense of using less bandwidth for the same performance level [25] . A typical setting is when the sensor is local to the plant but the controller is physically displaced, and the two must conununicate over a network with scarce bandwidth, such as a wireless network shared by many sensor/actuator pairs. Typically, an "event" is generated when the sensor measures that the tracking error is larger than a threshold. In this way the controller computes a new control signal only when it is necessary. In general, the optimal event generation mechanism is not known, and the trade-offs for bandwidth/performance are not entirely characterized [26] . In the next section we are able to reuse some of the results from control theory, though ultimately we reach different conclusions.
III. NEUROMORPHIC SENSORS
Let y s t be the light field, where t ranges over time and s ranges over pixels. The output of a traditional CMOS/CCD sensor is a noisy snapshot of y s t for t = k∆ t , where ∆ t is the temporal resolution.
A neuromorphic sensor uses "logarithmic pixels" [2] which continuously monitor the light field. Each pixel generates an event whenever the light field changes more of a threshold ∆ b , which is user configurable (Fig. 3) . It is necessary to model temporally correlated noise to have a realistic model of the sensor. Let the measurement noise ν This is the signal that each pixel monitors. The logarithm, as an instantaneous invertible nonlinearity, is not essential in this model. Each pixel s generates an event when the value ofỹ s t changes by a threshold ∆ b > 0. If the previous event was generated at time t k−1 , the next event is generated at
Each event is a tuple t k , x k , y k , p k where t k is a timestamp, x k , y k are the coordinates of the pixel, and p k ∈ {−1, +1} is the "polarity", which gives the sign of the change.
The number of events per second depends on the scene. If nothing moves and the sensor is stationary, no events are generated, apart from sensor noise.
IV. THE BROWNIAN CASE
We will examine the performance of periodic sampling and event-based sampling when used to track a signal y t that behaves according to different models. In this section, we consider the case where y t is driven by a Brownian process. In this case, the analysis is equivalent to the case of "impulsive control" used in control theory [27], so we are able to re-use some of those results. It is shown that event-based sampling is better because it gives 1/3 of the error for the same number of measurements for any power level.
A) Brownian signals: Suppose that the signal y t is driven by a Brownian process, and can be written as: where w t is a standard Brownian process. A standard Brownian process is a stochastic process w t for which: 1) w t = 0; 2) Successive increments are independent (w t1 − w t2 is independent of w t3 − w t2 for t 1 < t 2 < t r ); and 3) var(w t ) = t. Note that the randomness in this model regards the evolution of the signal, rather than the measurements noise.
When the signal is driven by a Brownian process the analysis is equivalent to the case of "impulsive control" studied by Aström [27] . While he gives formulas for a standard Brownian process with intensity 1, for σ 2 n = 1, the formulas can be simply rescaled due to the Brownian property of selfsimilarity (∆ b → ∆ b /σ n and ∆ t → ∆ t /σ n ). Table I give the mean square error (MSE) and the bandwidth (number of measurements per unit time) for event-based and periodic sampling. 1/∆ t B) Periodic sampling: The bandwidth used by periodic sampling is constant and equal to 1/∆ t , where ∆ t is the sampling interval. The MSE is ∆ t /2. C) Event-based sampling: Suppose that an event was generated at time t k , so that we have an observations of y t k . The next event is generated when the signal y t reaches either y t k +∆ b or y t k −∆ b . Because this is a Brownian process the increments are independent we can choose y t k = 0. Estimating the MSE is slightly more delicate and Aström leaves out a few passages. An analogous construction with more details is given by Dixit [29] .
Consider the random variable e τ = y t k +τ − y t k , which is the deviation of the current (unknown) signal y t from the last sampled value y t k after an elapsed time δ. The stationary pdf of e is a triangular distribution:
The fact that e has triangular stationary distribution is slightly counter-intuitive. How can a diffusion process give a nondifferentiable distribution? For τ = 0, the pdf is an impulse centered in 0 (Fig. 4a) . For small τ , the pdf is approximately a Gaussian. However, this Gaussian is clipped at ±�b. For T > 0 note that the distribution is not exactly a clipped Gaussian; it is not just the distribution of a Brownian motion Wr conditioned to the event {Iwrl :s; �b}. Rather, it is conditioned to all events {Iwrl :s; �b I O:s; r :s; T}. Call this distribution dr. This distribution is not Gaussian, bit it is still smooth.
The stationary distribution of er is obtained by averaging dr by the distribution of the escape time T (Fig. 4b) . This is the averaging that creates the triangular distribution. D) Power-Peiformance Analysis: Table I gives the perfor mance of the two sampling schemes. Note, however, that for event-based sampling the MSE and bandwidth are a function of the threshold �b, a parameter that does not apply to periodic sampling. For periodic sampling, MSE and bandwidth are a function of �t, a parameter that does not apply to event-based sampling. How to compare sensor families using different parameters?
Suppose that Ps gives the available power and that power is equivalent to bandwidth. Then we equate the bandwidth to Ps and then substitute the result in the expression for the MSE. This gives the MSE as a function of the power Ps.
For event-based sampling we get Ps = 1/ �� from which �b = 1/ vPs. Substituting in the expression for the MSE gives (2) The same procedure for periodic sampling gives Ps = 1/ �t, from which �t = 1 / p.� and (3) The two power-performance relations (2) and (3) allow the formal comparison of the two sampling schemes, abstracting away all the details, including the family-specific parame ters �b and �t, which by now have disappeared. The conclusion is that event-based sampling outperforms periodic sampling by a factor of 3 at all power levels (Fig. 5) . We will see that this does not generalize to other signals.
Is a constant factor of 3 significant? It might well be that the actual power used to process an event is 3 times larger; for example, each event carries a timestamp, coordinates, and sign that need to be processed. In the following we will see cases where the dominance is beyond a constant factor.
V. PIECE-WISE LINEAR PRIOR
This is an example of a signal model for which event-based and periodic sampling have the same performance.
A) Model: Assume the signal follows a piece-wise linear (PWL) model of the kind where at and bt are jump processes with Poisson deltas. It is enough to consider the case where at alternates between two values: at E {-o:, +o:}.
B) Peiformance:
The performance of the two are given in Table II . The MSE as a function of power is the same in both cases: Table II : This is a simple geometry exercise. See the figure below for intuition. 
VI. THE VERY NOISY REGIME
This section describes a regime in which event-based sampling is not advantageous: when the measurement noise is dominant on the variation of the signal. This case is not entirely tractable analytically using a realistic noise model, yet it is instructive to include in the analysis.
A) Model: Suppose the brightness Yt is given by a slowly varying signal Xt plus a OUP Wt with parameters -1/ T and CT�T:
Intuitively, if the noise is large enough and comparable to the threshold flb, many events will be triggered by the noise variation rather than the signal variation, and this will waste bandwidth. This cannot be avoided by choosing a large flb because in that case one loses tracking accuracy for Xt.
B) Event-based sampling:
We would like to compute the number of events generated by event-based sampling when the sampled signal is a superposition of a slowly varying signal plus OUP noise with parameters -1/ T and CT�T. Intuitively, if the stationary variance CT� is much smaller . than flb, then the noise process is not strong enough to tngger an event.
Conversely, if CT� > flb, there will be many events triggered. The number of events depend on the time constant T.
Unfortunately, there exists no closed form for this quantity. In fact, even computing crossing times for OUPs is an open problem [30] . For a, c > 0 define Ta,c as the time it takes the process to cross the level W = a given that it started at Wo = c.
If we knew the mean of this quantity, we could compute the number of events by setting c = a ± flb and averaging over the starting point a, which has stationary Gaussian covariance. A general formula for the distribution or moments of Ta,c for arbitrary a and c is not available. Some numerical estimates are given by Keilson and Ross [31] . For example, they compute the median time for a standard OUP to reach a = 1 from c = 0 as -1.1892. The median time to reach a = 2 is -7.2521. This shows clearly the "mean-regressing" properties of a OUP.
While we wait for statisticians to solve this problem, we will be content with a back-of-the-envelope approximation.
We approximate the MSE as 
where g( flb/CTy, T) is a function that depends on flb/CTy for dimensional coherence. The function g decreases as the first argument decreases. C) Periodic sampling: For periodic sampling, the MSE is equal to a term C3flt that depends on the signal Xt plus the . . . 2 statIOnary nOIse covarIance CT y : For event-based sampling, unfortunately we cannot invert (4) (5) to obtain MSEeb as a function of Ps because of the opaque placeholder functions f, g. However, it still can be seen that there is a regime of large noise CT� where periodic sampling beats event-based sampling. From (6), the MSE for periodic sampling increases linearly in CT� while the bandwidth is constant. From (4)- (5), the MSE increases linearly in CT� and at the same time the bandwidth increases as well.
VII. "POISSON" TEXTURES
Next we show a signal model that is designed to be the most favorable for a neuromorphic sensor.
A) Model.' We recall the definition of a Poisson process.
Nt is Poisson if there exists
A realization of a Poisson process is a map from the reals to the integers. We defined a "Poisson Texture" (PT) as one that oscillates between 0 and 1, according to
where Nt is Poisson with intensity A.
B) Event-based sampling:
The case in which the luminance is modeled by a Poisson texture and there is no noise is the best case for event-based sampling. If flb ::; 1, an event is generated instantaneously whenever there is a transition and so the tracking error is O. The bandwidth is proportional to the intensity A because that is the average number of transitions in the time unit. If flb > 1 the error is 1/2 and the bandwidth is O. (1 -e->'8 COSh(AO)) do 1 1 -+ __ (e-2 >' fl., -1).
VIII. A MIXED CASE
SO far we have seen cases where the two sensors are equivalent and one sensor or the other definitely wins. However, it is not true that there is a definitive answer when fixing the function family. In fact, one sensor might be better than the other for certain levels of sensing power. This section describes a construction in which the choice of the best sensor depends on the available power level.
It is enough to "interpolate" between two of the previous signal families. Let r E (0, 1) be the fraction of the signal that follows the Poisson Texture model and 1 -r the fraction that follows the Piece-wise Linear model.
Proposition 2. For the mixed PTIP WL signals (with ratio r), the power-performance curve for event-based sampling is (8) valid for minimum sensing power Ps ?: r A.
Proof The bandwidth used is r x A + (1 -r) x a/ �b, while the error is (9) In this case, solving for �b as a function of P.� gives:
Substituting this into (9) gives (8).
• Proposition 3. For the mixed PTIP WL signals (with ratio r), the power-performance curve for periodic sampling is MSEps(P.,) = r (� + � (e-2>. /F, -1)) +(I-r) 2 ; ;
Proof For the periodic sampling the number of measure ments is 1 / �t. The error is
• Substituting �t = 1/ Ps into this gives (10) .
• Depending on the value of the parameters (the fraction r, the slope a, the intensity A, the two power-perfonnance profiles MSE eb (P.�) in (8) and MSEps(P.�) in (10) do not dominate each other (Fig. 8 ). In this case there exists a Po such that for Ps :s; Po it is better to use periodic sampling, and for Ps > Po it is better to use event-based sampling.
D) Power-performance analysis: For periodic sampling, substituting �t = 1/ Ps in (7) gives This function tends to 112 for Ps -+ 0 and tends to zero as P.� -+ 00 (Fig. 7) . For event-based sampling the graph of the power-performance "curve" is only the two points (A,O) and (0, 1/2). In this case event-based sampling clearly dominates periodic sampling. IX. CONCLUSIONS AND FUTURE WORK This paper described a fonnal approach to comparing the performance of different sensor families. Any comparison must be on a specific task. Moreover, a fair comparison equates the power used by two different sensors. Two sensor families can be compared rigorously by tracing their power-performance curves, which give the perfonnance on a task as a function of the power available. The bandwidth is used as a proxy for the power used by the sensor.
Using this approach we compared the performance of periodic sampling, used in traditional CMOS sensors, and event-based sampling, used in neuromorphic sensors, for different signal models. When the signal is driven by a Brownian process the analysis is equivalent to the case of "impulsive control" studied in control theory. Event-based sampling is better, as it gives 1/3 of the error for the same number of measurements. However, this result does not generalize to other signal models. We have constructed a few examples that include a case where the two sensors have the same power-performance curve, a case where one dominates the other and viceversa, and a case where the answer depends on the power available.
There are several directions for future work. For robotics, it is interesting to consider the performance of sensors in motion control tasks. Neuromorphic sensors seem to be very well suited to control tasks for platforms with severely limited power (Ps ---+ 0), such as micro UAV s and "pico" UAV s (robotic insects). However, so far we do not have fonnal results to conclude that neuromorphic sensors with event based sampling are intrinsically better than the traditional alternative.
