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1. Introduction
Consider the following quasilinear hyperbolic system of ﬁrst order
∂u
∂t
+ A(u) ∂u
∂x
= 0,
where u = (u1, . . . ,un)T is the unknown vector-valued function of (t, x), A(u) is an n × n matrix. The global existence
of classical solution of its Cauchy problem has been established for linearly degenerate characteristics or weakly linearly
degenerate characteristics with various smallness assumptions on the initial data by Bressan [1], Kong [6], Li et al. [14,15],
Zhou [21], etc. On the other hand, for the genuinely nonlinearly case or other generalized cases, the blow-up phenomena of
smooth solution also have been studied by John [5], Liu [18], Hörmander [4], Li et al. [14,15] and Kong [6–8].
Kong and Yang [11] ﬁrstly considered the asymptotic behavior of the classical solutions of the quasilinear hyperbolic
systems with some decay initial data. Dai and Kong [2,3] generalized the Kong and Yang’s result to the case that the
quasilinear hyperbolic systems with the initial data of small bounded variation. Following these works, Liu and Zhou [17]
had considered the initial-boundary value problem for the equation of time-like extremal surfaces in the Minkowski space
and got the asymptotic behavior of the global classical solution.
This paper concerns the asymptotic behavior of classical solution of reducible quasilinear hyperbolic system with char-
acteristic boundaries. Consider the following system⎧⎪⎨⎪⎩
∂r
∂t
+ s ∂r
∂x
= 0,
∂s
∂t
+ r ∂s
∂x
= 0
(1.1)
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and forward characteristic passing through the original O (0,0) on x axis, which are deﬁned by⎧⎨⎩
dx1(t)
dt
= s,
x1(0) = 0
(1.2)
and ⎧⎨⎩
dx2(t)
dt
= r,
x2(0) = 0,
(1.3)
respectively. We consider the Goursat problem for the system (1.1) with the boundary conditions{
s = s0(t) on x = x1(t),
r = r0(t) on x = x2(t). (1.4)
Thus, (1.2)–(1.3) become
dx1(t)
dt
= s0(t), x1(0) = 0, (1.2a)
dx2(t)
dt
= r0(t), x2(0) = 0. (1.3a)
On the other hand, if (r, s) is the classical solution, then we have{
r = r0(0) on x = x1(t),
s = s0(0) on x = x2(t). (1.5)
Throughout this paper, we assume that
(H1) r0(t), s0(t) ∈ C1(R), inft0 r0(t) > 0> supt0 s0(t).
This paper is based on the following theorem on the global existence of the classical solutions for the Goursat problem
(1.1)–(1.4), which can be found in [20].
Theorem A. Suppose that (H1) holds, then the Goursat problem (1.1)–(1.4) admits a unique global C1 solution (r, s) on D.
In this paper, we furthermore assume that
(H2) r′0 > 0, s′0 < 0,
(H3) ‖r0(t)‖C0 ,‖s0(t)‖C0 < M , ‖r′0(t)‖C0 ,‖s′0(t)‖C0 < N ,
(H4)
∫ +∞
0 |s0(t) − s∞|dt,
∫ +∞
0 |r0(t) − r∞|dt < K , |r0(0) − r∞|, |s0(0) − s∞| < δ
2
2M ,
where s∞  limt→+∞ s0(t), r∞  limt→+∞ r0(t), δ  r0(0)− s0(0), while M , N and K are some positive constants. The main
theorem in this paper is as follows:
Theorem 1.1. Under the assumptions (H1)–(H4), for the Goursat problem (1.1)–(1.4), there exists a unique Lipschitz continuous vector-
valued function ϕ˜ = (ϕ˜1, ϕ˜2)T , such that
+∞∫
τ
∣∣r(t, x) − ϕ˜1(x− s0(0)t)∣∣dt < +∞, (1.6)
+∞∫
τ
∣∣s(t, x) − ϕ˜2(x− r0(0)t)∣∣dt < +∞, (1.7)
for some τ  0, where τ = x−11 (x) for x< 0 while τ = x−12 (x) for x 0. Furthermore, ϕ˜ is C1 in (−∞,0) and (0,+∞), respectively.
Remark 1.1. Theorem 1.1 implies that the solution of the Goursat problem (1.1)–(1.4) approaches a combination of traveling
waves.
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boundary, we draw a straight ray with slope s0(0). There will not be any more intersection on the boundary. If the boundary
is not convex, it concerns the behavior of reﬂection of wave. In this case, it is very complicated to study the asymptotic
behavior of the classical solution. So we omit this situation in our paper.
This paper is organized as follows. In Section 2, we state some preliminaries and establish some estimates, these es-
timates play an important role in studying the asymptotic behavior of the classical solutions. In Section 3 we prove
Theorem 1.1. Finally, an application of Theorem 1.1 is given in Section 4.
2. Preliminaries and uniform estimates
In this section, we will give some preliminaries and establish some uniform estimates, which are useful in the following
sections.
By the second equation in (1.5), it follows from the ﬁrst equation in (1.1) that, on the characteristic x = x2(t),
∂r
∂t
(
t, x2(t)
)+ s0(0) ∂r
∂x
(
t, x2(t)
)= 0. (2.1)
Noting (1.4), we ﬁnd that, on x = x2(t),
r′0(t) − r0(t)
∂r
∂x
(
t, x2(t)
)+ s0(0) ∂r
∂x
(
t, x2(t)
)= 0,
namely
∂r
∂x
(
t, x2(t)
)= r′0(t)
r0(t) − s0(0) . (2.2)
Because r0(t) is monotone, (2.2) gives∥∥∥∥ ∂r∂x (t, x2(t))
∥∥∥∥
C0
<
N
r0(0) − s0(0) =
N
δ
. (2.3)
Similarly, on x = x1(t) we have∥∥∥∥ ∂s∂x (t, x1(t))
∥∥∥∥
C0
<
N
r0(0) − s0(0) =
N
δ
. (2.4)
Lemma 2.1. Under the assumptions of Theorem 1.1, for an arbitrary point (t, x) on D we have
0< r0(0) r(t, x) < M, −M < s(t, x) s0(0) < 0 (2.5)
and ∣∣∣∣ ∂r∂x (t, x)
∣∣∣∣< Nδ ,
∣∣∣∣ ∂s∂x (t, x)
∣∣∣∣< Nδ . (2.6)
Proof. The ﬁrst equation in (1.1) implies r ≡ const along any backward characteristic. From any (t, x) ∈ D , we draw a back-
ward characteristic intersecting x = x2(t) at (t′, x′) (see Fig. 1), then we have
r(t, x) = r0(t′). (2.7)
By hypotheses (H2)–(H3), r0 is monotone and bounded, we obtain
0< r0(0) r(t, x) < M. (2.8)
Similarly, s ≡ const along any forward characteristic and we have
−M < s(t, x) s0(0) < 0. (2.9)
Let
u = (s − r) ∂r
∂x
, v = (r − s) ∂s
∂x
. (2.10)
By a direct computation, we have⎧⎪⎨⎪⎩
∂u
∂t
+ s ∂u
∂x
= 0,
∂v + r ∂v = 0.
(2.11)∂t ∂x
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This implies that u ≡ const along any backward characteristic. Therefore,
(s − r) ∂r
∂x
(t, x) = (s0(0) − r0(t′)) ∂r
∂x
(
t′, x2(t′)
)
. (2.12)
Noting (2.3) and s0(t′′) s0(0) < 0, we have∣∣∣∣ ∂r∂x (t, x)
∣∣∣∣= ∣∣∣∣ r0(t′) − s0(0)r − s ∂r∂x (t′, x2(t′))
∣∣∣∣= ∣∣∣∣ r0(t′)− s0(0)r0(t′) − s0(t′′)
∣∣∣∣∥∥∥∥ ∂r∂x (t, x2(t))
∥∥∥∥
C0
<
N
δ
. (2.13)
The boundness of | ∂s
∂x (t, x)| can be proved analogously. The proof of Lemma 2.1 is completed. 
Remark 2.1. The proof of this lemma is similar to Li–Peng’s proof in [16]. From Lemma 2.1, we know that s0(0) − s and
r − r0(0) are positive. So we omit the absolute value sign here and hereafter.
Remark 2.2. Noting the inverse function of x = x2(t) satisﬁes (x−12 )′ = dtdx2 = 1r0 , r0(0)  r < M and the same properties of
the curve x = x1(t) and s, then we have⎧⎪⎪⎨⎪⎪⎩
1
M
<
dt
dx2
 1
r0(0)
ω,
1
M
<
∣∣∣∣ dtdx1
∣∣∣∣ ∣∣∣∣ 1s0(0)
∣∣∣∣ω, (2.14)
where ωmax{ 1r0(0) , | 1s0(0) |}. In fact, (2.2) and (2.12) imply ∂r∂x (t, x) > 0 and ∂s∂x (t, x) > 0.
Remark 2.3. (H4) implies a useful inequality
+∞∫
0
(
s0(0) − s0(t)
)
dt,
+∞∫
0
(
r0(t) − r0(0)
)
dt < Q , (2.15)
where Q is some positive constant. Because for any τ  0,
τ∫
0
(
s0(0) − s0(t)
)
dt =
τ∫
0
(
s0(0) − s∞ + s∞ − s0(t)
)
dt < K + τ (s0(0) − s∞). (2.16)
It implies (2.14) holds. Hereafter, we will use (2.15) frequently.
Lemma 2.2. Under the assumptions of Theorem 1.1, it holds that∫
L1
(
s0(0) − s
(
τ , x¯(τ )
))
dτ <
2M
δ
Q ,
∫
L2
(
r
(
τ , ¯¯x(τ ))− r0(0))dτ < 2M
δ
Q , (2.17)
where L1 (respectively L2) denotes any given ray with slope s0(0) (respectively r0(0)) on D and (τ , x¯(τ )) (respectively (τ , ¯¯x(τ )))
stands for the point on L1 (respectively L2).
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∂ A
∂t
+ w(t, x) ∂ A
∂x
= 0,
∂B
∂t
+ z(t, x) ∂B
∂x
= 0,
(2.18)
where w, z are two given smooth functions. We require that A = z, B = w is a solution of system (2.18). Assume that on
the domain D ,
w(t, x) − z(t, x) δ˜ > 0, (2.19)
where δ˜ is a positive constant. By a direct computation, it is easy to prove the following lemma (see [18]).
Lemma 2.3. Let
T1 = ∂
∂t
+ w(t, x) ∂
∂x
, T2 = ∂
∂t
+ z(t, x) ∂
∂x
, (2.20)
then
[T1, T2] T1T2 − T2T1 = 0. (2.21)
For any Lipschitz continuous functions F and G, system (2.18) implies the conservation laws⎧⎪⎪⎪⎨⎪⎪⎪⎩
(
F (A)
w − z
)
t
+
(
wF (A)
w − z
)
x
= 0,(
G(B)
w − z
)
t
+
(
zG(B)
w − z
)
x
= 0.
(2.22)
Proof of Lemma 2.2. In Lemma 2.3, we set⎧⎨⎩
F (A) = s0(0) − s(t, x),
z(t, x) = s(t, x),
w(t, x) = r(t, x).
(2.23)
From Lemma 2.1, it follows that
w − z = r − s r0(0) − s0(0) = δ > 0. (2.24)
It is obvious that (2.22) holds for the variants in (2.23), then we obtain(
s0(0) − s
r − s
)
t
+
(
r
s0(0) − s
r − s
)
x
= 0. (2.25)
We rewrite it in the differential form
d
[
s0(0) − s
r − s (dx− r dt)
]
= 0. (2.26)
We next consider it in the following two cases.
Case 1. From any point P (T , x) on D , we draw a straight ray with slope s0(0) intersecting x = x2(t) at A(x−12 (α),α). Then
we draw a forward characteristic from P , which intersects x = x1(t) at point B(t′, γ ). See Fig. 2.
Integrating (2.26) in the curved-quadrangle region O AP B and using Green formula gives
∫
	AP
s0(0) − s
r − s
(
s0(0) − r
)(
τ , x¯(τ )
)
dτ +
0∫
t′
s0(0) − s0(t)
r0(0) − s0(t)
(
s0(t) − r0(0)
)
dt = 0. (2.27)
Equivalently,
∫ (
s0(0) − s
) r − s0(0)
r − s
(
τ , x¯(τ )
)
dτ =
t′∫
0
(
s0(0) − s0(t)
)
dt. (2.28)	AP
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Noting Lemma 2.1, we have
r − s0(0)
r − s >
r0(0) − s0(0)
2M
= δ
2M
. (2.29)
From (2.28), (2.29) and (2.15), it follows that
∫
	AP
(
s0(0) − s
)(
τ , x¯(τ )
)
dτ <
2M
δ
t′∫
0
(
s0(0) − s0(t)
)
dt <
2M
δ
Q . (2.30)
This implies that∫
L1
(
s0(0) − s
(
τ , x¯(τ )
))
dτ <
2M
δ
Q . (2.31)
Case 2. From any point P (T , x) on D , we draw a straight ray with slope s0(0) intersecting x = x1(t) at A(x−11 (α),α). Then
we draw a forward characteristic from P , which intersects x = x1(t) at point B(t′, γ ). See Fig. 3.
Similarly, integrating (2.26) in the curved-triangle region AP B and using Green formula leads to
∫
s0(0) − s
r − s
(
s0(0) − r
)(
τ , x¯(τ )
)
dτ +
x−11 (α)∫
′
s0(0) − s0(t)
r0(0) − s0(t)
(
s0(t) − r0(0)
)
dt = 0. (2.32)	AP t
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That is,∫
	AP
(
s0(0) − s
) r − s0(0)
r − s
(
τ , x¯(τ )
)
dτ =
t′∫
x−11 (α)
(
s0(0) − s0(t)
)
dt. (2.33)
By Lemma 2.1 and (2.15), we have
∫
	AP
(
s0(0) − s
)(
τ , x¯(τ )
)
dτ <
2M
δ
t′∫
x−11 (α)
(
s0(0) − s0(t)
)
dt <
2M
δ
Q . (2.34)
It implies that∫
L1
(
s0(0) − s
(
τ , x¯(τ )
))
dτ <
2M
δ
Q . (2.35)
Similarly, we can prove∫
L2
(
r
(
τ , ¯¯x(τ ))− r0(0))dτ < 2M
δ
Q . (2.36)
The proof of Lemma 2.2 is completed. 
Lemma 2.4. Under the assumptions of Theorem 1.1, we have∫
C1
(
s0(0) − s
(
τ , x˜(τ )
))
dτ < Q ,
∫
C2
(
r
(
τ , ˜˜x(τ ))− r0(0))dτ < Q , (2.37)
where C1 (respectively C2) stands for any backward characteristic (respectively forward characteristic) on D and (τ , x˜(τ )) (respectively
(τ , ˜˜x(τ ))) stands for the point on C1 (respectively C2).
Proof. From any point P (T , x) on D , we draw a backward characteristic intersecting the curved x = x2(t) at A(t′, β).
Then we draw a forward characteristic passing P which intersects x = x1(t) at point B(t′′, γ ). Therefore, we get a curved-
quadrangle region O AP B , see Fig. 4.
We integrate (2.26) in O AP B to get
∫
A˜ P
(
s0(0) − s
)(
τ , x˜(τ )
)
dτ =
t′′∫
0
(
s0(0) − s0(t)
)
dt. (2.38)
Using (2.15), we obtain from (2.38) that∫ (
s0(0) − s
(
τ , x˜(τ )
))
dτ < Q , (2.39)A˜ P
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C1
(
s0(0) − s
(
τ , x˜(τ )
))
dτ < Q . (2.40)
We can obtain another estimate by the same way. The proof of Lemma 2.4 is completed. 
By (2.2) and (H4), integrating ∂r
∂x (t, x) along x = x2(t) yields to
+∞∫
0
∂r
∂x
(
t, x2(t)
)
dt =
+∞∫
0
r′0(t)
r0(t) − s0(0) dt <
δ
2M
(2.41)
and
+∞∫
0
∂s
∂x
(
t, x1(t)
)
dt <
δ
2M
. (2.42)
Thus, we can get the following lemma.
Lemma 2.5. Under the assumptions of Theorem 1.1, it holds that∫
C1
∂s
∂x
(
τ , x˜(τ )
)
dτ < 1,
∫
C2
∂r
∂x
(
τ , ˜˜x(τ ))dτ < 1, (2.43)
where C1 (respectively C2) stands for any backward characteristic (respectively forward characteristic) on D.
Proof. Differentiating system (1.1) with respect to x gives⎧⎪⎪⎪⎨⎪⎪⎪⎩
∂
∂t
(
∂r
∂x
)
+ ∂
∂x
(
s
∂r
∂x
)
= 0,
∂
∂t
(
∂s
∂x
)
+ ∂
∂x
(
r
∂s
∂x
)
= 0.
(2.44)
(2.44) is equivalent to⎧⎪⎪⎪⎨⎪⎪⎪⎩
d
[
∂r
∂x
(dx− s dt)
]
= 0,
d
[
∂s
∂x
(dx− r dt)
]
= 0.
(2.45)
From any point P (T , x) ∈ D , we draw a backward characteristic C1 (respectively a forward characteristic C2) intersecting
x = x2(t) (respectively x = x1(t)) at A(t′, β) (respectively B(t′′, γ )). See Fig. 4.
Integrating the second equation in (2.45) in the curved-quadrangle region O AP B gives∫
A˜ P
∂s
∂x
(s − r)(τ , x˜(τ ))dτ + 0∫
t′′
∂s
∂x
(
t, x1(t)
)(
s0(t) − r0(0)
)
dt = 0. (2.46)
Noting Lemma 2.1, (2.42) and ∂s
∂x (t, x) > 0, we have
(
r0(0) − s0(0)
) ∫
A˜ P
∂s
∂x
(
τ , x˜(τ )
)
dτ 
∫
A˜ P
∂s
∂x
(r − s)(τ , x˜(τ ))dτ < t′′∫
0
∂s
∂x
(
t, x1(t)
)(‖r0‖C0 + ‖s0‖C0)dt < δ. (2.47)
Then ∫
A˜ P
∂s
∂x
(
τ , x˜(τ )
)
dτ < 1, (2.48)
this implies that∫
∂s
∂x
(
τ , x˜(τ )
)
dτ < 1. (2.49)C1
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The estimate∫
C2
∂r
∂x
(
τ , ˜˜x(τ ))dτ < 1 (2.50)
can be proved in a similar way, here we omit it. Thus, the proof of Lemma 2.5 is completed. 
Lemma 2.6. Under the assumptions of Theorem 1.1, it holds that∣∣∣∣∣
+∞∫
t′′
(
∂s
∂x
(
t, x(t,α)
)− ∂s
∂x
(
t, x(t, β)
))
dt
∣∣∣∣∣< A1|α − β|,
∣∣∣∣∣
+∞∫
t′′
(
∂r
∂x
(
t, x˜(t,α)
)− ∂r
∂x
(
t, x˜(t, β)
))
dt
∣∣∣∣∣< A1|α − β| (2.51)
for some t′′ > 0, here and hereafter Ai (i = 1,2,3, . . .) denotes some positive constant.
Proof. From any point P1(t, x) on D , we draw a backward characteristic intersecting the curved x = x2(t) at A(t′,α). Then
we draw a forward characteristic C1 passing P1 which intersects x = x1(t) at point B(t˜′, γ ). We arbitrarily choose a point
P2(t˜, x˜) on C1 and draw a backward characteristic intersecting the boundary at C(t′′, β). For the sake of simplicity, we
denote ∂r
∂x (τ , x(τ ,α)) = ∂r∂x (α) and r(τ , x(τ ,α)) = r(α) here. See Fig. 5.
We integrate the second equation in (2.45) in the region O AP1B and OC P2B to get
t∫
t′
∂s
∂x
(α)
(
s(α)− r(α))dτ = t˜′∫
0
∂s
∂x
(t˜′, γ )
(
s0(t˜′) − r0(0)
)
dτ =
t˜∫
t′′
∂s
∂x
(β)
(
s(β) − r(β))dτ . (2.52)
Noting that as t tends to +∞, t˜ tends to +∞ too, since r > 0. Then (2.52) implies
lim
t→+∞
t∫
t′
∂s
∂x
(α)
(
s(α)− r(α))dτ = lim
t→+∞
t∫
t′′
∂s
∂x
(β)
(
s(β) − r(β))dτ . (2.53)
It follows from (2.14), Lemma 2.5 and (2.53) that∣∣∣∣∣ limt→+∞
t∫
t′′
(
∂s
∂x
(α) − ∂s
∂x
(β)
)(
r(β) − s(α))dτ ∣∣∣∣∣
=
∣∣∣∣∣ limt→+∞
t∫
′′
∂s
∂x
(α)
(
r(β) − r(α))dτ + lim
t→+∞
t∫
′′
∂s
∂x
(β)
(
s(α)− s(β))dτt t
Y.-Z. Duan / J. Math. Anal. Appl. 351 (2009) 186–205 195+ lim
t→+∞
t∫
t′′
∂s
∂x
(α)
(
r(α)− s(α))dτ − lim
t→+∞
t∫
t′′
∂s
∂x
(β)
(
r(β) − s(β))dτ ∣∣∣∣∣
<
∥∥∥∥ ∂r∂x
∥∥∥∥
C0
|α − β| +
∥∥∥∥ ∂s∂x
∥∥∥∥
C0
|α − β| +
∣∣∣∣∣
t′∫
t′′
∂s
∂x
(α)
(
s(α)− r(α))dτ ∣∣∣∣∣
< 2
N
δ
|α − β| +
∥∥∥∥ ∂s∂x
∥∥∥∥
C0
2M
∣∣(x−12 )′(·)∣∣|α − β|. (2.54)
Thus, there exists some positive constant A1 such that (2.51) holds. The proof of Lemma 2.6 is completed. 
3. Asymptotic behavior of the solution
In this section, we will study the asymptotic behavior of classical solutions of system (1.1)–(1.4). For the sake of concision,
we only consider the asymptotic behavior of r(t, x). At ﬁrst, Let
D
D1t
= ∂
∂t
+ s0(0) ∂
∂x
. (3.1)
Noting the ﬁrst equation in (1.1), we have
Dr
D1t
= ∂r
∂t
+ s0(0) ∂r
∂x
= (s0(0) − s) ∂r
∂x
. (3.2)
For any (t, x) ∈ D , we have x = α + s0(0)(t − x−1i (α)), where i = 1 when L1 intersects the curve x = x1(t) while i = 2 when
L1 intersects the curve x = x2(t). Integrating (3.2) gives
r(t, x) = r(t,α + s0(0)(t − x−1i (α)))
= r(x−1i (α),α)+
t∫
x−1i (α)
(
s0(0) − s
(
τ ,α + s0(0)
(
τ − x−1i (α)
))) ∂r
∂x
(
τ ,α + s0(0)
(
τ − x−1i (α)
))
dτ . (3.3)
According to Lemmas 2.1 and 2.2, we have∣∣∣∣∣
t∫
x−1i (α)
(
s0(0) − s
(
τ ,α + s0(0)
(
τ − x−1i (α)
))) ∂r
∂x
(
τ ,α + s0(0)
(
τ − x−1i (α)
))
dτ
∣∣∣∣∣

∥∥∥∥ ∂r∂x
∥∥∥∥
C0
t∫
x−1i (α)
(
s0(0) − s
(
τ ,α + s0(0)
(
τ − x−1i (α)
)))
dτ
<
2MQ N
δ2
. (3.4)
Then we draw a backward characteristic from P (t, x) intersecting the boundary at B(t′, x2(t′)). Because the backward char-
acteristics do not intersect, it holds that as t increases, t′ increases too. For any t˜ > t , it holds that r(t˜, x) = r0(t˜′) > r0(t′).
It implies r(t, x) is monotone increasing with respect to t , since r′0(t′) > 0. Thus, the integral in the right-hand side of (3.4)
converges uniformly when t tends to +∞. Therefore, when t tends to +∞, the limit of the right-hand side of (3.4) exists,
we denote it by ϕ1(α). That is
lim
t→+∞ r
(
t,α + s0(0)
(
t − x−1i (α)
))= ϕ1(α). (3.5)
Moreover, since r(t, x) is uniform bounded, we have∣∣ϕ1(α)∣∣ M. (3.6)
In what follows, we shall investigate the regularity of the limit function ϕ1(α).
From P (t, x) = P (t,α + s0(0)(t − x−1i (α))) on D , we draw a backward characteristic l intersecting x = x2(t) at point
B(t′, θ(t,α)), such that⎧⎨⎩
dl
dτ
(
τ , θ(t,α)
)= s(τ , l(τ , θ(t,α))),
l
(
t′, θ(t,α)
)= θ(t,α). (3.7)
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Integrating (3.7) from B to P leads to
θ(t,α) +
t∫
t′
s
(
τ , l
(
τ , θ(t,α)
))
dτ = α + s0(0)
(
t − x−1i (α)
)
. (3.8)
We rewrite (3.8) as follows
θ(t,α) = α +
t∫
t′
(
s0(0) − s
(
τ , l
(
τ , θ(t,α)
)))
dτ + s0(0)
(
t′ − x−1i (α)
)
. (3.9)
Lemma 3.1. Under the assumptions of Theorem 1.1, for any point P (t, x) on D, there exists a unique function ϑ(α), such that θ(t,α)
converges to ϑ(α) when t tends to +∞, where θ(t,α) is deﬁned in (3.7).
Proof. From P (t, x), we draw a straight ray with slope s0(0) intersecting the boundary at A(x
−1
i (α),α). For the point
A(x−1i (α),α), we divide the problem into two cases.
Case 1. A(x−1i (α),α) is on the curve x = x2(t). From P (t, x), we draw a backward characteristic l intersecting x = x2(t) at
B(t′, θ(t,α)). See Fig. 6.
Integrating (1.3a) from A to B gives
θ(t,α) = α +
t′∫
x−12 (α)
r0(τ˜ )dτ˜ . (3.10)
Comparing (3.10) with (3.9) implies
∫
B˜ P
(
s0(0) − s
)(
τ , x˜(τ )
)
dτ =
t′∫
x−12 (α)
(
r0(τ˜ ) − s0(0)
)
dτ˜ . (3.11)
From Lemma 2.4, it follows that
t′∫
x−12 (α)
(
r0(τ˜ ) − s0(0)
)
dτ˜ < Q . (3.12)
Since s0(0) is negative and r0(τ˜ ) is positive,
t′∫
x−1(α)
r0(τ˜ )dτ˜ <
t′∫
x−1(α)
(
r0(τ˜ ) − s0(0)
)
dτ˜ < Q . (3.13)2 2
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On the other hand, we can easily ﬁnd that θ(t,α) is monotone increasing with respect to t . Namely, the integral in the
right-hand side of (3.10) converges uniformly. Therefore there exists a unique function ϑ(α), such that
lim
t→+∞ θ(t,α) = ϑ(α). (3.14)
Case 2. A(x−11 (α),α) is on the curve x = x1(t). We draw a backward characteristic l from P (t, x) intersecting x = x2(t) at
B(t′, θ(t,α)). Moreover, we draw a forward characteristic from A crossing l at C(t′′, x). See Fig. 7.
Noting (1.2a) and (1.3a) yields to⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩
θ(t,α) =
t′∫
0
r0(τ˜ )dτ˜ ,
α =
x−11 (α)∫
0
s0(τ˜ )dτ˜ .
(3.15)
Combining (3.15) and (3.9) gives
t′∫
0
r0 dτ˜ −
x−11 (α)∫
0
s0 dτ˜ =
∫
B˜ P
(
s0(0) − s
)(
τ , x˜(τ )
)
dτ + s0(0)
(
t′ − x−11 (α)
)
. (3.16)
We rewrite it as
t′∫
0
(
r0(τ˜ )− s0(0)
)
dτ˜ +
x−11 (α)∫
0
(
s0(0) − s0(τ˜ )
)
dτ˜ =
∫
B˜ P
(
s0(0) − s
)(
τ , x˜(τ )
)
dτ . (3.17)
On the other hand, from (2.38), it follows that
∫
B˜C
(
s0(0) − s
)(
τ , x˜(τ )
)
dτ =
x−11 (α)∫
0
(
s0(0) − s0(τ˜ )
)
dτ˜ . (3.18)
Then, by Lemma 2.4 and (3.16)–(3.18), we have
t′∫ (
r0(τ˜ )− s0(0)
)
dτ˜ =
∫ (
s0(0) − s
)(
τ , x˜(τ )
)
dτ < Q . (3.19)0 C˜ P
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t′∫
0
r0(τ˜ )dτ˜ <
t′∫
0
(
r0(τ˜ ) − s0(0)
)
dτ˜ < Q . (3.20)
Also, θ(t,α) is monotone increasing with respect to t . This implies the integral in the right-hand side of the ﬁrst equation
in (3.15) converges uniformly. Therefore there exists a unique function ϑ(α), such that
lim
t→+∞ θ(t,α) = ϑ(α). (3.21)
The proof of Lemma 3.1 is completed. 
Remark 3.1. The conclusion that θ(t,α) converges to ϑ(α) implies that t′ converges to some T ′ , as t tends to +∞, and
(T ′, ϑ(α)) lies on the curve x = x2(t).
Lemma 3.2. The ϑ(α) deﬁned above is a globally Lipschitz continuous function of α, i.e.,∣∣ϑ(α)− ϑ(β)∣∣< A2|α − β|. (3.22)
Proof. From any point P (t, x) on D , we draw a straight ray with slope s0(0) intersecting the boundary at A(x
−1
i (α),α).
Then we draw a backward characteristic l1 from P . The point B(t′, θ(t,α)) on the curve x = x2(t) stands for the intersection
point of boundary and l1. In Remark 3.1, we denote (T ′, ϑ(α)) as the limit point of (t′, θ(t,α)), as t tends to +∞. Similarly,
P ′, A′(x−1j (β),β), B
′(t′′, θ(t, β)) and (T ′′, ϑ(β)) take the analogous deﬁnitions. Without loss of generality, we assume α > β .
According to (2.38), we have⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
lim
t→+∞
t∫
t′
(
s0(0) − s
(
τ , l1
(
τ , θ(t,α)
)))
dτ =
+∞∫
0
(
s0(0) − s0(t)
)
dt,
lim
t→+∞
t∫
t′′
(
s0(0) − s
(
τ , l2
(
τ , θ(t, β)
)))
dτ =
+∞∫
0
(
s0(0) − s0(t)
)
dt.
(3.23)
Then from (3.9) and (3.23), it follows that
ϑ(α) − ϑ(β) = (α − β) + lim
t→+∞
t∫
t′
(
s0(0) − s
(
τ , l1
(
τ , θ(t,α)
)))
dτ + lim
t→+∞ s0(0)
(
t′ − x−1i (α)
)
− lim
t→+∞
t∫
t′′
(
s0(0) − s
(
τ , l2
(
τ , θ(t, β)
)))
dτ − lim
t→+∞ s0(0)
(
t′′ − x−1j (β)
)
= (α − β) + s0(0)
(
T ′ − x−1i (α)− T ′′ + x−1j (β)
)
= (α − β) + s0(0)
[
x−12
(
ϑ(α)
)− x−12 (ϑ(β))]− s0(0)(x−1i (α)− x−1j (β)). (3.24)
Using mean value theorem, we obtain that there exists a unique η ∈ (ϑ(β),ϑ(α)), such that (3.24) changes to
ϑ(α) − ϑ(β) = (α − β) + s0(0)
(
x−12
)′
(η)
(
ϑ(α)− ϑ(β))− s0(0)(x−1i (α)− x−1j (β)). (3.25)
We rewrite (3.25) as(
1− s0(0)
(
x−12
)′
(η)
)(
ϑ(α) − ϑ(β))= (α − β) − s0(0)(x−1i (α) − x−1j (β)). (3.26)
On the other hand, (2.14) implies
1− s0(0)
r0(0)
 1− s0(0)
(
x−12
)′
(·) > 1− s0(0)
M
> 1. (3.27)
From (3.27), we have∣∣ϑ(α)− ϑ(β)∣∣< (1− s0(0)(x−12 )′(η))∣∣ϑ(α) − ϑ(β)∣∣. (3.28)
Next, there exist two cases for x−1(α) − x−1(β).i j
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Case 1. (x−1i (α),α) and (x
−1
j (β),β) lie on the same boundary curve simultaneously (x = x1(t) for example), see Fig. 8. Then
there exists a unique ζ ∈ (β,α), such that
x−1i (α)− x−1j (β) = x−11 (α) − x−11 (β) =
(
x−11
)′
(ζ )(α − β). (3.29)
Therefore, from (2.14) and (3.24)–(3.28), we have∣∣ϑ(α)− ϑ(β)∣∣< (1− s0(0)(x−12 )′(η))∣∣ϑ(α)− ϑ(β)∣∣
 |α − β| − s0(0)
∣∣(x−11 )′(ζ )∣∣|α − β|

(
1− s0(0)ω
)|α − β|
 A2|α − β|. (3.30)
Case 2. (x−1i (α),α) lies on the curve x = x2(t) while (x−1j (β),β) lies on the curve x = x1(t), see Fig. 9. Then i = 2, j = 1.
Since O (0,0) is on the x-axis and β < 0<α, we have x−12 (0) = x−11 (0) = 0. Then we have
x−1i (α)− x−1j (β) = x−12 (α) − x−12 (0) + x−11 (0) − x−11 (β). (3.31)
From (3.24)–(3.28), (3.31) and using mean value theorem, we achieve that∣∣ϑ(α)− ϑ(β)∣∣< (1− s0(0)((x−12 )′(η)))∣∣ϑ(α)− ϑ(β)∣∣
 |α − β| − s0(0)
∣∣x−1(α) − x−1(0) + x−1(0) − x−1(β)∣∣2 2 1 1
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∣∣∣∣(x−12 )′()∣∣(α − 0) + ∣∣(x−11 )′(σ )∣∣(0− β)∣∣
 |α − β| − s0(0)|ωα −ωβ|
= (1− s0(0)ω)|α − β|
 A2|α − β|, (3.32)
where  ∈ (0,α) and σ ∈ (β,0). Thus, the proof of Lemma 3.2 is completed. 
Lemma 3.3. For the ϑ(α) deﬁned above, it holds that
ϑ(α) − α < 2M
δ
Q . (3.33)
Proof. We take α  0 for example. From (3.9), we have
ϑ(α) − α = lim
t→+∞
( t∫
t′
(
s0(0) − s
(
τ , l
(
τ , θ(t,α)
)))
dτ + s0(0)
(
t′ − x−12 (α)
))
. (3.34)
From Lemma 2.2, the integral in the right-hand side is bounded by some positive constant. From Remark 3.1, we know that
lim
t→+∞
(
t′ − x−12 (α)
)= T ′ − x−12 (α) = x−12 (ϑ(α))− x−12 (α) = (x−12 )′()(ϑ(α)− α), (3.35)
where  ∈ (α,ϑ(α)). From Lemma 2.4, (3.27) and (3.34)–(3.35), we can easily achieve that
ϑ(α) − α < 2M
δ
Q . (3.36)
The proof of Lemma 3.3 is completed. 
Lemma 3.4. Under the assumptions of Theorem 1.1, ϕ1(α) deﬁned in (3.5) is a Lipschitz continuous function with respect to α.
Proof. The following symbols have the same deﬁnitions as what in the proof of Lemma 3.2:
ϕ1(α) − ϕ1(β) = lim
t→+∞ r
(
t,α + s0(0)
(
t − x−1i (α)
))− lim
t→+∞ r
(
t, β + s0(0)
(
t − x−1j (β)
))
= lim
t→+∞ r0
(
t′
(
θ(t,α)
))− lim
t→+∞ r0
(
t′′
(
θ(t, β)
))
= r0
(
T ′
(
ϑ(α)
))− r0(T ′′(ϑ(β))). (3.37)
By chain rule, it follows from (H2), (2.41) and Lemma 3.2 that∣∣ϕ1(α)− ϕ1(β)∣∣ ∥∥r′0(t)∥∥C0 · ∥∥∥∥ dtdx2
∥∥∥∥
C0
· ∣∣ϑ(α)− ϑ(β)∣∣< N ·ωA2|α − β| A3|α − β|. (3.38)
The proof of Lemma 3.4 is completed. 
Lemma 3.5. Under the assumptions of Theorem 1.1, the limit
lim
t→+∞
∂r
∂x
(
t, l
(
t, θ(t,α)
))
ψ1(α) ∈ C0(R) (3.39)
exists, where l is any backward characteristic on D. Moreover, |ψ1(α)| Nδ .
Proof. From system (1.1), we have
∂2r
∂t∂x
+ s ∂
2r
∂x2
= − ∂r
∂x
∂s
∂x
. (3.40)
This is the difference scheme, however, we will use the integral scheme. Through any point P (t, x) on D , we draw a
backward characteristic l(τ , θ(t,α)) intersecting x = x2(t) at B(t′, θ(t,α)). See Fig. 5 or 6. Integrating (3.40) along l gives
∂r
∂x
(
t, l
(
t, θ(t,α)
))= ∂r
∂x
(
t′, θ(t,α)
)− t∫
′
∂r
∂x
∂s
∂x
(
τ , l
(
τ , θ(t,α)
))
dτ . (3.41)t
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t∫
t′
∣∣∣∣ ∂r∂x ∂s∂x (τ , l(τ , θ(t,α)))
∣∣∣∣dτ  ∥∥∥∥ ∂r∂x (t, x)
∥∥∥∥
C0
t∫
t′
∣∣∣∣ ∂s∂x (τ , l(τ , θ(t,α)))
∣∣∣∣dτ < Nδ . (3.42)
This implies the right-hand side of (3.40) converges absolutely. Thus,
lim
t→+∞
∂r
∂x
(
t, l
(
t, θ(t,α)
))
ψ1(α) (3.43)
exists. In what follows, we calculate | ∂r
∂x (t, l(t, θ(t,α)))− ∂r∂x (t, l(t, θ(t, β)))|. For the sake of simplicity, we denote ∂r∂x (τ ,α) =
∂r
∂x (τ , l(τ , θ(t,α))). Noting Lemmas 2.1, 2.5, 2.6 and (3.41), we have∣∣∣∣ ∂r∂x (t,α)− ∂r∂x (t, β)
∣∣∣∣=
∣∣∣∣∣ ∂r∂x (t′, θ(t,α))− ∂r∂x (t′′, θ(t, β))−
t∫
t′
∂r
∂x
∂s
∂x
(τ ,α)dτ +
t∫
t′′
∂r
∂x
∂s
∂x
(τ ,β)dτ
∣∣∣∣∣

∣∣∣∣ ∂r∂x (t′, θ(t,α))− ∂r∂x (t′′, θ(t, β))
∣∣∣∣+
∣∣∣∣∣
t′′∫
t′
∂r
∂x
∂s
∂x
(τ ,α)dτ
∣∣∣∣∣+
∣∣∣∣∣
t∫
t′′
(
∂r
∂x
∂s
∂x
(τ ,α) − ∂r
∂x
∂s
∂x
(τ ,β)
)
dτ
∣∣∣∣∣
<
∣∣∣∣ ∂r∂x (t′, θ(t,α))− ∂r∂x (t′′, θ(t, β))
∣∣∣∣+ ∣∣∣∣ ∂r∂x (τ ,β)
∣∣∣∣∣∣∣∣ ∂s∂x (τ ,α)
∣∣∣∣∣∣x−12 (θ(t, β))− x−12 (θ(t,α))∣∣
+ sup
τ∈[t′′,t)
∣∣∣∣ ∂r∂x (τ ,α)− ∂r∂x (τ ,β)
∣∣∣∣
∣∣∣∣∣
t∫
t′′
∂s
∂x
(τ ,α)dτ
∣∣∣∣∣+
∣∣∣∣ ∂r∂x (τ ,β)
∣∣∣∣A1|α − β|
< A4|α − β| + sup
τ∈[t′′,t)
∣∣∣∣ ∂r∂x (τ ,α) − ∂r∂x (τ ,β)
∣∣∣∣
∣∣∣∣∣
t∫
t′′
∂s
∂x
(τ ,α)dτ
∣∣∣∣∣. (3.44)
It follows from Lemma 2.5 that
sup
τ∈[t′′,t)
∣∣∣∣ ∂r∂x (τ ,α)− ∂r∂x (τ ,β)
∣∣∣∣ A5|α − β|. (3.45)
When t tends to +∞, we can know that ψ1(α) is continuous. From Lemma 2.1, we know that |ψ1(α)| Nδ . The proof of
Lemma 3.5 is completed. 
Lemma 3.6. Under the assumptions of Theorem 1.1, it holds that
dϕ1(α)
dα
=
(
1− s0(0)
s0(x
−1
1 (α))
)
ψ1(α) for α < 0,
dϕ1(α)
dα
=
(
1− s0(0)
r0(x
−1
2 (α))
)
ψ1(α) for α > 0. (3.46)
Proof. By (3.7)–(3.8), we can know that for any t > 0, it holds that
∂r
∂x
(
t,α + s0(0)
(
t − x−1i (α)
))= ∂r
∂x
(
t, l
(
t, θ(t,α)
))
. (3.47)
Then, it follows from (3.5) that
dϕ1(α)
dα
= lim
α→0
ϕ1(α + α) − ϕ1(α)
α
= lim
α→0 limt→+∞
r(t,α + α + s0(0)(t − x−1i (α + α))) − r(t,α + s0(0)(t − x−1i (α)))
α
= lim
α→0 limt→+∞
r(t,α + α + s0(0)(t − x−1i (α)− t)) − r(t,α + s0(0)(t − x−1i (α)))
α
= lim lim r(t,α + s0(0)(t − x
−1
i (α)) + (1− s0(0) tα )α) − r(t,α + s0(0)(t − x−1i (α))) . (3.48)t→+∞α→0 α
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dϕ1(α)
dα
= lim
t→+∞
(
1− s0(0)
r0(x
−1
2 (α))
)
∂r
∂x
(
t,α + s0(0)
(
t − x−12 (α)
))
=
(
1− s0(0)
r0(x
−1
2 (α))
)
lim
t→+∞
∂r
∂x
(
t, l
(
t, θ(t,α)
))
=
(
1− s0(0)
r0(x
−1
2 (α))
)
ψ1(α). (3.49)
Analogously, if A(x−1i (α),α) is on the curve x = x1(t), i.e., α < 0. We can obtain
dϕ1(α)
dα
=
(
1− s0(0)
s0(x
−1
1 (α))
)
ψ1(α). (3.50)
The proof of Lemma 3.6 is completed. 
Remark 3.2. Obviously, dϕ1(α)dα is not continuous at α = 0. Therefore ϕ1(α) is C1 in (−∞,0) and (0,+∞) respectively while
Lipschitz continuous at α = 0.
Lemma 3.7. Under the assumptions of Theorem 1.1, it holds that
+∞∫
τ
∣∣r(t, x) − ϕ1(α)∣∣dt < +∞, (3.51)
for some τ  0, where τ = x−12 (x) when x 0 while τ = x−11 (x) when x< 0.
Proof. We consider x 0 for example (see Fig. 6). Then we have
+∞∫
x−12 (x)
∣∣r(t, x) − ϕ1(α)∣∣dt = T
′∫
x−12 (x)
∣∣r0(t′) − r0(T ′)∣∣ · ∣∣∣∣ dtdt′
∣∣∣∣dt′, (3.52)
where T ′ is deﬁned before. Next, we consider | dtdt′ |. On l, we have⎧⎨⎩
dl
dτ˜
(
τ˜ , x2(t
′)
)= s(τ˜ , l(τ˜ , x2(t′))),
l
(
t′, x2(t′)
)= x2(t′). (3.53)
Integrating it gives
x2
(
t′(t)
)+ t∫
t′(t)
s
(
τ˜ , l
(
τ˜ , x2(t
′)
))
dτ˜ = x. (3.54)
Differentiating (3.54) with respect to t leads to
dx2(t′)
dt′
· dt
′
dt
+
(
s
(
t, l
(
t, x2(t
′)
))− s(t′, x2(t′))dt′
dt
)
= 0. (3.55)
By (H3), (2.14) and Lemma 2.1, we can easily achieve that∣∣∣∣ dtdt′
∣∣∣∣< C, (3.56)
where C is some positive constant. From (H4), (3.52) and (3.56), we can know (3.51) holds. The proof of Lemma 3.7 is
completed. 
Remark 3.3. For any ﬁxed (t, x) ∈ D , deﬁne
f (α) =
{
α − s0(0)x−11 (α) = x− s0(0)t, x− s0(0)t < 0,
α − s (0)x−1(α) = x− s (0)t, x− s (0)t  0. (3.57)0 2 0 0
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ϕ1(α) = ϕ1
(
f −1
(
x− s0(0)t
))
 ϕ˜1
(
x− s0(0)t
)
. (3.58)
Proof of Theorem 1.1. For any ﬁxed x, following the lemmas and remarks above, we can get the conclusion of Theorem 1.1
immediately. Thus, the proof of Theorem 1.1 is completed. 
4. An application of Theorem 1.1
In this section, we use the conclusion of Theorem 1.1 to consider the characteristic boundary value problem for the
equation of time-like extremal surfaces in the Minkowski space R1+(1+n) . Recall Kong et al.’s work [9,10,12,13] at ﬁrst. By
(x0, x1, . . . , xn+1), we deﬁne the metric in the (1+ (1+ n))-dimensional Minkowski space as
ds2 = −dx20 + dx21 + · · · + dx2n+1. (4.1)
Let x0 = t , x1 = x, x2 = φ1(t, x), . . . , xn+1 = φn(t, x) and φ = (φ1, . . . , φn)T . The surface is called extremal surface if φ is the
critical point of the area functional
I =
∫ ∫ √
1− |φt |2 + |φx|2 − |φt |2|φx|2 + (φt · φx)2 dxdt. (4.2)
The corresponding Euler–Lagrange equation is(
(1+ |φx|2)φt − (φt · φx)φx√
1− |φt |2 + |φx|2 − |φt |2|φx|2 + (φt · φx)2
)
t
−
(
(1+ |φx|2)φt − (φt · φx)φx√
1− |φt |2 + |φx|2 − |φt |2|φx|2 + (φt · φx)2
)
x
= 0. (4.3)
By setting u = φx , v = φt , where u = (u1, . . . ,un)T , v = (v1, . . . , vn)T , (4.3) is equivalent to the following system⎧⎪⎨⎪⎩
ut − vx = 0,(
(1+ |u|2)v − (u · v)u√
1− |v|2 + |u|2 − |u|2|v|2 + (u · v)2
)
t
−
(
(1+ |u|2)v − (u · v)u√
1− |v|2 + |u|2 − |u|2|v|2 + (u · v)2
)
x
= 0. (4.4)
Introduce
(u, v) = 1− |v|2 + |u|2 − |u|2|v|2 + (u · v)2, (4.5)
let {
Ri = vi + λ+ui,
Si = vi + λ−ui (i = 1,2, . . . ,n), (4.6)
where λ± stand for two n-constant eigenvalues of system (4.4) while they are valued by
λ± = 1
1+ |u|2
(−(u · v) ±√(u, v) ). (4.7)
If > 0, by a direct computation, (4.4) implies that⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂λ+
∂t
+ λ− ∂λ+
∂x
= 0,
∂λ−
∂t
+ λ+ ∂λ−
∂x
= 0,
∂R
∂t
+ λ− ∂R
∂x
= 0,
∂ S
∂t
+ λ+ ∂ S
∂x
= 0.
(4.8)
Consider the characteristic boundary value problem on an angular domain D = {(t, x) | t  0, x1(t) x x2(t)}. We assume
that φ on the boundary values{
φ1(t) = φ
(
t, x1(t)
)
,
φ2(t) = φ
(
t, x2(t)
)
.
(4.9)
Set u1 = φ(t, x1(t))x , u2 = φ(t, x2(t))x , v1 = (φ1)t , v2 = (φ2)t , R = (R1, . . . , Rn)T and S = (S1, . . . , Sn)T . From (4.6) and (4.7),
it follows that
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λ+0(t) = 1
1+ |u2|2
(−(u2 · v2) +√(u2, v2) ) on x = x2(t),
λ−0(t) = 1
1+ |u1|2
(−(u1 · v1) −√(u1, v1) ) on x = x1(t) (4.10)
and {
R0(t) = v2 + λ+0(t)u2 on x = x2(t),
S0(t) = v1 + λ−0(t)u1 on x = x1(t), (4.11)
where x = x1(t) and x = x2(t) are imposed to be the backward characteristic and forward characteristic passing through the
point O (0,0) on x-axis respectively, on which it holds⎧⎨⎩
dx1(t)
dt
= λ−,
x1(0) = 0,
(4.12)
⎧⎨⎩
dx2(t)
dt
= λ+,
x2(0) = 0.
(4.13)
From (4.8), we can know that{
λ− = λ−0(0) on x = x2(t),
λ+ = λ+0(0) on x = x1(t) (4.14)
and {
R = R0(0) on x = x2(t),
S = S0(0) on x = x1(t). (4.15)
Thus, (4.12)–(4.13) become⎧⎨⎩
dx1(t)
dt
= λ−0(t),
x1(0) = 0,
(4.16)
⎧⎨⎩
dx2(t)
dt
= λ+0(t),
x2(0) = 0.
(4.17)
Furthermore, suppose the following assumptions hold:
(H1) λ±0(t) ∈ C1(R), supt0 λ−0(t) < 0< inft0 λ+0(t),
(H2) λ′+0(t) > 0, λ′−0(t) < 0,
(H3) ‖λ±0(t)‖C0 ,‖R0(t)‖C0 ,‖S0(t)‖C0 < M , ‖ ∂λ±0(t)∂t ‖C0 ,‖ ∂R0(t)∂t ‖C0 ,‖ ∂ S0(t)∂t ‖C0 < N ,
(H4)
∫ +∞
0 |λ±0(t) − λ±0∞|dt < K , |λ±0(0) − λ±0∞| < δ2ωM ,
where λ±0∞  limt→+∞ λ±0(t), δ  λ+0(0) − λ−0(0), ωmax{ 1λ+0(0) , | 1λ−0(0) |}.
Then, we can get the following theorem.
Theorem 4.1. In case> 0, under the assumptions (H1)–(H4), for system (4.6)–(4.17), there exists a unique global C1 solution (u, v).
Moreover, there exists a unique Lipschitz continuous vector-valued function ϕ = (ϕ1,ϕ2,ϕ3,ϕ4)T , such that
+∞∫
τ
∣∣λ−(t, x) − ϕ1(x− λ+0(0)t)∣∣dt < +∞,
+∞∫
τ
∣∣λ+(t, x) − ϕ2(x− λ−0(0)t)∣∣dt < +∞,
+∞∫ ∣∣R(t, x) − ϕ3(x− λ+0(0)t)∣∣dt < +∞,
τ
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τ
∣∣S(t, x) − ϕ4(x− λ−0(0)t)∣∣dt < +∞, (4.18)
for some τ  0. Furthermore, ϕ is C1 in (−∞,0) and (0,+∞), respectively.
Proof. By the same arguments of the proof of Theorem 1.1, the conclusion can be obtained directly. 
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