Abstract. The linear 2-norm Support Vector Machine (L2-SVM) builds a hyper-plane which maximizes the 2-norm soft margin. Random projection is a new oblivious feature extraction and dimension reduction method. Both techniques are widely applied in compressed sensing, texture classification, face recognition, and so on. This paper find that random projection can be applied to any input matrix of L2-SVM. Furthermore, we proves that the geometric margin and the minimum enclosing ball in the projected space are almost unchanged with high probability compared with those in the original space. The result is demonstrated by experiments on synthetic and real data. Computational experiments also show that the proposed random projection for L2-SVM has a better performance than random projection for L1-SVM. Besides, the proposed model can solve the large scale classification problems more effectively and efficiently. Moreover, the proposed method is compared with Principal Component Analysis and is applied in Corel images classification problems.
Introduction
The Support Vector Machine (SVM) [1] , which is introduced by Vapnik in the early 1990s, is a popular classifier in machine learning. Later, the 'soft' 2-norm SVM (L2-SVM) [2] , was proposed to simplify the constraint conditions. L2-SVM is also used in video classification and web image annotation [3] [4] .
The solving speed for SVMs still needs to improve for high dimension with small sample problems, especially in image classification problems. It is common to use dimensionality reduction methods [5] , such as Principal Component Analysis (PCA) and Linear Discriminant Analysis etc. Those methods project image in high-dimensional space into a low-dimensional sub-space. In the sub-space, it is easier to do the classification since the features are extracted more compactly and representatively. However, these methods have the following limitations. First of all, these methods cannot extract the most discriminative information when projecting from the original space to a subspace. Secondly, they may not preserve the most representative structural information in the original space. Finally, when adding or deleting a sample during the training process, these methods inevitably relay on the data and need to re-compute the projection matrix, therefore, the recomputing procedure is time-wasting and inefficiently.
Random Projection (RP) [6] is a novel dimension reduction method for its good properties. It can preserve pairwise distances within ε-relative error, which means it can extract more representative structural information; it can be generated beforehand and no training samples are needed to calculate the projection matrix, which makes it more efficient and it is data-independent. Later, Maudes et al. [7] used different RPs to improve the performance of SVM ensembles by experimental study. However, they did not give the theoretical proofs. Paul et al. [8] studied the performance of L1-SVM under RP in the feature space for classification and regression (RP-L1SVM). What's more, they gave the theoretical and empirical proofs that the geometry of L1-SVM is preserved under RP, nevertheless, there are still improvements to increase its solving speed.
Inspired by the previous works, we propose a new random projection for L2-norm Support Vector Machine (RP-L2SVM). The research contributions are as follows.
1) The paper firstly gives the theoretical proofs that the geometry of L2-SVM is preserved with high probability under RP. To be specific, the geometric margin and the minimum enclosing ball in the projected space are almost unchanged compared with those in the original space. The results on numerical experiments demonstrate it.
2) The experiments also show that the classification accuracy of RP-L2SVM is better than that of RP-L1SVM. At the same time, the time consumption of RP-L2SVM is far less than RP-L1SVM, especially for large scale classification problems.
3) RP, as a dimension reduction method, can be produced beforehand without using the training data and can be applied to any input matrix of L2-SVM. RP-L2SVM exploits RP directly and does not need to update the projection matrix when the training data changes. That is the good property that PCA cannot compare. The experimental results on Arcene dataset verify that RP-SVMs perform better than PCA-SVMs.
4) Our proposed model has a better application in Core images compared with L1-SVM, RP-L1SVM and L2-SVM. The results demonstrate the proposed theorem in this paper. What's more, the results also verify that the proposed algorithm is more suitable for image classification problems.
The rest of this paper is organized as follows: Section2 reviews the basic theory. Section3 presents and analyzes the proposed method and its properties. Section4 performs experiments. Finally, we make a summarization in section5. 
Notation and Prior Work

L1-SVM Classification
Its VC-dimension of is 2 2 ( / )
O B  , where B is the radius of a ball who contains all the data and  is the geometric margin.
L2-SVM Classification
The L2-SVM was proposed to simplify the constraint conditions of (1) and its dual problem is: (2) The unknown Lagrangian multiplier i is constrained in the 'box constraint' in (1) while it is just need to be greater than or equal to 0. It can change the 'soft' margin problem into 'hard' margin problem, which means changing linearly non-separable problem into linearly separable problem. From the objective function of L2-SVM, we get that L2-SVM is a strictly convex quadratic programming problem while L1-SVM is not. L2-SVM is better at dealing with datasets whose data quantity is large and the solution is dense, its speed and accuracy are better than L1-SVM. The parameter C is in the objective function in L2-SVM while it is in the constraint conditions in L1-SVM. What's more, the slack variables in L2-SVM are second-order which is strictly derivable while L1-SVM is not.
Random Projection Theory
While exacting feature of a sample who has huge amounts of data attributes information, it will be a great challenge for the computer to learn concepts effectively from a relatively small number of 
If the dimension is reduced to
dimensions, where k is irrelevant to original d but relevant to the number points n, the preserve pairwise distance will up to a factor of (1 )   . Later many theorems and corollaries are developed.
There are many random projection matrices that satisfy this theorem, such as Gaussian Random Matrix, Random Sign Matrix, Li-Random Matrix, and so on. RP is an effective and efficient method of feature extraction for its data-independent property. The projection matrix can be generated beforehand. It is comprehensively applied in the area of compressed sensing, camera fingerprint matching, texture classification and face recognition [9] [10] [11] .
Our Work
We propose a novel algorithm, called RP-L2SVM, and prove that the geometric margin and minimum enclosing ball in the feature space are preserved within a small area, which assure the generalization in classification.
Dimension Reduction for L2-SVM
The proposed RP-L2SVM combined random projection for the purpose of reducing dimension at the same time keeping the data structure approximately unchanged compared with the original space. RPs are extremely popular techniques of dealing with curse-of-dimensionality and it can maintain the basic data structure unchanged with high probability.
We aim to explore the performance of L2-SVM under dimensionality reduction transformations in the feature space. Let
be a random projection matrix satisfying the JL Theorem. It reduces the dimensionality of input matrix from d to k ( k d ). Therefore, the input dataset is transformed from X to X , and  X XR . Therefore, the optimization problem of the proposed RP-L2SVM is: Solving the dimensionally-reduced problem above is computationally more efficient than solving the original d-dimensional problem. A construction for R is crucial for dimension-reduction, the different performance of random matrix and the running time of reducing the original data is nearly linear on the size of the original data which is testified in [8] , so this paper does not do an excess of statement. This paper's experiment all take Gaussian Random Matrix to represent.
Geometry of L2-SVM is Preserved under RP
Based on the lemma in [8] , we can propose the following theorem.
Theorem2: Let (6) With similar proof as [8] , it is obvious that 2 * 2 2 2 1 2 1
From solving process of L2-SVM, we know that Our second theorem discusses the radius of the minimum enclosing ball in original feature space and projected feature space is really close to each other. The proof is the same as [8] .
Experiments
In order to calculate conveniently, we compare the proposed RP-L2SVM with L1-SVM, RP-L1SVM and L2-SVM. All experiments are operated in the computer with memory of 2.00 GB on Windows 7 in the platform of MATLAB 7.10.0 (R2010a). The parameter C is searched in the set {2 | 10, 9, ,
. For the fairness of comparison, we partition the data randomly for five-fold cross-validation and report its mean value plus or minus its standard deviation. 'Time' concludes the time of computing random matrix (Trp) and the total running time of training and testing on SVMs (Trun), the unit of Time is seconds(s). 'Ttotal' is the sum of Trp and Trun.
Synthetic Data Sets
We construct three different synthetic datasets from Gaussian distribution, named Toy1, Toy2 and Toy3, and each dataset has two classes and each class has 100 data points. More specifically, Toy1 has 5000 features, with positive and negative class generated from ( . In the experiment of synthetic datasets, we set k to 256, 512 and 1024 to compare. The results are displayed Figure 1 . It indicates that the value of geometric margin  is almost steady, which demonstrate the proposed theorem. That means the geometry of L2-SVM is preserved under RP. The accuracies all achieve 100% in the three synthetic datasets, which we does not display it. That is because the synthetic data we generated is totally separable. From Figure 2 , the time of producing projection matrix, which is negligible compared with the time of running. It takes almost the same for L1-SVM and L2-SVM. As the dimension increase, the running time on whole data is time consuming compared with that on projected data of L1-SVM. It is obvious that the time of running on projected data is substantially reduced compared with that on full data of L2-SVM. RP-L1SVM is more time consuming than RP-L2SVM. 
Benchmark Data Sets
We describe experimental evaluations on Dbworkd and Arcene datasets. They both come from UCI database (http://archive.ics.uci.edu/ml/datasets.html) and satisfy n d . The results in Table 1 -2 also prove the proposed theorem because the maximum geometric margins and the testing accuracies are almost the same under different dimensions. In terms of running time, it is obvious that the RP-L1SVM takes more time than our RP-L2SVM on the two datasets. 
PCA vs. Random Projection
The PCA is one of the most widely used unsupervised dimensionality reduction techniques and its optimization problem is:
arg max / w w wXX w ww
, where tr is the trace of a matrix, then the new data is  X Xw ,
We do the experiment on Arcene dataset and use Matlab's SVD solver in 'econ' mode to compute PCA. It is noticed that the number of principal components is less than or equal to the rank of the input matrix which is far less than the number of RPs.
What's more, if the data matrix represented by a small number of principal components or random matrix combined with L2-SVM can have a better manifestation than that with L1-SVM. Here we use projected dimension k equal to 16, 32 and full-rank principal components and the cumulative contribution rate ('Com-con rate' in Table 3 ) is 93.46, 97.46 and 100.00 respectively, which is enough to represent the original data. The results of geometric margin in Table 3 indicate that PCA cannot preserve the geometry unchanged in contrast with RP (Table 2 ). In terms of accuracy and running time, PCA-L2SVM performs better than PCA-L1SVM in the same dimension. The performance of PCA-SVMs is dreadful than RP-SVMs excepting the condition of full-rank. The time of computing PCA is far more than RP, the same for PCA-SVMs compared with RPSVMs. 
Application in Image Classification
In this section, we apply our proposed model in image classification, the data comes from Corel image library (http://wang.ist.psu.edu/docs/related/). There are ten different kinds of images and every kind has 100 pictures, seen Figure 3 . In order to calculate conveniently, we use its gray images, and the size of pixels is (384256) or (256384), so the dimension of every image is 98304. From JL Theorem, when =0.5, the lowest dimension is 253. Therefore, we reduce the dimension k into 400. We picked pairs of images from the ten categories randomly to do the binary classification, and the results are in Table 4 . The results indicate that most of the RP-L2SVM accuracies are higher than RP-L1SVM. The accuracy of RP-L2SVM is comparable with L2-SVM. The total running time results show that our RP-L2SVM takes the least amount of time compared with L1-SVM, RP-L1SVM, L 2-SVM. The running time of our RP-L2SVM reduce at least five times compared with RP-L1SVM. All in all, our new RP-L2SVM has a better application in image classification. 
Conclusion
This paper develops two significant theorems of L2-SVM under random projection. We prove that the geometric margin and the minimum enclosing ball in the projected space are preserved with high probability in the projected feature space in contrast with in the original space. The experimental results demonstrate the theory. Moreover, it is well applied in image classification problem. We hope our proposed method can inspire more work on extracting features effectively using RP under different SVMs.
