Emulating a shared register can mask the intricacies of designing algorithms for asynchronous message-passing systems subject to crash failures, since it allows them to run algorithms designed for the simpler shared-memory model. Typically such emulations replicate the value of the register in multiple servers and require readers and writers to communicate with a majority of servers. The success of this approach for static systems, where the set of nodes (readers, writers, and servers) is fixed, has motivated several similar emulations for dynamic systems, where nodes may enter and leave. However, existing emulations need to assume that the system eventually stops changing for a long enough period or that the system size is bounded. This paper presents the first emulation of a register supporting any number of readers and writers in a crash-prone system that can withstand nodes continually entering and leaving and imposes no upper bound on the system size. The algorithm works as long as the number of nodes entering and leaving during a fixed time interval is at most a constant fraction of the system size at the beginning of the interval, and as long as the number of crashed nodes in the system is at most a constant fraction of the current system size. The paper includes a lower bound on the fraction of correct nodes that is strictly larger than the fraction sufficient to solve the problem in the static case.
INTRODUCTION
E MULATING a shared read/write register is a way to mask the intricacies of designing algorithms for asynchronous message-passing systems subject to crash failures, since it allows them to run algorithms designed for the simpler shared-memory model. Typically, such emulations replicate the value of the register in multiple servers and require readers and writers to communicate with a majority of servers.
Most of the work in this area has focused on emulating atomic shared registers. For example, the ABD emulation [2] replicates the value of the register in server nodes. It assumes that a majority of the server nodes do not fail. Consider the simplified case of a single writer and a single reader. To write the value v, the writer sends v, tagged with a sequence number, to all servers and waits for acknowledgments from a majority of them. Similarly, to read, the reader contacts all servers, waits to receive values from a majority of them, and then returns the value with the highest sequence number. This approach can be extended to the case of multiple writers and multiple readers by having each operation consist of a read phase, used by a writer to determine its sequence number and used by a reader to obtain the return value, followed by a write phase, used by a writer to disseminate the value (and sequence number) and used by a reader to announce the sequence number of the value it is about to return [3] .
The success of this approach for static systems, where the set of readers, writers, and servers is fixed, has motivated several similar emulations for dynamic systems, where nodes may enter and leave. Change in system composition due to nodes entering and leaving is called churn. However, existing emulations of atomic registers rely either on the assumption that churn eventually stops for a long enough period (e.g., DynaStore [4] and RAMBO [5] ) or on the assumption that the system size is bounded (e.g., [6] , [7] ). See Section 6 for a detailed discussion of related work. This paper shows that it is possible to emulate a register supporting any number of readers and writers in a system subject to ongoing churn without bounding the system size, for a reasonable model of churn. This model assumes that, in any time interval of length D, the number of nodes that enter or leave the system is at most a constant fraction, a, of the number of nodes in the system at the beginning of the interval. The constant a is known to the nodes. Our emulation sacrifices atomicity when this constraint on churn is violated.
The parameter D is an upper bound, unknown to the nodes, on the delay of any message (between nodes that have not crashed). There is no lower bound on message delays. Moreover, nodes do not have real time clocks. As discussed in Section 2, it is impossible to solve consensus in this model. This model of churn is reasonable. If every node has a fixed probability of leaving in any time interval of some fixed length, then the expected number of nodes that leave in such an interval is a fixed fraction of the total number of nodes in the system at the beginning of the interval. Moreover, as the system size grows, the allowable number of changes grows. (See [8] for a discussion of churn behavior in practice.)
In addition to churn, our algorithm tolerates nodes that fail by crashing. In the preliminary version of this paper [1] , we assumed that the number of nodes that crash is bounded above by a fixed constant, f, independent of the system size.
That assumption is quite restrictive as the system size can grow arbitrarily large. Here, we replace this restriction with the more flexible requirement that, at all times, the number of crashed nodes is at most a constant fraction, D, of the current system size. Now as the system size grows, the number of crashed nodes can grow as well. The constant D is known to all nodes.
Our algorithm is called CCREG, for Continuous Churn Register. It is intuitive, combining the simple static algorithm for multiple readers and multiple writers outlined above with a joining protocol and careful estimations of the number of nodes from which replies should be received for joining, reading, and writing. In order to join, a newly entered node announces its entry, waits to receive sufficiently many acknowledgments, and then announces it has joined, which marks the termination of its join operation. Once a node has joined, it can perform reads and writes. A node leaves the system by announcing its departure. Each node maintains a set of changes to the composition of the system, based on the announcements of nodes entering, joining and leaving. This information is also propagated through appropriate echo messages and by having each node append the set of changes it has seen to its messages that echo enter announcements. Each node keeps track of the set of nodes that it believes are present in the system (i.e., have entered but not left) and those that it believes are members of the system (i.e., have joined but not left).
When a node p first receives an acknowledgment of its entrance announcement from a node that has already joined, p calculates the number of acknowledgments it needs to receive before joining. To guarantee that information about the system composition propagates properly, this number must be sufficiently large to ensure that at least one acknowledgment is from a node that has been in the system for a sufficiently long time. The number must also be small enough to ensure that p will eventually receive enough acknowledgments to complete the join procedure. The node p sets this number to a carefully-chosen fraction, g, of the number of nodes that it believes are present in the system.
As in [3] and [4] , read and write operations wait for replies from a certain number of nodes. To guarantee that information about a written value is propagated properly, this number must be large enough to ensure that the value has been received by enough nodes. It must also be large enough to ensure that at least one reply to a read operation is from a node with an up-to-date value. This number must be small enough to ensure that the operation terminates. In the static case, a majority of the nodes suffices. In our algorithm, node p sets the number to a carefully-chosen fraction, b, of the number of nodes that p believes to be members of the system. The contribution of the paper is a proof of existence of a crash-resilient algorithm that tolerates ongoing churn with no upper bound on the system size. As we discuss in Section 3, the system parameters a and D and the algorithm parameters g and b must satisfy certain constraints in order for our algorithm to work. We show that there are values for the parameters that satisfy the constraints. Further work is needed to find algorithms that work under less restrictive constraints, for example, that allow a larger churn rate or larger failure fraction.
In all the consistent sets of parameter values that we have identified, the failure resilience, D, is at most 1=3, which is worse than 1=2, which can be achieved in the static case. We prove that worse failure resilience is an unavoidable consequence of tolerating churn, by showing the problem is unsolvable unless D is at least 1=ða þ 2Þ.
SYSTEM MODEL AND PROBLEM STATEMENT
We model each node p as a state machine with a set of states, containing two initial states s i p and s l p . Initial state s i p is used if p is initially in the system, whereas s l p is used if p enters the system later. The set of all nodes that are initially in the system is denoted by S 0 . It is finite and nonempty.
State transitions are triggered by the occurrences of events. Possible triggering events are: entering the system (ENTER p ), leaving the system (LEAVE p ), receipt of a message m (RECEIVE p ðmÞ), invocation of an operation (READ p or WRITE p ðvÞ), and crashing (CRASH p ).
A step of a node p is a 5-tuple ðs 0 ; T; m; R; sÞ where s 0 is the old state, T is the triggering event, m is the message to be sent, R is a response (RETURN p ðvÞ, ACK p , or JOINEDp) or ?, and s is the new state. The values of m, R and s are determined by a transition function applied to s 0 and T . RETURN p is the response to READ p , ACK p is the response to WRITE p , and JOIN-ED p is the response to ENTER p . If T is CRASH p , then m is ? and R is ?.
A view of a node p is a sequence of steps such that:
the old state of the first step is an initial state; the new state of each step equals the old state of the next step; if the old state of the first step is s i p , then no ENTER p event occurs; if the old state of the first step is s l p , then the triggering event in the first step is ENTER p and there is no other occurrence of ENTER p ; and at most one of CRASH p and LEAVE p occurs and if so, it is in the last step. In our model, a node that leaves the system cannot re-enter with the same id. It can, however, re-enter with a new id. Likewise, a node that crashes does not recover. A node that crashes and recovers, but loses its state, can re-enter with a new id. Because nodes cannot measure time, a node that crashes and recovers, retaining its state, can be treated as if no crash occurred.
A point in time is represented by a nonnegative real number. A timed view is a view whose steps occur at nondecreasing times. If a view is infinite, the times at which its steps occur must increase without bound. Given a timed view of a node, if ðs 0 ; T; m; R; sÞ is the step with the largest time less than or equal to t, then s is the state of that node at time t. A node p is said to be present at time t if it entered the system (i.e., its first step has time at most t) but has not left (i.e., LEAVE p does not occur at or before t). The number of nodes that are present at time t is denoted by NðtÞ. A crashed node (i.e., a node for which CRASH p occurs at or before t) is still considered to be present. A node is said to be active at time t if it is present and not crashed at t. A node p is said to be a member at time t if it has joined the system (i.e., p 2 S 0 or JOINED p occurs at or before t) but has not left (i.e., LEAVE p does not occur at or before t). Note that, at any time t, the members are a subset of the present nodes. It is possible that some members have crashed.
If a message m sent at time t is received by a node at time t 0 , then the delay of this message is t 0 À t. This encompasses transmission delay as well as time for for handling the message at both the sender and receiver. Let D > 0 denote the maximum message delay that can occur in the system. Let a > 0 and 0 < D 1 be real numbers that denote the churn rate and failure fraction, respectively. The parameters a and D are known to the nodes, but D is not.
An execution e is a possibly infinite set of timed views, one for each node that is ever present in the system, that satisfies the following eight assumptions. A1: The first step of each node p 2 S 0 occurs at time 0 and the first step of each other node occurs after time 0. A2: Every sent message has at most one matching receipt at each node and every message receipt has exactly one matching message send. A3: If a message m is sent at time t and node q is active throughout ½t; t þ D (i.e., q enters by time t and does not leave or crash by time t þ D), then q receives m. The delay of every received message is in ð0; D. A4: Messages from the same sender are received in the order they are sent (i.e., if node p sends message m 1 before sending message m 2 , then no node receives m 2 before it receives m 1 ). This can be achieved by tagging each message with the id of its sender and a sequence number. A5: For all times t > 0, the number of ENTER and LEAVE events in ½t; t þ D is at most a Á NðtÞ. A6: For all times t ! 0, the number of crashed nodes at time t is at most D Á NðtÞ. A7: If READ p or WRITE p invocation occurs at time t, then p has already joined but has not left or crashed. A8: At each node p, no READ p or WRITE p invocation occurs until there have been responses to all previous READ p and WRITE p invocations.
Assumption A1 states that there is a nonempty finite set of nodes that are initially members. Assumptions A2 through A4 model a reliable broadcast communication service that provides nodes with a mechanism to send the same message to all nodes in the system. Sending a message to a single recipient can be accomplished by broadcasting the message and indicating the intended recipient so that others will ignore the message. Assumption A5 bounds the churn and Assumption A6 bounds the number of failures. Assumptions A7 and A8 ensure that operations are only invoked by active members and, at any time, at most one operation is pending at each node.
We consider an algorithm to be correct if every execution of the algorithm satisfies the following conditions:
For every node p 2 S 0 , JOINED p does not occur. For every node p = 2 S 0 , if ENTER p occurs, then at least one of LEAVE p , CRASH p , or JOINED p occurs (i.e., every node that enters the system and remains active eventually joins). In the view of each node p, ignoring message-receipt events, each READ p or WRITE p is immediately followed by either LEAVE p , CRASH p , or a matching response (RETURN p or ACK p ). Moreover, each RETURN p or ACK p is immediately preceded by a matching invocation (READ p or WRITE p ). The read and write operations are atomic [9] , [10] , [11] : there is an ordering of all completed reads and writes and some subset of the uncompleted writes such that every read returns the value of the latest preceding write (or the initial value of the register if there is no preceding write) and, if an operation op 1 finishes before another operation op 2 begins, then op 1 occurs before op 2 in the ordering. It is the responsibility of the algorithm to complete joins, complete read and write operations, and choose the right values for the reads, as long as Assumptions A1-A8 are satisfied.
Although our model places an upper bound on message delays, it does not place any lower bound on the message delays or on local computation times. Moreover, nodes cannot access clocks to measure the passage of real time. Consequently, the well-known consensus problem is unsolvable in our model, just as it is unsolvable in a model with no upper bound on message delays [12] . In the consensus problem, every node has an input, and every nonfaulty node must eventually decide on an output such that all outputs are the same and, if all inputs are the same, then this common output equals the common input. Theorem 1. It is impossible to solve consensus in our system model, even with just one crash and no churn.
Proof. Assume, by way of contradiction, there is an algorithm A that solves consensus in our model, with delays in ð0; D but no churn and at most one crash. For simplicity, let D ¼ 1. Consider an execution e of A in the classic asynchronous model with no upper bound on message delays, no churn, and at most one crash.
A priori, there is no guarantee that e solves consensus, as A is only guaranteed to work correctly in our model, but the nodes exhibit some kind of behavior in e. Order the events in e by their times, breaking ties arbitrarily. Let e 0 be the result of changing the time of the ith event in e to 1 À 1=2 i , for all i ! 1. For all positive integers k, let e 0 k consist of the first k steps of e 0 . Since algorithm A solves consensus in our model, there exists a positive integer k such that, in e 0 k , all nonfaulty nodes have terminated and decided the same output. The view of every node in e 0 k is the same as its view in the first k steps of e. Thus, all nonfaulty nodes have terminated and decided the same output within the first k steps of e. In other words, A solves consensus in the classic asynchronous model, which contradicts [12] . t u
In our algorithm, nodes run client (reader or writer) threads and server threads. Each node runs exactly one server thread, at most one reader thread, and at most one writer thread. We assume that the code segment that is executed in response to each event executes without interruption. The algorithm combines a mechanism for tracking the composition of the system, with a simple algorithm, very similar to [3] , for reading and writing the register, which associates a unique timestamp with each value that is written. A timestamp is a pair that consists of two values: a sequence number (num) and a node id (w id) and these (num; w id) pairs are ordered lexicographically. Below, the local variables of node p are subscripted with p; e.g., v p refers to node p's local variable v.
In order to track the composition of the system (Algorithm 1), each node p maintains a set of events, Changes p , concerning the nodes that have entered the system. When an ENTER q event occurs, q adds enterðqÞ to Changes q and broadcasts an enter message requesting information about prior events. When a node p finds out that q has entered the system, either by receiving this message or by learning indirectly from another node, it adds enterðqÞ to Changes p . When q has received sufficiently many messages in reply to its request, it knows relatively accurate information about prior events and the value of the register. The fraction g is used to calculate the number of messages that should be received before joining (stored in the join bound local variable), based on the size of the Present set. Setting g is a key challenge in the algorithm as setting it too small might not propagate updated information, whereas setting it too large might not guarantee termination of the join.
When the required number of replies to the enter message sent by q are received, q adds joinðqÞ to Changes q , sets its is joined q flag to true, outputs the response JOINED q , and broadcasts a message saying that it has joined. When p finds out that q has joined, either by receiving this message or by learning indirectly from another node, it adds joinðqÞ to Changes p . When a LEAVE q event occurs, q broadcasts a leave message and halts. When p finds out that q has left the system, either by receiving this message or by learning indirectly from another node, it adds leaveðqÞ to Changes p .
When a node p receives an enter message from a node q, it replies with an enter-echo message containing Changes p , its current estimate of the register value (together with its timestamp), is joined p (indicating whether p has joined yet), and the id q. When q receives an enter-echo in reply (i.e., that ends with q), it increments its join-counter. The first time q receives such an enter-echo from a joined node, it computes join bound, the number of enter-echo messages it needs to get before it can join.
Once a node has joined, its reader and writer threads can handle read and write operations. Initially, Changes p ¼ fenterðqÞ j q 2 S 0 g [ fjoinðqÞ j q 2 S 0 g, if p 2 S 0 , and ; otherwise. A node p also maintains the set Present p ¼ fq j enterðqÞ 2 Changes p^l eaveðqÞ 6 2 Changes p g of nodes that p considers as present, i.e., nodes that have entered, but have not left, as far as p knows. The client at node p maintains the derived variable Members p ¼ fq j joinðqÞ 2 Changes pl eaveðqÞ 6 2 Changes p g of nodes that p considers as members, i.e., nodes that have joined but not left. Algorithm 1. CCREG-Common Code Managing the Churn, for Node p Local Variables: is joined // Boolean to check if p has joined the system; initially false join bound // if non-zero, the number of enter-echo messages p should receive before joining; initially 0 join counter // the number of enter-echo messages received so far; initially 0 Changes // set of ENTER, LEAVE, and JOINED events known by p; initially fenterðqÞ j q 2 S 0 g [ fjoinðqÞ j q 2 S 0 g, if p 2 S 0 , and ;, otherwise val // latest register value known to p; initially ? num // sequence number of latest value known to p;
initially 0 w id // id of node that wrote latest value known to p;
initially ? join bound :¼ g Á jPresentj 11: join counter++ 12: if join counter ! join bound > 0 then 13:
is joined :¼ true 14:
add joinðpÞ to Changes 15:
generate JOINED p response 16:
bcast h"joined", pi When RECEIVE p h"joined", qi occurs: 17: add joinðqÞ to Changes 18: add enterðqÞ to Changes 19: bcast h"joined-echo", qi When RECEIVE p h"joined-echo", qi occurs: 20: add joinðqÞ to Changes 21: add enterðqÞ to Changes When LEAVE p occurs: 25: bcast h"leave", pi 23: halt When RECEIVE p h"leave", qi occurs: 24: add leaveðqÞ to Changes 25: bcast h"leave-echo", qi When RECEIVE p h"leave-echo", qi occurs: 26: add leaveðqÞ to Changes Client threads treat read and write operations in a similar manner (Algorithm 2). Both operations start with a read phase, which requests the current value of the register, using a query message, followed by a write phase, using an update message. A write operation broadcasts the new value it wishes to write, together with a timestamp, which consists of a sequence number that is one larger than the largest sequence number it has seen and its id that is used to break ties. A read operation just broadcasts the value it is about to return, keeping its sequence number. As in [2] , write-back is needed to ensure the atomicity of read operations. Both the read phase and the write phase wait to receive sufficiently many reply messages. The fraction b is used to calculate the number of messages that should be received (stored in the rw bound local variable) based on the size of the Members set, for the operations to terminate. Setting b is also a key challenge in the algorithm as setting it too small might not return/update correct information from/to the register, whereas setting it too large might not guarantee termination of the reads and writes.
Algorithm 2. CCREG-Client Code, for Node p
Local Variables: temp // temporary storage for the value being read or written; initially 0 tag // used to uniquely identify read and write phases of an operation; initially 0 rw bound // the number of replies/acks p should receive before finishing a read/write phase; initially 0 rw counter // the number of replies/acks received so far for a read/write phase; initially 0 rp pending // Boolean indicating whether a read phase is in progress; initially false wp pending // Boolean indicating whether a write phase is in progress; initially false read pending // Boolean indicating whether a read is in progress; initially false write pending // Boolean indicating whether a write is in progress; initially false Derived Variable: if read pending then 61:
read pending :¼ false 62:
generate RETURN(temp) response 63:
if write pending then 64:
write pending :¼ false 65:
generate ACKresponse A client thread maintains a sequence number, tag, incremented at the beginning of the read phase and identifying replies belonging to its current read or write operation.
The server thread is simple (Algorithm 3). Each node uses the variable val to store the latest value of the register it knows about, and the variables num and w id to store that value's associated timestamp as an ordered pair (num; w id). When the server receives an update message with a larger timestamp, it updates the value and the timestamp. When a server receives a query, it replies with the value and its timestamp. The correctness of CCREG relies on the system parameters a, D, and N min satisfying the following constraints, for some choice of algorithm parameters b and g:
is an upper bound on the churn rate and is used in Lemma 3 to ensure that not too many nodes can leave the system in an interval of length 4D. Constraint (B) is a lower bound on the minimum system size. It is used in the proof of Lemma 4 to ensure that at least one node is in the system throughout an interval of length 3D encompassing the time a node enters, thus ensuring that the newly entered node successfully terminates its joining protocol. Constraint (C) ensures that the join bound fraction, g, is large enough such that updated information about the system is obtained by an entered node before it joins the system. Constraint (D) ensures that g is small enough such that for all entered nodes, a join operation terminates if the entered node does not leave or crash. Constraint (E) ensures that the rw bound fraction, b, is small enough such that termination of reads and writes is guaranteed. Constraints (F) and (G) ensure that b is large enough such that atomicity is not violated by read and write operations. Table 1 gives a few sets of values for which the above constraints are satisfied. Both a and D must be small: once a is larger than 0.04, no failures can be tolerated.
CORRECTNESS PROOF
We will show that CCREG satisfies the three properties listed at the end of Section 2. Lemmas 2 through 9 are used to prove Theorem 10, which states that every node eventually joins, provided it does not crash or leave. Lemmas 12 through 14 are used to prove Theorem 15, which states that every operation invoked by a node that remains active eventually completes. Lemmas 18 through 21 are used to prove Theorem 23, which states that atomicity is satisfied.
Consider any execution. We begin by bounding the number of nodes that enter during an interval of time and the number of nodes that are present at the end of the interval, as compared to the number present at the beginning.
Lemma 2. For all i 2 N and all t ! 0, at most ðð1 þ aÞ i À 1ÞNðtÞ nodes enter during ðt; t þ Di and ð1 À aÞ i NðtÞ Nðt þ DiÞ ð1 þ aÞ i NðtÞ.
Proof. The proof is by induction on i. For i ¼ 0 and all t ! 0, ðt; t þ Di is empty, and hence, 0 ¼ ðð1 þ aÞ i À 1ÞNðtÞ nodes enter during this interval and Nðt þ iDÞ ¼ NðtÞ ¼ ð1 þ aÞ i NðtÞ ¼ ð1 À aÞ i NðtÞ. Now let i ! 0 and t ! 0.
Suppose at most ðð1 þ aÞ i À 1ÞNðtÞ nodes enter during ðt; t þ Di and ð1 À aÞ i NðtÞ Nðt þ DiÞ ð1 þ aÞ i NðtÞ. Let e ! 0 and l ! 0 be the number of nodes that enter and leave, respectively, during ðt þ Di; t þ Dði þ 1Þ. By Assumption A5, e þ l aNðt þ DiÞ, so e; l aNðt þ DiÞ að1 þ aÞ i NðtÞ. The number of nodes that enter during ðt; t þ Dði þ 1Þ is at most ðð1 þ aÞ i À 1ÞNðtÞ þ e ðð1 þ aÞ i À 1ÞNðtÞ þ að1 þ aÞiNðtÞ ¼ ðð1 þ aÞ iþ1 À 1ÞNðtÞ.
We are also interested in the number of nodes that leave during an interval of time. The calculation of the maximum number of nodes that leave during an interval is complicated by the possibility of nodes entering during the interval, allowing additional nodes to leave.
Lemma 3. For a > 0, all nonnegative integers i À1= log 2 ð1 À aÞ and every time t ! 0, at most ð1 À ð1 À aÞ i ÞNðtÞ nodes leave during ðt; t þ Di.
Proof. The proof is by induction on i. When i ¼ 0, the interval is empty, so 0 ¼ ð1 À ð1 À aÞ 0 ÞNðtÞ nodes leave during the interval. Now let i ! 0, let t ! 0, and suppose at most ð1 À ð1 À aÞ i ÞNðt þ DÞ nodes leave during ðt þ D; tþ Dði þ 1Þ. Let e ! 0 and l ! 0 be the number of nodes that enter and leave, respectively, during ðt; t þ D. By Assumption A5, e þ l aNðtÞ, so l aNðtÞ and Nðt þ DÞ ¼ NðtÞ þ e À l ¼ NðtÞ þ ðl þ eÞ À 2l ð1 þ aÞNðtÞ À 2l. The number of nodes that leave during ðt; t þ Dði þ 1Þ is the number that leave during ðt; t þ D plus the number that leave during ðt þ D; t þ Dði þ 1Þ, which is at most l þ ð1 À ð1 À aÞ i ÞNðt þ DÞ l þ ð1 À ð1 À aÞ i Þ½ð1 þ aÞNðtÞ À 2l ¼ ð1 À ð1 À aÞ i Þð1 þ aÞNðtÞ þ ð2ð1 À aÞ i À 1Þl ð1 À ð1 À aÞ i Þð1 þ aÞ NðtÞ þ ð2ð1 À aÞ i À 1ÞaNðtÞ ¼ ð1 À ð1 À aÞ iþ1 ÞNðtÞ. Note that 2ð1 À aÞ i À 1 ! 0, since i À1=log 2 ð1 À aÞ. By induction, the claim is true for all i 2 N. t u
Recall that a node is active at time t if it has entered by time t, but has not left or crashed by time t. The next lemma shows that some node remains active throughout any interval of length 3D. 
Proof. Let S be the set of nodes present at time t 0 ¼ maxf0; t À 2Dg, so jSj ¼ Nðt 0 Þ ! N min . By Lemma 2, at most ðð1 þ aÞ 3 À 1ÞjSj nodes enter during ðt 0 ; t þ D, so there are at most ð1 þ aÞ 3 jSj nodes present at time t þ D and at most Dð1 þ aÞ 3 jSj nodes have crashed by time t þ D. Constraint (A) implies that À1=log 2 ð1 À aÞ ! 4 ! 3. So, by Lemma 3, at most ð1 À ð1 À aÞ 3 ÞjSj nodes leave during ðt 0 ; t þ D and there are at least ð1 À aÞ 3 jSj nodes present at time t þ D. Thus, at least Below, a local variable name is superscripted with t to denote the value of that variable at time t; e.g., v t p is the value of node p's local variable v at time t.
In the analysis, we will frequently be comparing the data in nodes' Changes sets to the set of ENTER, JOINED, and LEAVE events that have actually occurred. To facilitate this comparison, we define a set SysInfo I that contains perfect information for the time interval I. For each node q, let t e q , t j q , and t ' q be the times when the events ENTER q , JOINED q , and LEAVE q occur, respectively. If q 2 S 0 , then we set t e q ¼ t j q ¼ 0. Then we have SysInfo I ¼fenterðqÞ j t e q 2 Ig [ fjoinðqÞ j t j q 2 Ig [ fleaveðqÞ j t ' q 2 Ig:
In particular SysInfo ½0;0 ¼ fenterðqÞ j q 2 S 0 g [ fjoinðqÞ j q 2 S 0 g:
Since a node p that is active throughout ½t e p ; t þ D directly receives all enter, joined, and leave messages broadcast during ½t e p ; t, within D time, we have: Proof. Consider any node r that enters, joins, or leaves at timet 2 ðU; T . Note that q directly receives this event's announcement, since q is active throughout ðU; T þ D, which contains ½t;t þ D, the interval during which the announcement message is in transit. There are two cases, depending on the time, v, at which q receives this message. 
Immediately after receiving the announcement about r, node q broadcasts an echo message in reply. Since p is active throughout this interval, it directly receives this echo message.
In both cases, the information about r's change reaches p by time T þ 2D. It follows that SysInfo ðU;T Changes T þ2D p .
t u Lemma 8. For every node p, if p is active at time t ! t e p þ 2D, then SysInfo ½0;tÀD Changes t p . Proof. The proof is by induction on the order in which nodes enter the system. If p 2 S 0 , then t e p ¼ 0, so SysInfo ½0;tÀD Changes t p follows from Observation 6. Now consider any node p 6 2 S 0 and suppose that the claim holds for all nodes that enter earlier than p. Suppose p is active at time t ! t e p þ 2D. By Lemma 4, there is at least one node q that is active throughout ½max f0; t e p À 2Dg; t e p þ D. Node q receives an enter message from p at some time t 0 2 ½t e p ; t e p þ D and sends an enter-echo message back to p. This message is received by p at some time t 00 2 ½t 0 ; t 0 þ D.
If q 2 S 0 , then SysInfo ½0;maxf0;t 0 ÀDg Changes t 0 q , by Observation 6. If q 6 2 S 0 , then 0 < t e q maxf0; t e p À 2Dg, so t e q t e p À 2D. Therefore t e q þ 2D t e p t 0 . Since q entered earlier than p, it follows from the induction hypothesis that SysInfo ½0;t 0 ÀD Changes t 0 q . Thus, in both cases, SysInfo ½0;maxf0;t 0 ÀDg Changes t 0 q . At time t 00 t, p receives the enter-echo message from q, so SysInfo ½0;maxf0;t 0 ÀDg Changes t 00 p Changes t p . Applying Lemma 7 for q, with U ¼ maxf0; t e p À Dg, For every node p 6 2 S 0 , if p joins at time t j p and is active at time t ! t j p , then SysInfo ½0;maxf0;tÀ2Dg Changes t p . Proof. The proof is by induction on the order in which nodes join the system. Let p 6 2 S 0 be a node that joins at time t j p t and suppose the claim holds for all nodes that join before p. If t ! t e p þ 2D, then the claim follows by Lemma 8. So, suppose t < t e p þ 2D. Before joining, p receives an enter-echo message from a joined node in reply to its enter message. Suppose p first receives at time t 00 an enter-echo message sent by q at time t 0 ; t e p t 0 t 00 t j p . If q 2 S 0 , then by Observation 6, SysInfo ½0;maxf0;t 0 ÀDg Changes t 0 q . Otherwise, by the induction hypothesis, SysInfo ½0;maxf0;t 0 À2Dg Changes t 0 q , since q joined prior to p and is active at time t 0 ! t j q . Note that Changes t 0 q Changes t 00 p Changes t p . If t 2D, then maxf0; t À 2Dg ¼ 0 and the claim holds.
If t > 2D, then let S be the set of nodes present at time maxf0; t 0 À 2Dg; jSj ¼ Nðmaxf0; t 0 À 2DgÞ. By Lemma 3 and Constraint (A), at most ð1 À ð1 À aÞ 3 ÞjSj nodes leave during ðmaxf0; t 0 À 2Dg; t 0 þ D. Since t 00 t 0 þ D, it follows that jPresent t 00 p j ! jSj À ð1 À ð1 À aÞ 3 ÞjSj ¼ ð1 À aÞ 3 jSj. Hence, from lines 10 and 12 of Algorithm 1, p waits until it has received at least join bound ¼ g Á jPresent t 00 p j ! g Á ð1 À aÞ 3 jSj enter-echo messages before joining.
By Lemma 2, at most ðð1 þ aÞ 3 À 1ÞjSj nodes enter during ðmaxf0; t 0 À 2Dg; t 0 þ D. Thus, at time t 0 þ D, at most ð1 þ aÞ 3 jSj nodes are present and at most Dð1 þ aÞ 3 jSj nodes are crashed.
Hence, the number of enter-echo messages p receives before joining from nodes that were active throughout ½maxf0; t 0 À 2Dg; t 0 þ D is join bound minus the total number of enters, leaves and crashes, which is at least g Á ð1 À aÞ 3 jSj À ½ðð1 þ aÞ 3 À 1ÞjSj þ ð1 À ð1 À aÞ 3 ÞjSj þ Dð1 þ aÞ 3 jSj ¼ ½ð1 þ gÞð1 À aÞ 3 À ð1 þ DÞð1 þ aÞ 3 jSj ! ½ð1 þ gÞð1 À aÞ 3 À ð1 þ DÞð1 þ aÞ 3 N min :
Rearranging Constraint (C), we get ½ð1 þ gÞð1 À aÞ 3 À ð1 þ DÞð1 þ aÞ 3 N min ! 1;
so expression (I) is at least 1. Hence p receives an enterecho message at some time T 00 t j p from a node q 0 that is active throughout
Let T 0 be the time that q 0 sent its enter-echo message in reply to the enter message from p. Applying Lemma 7 for q 0 , with U ¼ maxf0; t 0 À 2Dg, and T ¼ t À 2D gives SysInfo ðmaxf0;t 0 À2Dg;tÀ2D Changes t p . Thus, SysInfo ½0;tÀ2D ¼ SysInfo ½0;maxf0;t 0 À2Dg [ SysInfo ðmaxf0;t 0 À2Dg;tÀ2D Changes t p . t u
Next we prove that every node that remains active sufficiently long after it enters, will succeed in joining.
Theorem 10. Every node p 6 2 S 0 that is active at time t e p þ 2D joins by time t e p þ 2D. Proof. The proof is by induction on the order in which nodes enter the system. Let p 6 2 S 0 be a node that enters at time t e p and is active at time t e p þ 2D. Suppose the claim holds for all nodes that enter before p.
By Lemma 4, there is a node q that is active throughout ½maxft e p À 2D; 0g; t e p þ D. If q 2 S 0 , then q joins at time 0. If not, then t e q t e p À 2D, so, by the induction hypothesis, q joins by time t e q þ 2D t e p . Since q is active at time t e p þ D, it receives the enter message from p during ½t e p ; t e p þ D and sends an enter-echo message in reply. Since p is active at time t e p þ 2D, it receives the enter-echo message from q by time t e p þ 2D. Hence, by time t e p þ 2D, p receives at least one enter-echo message from a joined node in reply to its enter message.
Suppose the first enter-echo message p receives from a joined node in reply to its enter message is sent by node q 0 at time t 0 and received by p at time t 00 . By Lemma 9, SysInfo ½0;maxf0;t 0 À2Dg Changes t 0 q 0 Changes t 00 p . Let S be the set of nodes present at time maxf0; t 0 À 2Dg. Since t 00 t 0 þ D, it follows from Lemma 2 that at most ðð1 þ aÞ 3 À 1ÞjSj nodes enter during ðmaxf0; t 0 À 2Dg; t 00 . Thus, jPresent t 00 p j jSj þ ðð1 þ aÞ 3 À 1ÞjSj ¼ ð1 þ aÞ 3 jSj. From line 10 in Algorithm 1, it follows that join bound g Á ð1 þ aÞ 3 jSj.
By Lemma 3 and Constraint (A), at most ð1 À ð1 À aÞ 3 Þ jSj nodes leave during ðmaxf0; t 0 À 2Dg; t 0 þ D. Also, by Lemma 2, at most ð1 þ aÞ 3 jSj nodes are present at t 0 þ D and so at most Dð1 þ aÞ 3 jSj nodes are crashed at t 0 þ D.
Since t e p t 0 t e p þ D, the nodes in S that do not leave during ðmaxf0; t 0 À 2Dg; t 0 þ D and are not crashed at t 0 þ D are active throughout ½t e p ; t e p þ D and send enter-echo messages in reply to p's enter message. By time t e p þ 2D, p receives all these enter-echo messages. There are at least jSj À ð1 À ð1 À aÞ 3 ÞjSjÀDð1 þ aÞ 3 jSj ¼ ð1 À aÞ 3 jSj À Dð1 þ aÞ 3 jSj such enter-echo messages. By Constraint (D), Next, we show that all read and write operations terminate. Specifically, we show that the number of replies for which an operation waits is at most the number that it is guaranteed to receive.
Since enterðqÞ is added to Changes p whenever joinðqÞ is, we get the following observation. Lemma 12. For every node p and every time t ! t j p at which p is active, ð1 À aÞ 2 ÁNðmaxf0; t À 2DgÞ jPresent t p j ð1 þ aÞ 2 Á Nðmaxf0; t À 2DgÞ:
Proof. By Lemma 9, SysInfo ½0;maxf0;tÀ2Dg Changes t p . Thus Present t p contains all nodes that are present at time maxf0; t À 2Dg, plus any nodes that enter in ðmaxf0; t À 2Dg; t which p has learned about, minus any nodes that leave in ðmaxf0; t À 2Dg; t which p has learned about. Then, by Lemma 2, jPresent t p j Nðmaxf0; t À 2DgÞ þ ðð1 þ aÞ 2 À 1Þ Á Nðmaxf0; t À 2DgÞ ¼ ð1 þ aÞ 2 Á Nðmaxf0; t À 2DgÞ:
Similarly, by Lemma 3 and Constraint (A) jPresent t p j ! Nðmaxf0; t À 2DgÞ À ð1 À ð1 À aÞ 2 Þ Á Nðmaxf0; t À 2DgÞ ¼ ð1 À aÞ 2 Á Nðmaxf0; t À 2DgÞ: t u Lemma 13. For every node p and every time t ! t j p at which p is active, ð1 À aÞ 4 ÁNðmaxf0; t À 4DgÞ jMembers t p j ð1 þ aÞ 4 Á Nðmaxf0; t À 4DgÞ:
Proof. By Lemma 9, SysInfo ½0;maxf0;tÀ2Dg Changes t p and, by Theorem 10, every node that enters by time maxf0; t À 4Dg joins by time maxf0; t À 2Dg if it is still active. Thus Members t p contains all nodes that are present at time maxf0; t À 4Dg plus any nodes that enter in ðmaxf0; t À 4Dg; t which p learns have joined, minus any nodes that leave in ðmaxf0; t À 4Dg; t which p learns have left. Then, by Lemma 2 jMembers t p j Nðmaxf0; t À 4DgÞ þ ðð1 þ aÞ 4 À 1Þ Á Nðmaxf0; t À 4DgÞ ¼ ð1 þ aÞ 4 Á Nðmaxf0; t À 4DgÞ:
Similarly, by Lemma 3 and Constraint (A)
jMembers t p j ! Nðmaxf0; t À 2DgÞ À ð1 À ð1 À aÞ 4 Þ Á Nðmaxf0; t À 4DgÞ
The next lemma proves a lower bound on the number of nodes that reply to an operation's query or update message.
Lemma 14. If node p is active at time t ! t j p , then the number of nodes that join by time t and are still active at time t þ D is at least ð1ÀaÞ 3 ð1þaÞ 2 À Dð1 þ aÞ h i Á jPresent t p j. Proof. By Lemma 3 and Constraint (A), the maximum number of nodes that leave during ðmaxf0; t À 2Dg; t þ D is at most ð1 À ð1 À aÞ 3 Þ Á Nðmaxf0; t À 2DgÞ. By Lemma 2, at most ðð1 þ aÞ 3 À 1Þ Á Nðmaxf0; t À 2DgÞ nodes enter during ðmaxf0; t À 2Dg; t þ D. So, at most Dð1 þ aÞ 3 Á Nðmaxf0; t À 2DgÞ nodes are crashed by t þ D. Thus, there are at least Nðmaxf0; t À 2DgÞ À ð1 À ð1 À aÞ 3 Þ Á Nðmaxf0; t À 2DgÞ À Dð1 þ aÞ 3 Á Nðmaxf0; t À 2DgÞ ¼ ½ð1 À aÞ 3 À Dð1 þ aÞ 3 Á Nðmaxf0; t À 2DgÞ nodes that were present at time maxf0; t À 2Dg and are still active at time t þ D. This number is bounded below by ð1ÀaÞ 3 
Thus, by time t þ 2D, p receives sufficiently many reply or ack messages to complete the phase. t u
Now we prove atomicity of the CCREG algorithm. Let T be the set of read operations that complete and write operations that execute line 53 of Algorithm 2. For any node p, let ts t p ¼ ðnum t p ; w id t p Þ denote the timestamp of the latest register value known to node p at time t. Note that new timestamps are created by write operations (on lines 49-50 of Algorithm 2) and are sent via enter-echo, update, and update-echo messages. Initially, ts 0 p ¼ ð0; ?Þ for all nodes p.
For any operation o in T by p, the timestamp of its read phase, ts rp ðoÞ, is ts t p , where t is the end of its read phase (i.e., when the condition on line 44 of Algorithm 2 evaluates to true). The timestamp of its write phase, ts wp ðoÞ, is ts t p , where t is the beginning of its write phase (i.e., when it broadcasts on line 53 of Algorithm 2). The timestamp of a read operation in T is the timestamp of its read phase. The timestamp of a write operation in T is the timestamp of its write phase.
Note that w id is equal to p and num is set to one greater than the largest sequence value observed during an operation's read phase. This implies the next observation: Otherwise, there is a write op 2 in T such that tsðop 1 Þ ¼ tsðop 2 Þ and the value returned by op 1 equals the value written by op 2 . Lemmas 18, 19, 20, and 21 show that write phase information propagates properly through the system. They are analogous to Observation 6 and Lemmas 7, 8, and 9, regarding the propagation of information about ENTER, JOINED, and LEAVE events.
If o is an operation in T whose write phase w starts at t w , node p is active at time t ! t w þ D, and t e p t w , then ts t p ! ts wp ðoÞ. Proof. Since p is active throughout ½t w ; t w þ D, it directly receives the update message broadcast by w at time t w . Hence, from lines 70-71 of Algorithm 3, ts t p ! ts wp ðoÞ. t u Lemma 19. Suppose a node p 6 2 S 0 receives an enter-echo message at time t 00 from a node q that sends it at time t 0 in reply to an enter message from p. If o is an operation whose write phase w starts at t w , p is active at time t ! maxft 00 ; t w þ 2Dg, and q is active throughout ½t w ; t w þ D, then ts t p ! ts wp ðoÞ. Proof. Since q is active throughout ½t w ; t w þ D, it receives the update message from w at some timê t 2 ½t w ; t w þ D, so tst q ! ts wp ðoÞ. At time t 00 t, node p receives the enter-echo sent by node q at time t 0 , so ts t p ! ts t 00 p ! ts t 0 q . If t 0 !t, then ts t 0 q ! tst q , so ts t p ! ts wp ðoÞ. Ift > t 0 , then q sends an update-echo at timê t t w þ D, p receives it by timet þ D t w þ 2D t, and, thus, ts t p ! tst q ! ts wp ðoÞ. t u Lemma 20. If o is an operation in T whose write phase w starts at t w and node p is active at time t ! maxft e p þ 2D; t w þ Dg, then ts t p ! ts wp ðoÞ. Proof. The proof is by induction on the order in which nodes enter the system. Suppose the claim holds for all nodes that enter before p. If t e p t w , which is the case for all p 2 S 0 , then the claim follows from Lemma 18.
If t w < t e p , then by Lemma 4, there is at least one node q that is active throughout ½maxf0; t e p À 2Dg; t e p þ D. It receives an enter message from p at some time t 0 2 ½t e p ; t e p þ D and sends an enter-echo message containing ts t 0 q back to p. This message is received by p at some time t 00 t 0 þ D t e p þ 2D t, so ts t 0 Lemma 22. For any two operations op 1 and op 2 in T , if op 1 finishes before op 2 starts, then ts wp ðop 1 Þ ts rp ðop 2 Þ.
Proof. Let p 1 be the node that invokes op 1 , let w denote the write phase of op 1 , let t w be the start time of w, and let t w ¼ ts wp ðop 1 Þ ¼ ts t w p 1 . Similarly, let p 2 be the node that invokes op 2 , let r denote the read phase of op 2 , let t r be the start time of r, and let t r ¼ ts rp ðop 2 Þ ¼ ts tr p 2 . Let Q w be the set of nodes that p 1 hears from during w (i.e., that sent messages causing p 1 to increment rw counter on line 57 of Algorithm 2) and Q r be the set of nodes that p 2 hears from during r (i.e., that sent messages causing p 2 to increment rw counter on line 43 of Algorithm 2). Let P w ¼ jPresent t w p 1 j and M w ¼ jMembers t w p 1 j be the sizes of the Present and Members sets belonging to p 1 at time t w , and P r ¼ jPresent t r p 2 j and M r ¼ jMembers t r p 2 j be the sizes of the Present and Members sets belonging to p 2 at time t r .
Case I. t r > t w þ 2D. We start by showing that there exists a node q in Q r such that t j q t r À 2D. Each node q 2 Q r receives and replies to r's query, so it joins by time t r þ D. By Theorem 10, the number of nodes that can join during ðt r À 2D; t r þ D is at most the number of nodes that can enter in ðmaxf0; t r À 4Dg; t r þ D. By Lemma 2, the number of nodes that can enter during ðmaxf0; t r À 4Dg; t r þ D is at most ðð1 þ aÞ 5 À 1Þ Á Nðmax f0; t r À 4DgÞ. By Lemma 13, Nðmaxf0; t r À 4DgÞ M r =ð1 À aÞ 4 . From the code and Constraint (F), it follows that jQ r j ! bM r > M r ðð1 þ aÞ 5 À 1Þ=ð1 À aÞ 4 ! ðð1 þ aÞ 5 À 1ÞÁ Nðmaxf0; t r À 4DgÞ, which is at most the number of nodes that can enter in ðmaxf0; t r À 4Dg; t r þ D. Thus, a node q 2 Q r joins by time t r À 2D.
Suppose q receives r's query message at time t 0 ! t r ! t w þ 2D. If q 2 S 0 , then t j q ¼ 0 t w , so, by Lemma 18, ts t 0 q ! ts wp ðop 1 Þ ¼ t w . Otherwise, q 6 2 S 0 , so 0 < t j q t r À 2D < t 0 . Since t w þ 2D < t r t 0 , Lemma 21 implies that ts t 0 q ! ts wp ðop 1 Þ ¼ t w . In either case, q replies to r's query message with a timestamp at least as large as t w and, hence, t r ! t w .
Case II. t r t w þ 2D. Let J ¼ fp j t j p < t r and p is active at time t r g [ fp j t r t j p t r þ Dg, which contains the set of all nodes that reply to r's query. By Theorem 10, all nodes that are present at time maxf0; t r À 2Dg join by time t r if they remain active. Therefore all nodes in J are either active at time maxf0; t r À 2Dg or enter during ðmaxf0; t r À 2Dg; t r þ D. By Lemma 2, jJj ð1 þ aÞ 3 Nðmaxf0; t r À 2DgÞ.
Let K be the set of all nodes that are present at time maxf0; t r À 2Dg and do not leave or crash during ðmax f0; t r À 2Dg; t r þ D. Note that K contains all the nodes in Q w that do not leave or crash during ½t w ; t r þ D ½max f0; t r À 2Dg; t r þ D. By Lemma 3 and Constraint (A), at most ð1 À ð1 À aÞ 3 ÞNðmaxf0; t r À 2DgÞ nodes leave during ½maxf0; t r À 2Dg; t r þ D. By Lemma 2, at most ðð1 þ aÞ 3 À 1ÞNðmaxf0; t r À 2DgÞ nodes enter during ½maxf0; t r À 2Dg; t r þ D. So, at most Dð1 þ aÞ 3 Nðmaxf0; t r À 2DgÞ nodes are crashed at t r þ D.
From the code, jQ r j ! bM r and, by Lemma 13, M r ! ð1 À aÞ 4 Nðmaxf0; t r À 4DgÞ. So jQ r j ! bð1 À aÞ 4 Nðmaxf0; t r À 4DgÞ:
Similarly jQ w j ! bM w ! bð1 À aÞ 4 Nðmaxf0; t w À 4DgÞ:
Therefore, the size of K is at least jQ w j À ð1 À ð1 À aÞ 3 þ Dð1 þ aÞ 3 ÞNðmaxf0; t r À 2DgÞ ! ðbð1 À aÞ 4 Nðmaxf0; t w À 4DgÞÞ À ð1 À ð1 À aÞ 3 þ Dð1 þ aÞ 3 ÞNðmaxf0; t r À 2DgÞ:
Since t r À t w < 2D, it follows that maxf0; t r À 4DgÀ maxf0; t w À 4Dg < 2D. By Lemma 2, Nðmaxf0; t r À 4DgÞ ð1 þ aÞ 2 Á Nðmaxf0; t w À 4DgÞ. Thus we can replace Nðmaxf0; t w À 4DgÞ in Formula (K) with ð1 þ aÞ À2 Á Nðmaxf0; t r À 4DgÞ and get jQ r j þ jKj ! bð1 À aÞ 4 Nðmaxf0; t r À 4DgÞ þ bð1 À aÞ 4 ð1 þ aÞ À2 Nðmaxf0; t r À 4DgÞ À ð1 À ð1 À aÞ 3 þ Dð1 þ aÞ 3 ÞNðmaxf0; t r À 2DgÞ ¼ bð1 À aÞ 4 ð1 þ aÞ À2 ð2 þ 2a þ a 2 ÞNðmaxf0; t r À 4DgÞ À ðDð1 þ aÞ 3 À ð1 À aÞ 3 þ 1ÞNðmaxf0; t r À 2DgÞ:
By Lemma 2
Nðmaxf0; t r À 4DgÞ ! ð1 À aÞ À2 Nðmaxf0; t r À 2DgÞ:
Thus jQ r j þ jKj ! bð1 À aÞ 2 ð1 þ aÞ À2 ð2 þ 2a þ a 2 ÞNðmaxf0; t r À 2DgÞ À ðDð1 þ aÞ 3 À ð1 À aÞ 3 þ 1ÞNðmaxf0; t r À 2DgÞ ¼ ðbð1 À aÞ 2 ð1 þ aÞ À2 ð2 þ 2a þ a 2 Þ À ðDð1 þ aÞ 3 À ð1 À aÞ 3 þ 1ÞÞNðmaxf0; t r À 2DgÞ:
so jQ r j þ jKj > ððð1 þ DÞð1 þ aÞ 3 À ð1 À aÞ 3 þ 1Þ À ðDð1 þ aÞ 3 À ð1 À aÞ 3 þ 1ÞÞ Á Nðmaxf0; t r À 2DgÞ ¼ ð1 þ aÞ 3 Nðmaxf0; t r À 2DgÞ ! jJj:
This implies that K and Q r intersect, since K; Q r J. For each node p in the intersection, ts p ! t w when p sends its reply to r and, thus, t w t r . t u Theorem 23. CCREG ensures atomicity.
Proof. We show that, for every execution, there is a total order on the set of all completed read operations and all write operations that execute Line 53 of Algorithm 2 such that every read returns the value of the latest preceding write (or the initial value if there is no preceding write) and, if an operation op 1 finishes before another operation op 2 begins, then op 1 is ordered before op 2 . We first order the write operations in order of their (unique) timestamps. Then, we go over all reads in the ordering of the start times, and place a read with timestamp ð0; ?Þ at the beginning of the total order. Place every other read after the write operation it reads from, and after all the previous reads that read from this write operation. By Observation 17, every read in the total order returns the value of the latest preceding write (or ? if there is no preceding write).
We show that the total order respects the real-time order of non-overlapping operations in the execution. Let op 1 and op 2 be two operations in T such that op 1 finishes before op 2 starts. By the definition of timestamps, tsðop 1 Þ ts wp ðop 1 Þ and ts rp ðop 2 Þ tsðop 2 Þ. By Lemma 22, ts wp ðop 1 Þ ts rp ðop 2 Þ. Therefore, if op 2 is a read, then
If op 2 is a write, then ts wp ðop 2 Þ ¼ ts rp ðop 2 Þ þ 1, and
We consider the following cases:
Suppose op 1 and op 2 are both writes. By (M), tsðop 1 Þ < tsðop 2 Þ and thus the construction orders op 1 before op 2 . Suppose op 1 is a write and op 2 is a read. By (L) and the construction, op 2 is placed after the write op 3 that op 2 reads from. If tsðop 1 Þ ¼ tsðop 2 Þ then op 1 ¼ op 3 and op 2 is placed after op 1 . If tsðop 1 Þ < tsðop 2 Þ then op 3 is placed after op 1 as tsðop 1 Þ < tsðop 3 Þ and thus op 2 is placed after op 1 in the total order. Suppose op 1 is a read and op 2 is a write. By (M), tsðop 1 Þ < tsðop 2 Þ. Now, either op 2 is the first write in the execution and op 1 's timestamp is ð0; ?Þ or there exists another write op 3 that op 1 reads from. If op 1 's timestamp is ð0; ?Þ then the construction orders op 1 before op 2 . Otherwise, the construction orders op 3 before op 2 . Since op 1 is ordered after op 3 but before any subsequent write, op 1 precedes op 2 in the total order. Finally, suppose that op 1 and op 2 are both reads. By (L), tsðop 1 Þ tsðop 2 Þ. If op 1 and op 2 have the same timestamp, then they are placed after the same write (or before the first write) and the construction orders them based on their starting times. Since op 1 completes before op 2 starts, the construction places op 1 before op 2 . If op 2 has a timestamp greater than that of op 1 , then tsðop 2 Þ cannot be ð0; ?Þ and so there is a write operation op 3 whose timestamp is greater than that of op 1 and equal to that of op 2 . The construction places op 1 before op 3 and op 2 after op 3 . Thus, CCREG ensures atomicity.
t u CCREG violates atomicity if Assumption A5 is violated. This is demonstrated by the following execution, in which large numbers of nodes enter and leave very quickly.
Let jS 0 j ¼ n and let p be a node in S 0 . Suppose the following sequence of events occur before time D. First, a set of nodes, denoted S new , enter the system, with jS new j ¼ m ) n. All join-related messages between S 0 À fpg and S new [ fpg take D time, while the rest of the messages take time ( D. Thus, nodes in S new hear from p before any other joined node and they use n, p's estimate of the system size, to calculate the number of messages they should hear from before joining. Thus all nodes in S new join before time D but no node in S 0 other than p knows about S new so far.
Second, immediately after joining, some node q in S new invokes writeð1Þ. All write-related messages between S 0 and S new take D time, while the rest of the messages take time ( D. S new is sufficiently large that the write protocol completes for q based solely on hearing from nodes in S new . Thus the write completes before time D but no node in S 0 knows about the enters or the write so far.
Third, immediately after the write finishes, all the nodes in S new leave. All leave-related messages between S 0 and S new take D time, while the rest of the messages take time ( D. Thus no node in S 0 knows about the enters, the write, or the leaves so far.
Finally, immediately after the leaves, node p 0 6 ¼ p in S 0 invokes a read. All read-related messages take time ( D. Node p 0 uses its estimate of the system size as n to decide how many messages to wait for and is able to complete its read before time D by hearing only from nodes in S 0 À fpg. Since none of these nodes knows anything about the write, the read returns 0, which violates atomicity.
LOWER BOUND ON CRASH-RESILIENCE
In this section we prove that strictly more than a majority of the nodes must be nonfaulty in order to emulate an atomic read-write register in a system with churn. Specifically, we show that the failure fraction D must be less than 1 aþ2 , where the churn rate a is a nonnegative rational number.
Theorem 24. It is impossible to emulate an atomic read-write register in a dynamic system with churn rate a, if the failure fraction D is at least 1 aþ2 . Proof. Assume, by way of contradiction, there is an algorithm that emulates an atomic register with D ! 1 aþ2 . Suppose that a ¼ u=v where u and v are positive integers. Let Nð0Þ be an integer that is divisible both by u þ 2v and v. Then Nð0Þ aþ2 , Nð0Þðaþ1Þ aþ2 , and a Á Nð0Þ are all positive integers.
Initially, there are Nð0Þ nodes that are initially in the system and members. We partition these nodes into two disjoint sets, S 1 and S 2 , consisting of Nð0Þ aþ2 and Nð0Þðaþ1Þ aþ2 nodes, respectively. First, we consider two different executions, e 1 and e 2 , starting from this initial configuration. Execution e 1 :
No ENTER or LEAVE events occur. All the nodes in S 1 crash before sending any messages. No other crashes occur. A node p 2 S 2 invokes an operation WRITE p ð1Þ on the emulated register.
All messages other than those sent to crashed nodes have delay D. The write invoked by p completes by some time t w . Since jS 1 j ¼ Nð0Þ aþ2 D Á Nð0Þ, crashing all the nodes in S 1 is allowed.
Execution e 2 :
At some time t e , where 0 < t e < t w , a set, S 3 , of a Á Nð0Þ nodes enter the system. All nodes in S 2 crash at some time t c > t e , before sending any messages. A node q 2 S 1 invokes an operation READ q at some time after t w . All messages other than those sent to crashed nodes have delay D.
The read invoked by q completes by some time t r and returns the initial value, 0, of the register.
Note that jS 3 j ¼ a Á Nð0Þ is the maximum number of nodes that are allowed to enter at time t e . Since Nðt c Þ ¼ jS 1 j þ jS 2 j þ jS 3 j ¼ ða þ 1ÞNð0Þ, the number of crashed nodes at time t c is jS 2 j ¼ ðaþ1ÞNð0Þ
DÁ Nðt c Þ, which is also allowed. Finally, we construct a new execution e 3 from e 1 and e 2 .
Execution e 3 :
Create a set of timed views by merging the timed views of nodes in S 2 from e 1 , which contains a write of 1, and the timed views of nodes in S 1 [ S 3 from e 2 , which contains a read of 0. Note that there are no crashes in these timed views.
Truncate each timed view so that it consists of all steps with associated time at most t r , i.e. just after the read finishes. Extend the truncated views by delivering all pending messages. This includes all messages sent by time t r in e 1 from nodes in S 1 to nodes in S 2 and all messages sent by time t r in e 2 from nodes in S 2 to nodes in S 1 [ S 3 . These messages are all delivered at some time t f > t r . Note that some of these messages might have delay greater than D. Let V 3 denote the resulting set of timed views.
Multiply the real time of every event in every sequence of V 3 by minf D t f ; 1g. This shrinks the delays to ensures that they are all at most D. Extend the sequences by receiving and sending messages, where each message has delay D, but without including any new occurrences of Enter, Read, Write, Crash, or Leave. From the code, the algorithm will eventually finish. We verify that e 3 is an execution: A1: Sets S 1 and S 2 are present in the system at time 0. A2-A4: Consider any message m 0 in e 3 that corresponds to a message m in V 3 sent before time t f . Since m is sent at or after time 0 and is received at every node at or before time t f , its delay in V 3 is at most t f . By construction, the delay of m 0 in e 3 is at most
Thus the delay of m 0 is at most D. All other messages in e 3 have delay at most D by construction. Assumptions A2, A3, and A4 follow from this and the fact that they hold in e 1 and e 2 . A5: There are a Á Nð0Þ ENTER events in ½0; D and no other ENTER events. There are no LEAVE events. A6: No nodes crash. A7: The read is invoked by p after p joins and the write by q is invoked after q joins. A8: There is only one read and only one write and they are invoked at different nodes. In e 3 , the read operation by q returning 0 starts after the operation writing 1 by p completes, which violates atomicity. t u
If a ¼ 0, then our lower bound reduces to the requirement that the failure fraction be less than 1/2, which is wellknown for the static case and is achievable [2] . If a > 0, then the failure fraction has to be even smaller than what is sufficient in the static case and it must decrease as the churn rate increases.
Looking carefully at the proof of Theorem 24, we see that the result holds even for the emulation of a safe register [9] , [10] , which satisfies a weaker consistency condition, even if only one reader and one writer are supported, even if nodes never leave, and even if there is a finite upper bound on the total number of nodes.
RELATED WORK
A simple emulation of a single-writer, multi-reader register in an asynchronous static network was presented by Attiya, Bar-Noy and Dolev [2] . Their paper also shows that it is impossible to emulate an atomic register in an asynchronous system if at least half of the nodes in the system can be faulty. It was followed by extensions that reduce complexity [13] , [14] , [15] , [16] , support multiple writers [3] , or tolerate Byzantine failures [17] , [18] , [19] , [20] . To optimize load and resilience, the simple majority quorums used in these papers can be replaced by other, more complicated, quorum systems (e.g., [21] , [22] ).
A survey of emulations of an atomic multi-writer, multireader register in a dynamic system with churn appears in [23] . We compare our results with RAMBO [5] , DynaStore [4] and the results of Baldoni et al. [7] . It is important to note that the system models in all these papers are very different from one another and are thus, in some sense, incomparable.
The first such emulation was RAMBO [5] . Here, the notion of churn is abstracted by defining a sequence of quorum configurations. Each quorum configuration consists of a set S of nodes (which are called members) plus sets of read-quorums and write-quorums, each of which is a subset of S. The system supports reconfiguration, in which an older quorum configuration is replaced by a newer one. The reconfiguration protocol handles quorum configuration changes to install new quorum systems. Reconfiguration is done in two parts: first, a member proposes a new quorum configuration. Second, these proposed configurations are reconciled by running an eventually-terminating distributed consensus algorithm (a version of the Paxos algorithm [24] ) among the members of the current quorum configuration. RAMBO requires intermittent periods of synchrony for the consensus to terminate. Reconfigurations can occur concurrently with reads and writes. The read and write operations are similar to those in [2] , [3] . The model does not differentiate between nodes that crash and nodes that leave the system. The algorithm guarantees atomicity of operations for all executions, even when there are arbitrary crashes (or leaves) and message loss. However, liveness of reconfigurations is only ensured during periods when the system is sufficiently wellbehaved with respect to synchrony, message loss, and churn. For liveness of reads and writes, the authors assume that a configuration has to remain viable for 11D time after it is installed, to allow sufficient time for a phase of an operation to complete. They also assume that reconfigurations are installed at least 13D time apart. If reconfigurations occur more frequently, read and write operations might be delayed each time a new configuration is discovered. Liveness of reads and writes does not depend on synchrony.
DynaStore [4] emulates an atomic multi-writer, multireader register in a dynamic system, without using consensus. The set of nodes that are in the system is called a view. The nodes start with some default initial view. The algorithm supports read/write operations and reconfig. Reads and writes are similar to those in [2] , [3] , with a read-phase followed by a write-phase. The nodes in the current view can propose the addition and removal of other nodes using the reconfig subroutine. Reconfig starts with a phase in which information about the new view is sent to a majority of nodes in the old view, followed by a read phase and a write phase, which are performed using the old view. DynaStore ensures atomicity for all executions. To ensure liveness of read/write operations, the algorithm makes two assumptions. First, at any point in time, the set of crashed nodes and the nodes whose removals are pending (via reconfig) is a minority of the current view and of any pending future views. Second, it assumes that only a finite number of reconfiguration requests occur (i.e., churn eventually stops).
Baldoni et al. [7] study a model with upper and lower bounds on the system size, known to the nodes. In their model, churn never stops and at most a constant fraction of nodes enter and leave periodically. They implement a regular register in an eventually synchronous system. A join_register module ensures nodes join with sufficient knowledge about the system. Its read and write protocols are similar to those in [2] , [3] . The emulation can be shown to violate regularity if the churn assumption is violated, with an argument like the one at the end of Section 4. Table 2 compares the results of [4] , [5] , [7] with our algorithm, considering: the consistency condition, the timing assumptions needed for the correctness of the algorithms, whether the algorithm requires periods without churn, whether the consistency condition is violated if the churn assumption is violated, and whether failures and leaves are modeled as different events.
Baldoni et al. [6] prove that it is impossible to emulate a regular register when there is no upper bound on message delay. In this case, it does not help for nodes to announce when they are leaving, since messages containing such announcements can be delayed for an arbitrarily long time. Thus, a node leaving is essentially the same as a crash. Their proof works by considering scenarios in which at least half of the nodes fail. They invoke the lower bound in [2] , which shows that emulating a register is impossible unless fewer than half the nodes are faulty. Their proof can be adapted to hold when there is an unknown upper bound, D, on the message delay and half the nodes can be replaced during any time interval of length D, provided that nodes are not required to announce when they leave. Thus, in our model, there must be an upper bound on the fraction of nodes that can crash during any time interval of length D. Also, it is necessary that either nodes announce when they leave or there is an upper bound on the fraction of nodes that can leave during this time interval.
In [4] and [25] , it is claimed that termination of operations cannot be guaranteed unless the churn eventually stops. This claim does not contradict our result due to differences in the churn models, since their proofs rely on many nodes entering and leaving during a short time period, a behavior that is not allowed in our model (see the example at the end of Section 4). One of the contributions of this paper is to point out that by making different, yet still reasonable, assumptions on churn it is possible to get a solution with different, yet still reasonable, properties and, in particular, to overcome the prior constraint that churn must stop to ensure termination of operations. That is, we are suggesting a different point in the solution space. 
DISCUSSION
We have shown how to emulate an atomic read/write register in a crash-prone system where nodes can enter and leave continually and there is no upper bound on the system size. Our churn model places a limit on the number of nodes entering and leaving during each time interval of length D as a fraction of the number of nodes in the system at the beginning of the interval. This definition is easy to state and does not depend on the way our algorithm works. Our failure model requires the number of crashed nodes to be at most a fraction of the nodes in the system. Separating crashes, which are unannounced, from leaves, which are announced, allows more flexibility. We also proved a lower bound showing that the existence of churn makes it impossible to achieve the same level of failure-resiliency as in the static case.
There are a number of directions for future work. A natural question is whether the small churn rate and failure fraction of our algorithm can be improved, perhaps with a tighter analysis. Proving additional lower bounds or tradeoffs on these parameters is one interesting avenue. However, it might be possible to completely avoid the bound a on the churn rate. To prevent the number of nonfaulty nodes from becoming too small, a node might need to obtain permission before leaving, similarly to what our algorithm does for joining. This might enable an algorithm to ensure atomicity even when the churn rate is high. Or, perhaps some of the ideas in [26] can be adapted to obtain a modification of our algorithm that ensures this.
Since the number of crashed nodes must never exceed a fixed fraction of the nodes present in the system, the system can get into a situation in which no more nodes can crash or leave unless more nodes enter. If crashed nodes could be detected in some way, then they could be treated as nodes that have left, thus freeing up the ability for more nodes to crash or leave. If some mechanism outside the system identifies crashed nodes and informs nodes in the system, then leave messages can be sent on behalf of these crashed nodes, analogously to [4] and [5] . It may even be possible to use ongoing, but bounded, churn to detect crashed nodes, rather than relying on an out-of-system mechanism.
The communication complexity of our algorithm grows without bound. Our algorithm sends increasingly large Changes sets. The amount of information communicated might be reduced by sending only recent events, or by removing very old events. Furthermore, the unbounded counters might be avoided with ideas from [27] .
Another interesting research direction is to extend our algorithm to tolerate more severe kinds of failures.
We showed that in our synchrony model, which places an upper bound but no lower bound on message delays and excludes real-time clocks, fault-tolerant consensus is impossible to solve, even when there is no churn. Similarly, consensus is impossible in a variety of asynchronous models (e.g., [12] , [28] ). The proof of Theorem 1 shows that, for solving tasks in which termination is required, our model is no more powerful than an asynchronous model with no upper bound on message delay. It remains open to show that this is also true for solving arbitrary problems.
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