Abstract
Introduction
Let A and B be linear operators in an as yet undefined functional setting; for t > 0, write E(t) = exp(−t (A + B)) and let W (t) = exp(−tA/2) exp(−tB) exp(−tA/2) be Strang's formula [21] . Strang's formula gives formally an approximation of the exponential of A + B of order 2, i.e.
W (t) = E(t) + O t 3 .
(
Relation (1) is obtained through Taylor's expansion when A and B are linear operators in finite-dimensional space, or more generally bounded operators in a Banach space. In view of applications, the interesting situations occur when A or B are unbounded operators in a Banach space, A and B generate a semi-group and at least one of them, say for instance B, does not satisfy an estimate of the form e −tB L(X) e βt .
Even if A and B are generators of a semi-group, Taylor's expansion will fail as a means of validating a formula of the form (1), though it may certainly give an idea of the maximal order to be expected in the approximation. Indeed, (1) is not true in the sense of norm: in the article [2] , the first author gave an example of operators A and B in L 2 (R) 2 such that
with C a strictly positive number. More precisely, and (3) is proved by Fourier analysis. This result shows very clearly that the vector valued case is substantially different from the scalar valued case. It can be easily understood that the trouble with the above example lies with the commutator of A and B. It is a classical fact that the commutators govern the consistency order of Strang's formula [18] . Other applications of this idea can be found also in [13] and [14] . Our purpose here is to study stability and convergence of Strang's approximation; stability means that we would like to obtain an estimate of the form
D(A) = H 2 (R)
such an estimate would be an immediate consequence of an estimate of the form
in which case M equals 1 in (4). Convergence can be obtained if there exists ν > 1 such that
Even if only (5) holds, convergence can be proved using some particular properties of the operators: the regularizing effect of the exponential of an elliptic operator can be put to good use. An estimate of type (6) is very important for numerical applications, since the speed of convergence is controlled by the exponent ν; from a theoretical point of view, a large ν means a precise approximation in operator norm.
The basic result of the article is a formula, proved at Lemma 2.1, which gives a formal Taylor expansion with remainder of the commutator of B and e −tA ; this expansion is used to give a formal Taylor expansion of W (t) − E(t) (which allows to obtain estimates similar to [12] and [14] ). Then the bulk of the article consists in validating this expansion to three different functional settings: Case 1. The transfer operator and Kac formula:
Our result enables us to show stability and convergence when the potential V increases polynomially at infinity and it generalizes previous results of Helffer [7] , Dia and Schatzman [6] and Descombes and Dia [3] while allowing for L p estimates. Our proof is analytically minded (like in Neidhardt and Zagrebnov [15, 16] , where a more general approximation is studied) in contrast to the proof of Ichinose and Takanobu [9, 10] based on a probabilistic argument. It is also -now -very short.
Case 2. Matrix Schrödinger operators: We study now the case when M is an m × m matrix whose eigenvalues have strictly positive real parts, B = −M ⊗ in R d and A is the multiplication by an m × m matrix with spatially dependent coefficients of class C 4 , bounded as well as their derivatives of order up to 4. Stability holds also there -after a number of technical calculations on commutators; moreover convergence is proved with the help of the regularizing property; the reader should be aware that often, convergence of numerical approximations amounts to strong convergence of operators and depends on stability and analysis of consistency errors. The result showed here is stronger, since convergence in norm is proved.
Case 3. A and B are elliptic operators of order 2, and their commutator is of order 1. Rather than use the technology of pseudodifferential calculus, we set up an abstract frame, which has been used previously in Schatzman [17] . This frame is valid if for instance x and y are periodic variables, a and b are positive smooth functions of x and y, bounded away from 0, and
The results generalize those obtained in Dia and Schatzman [4, 5] , including possible Banach space estimates in an abstract frame, and they also shorten the proof considerably.
Error formula
In this section, we perform formal computations, which will be justified from the analytic point of view in several different cases examined in later sections.
The operators A and B are linear operators, and their exponentials e −tA and e −tB can be understood as a formal series. We introduce the following two notations: [C, D] = CD − DC is the commutator of two linear operators; it will also be convenient to let
it is well known that ∂ C is a derivation in the algebraic sense.
Recall also Duhamel's formula: if V satisfieṡ
The first computation is stated in the following very simple lemma:
Lemma 2.1. The following identity holds:
Proof. Let
we calculateU + AU :
therefore,
We integrate this relation with the help of Duhamel's formula, and we obtain (8) . ✷ Remark 2.2. Sheng has used formula (8) in [19] ; Doumeki et al. [19] have also stated the same formula.
Relation (8) can be modified by applying several times the same process; thus, we have another lemma: Lemma 2.3. Let R n+1 (t) and S n+1 (t) be given by:
Then, the following identities hold:
Proof. For n = 0, relation (11) is simply the conclusion of Lemma 2.1. Assume therefore that the relation holds for some index n; the last term can be rewritten as
According to (8) ,
A B e −rA dr.
By an exchange of the orders of integration, we see that
and, by integration with respect to s, the above equals
Therefore,
and the induction is proved: this validates formula (11) . The proof of relation (12) is completely analogous: we write
and the result follows by an application of (8) and change of the order of integration. ✷
In order to carry around fewer numerical coefficients, we replace A/2 by A, and we compare now W (t) = e −tA e −tB e −tA (13) to the exponential
We calculateẆ + (2A + B)W , and we find thaṫ We will use below several forms of the comparison formula for
which we summarize in the following lemma:
Lemma 2.4. We have the following identities:
B, e −sA e −sB e −sA + e −sA A, e −sB e −sA ds, (16) and for all n 1, Proof. The proof of (16) is an immediate consequence of (15) and Duhamel's formula (7); in order to prove (17), we substitute the right-hand side of (11) in place of −[B, e −sA ], and we substitute the right-hand side of (12), after exchanging the roles of A and B, in place of [A, e −sB ]; the term indexed by j = 1 disappears, because
this concludes the proof of the lemma. ✷
Estimates on the transfer operator
In this section, the operator A is the multiplication by a potential V , and the operator B is minus the Laplace operator in R d . We denote by greek letters α, β, . . . multi-indices belonging to
If α and β are multi-indices and for all index i, α i β i , we will write α β. The notation r describes the ceiling of a real number r: it is the smallest integer which is greater than or equal to r. Let ρ be a nonnegative number, write q = 2 max( 1/ρ , 2). We assume that V is of class C q , that it is nonnegative, and that there exists a number λ such that
Then, Descombes and Dia showed in [3] as well as Ichinose and Takanobu in [9] by another method the following result:
which generalized a previous result of Dia and Schatzman [6] . Our present proof generalizes to L p , with 1 p < ∞, and is much simpler. 
Proof. The proof is based on our error formulas. Choose first
and let
thanks to the assumption (20) , n is at least equal to 2. We apply formula (17) , with this choice of n, and we consider first the terms
A B e −sB e −sA ds.
We observe that But, in operator norm, the following estimate holds:
Next, we consider the terms
A e −sB e −sA ds.
As in Lemma 5 of [3] , we can see that
where the K j,γ are real numbers. Now, we observe that
and that
as can be seen directly by considering the kernel of exp(s ). Therefore,
The exponent of s in the right-hand side of (23) is estimated from below by
and since |β| = 2j , β γ and |γ | j 2, we find
The term R n+1 (s) vanishes if n 2, which is true thanks to assumption (20) . The termS n+1 (s) is equal to
We use once again (22) for j = n + 1. Since |γ | n + 1 and since the maximum order of differentiation on V is 2(n + 1) = q, the terms ∂ γ V are bounded over R d ; therefore the individual terms to be estimated in (25) are
, and since |β − γ | is at most equal to n + 1, we have:
Thus, we deduce that (s − r) n−|β−γ |/2 is integrable over [0, s] and that
From the inequalities |γ | n + 1, |β| = 2(n + 1) and β γ , we infer that
and assumption (20) implies also that
This shows that
Summarizing the information described in (21), (24) and (27), we obtain the following conclusion:
Assume now
and take n = 1 in formula (17) . The term R 2 (s) is equal to
We use this estimate to infer that
On the other hand, the termS 2 (s) is estimated by exploiting (22) for j = 4; the derivatives ∂ γ V are bounded for 2 |γ | 4, and we consider separately the cases |γ | = 2, 3, 4. For |γ | = 4, we obtain immediately
For |γ | = 3, ∂ β−γ is equal to some ∂ j , therefore
For |γ | = 2, ∂ β−γ is equal to some ∂ j ∂ k , and
If we summarize (30), (31) and (32), we find that
Putting together (29) and (33), we can see now that (19) holds also under assumption (28). This concludes the proof. ✷
Matrix Schrödinger operators
We recall that a sectorial operator B in a Banach space X is a closed operator with dense domain, whose resolvent satisfies the following estimate: there exists a ∈ R and ω ∈ [0, π/2) such that the resolvent set of B contains the region 
Proof. Without loss of generality, we may choose a basis of C d such that M is in Jordan form:
The resolvent of M ⊗ B has the following block diagonal structure
and thus, it is enough to prove the lemma if M itself is a Jordan block of size d × d with λ on the diagonal. Let z/λ belong to the resolvent set of B; then a straightforward computation yields (
It will be enough to estimate each of the terms of this matrix of operators. Under our assumptions on λ, z/λ belongs to the resolvent set of B, and therefore
. Figure 1 explains the principle of the following geometric argument. Assume
assume that (aλ) > 0; then the number b + 1 is obtained by intersecting with the real axis the line through aλ whose direction is exp(iω 1 ); if (aλ) < 0, the construction is modified appropriately: b + 1 is the intersection of the real axis with the line through aλ whose direction is exp(−iω 1 ). Therefore
with this choice of b, for all ε < π/2 − ω 1 , there exists a number K 1 (ε) such that for all z satisfying
the following inequality holds:
In consequence, we have the estimate:
It is immediate now that
which is bounded for z large and belonging to the set defined by (34). It is now clear that M ⊗ B is sectorial.
Moreover, the exponential of −tM ⊗ B is given by 
Proof. The first part of Corollary 4.2 is a direct consequence of Lemma 4.1, as soon as we recall that in L p , − is sectorial, with ω = 0 [8] . For the second part, we simply apply ∂ α to each of the terms of (35), and the conclusion is clear. ✷ Let now B be −M ⊗ , where M is a matrix whose spectrum is contained in { z > 0}, and let A be the multiplication by an m × m matrix V depending on x ∈ R d ; we assume that V is of class C 4 and that it is bounded as well as all its derivatives of order at most 4.
We state here a result on the operator 2A + B: 
If p belongs to (1, ∞), we have also the estimate 
and these inclusions hold true only if p belongs to the open interval (1, ∞): this is proved as Theorem V.3.3 of [20] . For p = 1, these identities are not true, and the counter example is described briefly on page 160 and 161 of [20] . ✷
We prove now a formula on the differentiation of matrix exponentials. Observe first that if C and D are two square matrices of the same dimension, and if s and t are real parameters, 
If we let
then formula (38) lets us calculate the derivative of F with respect to its first argument:
which implies the following formula:
We use this result to calculate all the spatial derivatives of exp(−tV ):
Lemma 4.4. Let Σ p (t) be the p-dimensional simplex:
Σ p (t) = (t 1 , . . . , t p ): 0 t p · · · t 1 t .
Assume that V is a function of class C k , whose derivatives up to order k are bounded over R d . For all finite non-empty list of multi-indices α j of positive length, and of total length at most k, define a function of t and x by
V α 1 , . . . , α p , t (x) = Σ p (t ) e −(t −t 1 )V (x) ∂ α 1 V (x) e −(t 1 −t 2 )V (x) · · · e −(t p−1 −t p )V (x) ∂ α p V (x) e −t p V (x) dt p · · · dt 1 .
Then the derivative ∂ α e −tV for |α| k is a linear combination with integer coefficients given by
∂ α e −tV = α 1 +···+α p =α K α; α 1 , . . . , α p V α 1 , α 2 ,
. . . , α p , t (x).
In particular, it satisfies the estimate:
Proof. Let e l be the l-th vector of the canonical basis of Z d ; for |α| = 1, relation (39) gives us immediately
this proves that the conclusion of the lemma holds for p = 1 and α 1 = e l . Assume the result to be true for all p and choice of multi-indices such that
We apply ∂ l to V (α 1 , . . . , α p , t); Leibniz formula gives a sum of terms of the form
and a sum of terms of the form 
where the c α,β are integer constants. It is clear on the above expression that (42) still holds when α is replaced by α + e l . ✷
Proof. For α = e l , it is clear that

Corollary 4.6. There exist linear operators U α,β (t) which are bounded in every
moreover, the operators satisfy the estimate
Proof. Relation (43) is an immediate consequence of Lemma 4.5, and the estimate (44) results from Lemma 4.4. ✷
We prove now the following lemma, which extends to the L p case the result of [2] , which is a part of [1] .
Theorem 4.7.
For all p such that 1 p < ∞, the following estimate holds for t ∈ [0, 1]:
Proof. The proof uses formula (16 
Cs;
Now, we use the regularizing property of e −sB , as proved at Corollary 4.2; thus
Thus,
The other term to estimate is t 0 E(t − s)e −sA A, e −sB e −sA ds.
We rewrite the bracket in the above expression, using (8):
A, e −sB = 
There exist continuous and bounded matrix valued functions Z 0 , Z 1,l and Z 2,l such that
We estimate the expression (50) with the help of (48); the largest term is estimated as follows:
In the same fashion, we have:
Therefore, by integration, we find that
Summarizing (49) and (51), we obtain Theorem 4.7. ✷ Remark 4.8. As recalled in the introduction, Theorem 3.9 of [2] states and proves that for p = 2, estimate (45) is optimal.
Theorem 4.9.
For all p such that 1 p < ∞ the following estimate holds for t ∈ [0, 1]: 
Relation (53) implies immediately that
We observe now that
e −rB e −sA u dr.
In the above expression, the terms with the largest degree of differentiation are e −(s−r)B Z l,2 e −rB ∂ 2 l e −sA u. We reuse (46), which implies
The L p norm of expression (55) 
Summarizing (47), (54) and (56), we have obtained (52). ✷ As in Theorem 4.11 of [2] , assuming that there exists a constant α such that for all t 0,
it would be possible to prove the following estimate:
Estimate (58) could be obtained by combining Theorems 4.9, 4.10 and the regularizing effect of the semi-group E(t). However, we will prove a stronger result: on one hand, we drop the requirement (57); on the other hand, we may dispense with the logarithmic factor which appears in (58). Therefore, the result presented here is significantly stronger than those of [2] .
Lemma 4.10.
For all p such that 1 p < ∞, there exists C 0 such that the following estimate holds for t ∈ [0, 1]:
Proof. We use formula (17) with n = 1; therefore, we have to estimate in
where u belongs to W 4,p (R d ) m . We observe that there exist continuous matrix valued functions V α for 0 |α| 2, such that
Therefore, we have to estimate individual terms of the form G α (r, s) = ∂ α e −rA e −sB e −sA u.
We rewrite G α as follows, by commuting operators:
G α (r, s) = ∂ α , e −rA e −sB e −sA u + e −rA e −sB ∂ α e −sA u = ∂ α , e −rA e −sB e −sA u + e −rA e −sB ∂ α , e −sA u + e −rA e −sB e −sA ∂ α u.
But Corollary 4.6 enables us to express the brackets [∂ α , e −sA ], so that we may rewrite G α as
In the first sum on the right-hand side of (60), we have to commute ∂ β and e −sA to get, with the help of Corollary 4.6:
It is immediate that the terms in (61) are bounded in L p (R d ) m by |u| 2,p multiplied by an appropriate constant. The other terms in (60) are clearly estimated by O(1)|u| 2,p , and we have shown thus that
Since relation (62) holds for all α of length at most 2, we have proved that
Dealing withS 2 (s), we need an expression of ∂ 2 B A; there are bounded multiplication operators T α such that
Therefore, we have to estimate individual terms of the form
We proceed as in the previous argument: if u belongs to W 4,p (R d ) m , we have: 
In the last side of expression (64), we find derivatives of u of order at most 4; therefore, it is clear that
This estimate implies that
Relations (63) and (65) enable us to conclude the proof of (59). ✷ Remark 4.11. Estimate (59) is optimal: we know that Strang's formula is exactly of order 2, as can be seen by a Taylor expansion in the matrix case; therefore, we cannot expect to find a better estimate than (59), unless M and V satisfy some algebraic conditions.
We will use this lemma to prove the convergence of the approximation formula: 
Proof. We shall prove estimate (66) by a bootstrapping argument. Let M 1 estimate the norm of E(t) over [0, T ]: it is necessarily at least equal to 1; write
Therefore, we will have the estimate
Assume t strictly positive, otherwise, there is nothing to prove. The difference W (t) n − E(t) n can be decomposed as follows:
We use (45) to estimate the last term on the right-hand side of (67): we have the estimate
The terms in the sum of the right-hand side of (67) are estimated as follows: thanks to the regularizing effect of E(t), there exists a constant C 1 such that
On the other hand, Theorem 4.10 implies the existence of a constant C 2 such that
if we put together these estimates, we obtain the inequality
Let us prove now that if we choose
then (66) holds. Indeed, for n = 1, (45) gives
which is less than or equal to Mt , since 2M 1 is larger than 1. Assume therefore that for all j ∈ {1, . . . , n − 1} the inequality m j (t) Mt holds; we substitute m j (t) by Mt in the right-hand side of (68), we use the fact that the sum of the inverse of the squares of the integers equals π 2 /6, and we can see thus that
Thanks to the assumption t τ and to the definition of τ , we see that
which proves the induction, and enables us to conclude that the estimate (66) 
Proof. Let T 1 be as in Proposition 4.12; let s be the largest integer at most equal to T /t: it is at least equal to 1 by definition of τ ; then, for all integer q,
For all integer r ∈ {0, . . . , s − 1}, we can see that
On the other hand, there exist constants M 2 and α 2 such that for all t 0,
We let
and we decompose W (t) n − E(t) n as in (67): we can see now that we have the estimate:
Therefore, if we choose
the corollary is proved. ✷
In next corollary, we estimate W (t) n − E(nt), provided that the initial data is smooth enough: Proof. We use the decomposition (67), and we estimate each term; under the assumption that V is of class C 4 with all its derivatives of order at most 4 bounded, we know that
where we have used Lemma 4.10, Proposition 4.12 and (69). The conclusion follows immediately. ✷
Two elliptic operators of degree 2
The conditions are as in [17] , i.e. H is a Hilbert space, A and B are self-adjoint operators in H which are bounded from below; the respective square roots of A and B are denoted by a and b. Moreover, there exists an algebra M of bounded operators in H such that
there exist m 1 , m 2 and
Under these assumptions, we will prove an estimate on W (t) − E(t), with the help of the following lemma:
Lemma 5.1. The following estimates hold:
Proof. The proof of the first relation is by induction on i. The result is clearly true for i = 0 and all integer j 0. Assume that the result holds for all integer i I − 1. We define:
Then, we may write, according to (12)
Thanks to the classical theory of holomorphic semi-groups, we have the following estimate:
The expressions ∂ k B a I can be expanded as follows:
according to a clear induction argument. It is immediate that for l I and t in a neighborhood of 0:
On the other hand,
As n satisfies the inequalities
and k is at most equal to I + j , we have the following relations:
Therefore, summarizing (74) and (75), we see now that
It is convenient to write
Each of the terms of the sum (77) yields a term to be estimated in the integral of the right-hand side of (76). These terms are split in a left half and a right half: the left half is simpler than the right half, and is estimated as follows: we have an estimate similar to (75):
The number n satisfies the inequality n min(2I + 2j, 2I + j − l), which implies
Hence, for all l I and all n min(2I + 2j, 2I + j − l), we have the inequality:
The induction hypothesis implies that for l < I :
Therefore, for l < I , We use this information to estimate the terms in the integral on the right-hand side of (80) 
Proof. Formula (17) for n = 1 gives The expression on the right-hand side can be decomposed as the sum of the following two terms: 
W (t) − E(t) =
. We apply (73) to the first norm and (72) (with A and B exchanged) to the second, to get 
The last terms are 
Summarizing (83), (84), (85) and (86), this proves that
The estimates on T 2 are completely analogous and this concludes the proof of the theorem. ✷
