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Resumen
A lo largo de este Proyecto Fin de Carrera, propondremos mejoras para futuros sistemas de
comunicaciones mo´viles mediante un estudio detallado de la coordinacio´n entre estaciones base
en sistemas celulares basados en MIMO. Este proyecto se compone de dos partes fundamentales.
Por un lado, nos centraremos en te´cnicas de procesado de sen˜al para MIMO como filtrado
y precodificacio´n lineales en el dominio espacial. Partiendo de los u´ltimos desarrollos en dicho
a´mbito, se han desarrollado precodificadores de mı´nimo error cuadra´tico medio que incluyen
restricciones de ma´xima potencia transmitida por celda. Adema´s, se ha propuesto un concepto
novedoso consistente en la introduccio´n de una nueva formulacio´n que, adema´s de minimizar el
error cuadra´tico medio en el interior de cada agrupacio´n de celdas (cluster), trata de mantener
la interferencia entre clusters en niveles suficientemente bajos.
Durante la segunda parte, analizaremos el impacto que la agrupacio´n de celdas en clusters,
que define que´ estaciones base pueden ser coordinadas entre s´ı, tiene en el rendimiento global
del sistema. Se ha estudiado la aplicabilidad de te´cnicas de agrupamiento dentro del aprendizaje
ma´quina, dando como resultado un conjunto de nuevos algoritmos que han sido desarrollados
adaptando algoritmos de agrupamiento de propo´sito general ya existentes al problema de crear
una particio´n del conjunto de celdas de acuerdo a las condiciones de propagacio´n de sen˜al
existentes en el sistema en un determinado instante.
Todas nuestras contribuciones se han verificado mediante la simulacio´n de un sistema de
comunicaciones mo´viles basado en modelos de propagacio´n de sen˜al del 3GPP para LTE. De
acuerdo a los resultados obtenidos, las te´cnicas propuestas a lo largo de este proyecto propor-
cionan un aumento considerable de la media y la mediana de las tasas por usuario respecto a
soluciones ya existentes.
La idea de introducir la reduccio´n de interferencia entre clusters en la formulacio´n de los
precodificadores MMSE mejora drama´ticamente el rendimiento en sistemas celulares MIMO al
ser comparados con precodificadores de Wiener tradicionales.
Por otro lado, nuestros algoritmos de agrupamiento dina´mico de estaciones base exhiben un
notable aumento de las tasas por usuario a la vez que emplean clusters de menor taman˜o con
respecto a soluciones existentes basadas en particiones esta´ticas del conjunto de celdas en el
sistema.
i
Abstract
In this project, we attempt to provide enhancements for future mobile communications systems
by carrying out a throughout study of base-station coordination in cellular MIMO systems. Our
work can be divided in two main blocks.
During the first part, we focus our attention on linear MIMO signal processing techniques
such as linear spatial precoding and linear spatial filtering. Starting from the state-of-the-art in
that area of knowledge, we have developed novel MMSE precoders which include per-cell power
constraints and a new formulation which, apart from minimizing the intra-cluster MSE, tries to
keep inter-cluster interference at low levels.
In the second part, we focus on the study of the impact the particular mapping of cells
to clusters in the cellular system has on the overall performance of the mobile communication
radio access network. The applicability of existing clustering algorithms in the field of machine
learning has been studied, resulting in a set of novel algorithms that we developed by adapting
existing general-purpose clustering solutions for the problem of dynamically partitioning a set
of cells according to the instantaneous signal propagation conditions.
All our contributions have been exhaustively tested by simulation of a cellular mobile com-
munication system based on 3GPP signal propagation models for LTE. According to the results
obtained, the techniques proposed along this project provide a remarkable increase of both the
average and median user rates in the system with respect to previous existing solutions.
The inter-cluster interference-awareness we introduced in the formulation of MMSE precoders
dramatically increases the performance in cellular coordinated MIMO when comparing it with
traditional Wiener precoders.
On the other hand, our dynamic base-station clustering has been shown to significatively en-
hance the user rates while using smaller clusters that existing solutions based on static partitions
of the base-station deployment.
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Notation
We are going to begin by introducing the notation we will use for the remainder of this document
when dealing with matrices and vectors defined by blocks. Let us consider an arbitrary matrix
A ∈ CMm×Nn. Such a matrix lends itself to be partitioned in blocks of size m× n as:
A =

(A)1,1 (A)1,2 . . . (A)1,N
(A)2,1 (A)2,2 . . . (A)2,N
...
...
. . .
...
(A)M,1 (A)M,2 . . . (A)M,N
 (1)
Where (A)i,j refers to the block situated in the i-th row and j-th column, understanding now
row and column in a block-wise manner. Each of those blocks are themselves m×n matrices of
the form:
(A)i,j =

(A)1,1i,j (A)
1,2
i,j . . . (A)
1,n
i,j
(A)2,1i,j (A)
2,2
i,j . . . (A)
2,n
i,j
...
...
. . .
...
(A)m,1i,j (A)
m,2
i,j . . . (A)
m,n
i,j
 (2)
In this case, we use (A)k,li,j to refer to the individual element in the k-th row and l-th column
of the block (A)i,j . The reader can check that, under this definition, the element (A)
k,l
i,j will
actually be situated in the (k + (i− 1)m)-th row and (l + (j − 1)n)-th column of the complete
matrix A. In a similar way, when we have a vector a =
[
aT1 a
T
2 . . .a
T
N
]T
we will refer to particular
elements within each block ai as a
j
i . To avoid confusion in the future, throughout this project we
will index particular elements within a matrix using parenthesis and superscripts, as in (A)i,j .
Similarly, we will index the k-th element of a vector a as ak. The only exceptions to those rules
will occur for vectors and matrices whose elements have been assigned specific symbols because
they bear a specially relevant meaning for the discussion.
Alternatively, we will also define:
(A)i =
(
(A)i,1 (A)i,2 . . . (A)i,N
)
(3)
And:
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(A)j =

(A)1,j
(A)2,j
...
(A)M,j
 (4)
By doing that, we have a compact way of referring to a set of m rows or n columns of a
matrix A. Moreover, if the values of m and/or n were not absolutely clear from the context, we
would specify them prior to any further discussion.
The previous notation is to be used in partitions for which all blocks have the same size.
When that is not the case, we will denote a partition of an arbitrary matrix A ∈ Cm×n as:
A =

(A)m1×n1 (A)m1×n2 . . . (A)m1×nb
(A)m2×n1 (A)m2×n2 . . . (A)m2×nb
...
...
. . .
...
(A)ma×n1 (A)ma×n2 . . . (A)ma×nb
 (5)
Where the subscript notation with × refers to the block size, that is, (A)mi×nj ∈ Cmi×nj .
In this way, any two sets {mi}ai=1, {nj}bj=1 such that
∑a
i=1mi = m and
∑b
j=1 nj = n uniquely
determine a partition of A. Also, with this notation we can then refer to any block in the
partition without ambiguity provided that all blocks have different sizes, which is precisely the
type of situation for which this terminology will be used.
On a different matter, we will denote sets by blackboard bold typeface. When defining
the elements contained in the set, we will use A = {a1, a2, . . . , an} or A = {ai}ni=1 without
distinction. The cardinality of a set, that is, the number of elements contained by the set, will
be denoted as |A|.
Finally, round(x) is defined as the function which rounds x to the nearest integer.
Chapter 1
Introduction
This project focuses on next generation mobile communication systems, such as the 4G and
4.5G standards. In those systems, there is a vast amount of radically different features present
at every level of the protocol stack. Within the physical layer, we concentrate on one of the
most innovative improvements which will be included in the radio access network in the future:
base-station coordination. By allowing several cells to work together, jointly generating the
signal to be transmitted and sharing information about the signal which has been received, we
introduce a considerable diversity gain. More importantly, cellular coordination is the key to
removing or, at least, reducing inter-cell interference in mobile communication systems, as we
will discuss next.
1.1 Motivation
The evergrowing bandwidth demand in the radio access network, necessary to support services
which are essential nowadays such as real-time video streaming, poses a fascinating challenge for
communication engineers: the wireless spectrum is extremely saturated and current modulation
schemes are already excellent. At this point, there is no other option than trying to push spectral
efficiency towards ridiculously high levels.
As a consequence, Multiple Input Multiple Output (MIMO) communications have stepped
up from a secondary role in 3G systems to being a fundamental player in future cellular commu-
nications: without MIMO, it would simply be impossible to satisfy the throughput specifications
for 4G and 4.5G systems.
Focusing on OFDM based standards such as 4G or 4.5G, since each Orthogonal Frequency
Division Multiplex (OFDM) slot can be processed in parallel, we can consider that any given
cell will serve one user at each particular central frequency. Multiple access thus occurs as
frequency multiplexing by statistical sharing of OFDM carriers in each cell. Precisely because
transmissions occurring at different OFDM carriers are orthogonal, the system can be thought
as a set of M cells serving a set of M users, one per cell.
Initially, signal processing was applied individually for each BTS-user pair. In other words,
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the complete system behaves as a set of many parallel point-to-point MIMO subsystems. How-
ever, even though we can consider that interference between users in the same cell is negligible
thanks to OFDM, current throughput requirements force the usage of universal frequency reuse
and, as a consequence, interference between cells does exist. In other words, those M point-
to-point MIMO systems interference with each other, noticeably increasing the noise level their
experience and, in the end, limiting the improvement MIMO can offer.
Therefore, even the introduction of MIMO is no longer enough. In a scenario where every-
thing needs to be optimized and with the average cell radii becoming smaller in urban envi-
ronments as the time progresses, interference between cells is becoming a major problem which
needs to be addressed.
This motivates the concept of Base Transceiver Station (BTS) coordination for joint MIMO
signal processing. The principle is theoretically simple: several cells are joined into a single
cluster and signal processing is then performed in a coordinated manner between all base-stations
in the cluster. In this way, MIMO techniques are no longer applied in a per-cell basis but, instead,
each cluster is considered as a macro-cell with many distributed transmit and receive antennas.
This allows to significatively reduce, or even completely eliminate, interference between cells
belonging to the same cluster.
Ideally, we would like to coordinate all BTSs in an area as big as possible in order to pro-
vide fully interference-free communications to the terminals. However, such a thing is obviously
unfeasible, given the amount of channels to be estimated and base-stations to be coordinated.
A trade-off between feasibility and performance appears where BTS coordination is applied but
within clusters which contain a relatively small amount of base-stations, thus keeping imple-
mentation costs at reasonable levels.
During the last years, MIMO coordinated transmission has been a subject which was em-
braced with enthusiasm by researchers worldwide. A wide variety of MIMO signal processing
techniques specially engineered for this application have been proposed in the literature. How-
ever, up to the author’s knowledge, a fundamental design parameter has been surprisingly ig-
nored in a systematic way: how the BTSs are grouped to form the clusters. It seems that most
authors assume that clusters are obtained via geographical considerations, in a way similar to
how clusters were created in Global System for Mobile Communications (GSM) systems to deal
with the problem of frequency allocation and frequency reuse.
Motivated by such lack of knowledge regarding the influence of the cluster shapes on the
overall system performance, our fundamental ambition was to open new research lines by, first
of all, assessing whether it was possible to increase the throughput of a mobile communication
system with MIMO base-station coordinated transmission by changing the way clusters are
created. Moreover, an algorithm for dynamical allocation of base-stations to clusters aiming to
maximize the performance was to be developed in case the answer to the previous question was
affirmative.
An extensive review of MIMO signal processing techniques lead us to realize about the
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absence of MIMO MMSE linear filtering techniques that were applicable in distributed multi-
user scenarios such as any cellular environment. This led to the study and proposition of several
novel filtering techniques which try to fill that gap.
On the other hand, finding ways of creating BTS clusters turned out to be much harder than
expected. What was supposed to be a “one-algorithm project” ended up as a thorough study,
under the field of machine learning, of state-of-the-art clustering techniques and, later, genetic
algorithms. Based on those existing algorithms, intended mainly for data-mining applications,
we have created a new set of clustering algorithms tailored specifically for tackling the problem
of grouping base-stations for coordinated MIMO transmission.
During the rest of this chapter, we will describe the different objectives of this project, the
methodology we followed to achieve those goals and the main contributions which resulted from
our work. Also, we will briefly describe the organization of the remainder of this document.
1.2 Objectives and contributions
The ultimate goal of this project is to study the effect of changing the way in which cells are
grouped to coordinate and to develop algorithms which find optimal mappings of cells to clusters.
Nevertheless, given the broad scope of this project, it should not be a surprise that its objectives
also encompass a much wider variety of points. In general, we can roughly classify this project’s
goals in three main groups.
On the one hand, given the multidisciplinary nature of problem at our hands, we had a great
deal of work to be done in order to research the state-of-the-art of several seemingly unrelated
topics. MIMO communications and their applications to cellular systems with base-station
coordination was the first point to be covered. However, it was equally necessary to obtain a
solid background in clustering algorithms for data mining. Also, even if it was not expected at
the beginning, genetic algorithms became in the end a fundamental part of our work too.
All the previous objectives were directed towards achieving a solid background in the different
areas of knowledge which we intend to use for satisfying our ultimate goal. Once such background
has been obtained, the following objectives consist of employing the acquired knowledge to
develop our contributions from a theoretical point of view. In this sense, we have worked mainly
with two different aims: the design of novel MMSE precoders for cellular coordinated MIMO
and the creation of base-station clustering algorithms.
Finally, the last step of this project is the implementation in MATLAB of all the software
we need for testing our derivations.
First of all, a library which allows us to simulate a mobile communication system with MIMO
transceivers and arbitrary base-station coordination has been developed. As a starting point,
we had available a simplified library used for previous projects in the Department of Signal
Processing and Communications. However, many extra contributions were required to adapt
the existing software to our needs. On the one hand, it was necessary to implement from scratch
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a complete library to obtain MIMO precoders and receive filters, both those which are popular
in the specialized literature and the ones we have created ourselves during this project. On the
other hand, we had to extend the existing library to cover different types of simulation scenarios,
signal propagation models and, more importantly, to include base-station coordination.
On a different matter, we also needed at an early stage of the project to implement different
general-purpose clustering algorithms which are not available as MATLAB toolboxes. Those
are mainly spectral clustering, the mean-shift algorithm and, of course, any of the evolutionary
clustering algorithms we have considered. Even though we do not use those general-purpose
algorithms in the final stage of the project, they were needed as an intermediate step in order
to study and comprehend their behavior, which allowed us to particularize them better for our
context in cellular coordinated MIMO.
Last but not least, we needed to implement all the base-station clustering algorithms we
created by modifying the general-purpose algorithms we had studied before.
Literature review
• Exhaustive review of state-of-the-art MIMO communications with emphasis in linear
precoding and filtering techniques.
• Exhaustive review of state-of-the-art clustering algorithms in the field of machine
learning.
• Exhaustive review of the state-of-the-art in the application of genetic algorithms for
clustering.
Theoretical developments
• Study of new ideas and concepts to design better linear precoders and filters for
cellular coordinated MIMO.
• Attempt to introduce per-cell power constraints in the formulation of MMSE MIMO
precoders.
• Study the particularities of the problem of grouping base-stations for coordinated
MIMO transmission when treating it as a machine learning clustering problem.
• Develop new specialized clustering algorithms to group base-stations for coordinated
MIMO transmission in mobile communications.
Software implementations
• Implementation of a library in MATLAB which allows to obtain MIMO linear pre-
coders and filters, both those which are well-known by the literature and those which
have developed by us.
• Implementation of a library in MATLAB which allows simulating a wireless cellular
system based on MIMO with arbitrary coordination between the distinct cells in the
deployment.
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• Implementation in MATLAB of the general-purpose clustering algorithms not already
included in regular toolboxes: spectral clustering, mean-shift and genetic clustering
algorithms.
• Implementation in MATLAB of all the base-station clustering algorithms developed
in this project.
The fundamental contribution of this project has been opening a new research line. We
wanted to prove that not paying enough attention to the way in which we define with which
cells each base-station coordinates is a bad decision. By showing that it is possible to greatly
enhance the performance of the system only by carefully designing the clusters which define the
coordination within the mobile communication system, we expect that further efforts will be
developed in this new area of research.
In this same direction, we have also contributed with a systematic exploration of clustering
methods to obtain partitions for such purpose. Some of them, like those based on genetic
algorithms, are unfeasible in practice yet they are invaluable from a research point of view.
As they are actually able to find the optimal partition for a given scenario, even if they do
it slowly, we can use them to further study the problem and design other faster, suboptimal
base-station clustering algorithms. We have also developed other algorithms which are feasible,
but an efficient tuning of their design parameters remains an open question.
On a slightly different area, we have also produced valuable contributions in the design
of MIMO linear precoders. We came up with a new concept, which we denoted interference-
awareness. The idea is to design precoders which consider not only the signal propagation within
their cluster but which also try to keep the interference levels they generate outside the cluster
as low as possible. Empirical simulations have shown that the introduction of this idea leads to
an enormous performance increase for cellular coordinated MIMO.
More importantly, we have tackled the seemingly ignored problem of including per-cell power
constraints into the formulation of MMSE precoders. Without this type of constraints, it would
not be possible to use those schemes in a multi-user distributed MIMO scenario such as any
mobile communication network. Even though we were not able to obtain a closed form solution,
our derivations contain several really interesting facts about the nature of the problem. That
could represent a major contribution as the interference-aware MMSE precoder has been shown
to hold the potential to even surpass block diagonalization in performance.
1.3 Document structure
The first chapters try to present the framework we will need later in this project. Once all the
foundations have been presented, we discuss in great detail our contributions from a theoretical
point of view. The document ends by presenting and discussing empirical results which shed
light on the behavior and characteristics of the algorithms and signal processing techniques
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which resulted from our work. The main contents of each chapter are described next in a deeper
detail.
Chapters 2 and 3 are devoted to developing from scratch all the required background in
MIMO communications. During chapter 2, we define what we understand by a MIMO commu-
nication system; explain the different particularizations of the general model, focusing on their
relation with mobile communications; and discuss the most important performance measures
associated to MIMO systems. On the other hand, in chapter 3 we start with a self-contained
review of the state-of-the-art in MIMO linear precoding and filtering to end up presenting our
own contributions in that area of knowledge, which are mainly focused on novel MMSE linear
precoders for cellular coordinated MIMO.
Chapter 4 is an introduction to clustering from a machine learning perspective. First, the
concept of clustering itself is discussed. After that, traditional algorithms such as K-means
or hierarchical clustering are explained. At that point, we start dealing with more advanced
algorithms such as spectral-clustering and the mean-shift procedure. Both are developed from
scratch without assuming any previous knowledge. Finally, we also provide an introduction to
genetic algorithms and present the main guidelines for applying evolutionary computation to
clustering problems. Appendices A and B have been included with specific information about
some of the clustering algorithms described in chapter 4. The content of those appendices
provides useful a quite useful insight yet it is not fundamental for understanding this project.
Chapter 5 begins analyzing which are the exact characteristics of our problem with regards
to clustering. By using the intuitive arguments we developed, we continue by explaining each
of the base-station clustering algorithms we have created along this project, which are inspired
on those shown in chapter 4. Their pseudo-code and parametrization is also discussed.
The simulation results for our work are divided between chapter 6 and appendix C. In chapter
6, we explain the main simulation scenario, include the particular tables and graphs holding the
figures and make a detailed discussion of the results. On the other hand, appendix C is devoted
to discussing one of the particular ideas we introduced for MIMO MMSE precoders which we
considered to be really interesting, yet it could not be included in the main simulations for
reasons which will become clear later on this project.
The document ends with chapter 7, where we summarize what has been done along this
project, make a critical review of what we have accomplished from an objective perspective and
hint at the main issues and topics we have left open for further research.
Chapter 2
State-of-the-art MIMO systems
Wireless communication systems are required to provide higher data rates as the time goes by.
In the past, the throughput of the system was usually risen either by using more bandwidth
or employing better modulations. However, because those two ideas are starting to reach their
inherent limitations at our current level of technological development, we need new methods to
improve the performance of the system.
One of the most popular derivations to deal with that issue are the so called Multiple Input
Multiple Output (MIMO) systems. Those employ multiple antennas in the transmitter and/or
receiver and have been shown to be able to obtain significant enhancements of the data rate of
the system without increasing the total transmitted power.
During the remainder of this chapter, we will present a detailed mathematical model of
MIMO communication systems and study some of their peculiarities.
2.1 Generic system model
We will consider a MIMO system with N users equipped with r receive antennas and M BTS
with t transmit antennas each. Therefore, we have a distributed MIMO system with Mt transmit
antennas andNr receive antennas. For most tx-rx designs we need thatMt > Nr since otherwise
we would lose entire data flows in the transmission.
The reader can note that the previous paragraph describes a downlink channel where the
BTSs act as transmitters and the users act as receivers. However, practically all the derivations
done for the downlink channel for this project will still hold for the uplink channel just by
swapping the words BTS and users in the text. Because of this, we will keep on using a notation
derived for the downlink channel and, unless otherwise noted, the reader can consider that the
results apply without change to the uplink also.
We assume that the signal will propagate through an environment with lots of reflectors and
scatterers, as it happens for instance on any urban scenario. We also consider that we have no
ISI in the system. As we will point out later, this supposition is more general than it seems since
it holds true for any narrow band system (those are generally subject to slow and flat fading)
7
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and, therefore, applies for any OFDM system on a per-carrier basis. As a consequence of our
initial hypothesis, we will model the channel with attenuation due to path-loss and shadowing
plus Rayleigh fading. Because of that, the channel will be represented by a matrix H ∈ CNr×Mt
so that (H)k,li,j represents the total attenuation and the phase shift between the signal sent by
the l-th transmit antenna in the j-th base-station and the signal received at the k-th receive
antenna of the i-th user.
In the most general case, signal processing is carried out both by the transmitters and the
receivers. In order to satisfy a trade-off between system complexity and performance, we will
only consider linear filtering along this project. The system will be designed to transmit K data
streams in parallel, which are grouped in the vector u ∈ CK . Along this project, the data symbol
vector u is considered a random vector with arbitrary autocorrelation matrix Ru, even though
most formulations in the literature consider u to be a white (both spatially and in the time
domain) Gaussian vector with unit power, that is, Ru = I. That vector is linearly precoded
by the transmit filter Wtx ∈ CMt×K so that the set of symbols sent by the base-stations is
contained in the vector x = Wtxu ∈ CMt.
The received signal is a vector y ∈ CNr which is the output of the channel H when it is
excited by the transmitted signal vector x, plus an additive noise term modeled by the vector
n ∈ CNr. Even though the most usual assumption is that the noise power is identical in all the
Nr receive antennas that noise samples corresponding to different antennas are uncorrelated, we
will assume for now a more general scenario where n is a white Gaussian stochastic process with
arbitrary autocorrelation matrix Rn ∈ CNr×Nr. This latter formulation allows an arbitrary
correlation between the noise samples of the different antennas in the system. In the end, the
channel output can be written as:
y = Hx + n = HWtxu + n (2.1)
Finally, the received signal is processed by the receiver using a linear filter Wrx ∈ CK×Nr
so that, at the filter output, we have an estimate of the original data vector u. Mathematically,
uˆ = Wrxy:
Figure 2.1: General MIMO system model
The end-to-end system can be fully characterized by the equation:
uˆ = WrxHWtxu + Wrxn (2.2)
We must note that the maximum number of parallel data streams we can transmit equals
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the rank of the channel matrix H. Because of that, we have that K ≤ min(Mt,Nr) which, by
the initial hypothesis that Mt ≥ Nr implies K ≤ Nr. However, the channel matrix having a
rank strictly smaller than Nr is very rare. Because of that, we will assume from now on that
K = Nr for notational simplicity unless otherwise noted.
We can think of the previous system model as being at “antenna level”. However, we
must note that the vectors u, x and y have, in general, the information of N different users.
Therefore, it’s also interesting to develop a model that tries to show the different subchannels
at “user level”. We will consider the following partition of the vectors and matrices representing
the MIMO system model.
The symbol vector u is arranged as:
u =

u1
u2
...
uN
 (2.3)
With ui ∈ Cr ∀ i = 1, . . . , N being the set of symbols to be transmitted in the r data streams
of the i-th user.
The precoder matrix Wtx is partitioned in the following way:
Wtx =

(Wtx)1,1 (Wtx)1,2 . . . (Wtx)1,N
(Wtx)2,1 (Wtx)2,2 . . . (Wtx)2,N
...
...
. . .
...
(Wtx)M,1 (Wtx)M,2 . . . (Wtx)M,N
 (2.4)
In this case, (Wtx)j ∈ Ct×Nr would represent the portion of the precoder which is responsible
for obtaining the t symbols to be transmitted from the j-th base-station. Similarly, (Wtx)
i ∈
CMt×r is the portion of the precoder which carries information on the r data streams of the
i-th user. Finally, (Wtx)j,i ∈ Ct×r ∀ j = 1, . . . ,M i = 1, . . . , N is the block of the precoding
matrix which defines the contribution of the r data streams of the i-th user to the t symbols to
be sent from the j-th base-station.
The transmitted signal vector x is split in the following pieces:
x =

x1
x2
...
xM
 (2.5)
Where xj ∈ Ct ∀ j = 1, . . . ,M represents the set of symbols sent by the j-th base-station.
The channel matrix H is partitioned in a similar way as Wtx but taking into account that
the dimensions are inverted:
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H =

(H)1,1 (H)1,2 . . . (H)1,M
(H)2,1 (H)2,2 . . . (H)2,M
...
...
. . .
...
(H)N,1 (H)N,2 . . . (H)N,M
 (2.6)
The interpretation of the previous partition is similar to that of Wtx. (H)i ∈ Cr×Mt stands
for the complete channel seen by the i-th user from all the base-stations in the system. On the
contrary, (H)j ∈ CNr×t would be the channel seen by the j-th base-station towards all the users
in the network. Finally, (H)i,j ∈ Cr×t ∀ i = 1, . . . , N j = 1, . . . ,M is the channel seen between
the j-th base-station and the i-th user.
The noise vector n is partitioned as:
n =

n1
n2
...
nN
 (2.7)
With ni ∈ Cr ∀ i = 1, . . . , N being the noise at the r receive antennas of the i-th user.
The received signal vector y is arranged in the same way as the noise vector, given that their
dimensions are identical:
y =

y1
y2
...
yN
 (2.8)
Where yi ∈ Cr ∀ i = 1, . . . , N represents the set of symbols received by the i-th user.
The receive filter Wrx is a square matrix, as we assumed that the number of data streams
in the system would equal the number of receive antennas. Therefore the partition of Wrx
becomes:
Wrx =

(Wrx)1,1 (Wrx)1,2 . . . (Wrx)1,N
(Wrx)2,1 (Wrx)2,2 . . . (Wrx)2,N
...
...
. . .
...
(Wrx)N,1 (Wrx)N,2 . . . (Wrx)N,N
 (2.9)
The portion (Wrx)i ∈ Cr×Nr of the receive filter is used to compute the estimate of the set
of symbols for the i-th user. On the other hand, (Wrx)
i ∈ CNr×r represents the contribution of
the signal yi received by the r antennas of the i-th user on the complete estimate uˆ of the set of
all symbols sent by the network. In this way, (Wrx)i,j ∈ Cr×r ∀ i = 1, . . . , N j = 1, . . . , N is
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the contribution of the signal received by the j-th user for obtaining the estimate of the symbols
directed towards the i-th user.
Finally, the most natural partition of the estimated symbol vector uˆ is:
uˆ =

uˆ1
uˆ2
...
uˆN
 (2.10)
With uˆi ∈ Cr ∀ i = 1, . . . , N containing the estimate of the r symbols in the data-streams
for the i-th user.
As we said, the vector ui contains the r data symbols corresponding to the i-th user. We
will consider that each of the ui has an arbitrary autocorrelation matrix Rui ∈ Cr×r but we
will also suppose that ui and uj will be uncorrelated for all i 6= j. In this way, Ru ∈ CNr×Nr
becomes a block diagonal matrix:
Ru =

Ru1 0 . . . 0
0 Ru2 . . . 0
...
...
. . .
...
0 0 . . . RuN
 (2.11)
Each of those data vectors is precoded by the per-user beamforming matrix (Wtx)
i so that
the total transmit symbol vector x can be found only as the addition of the contributions of all
the beamformed ui:
x =

x1
x2
...
xM
 =
N∑
i=1
(Wtx)
iui (2.12)
Looking at (2.12) we can realize that, under this general setting, to compute the signal sent
by the antennas in the j-th BTS, xj , we actually need to know the data symbols and per-user
beamforming matrices of all the users. As we will discuss in greater detail in the next subsection,
this is a tricky issue for practical implementations which will have to be dealt with.
The signal received at the i-th receiver, yi can be found as:
yi = (H)ix + ni (2.13)
As we see, as far as the i-th user goes, only the portion (H)i of the channel matrix affects
the received signal. However, the signal sent by all the transmit antennas contributes to the
received signal. The vector ni is the noise present at each of the r receive antennas that the
i-th user has and is described by its autocorrelation matrix, which is nothing but the i-th, r× r
diagonal block matrix of the autocorrelation matrix of n, Rn.
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Finally, the i-th receiver ideally constructs the estimate of the data symbol of the i-th user,
uˆi as:
uˆi = (Wrx)iy (2.14)
Again, (2.14) shows that, in order for the i-th receiver to compute the estimate of the data
symbol uˆi, it needs to have access to the signal received by all the antennas of the system, even
those corresponding to other users. Just as it happened for constructing the signal to be fed to
the transmit antennas, this is impractical in many real-life cases and we will discuss how to face
that too in the following subsection.
As we can see, these “user level” derivations indeed show that there is, a priori, no way of
completely uncoupling the different users so that the signal received by the i-th user depends
only on the i-th data symbol vector ui.
If we do not apply any kind of signal processing, that is, we don’t use any precoder Wtx nor
receive filter Wrx, all the data-streams are coupled due to the channel matrix H.
Alternatively, we will study in subsequent sections some filter designs which actually attempt
(and succeed) in generating a system so that the chain WrxHWtx behaves as a set of N parallel,
non-interacting subchannels. However, equations (2.12) and (2.14) show that computing the
signal vector x to be transmitted by the set of base-stations and obtaining the data symbol
estimate uˆ from the signal received by the user antennas requires some sort of coordination
between base-stations and/or between users. This is clear from the fact that to compute xj and
uˆi we need to know the complete vectors u and y.
Therefore, either we have coupling at the signal propagation level or at the signal processing
level. The first will significatively decrease the system’s performance, whereas the latter increases
the complexity and thus the implementation cost. Finding a proper trade-off between both is a
fundamental part of the work we carry out during this project.
2.1.1 Canonical MIMO scenarios
The model that has been exposed up to now is a completely general representation of a MIMO
scenario with linear filtering. This includes scenarios as different as a communication between
one transmitter with multiple antennas to one receiver with multiples antennas or a communi-
cation between multiple transmitters with multiple antennas to multiple receivers with multiple
antennas.
However, at this point, it is interesting to show how we can particularize it to faithfully
represent some of the most usual real-life scenarios a communications engineer may face.
The first and simplest scenario we can think of is what we will call the single-user case. In
this situation, we consider that all there is just one single transmitter and one single receiver.
According to our model, this is fully equivalent to having N = 1 and M = 1. Not only this is
the simplest MIMO system we can study, but the current state-of-the-art can be considered to
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be such that the design of the precoding matrix and the receive filter under this conditions has
been fully solved.
Taking a step towards a greater complexity, we can consider either a multi user scenario
where a single transmitter, M = 1, serves several users, N > 1 or a multi user scenario where
several users (transmitters), M > 1, transmit to the same receiver, N = 1. Both scenarios
are representative of a situation where a single BTS serves several users: the first case would
correspond to the downlink channels whereas the latter models the uplink channel. We will
denote this situation as multi-user case.
Finally, the most complex and general situation is to have several transmitters serving several
users simultaneously, so that both M > 1 and N > 1. This will be the case we will end up
dealing with along this project. We call this a distributed multi-user case.
The main differences between scenarios revolve around two issues: the number of degrees of
freedom we have for designing the filters Wtx, Wrx and the transmit power constraints we have
to satisfy.
In order to fully understand those points, let’s go back to the expression of the set of symbols
sent by the j-th base-station:
xj =
N∑
k=1
(Wtx)j,kuk (2.15)
This particularly means that, in order to compute the set of symbols to the transmitted by
the j-th base-station, we need to know all the Nr data symbols contained in u. If we have only
one transmitter, this obviously poses no problem at all since the transmitter software will have
access to all the data. However, if we consider a multi-BTS scenario, depending on the number of
BTS it may become unfeasible to coordinate them all. Because of that, in scenarios with several
BTS, we may impose constraints to the coordination between the distinct transmitters. As an
example, the most restrictive coordination constraint would be that, indeed, no coordination
exists between the BTSs. In this case, looking at equation (2.15), this actually means that
(Wtx)j,i = 0 ∀i 6= j. In other words, we would be imposing that Wtx is a block-diagonal
matrix, Wtx = diag ((Wtx)1,1, . . . , (Wtx)M,M ) where each of the (Wtx)i,i ∈ Ct×r. A softer
coordination restriction, which is the one towards which this project will be headed, is to allow
a set of L BTSs to coordinate, forming a cluster. In this case, we will impose that (Wtx)j,i = 0
whenever base-stations i and j belong to different clusters. In the particular case where the
BTSs are numbered so that all stations belonging to the same cluster have consecutive indexes,
again we will have that Wtx is a block-diagonal matrix. However, it will now be constructed
as Wtx = diag
((
W
(c)
tx
)
1,1
, . . . ,
(
W
(c)
tx
)
S,S
)
where each of the
(
W
(c)
tx
)
i,i
∈ CLt×Lr represent
the coordinated precoding matrix for the i-th cluster and S the total number of clusters in the
system. As a final note, we point out that by no means is it necessary that L is constant for all
clusters. In other words, we may design a system where each cluster contains a different number
of BTSs, being the only difference that each of the
(
W
(c)
tx
)
i,i
will have a different size. In the
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same way, arranging indexes in consecutive cluster order is simply a visual artifact to achieve a
block diagonal Wtx. In a more general case where that does not happen, Wtx will no longer be
block diagonal but it will still be a sparse matrix, which is associated to the low implementation
cost of the base-station coordination process we are looking for.
Similarly, we can apply a similar reasoning at the receiver side. Let’s us write the data
symbol estimate at the i-th user as:
uˆi =
N∑
k=1
(Wrx)i,kyk (2.16)
Again, we see that the previous equation means that in order to compute the i-th data
symbol estimate, we need access to the signal received by all the receive antennas. Actually, the
previous reasoning applies to the receive side as well. If we have only a single receiver, this does
not suppose any problem. On the other hand, when having multiple receivers like, for instance,
a set of mobile phones, it becomes unfeasible to coordinate them and we need to restrict Wrx
to block-diagonal shapes as exposed above.
Usually, we can allow a limited coordination between the BTSs, but coordination between
users is impractical. Because of that, a duality between the downlink and the uplink arises.
MIMO scenario Downlink Uplink
Single-user Full Full
Multi-user Full Block-diagonal
Distributed multi-user Block-diagonal Block-diagonal
Table 2.1: Degrees of freedom for the design of Wtx per MIMO canonical scenario
MIMO scenario Downlink Uplink
Single-user Full Full
Multi-user Block-diagonal Full
Distributed multi-user Block-diagonal Block-diagonal
Table 2.2: Degrees of freedom for the design of Wrx per MIMO canonical scenario
To sum up, as far as the design of Wtx and Wrx is concerned, the particular scenario
the engineer faces imposes a restriction on which elements of those matrices are allowed to be
non-zero, effectively limiting the number of degrees of freedom in the design.
On the other hand, when studying the transmit power constraints, what changes between
one scenario or another is the granularity of the constraint. The most usual case is that each
transmitter has a maximum power available for the transmission. This implies that, for the
single user-scenario and the 1 BTS - N users scenario, we need to consider a Total-Power-
Constraint (TPC). On the other hand, for the M BTS - N users scenario, we need to use a finer
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detail, employing a Per-BTS-Power-Constraint (PBPC). We will quantify both criteria in the
next subsection.
MIMO scenario Downlink Uplink
Single-user TPC TPC
Multi-user TPC PBPC
Distributed multi-user PBPC PBPC
Table 2.3: Type of power constraint per MIMO canonical scenario
2.1.2 Transmitted power analysis
The transmitted power is a parameter which is essential to know since practically all systems
will have one kind of power constraint or another which we will have to satisfy. Going back to
the previous formulation, we said that the set of symbols transmitted by the j-th base-station
was xj with x = Wtxu. Since u is a stochastic process modeled by its autocorrelation matrix
Ru, the average power transmitted by the l-th transmit antenna of the j-th base-station is given
by the l-th diagonal entry of the autocorrelation matrix of the random vector xj , Rxj where Rx
can be found as:
Rx =

Rx1 Rx1,x2 . . . Rx1,xM
Rx2,x1 Rx2 . . . Rx2,xM
...
...
. . .
...
RxM ,x1 RxM ,x2 . . . RxM
 = WtxRuWHtx (2.17)
Where the terms Rxi,xj involving the cross-correlation between xi and xj are not relevant
for evaluating the power consumption.
In a similar way, the total power consumed by the j-th BTS, with j ranging from 1 to M ,
can be found as:
Ptx,j = Tr
(
Rxj
)
(2.18)
Finally, the total power transmitted by the system can be found as:
Ptx =
M∑
j=1
Ptx,j = Tr(Rx) (2.19)
According to the distinct canonical scenarios exposed in the previous subsection, we can
express a TPC as:
Ptx ≤ Pmax ⇔ Tr(Rx) ≤ Pmax (2.20)
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And a PBPC as:
Ptx,j ≤ Pmax,j ⇔ Tr
(
Rxj
) ≤ Ptx,j ∀j = 1, . . . ,M (2.21)
Finally, we can consider yet another power constraint, more restrictive even that the PBPC:
a Per-Antenna-Power-Constraint (PAPC). However, a PAPC is mathematically equivalent to
a PBPC with only one transmit antenna per BTS, t = 1. Being more concrete, if the reader
intends to design a system using a PAPC and t ≥ 1, he/she can simply consider each BTS
to be a cluster of t fully-coordinated BTSs with only one transmit antenna, and apply all the
derivations shown here for the case with N users served by M BTSs coordinated in clusters and
making t = 1 for each one of those fictional BTSs.
In the particular case that the data symbols are spatially uncorrelated, Ru will be a diag-
onal matrix, that is, Ru = diag(pu). The vector pu =
[
σ2
u11
. . . σ2ur1
. . . σ2
u1N
. . . σ2urN
]T
actually
corresponds to a power allocation for each of the data symbols so that σ2
uki
represents the power
assigned to the k-th symbol of the i-th user.
Now, let us introduce the matrix W2tx defined as:
W2tx =

∣∣∣(Wtx)1,11,1∣∣∣2 . . . ∣∣∣(Wtx)1,r1,1∣∣∣2 . . . ∣∣∣(Wtx)1,11,N ∣∣∣2 . . . ∣∣∣(Wtx)1,r1,N ∣∣∣2
...
. . .
... . . .
...
. . .
...∣∣∣(Wtx)t,11,1∣∣∣2 . . . ∣∣∣(Wtx)t,r1,1∣∣∣2 . . . ∣∣∣(Wtx)t,11,N ∣∣∣2 . . . ∣∣∣(Wtx)t,r1,N ∣∣∣2
...
...
...
. . .
...
...
...∣∣∣(Wtx)1,1M,1∣∣∣2 . . . ∣∣∣(Wtx)1,rM,1∣∣∣2 . . . ∣∣∣(Wtx)1,1M,N ∣∣∣2 . . . ∣∣∣(Wtx)1,rM,N ∣∣∣2
...
. . .
... . . .
...
. . .
...∣∣∣(Wtx)t,1M,1∣∣∣2 . . . ∣∣∣(Wtx)t,rM,1∣∣∣2 . . . ∣∣∣(Wtx)t,1M,N ∣∣∣2 . . . ∣∣∣(Wtx)t,rM,N ∣∣∣2

(2.22)
In other words, W2tx is obtained by element-wise application of the modulus squared operator
| • |2 on the matrix Wtx. Then, we can rewrite the previous equations as:
p = diag(Rx) = W
2
txpu (2.23)
In that case, p ∈ RMt contains the transmitted power in each antenna of the system. Hence,
using the indexing scheme for vectors previously defined, we can rewrite the per-BTS transmitted
power as:
Ptx,j =
t∑
l=1
plj =
(
AW2txpu
)
j
(2.24)
Where we have introduced:
A = IM×M ⊗ 1Tt (2.25)
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There ⊗ denotes the Kronecker product of two matrices and 1t the t-dimensional vector with
all its entries having value 1. With A defined like that, the power consumed by the j-th BTS
is simply given by the j-th element of AW2txpu as shown in equation (2.24). This alternative
form is useful since it allows to obtain the transmitted power (either per antenna or per BTS) as
a linear function of the power allocation vector pu, allowing for the usage of efficient numerical
optimization algorithms based on convex programming.
2.1.3 Performance evaluation
The first parameter which we can use to evaluate the performance of a MIMO system is the
autocorrelation matrix of the error vector, which is defined as:
Re = E
{
(u− uˆ)(u− uˆ)H} (2.26)
Substituting (2.2) and using the fact that noise and signal are uncorrelated we get:
Re = (I−WrxHWtx) Ru (I−WrxHWtx)H + WrxRnWHrx =
= WrxHWtxRuW
H
txH
HWHrx + Ru −WrxHWtxRu −
− RuWHtxHHWHrx + WrxRnWHrx (2.27)
The most direct interpretation of Re is that the trace of the r × r diagonal blocks, (Re)i,i,
contains the average error power between the set of symbols estimated by the i-th user, uˆi, and
the real set of symbols ui that should have been ideally received. Such a magnitude is more
usually referred to as Mean Squared Error (MSE). Most importantly, most of the cost functions
employed to derive expressions for the linear transmit and receive filters can be formulated in
some way as a function of Re. Therefore, expression (2.27) will be of great importance for the
developments which will follow along this project.
Another parameter, very related to the MSE, in the Signal to Noise plus Interference Ratio
(SNIR). The name is, indeed, self-descriptive. This quantity measures the amount of signal
power Ps, relative to the noise Pn and interference Pint powers. Mathematically:
SNIR =
Ps
Pn + Pint
(2.28)
The previous expression uses natural units (actually, the SNIR is a ratio of powers, thus it
is dimensionless). However, it is most common to express it in decibels.
At this point, it will be useful to introduce the equivalent channel matrix, H˜, defined as:
H˜ = WrxHWtx (2.29)
We will also introduce an equivalent noise vector z which represents the noise at the output
of the receiver filter Wrx:
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z = Wrxn (2.30)
Where z has autocovariance matrix Rz = WrxRnW
H
rx.
Depending on the expression of the filter matrix Wrx, the noise vector z may be spatially
correlated even when the original noise vector n is not. The reader is encouraged to note the
analogy with the case when a time-domain filter colors the white noise at its input.
With this notation, the whole system breaks down to the extremely simple affine expression:
uˆ = H˜u + z (2.31)
Going back to the system model at “user level”, we can expand the matrix H˜ as:
H˜ =

(H˜)1,1 (H˜)1,2 . . . (H˜)1,N
(H˜)2,1 (H˜)2,2 . . . (H˜)2,N
...
...
. . .
...
(H˜)N,1 (H˜)N,2 . . . (H˜)N,N
 (2.32)
This equivalent channel matrix can be interpreted as follows. (H˜)i ∈ Cr×Nr is the end-to-end
channel seen by the i-th user. On the contrary, (H˜)j ∈ CNr×r represents the contribution of the
r data-streams corresponding to the j-th user in the set of all estimated symbols in the system,
uˆ. Finally (H˜)i,j ∈ Cr×r ∀ i = 1, . . . , N j = 1, . . . , N is the equivalent channel between the
set of r data-streams transmitted by the j-th base-station and the set of r estimated symbols
computed by the i-th receiver.
Similarly, the equivalent noise vector can be partitioned in N pieces as follows:
z =

z1
z2
...
zN
 (2.33)
Where zi ∈ Cr ∀i = 1, . . . , N is the filtered noise in the i-th user’s terminal.
Therefore, we can express the data symbol estimate in the i-th receiver as:
uˆi = (H˜)iu + zi (2.34)
Expanding it even further, we can interpret the different contributions to uˆi:
uˆi = (H˜)i,iui︸ ︷︷ ︸
desired signal
+
N∑
k=1,k 6=i
(H˜)i,kuk︸ ︷︷ ︸
interference
+ zi︸︷︷︸
noise
(2.35)
From the previous equation it is straightforward to obtain all the terms needed to compute
the SNIR. We have that:
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Ps = Tr
(
(H˜)i,iRui(H˜)
H
i,i
)
(2.36)
Pn = Tr(Rzi) (2.37)
Pint =
N∑
k=1,k 6=i
Tr((H˜)i,kRuk(H˜)
H
i,k) = Tr
(
(H˜)iRu(H˜)
H
i
)
− Tr
(
(H˜)i,iRui(H˜)
H
i,i
)
(2.38)
For obtaining Pint we have used the fact that, whenever Ru is a block-diagonal matrix as in
(2.11):
(H˜)iRu(H˜)
H
i =
N∑
k=1
(H˜)i,kRuk(H˜)
H
i,k (2.39)
Putting all together we can finally express the SNIR for the i-th user as:
SNIRi =
Tr
(
(H˜)i,iRui(H˜)
H
i,i
)
Tr (Rzi) + Tr
(
(H˜)iRu(H˜)Hi
)
− Tr
(
(H˜)i,iRui(H˜)
H
i,i
) (2.40)
Just as we computed the SNIR per user, we can compute the SNIR per antenna. However,
we won’t go through the derivations since, just as it happened when considered a per-antenna
power constraint, computing the SNIR per antenna is a particular case of the formulation for
computing the SNIR per user. From our real scenario, we can build a virtual scenario where
each user is split into r users with a single receive antenna, and compute the SNIR per virtual
user. We must note however that, unlike it may seem at first, if we compute the received signal
power per antenna in all the antennas of a given user, and add all those power up, the resulting
power will be smaller than the one obtained by the formula Ps = Tr
(
(H˜)i,iRui(H˜)
H
i,i
)
. This,
which may seem counterintuitive, is due to the fact that, when computing the SNIR per user, we
consider the power received at each antenna of the i-th user due to any data symbol of the i-th
user to be desired signal power. On the other hand, when computing the SNIR per antenna, we
consider only as desired signal power for the i-th antenna the one due to exactly the i-th data
symbol. For instance, in an scenario with r = 2, when computing the SNIR per user we would
compute the desired signal power for the i-th user as the power in antenna 1 of that user due
to data symbols 1 and 2 of the the i-th user and the power in antenna 2 due to data symbols 1
and 2 of that same user. However, when computing the SNIR per antenna, the desired power
for antenna 1 of the i-th user would be the one due to data symbol 1 of that user, and the
desired power for antenna 2 of the i-th user would be the one due to data symbol 2 of that
user. In this case, the power in antenna 1 due to the data symbol 2, and the power in antenna
2 due to the data symbol 1 are regarded as interference. The meaning behind this is that, when
computing the SNIR at user level, we assume that the receiver of that user will carry on further
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signal processing to cancel the interference between the signal received at each of the antennas
belonging to that particular terminal. That’s why we don’t want to count that as interference
but as signal power when computing the SNIR at user level.
The SNIR gives very insightful information for the engineer in order to troubleshoot the
system. However, the ultimate measure of performance in any communications system has to
be actually a quantification of the amount of information we can transfer using such a system.
As we know, the magnitude which tries to quantify that is nothing but the mutual information,
as defined by Claude Shannon in [7]. The mutual information for an AWGN vector channel of
the canonical form:
y = Hx + n (2.41)
Can be shown to be [8]:
C = log2
(∣∣INr + HRxHHR−1n ∣∣) (2.42)
Using (2.31) we can find the overall rate of the whole MIMO system,including the precoder
and the receive filter, to be:
R = log2
(∣∣∣INr + H˜RuH˜HR−1z ∣∣∣) (2.43)
Much more interesting is to know the rate for the i-th user, which can be approximated by
treating the interference as noise, so that the equivalent noise covariance matrix would become:
Rneq = Rzi +
N∑
k=1,k 6=i
(H˜)i,kRuk(H˜)
H
i,k (2.44)
Then:
Ri = log2
∣∣∣∣∣∣Ir + (H˜)i,iRu(H˜)Hi,i
Rzi + N∑
k=1,k 6=i
(H˜)i,kRuk(H˜)
H
i
−1∣∣∣∣∣∣
 (2.45)
The reader must note that the previous equations hold only for a single channel realization.
However, the channel matrix H and, thus, H˜ are stochastic matrices. In order to properly
compute the rate we must average the previous expression over the probability density function
of H as:
R = E
{
log2
(∣∣∣INr + H˜RuH˜HR−1z ∣∣∣)} (2.46)
Ri = E
log2
∣∣∣∣∣∣Ir + (H˜)i,iRu(H˜)Hi,i
Rzi + N∑
k=1,k 6=i
(H˜)i,kRuk(H˜)
H
i
−1∣∣∣∣∣∣
 (2.47)
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2.1.4 Relation to OFDM systems
There exists a very strong bond between the formulations carried on during this project and the
design of OFDM system. We started by stating that we would consider only systems without
ISI, which may sound as a too optimistic hypothesis. However, state-of-the-art communication
systems are prone to employ OFDM techniques in one way or another. Probably, the maximum
exponent of this trend is the Long Term Evolution (LTE) 3GPP standard for the forth generation
of mobile communications (4G).
OFDM divides the bandwidth into a set of Nc disjoint, narrow-band carriers. The carriers
are mutually orthogonal (hence the name of Orthogonal Frequency Division Multiplex). As a
consequence, we can consider that each of the carriers is completely independent of the others
and study the system on a per-carrier basis. Moreover, since each of the carriers occupy a very
narrow frequency band, each of the Nc parallel subchannels which conform the whole OFDM
system will experience flat and slow fading so that the channel model we have been employing
describes the per-carrier behavior of an OFDM system with great accuracy.
Mathematically, we can model a MIMO OFDM system as:
uˆ[k] = Wrx[k]H[k]Wtx[k]u[k] + Wrx[k]n[k] ∀ k = 1, . . . , Nc (2.48)
Note that the notation [k] refers to the fact that we have Nc independent OFDM carriers,
each giving rise to a different parallel MIMO system. In other words, we are simply applying
equation (2.2) Nc times in a completely independent fashion. To find the precoders and receiver,
we simply must follow the procedures described in this project Nc times independently. Not
only does this greatly reduce computational complexity, but also allows the usage of multi-core
or even distributed computational environments to greatly speed-up the computations required
for filter design. However, recently, some studies have proposed optimization algorithms which
operate jointly on the set of carriers to find the precoder matrix and receive filters which have
been shown to outperform more traditional designs. Therefore, the relation between traditional
design of MIMO filters and OFDM systems remains an open problem with good perspectives
for further studies.
Given the focus on this project on mobile communications and, more precisely, 4G technology,
all the derivations done here are actually thought to be employed within an inherent OFDM
system as described in this subsection. However, from now on, we will omit the usage of the
superscript k in order to keep notation as simple as possible. The reader can then infer that any
procedures shown here would actually be performed on a per-carrier basis Nc times.
Chapter 3
MIMO linear filter design
3.1 Introduction to MIMO linear filter and precoder design
In chapter 2, we defined with sufficient detail the system we are going to work with. Now we
will proceed to one of the most important sections of this project, where we will expose some
state-of-the-art algorithms and formulations to design the precoder Wtx and the receiver Wrx
to finally push the current designs a bit forward by introducing some novel filter designs specially
engineered to tackle the particularities of the mobile communications scenario we are dealing
with along this project.
As we have shown in equation (2.35), the symbol data vector estimate computed by the i-th
receiver is nothing but a term containing the desired signal ui, more precisely, a linear function
of that desired signal (H˜)i,iui, corrupted by interference and spatially colored noise. According
to that observation, the different filter designs shown in the literature can be roughly classified
as:
Matched filters: Focus only on the noise by trying to maximize the SNR (not the SNIR!).
Zero forcing filters: Focus only on the interference by trying to cancel it.
MMSE filters: Try to achieve a compromise between noise reduction and interference cancel-
lation.
Of course, such a classification is by no means complete. Lots of different filtering schemes
have been proposed in many articles and today many more continue to be engineered. Some of
them try to improve the basic, well-known filter designs by combining several of the main types
or adding slight modifications in the formulations.
Moreover, it is really important at this point to consider yet another coupling issue: the
design of Wrx and Wtx is, in general, linked. To realize why that happens, we just need to
make the following observation. Obviously, for the design of both matrices, no matter which
filtering paradigm or formulation we choose, the channel matrix H will strongly influence the
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solution. However, from the point of view of the design of the receive filter Wrx, the effective
channel matrix is not H but the chain HWtx. Similarly, for designing Wtx, there is no way of
separating Wrx from the design as the effective channel matrix becomes WrxH.
Sadly, the joint design of the precoder and the receive filter is a mathematical problem with
an enormous complexity, both analytical and computational. Because of that, it is a problem
whose solution has not been found yet. The vast majority of the present schemes, focus either on
a precoding design, where the formulation tries to find the optimal Wtx and employ no receive
filter or a receive filtering based design, where we optimize Wrx with no precoding. The first
case is usually employed for the downlink channel whereas the latter is most commonly used in
the uplink, simply because it is better to place the complexity of the signal processing in the BTS
part than in the user part. As we shall see in the following subsections, there are some designs
which achieve a suboptimal joint design. For instance, in [9], they design a precoding scheme
which finds the optimal Wtx under a TPC while simultaneously finding a simplified Wrx of the
form Wrx = αI, where only the scalar α is optimized in the receive part. Indeed, some of our
own contributions in this project are actually directed towards increasing the number of degrees
of freedom for the design of Wrx with respect to the work in [9].
It is also important to note that, only for the single-user scenario, the problem for the joint
design of Wtx and Wrx was brilliantly solved in [10] by employing a mathematical framework
based on vector majorization.
In the subsequence subsections, we will explore in greater detail each of the most relevant
options for the design of precoding matrices Wtx and receive filter Wrx. In almost all the
cases, the mathematical formulation to reach an expression for Wtx or Wrx will be based on
optimization theory.
In some cases, it will be an unconstrained optimization problem, where we can simply try to
find the value for the variable to be optimized that makes the first derivate of the cost function
vanish. Being more general, we should check that the singular point we just found is indeed
a minimum or a maximum, depending on what we want. However, most of the cost functions
we will minimize will be convex functions and, conversely, most of the cost functions we will
maximize will be concave functions. Therefore, we can guarantee that any singular point will
be an optimum for our problem.
However, in other cases we will have to solve a constrained optimization problem, where
a more complex mathematical theory for optimization needs to be used. The reader can find
a comprehensive study of those techniques (Lagrange multipliers, convex optimization theory,
KKT conditions, etc.) in [11] or [12]. A lighter introduction to the topic can be found as an
appendix in [13].
We must also note that we will working with cost functions which are actually real-valued
functions of several complex-valued independent variables. Those functions pose a very big
difficulty: they are not analytic and, therefore, not differentiable in the usual sense. However, in
[14] the reader can find a mathematical workaround which allows to redefine the differentiation
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process for non-analytic complex functions in such a way that it is useful for optimization
purposes. That is, singular points actually correspond to minima/maxima/saddle points of the
real-valued functions.
3.2 Matched filters
The first kind of filters we are going to study are denoted as matched filters. MIMO matched
filters are in complete analogy with time-domain matched filters: they are the result of a math-
ematical optimization process which tries to find the expression for the filter which maximizes
the Signal-To-Noise Ratio (SNR). Mathematically, the SNR is defined as:
SNR =
Ps
Pn
(3.1)
In that equation, Pn is simply the total noise power at the output of the receiver, Pn =
Tr(WrxRnW
H
rx). On the other hand, the definition of the signal power Ps is trickier, since
we need to define what is (desired) signal power, and what is interference power. Indeed, one
definition or another would lead to different designs. In our case, we will follow the work in [9]
and define the desired signal power received by the i-th user as the power of the projection of
the estimated symbol vector uˆi on the original symbol vector ui. Projections in that sense are
to be understood under the Hilbert space defined by the set of random variables we are working
with. Hence, the desired signal power at the i-th user’s receiver is equivalent to the squared
cross-correlation between uˆi and ui. Mathematically:
Ps,i =
∣∣E{uHi uˆi}∣∣2 (3.2)
And the total desired signal power is computed simply as the sum of the desired signal power
for each user:
Ps =
N∑
i=1
Ps,i =
N∑
i=1
∣∣E{uHi uˆi}∣∣2 = ∣∣E{uH uˆ}∣∣2 (3.3)
The criteria of maximizing the SNR is very typical in communication systems and even
other kind of related systems, like RADAR. As a consequence, matched-filters are a common
subject of study in undergraduate and graduate courses of electrical engineering, making them
widely-known. Nonetheless, we must note that, for this project, we are including them more
for completeness’ sake than for their utility in this particular scenario. Mobile communication
systems are very rarely limited by noise, being the interference the main source of trouble for
engineers. However, the formulation of a matched filter tries to maximize the SNR, not the
SNIR. In other words, these filters ignore interference, which is actually our main concern in
this kind of communication systems. As a consequence, the performance of MIMO matched-
filters in wireless cellular systems tends to be poor.
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3.2.1 Tx-MF
We are going to present a matched-filter based precoder which assumes full coordination in the
transmitter, none in the receiver and a TPC. Therefore, it can be employed for the single-user
scenarios, both uplink and downlink, and also in multi-user scenarios only for the downlink
channel. Under this setting, Wrx will be regarded as constant and, therefore, the noise power
Pn will be constant too. As a consequence, maximizing the SNR is fully equivalent in this case
to maximizing Ps, since the variable we are optimizing, Wtx, cannot change the value of Pn.
Taking that into account, we can formulate the computation of the Tx-MF precoder as the
following constrained optimization problem:
max
Wtx
∣∣E{uH uˆ}∣∣2 s.t. E{‖Wtxu‖2} ≤ Pmax (3.4)
Note that we have included a TPC as it was discussed in section 2.1.2. Developing the terms
shown in the previous equation we have that:
∣∣E{uH uˆ}∣∣2 = E{uˆHu}E{uH uˆ} = Tr (WrxHWtxRu) Tr (WHtxHHWHrxRu) (3.5)
And:
E
{
‖Wtxu‖2
}
= Tr
(
WtxRuW
H
tx
)
(3.6)
Therefore, we can write the Lagrangian for the constrained optimization problem as
L(Wtx, λ) = −Tr (WrxHWtxRu) Tr
(
WHtxH
HWHrxRu
)
+ λ
(
Tr
(
WtxRuW
H
tx
)− Pmax) (3.7)
Taking the derivative with respect to WHtx we can get:
∂L(Wtx, λ)
∂WHtx
= λWtxRu − Tr (WrxHWtxRu) HHWHrxRu (3.8)
Equating the derivative to 0 and solving for Wtx we find:
Wtx =
1
λ
Tr (WrxHWtxRu) (WrxH)
H = α (WrxH)
H (3.9)
Clearly, the function to be maximized increases monotonically with α as α2. Hence, the
optimal choice for α is the biggest value which still satisfies the TPC. By substituting the
expression we just found for Wtx into the TPC:
Pmax = Tr
(
WtxRuW
H
tx
)
= α2 Tr
(
(WrxH)
H Ru (WrxH)
)
α =
√√√√ Pmax
Tr
(
(WrxH)
H Ru (WrxH)
) (3.10)
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So that the final expression for the Tx-MF precoding matrix becomes:
Wtx =
√√√√ Pmax
Tr
(
(WrxH)
H Ru (WrxH)
) (WrxH)H (3.11)
3.2.2 Rx-MF
Now we will study the dual filter of the Tx-MF precoder: the Rx-MF receive filter. In this case,
we will assume full coordination in the receiver and none in the transmitter. Moreover, since
we are going to optimize only over Wrx, with Wtx supposed a known constant, we don’t need
to consider any power constraint. Therefore, this filter can be used for single-user scenarios,
both uplink and downlink, and multi-user scenarios only for the uplink channel. Even though
we can drop the power constraint and, thus, the formulation is simpler as it is an unconstrained
optimization problem, now we must realize that the noise power Pn is no longer constant and
we have to optimize a cost function which is a quotient of traces. The following unconstrained
optimization problem can be used to obtain the expression for the Rx-MF:
max
Wrx
∣∣E{uH uˆ}∣∣2
E
{
‖Wrxn‖2
} (3.12)
Just like before, we have that:
∣∣E{uH uˆ}∣∣2 = E{uˆHu}E{uH uˆ} = Tr (WrxHWtxRu) Tr (WHtxHHWHrxRu) (3.13)
We noise power is simply:
E
{
‖Wrxn‖2
}
= Tr
(
WrxRnW
H
rx
)
(3.14)
Using the last two equations, we can see that optimizing the SNR amounts to finding the
maximum of the following function:
f(Wrx) =
Tr (WrxHWtxRu) Tr
(
WHtxH
HWHrxRu
)
Tr (WrxRnWHrx)
(3.15)
For this, we first compute the derivative of f(Wrx) to find:
∂f(Wrx)
∂WHrx
= Tr (WrxHWtxRu)
Tr
(
WrxRnW
H
rx
)
RuW
H
txH
H − Tr (WHtxHHWHrxRu)WrxRn
(Tr (WrxRnWHrx))
2
(3.16)
Equating the right hand side to zero and solving for Wrx we get:
Wrx =
Tr
(
WrxRnW
H
rx
)
Tr
(
WHtxH
HWHrxRu
)Ru (HWtx)H R−1n = αRu (HWtx)H R−1n (3.17)
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We can straightforwardly check that the value of α is irrelevant since both numerator and
denominator of the ratio (3.12) to be maximized depend on α as α2. Therefore, for simplicity,
we assume that α = 1, dropping the term.
The final expression for the Rx-MF receive filter is then:
Wrx = Ru (HWtx)
H R−1n (3.18)
3.3 Zero Forcing filters
Zero-forcing filters can be considered to be the opposite concept to that of matched-filters.
Whereas matched filters cared only about noise, trying to maximize the SNR but forgetting
about the interference, zero-forcing filters care only about interference, trying to completely
cancel it (hence the name of zero-forcing i.e. it forces the interference to be zero). However, as
the reader may guess, the price to pay for completely canceling the interference is that the SNR
will decrease.
In scenarios where the interference strongly dominates over the noise, decrease the SNR at
the expense of completely eliminating the interference is a really sensible design. Because of
this, zero-forcing filters are widely used in state-of-the-art MIMO systems and continue to be
included into standards forecast for the next decade.
Another very interesting property of zero-forcing designs, which actually is a direct conse-
quence of forcing the interference to be zero, is that the equivalent channel matrix H˜ becomes
a block-diagonal matrix:
H˜ =

(H˜)1,1 0 . . . 0
0 (H˜)2,2 . . . 0
...
...
. . .
...
0 0 . . . (H˜)N,N
 (3.19)
In this case, the model can be break-down on a per-user basis, since H˜ being block-diagonal
means that we have a set of N parallel, non-interacting subchannels. The end-to-end subchannel
corresponding to the i-th user becomes:
uˆi = (H˜)i,iui + zi ∀ i = 1, . . . , N (3.20)
Zero-Forcing filters which construct an equivalent channel such as the one in equation (3.20)
are commonly referred to as Block-Diagonalization (BD) methods.
3.3.1 Tx-ZF
We will start our study of Zero Forcing schemes by learning how to design a basic ZF precoder.
We will follow the scheme proposed in [9] and obtain a precoder which uses full coordination in
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the transmitter and no coordination in the receiver, with a TPC. Subsequently, this criterion is
useful for the single-user scenario and the downlink channel of the multi-user case.
The idea is actually really simple: we want a fully diagonalized channel where the signal
received by the i-th user is of the form:
yi = αui + zi (3.21)
That is, each user receives just the data symbols corresponding to that user, possibly attenu-
ated, plus some noise. The interference between users is zero since the signal received by the i-th
user does not depend on uj for j 6= i. Not only that, in this scheme we are also requiring that
the signal received by the k-th antenna of the i-th user, yki , depends only on the symbol sent on
the k-th data stream of user i, uki . That is, the interference has to be forced to zero not only at
user level, but also at antenna level. Finally, we are also asking that the attenuation suffered by
the signal, α, is constant for all users, and for all the antennas of each user too. Then, we can
see that this is fully equivalent to say that the equivalent channel matrix, H˜ = WrxHWtx has
to be the identity matrix of size Nr ×Nr.
By definition, a matrix which satisfies that is the Moore-Penrose pseudo-inverse of WrxH,
that is, the matrix (WrxH)
+. However, we will follow the derivations in [9], where they use
instead a constrained optimization problem which tries to minimize the total transmit power,
under the constraint H˜ = I. As we will see, the TPC will be enforced later by the introduction
of a scalar factor.
Mathematically, the optimization problem can be written as:
min
Wtx
E
{
‖Wtxu‖2
}
s.t. WrxHWtx = I (3.22)
As we studied in section 2.1.2, the total transmitted power is:
Ptx = E
{
‖Wtxu‖2
}
= Tr
(
WtxRuW
H
tx
)
(3.23)
Using that, we can write the Lagrangian for this optimization problem as:
L (Wtx,Φ) = Tr
(
WtxRuW
H
tx
)− Tr ((WrxHWtx − I) ΦH) (3.24)
Where we have introduced:
Φ =

φ1,1 . . . φ1,Nr
...
. . .
...
φNr,1 . . . φNr,Nr
 (3.25)
A matrix of dual variables associated to the (Nr)2 equality constraints imposed by the con-
dition WrxHWtx = I. Even if it may not be obvious at first sight, we can find the term
Tr((WrxHWtx − I)ΦH) to be completely equivalent to the typical summation term added for
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constructing a Lagrangian in optimization problems with equality constraints. Convex opti-
mization books usually add a term of the form
∑N
i=1 vihi(x), where {vi}Ni=1 are the Lagrange
multipliers, and {hi(x)}Ni=1 are the set of equality constraints so that a point x is feasible if and
only if hi(x) = 0 for all i. However, if we develop the matrix product (WrxHWtx − I) ΦH and
compute the trace, we see that it is a summation of the same kind, where each of the (Nr)2 φi,j
take the role of one of the vi, and every of the (Nr)
2 elements of the matrix WrxHWtx − I is
an equality constraint hi(Wtx) that should be satisfied.
Differentiating the Lagrangian and equating it to zero we get:
∂L
∂Wtx
= RuW
H
tx −ΦHWrxH = 0 (3.26)
Solving for Wtx:
Wtx = H
HWHrxΦR
−1
u (3.27)
Substituting that into the constraint WrxHWtx = I we can write:
WrxHH
HWHrxΦR
−1
u = I (3.28)
So that we get:
Φ =
(
WrxHH
HWHrx
)−1
Ru (3.29)
The expression for the precoder matrix is then:
Wtx = H
HWHrx
(
WrxHH
HWHrx
)−1
(3.30)
However, we must still take into account the TPC E
{
‖Wtxu‖2
}
≤ Pmax. The optimization
problem we are trying to solve tries to minimize the total transmitted power while keeping the
interference between data streams null. However, there is no guarantee at all that the minimum
we reach will be below the TPC, Pmax. To fix that issue, in [9], they take a heuristic approxi-
mation consisting on normalizing the previous expression for the precoder Wtx by multiplying
it by a scalar γ. Doing that, the final expression for the Tx-ZF precoder matrix is:
Wtx = γH
HWHrx
(
WrxHH
HWHrx
)−1
(3.31)
Where the value of γ is such that the constraint E
{
‖Wtxu‖2
}
≤ Pmax is satisfied. Devel-
oping the expression:
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E
{
‖Wtxu‖2
}
= Tr
(
WtxRuW
H
tx
)
Tr
(
WtxRuW
H
tx
)
= γ2 Tr
((
WrxHH
HWHrx
)−1
Ru
)
γ =
√√√√ Pmax
Tr
(
(WrxHHHWHrx)
−1 Ru
) (3.32)
This heuristic approximation can be enhanced if we introduce the TPC directly into the
optimization problem and increase the number of degrees of freedom in the system by taking into
account that the constraint WrxHWtx = I is not strictly necessary to remove the interference.
Indeed, having WrxHWtx = B with B an arbitrary diagonal matrix, we get no interference
between data streams. This observation gives rise to the first of the original contributions
developed along this project in the design of MIMO linear precoders. That new precoding
scheme, which we will call Generalized Tx-ZF, can be found in section 3.3.3.
3.3.2 Rx-ZF
Once we have seen how to design a basic ZF precoder, we will turn our attention to the dual
case and design a basic ZF receive filter. As we saw in the formulation of the Rx-MF, since we
will be optimizing only over Wrx, the transmitted power will be irrelevant in the formulation
and we will employ no transmitted power constraint of any kind. Indeed, this will happen in
the formulation of every receive filter unless we use a joint optimization of Wtx and Wrx.
We will be assuming full coordination in the receiver and no coordination in the transmitter,
hence the Rx-ZF criterion is to be used in single-user scenarios and in the uplink channel of
multi-user scenarios only.
For designing the receive filter Wrx according to the Rx-ZF scheme, we will assume Wtx
fixed and known. The main target is to obtain WrxHWtx = I. Again, the Moore-Penrose
pseudo-inverse of HWtx is a valid solution for the problem. Nevertheless, just like for the
Tx-ZF,we will use the derivation proposed in [9]. In that paper, the following constrained
optimization problem is formulated:
min
Wrx
E
{
‖u− uˆ‖2
}
s.t. WrxHWtx = I (3.33)
In words, in [9] they formulate the calculation of the Rx-ZF filter matrix as trying to minimize
the MSE under the restriction that the equivalent channel matrix H˜ = WrxHWtx is the identity
matrix. Substituting WrxHWtx = I in (2.27) we obtain:
Re = WrxRnW
H
rx (3.34)
Hence, the MSE simply becomes:
3.3 Zero Forcing filters 31
E
{
‖u− uˆ‖2
}
= Tr (Re) = Tr
(
WrxRnW
H
rx
)
(3.35)
The optimization problem can then be written as:
min
Wrx
Tr
(
WrxRnW
H
rx
)
s.t. WrxHWtx = I (3.36)
And the Lagrangian associated to the constrained optimization problem is:
L(Wrx,Φ) = Tr
(
WrxRnW
H
rx
)− Tr ((WrxHWtx − I) ΦH) (3.37)
Differentiating the Lagrangian with respect to Wrx we obtain:
∂L
∂Wrx
= RnW
H
rx −HWtxΦH (3.38)
Equating ∂L∂Wrx = 0 and solving for Wrx we get:
Wrx = ΦW
H
txH
HR−1n (3.39)
Substituting that result in the constraint WrxHWtx = I we get:
ΦWHtxH
HR−1n HWtx = I (3.40)
We can then observe that the matrix WHtxH
HR−1n HWtx will be a square matrix no matter
how many transmit and receive antennas we have in the system. Assuming that the previous
matrix is non-singular, we can write:
Φ = (WHtxH
HR−1n HWtx)
−1 (3.41)
So that the final expression for Wrx when using the Rx-ZF criterion becomes:
Wrx =
(
WHtxH
HR−1n HWtx
)−1
WHtxH
HR−1n (3.42)
3.3.3 Generalized Tx-ZF
As we said at the end of section 3.3.1, the idea for creating this new precoding scheme is to
allow the equivalent channel matrix H˜ to be an arbitrary diagonal matrix, instead of the identity
matrix. This actually means to allow each particual data stream in the system to experience a
different attenuation. Mathematically, we replace condition (3.21) by:
yki = b
k
i u
k
i + z
k
i (3.43)
Where, as we introduced in section 2.1, the index i refers to the user and k to the antenna
or data stream.
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Those extra degrees of freedom allow us to carry out a generalized optimization problem
which will usually outperform the basic Tx-ZF scheme in terms of SNIR. In the worst case
scenario, if the optimal choice for the set of bki happens to be of the form b
k
i = α ∀ i, k then the
performance of Generalized Tx-ZF would match that of basic Tx-ZF but it will never be lower,
as it is a generalization. To sum up, with respect to the simpler Tx-ZF, this scheme increases
the total SNIR at the price of having unequal SNIR per data-stream. In a multi-user scenario,
this implies that the distinct users will experience different Quality of Service (QoS), which may
be or not a problem depending on the mobile operator’s policy.
We must also note that, just like the Tx-ZF, this filter is thought with either a single-user
or a downlink multi-user scenario in mind.
To obtain the generalized Tx-ZF precoder, we assume a known and constant Wrx, just as
for the Tx-ZF. However, since now WrxHWtx = B with B an arbitrary diagonal matrix of size
Nr×Nr obtained as B = diag(b),b = [b11, . . . , br1, . . . , b1N , . . . , brN]T , we will modify the receive
filter to be B−1Wrx, as shown in figure 3.1. The introduction of B−1 in the receiver simply
serves the purpose of keeping the energy per symbol of the received constellation in the same
order of magnitude as the transmitted constellation. This way, a direct comparison (for instance
in terms of MSE) between uˆ and u is fair. Besides, the introduction of B−1 in the receiver is
equivalent to forcing again H˜ = INr, so that in the end the resulting MSE will be only due to
the noise.
Figure 3.1: Generalized Tx-ZF system model
As we said, the introduction of B creates Nr new degrees of freedom which can be exploited
to improve the design of the precoder with respect to the Tx-ZF. Without any loss of generality,
we will assume that bki ∈ R.
We will formulate a optimization problem which tries to minimize the MSE under the con-
straint WrxHWtx = B, taking into account that there is a new element in the reception chain
after Wrx: the diagonal matrix B
−1, which affects the MSE since it will modify the noise
power. We also include the TPC directly into the optimization problem, unlike they do in [9]
when deriving the Tx-ZF.
Mathematically, the optimization problem can be expressed as:
min
Wtx,b
E
{∥∥B−1Wrxn∥∥2} s.t. WrxHWtx = B
E
{
‖Wtxu‖2
}
≤ Pmax (3.44)
Where we have used that, since there is no interference, the MSE amounts to simply the
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total noise power at the output of the whole receive chain. The Lagrangian associated to that
problem is:
L(Wtx,b, λ,Φ) = Tr
(
B−1WrxRnWHrxB
−1)+ λ (Tr (WtxRuWHtx)− Pmax)−
− Tr ((WrxHWtx −B) ΦH) (3.45)
First of all, we will differentiate the Lagrangian with respect to Wtx to obtain:
∂L
∂Wtx
= λRuW
H
tx −ΦHWrxH (3.46)
Equating the derivative to zero and solving for Wtx we get:
Wtx =
1
λ
HHWHrxΦR
−1
u (3.47)
Inserting the previous expression into the constraint WrxHWtx = B we have:
B =
1
λ
WrxHH
HWHrxΦR
−1
u
Φ = λ
(
WrxHH
HWHrx
)−1
BRu
Wtx = H
HWHrx
(
WrxHH
HWHrx
)−1
B (3.48)
At this point, we must differentiate the Lagrangian with respect each of the bki too. In order
to do that, we observe that the Lagrangian can be written as:
L(Wtx,b, λ,Φ) =
N∑
i=1
r∑
k=1
(σzki
bki
)2
+
N∑
i=1
r∑
k=1
φki b
k
i + f (Wtx, λ) + g (Wtx,Φ) (3.49)
In the previous equation, we have introduced φ ∈ RNr as a vector containing the elements
in the diagonal of Φ, that is, φ = diag(Φ). Note that we are indexing the elements of φ under
an implicit partition φ = [φ1φ2 . . .φN ]
T ,φi ∈ Rr, using the notation we defined in chapter 2.
Besides, we have also introduced σzki
as the standard deviation of the equivalent noise zki . Recall
that, since z = Wrxn, the autocorrelation matrix of z is Rz = WrxRnW
H
rx. Then, σ
2
zki
can be
found from the (Nr)-dimensional vector formed with the elements of the diagonal of Rz using
the same indexing we employed for φ.
Assuming that Ru is a diagonal matrix, i.e. that the data streams are uncorrelated, we can
find:
φki = λσ
2
uki
bki c
k
i (3.50)
Where we have introduced the power of the symbol to be sent on the k-th data stream of
the i-th user, σ2
uki
indexed in the same way as σ2
zki
but using the elements in the diagonal of
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the autocorrelation matrix Ru. More importantly, we have also defined the vector c ∈ RNr as
c = diag
((
WrxHH
HWHrx
)−1)
which is being indexed under the same scheme as φ.
If we substitute the value of φki in the expression of the Lagrangian we obtained before:
L(Wtx,b, λ,Φ) =
N∑
i=1
r∑
k=1
(σzki
bki
)2
+ λ
N∑
i=1
r∑
k=1
σ2
uki
(bki )
2cki + f (Wtx, λ) + g (Wtx,Φ) (3.51)
Taking the derivative with respect to bki and equating it to zero we have:
∂L
∂bi
= −2
σ2
zki
(bki )
3
+ 2λσ2
uki
bki c
k
i = 0 (3.52)
In the previous expression, we can solve for the value of bki as a function of the dual variable
λ:
bi =
1
4
√
λ
b˜i
b˜i =
4
√√√√σ2zki
σ2
uki
1
cki
B˜ = diag
([
b˜11, b˜
2
1, . . . , b˜
r
1, . . . , b˜
1
N , b˜
2
N , . . . , b˜
r
N
])
(3.53)
Finally, to obtain the value of λ we use, as always, the TPC by replacing Wtx and B with
the expressions obtained previously. Doing that, we get:
1
4
√
λ
=
√√√√ Pmax
Tr
(
B˜RuB˜ (WrxHHHWHrx)
−1) (3.54)
Then, the final expression for the generalized Tx-ZF precoding matrix is:
Wtx =
√√√√ Pmax
Tr
(
B˜RuB˜ (WrxHHHWHrx)
−1)HHWHrx (WrxHHHWHrx)−1 B˜ (3.55)
With B˜ as it was defined in equation (3.53).
It is important to observe that the modification shown here with respect to the Tx-ZF
scheme in [9] reduces to the original Tx-ZF in the particular case when the quotient
σ2
zk
i
σ2
uk
i
and
the elements in the diagonal of the matrix
(
WrxHH
HWHrx
)−1
do not depend on the indexes
i, k. This actually occurs whenever all the data streams face the same channel, which in turn
depends on the distribution of the eigenvalues of the channel matrix H. The worst conditioned
H is, the better the generalized Tx-ZF will be with respect to the original Tx-ZF in [9].
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3.3.4 Block diagonalization: Spencer’s ZF
In section 3.3.1 we presented an elementary formulation for a zero forcing precoder. After that,
in the previous section, we showed that we can improve our design if we relax some of the zero-
forcing constraints to gain extra degrees of freedom, all while still keeping the interference at
user level non-existent. Continuing with that idea, we will show now that even a more relaxed
formulation can be used leading to even better results.
We just showed that, actually, to have an interference-free system, we don’t need the equiv-
alent channel matrix to be the identity matrix but it suffices to have a diagonal matrix. But,
actually, we do not even need that. As we actually said in equation (3.19), having a block-
diagonal equivalent channel matrix is enough to satisfy the objective of a zero-forcing design.
Based on this observation, Q. H. Spencer formulated in [15] a very general zero-forcing scheme
that will be studied in detail for the remaining of this section. Because of the way Spencer’s
ZF is obtained, this method is very commonly denoted as Block Diagonalization (BD) in the
specialized literate.
Unlike the other MIMO filtering and/or precoding schemes that have been explained in this
project up to know, Spencer’s ZF is the first one which is actually implemented in real-world
systems. Even if it is not strictly optimal, as we are about to see, it achieves a really nice
trade-off between performance and complexity. Because of that, many engineers have decided
to introduce this scheme in their communication systems, [16].
First of all, Spencer’s ZF is unlike other formulations we have just seen because it does not
start with an optimization problem. Also, it is the first scheme which has a joint tx-rx design,
meaning that we will obtain simultaneously the values of Wtx and Wrx. Finally, as we will see,
this formulation has another very nice property: it decouples the power allocation optimization
problem of the design of Wtx, thus getting extra degrees of freedom in our design.
Spencer’s ZF starts by targeting the root of the zero-forcing concept. What we really want,
in the most general form, is to get an equivalent channel matrix which is block-diagonal.
Recall the notation we introduced in chapter 2 for partitioning the channel matrix H in sets
of r rows as:
H =

(H)1
(H)2
...
(H)N
 (3.56)
Also, we partitioned the precoding matrix Wtx in sets of r columns as:
Wtx =
(
(Wtx)
1(Wtx)
2 . . . (Wtx)
N
)
(3.57)
As a recap, we remind the reader that under those definitions we have (H)i ∈ Cr×Mt and
(Wtx)
j ∈ CMt×r.
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What we specifically look for can be mathematically expressed as:
(H)i(Wtx)
j = 0r×r if i 6= j (3.58)
That condition can be readily satisfied if we choose the columns of (Wtx)
j to be vectors
within the null space of the matrix:
Hj =

(H)1
(H)2
...
(H)j−1
(H)j+1
...
(H)N

(3.59)
In words, what we are doing is to ensure an interference-free system by choosing the beam-
forming vectors of the j-th user within the span of the null space of the channel matrices seen
by all the other users. Note that Hj ∈ C(N−1)r×Mt and, under the assumption that Mt ≥ Nr
and that H is non-singular, it follows that the rank of Hj will be (N − 1)r, implying that the
dimension of its null space will be exactly Mt− (N − 1)r > 0. Hence, our problem does have a
solution indeed.
There are many ways of finding vectors satisfying that. Indeed, since the null space of a
matrix is a linear subspace, there are infinitely many possible choices to solve this problem.
However, one of the simplest and most computationally efficient implementations involves using
the SVD of the matrix Hj . As we know, any matrix A ∈ Cm×n can be expressed as:
A = UΣVH (3.60)
Where U ∈ Cm×m and V ∈ Cn×n are unitary matrices and Σ ∈ Cm×n is a diagonal matrix
whose diagonal entries are the singular values of the matrix A in decreasing order. If the rank
of A is rank(A) = s, then only the first s singular values will be non-zero. Moreover, there are
several key properties that follow from the SVD. Defining the following partition of the matrices
involved:
A = UΣVH =
(
(U)m×s(U)m×m−s
)( (Σ)s×s (0)s×m−s
(0)m−s×s (0)m−s×m−s
)(
(V)n×s(V)n×n−s
)H
(3.61)
The columns of U are usually referred to as left singular vectors, whereas columns of V are
denoted right singular vectors. Upon the previous partition, we can realize that:
A = (U)m×s(Σ)s×s(V)Hn×s (3.62)
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A form which is denoted reduced SVD.
In table 3.1 we summarize a set of well-known facts about the SVD will be useful along this
section:
Columns of are an orthonormal basis of
(U)m×s Column space of A
(V)n×s Column space of AH
(U)m×m−s Null space of AH
(V)n×n−s Null space of A
Table 3.1: Meaning behind SVD of an arbitrary m× n matrix A of rank s.
Those statements follow from elementary matrix algebra, hence the reader can find proof of
any of them in any undergraduate text on algebra such as [17].
Going back to our work, if we compute the SVD of the matrix Hj :
Hj = U˜jΣ˜jV˜
H
j (3.63)
With U˜j ∈ C(N−1)r×(N−1)r, Σ˜j ∈ C(N−1)r×Mt and V˜Hj ∈ CMt×Mt, then, we are interested in
obtaining the last Mt− (N − 1)r right singular vectors, that is, the last Mt− (N − 1)r columns
of V˜Hj . This is because, denoting by W
1
j the Mt ×Mt − (N − 1)r matrix with those right
singular vectors, we have that W1j then satisfies:
(H)iW
1
j = 0r×Mt−(N−1)r if i 6= j (3.64)
Which is exactly what we wanted. However, we are not fully done yet. In the end, we do
not only want an scheme that guarantees that the equivalent channel matrix is block diagonal
but, also, that each receiver can uncouple the different data streams directed to that user. In
other words, we need to provide a way for the receiver to “undo” the coupling introducing by
the matrices (H)jW
1
j , eliminating also the interference at antenna level and not only at user
level. In order to do so, we will use the SVD yet once more. Let us consider now the reduced
SVD of (H)jW
1
j :
(H)jW
1
j = UjΣjV
H
j (3.65)
Since (H)jW
1
j ∈ Cr×Mt−(N−1)r and we assume (H)j to have all its rows linearly independent,
we see that the rank of (H)jW
1
j is r. Also, as we are using now a reduced SVD form, we have
that Uj ∈ Cr×r, (Σ)j ∈ Cr×r and VHj ∈ Cr×Mt−(N−1)r. Let us denote now W2j = Vj . We
must point out that the previous matrix is not square, hence, it is not unitary unlike in the
non-reduced SVD. However, since the columns of that matrix are an orthonormal basis, in this
case of the column space of
(
(H)jW
1
j
)H
, we will have that:
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(H)jW
1
jW
2
j = UjΣjV
H
jVj = UjΣj (3.66)
Similarly, UHjUj = I. At this point, the reader should notice where we are heading. We
are going to use as precoding matrix:
(Wtx)
j = W1jW
2
j (3.67)
With W1j being the last Mt− (N − 1)r right singular vectors of Hj and W2j the first r right
singular vectors of (H)jW
1
j . In this way, the resulting (Wtx)
j has a size Mt × r as expected.
In the same way, we will employ as receive filter:
(Wrx)j,j = U
H
j (3.68)
Thanks to those decisions, we end up with the following end-to-end MIMO system:
uˆ = WrxHWtxu + Wrxn =
=

UH1 . . . 0
...
. . .
...
0 . . . UHN


(H)1
...
(H)N
((Wtx)1 . . . (Wtx)N)u + z =
=

UH1 . . . 0
...
. . .
...
0 . . . UHN


U1Σ1 . . . 0
...
. . .
...
0 . . . UNΣN


u1
...
uN
+

z1
...
zN
 =
=

Σ1 . . . 0
...
. . .
...
0 . . . ΣN


u1
...
uN
+

z1
...
zN
 (3.69)
Therefore, we have a set of N non-interacting channels of the form:
uˆi = Σiui + zi ⇔ uˆki =
√
λki u
k
i + z
k
i (3.70)
Where the elements in the diagonal of Σi have been defined as:
Σi =

√
λ1i . . . 0
...
. . .
...
0 . . .
√
λri
 (3.71)
Also, since zi = U
H
ini, the autocorrelation matrix of zi becomes Rzi = U
H
iRnUi. Besides,
in the usual case when Rn = σ
2
nINr, we can see that Rzi simplifies to Rzi = σ
2
nIr. On the other
hand, for an arbitrary Rn, the relative noise power in each antenna may change, but the total
noise power for the i-th user does not as Tr (Rzi) = Tr (Rni).
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Since we have a fully diagonalized system model now, equation (2.47) breaks down to a
much simpler form when we assume that Ru and Rz are diagonal matrices too:
Ri = E
{
r∑
k=1
log2
(
1 +
λki
σ2
zki
σ2
uki
)}
(3.72)
Where we have used that the determinant of a diagonal matrix is simply the product of the
diagonal entries and that the logarithm of a product is the sum of the logarithms. In addition
to that, we employed again σ2
uki
and σ2
zki
to refer to the elements in the diagonal of Rui and Rzi
respectively.
It is also important to recall that the diagonal entries of Σi,
√
λki , depend on the particular
realization of the matrix H. Therefore, in order to compute the total rate of the system, we must
average expression (3.72) taking into account the probability density function of the channel
matrix.
Due to the fact that we have been able to compute Wtx without worrying about the power
allocation yet, we can use the already known value obtained for Wtx to formulate a TPC,
a PBPC or even a PAPC in a very simple way. Actually, looking at equation (3.72), we
see the effect we talked about in the introduction: we have uncoupled the power allocation
problem from the design of Wtx. Now all we have to do is to compute
{
σ2
uki
}
i=1,...,N k=1,...,r
such that whatever transmit power constraint we are considering is satisfied. In general, there
will be several feasible choices for the power allocation. Hence, we may end up designing a
new mathematical optimization problem to find the “best” feasible choice, according to some
objective function to be optimized.
Its compatibility with any kind of transmit power constraints and the fact that coordination
between receivers is not required, make BD a perfectly feasible scheme to be applied in dis-
tributed multi-user MIMO scenarios on a per-cluster basis. Besides, BD not only achieves our
objective of having an interference-free system but in [15] they prove that, subject to a gener-
alized zero-forcing constraint, this scheme maximizes the system’s rate. Therefore, it should no
longer surprising that BD is probably the most popular precoding scheme nowadays for cellular
coordinated MIMO.
In the remaining of this section, we will study several power allocation methods which can
be employed along with Spencer’s ZF. We will consider a PBPC in all cases. This is because, as
we discussed in section 2.1.2, a PAPC can be studied as a particular case of a PBPC. Similarly,
a TPC can be studied as a PBPC when we have only one transmitter. Therefore, if we solve
the problem with a PBPC, we have solved all cases at once.
Uniform power allocation
The naivest approach to the power allocation problem is to use uniform power allocation. This
means that all the data streams of all transmitters are assigned exactly the same power. Math-
ematically:
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σ2
uki
= σ2u ∀ i = 1, . . . , N and k = 1, . . . , r (3.73)
In that case, the value of σ2u needs to be chosen so that the total power transmitted by each
of the base-stations, Ptx,j, does not surpass the maximum power available for that BTS, Pmax,j.
Doing so analytically is not possible. However, we can use a really simple numerical procedure
which we are about to describe.
First of all, recall that we can compute the transmitted power per antenna in the system as:
p = W2txpu (3.74)
In the previous equation, W2tx and pu are as defined in section 2.1.2. The vector p ∈ RMt
is such that plj contains the power transmitted by the l-th antenna of the j-th base-station.
Particularizing for a uniform power distribution, we have pu = σ
2
u1Nr with 1Nr being a constant
vector with all its Nr entries with value 1. In order to compute the total transmitted power per
BTS we recover the auxiliary matrix A defined in section 2.1.2 as A = IM×M ⊗ 1Tt so that the
power consumed by the j-th BTS is simply given by the j-th element of Ap.
Then, we will try to find the biggest value of σ2u such that the power transmitted by each
BTSs is below their own power constraint. Mathematically, we look for:
σ2u = sup
{
x | x (AW2tx1Nr)j ≤ Pmax,j ∀ j = 1, . . . ,M} (3.75)
We can employ a bisection search to find the supremum we are looking for in a very short
time. Even if clearly suboptimal, uniform power allocation is widely used by a very important
reason: it is extremely simple to implement. Moreover, its performance is acceptable in most
scenarios, as generally the cost incurred by including a mathematical optimization to solve
the power allocation problem exceeds the benefits produced by the slight improvement in the
system’s performance we would obtain.
Optimal power allocation
If employing a uniform power allocation is the simplest solution we can use, the opposite is to
use another optimization problem, this time with the power allocation vector pu as the variable
to be optimized. The most sensible optimization problem we can propose is a maximization of
the total rate of the system, that is:
max
pu
R(pu) =
N∑
i=1
r∑
k=1
log2
(
1 +
λki
σ2
zki
σ2
uki
)
s.t. E
{
‖(Wtx)ju‖2
}
≤ Pmax,j (3.76)
Where we have used a partition in sets of t rows of the precoding matrix Wtx, as defined in
section 2.1. As a consequence, recall that (Wtx)j ∈ Ct×Nr ∀ j = 1, . . . ,M .
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Since the logarithm of an affine function of x is concave on x, and a sum of concave functions
is concave, we can conclude that our current objective function, the sum rate in the system R,
is a concave function of pu. Moreover, the power constraints E
{
‖(Wtx)ju‖2
}
≤ Pmax,j can be
expressed as
(
AW2txpu
)
j
≤ Pmax,j ∀ j = 1, . . . ,M as we saw in section 2.1.2 and during the
explanation of the uniform power allocation algorithm in the previous subsection. Therefore,
the constraints are linear on σ2
uki
.
As a consequence, the previous optimization problem is convex and its solution can be
found employing numerical methods based on convex optimization. Several suitable libraries for
MATLAB can be used for that purpose, like cvx. However, in order to get a higher grade of
insight about the problem, we will try to find an analytical solution to that problem using the
KKT conditions.
The Lagrangian can be written as:
L(pu,µ) = R(pu)− µT
(
AW2txpu −Pmax
)
(3.77)
Where we have introduced the vector of Lagrangian multipliers:
µ =

µ1
...
µM
 (3.78)
And the vector of maximum powers per BTS:
Pmax =

Pmax,1
...
Pmax,M
 (3.79)
The derivative of the Lagrangian with respect to σ2
uki
can be written as:
∂L(pu,µ)
∂σ2
uki
=
λki
σ2
zk
i
ln(2)
(
λki
σ2
zk
i
)
σ2
uki
− lki (3.80)
Where we have introduced l ∈ RNr defined as l = (µTAW2tx)T and we have employed the
same vector indexing scheme we have been extensively using throughout this chapter. Note that
µTAW2tx is a row vector of size Nr so that the k+ (i− 1)r-th entry, which under our indexing
scheme is denoted lki , accounts for the slope of the affine function µ
T
(
AW2txpu −Pmax
)
with
respect to independent the variable σ2
uki
.
Equating the previous derivative to zero, this can be rearranged into the following form:
σ2
uki
+
(
λki
σ2
zki
)−1
=
1
ln(2)lki
(3.81)
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The reader can now spot the great similarity between the solution obtained in equation
(3.81) and the well-known waterfilling distribution. The main difference is that, in this case,
the waterlevel is given by 1
ln(2)lki
. Therefore, the waterlevel is not fixed, but it depends on the
particular data stream indexes i and k. Also, we see that the Lagrange multipliers µi appear
coupled in the solution along with the waterlevels. We can write Nr equations of the form in
(3.81) which, together with the M PBPC equations, suffice to find the unique optimum for all
the Nr + M variable (Nr power allocation coefficients σ2
uki
and M Lagrange multipliers µi).
However, due to the variability of the waterlevels and the coupling of the Lagrange multipliers,
no closed-form solution exists and we must end up employing numerical optimization methods
based on convex optimization to reach the particular solution. We could use convex optimization
techniques to directly find the solution of the problem from the beginning, or we could use them
to find the waterlevels and, then, obtain the optimal power allocation from (3.81). Either way,
the complexity is similar.
Suboptimal power allocation schemes based on waterfilling
Even though the complexity of the optimal solution obtained before may be still too high
for certain scenarios where including a convex-optimization routine in the software may be
unfeasible, it serves as a motivation to develop suboptimal schemes. As we have seen, the
optimal solution resembles a sort of variable-level waterfilling where the waterlevel was different
for each particular data stream and the Lagrange multipliers were coupled in the set of equations.
On [18], the authors propose two different suboptimal power-allocation schemes based on
waterfilling. Those allow obtaining a solution with traditional waterfilling algorithms which
performs very closely to the optimal power allocation.
Modified waterfilling
The first algorithm proposed will try to reduce complexity by solving the coupling of the
Lagrange multipliers in the equations shown before. In order to do that, the authors try to find
a unique power constraint, more restrictive than all the original constraints, so that the resulting
Lagrangian would have just one Lagrange multiplier µ.
In order to find that new “super-constraint”, they propose introducing a virtual “equivalent”
BTS which considers, for each data stream, the most stringent constraint of the original set.
Mathematically, they define:
Ωj = max
k=1,...,M
(
AW2tx
)k,j ∀ j = 1, . . . , Nr (3.82)
From an intuitive point of view, what we are doing is as follows. The M × Nr matrix
AW2tx, when multiplied by the power allocation vector pu, gives a vector of size M with the
power transmitted by each of the M BTSs. Instead of doing that, we collapse the M rows in
AW2tx to a unique row by keeping, for each column, the entry with the biggest value out of
the M entries in that column. In this way, we get a row vector Ω of size Nr which is actually
a worst-case combination of the M original rows. Since each of the original rows corresponded
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to a particular BTS, what we are doing is constructing a virtual, worst-case BTS which suffers
worse conditions from the power-allocation point of view than all of the M original BTSs.
With Ω defined as above, the power constraint becomes:
ΩTpu ≤ Pmax (3.83)
In this particular case, the authors assumed that all the BTSs had the same power available.
If that was not the case, we could make:
Pmax = min
j=1,...,M
Pmax,j (3.84)
In order to ensure that all the constraints are satisfied.
The readers can easily convince themselves that, as long as equation (3.83) holds, all of the
original power constraints
(
AW2txpu
)
j
≤ Pmax,j will hold too. Of course, the price we pay is
that, except in very special realizations of the channel matrix, none of the original constraints
will be active. In other words, this suboptimal approach is a bit too conservative, so that the
total power employed will be smaller than the optimum.
Using the new “super-constraint”, we can rewrite the Lagrangian as:
L(pu, µ) = R(pu)− µ
(
ΩTpu − Pmax
)
(3.85)
The derivative with respect to σ2
uki
is:
∂L(pu, µ)
∂σ2
uki
=
λki
σ2
zk
i
ln(2)
(
λki
σ2
zk
i
)
σ2
uki
− µΩki (3.86)
Equating to 0 and rearranging as before:
σ2
uki
+
(
λki
σ2
zki
)−1
=
1
ln(2)µΩki
(3.87)
We can see that the problem is the same as finding the constant KMWF =
1
ln(2)µ such that,
for all the σ2
uki
, the following equation holds:
σ2
uki
=
KMWF 1
Ωki
−
(
λki
σ2
zki
)−1+ (3.88)
Where the operator [·]+ is the identity function when its argument is positive and zero
otherwise.
The reader can note that, again, this problem is a waterfilling distribution with a variable
waterlevel in each of the datastreams. However, thanks to the clever trick of intruducing this
“super-constraint”, the authors in [18] have been able to successfully decouple the problem from
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the Lagrange multipliers. In this new scenario, we only need to find the value of KMWF and the
σ2
uki
since all of the Ωki are known. In order to solve that, algorithms similar to the ones which
solve the standard waterfilling problem can be employed.
Even if suboptimal, numerical results confirm that this kind of power allocation can perform
very close to the optimal, with a much lower computational complexity which avoids the burden
of employing convex optimization routines every time the power allocation has to be refreshed.
Waterfilling
Also in [18], the authors propose yet another simplification. Taking into account that, in
practical realizations, the distinct Ωj are very similar for all j, we can approximate them as a
constant which can be included directly into the waterlevel. Mathematically, this means:
Ωj ≈ Ω ∀ j = 1, . . . , Nr (3.89)
KWF =
1
ln(2)µΩ
(3.90)
With this, we get a standard waterfilling problem:
σ2
uki
=
KWF −( λki
σ2
zki
)−1+ (3.91)
For this scheme the complexity of finding the (suboptimal) solution is trivial, at the cost
of a slightly greater performance gap with respect to the Modified Waterfilling scheme shown
before.
3.4 MMSE filters
3.4.1 Rx-WF
The problem of finding the receive linear filter which minimizes the MSE is a well-known problem,
which was solved by the American mathematician Norbert Wiener, [19]. In a completely general
fashion, the solution to the problem of estimating a random vector u from another input random
vector, y, by using linear filtering as uˆ = Wrxy is given by:
Wrx = R
−1
y Ryu (3.92)
Where Ry is the autocorrelation matrix of the input vector y and Ryu is the cross-correlation
matrix between the input vector y and the vector to be estimated, u. Applying (2.1) we have
that:
Ry =HWtxRuW
H
txH
H + Rn
Ryu =HWtxRu (3.93)
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So that the expression of the Rx-WF is simply:
Wrx = (HWtxRuW
H
txH
H + Rn)
−1HWtxRu (3.94)
Alternatively, using Woodbury’s identity, also known as the matrix inversion lemma, we can
write:
Wrx = (W
H
txH
HR−1n HWtx + R
−1
u )
−1WHtxH
HR−1n (3.95)
Both formulas for Wrx are fully equivalent and can be indistinctly used.
This linear filter as obtained here needs access to the signal in all the receive antennas, hence
it requires full coordination in the receiver. The Rx-WF does not employ any kind of precoder.
The matrix Wtx shown in the formulations is assumed fixed and known a priori when designing
the receive filter and can perfectly be assumed to be an identity. Hence, as far as the Rx-WF
is concerned, no coordination is needed in the transmitter. This scheme can be used then in
single-user scenarios and in multi-user scenarios for the uplink channel only.
3.4.2 MMSE-UC
We will start studying MMSE precoders by what probably is the simplest possible approach:
getting the value of Wtx which minimizes the total MSE without considering any power con-
straint at all and incorporating later the TPC with an heuristic approach like the one we used
in section 3.3.1. This scheme will be denoted as Unconstrained MMSE precoder (MMSE-UC)
min
Wtx
E
{
‖u− uˆ‖2
}
(3.96)
In other words, we look for the value of Wtx which minimizes the trace of Re. Using (2.27)
the cost function to be optimized can be written as:
f(Wtx) = Tr((WrxHWtx − I)Ru (WrxHWtx − I)H) + Tr(WrxRnWHrx) (3.97)
Differentiating f(Wtx) with respect to W
H
tx yields:
∂f(Wtx)
∂WHtx
= (WrxH)
H (WrxH) WtxRu − (WrxH)H Ru (3.98)
Equating the derivative to 0 and solving for Wtx we get:
Wtx =
(
(WrxH)
H (WrxH)
)−1
(WrxH)
H (3.99)
If we look at equation (3.30), we can see that the solution for the Tx-ZF (before adding
the heuristic scalar γ to satisfy the TPC) and the expression we have achieved now, also before
satisfying the TPC are, indeed, very much alike. Not only they seem similar but, actually, they
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are the same matrix. To prove that, let as consider an SVD decomposition of the equivalent
channel matrix as seen by the precoder, WrxH = UΣV
H and substitute into equations (3.30)
and (3.99):
(
(WrxH)
H (WrxH)
)−1
(WrxH)
H =
(
VΣHUHUΣVH
)−1
VΣHUH
=
(
V|Σ|2VH
)−1
VΣHUH
= VΣ−1UH (3.100)
(WrxH)
H
(
(WrxH) (WrxH)
H
)−1
= VΣHUH
(
UΣVHVΣHUH
)−1
= VΣHUH
(
U|Σ|2UH
)−1
= VΣ−1UH (3.101)
Therefore, both expressions actually define the same matrix.
As we can see, the point about this section was not studying a new filtering scheme, as we
said at the beginning, but rather to shed some light about the characteristics of the Tx-ZF. Here
we have learnt that such scheme is not just a basic Zero Forcing solution obtained by minimizing
the total transmitted power while keeping the equivalent channel matrix as an identity matrix.
In addition to that, it is the matrix which minimizes the total MSE when no transmit power
constraints are directly included into the formulation.
3.4.3 MMSE-C
Taking a step forward with respect to the previous formulation, we can try to produce a similar
MMSE formulation (fixed and known Wrx, full coordination in the transmitter, no coordination
in the receiver and TPC) but, this time, we will include the TPC directly into the optimization
problem. This gives rise to our next MSSE scheme, the Constrained MMSE precoder (MMSE-C)
We can formulate the optimization problem as:
min
Wtx
E
{
‖u− uˆ‖2
}
s.t. E
{
‖Wtxu‖2
}
≤ Pmax (3.102)
The Lagrangian for the previous problem is:
L(Wtx, λ) = Tr
(
(WrxHWtx − I) Ru (WrxHWtx − I)H
)
+
+ Tr
(
WrxRnW
H
rx
)
+ λ
(
Tr(WtxRuW
H
tx − Pmax
)
(3.103)
Computing the derivative with respect to WHtx yields:
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∂L(Wtx, λ)
∂WHtx
= (WrxH)
H (WrxH) WtxRu + λWtxRu − (WrxH)H Ru (3.104)
Equating the previous result to 0 and solving for Wtx we can get:
Wtx =
(
(WrxH)
H (WrxH) + λI
)−1
(WrxH)
H (3.105)
Using, as we did in the previous section, the SVD WrxH = UΣV
H , we can find that the
previous expression for Wtx is:
Wtx =
(
V|Σ|2VH + λI
)−1
VΣHUH = V
ΣH
|Σ|2 + λIU
H (3.106)
Where we have introduced an abuse of notation which we will use through this project: the
division of two diagonal matrices is to be understood as the diagonal matrix whose diagonal
elements are obtained by the element-wise division of the diagonal entries of the matrix in the
numerator and the diagonal entries of the matrix in the denominator.
If we do the following algebraic manipulation:
Wtx = V
ΣH
|Σ|2 + λIU
H = VΣHUHU(
(
|Σ|2 + λI
)−1
UH =
= VΣHUH(
(
U|Σ|2UH + λI
)−1
=
= (WrxH)
H
(
(WrxH) (WrxH)
H + λI
)−1
(3.107)
In the end, we reach two equivalent expressions for Wtx. However, due to the restriction
Nr ≤ Mt, the second form will involve the inversion of a smaller matrix Nr × Nr instead of
Mt×Mt, so it provides computational advantages.
We still need to figure out the value of the Lagrange multiplier λ. As usual, we can do so by
using the TPC. However, unlike in previous formulations where we could easily solve for λ from
the TPC, now there is no analytic formula which finds its value because the Lagrange multiplier
is within an inverse of a sum of matrices. Therefore, in the most general case, we need to use
numerical methods to find a positive root of the function:
f(λ) = Tr
(
Wtx(λ)RuW
H
tx(λ)
)− Pmax (3.108)
However, as we will show now, we can greatly simplify that expression if we assume, as it
the most usual case, that Ru = I. The matrix (WrxH) (WrxH)
H is a hermitian matrix, hence
it is a normal matrix and, according to the spectral theorem, it can be unitarily diagonalized as:
(WrxH) (WrxH)
H = UDUH (3.109)
Where D is related with the SVD of WrxH as D = |Σ|2. Furthermore, let us introduce
for notational simplicity F = (WrxH) (WrxH)
H + λI. Using the previously defined SVD, we
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can write that F = U (D + λI) UH and F−1 = U (D + λI)−1 UH , expression which will come
handy very soon.
On the other hand, inserting the form of Wtx obtained in (3.107), the term Tr
(
WtxRuW
H
tx
)
can be expressed as:
Tr
(
WtxRuW
H
tx
)
= Tr
(
(WrxH)
H F−1RuF−1 (WrxH)
)
=
= Tr
(
F−1 (WrxH) (WrxH)H F−1Ru
)
=
= Tr
(
U
D
(D + λI)
UHRu
)
(3.110)
Using the simplification Ru = I we have that:
Tr(WtxRuW
H
tx) =
Nr∑
k=1
σ2k(WrxH)(
σ2k(WrxH) + λ
) (3.111)
Where σ2k(WrxH) is the k-th singular value squared of the matrix WrxH or, equivalently,
the k-th eigenvalue of either the matrix (WrxH) (WrxH)
H or the matrix (WrxH)
H (WrxH).
As we see, now the problem of finding λ simplifies into finding the roots of a polynomial of
order 2Nr. Still, whenever 2Nr ≥ 5, the problem cannot be solved analytically. Nevertheless, in
terms of computational complexity, this problem is much easier to solve than the more general
form obtained before, which involves the computation of matrix inverses every time the objective
function has to be evaluated.
When Wtx is computed according to the MMSE-C filter, we can reduce the expression of
the end-to-end MIMO system to the following form:
uˆ = WrxHWtxu + Wrxn = U
D
D + λI
UHu + z (3.112)
The matrix U is unitary, therefore it can be interpreted as a rotation in the complex plane
or a change of basis. Then, we see that the performance of the i-th subchannel depends on the
value of the quotient
σ2k(WrxH)
σ2k(WrxH)+λ
.
We can also find a simplified expression of the error autocorrelation matrix, Re. Substituting
the value of Wtx we can get:
Re =
(
(WrxH) (WrxH)
H + λI
)−1
Ru
(
(WrxH) (WrxH)
H + λI
)−1
+ WrxRnW
H
rx (3.113)
With this expression for Re, we can obtain performance measures such as the MSE and so
on.
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3.4.4 Tx-WF
In this section, we will study the derivation of a state-of-the-art MMSE precoder for MIMO
systems. This precoder was proposed in [9]. The derivations shown during this section will be
essential for our subsequent work since the most elaborated original contributions of this project
on the design of MIMO precoders try to generalize and enhance the scheme we will be discussing
now.
In [9], they formulate the problem of finding a MMSE precoder with a TPC, assuming full
coordination in the transmitter and no coordination in the receiver. Therefore, a priori, they try
to solve the same problem we have tackled in section 3.4.3. The difference lies in the introduction
of a clever modification of the problem which will allow finding an analytic expression for the
Lagrange multiplier.
For this, we will assume that after the receive filter Wrx, which is once more assumed
fixed and known by the transmitter, there is an Automatic Gain Control filter which amounts
simply to an scalar α. In other words, what we are saying is that the end-to-end system is now
characterized by the equation:
uˆ = αWrxHWtxu + αWrxn (3.114)
A block-diagram representation of the new system model is depicted in figure 3.2.
Figure 3.2: Tx-WF system model.
The optimization problem will be analogous to the one in section 3.4.3 but now, instead of
optimizing only Wtx, we will jointly optimize α and Wtx. Mathematically:
min
Wtx,α
E
{
‖u− uˆ‖2
}
s.t. E
{
‖Wtxu‖2
}
≤ Pmax (3.115)
After the inclusion of α, the error autocorrelation matrix can be found by changing in (2.27)
Wrx by αWrx. Doing that we get:
Re = (I− αWrxHWtx) Ru (I− αWrxHWtx)H + |α|2WrxRnWHrx (3.116)
Therefore, the Lagrangian associated to the constrained optimization problem takes the
following form:
L(Wtx, α, λ) = Tr
(
(I− αWrxHWtx) Ru (I− αWrxHWtx)H
)
+ |α|2 Tr (WrxRnWHrx)+
+ λ
(
Tr
(
WtxRuW
H
tx
)− Pmax) (3.117)
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As usual, we will begin by differentiating the Lagrangian with respect to WHtx to find:
∂L(Wtx, α, λ)
∂WHtx
= |α|2 (WrxH)H (WrxH) WtxRu + λWtxRu − α∗ (WrxH)H Ru (3.118)
Therefore the value of Wtx which yields a singular point of the Lagrangian is:
Wtx = α
∗
(
|α|2 (WrxH)H (WrxH) + λI
)−1
(WrxH)
H (3.119)
For reasons that will become fully clear later, it is interesting to do the following algebraic
manipulation in the previous expression:
Wtx = α
∗
(
|α|2 (WrxH)H (WrxH) + λI
)−1
(WrxH)
H =
=
α∗
|α|2
(
(WrxH)
H (WrxH) +
λ
|α|2 I
)−1
(WrxH)
H (3.120)
In order to keep notation compact, we define:
F = (WrxH)
H (WrxH) +
λ
|α|2 I (3.121)
Note that the matrix F is hermitian.
The precoding matrix Wtx can be written in terms of F as:
Wtx =
α∗
|α|2 F
−1 (WrxH)H (3.122)
However, we are far from done yet. Since we have another variable, we have to differentiate
the Lagrangian also with respect to α∗. Doing so we obtain:
∂L(Wtx, α, λ)
∂α∗
= αTr
(
(WrxHWtx) Ru (WrxHWtx)
H + WrxRnW
H
rx
)
− Tr
(
Ru (WrxHWtx)
H
)
(3.123)
Hence, the optimal value for α is then:
α =
Tr
(
Ru (WrxHWtx)
H
)
Tr
(
(WrxHWtx) Ru (WrxHWtx)
H + WrxRnWHrx
) (3.124)
One can see that the expression for α seems to be the same one we would get if we did
the optimization of the AGC as a scalar Wiener filter at the receiver independently (see section
3.4.1). However, the key point is that, since the precoding matrix is actually a function of α and
the value of α depends on the value of the precoding matrix, we have a coupled set of equations.
The difference between the Tx-WF scheme and using a MMSE-C precoder with a scalar Wiener
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filter computed independently, is precisely that the second option does not take into account
the coupling and, therefore, even if the expressions for Wtx and α seem analogous, the solution
won’t be the same. In this way, the Tx-WF precoder is more general hence it will achieve a
better performance.
To solve the coupling between equations, we will introduce:
W˜tx =
|α|2
α∗
Wtx = F
−1 (WrxH)H (3.125)
Inserting that in (3.124) yields:
α =
α
|α|2 Tr
(
Ru
(
WrxHW˜tx
)H)
1
|α|2 Tr
((
WrxHW˜tx
)
Ru
(
WrxHW˜tx
)H
+ |α|2WrxRnWHrx
) (3.126)
Canceling common terms and rearranging we can write:
|α|2 Tr (WrxRnWHrx) = Tr(Ru (WrxHW˜tx)H)− Tr((WrxHW˜tx)Ru (WrxHW˜tx)H)
(3.127)
The term on the right hand side can be rewritten by doing some boring algebra:
A = Tr
(
Ru
(
WrxHW˜tx
)H)− Tr((WrxHW˜tx)Ru (WrxHW˜tx)H) =
= Tr
(
F−1
(
I− (WrxH)H (WrxH) F−1
)
(WrxH)
H Ru (WrxH)
)
(3.128)
It can be further developed if we introduce the unitarily diagonalized form of the matrix
(WrxH)
H (WrxH) = UDU
H . With this we can write:
F−1 = U
(
D +
λ
|α|2 I
)−1
UH (3.129)
And then:
I− (WrxH)H (WrxH) F−1 = I−U D
D + λ|α|2 I
UH = U
λ
|α|2 I
D + λ|α|2 I
UH (3.130)
Therefore:
F−1
(
I− (WrxH)H (WrxH) F−1
)
= U
λ
|α|2 I(
D + λ|α|2 I
)2 UH (3.131)
So that we can finally write:
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A = Tr
U λ|α|2 I(
D + λ|α|2 I
)2 UH (WrxH)H Ru (WrxH)
 (3.132)
For reasons that will be fully understood soon enough, we will forget about the previous
expression for a moment and switch to something seemingly unrelated. In this formulation, we
were considering a TPC expressed as Tr
(
WtxRuW
H
tx
) ≤ Pmax . If we develop the left hand
side...
Ptx = Tr
(
WtxRuW
H
tx
)
=
1
|α|2 Tr
(
W˜txRuW˜
H
tx
)
=
=
1
|α|2 Tr
(
F−1 (WrxH)H Ru (WrxH) F−1
)
=
=
1
|α|2 Tr
(
F−2 (WrxH)H Ru (WrxH)
)
=
=
1
|α|2 Tr
U I(
D + λ|α|2 I
)2 UH (WrxH)H Ru (WrxH)
 (3.133)
As we see, we reach a pretty surprising result: the total transmitted power and the term we
called A are related by the very simple equation:
A = λPtx (3.134)
Moreover, we can infer from equation (3.127) that A is nothing but the total noise power
at the output of the AGC. That is:
A = |α|2 Tr (WrxRnWHrx) (3.135)
Therefore, it is possible to find the scalar term inside the matrix inverse for the expression
of Wtx to be:
λ
|α|2 =
Tr
(
WrxRnW
H
rx
)
Ptx
(3.136)
The most sensible choice is to enforce the TPC with equality, that is, Ptx = Pmax. Subse-
quently, we can write finally:
W˜tx =
(
(WrxH)
H (WrxH) +
Tr
(
WrxRnW
H
rx
)
Pmax
I
)−1
(WrxH)
H (3.137)
The key point of this formulation is that we have been able to analytically determine the
value of W˜tx. In section 3.4.3, we saw that it was not possible to determine the value of the
Lagrange multiplier λ in an easy way. However, thanks to the trick of including an AGC scalar
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α, we have seen that we can obtain an analytical expression for the ratio λ|α|2 . This solves the
problem of finding a scalar which is within the inverse of a sum of matrices, allowing us to get
the sought solution without resorting to numerical methods. Thus, we end up avoiding the most
computationally expensive step needed for computing the MMSE-C precoder.
Finally, we still need to solve for the value of α. Since we now know the value of W˜tx, we
can use equation (3.133) to find:
|α|2 = Pmax
Tr
((
(WrxH)
H (WrxH) +
Tr(WrxRnWHrx)
Pmax
I
)−2
(WrxH)
H Ru (WrxH)
) (3.138)
Therefore, we see that only the magnitude of α matters, being the phase irrelevant for
optimality. The simplest choice is then to take α as a real number, that is:
α =
√√√√√ Pmax
Tr
((
(WrxH)
H (WrxH) +
Tr(WrxRnWHrx)
Pmax
I
)−2
(WrxH)
H Ru (WrxH)
) (3.139)
And using that value for α the precoding matrix is:
Wtx =
1
α
(
(WrxH)
H (WrxH) +
Tr
(
WrxRnW
H
rx
)
Pmax
I
)−1
(WrxH)
H (3.140)
Or, in the equivalent but less computationally efficient form:
Wtx =
1
α
(WrxH)
H
(
(WrxH) (WrxH)
H +
Tr
(
WrxRnW
H
rx
)
Pmax
I
)−1
(3.141)
Unitarily diagonalizing (WrxH) (WrxH)
H = VDVH , the end-to-end MIMO system be-
comes:
uˆ =
1
α
V
D
D + Tr(WrxRnW
H
rx)
Pmax
I
VHu + αWrxn (3.142)
With this, the error covariance matrix can be expressed in the following closed-form yet
monstrous equation:
3.4 MMSE filters 54
Re =
(
I− 1
α
V
D
D + Tr(WrxRnW
H
rx)
Pmax
I
VH
)
Ru
(
I− 1
α
V
D
D + Tr(WrxRnW
H
rx)
Pmax
I
VH
)H
+
+ |α|2WrxRnWHrx =
=
V (α− 1)D + Tr(WrxRnWHrx)Pmax I
α
(
D + Tr(WrxRnW
H
rx)
Pmax
I
) VH
Ru
V (α− 1)D + Tr(WrxRnWHrx)Pmax I
α
(
D + Tr(WrxRnW
H
rx)
Pmax
I
) VH
H =
+ |α|2WrxRnWHrx =
(3.143)
3.4.5 PBPC Tx-WF
After having studied several MMSE schemes, both for transmit precoding and receive filtering,
we can note that we lack a proper MMSE formulation which is feasible for a distributed multi-
user MIMO scenario, mostly by the lack of MMSE filters which include PBPC in their design.
In order to tackle this problem, we will try to develop, as a first step, a modification of the
Tx-WF precoder which includes PBPC instead of a TPC. We will assume full coordination in
the transmitter and no coordination in the receiver. Therefore, this scheme can be perfectly
used in cellular coordinated MIMO within each cluster of coordinated base-stations.
In this section we will be working with the per-rows partition of Wtx defined in section 2.1.
Hence, we will work with blocks (Wtx)j ∈ Ct×Nr ∀ j = 1, . . . ,M . Under this scheme, the PBPC
can be expressed mathematically as:
Tr
(
(Wtx)jRu(Wtx)
H
j
)
= Pmax,j (3.144)
We will assume a generalization of the scalar Wiener filter in the receiver discussed in section
3.4.4 by considering a per-antenna scalar Wiener filter in the receiver. Then Wrx can be
expressed as a diagonal matrix Wrx = B
−1 with B = diag
([
b11b
2
1 . . . b
r
1 . . . b
1
Nb
2
N . . . b
r
N
])
. Clearly,
B ∈ CNr×Nr and so does Wrx. The resulting system model is as shown in figure 3.3. Precisely,
the effect of Wrx being a diagonal matrix B
−1 is that the k-th data symbol estimate in the i-th
user’s receiver, uˆki , is computed just by scaling by a factor (b
k
i )
−1 the signal received by the k-th
antenna of that user, yki .
Figure 3.3: PBPC Tx-WF system model.
In order to find our precoder-receive filter pair, we want to solve the following optimization
program:
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min
Wtx,b
E
{
‖u− uˆ‖2
}
s.t. E
{
‖(Wtx)ju‖2
}
= Pmax,j ∀ j = 1, . . . ,M (3.145)
Its associated Lagrangian can be written as:
L(Wtx,B, λ1, . . . , λM ) = Tr
(
(B−1HWtx − I)Ru(B−1HWtx − I)H + B−1RnB−H
)
+
M∑
j=1
λj
(
Tr
(
(Wtx)jRu(Wtx)
H
j
)− Pmax,j) (3.146)
We can pretty much differentiate that Lagrangian as for the case with a TPC. However, we
must realize that the derivative of f(Wtx) = Tr((Wtx)jRu(Wtx)
H
j ) with respect to W
H
tx is
just:
∂f(Wtx)
∂WHtx
=

0t×Nr
0t×Nr
...
(Wtx)j
...
0t×Nr

Ru (3.147)
We can find that by recalling that we can define the derivative of a scalar function respect
of a matrix X as another matrix D such that the entry (D)i,j situated in the i-th row and the
j-th column is (D)i,j = ∂f(X)
∂(X)i,j
. With that definition, ∂ Tr(AX)∂X = A
T . For notational simplicity,
we are all the time working instead with the convention (D)i,j = ∂f(X)
∂(X)j,i
so that ∂ Tr(AX)∂X = A.
Note that since we actually use the derivative just to find stationary points, that is, to equate
the derivative to the zero matrix, it’s irrelevant which form we use. Using the latter convention,
we find the previous derivative in a straightforward way. Note also that:
∂ Tr((WtxRuW
H
tx))
∂WHtx
=
M∑
j=1
∂ Tr
(
(Wtx)jRu(Wtx)
H
j
)
∂WHtx
=
M∑
j=1

0t×Nr
0t×Nr
...
(Wtx)j
...
0t×Nr

Ru = WtxRu
(3.148)
So we see that the previous result is consistent. By applying that, we can differentiate the
Lagrangian with respect to the precoding matrix and get:
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∂L(Wtx,B, λ1, . . . , λM )
∂WHtx
= HHB−2HWtxRu −HHB−1Ru +

λ1(Wtx)1
λ2(Wtx)2
...
λM (Wtx)M
 (3.149)
Equating the derivative to the zero matrix and solving yields:
Wtx = (H
HB−2H + Λ)−1HHB−1 (3.150)
Where we have introduced the matrix of dual variables Λ, which can be computed as a
kronecker product of a diagonal matrix with all the λi, that is, diag(λ1, . . . , λM ) and the identity
matrix of size t× t. Mathematically:
Λ = diag(λ1, . . . , λM )⊗ It (3.151)
Now, we will take advantage of knowing the solution of Wtx to simplify the Lagrangian. We
can do that as long as we differentiate the new function with respect to bki taking into account
that the expression of Wtx depends on the new independent variables. What we are actually
doing, is to define a new function that depends only on B by restricting Wtx = Wtx(B) to lie
on a surface where the precoding matrix is optimal. That is useful because:
Tr
(
WHtxH
HB−2HWtxRu
)
= Tr
(
WHtx(H
HB−2H + Λ)WtxRu
)− Tr (WHtxΛWtxRu) =
= Tr
(
B−1HWtxRu
)− Tr (WtxRuWHtxΛ) (3.152)
On the other hand, we can see that:
M∑
j=1
λj(Tr
(
(Wtx)jRu(Wtx)
H
j
)
) = Tr
(
WtxRuW
H
txΛ
)
(3.153)
Putting all together and using the invariance of the trace function against circular shifts of
its arguments and transposition we reach a very simple expression for the Lagrangian in terms
of B:
L(B,Λ) = Tr (RnB−2)− Tr (B−1HWtx(B,Λ)Ru)+ Tr (Ru)− M∑
j=1
λjPmax,j (3.154)
At this point, we can use a very useful identity from the Matrix Cookbook [20], point 3.3.1
which says that for positive semidefinite, invertible matrices P and R:
PBH(BPBH + R)−1 = (P−1 + BHR−1B)−1BHR−1 (3.155)
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Since both Λ and B−2 are positive semidefinite and invertible (I assume active constraints
so that λj > 0), we can use identity (3.155) on the expression of the precoder matrix we found
before, Wtx = (H
HB−2H + Λ)−1HHB−1, to obtain:
Wtx = Λ
−1HH(HΛ−1HH + B2)−1B (3.156)
Plugging that in the previous expression for the Lagrangian and assuming for now that
Ru = I, that is, that we have white, unit power symbols, we get:
L(B,Λ) = Tr(RnB−2)− Tr(HΛ−1HH(HΛ−1HH + B2)−1) + Tr(Ru)−
M∑
j=1
λjPmax,j (3.157)
Now we can proceed to differentiate that function with respect to bki :
∂L
∂bki
=
∂(Tr(RnB
−2))
∂bki
− ∂(Tr(AZ
−1(B)))
∂bki
(3.158)
With:
A = HΛ−1HH , Z = A + B2 (3.159)
The first term is very easy to differentiate:
∂(Tr(RnB
−2))
∂bki
=
∂
(∑N
i=1
∑r
k=1
(σ
nk
i
bki
)2)
∂bki
= −2σ2
nki
(bki )
−3 (3.160)
The second one, however, is pretty tricky. We need to use all the machinery of complex
matrix differentiation, including the generalized chain rule, solve the problem. According to
well known results, the chain rule holds for matrix derivatives if we use vectorial notation, [14].
In informal terms, the idea is to work with very long vectors instead of matrices by stacking
the matrix columns and define derivatives as the Jacobian of that vector function. In [14] the
authors proved that such generalized chain rule holds even for non analytic complex functions
if we consider that, for each complex variable zi, zi and z
∗
i are independent variables. Applying
that, we can write:
∂(Tr(AZ−1(B)))
∂bki
=
∂(Tr(AZ−1(B)))
∂Z
∂Z
∂bki
(3.161)
Looking at tables, we can find that ∂(Tr(AZ
−1(B)))
∂Z = −Z−TATZ−T where we have used the
matrix form notation for derivatives of scalars with respect to a matrix we discussed before. If
we want to find the derivative complying with the chain rule, we need to stack up the columns
of that matrix into a very long column vector and transpose it to have a row vector which is the
gradient of the function.
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Similarly, we have that Z = A + B2. It’s straightforward to see that ∂(Z)
j,l
∂bki
= 0 unless
j = l = n(i, k) where we introduced the function n(i, k) = k+(i−1)r which allows to change from
the double indexing scheme bki to the standard notation with a single index. In the particular
case when j = l = n(i, k), then we can see that ∂(Z)
n(i,k),n(i,k)
∂bki
= 2bki . The whole derivative
∂Z
∂bki
is
then a column vector with as many rows as elements are in Z.
Recall the matrix notation for derivatives of a scalar with respect to a matrix, that we defined
as (D)i,j = ∂f(X)
∂(X)i,j
. Furthermore, let us introduce now the derivative of a matrix against a scalar
as (D′)i,j = ∂(Z)
j,i(x)
∂x (note the transposition of the elements in Z in this latter definition). Then,
we have that ∂f(x)∂x =
∂f(Z)
∂Z
∂Z
∂x = Tr(DD
′
) with D and D′ defined as before.
Particularizing the definition of D′ to our problem we can find that:
D′ =
∂(A + B2)
∂bki
= 2bki (J)
n(i,k),n(i,k) (3.162)
Where we have introduced the single-entry matrix, (J)i,j , which is defined to have all its
elements with value 0 except the one at the i-th row and j-th column, which has value 1.
Besides, remembering the definitions A = HΛ−1HH and Z = A + B2 we can obtain:
∂(Tr(AZ−1(B)))
∂bki
= −2bki cki (3.163)
With c ∈ RNr defined as c = diag(C) and C given by:
C = (HΛ−1HH + B2)−1HΛ−1HH(HΛ−1HH + B2)−1 (3.164)
Note that we are yet once more using an indexing scheme based on an implicit partition
c =
[
cT1 c
T
2 . . . c
T
N
]T
with ci ∈ Rr and cki being the k-th entry of ci. Putting all together we get:
∂L
∂bki
= 2bki c
k
i − 2σ2nki (b
k
i )
−3 (3.165)
Equating that to zero yields the condition:
(bki )
4cki = σ
2
nki
(3.166)
To make things a bit more disturbing, we can write the matrix C as:
C = B−1WHtxΛWtxB
−1 (3.167)
This implies that:
cki = (b
k
i )
2((Λ1/2Wtx)
H(Λ1/2Wtx))
n(i,k),n(i,k) (3.168)
On the other hand, the power constraint is actually equivalent to:
Tr
(
(Wtx)j(Wtx)
H
j
)
= Pmax,j (3.169)
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This can be rewritten, using the block partitioning of Wtx:
Wtx =

(Wtx)1
(Wtx)2
...
(Wtx)M
 (3.170)
And defining the matrix:
Ψ(Λ,B) = Λ1/2Wtx(Λ,B) (3.171)
Which can be expanded, because of the way we defined Λ, as:
Ψ = Λ1/2Wtx =

√
λ1(Wtx)1√
λ2(Wtx)2
...
(
√
λM (Wtx)M
 =

(Ψ)1
(Ψ)2
...
(Ψ)M
 =
(
ψ1 ψ2 . . . ψNr
)
(3.172)
Where we have defined two partitions of Ψ: one in sets of t rows, (Ψ)j ∈ Ct×Nr, and another
simply by columns, ψi ∈ CMt. With that, we can write:
Tr
(
(Ψ)j(Ψ)
H
j
)
= λjPmax,j (3.173)
Noting also that:
cki = (b
k
i )
−2((Λ1/2Wtx)H(Λ1/2Wtx))n(i,k),n(i,k) = (bki )
−2ψHn(i,k)ψn(i,k) (3.174)
We end up with the result that solving the problem is equivalent to finding Λ and B so
that the norm of the n(i, k)-th column of Ψ equals
σ2
nk
i
(bki )
2 and the Frobenius norm of the i-th
submatrix (Ψ)i equals λiPmax,i.
Even though this formulation seems really interesting, the analytical solution is expressed
in terms of an implicit matrix equation whose closed form solution has not been found yet.
Besides, the fact that such equation involves the calculation of several inverses of big matrices
whose elements take really small values, makes the problem really hard to tackle with standard
numerical solvers. As a consequence, for now, we cannot employ this MIMO tx-rx design scheme
in practice. Nevertheless, we believe we are quite close to finding a proper closed-form solution,
or at least an approximation, so that it is worth pursuing further studies to finish our work and
be able to make use of this promising precoder in cellular coordinated MIMO systems.
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3.4.6 Interference aware Tx-WF
In the previous section, we have taken a step ahead in our quest for deriving a new MMSE
filter which is suitable for distributed multi-user MIMO scenarios by introducing PBPC into the
formulation of the Tx-WF made by [9] and shown in section 3.4.4 of this project.
Now, we will retreat from that advance temporarily, recovering a TPC in the formulation. On
the other hand, we will try advancing in a different direction. Since this project focuses on cellular
coordinated MIMO, our final goal is to develop a MMSE precoder to be used in a per-cluster
basis on what we denoted as distributed multi-user MIMO scenario. This means that each base-
station would use our newly developed MMSE precoding scheme coordinating with other BTSs
belonging to the same cluster. However, the lack of coordination with base-stations in other
clusters would imply that our system would be strongly affected by inter-cluster interference.
To address this issue, we try to introduce here a concept we call interference-aware filters. The
idea is that, even if we still do not allow coordination between clusters, we will introduce in the
optimization problem for each cluster the interference that the transmission from within that
cluster causes in the neighboring clusters. Actually, our aim is to find a compromise between
within-cluster performance an inter-cluster interference. Therefore, we will reformulate now
the scheme shown in section 3.4.4 to include this interference-aware concept. In the following
section, we are going to combine this step and the previous one to reach our definitive precoder:
an interference-aware MMSE MIMO precoding scheme with PBPC.
We will start by changing our system model to introduce awareness about the interference
we are generating in the receivers belonging to other clusters. We will assume that we are
designing the precoding scheme for a particular cluster with L base-stations equipped with t
antennas each. Each BTS has an associated UE (User Equipment) with r receive antennas. This
formulation is nothing but the one we explained in section 2.1.1. We assume that there are also
a+ b receive antennas out of our cluster and we would like to keep the interference generated on
those antennas as small as possible. To take that into account, we can write the channel matrix
as:
H =
Hc¯,1Hc
Hc¯,2
 (3.175)
Where Hc¯,1 ∈ Ca×Lt, Hc¯,2 ∈ Cb×Lt, Hc ∈ CLr×Lt and thus H ∈ Ca+b+Lr×Lt. In a practi-
cal scenario, we will have full access to the value of Hc. However, the reader must note that
having knowledge of Hc¯,1 and Hc¯,2 would require some sort of inter-cluster channel estimation
procedure, which may be costly. Nonetheless, due to the high propagation loss of urban en-
vironments, inter-cluster interference is really severe only in the cluster-boundaries. Thus, a
realistic implementation could involve each BTS knowing the channel to users in its neighboring
cells, independently of whether those neighboring cells are in the same cluster or not. With that
information, each cluster could construct a partial estimate of the matrices Hc¯,1 and Hc¯,2 to
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apply this methods and the expected performance should be really close to the optimum case
when Hc¯,1 and Hc¯,2 are fully known.
Note also that the previous partition of H is completely general. Depending on our notation,
either Hc¯,1 or Hc¯,2 could be omitted since it merely amounts to a numbering convention with
respect to which antennas are within-cluster antennas and which are not.
As we have been doing in most of the previous sections, we will assume a fixed and known
Wrx. However, it only makes sense to consider it affecting the Lr receive antennas of the cluster
being considered since, by the lack of coordination, we do not have access to the value of Wrx
for the other a+ b antennas. For notational issues, since the complexity of the notation is going
to increase in this section, we will consider that the term Hc is actually the equivalent channel
matrix as seen by the precoder of the cluster. That is, we assume that it already includes the
fixed and known Wrx for the Lr antennas in the cluster. This does not change the size of the
matrix since Wrx will have size Lr × Lr and the original intra-cluster channel matrix had size
Lr × Lt so that the product of both still has size Lr × Lt.
With all that, we can rewrite the new end-to-end system model as:uˆc¯,1uˆc
uˆc¯,2
 = α
Hc¯,1Hc
Hc¯,2
Wtxu + α
nc¯,1nc
nc¯,2
 (3.176)
As for the sizes of the elements involved in the previous model, we would have u ∈ CLr,
Wtx ∈ CLt×Lr, uˆc¯,1,nc¯,1 ∈ Ca, uˆc¯,1,nc¯,2 ∈ Cb and, finally, uˆc,nc ∈ CLr. The sizes of the
matrices in H have already been defined.
As the reader can see in the previous expression, we keep also in this new formulation the
Automatic Gain Control filter implemented with a scalar α, introduced first in [9]. Moreover,
that AGC is included even in the terms which are interference and, therefore, are not controlled
by the cluster under design. This seems utterly inconsistent and, indeed, it is. However, as
saw in section 3.4.4 when studying the Tx-WF scheme proposed in [9], the inclusion of the
AGC does not affect performance. It is merely a mathematical trick which allows to solve the
problem analytically, so that we can avoid resorting to numerical methods. In other words, we
will assume that the AGC is present when solving the problem, because it allows us to solve it
more easily. However, since a single scalar cannot affect the SNIR, any practical implementation
won’t have the AGC α in the antennas outside the cluster, but we still would get exactly the
same performance as the one we are going to derive theoretically during this section.
In the previous equation, uˆc¯,1 ∈ Ca and uˆc¯,2 ∈ Cb represent the interference in the a + b
antennas outside the cluster due to the transmission originated within the cluster. On the other
hand, uˆc ∈ CLr is the estimate of the data symbols originated by the transmitters of the cluster
computed by their associated receivers. We have also decomposed the noise vector in three
portions. We will assume that those three portions are uncorrelated so that:
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Rn =
R
c¯,1
n 0 0
0 Rcn 0
0 0 Rc¯,2n
 (3.177)
A graphical representation of the current system model is depicted in figure 3.4. As we can
see, the complexity has increased with respect to previous models, but the idea is still pretty
much the same. Indeed, the new system model behaves as three different channels in parallel,
all fed with the same signal vector x = Wtxu. The main novelty is the fact that two of of the
three received signal vectors which arise are undesired, i.e. interference, and their norms must
be minimized.
Figure 3.4: Interference-aware Tx-WF system model
The optimization problem will still be casted as a MMSE problem. However, we will not only
try to minimize the mean square error between uˆc and u but, also, we include the interference
terms represented by uˆc¯,1 and uˆc¯,2 in the cost function to try to keep them small. Hence, the
resulting optimization problem becomes:
min
Wtx,α
E

∥∥∥∥∥∥∥
0u
0
−
uˆc¯,1uˆc
uˆc¯,2

∥∥∥∥∥∥∥
2
 s.t. E
{
‖Wtxu‖2
}
≤ Pmax (3.178)
The new error correlation matrix can be found as:
Re = E


0u
0
− α
Hc¯,1WtxHcWtx
Hc¯,2Wtx
u


0u
0
− α
Hc¯,1WtxHcWtx
Hc¯,2Wtx
u

H
+|α|2
R
c¯,1
n 0 0
0 Rcn 0
0 0 Rc¯,2n

(3.179)
Developing the previous expression, we can find that Re can be written as the following
partitioned matrix:
3.4 MMSE filters 63
Re =
 f (Hc¯,1,Hc¯,1) −h (Hc¯,1,Hc) f (Hc¯,1,Hc¯,2)−h (Hc¯,1,Hc)H g (Hc) −h (Hc¯,2,Hc)H
f (Hc¯,1,Hc¯,2)
H −h (Hc¯,2,Hc) f (Hc¯,2,Hc¯,2)
+|α|2
R
c¯,1
n 0 0
0 Rcn 0
0 0 Rc¯,2n
 (3.180)
Where we have introduced:
f (A,B) = |α|2 (AWtx) Ru (BWtx)H
g (A) = (I− αAWtx) Ru (I− αAWtx)H
h (A,B) = α (AWtx) Ru (I− αBWtx)H
(3.181)
We must take into account that we are only interested on Tr(Re) for the formulation of the
optimization problem we have at our hands. As a consequence, only the submatrices in the
diagonal will appear in the Lagrangian:
L(Wtx, α, λ) = Tr
(
(I− αHcWtx) Ru (I− αHcWtx)H
)
+ |α|2 Tr
(
(Hc¯,1Wtx) Ru (Hc¯,1Wtx)
H
)
+ |α|2 Tr
(
(Hc¯,2Wtx) Ru (Hc¯,2Wtx)
H
)
+ |α|2 Tr (Rn) + λ
(
Tr
(
WtxRuW
H
tx
)− Pmax) (3.182)
If we differentiate this new Lagrangian, we get:
∂L(Wtx, α, λ)
∂WHtx
= |α|2 (HHc¯,1Hc¯,1 + HHc Hc + HHc¯,2Hc¯,2)WtxRu+λWtxRu−α∗HHc Ru (3.183)
Taking into account the definition of H done in equation (3.175), the previous expression
can be rewritten compactly as:
∂L(Wtx, α, λ)
∂WHtx
= |α|2HHH + λWtxRu − α∗HHc Ru (3.184)
And the final value for Wtx becomes:
Wtx = α
∗ (|α|2HHH + λI)−1 HHc (3.185)
Just as we did in section 3.4.4 we can take |α|2 out of the matrix inverse to get:
Wtx =
α∗
|α|2
(
HHH +
λ
|α|2 I
)−1
HHc (3.186)
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It is very interesting to analyze the differences between equation (3.186) and equation
(3.120). Ignoring the fact that we included Wrx inside H now for notational issues, both
expressions seem to be almost the same. Nonetheless, in the interference-aware formulation the
matrix inverse is postmultiplied by HHc and not by the whole H, as it is done in the regular
Tx-WF.
A possible interpretation of this fact follows from noticing that Wiener filters are somehow
a mixture between matched filters and zero forcing filters. Indeed, the matrix postmultiplying
the inverse acts as a matched filter. Then, it makes sense that now only HHc appears, since the
other blocks of H represent interference. In other words, the interference-aware MMSE filter is
“matched” only to the intra-cluster channel.
On the other hand, the fact that HHc¯,1Hc¯,1 and H
H
c¯,2Hc¯,2 are included within the matrix
inverse, actually means that the precoder treats interference as if it was noise. MMSE precoders
do not include Rn in the formulation, which is due to the fact that they cannot act on the
noise. However, MMSE receive filters do, and the way they carry it out is by including the noise
autocorrelation matrix inside the matrix inverse as an additive term. This interference-aware
precoder still cannot act on Rn. Nevertheless, it can act on the interference it generates and,
as we see, it does it by treating that spurious transmission just as if it was noise.
Now we have reached this point our task will be, just as in the derivation of the Tx-WF,
trying to compute the value of the scalar λ|α|2 . Indeed, we will take exactly the very same steps,
only changing slightly the expressions involved to take into account the new value of Wtx.
Again we define F to keep notation compact as:
F = HHH +
λ
|α|2 I (3.187)
Just like for the Tx-WF formulation, F is hermitian.
Then Wtx can be rewritten as:
Wtx =
α∗
|α|2 F
−1HHc (3.188)
Now, we will differentiate with respect α∗:
∂L(Wtx, α, λ)
∂α∗
= αTr
(
(HWtx) Ru (HWtx)
H + Rn
)
− Tr
(
Ru (HcWtx)
H
)
(3.189)
Therefore, the value of α for which the Lagrangian has a singular point is:
α =
Tr
(
Ru (HcWtx)
H
)
Tr
(
(HWtx) Ru (HWtx)
H + Rn
) (3.190)
We can see that the expression is pretty much the same as in section 3.4.4. Actually, only
the numerator changes, again reflecting that this precoder is only matched to the intra-cluster
part of the channel matrix.
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We will solve the coupling between the equations defining the value of α and Wtx just like
we did when deriving the Tx-WF. We define:
W˜tx =
|α|2
α∗
Wtx = F
−1HHc (3.191)
Inserting that in (3.190), cancelling common terms and rearranging we get something that
should look familiar:
|α|2 Tr (Rn) = Tr
(
Ru
(
HcW˜tx
)H)− Tr((HW˜tx)Ru (HW˜tx)H) (3.192)
We develop the expression in the right hand side of the previous equation obtaining:
A = Tr
(
Ru
(
HcW˜tx
)H)− Tr((HW˜tx)Ru (HW˜tx)H) =
= Tr
(
F−1
(
I−HHHF−1)HHc RuHc) (3.193)
Unitarily diagonalizing HHH = UDUH :
F−1 = U
(
D +
λ
|α|2 I
)−1
UH (3.194)
Therefore:
I−HHHF−1 = I−U D
D + λ|α|2 I
UH = U
λ
|α|2 I
D + λ|α|2 I
UH (3.195)
So that:
F−1
(
I−HHHF−1) = U λ|α|2 I(
D + λ|α|2 I
)2 UH (3.196)
We can finally write:
A = Tr
U λ|α|2 I(
D + λ|α|2 I
)2 UHHHc RuHc
 (3.197)
Going back to the TPC...
Ptx = Tr
(
WtxRuW
H
tx
)
=
1
|α|2 Tr
(
W˜txRuW˜
H
tx
)
=
1
|α|2 Tr
(
F−1HHc RuHcF
−1) =
=
1
|α|2 Tr
(
F−2HHc RuHc
)
=
1
|α|2 Tr
U I(
D + λ|α|2 I
)2 UHHHc RuHc
 (3.198)
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As a consequence, the following equations still hold after introducing in the precoder the
concept of interference-awareness:
A = λPtx (3.199)
A = |α|2 Tr (Rn) (3.200)
λ
|α|2 =
Tr (Rn)
Ptx
(3.201)
Enforcing the TPC with equality as we did for deriving the Tx-WF, that is, Ptx = Pmax we
get:
W˜tx =
(
HHH +
Tr (Rn)
Pmax
I
)−1
HHc (3.202)
Luckily, we have seen that introducing interference-awareness in the formulation of the pre-
coder did not significatively increase the difficulty for finding an analytical, closed-form expres-
sion for W˜tx. To finish with our derivations in this section, we can find the value of α by using
equation (3.198):
|α|2 = Pmax
Tr
((
HHH + Tr(Rn)Pmax I
)−2
HHc RuHc
) (3.203)
Again, we can simply take α as a real number without loss of optimality. Then:
α =
√√√√√ Pmax
Tr
((
HHH + Tr(Rn)Pmax I
)−2
HHc RuHc
) (3.204)
And using that value for α the precoding matrix becomes:
Wtx =
1
α
(
HHH +
Tr (Rn)
Pmax
I
)−1
HHc (3.205)
Or, in the equivalent but less computationally efficient form:
Wtx =
1
α
HHc
(
HHH +
Tr (Rn)
Pmax
I
)−1
(3.206)
3.4.7 Interference aware PBPC Tx-WF
During this section, we finally present the evolved formulation of the Tx-WF summarized in
section 3.4.4 by incorporating in the original design all the ideas previously presented: a PBPC
which makes the precoder applicable in distributed scenarios (3.4.5) and an interference-aware
design which tries to minimize inter-cluster interference (3.4.6) besides the intra-cluster MSE.
3.4 MMSE filters 67
The scenario and its corresponding system model is barely the same as in section 3.4.6. We
are thinking about a cellular coordinated MIMO system where the set of M cells is partitioned
in S clusters of L cells. In each of those S clusters, the L BTSs are allowed to coordinate for
jointly constructing a precoder Wtx. In the remainder of this section, we focus precisely on
the design of the precoding matrix Wtx and receive filter Wrx for an arbitrary cluster in the
system. In this way, we will be working with a set of L base-stations equipped with t antennas,
where each base-station services one UE equipped with r receive antennas.
In order to keep the notation simple, we have assumed that all clusters contain the same
number of cells, that is, we supposed that L is constant. However, extending our discussion to
cover a cluster-dependent L is trivial, as all the steps in the derivation would be the same but
making the matrices more cumbersome to write.
Again, we consider that there exist a+b receive antennas outside the cluster of interest. The
channel can be modeled then as in equation (3.175), where the sizes of the different submatrices
are the same as in section 3.4.6, that is, Hc¯,1 ∈ Ca×Lt, Hc¯,2 ∈ Cb×Lt and Hc ∈ CLr×Lt. Also,
the same considerations about the feasibility of having an estimation of the inter-cluster channel
submatrices Hc¯,1 and Hc¯,2 apply to this formulation.
On the other hand, as we did in section 3.4.5, we will use a diagonal receive filter matrix,
which amounts to a per-antenna AGC. In this way, Wrx = B
−1 with B = diag (b) and b =[
b11b
2
1 . . . b
r
1 . . . b
1
Lb
2
L . . . b
r
L
]T
. Therefore, Wrx ∈ CLr×Lr as it was to be expected.
In this case, given the requirement of no inter-cluster coordination, it follows that Wrx only
acts in the antennas within the cluster of interest. In other words, due to the lack of coordination
between different clusters, we do not have access to the receive filter matrices employed by users
in the neighboring clusters. Hence, we will make no assumption about them and consider only
the interference caused at the input of their receive filter.
Taking that into account the end-to-end system model is:uˆc¯,1uˆc
uˆc¯,2
 =
 Hc¯,1WrxHc
Hc¯,2
Wtxu +
 nc¯,1Wrxnc
nc¯,2
 (3.207)
And can be represented in block-diagram form as in figure 3.5.
Just like in section 3.4.6, uˆc¯,1 ∈ Ca and uˆc¯,2 ∈ Cb account for the interference in the a + b
antennas outside the cluster due to the signal transmitted from the cluster under study. Similarly,
uˆc ∈ CLr contains the data symbols as estimated by the users within the cluster being analized.
As far as the noise is concerned, we assume again that the three portions are uncorrelated
so that:
Rn =
R
c¯,1
n 0 0
0 Rcn 0
0 0 Rc¯,2n
 (3.208)
Moreover, the colored noise at the output of the receive filters will be:
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Figure 3.5: Interference Aware Tx-WF system model
Rz =
R
c¯,1
n 0 0
0 WrxR
c
nW
H
rx 0
0 0 Rc¯,2n
 (3.209)
Note that because of the lack of information about the receive filters outside the cluster, we
assume that only the within-cluster noise is colored.
The optimization problem will be formulated in a very similar way as in section 3.4.6:
min
Wtx,b
E

∥∥∥∥∥∥∥
0u
0
−
uˆc¯,1uˆc
uˆc¯,2

∥∥∥∥∥∥∥
2
 s.t. E
{
‖(Wtx)ju‖2
}
= Pmax,j ∀ j = 1, . . . , L (3.210)
The idea is originally the same as when we first presented the interference-aware concept:
trying to include into the MSE calculation the interference we generate in neighboring clusters
due to our transmission. To do so, we consider that the inter-cluster estimated symbol vectors
uˆc¯,1 and uˆc¯,2 should ideally be 0. Then, the cost function to be optimized is obtained as the
sum of the within-cluster MSE, E
{
‖u− uˆc‖2
}
, plus the power of the interference induced in
the neighboring clusters, E
{
‖uˆc¯,1‖2
}
+ E
{
‖uˆc¯,2‖2
}
.
Nevertheless, there are two differences with respect to the formulation shown in section 3.4.6.
First of all, now we are optimizing with respect to the receive filter too. In the previous
formulation of the interference-aware Tx-WF we only employed an AGC in the receiver, given
by a scalar factor α. Such a scalar gain is, as we discussed, irrelevant to the system’s performance.
However, when we included it as an optimization variable, we could reach an analytical closed-
form solution for the problem. However, we are now including a different gain factor per antenna,
namely, (bki )
−1. Therefore, apart from the precoding matrix Wtx, we now have Lr extra variables
to be optimized, whereas in the previous formulation we had just 1. Those extra degrees of
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freedom will allow this design to outperform its counterpart at the price of having to deal with
an optimization problem which is more complex.
On the other hand, we are dealing now with a precoder designed with a distributed MIMO
scenario in mind and. Therefore, we have changed the TPC in the optimization problem by a
PBPC, just as we did in section 3.4.5.
The error correlation matrix can be computed basically as shown in section 3.4.6. The only
difference is the omission of the AGC scalar α and the inclusion of the diagonal receive filter
matrix Wrx = B
−1, only in the intra-cluster antennas:
Re = E


0u
0
−
 Hc¯,1WtxB−1HcWtx
Hc¯,2Wtx
u


0u
0
−
 Hc¯,1WtxB−1HcWtx
Hc¯,2Wtx
u

H

+
R
c¯,1
n 0 0
0 B−1RcnB−1 0
0 0 Rc¯,2n
 (3.211)
Note that we have used the fact that, without loss of generality, the per-antenna AGC
coefficients (bki )
−1 will be real and, therefore, B−1 is a hermitian matrix. Doing a bit of algebra
we can find that the interference-aware MSE is:
Tr (Re) = Tr
((
B−1HcWtx − I
)
Ru
(
B−1HcWtx − I
))
+ Tr
(
(Hc¯,1Wtx) Ru (Hc¯,1Wtx)
H
)
+ Tr
(
(Hc¯,2Wtx) Ru (Hc¯,2Wtx)
H
)
+ Tr
(
B−1RcnB
−1)+ Tr (Rc¯,1n )+ Tr (Rc¯,2n ) (3.212)
We can now write the Lagrangian as:
L(Wtx,B,Λ) = Tr
((
B−1HcWtx − I
)
Ru
(
B−1HcWtx − I
))
+ Tr
(
(Hc¯,1Wtx) Ru (Hc¯,1Wtx)
H
)
+ Tr
(
(Hc¯,2Wtx) Ru (Hc¯,2Wtx)
H
)
+ Tr
(
B−1RcnB
−1)+ Tr (Rc¯,1n )+ Tr (Rc¯,2n )
+ Tr
(
WtxRuW
H
txΛ
)− L∑
j=1
λjPmax,j (3.213)
We have used that, as we saw in section 3.4.5:
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Tr
(
WtxRuW
H
txΛ
)
=
L∑
j=1
λj(Tr
(
(Wtx)jRu(Wtx)
H
j
)
) (3.214)
With Λ a diagonal matrix with the Lagrange multipliers, computed as:
Λ = diag(λ1, . . . , λL)⊗ It (3.215)
And Wtx partitioned as:
Wtx =

(Wtx)1
(Wtx)2
...
(Wtx)L
 (3.216)
Where (Wtx)j ∈ Ct×Lr ∀ j = 1, . . . , L. That is, the same partitioning as we used in section
3.4.5 but taking into account that now, since we are working with a single cluster in the system,
there are only L cells to be considered.
We can now differentiate this Lagrangian to get:
∂L(Wtx,B,Λ)
∂WHtx
=
(
HHc¯,1Hc¯,1 + H
H
c B
−2Hc + HHc¯,2Hc¯,2 + Λ
)
WtxRu −HHc B−1Ru (3.217)
Equating ∂L(Wtx,B,Λ)
∂WHtx
to 0 and solving for Wtx we obtain:
Wtx =
(
HHc B
−2Hc + HHc¯ Hc¯ + Λ
)−1
HHc B
−1 (3.218)
Where, in order to simplify the notation, I have introduced:
Hc¯ =
(
Hc¯,1
Hc¯,2
)
(3.219)
As we can see, the expression for Wtx is actually a “mix” between equation (3.186) and
equation (3.150). From the interference-aware formulation we have that the matrix inverse is
postmultiplied by HHc and not by the whole channel matrix H, i.e., the precoder is “matched”
only to the intra-cluster channel matrix. Also, HHc¯,1Hc¯,1 and H
H
c¯,2Hc¯,2 are included within the
matrix inverse, so that the precoder is treating interference as if it was noise. From the PBPC
formulation, we have a diagonal matrix Λ included within the matrix inverse, instead of a scaled
identity matrix λI. One can also notice that, since we are assuming the presence of a receive
filter only in the intra-cluster antennas, the term B−1 appears always in cascade with Hc as
B−1Hc or HcHB−1. In other words, from the point of view of the precoder, it seems as if the
intra-cluster channel matrix was B−1Hc.
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Just as we did in section 3.4.5, we will now substitute the value of Wtx = Wtx(B) in the
Lagrangian. This will simplify a lot the expression to be differentiated with respect to the
per-antenna AGC coefficients bki since:
Tr
(
WHtx
(
HHc B
−2Hc + HHc¯ Hc¯
)
WtxRu
)
=
= Tr
(
WHtx
(
HHc B
−2Hc + HHc¯ Hc¯ + Λ
)
WtxRu
)− Tr (WHtxΛWtxRu) =
= Tr
(
B−1HcWtxRu
)− Tr (WtxRuWHtxΛ) (3.220)
With this, the Lagrangian function in terms of B becomes:
L(B,Λ) = Tr (RcnB−2)− Tr (B−1HcWtx(B,Λ)Ru)+ Tr (Ru)− L∑
j=1
λjPmax,j (3.221)
Since both HHc¯ Hc¯ + Λ and B
−2 are positive semidefinite and invertible, we can use the
matrix identity (3.155) on the expression Wtx to obtain:
Wtx =
(
HHc¯ Hc¯ + Λ
)−1
HHc (Hc
(
HHc¯ Hc¯ + Λ
)−1
HHc + B
2)−1B (3.222)
Substituting that in the expression for the Lagrangian, and assuming that Ru = I we get:
L(B,Λ) = Tr(RnB−2)− Tr(AZ−1(B)) + Tr(Ru)−
L∑
j=1
λjPmax,j (3.223)
With:
A = Hc
(
HHc¯ Hc¯ + Λ
)−1
HHc , Z = A + B
2 (3.224)
At this point, we have to differentiate that function with respect to bki . However, the reader
can notice that the problem at our hands is exactly the same as in section 3.4.5. Even though
the initial formulation was a bit different, as far as the differentiation with respect to bki goes,
we have reached an identical expression expression of the Lagrangian, the only change being the
definition of the matrix A. Therefore, we will straightforwardly use the results derived in that
section to write:
∂L
∂bki
= 2bki c
k
i − 2σ2nki (b
k
i )
−3 (3.225)
Where c is defined as a vector with the diagonal entries of the matrix C = (A+B2)−1A(A+
B2)−1, that is, c = diag(C). The indexing scheme is the same we have been using throughout
this chapter. In addition to that, A is as in equation (3.224).
Equating the derivative to zero we get:
(bki )
4cki = σ
2
nki
(3.226)
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In other words, the solution to the PBPC Interference-Aware Tx-WF is given by a set of ma-
trix equations analogous to that found on section 3.4.5. Introducing the interference-awareness
concept merely amounts to changing the exact expression of Wtx by “matching” the precoder
to the intra-cluster channel matrix and treating the inter-cluster interference as noise. It also
changes the value of the matrix A, present in the complicated implicit matrix equations with
give the values of the Lagrange multipliers λj and the per-antenna AGC coefficients b
k
i . There-
fore, we still have the same problem we had with the PBPC Tx-WF: even though the analytic
design has been fulfilled, we lack a proper method of solving the implicit matrix equations which
yield the desired solution.
Chapter 4
Review of clustering algorithms
4.1 Introduction to clustering
Clustering is an unsupervised machine learning technique that aims at partitioning a data set
into a finite number of groups, named clusters, in such a way that objects belonging to the same
group are similar to each other whereas objects belonging to different groups are dissimilar.
Figure 4.1: Clustering concept: The data set has been partitioned into four clusters.
Consider a data set consisting of N d-dimensional vectors X = {x1,x2, . . . ,xN} where xi ∈
Rd. In the most general form, clustering algorithms will then find a collection of subsets of X,
S = {S1, S2, . . . ,Sk} such that the union of all those subsets Si contains all the points in the
data set X,
⋃k
i=1 Si = X and no subset is empty, Si 6= ∅ ∀ i = 1, . . . , k.
The reader can realize that, according to the previous definition, an object xi can simul-
taneously belong to two distinct subsets Sj , Sl. When this happens, we usually say that the
output is a soft partition, or that the clustering technique is overlapping or non-exclusive. One
particular example is fuzzy clustering, related to the popular concept of fuzzy logic, which finds
applications in several fields where ambiguity is intrinsic, such as natural language processing.
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However, the most popular and well-known type of clustering algorithms are those which
output a hard partition. This kind of algorithms add an extra condition on the cluster set
S = {S1,S2, . . . ,Sk}, that the clusters are mutually disjoint. Mathematically, this means than
Si ∩ Sj = ∅ ∀ i 6= j. Therefore, under this setting, each object xi belongs to one and only one
cluster Sj . Even though this sort of algorithms lack the flexibility of overlapping clustering, the
decrease in complexity and the higher amount of knowledge about them usually pays off. Because
of this, throughout this project, we will focus only on non-overlapping clustering. However,
extensions of our work to consider soft-partitions constitute an interesting research line for
further studies.
4.1.1 Similarity measures
The initial definition of clustering in this introduction was purposely vague, reflecting that
clustering is a really broad set of techniques with many different possibilities. This is mainly
because the notion of similarity (dissimilarity) needs to be measured quantitatively. In order to
do that, we require to build some sort of function f : X× X 7→ R, the similarity (dissimilarity)
function, which fulfills the following properties:
1. Positivity: f (x,y) > 0
2. Symmetry: f (x,y) = f (y,x)
3. Maxima/minima:
(a) For a dissimilarity: f (x,x) = 0
(b) For a similarity f (x,x) > f (x,y) ∀ y 6= x
There are two considerations which are worth pointing out. First of all, we must note that,
in principle, the similarity (dissimilarity) function needs to be defined only in the data set X.
However, the most popular choices for these functions tend to be continuous functions on Rd×Rd.
Also, which the properties required above, a dissimilarity does not need to be a distance metric.
This is because, for a dissimilarity to be a mathematical distance metric, two extra properties
are required:
1. Coincidence axiom: f (x,y) = 0 ⇐⇒ x = y
2. Triangle inequality: f (x, z) ≤ f (x,y) + f (y, z)
Again, even if the dissimilarity function does not need to fulfill those two properties, most
of those typically employed in the literature do fulfill them and, therefore, are actually distance
metrics over some space.
The choice between working with a similarity function or a dissimilarity function is up to the
user. Indeed, we can easily convert a similarity function into a dissimilarity function by function
composition with any non-increasing mapping like, for instance, f(x) = − log(x).
A few commonly used similarity functions are:
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Cosine measure
The cosine measure is defined as:
f (x,y) =
〈x,y〉
‖x‖2 ‖y‖2
(4.1)
Where 〈•〉 denotes the vector dot product in Rd and ‖•‖2 is the Euclidean norm or L2-norm.
This type of similarity function is particularly useful when processing text documents, like in
Web search algorithms. In this scenario, we can roughly say that the documents are represented
by d-dimensional vectors where each attribute contains the frequency with which a concept or
word occurs in the document.
If we think about a toy example where documents are to be clustered in two categories
according to the frequency of two different words, then a document is represented by a 2-D vector
x = (x1, x2). We can easily see that for documents where word 1 is predominant x1 >> x2.
Similarly, if word 2 is predominant, then x2 >> x1. As a consequence, documents where word 1
occurs much more frequently than word 2 are almost orthogonal to those where word 2 is much
more frequent than word 2. Therefore, the cosine of both vectors would be roughly 0, so that
the cosine measure would say that both documents are not similar at all, which matches our
expectations. On the other hand, following the same example, it should be easy for the reader
to realize that, in this scenario, it is possible to construct reasonably examples where similarity
functions based on distances could give high similarity measures between documents that share
no common words at all. Because of this, the cosine measure tends to perform much better in
this type of scenarios.
Gaussian similarity
The Gaussian similarity function is nothing but the application of a Gaussian kernel to the
observations:
f (x,y) = e−
‖x−y‖22
2σ2 (4.2)
Actually, this is one example of how composing a dissimilarity function, in this case the
Euclidean metric ‖•‖2 with a non-increasing mapping, f(x) = e−
x2
2σ2 , gives a similarity function
as a result.
This similarity function is extremely useful and very interesting from a theoretical point of
view given its connections to Gaussian mixtures and kernel methods. Also, they show excellent
performance in a broad number of applications ranging from image segmentation to data analysis
for biomedical applications.
On the other hand, some typical dissimilarity functions are:
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P-norm
Probably, the most common choice for dissimilarity functions when the observations correspond
to real-valued vector are those based on distances defined by the p-norm as:
f (x,y) = d (x,y) = ‖x− y‖p (4.3)
The p-norm over Rd is defined as:
‖x‖p =
(
d∑
i=1
|xi|p
) 1
p
(4.4)
Special cases are:
City block metric: p = 1 =⇒ ‖x‖1 =
∑d
i=1 |xi|
Euclidean metric: p = 2 =⇒ ‖x‖2 =
√∑d
i=1 |xi|2
Maximum norm: p→∞ =⇒ ‖x‖∞ = max (|x1|, |x2|, . . . , |xd|)
Many other similarity or dissimilarity functions exist in the literature. Here we have focused
on those which are going to be used in this project. However, in other scenarios, like those with
categorical features for instance, very different similarity or dissimilarity measures are used.
Finally, as far similarities (dissimilarities) are concerned, we must point out that all the
similarities (dissimilarities) between points in the data set X are typically packed in a N ×
N matrix W such that (W)i,j = f (xi,xj). We will refer to that matrix as the similarity
(dissimilarity) matrix of the data set.
4.1.2 Assessing the performance of a partition
When evaluating a clustering algorithm, we must first of all have a clear idea of what we
might expect. The most important concept to realize is that a clustering algorithm is NOT a
classification algorithm. Unlike in supervised machine learning, when along with the data set we
have the set of desired outputs of the algorithm for each input observation in the training data
set, clustering algorithms are unsupervised machine learning and operate in the data set alone.
In other words, if we try to follow the (incorrect) analogy with classification, clustering does not
only have to classify the samples, but also has to figure out how many classes are, and which
points in the training data set belong to each class. The consequence of all this is simply that
clustering is a much more subjective problem than classification and, therefore, we cannot expect
a comparable performance in terms of the typical evaluation measures in classification like the
number of misclassified samples, precision or recall,... Instead, we must consider clustering as a
process which is usually used as a preprocessing step to aid other machine learning algorithms.
To illustrate the complexity, let us consider the following toy example:
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Figure 4.2: Toy data set to illustrate clustering complexity
(a) A partition with two clusters
(b) A partition with four clusters
(c) A partition with six clusters
Figure 4.3: Several possible partitions for the data set shown in figure 4.2
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In fact, if we conducted an experiment by asking several human being to group the data
shown in figure 4.2, chances are that we will get several distinct answers. Indeed, all of the
partitions in figure 4.3 seem to be reasonable choices. Then, which of the three is the correct
one? The answer to that question is just that the correct partition is the one which is most
useful for us in the subsequent data processing steps.
Nonetheless, up to a certain point, some partitions are obviously poorer than others. Besides,
it is also possible to define measures of consistency between two partitions, which can be turned
into a kind of objective cost function if one of the “partitions” is taken as a reference partition
P which encodes the class labels opaque to the clustering algorithm. Some examples of typically
employed measures to evaluate partitions of a data set are the Rand index and the silhouette
function. They are useful up to a certain point, however, as we said, in the end the best way to
assess the performance of a clustering algorithm is by checking its usefulness for the subsequent
data processing step.
Rand Index
The Rand Index was introduced in [21] as a way to measure the consistency about two different
partitions of a data set. Besides, if we take one of those partitions to be a reference partition
encoding the class labels, it is possible to treat the Rand Index as an absolute measure about the
“correctness” of our solution. Even though given the unsupervised nature of clustering this does
not seem very useful for real applications, it is extensively used in articles as a way of comparing
the performance of different clustering algorithms, hence it is interesting to introduce it here.
The Rand Index is a function of two partitions A and B of the same data set X. It is defined
as:
RI (A,B) =
a+ d
a+ b+ c+ d
(4.5)
Where a is the number of pairs of objects belonging to the same class in partition A and in
partition B; b is the number of pairs of objects belonging to the same class in partition A but to
different classes in partition B; c is the number of pairs of objects belonging to different class in
partition A but to the same class in partition B; and, finally, d is the number of pairs of objects
belonging to different classes both in in partition A and in partition B.
Both a and d are measures of consistency whereas b and c account for inconsistencies. It
can be readily seen that RI (A,B) ∈ [0, 1] and, the bigger the Rand Index is, the higher the
consistency between both partitions. A Rand Index of 0 indicates that both partitions are
completely inconsistent, that is, they have absolutely nothing in common. On the contrary, a
Rand Index of 1 implies both partitions to be identical.
Silhouette function
Let us consider a particular observation xi in the data set X which has been currently assigned to
cluster Su. Let us assume that we already obtained a dissimilarity matrix W according to some
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dissimilarity measure or by transforming a certain similarity metric. We shall now introduce
some additional notation for this section.
We define a(i) as the average dissimilarity of the i-th observation xi to all other samples
belonging to cluster Su. That is:
a(i) =
1
|Sk| − 1
∑
{j|xj∈Su,j 6=i}
(W)i,j (4.6)
Where |Sk| denotes the cardinality of the k-th cluster, that is, the number of points of the
original data set in cluster Sk.
Similarly, we introduce d (i,Sl) as the average dissimilarity between the i-th observation xi
and all observations belonging to cluster Sl. Mathematically:
d (i,Sl) =
1
|Sl|
∑
{j|xj∈Sl}
(W)i,j (4.7)
We can consider the “neighboring” cluster of data point xi as the one which minimizes
d (i,Sl). Then, the average dissimilarity between the i-th observation xi and its “neighboring”
cluster is defined as:
b(i) = min
1≤l≤k,l 6=u
d (i,Sl) (4.8)
Finally, the silhouette coefficient associated to sample xi is:
s(i) =
b(i)− a(i)
max(a(i), b(i))
(4.9)
The silhouette coefficient is readily checked to fulfill −1 ≤ s(i) ≤ 1. Moreover, as the
coefficient approaches 1, it means that the dissimilarity of the observation to its neighboring
cluster is much greater than the dissimilarity with the cluster to which the sample belongs, i.e.
a big value of s(i) intuitively implies that the observation has been assigned to the “correct”
cluster. On the contrary, s(i) negative indicates that the dissimilarity to the neighboring cluster
is smaller and we should reassign the sample to that cluster instead of the one to which it
currently belongs.
Note that s(i) is undefined if cluster Sl is a singleton, that is, Sl = {xi}, because |Sk| = 1
and a(i) contains a division by 0. For this particular case, it is considered that s(i) = 0.
Last but not least, the silhouette function of a partition is defined as the average of all
silhouette coefficients:
C(S) =
1
N
N∑
i=1
s(i) (4.10)
Obviously, C(S) also belongs to the interval (−1, 1) and exhibits the same intuitive properties
as the silhouette coefficient. The closer C(S) is to unity, we can expect that the partition will
be better.
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4.1.3 Applications of clustering
Clustering is an essential tool for exploratory data analysis, with applications in a very wide
variety of fields ranging from bioinformatics and medicine, statistics and statistical signal pro-
cessing or computer science to psychology or social sciences. Clustering attempts to solve one of
the fundamental steps in data analysis when people try to get a first impression on the data by
looking for patterns of similar behavior or groups. As consequence, there is an increasing interest
in the topic leading to the design of hundreds of different clustering algorithms customized for
each particular application. Some examples of typical applications for clustering algorithms are:
Bioinformatics
One of the fields where clustering techniques have been shown to be really promising is bioin-
formatics. Within the big set of applications that clustering finds in bioinformatics, the most
important nowadays is within the analysis of gene expression data.
Proteins are the base of most of the essential processes in life, including enzymes, transcrip-
tion factors and cell machinery. Gene expression is the biochemical process which allows proteins
to be made inside living organisms. A subset of the DNA (DeoxyriboNucleic Acid) is actually
a “chemical reference book” which allows the cells to build protein. Indeed, a group of three
nucleotides, called a “codon”, codes for one of the different twenty amino acids, the build blocks
of proteins.
Gene expression is the set of chemical processes which allow a cell to “read” its DNA and
use it to build a particular protein. Therefore, now that the complete human genome has
been sequenced and scientists have switched their attention from sequencing, to processing and
understanding how genome works, the design of techniques to learn more about gene expression
has become fundamental.
Gene expression is a process which comprises three different “stages”: transcription, RNA
(RiboNucleic Acid) processing and translation. During the transcription process, a mRNA
(messenger RNA) molecule is created as a single-stranded copy of the DNA portion which codes
the protein. The portions of the original DNA sequence which are not needed in the protein-
making process are not copied into the mRNA molecule.
One of the latests breakthroughs in experimental molecular biology is the invention of DNA
microarrays. Those allow to monitor the gene expression process at the transcript stage. DNA
microarrays have a matrix structure, where rows represent genes and columns represent different
samples (coming from different tissues, different developmental stages or different patients).
DNA microarrays measure the relative of absolute mRNA abundance indirectly by measuring
the intensity of the fluorescence of the spots on the microarray for each optical wavelength. The
raw data is a set of monochrome images as the one shown in figure 4.4.
At this point, machine learning becomes the fundamental tool which allows to obtain mean-
ingful data from the DNA microarray output. First of all, a gene-expression matrix (which will
act as the data set for further data processing) has to be extracted from the raw images. We
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Figure 4.4: A sample image from scanning a hybridized rat microarray containing over 5000 genes. Image
taken from [1].
need image processing algorithms to identify each of the spots in the image, which corresponding
to a certain DNA sequence of a particular sample, determine the spot’s boundaries and measure
the fluorescence intensity of the spot with respect to the background intensity. The difficulty
of the process greatly increases due to the existence of noise, missing values of systematic er-
rors. Even if processing of the raw data to build the gene-expression matrix is an interesting
machine learning topic by itself, since it is not related to clustering, we won’t go deeper into
it. As far as we are concerned now, once the raw data coming from the DNA microarray is
processed, we have available a gene-expression matrix W of size N − by−M such that N is the
number of genes tested and M the number of samples. A row gi =
[
(W)i,1(W)i,2 . . . (W)i,M
]
of the gene-expression matrix forms the expression pattern of the i-th gene, whereas a column
sj =
[
(W)1,j(W)2,j . . . (W)N,j
]T
represents the expression profile of the j-th sample.
Genes which exhibit similar expression patterns, referred as co-expressed genes, usually per-
form similar cellular functions. Moreover, the existence of a strong correlation between the
expression patterns of those genes indicate co-regulation. On the other hand, clustering differ-
ent samples can help us discover sub-cell types hard to identify otherwise. Therefore, we see
that the application of clustering techniques allow us to increase our understanding of topics
like which are the functions of each gene, how gene regulation works or the cellular processes
work to name a few in a way which would be impossible without machine learning techniques.
As far as clustering is concerned, the only peculiarity of the problem is the existence of
a dual data set: the data matrix W can be interpreted both as having the observations per
rows and the features per columns (in this case each gene would be an observation and the
different samples the features) or we can interpret it as having the observations per columns
and the features per rows (in this case each sample would be an observation and the different
4.1 Introduction to clustering 82
genes the features). The first case is denoted gene-based clustering whereas the second one is
denoted sample-based clustering. Apart from this, most of the clustering techniques which are
going to be studied in this project for a radically different application could be applied also for
gene-expression data clustering with slight changes (or even no modifications at all).
The reader which desires to go further in this topic can consult [22] for a gentle introduction
or [1] for a more technical example.
Marketing and Business Administration
Market segmentation is a basic and fundamental strategic marketing concept. The idea is
to group people (the potential customers) according their similarity in several variables, with
can range from demographics (age, gender, education, purchasing power,...), psychographics
(lifestyle, beliefs, motives for buying,...) or geographics (state, city size,...). By identyfing
groups of differentiated customers, the marketers can develop targeted marketing programs
which address the needs and desires of each group in a specialized way, greatly increasing the
customer’s satisfaction.
The relation to cluster analysis is obvious since the market segmentation process is nothing
but to apply a clustering algorithms where observations correspond to particular customers
and the features are the variables similar to the ones shown in the previous paragraph. This
data can be gathered either from different sources, like surveys of from empirical data obtained
from previous products of the company. Just like with bioinformatics, most of the clustering
algorithms that will be used in this project can also be applied for market segmentation with
minor modifications (or no modifications at all).
Other applications
Clustering has so many applications that we cannot extend further in that matter. We have
shown two important applicability niches as an examples. However, other fundamental appli-
cations can be found in many different fields like document grouping for Web searching, the
recognition of communities in social networks, image processing and computer vision (image
segmentation) to the processing of PET scans in medical image to differentiate between distinct
types of tissue and blood. Applications for the Internet range from grouping documents or web
pages in search algorithms to the recognition of communities in social networks.
Application to be developed
Along this project, we will try to develop yet another novel application for clustering. In a
mobile communications environment, thinking about future technologies like 4.5G, base-station
coordination along with MIMO technology will become one of the pillars that will make it
possible to satisfy the throughput requirements of the standards. Up to now, the grouping
of stations for coordination has always been done in a deterministic and fixed way, based on
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cellular-geometry and linked to the frequency-reuse concept which was greatly used in GSM
networks. However, we will show that machine learning based clustering algorithms can be
developed to optimize the grouping of base-stations for coordinations in such a way that we
both increase the throughput, enhancing the quality of service, and decrease the average and
median cluster size, reducing the cost of the implementation of the base-station coordination
process.
4.2 K-means clustering
K-means is, probably, the most well-known clustering algorithm. It is usually also the first
algorithm to be explained when making an introduction to clustering since it is extremely simple
and one of the most intuitive approaches that can be taken to the problem. The main idea for
this algorithm goes back to 1957 and was due to Hugo Steinhays. However, the term K-means
was coined by James MacQueen [23] in 1967 whereas the standard version of the algorithm was
formulated by Lloyd [24], who proposed the algorithm in the context of pulse-code modulation
quantization in 1957 even though the article itself was not published until 1982.
K-means is a partitional clustering algorithm which takes a data set X of vectors in Rd
and a prefixed number of desired clusters k, and outputs a hard partition of the data set
S = {S1,S2, . . . ,Sk} with Si ∩ Sj = ∅ i 6= j. As we shall see later, some implementations allow
the existence of empty clusters, so that the effective number of clusters in that case could be
less than k.
K-means uses a center-based criterion for defining the clusters, that is, each cluster Sj is
considered to be represented by the centroid, i.e. the center of mass of the cluster. K-means
then tries to find a partition such that the total sum of distances squared from each point to the
centroid of the cluster they belong to is minimized. Mathematically, the cost function becomes:
min
S1,...,SK
C (X, S) =
k∑
j=1
∑
i:xi∈Sj
∥∥xi − µj∥∥2 (4.11)
Where µj is the mean of the cluster, or centroid, computed as:
µj =
1
|Sj |
∑
i:xi∈Sj
xi (4.12)
In order to solve this problem, K-means takes a suboptimal approach based on greedy op-
timization of the previous non-convex functional. The algorithm works by iteratively repeating
two steps. In the first one, we assume the optimal values of the centroids
{
µj
}k
j=1
are known
and try to find an assignment of each point {xi}Ni=1 in the data set to a cluster {Sj}kj=1 so that
the cost function in (4.11) is minimized. Obviously, this is done by assigning xi to the cluster Sj
which satisfies
∥∥xi − µj∥∥2 ≤ ‖xi − µk‖2 ∀k 6= j. It is straightforward to see that this operation
is non-increasing, that is, after performing the reassignment of points in the data set to clusters
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with this criterion, the worst case scenario is that the value of the cost function stays the same
and, in most cases, it will decrease. The second step considers the assignation of data points
to clusters fixed, and tries to optimize the value of the centroids
{
µj
}k
j=1
to minimize equation
(4.11). We can rewrite the cost function as:
C (X,S) =
K∑
j=1
Cj (X,Sj) (4.13)
Where Cj (X,Sj) is the cost associated to the j-th cluster:
Cj (X, Sj) =
∑
i:xi∈Sj
∥∥xi − µj∥∥2 (4.14)
We can differentiate the cost function with respect to each of the
{
µj
}K
j=1
to find:
∇µjCj (X,Sj) = 2 |Sj |µj − 2
∑
i:xi∈Sj
xi (4.15)
Setting the gradient to 0 we can find the singular point of Cj (X, Sj) to be just the mean
of all data points assigned to cluster Sj , that is, µj is as expressed in equation (4.12). Since
Cj (X,Sj) ≥ 0, we have that the singular point has to be a minimum, so that the value of the
centroids
{
µj
}k
j=1
which minimize the cost function in (4.11) for a fixed assignation of data
points to clusters is given by the center of mass of the points in each cluster.
K-means starts from a set of randomly generated centroids
{
µj
}k
j=1
, and iteratively applies
the two steps explained above until convergence. First, the assignment step where each data
point is assigned to the cluster specified by its closest centroid. After that, centroids are recom-
puted according to the mean of each cluster. The process is repeated over and over until the
centroids become stable.
Standard K-means can be summarized as shown in algorithm 4.1.
A toy example to illustrate the operation of K-means algorithm can be seen in figure 4.5.
We must realize that, since the optimization of the non-convex functional (4.11) is not
simultaneous, taking a greedy approach, the algorithm will not generally converge to a global
minimum. However, a joint optimization is a NP-hard problem, making into unfeasible in most
practical cases. On the other hand, it is very easy to see prove that K-means will converge
to a local minimum of (4.11) in a finite number of steps. We just need to realize that the
cost function is bounded below by 0 and that the two steps of K-means, the assignment step
and the centroid recalculation step are both non-increasing with respect to the cost function.
Therefore, by the axiom of completeness, the algorithm will converge to a local minima. That’s
why the K-means algorithm is a reasonable trade-off between performance and computational
complexity.
In the end, K-means generates a Voronoi tessellation in the sample space where the set of
points with are closest to the j-th centroid form one cell. This guarantees that the partitions
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Algorithm 4.1: Standard K-means algorithm
input : A data set X = {x1,x2, . . . ,xN} | xi ∈ Rd
input : Desired number of clusters k
output: A partition S = {S1,S2, . . . ,Sk} of X
1 Initialize the set of centroids
{
µj
}k
j=1
by randomly choosing k points from X ;
2 while convergence criterion not satisfied do
3 for j ← 1 to k do
4 Sj =
{
xi ∈ X | j = min
1≤n≤k
∥∥xi − µj∥∥2}
5 end
6 for j ← 1 to k do
7 µj =
1
|Sj |
∑
i:xi∈Sj xi
8 end
9 end
Figure 4.5: Behavior of Standard K-means algorithm for a simple data set.
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generated by K-means are convex, which may be a desirable property or not depending on the
shape of the data as we shall see later.
Even if it is very old already, K-means is still widely use because of its simplicity and
relatively good performance. However, there exist a number of issues that make the algorithm
not powerful enough in many scenarios.
Sensitivity to initialization: K-means is extremely sensitive to the random initialization
of the centroids before applying the algorithm. A poor initialization, for instance, if two centroids
happen to be very close to each other or some centroid is very far away from the data, can cause
the appearance of empty clusters and end up degrading the performance. In figure 4.6 we can
see that, for the data set of figure 4.5, an unfortunate choice for the initial centroids can lead
to convergence to a local minima of poor quality. Because of this, K-means is usually run in
parallel with several different initializations, and we keep the one converging to a better result
(in terms of minimizing the cost function in equation (4.11)). Also, in some cases, the centroids
are chosen randomly from the points in the data set, precisely to avoid the probability of getting
a centroid too far away from the data samples.
Figure 4.6: Poor choice of initial centroids leads to bad performance in K-means.
Empty clusters: As we mentioned in the previous point, it is possible that, after the
assignment step, one of the clusters becomes empty. If that happens, there are two main
approaches that can be taken. The first approach considers dropping the cluster, so that for the
next iteration the algorithms works with K − 1 clusters. The other alternative is to create a
new cluster to fill the gap, whose centroid is usually initialized to be the data point of the whole
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data set which is furthest apart from its respective currently assigned centroid.
Number of clusters needs to be known a priori: K-means needs the number of clusters,
K, as an input to operate. However, in most practical cases, determining the optimal number
of clusters is already a hard problem. In practice, the best workaround consists of running the
algorithm with several choices for K and keeping the best result.
Limitations: There are many scenarios which appear in everyday problems which exhibit
a very bad behavior when processed with K-means. In general, K-means operates well only is
the clusters are homogeneous. When the clusters differ greatly in size or density, we usually get
trouble. An example can be seen in figure 4.7. Also, if the shapes are not approximately circular
or when the clusters share approximately the same mean, K-means breaks down completely, since
it uses a purely center-based representation of clusters. We can observe that in two different
examples in figure 4.8.
Figure 4.7: A data set with well-differentiated clusters that differ a lot in their density can be clustered
poorly by K-means.
There exist a number of enhancements which solve many of the problems or limitations we
just discussed. For instance, bisecting K-means increases the robustness against the initializa-
tion, evolutionary versions of K-means can find the optimal number of clusters automatically,
kernel K-means performs K-means clustering in a RKHS (Reproducing Kernel Hilbert Space) of
high-dimensionality, increasing the expressive power of the algorithm and making it able to deal
with data of more complex shapes or there exist even fuzzy versions of K-means that perform
overlapping clustering. Therefore, even if nowadays K-means is becoming progressively obsolete
by the discovery of more powerful algorithms, like spectral clustering, it still offers a great variety
of choice and has a wide range of applicability making it worth studying.
4.3 Hierarchical clustering
Hierarchical clustering can be considered to be a third type of clustering apart from partitional
clustering and overlapping clustering. Probably, the most important peculiarity of hierarchical
clustering is that it does not output a single partition but, rather, a sequence of partitions
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(a) Crescents data set
x
y
x
y
(b) Rings data set
Figure 4.8: We show how K-means can exhibit a poor performance when the clusters cannot be separated
by the Voronoi tesselation induced by the cluster centroids. In both examples, we shows the original data
set with the “obvious” grouping on the left and the partition outputted by K-means output on the right. In
4.8(a) we have a crescents type data set where the clusters have a elongated (non-globular) shape so that
the means (centroids) of the clusters are not representative. In figure 4.8(b) we have a situation which is
even worse for K-means, since all the clusters share the same centroid.
{
S[n] =
{
S1[n],S2[n], . . . ,S[n]k[n]
}}T
n=1
.
The name of this family of algorithms comes from the fact that they do not only seek to
find an optimal partition of the data set in clusters but, also, they aim to build a hierarchy
between the resulting clusters. They do so precisely by creating several different partitions over
a variety of scales. In other words, the number of clusters of each of the partitions the algorithm
generates, k[n] ranges usually from 1, that is, all objects belonging to a single cluster, to N ,
which would imply that each object alone forms a cluster. Putting all the generated partitions
{S[n]}Tn=1 together, we can build a tree which represents a multilevel hierarchy in such a way
that each cut or level of the tree corresponding to one of the partitions S[n]. The user must then
decide which cut yields the best performance for the application at his/her hands.
There are two main groups of hierarchical clustering algorithms:
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Agglomerative approaches: They are “bottom-up” algorithms. Initially, we have a partition
S[0] where each object in the data set forms a cluster. This corresponds to starting at the
lowest level in the cluster hierarchy. In each iteration, pairs of clusters are merged so that
we move up in the tree until reaching the highest level, the root, where we have a partition
S[T ] in which all objects belong to the same cluster.
Divisive approaches: They are “top-down” algorithms. Their operation is exactly the op-
posite than that of hierarchical agglomerative clustering algorithms. The initial partition
S[0] is now the root of the tree, treating the whole dataset as a single cluster. In each
iteration, we recursively split a cluster in pieces until we reach the leaves of the tree, with
a partition S[T ] where each object is a cluster.
As we said, the set of partitions {S[n]}Tn=1 can be represented as a tree. More precisely,
if we assume that clusters are merged (divided) in pairs, then we obtain a binary tree which
is typically called a dendrogram. In a dendrogram, we see many interconnected upside-down
U-shaped lines where each of them represents a relation between two clusters. If we “read”
the U-shape “bottom-down”, we see a cluster being split into two cluster and if we read it
“bottom-up”, we see two individual clusters being merged into a single cluster. Moreover,the
height of the upside-down U-shape represents the dissimilarity (inversely proportional to the
similarity) between the two clusters merged (or generated through splitting). If we plot a whole
dendrogram, the leaves of the tree represent individual objects in the data set and the root would
be the unique cluster containing the whole data set. Each level or cut of the tree represents one
of the partitions S[n] generated through the iterative merging (splitting) procedure. In many
cases, it is impossible to plot a complete dendrogram because of its size, so it is typical to graph
only from the root up to several levels down. An example of how a typical dendrogram looks
like can be found in figure 4.9.
The ability to generate dendrograms is precisely one of the main strengths of hierarchical
clustering. This is because, when grouping objects into categories, in most of real life examples,
there exist several perfectly valid groupings depending on the granularity. A perfect example is
biological taxonomies, where all life forms are first classified into several domains. If we increase
the level of detail, each domain is subdivided into several kingdoms, which are themselves divided
in phyla, and so on. The standard biological taxonomic classification system considers up to
eight different levels of granularity, being the most detailed one classification by species. When
we use a partitional or an overlapping clustering algorithm, we can only obtain one grouping
and we must set the level of detail by parametrization (if we think of K-means, that would be
choosing the number of clusters K, the bigger K, the bigger the level of detail). It is clear
that in many occasions, getting the whole hierarchy of groupings is extremely useful, like in the
biological example.
Even though having a hierarchy of clusters is without any doubt something desirable, we
will need to eventually pick one of the partitions, which actually is equivalent to cutting the
dendrogram by a certain level. This can be seen more clearly in figure 4.10.
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Figure 4.9: Example of dendrogram.
Bottom level: Here, each point in the dataset X = {xi}6i=1 is a single cluster, that is:
S[0] = {{x1}, {x2}, {x3}, {x4}, {x5}, {x6}} (4.16)
First level: Points x1 and x3 have been joined in a single cluster, so that:
S[1] = {{x1,x3}, {x2}, {x4}, {x5}, {x6}} (4.17)
Second level: Similarly x2 and x5 get together and:
S[2] = {{x1,x3}, {x2,x5}, {x4}, {x6}} (4.18)
Third level: The cluster formed by x2 and x5 annex x4, yielding:
S[3] = {{x1,x3}, {x2,x4,x5}, {x6}} (4.19)
Forth level: The cluster with x1 and x3 joins the cluster containing x2,x4 and x5:
S[4] = {{x1,x2,x3,x4,x5}, {x6}} (4.20)
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Top level (root): All the six original points are in the same cluster:
S[5] = {{x1,x2,x3,x4,x5,x6}} (4.21)
Figure 4.10: Correspondence between the different levels of a dendrogram and the distinct partitions of
the data set.
It turns out that the dendrogram also provides an intuitive idea of which is the optimal
level to cut the tree in order to output a single partition. Since the heights of the upside-down
U-shapes is proportional to the dissimilarity between the clusters, whenever we see two clusters
which merge at high values with respect to the height of the cluster unions immediately below
them we can see that the merging is “weak” and we should probably cut the tree there. For
instance, in figure 4.11, we see that the link leading to the root shows an abnormally big height
with respect to the heights below that link. Therefore, merging those two clusters does not seem
like a good idea. This is the kind of information that the dendrogram provides, which is the
reason why it is such a useful tool for data analysis.
A way to make that notion precise is by computing the so called “consistency” of a link.
The consistency is computed by measuring the height of the link, and the height of the links
immediately below up to a prefixed depth, as shown in figure 4.12. The consistency of the i-th
link is then defined as:
Ci =
hi − µi
σi
(4.22)
Where hi is the height of the i-th link, and µi,σi are the average value and standard deviation
of the heights of all links considered in the calculation, respectively.
Another simpler way to decide the cut-level is simply to impose a desired number of clusters
K, and cut the tree at the point which guarantees that the resulting number of clusters is at
most K, but this poses the same problem as K-means and other clustering algorithms which
require to know the number of clusters a priori: the choice of K may not be obvious at all.
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Figure 4.11: The link above has an anomalous height compared with the heights of the links below, signaling
that those two clusters should not be together.
Figure 4.12: Links involved in the calculation of the consistency of the link at the second level (the one
joining the cluster containing objects 4 and 5 with the cluster containing objects 1 and 3.
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Hierarchical clustering is not without disadvantages either. On the one hand, most hierar-
chical clustering algorithms are greedy algorithms: once a decision to combine/split two clusters
is made, it won’t be undone. Therefore, the order of the operations may greatly affect the
performance of the algorithm. Also, depending on the particular algorithm, we can experience
many of the issues which affected K-means like sensitivity to outliers and noise and bad behavior
with non-globular clusters or clusters with unequal densities.
After this introduction to hierarchical clustering, we will know discuss the main peculiarities
of agglomerative and divisive hierarchical clustering.
4.3.1 Agglomerative hierarchical clustering
The concept of agglomerative hierarchical clustering is even more intuitive than K-means. The
idea is that, at the beginning, each object to be clustered is a cluster itself. Then, we will
find the two clusters which are more similar (or less dissimilar) and join them to form a bigger
cluster. If repeat this process iteratively, we generate a sequence of partitions {S[n]}Tn=1 in a
“bottom-up” manner until all objects are joined in a single cluster.
In the previous conceptual definition, there is a fundamental ambiguity regarding the sim-
ilarities (dissimilarities). At the first step, where each cluster is initialized to be a single point
in the dataset, computing the similarities (dissimilarities) between clusters is straightforward:
we just need to select one of the many metrics available, as shown in the introduction of this
chapter, and compute the similarity (dissimilarity) matrix W. The first pair of objects to be
merged will be that which fulfills that (W)i,j ≥ (W)k,l ∀ (k, l) 6= (i, j) if we use similarities, or
(W)i,j ≤ (W)k,l ∀ (k, l) 6= (i, j) if we use dissimilarities instead. However, once we have done so
and we have our first cluster with two objects, how do we measure the distance from that thing
to the rest of points? And, more generally, how do we measure the similarity between any two
clusters, with Nx and Ny points respectively? As usual, there are many different criteria on how
to do define the similarity (dissimilarity) between two clusters. Those measures of similarity
between clusters are usually denoted as linkages in the literature. Some of them are:
Single-linkage
Single linkage measures the dissimilarity between two clusters Si, Sj as the minimum dissimilarity
between any two points x ∈ Si, y ∈ Sj . If we use similarities, the argument is reverted and we
seek the maximum similarity between any two points. The idea is straightforward: we take an
optimistic approach in which we characterize the similarity (dissimilarity) between two clusters
as the best case (in the sense of being closest) between all possible pairs of points x ∈ Si, y ∈ Sj :
(W)Si,Sj =

min
k:xk∈Si,l:xl∈Sj
(W)k,l if W is a dissimilarity matrix
max
k:xk∈Si,l:xl∈Sj
(W)k,l if W is a similarity matrix
(4.23)
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Complete-linkage
Complete linkage is the opposite of single linkage: we take the worst case scenario by character-
izing the distance between two clusters as the maximum of the pairwise distances between any
two points x ∈ Si, y ∈ Sj :
(W)Si,Sj =

max
k:xk∈Si,l:xl∈Sj
(W)k,l if W is a dissimilarity matrix
min
k:xk∈Si,l:xl∈Sj
(W)k,l if W is a similarity matrix
(4.24)
Average-linkage
Just as the name indicates, average linkage evaluates the similarity (dissimilarity) between two
clusters as the average of all pairwise similarities (dissimilarities) between any two points x ∈ Si,
y ∈ Sj :
(W)Si,Sj =
1
|Si||Sj |
∑
k:xk∈Si
∑
l:xl∈Sj
(W)k,l (4.25)
Centroid-linkage
Centroid-linkage evaluates the similarity (dissimilarity) between two clusters as the similarity
(dissimilarity) between the centroids of the clusters. If f (x,y) is the similarity (dissimilarity)
metric chosen, then:
(W)Si,Sj = f
(
µi,µj
)
(4.26)
Where µi, µj are the centroids of clusters Si, Sj respectively. Note that we can also build
a median-linkage criterion if we take µi, µj to be the medians of clusters Si, Sj instead of the
centroids.
We can find a graphical representation of the different types of linkages discussed in figure
4.13. In general, single-linkage tends to handle better non-globular shapes but is quite sensitive
to outliers, whereas complete-linkage is more robust against noise and outliers but usually breaks
cluster which are large or have non-globular shapes. Average-linkage is a kind of compromise
between the two and still tends to show difficulty to deal with non-globular clusters. Centroid
(median) linkage is barely used, since it is only appropriate if the metric is the Euclidean distance
(otherwise the centroid or the median are not representative points of the clusters according to
our metric) and, moreover, they can produce a sequence of clusters which is non-monotonic. In
this sense, monotonicity means that if we join clusters i and j at one step to form cluster a,
and after that, we join them with cluster k, the dissimilarity between i and j should be smaller
than the dissimilarity between the cluster a and k. This can be readily checked to be true for
the first three linkages shown, but can fail with centroid-linkage or median-linkage because the
centroids and medians change whenever the clusters change.
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(a) Single-linkage
(b) Complete-linkage
(c) Average-linkage
(d) Centroid-linkage
Figure 4.13: Graphical illustration of several different linkages.
4.3 Hierarchical clustering 96
There exist many more linkages, like Ward’s linkage, which measures the dissimilarity be-
tween two clusters as the increase in the squared error between the points and the cluster
centroids (in other words, the dissimilarity equals the amount the K-means cost function de-
grades if we join the two clusters). Other popular linkages are based on weighted averages. As
usual, the topic is far too broad to be covered in this document.
After having made clear the notion of linkage, we can write the basic agglomerative hierar-
chical clustering algorithm as 4.2.
Algorithm 4.2: Basic agglomerative hierarchical clustering algorithm
input : A similarity (dissimilarity) matrix W for the data set X to be clustered
input : A linkage criterion
output: A sequence of hierarchical partitions
{
S[n] =
{
S1[n],S2[n], . . . ,S[n]k[n]
}}T
n=1
1 Initialize the first partition to S[0]← {X} ;
2 Let WS = W ;
3 n← 0 ;
4 while number of clusters in S[n] greater than 1 do
5 Find the two clusters Si[n] and Sj [n] which are more similar (less dissimilar) as
(WS)
i,j ≥ (WS)k,l ∀ (k, l) 6= (i, j) if WS is a similarity matrix
(WS)
i,j ≤ (WS)k,l ∀ (k, l) 6= (i, j) if WS is a dissimilarity matrix;
6 Merge Si[n] and Sj [n] into a single cluster,
S[n+ 1]← (S[n]\ {Si[n],Sj [n]}) ∪ {Si[n] ∪ Sj [n]} ;
7 Update WS according to the specified linkage ;
8 n← n+ 1 ;
9 end
After having grasp the basis on agglomerative clustering, we will develop in chapter 5 an
agglomerative hierarchical clustering algorithm for grouping of mobile communications base-
stations to be used within the scope of this project.
4.3.2 Divisive hierarchical clustering
As we said, divisive hierarchical clustering techniques start at the top of the cluster hierarchy
tree. Mathematically, this means that S[0] = {X}. In other words, S1[0] = X. In each iteration
n, one or more of the clusters in the current partition S[n] are chosen and split in L pieces by
using another clustering algorithm which could be K-means, Spectral Clustering, Expectation
Maximization or whatever other choice we can think of.
For now, we have already seen two choices that have to be made which will have a great
impact in the algorithms’s performance: which clusters do we pick to be split in each iteration,
and how to split them (which algorithm and in how many pieces).
For the problematic of choosing the clusters to be split, there are, as usual, a great number
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of possible criteria. To name a few:
Select a cluster randomly: The simplest possible approach. The cluster to be split is chosen
at random. Easy to implement but clearly suboptimal.
Split all clusters: Another very possible approach. In each iteration, we will split all of the
clusters which contain more than one object until we reach the bottom of the tree where
there are no more clusters with more than one point, which signals the stopping criterion.
Split the biggest cluster: With this criterion, in each iteration we look for the cluster Si with
the biggest cardinality, i = max
j=1,...,k
|Sj [n]|, and split it.
Split the cluster with lowest average self-similarity: We can compute the average self-
similarity of a cluster as:
1
|Si[n]|2
∑
j:xj∈Si[n]
∑
k:xk∈Si[n]
(WS)
j,k (4.27)
where WS is the similarity matrix of the data set X as it was defined in the introduction.
The idea is that a low average self-similarity indicates that the cluster is not homogeneous
enough, so it should be split.
Other criteria can be found in [25].
On the other hand, the choice of the algorithm to split the cluster gives raise to a big family
of divisive hierarchical clustering algorithms. A popular example is bisecting K-means, which is
summarized in algorithm 4.3.
Algorithm 4.3: Bisecting K-means algorithm
input : A data set X = {x1,x2, . . . ,xN} | xi ∈ Rd
input : Desired number of clusters K
output: A sequence of hierarchical partitions
{
S[n] =
{
S1[n],S2[n], . . . ,S[n]k[n]
}}T
n=1
1 Initialize the first partition to S[0]← {X} ;
2 n← 0 ;
3 while number of clusters in S[n] is less than K do
4 Select a cluster Si[n] in S[n] ;
5 Apply K-means to the data set Si[n] with K = 2 to obtain two clusters Si,a[n] and
Si,b[n] such that Si[n] = Si,a[n] ∪ Si,b[n] Si,a[n] ∩ Si,b[n] = ∅ ;
6 Build S[n+ 1]← {S1[n], . . . ,Si−1[n],Si,a[n], Si,b[n],Si+1[n], . . . ,S[n]k[n]} n← n+ 1 ;
7 end
A simple example of how bisecting K-means operates is shown in figure 4.14.
The criterion to choose the cluster to be split in each iteration can be any of the ones
discussed before or another. One particular choice, given its relation to the objective function in
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Figure 4.14: Behavior of bisecting K-means algorithm for a simple data set
K-means, is to select the cluster with the biggest sum of distances squared between the points
in the cluster and the cluster’s centroid. That is, in the n-th iteration we select the cluster
Si[n] if Ci ≥ Cj ∀j 6= i with Ci as defined in equation (4.14). Another possible modification of
the algorithm, inspired on the sensitivity of K-means to initialization, is to repeat the bisection
process at each iteration M times and keep the bisection which yields a lowest value for the
K-means cost function (4.14).
Most of the algorithms actually bisect the clusters to be split, that is, they choose L = 2.
Also, it is not necessary to generate the whole hierarchical tree. Just like bisecting K-means,
we can choose to stop when a certain prefixed number of clusters K is generated, or, as we will
do in one of the novel algorithms developed for this project, stop when the cardinality of all the
clusters is below a prefixed threshold.
Apart from bisecting K-means, there are many other divisive hierarchical clustering algo-
rithms. In chapter 5, we will propose a novel Spectral Clustering based divisive hierarchical
algorithm for automatic adaptive grouping of mobile communications base-stations for MIMO
coordination.
4.4 Spectral clustering
Spectral clustering represents a family of clustering algorithms which are considered the cur-
rent state-of-the-art in clustering techniques. As we will discuss later in this section, spectral
clustering has a number of advantages with respect to the traditional clustering algorithms like
K-means variants or agglomerative hierarchical clustering. Spectral clustering is both really sim-
ple to implement and understand, requiring only some basic notions of graph theory and linear
algebra, and usually outperforms the traditional clustering methods in practically all scenarios.
During the remainder of this section, we will first introduce the basic concepts of graph
theory required to understand spectral clustering, to then derive spectral clustering from scratch
with the different variants we can find, showing a summary of the most well-known spectral
clustering algorithms in the literature. We will conclude this section with a brief introduction to
a fascinating topic: all the connections between spectral clustering and other machine learning
concepts, which give a really valuable insight on the reason why this family of algorithms perform
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so well.
4.4.1 Graph theory
4.4.1.1 Basic concepts and notation
In graph theory, a graph G = (V,E) is a set of N vertexes V = {v1, . . . ,vN} together with the
set of edges between the vertexes, E. Some basic concepts and definitions about graphs are:
Weighted/Unweighted graphs: When each edge from a vertex vi to a vertex vj carries a
non-negative weight wij , we say that the graph G is a weighted graph. If there is no edge
from vertex vi to vertex vj , then wij = 0. On the other hand, unweighted graphs are
simpler structures where an edge either exists or not. We can treat them as weighted
graphs for which the weight of each potential edge from a vertex vi to a vertex vj takes a
binary value: wij = 1 if the edge exists and wij = 0 if the edge does not exist.
(Weighted) adjacency matrix: We define the (weighted) adjacency matrix as a N -by-N ma-
trix W such that (W)i,j = wij . If the graph is unweighted, then W is a binary matrix,
that is, its entries are either 1 or 0.
Directed/Undirected graphs: When a graph is undirected, edges are bidirectional. This
means that if an edge from vertex vi to vertex vj exists, another edge (with the same
weight if the graph is weighted) must exist from vertex vj to vertex vi. We can then refer
to both as edges as the edge between vi and vj without ambiguity. However, directed
graphs are more complex structures that lack this symmetry.
Note that, for a directed graph, the adjacency matrix is a symmetric matrix, that is,
W = WT .
Degree of a vertex: The degree of a vertex vi ∈ V is defined as:
di =
N∑
j=1
wij (4.28)
Note that we can compactly compute an N -dimensional column vector with the degrees
of all points, d = [d1, d2, . . . , dN ]
T in the data set as:
d = W1 (4.29)
Where 1 is the all-ones vector of the appropriate size.
Since wij 6= 0 if and only if there is an edge from vertex vi to vertex vj , the degree of a
vertex measures the sum-weight of all the edges originated in vertex vi.
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Indicator vector: For a subset Vi ⊂ V , we define the indicator vector of Vi as a N -dimensional
vector ei =
[
e1i , e
2
i , . . . , e
N
i
]T
such that eji = 1 if and only if vertex vj belongs to subset Vi
and eji = 0 otherwise. Note that the indicator vector of V is simple the all ones vector 1.
Intuitively, the less connected a vertex vu is, the smaller its degree.
Cardinality of a set of vertexes: The cardinality of a subset Vi ⊂ V will be denoted by |Vi|
and, since Vi is a finite set, it equals the number of vertexes in the subset.
Volume of a set of vertexes: The volume of a subset Vi ⊂ V will be denoted by vol (Vi) and
is defined to be the sum of the degrees of all vertexes in the subset, that is:
vol (Vi) =
∑
{j|vj∈Vi}
dj (4.30)
Connected subset: A subset Vi ⊂ V is said to be connected if any vertex vj in Vi can be
reached from any other vertex vk in Vi by traveling a path of edges between vertexes of
Vi. In other words, in a connected subset, we can move freely from one vertex to another
following a path of edges without getting outside of the subset at any moment. A subset
is called unconnected whenever it is not connected.
Connected component: A subset Vi ⊂ V is called a connected component of a graph when
it is connected and, moreover, there are no edges between any point of Vi and points in
the complement of Vi, Vi where Vi = {vj ∈ V : vj 6∈ Vi}. In other words, there is no way to
travel from points inside Vi to points outside the subset.
Hard partition of a graph: A hard partition of a graph is a hard partition of the vertexes
in the same sense we discussed in the introduction of this chapter. That is, a collection of
subsets V = {V1, V2, . . . , Vk} such that Vi ∩ Vj = ∅ ∀ i 6= j and V1 ∪ V2 ∪ . . . ∪ Vk = V .
4.4.1.2 Graph Laplacians
The graph Laplacian matrix is a fundamental concept in graph theory and will also be an
essential tool to derive spectral clustering. In the literature, there are several different definitions
of the graph Laplacian matrix which are perfectly valid as long as the subsequent derivations
are consistent with the initial definition. Even if they are different, they are very similar both
in definition and properties. In this work, we will follow the convention in [2] and [3] defining
the graph Laplacian matrix of an undirected weighted graph G as:
L = D−W (4.31)
Where D = diag (d) and W the weighted adjacency matrix of the graph. A detailed discus-
sion on the properties of L can be found in [26]. However, we will stick to a summary of the
properties which are relevant for spectral clustering, taken from [2]:
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Theorem 1.
(i) xTLx = 12
∑N
i=1
∑N
j=1wij(xi − xj)2 ∀ x ∈ RN .
(ii) L is a positive semi-definite, symmetric matrix.
(iii) 0 is always an eigenvalue of L and its corresponding eigenvector is 1.
(iv) The algebraic multiplicity of the eigenvalue 0 of L equals the number of connected compo-
nents in the associated graph G. Moreover, the associated eigenvectors are the indicator
vectors of each of the connected components.
Proof.
(i) From the definition of L, xTLx = xTDx− xTWx. Since D is a diagonal matrix, we can
express both quadratic forms as:
xTDx− xTWx =
N∑
i=1
dix
2
i −
N∑
i=1
N∑
j=1
wijxixj =
=
1
2
 N∑
i=1
dix
2
i − 2
N∑
i=1
N∑
j=1
wijxixj +
N∑
j=1
djx
2
j
 =
=
1
2
N∑
i=1
N∑
j=1
wij(xi − xj)2
(ii) Since L = D −W with D diagonal and W symmetric for undirected graphs, then L is
symmetric too. From (i), we see that xTLx ≥ 0 ∀ x ∈ RN
(iii) We have that L1 = D1−W1 = d− d = 0. Therefore, 1 belongs to the null space of L,
making it an eigenvector of L with eigenvalue 0.
(iv) Let us assume that xTLx = 0. Then, by (i), this means that:
1
2
N∑
i=1
N∑
j=1
wij(xi − xj)2 = 0
In particular, since wij ≥ 0 ∀ i, j, we must have that wij(xi − xj)2 = 0 ∀ i = 1, . . . , N j =
1, . . . , N . This is completely equivalent to saying that xi = xj if wij > 0. In words, if
vertexes i and j are connected by an edge in the graph, x will not belong to the null space
of L unless its entries xi and xj are equal. Moreover, if j is also connected to another
vertex k, by the same reasoning xj = xk, so that we end up with xi = xj = xk.
Extending this argument, if an eigenvector of L with eigenvalue 0, x has non-zero entry
xi, then all the entries in x corresponding to vertexes in the same connected component
as vertex i must have the same value as xi.
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With this procedure, if a graph has k connected components, we can construct up to k
linearly independent vectors in the null space of L, being the set of indicator vectors of
the connected components a basis of such null space.
It is usual in the literature to normalize the graph Laplacian matrix. Different normalizations
will lead to variations of spectral clustering algorithms as we shall see later. Some typical ways
to build normalized Laplacians are:
Lsym = D
−1/2LD−1/2 = I−D−1/2WD−1/2 (4.32)
And:
Lrw = D
−1L = I−D−1W (4.33)
The notations are due to the fact that Lsym is still a symmetric matrix, and Lrw is related
to a random walk interpretation which we will discuss later. The properties of both matrices are
very similar to those of the unnormalized graph Laplacian L. It is obvious from the definition of
the normalized graph Laplacians that Lrw shares the null space of L and that Lsym also behaves
very much alike, with the particularity that if x is in the null space of L and Lrw, then the
corresponding the corresponding null-space vector of Lsym would be D
1
2x. In particular, this
means that the multiplicity of eigenvalue 0 of both normalized matrices keeps its meaning. The
reader can find a more detailed discussion on the exact relation between the spectrums of L,
Lsym and Lrw with the corresponding proofs in one of the two main sources in which most of
this chapter is based, [2].
4.4.2 Interplay between graph theory and spectral clustering
As the reader may have already realized, a graph provides essentially the same representation
of a data set as the similarity matrix of a data set as defined at the beginning of this chapter.
Indeed, if we consider that each object xi in the data set is a vertex vi in the graph, we can
encode the information about the similarity between objects in the data set in the set of edges.
A summary of the most typical ways to build a graph from a data set are:
Fully connected graph: We can build an undirected weighted graph where each vertex vi is
connected by an edge to all other vertexes vj in such a way that the weight of the edge
between two vertexes vi and vj equals the similarity between xi and xj . In this case,
the weighted adjacency matrix of the graph and the similarity matrix of the data set are
identical. The granularity of this kind of graph is controlled via the similarity function.
-neighborhood graph: Alternatively, it is possible to obtain a more abstract representation
of the data set by using an undirected unweighted graph where two vertexes vi,vj are
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connected by an edge if and only if the dissimilarity between xi and xj is below a prefixed
threshold level  (alternatively, we can connect two vertexes when the similarity is above
a certain threshold if we don’t use dissimilarities). In this kind of scheme, the information
about the proximity of points is encoded in the existence of edges, so that’s why it is
usually built as an unweighted graph. However, we could still weight the edges by the
similarities if we wanted to, making the graph weighted.
The level of detail is controlled by the parameter  in such a way that a small value for 
will result in a graph with too many connected components, whereas a value which is too
big may link dissimilar groups and even outliers. As with all machine learning algorithms,
we should experiment with several choices and cross-validate to find the optimal value for
the parameter.
k-nearest neighbor graph: We build an undirected graph by connecting two vertexes vi,vj
if xi is among the k-nearest neighbors of xj OR xj is among the k-nearest neighbors of
xi. We can weight the resulting edges between vertexes with the similarity between the
corresponding data points or not. In this case, k will control the granularity of the data
representation in a similar manner as  in the -neighborhood graph. A typical rule of
thumb is to employ  ≈ log(N), but again, the best idea is to try several values and pick
the one which behaves better for our application, [2].
Mutual k-nearest neighbor graph: We build an undirected graph by connecting two ver-
texes vi,vj if xi is among the k-nearest neighbors of xj AND xj is among the k-nearest
neighbors of xi. Therefore, the mutual k-nearest neighbor graph imposes more restrictive
conditions to place an edge between two vertexes than the k-nearest neighbor graph. We
also have the freedom to make the graph weighted or unweighted, so that we can choose
whatever fits better the needs of our particular application. For this kind of approach,
there are no popular rules of thumb for the choice of k. However, as an initial setup, we
should use a value for k significantly larger than the equivalent for the k-nearest neighbor
graph, since the mutual k-nearest neighbor graph usually has much fewer edges.
An example of how different graphs can be built from the same data set by using some of
the conventions we just discussed can be seen in figure 4.15.
Intuitively, the fully connected graph preserves all the information, whereas the other schemes
“filter” the data set by eliminating similarities between points which are too far apart. This
approach is beneficial in the presence of noise and outliers, since they would not affect the graph
shape. On the other hand, we may be pruning relevant information and ending up with a poorer
representation of the original data. Another consideration is that both the -neighborhood graph
and the k-nearest neighbor based algorithms result in weighted adjacency matrices which are
sparse, with the subsequent computational advantages. However, there is no general answer
about which kind of graph performs better nor theoretical results about how the performance
4.4 Spectral clustering 104
Figure 4.15: Different graphs obtained from the same dataset.
changes with the type of graph. Therefore, the engineer shall try several options and cross-
validate the results to make a choice.
We may ask ourselves why we should bother to change the representation of the data set if
we are going to end up with the same thing. The answer lies in the fact that, by using a graph
representation, we may formulate clustering as the optimization of a family of cost functions
treated in classical graph theory, the so called graph cuts.
Graph cuts
From an intuitive point of view, to cluster data we want to find a partition of the data set so
that points belonging to the same cluster are very similar to each other and points belonging
to different cluster have a low similarity. If we restate that objective in terms of graph theory,
what we want is to find a partition so that the edges between points in the same subset have
large weights but the edges between points in different subsets have small weights. In the ideal
case, following the terminology exposed before, we would like each cluster to be a connected
component of the graph. In most cases, a partition like that does not exist. However, we can
easily build cost functions to quantify the concept of maximizing the sum of intra-cluster weights
and minimizing the sum of inter-cluster weights and try to optimize them.
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First of all, to simplify the notation, we will introduce:
W (A,B) =
1
2
∑
{i|vi∈A}
∑
{j|vj∈B}
wij (4.34)
With that definition, W (A,B) measures the sum of the weights of all edges between vertexex
in subset A to vertexex in subset B. Since the graph is undirected, the factor 12 avoids counting
each edge twice (one per each direction). However, since it will become merely a scaling of the
cost function, we could perfectly drop it without changing the results.
Note that the definition still holds if sets A and B overlap and even if A = B. Precisely,
one of the particular cases of interest is the value of W (A,A), which accounts for the sum of
the weights of all edges between any two vertexes in subset A, that is, for clustering, we seek
to maximize W (Vi, Vi) for all the Vi in the partition V, so that points in the same cluster are
similar. The other case of interest is W
(
A,A
)
, which accounts for the sum of the weights of all
edges between points in subset A and points outside A. A good partition for cluster should then
achieve low values of W
(
Vi,Vi
)
for all the Vi in the partition V, meaning that data in different
clusters are dissimilar.
Using this notation, we build the following cost functions:
MinCut: The Cut objective function is simply the sum of the weights of all edges between
points assigned to different clusters. Mathematically:
cut (V) =
k∑
i=1
W
(
Vi, V¯i
)
(4.35)
We can easily see that minimizing the value of cut (V) is equivalent to finding a partition
such as the generated clusters are as dissimilar as possible. That is why this method is
called MinCut.
A priori, MinCut seems to be a reasonable approach to the problem. Moreover, for the
particular case in which k = 2, it can be solved efficiently ([27]). Nevertheless, if we
think about it more throughly, we can easily construct sensible scenarios where this cost
function is extremely pathological. The exact problem is that, much more frequently than
we would like, the optimal solution to the MinCut problem simply separates one point from
the rest of the graph. This led to the idea of trying to include some kind of penalization
for partitions with unbalanced clusters (clusters are said to be unbalanced whenever they
differ greatly in size).
RatioCut: The RatioCut objective function tries to tackle the problem discussed before by
using the cardinality of each cluster as a measure of size. The objective function becomes:
RatioCut (V) =
k∑
i=1
W
(
Vi,Vi
)
|Vi| (4.36)
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As we see, the sum-weigh of the edges going outside a cluster Vi is normalized by the
cardinality of the subset, hence the name of RatioCut. In this way, when a cluster Vi is
very small, the normalized sum-weight
W
(
Vi,Vi
)
|Vi| will be big even if the original sum-weight
of W
(
Vi,Vi
)
was small.
Moreover, since the function
∑k
i=1
1
xi
is minimized when x1 = x2 = . . . = xk, we see that
RatioCut somehow benefits balanced partitions.
NormalizedCut: Normalized cut was first introduced in [4]. The idea is very similar to that
of RatioCut, but instead of normalizing W
(
Vi,Vi
)
by the cardinality of Vi, we normalize
it by its volume:
NCut (V) =
k∑
i=1
W
(
Vi,Vi
)
vol (Vi)
(4.37)
Normalized cut also gives a partition with balanced clusters. However, whereas in Ra-
tioCut the clusters were balanced in the sense of containing a similar number of points,
NormalizedCut balances clusters by trying to find a partition so that the sum of the weights
of all edges in each cluster is similar for all the clusters.
PenalizedCut: In [3] the authors propose a generalization of both RatioCut and Normalized-
Cut which they call PenalizedCut. The idea is very simple. In RatioCut, whenever a
point vi is added to a certain cluster, the normalization factor for that cluster increases
by 1. On the other hand, in NCut, it would increase by the degree of that point, di.
The proposition of that paper is to allow a custom normalization by defining a set of val-
ues pi = [pi1, pi2, . . . , piN ]
T , in such a way that adding the point to a cluster increases the
normalization by pii begin the only restriction the positivity of the weights, pii ≥ 0. The
normalization factor for a cluster Vi can then be expressed in a compact way using the
indicator vectors of the cluster as piTei. Taking that into account, PenalizedCut becomes:
PCut (V) =
k∑
i=1
W
(
Vi,Vi
)
piTei
(4.38)
PenalizedCut has the fundamental advantage of being a generalization since, if we let
pi = 1 we recover RatioCut and defining pi = d we get NormalizedCut.
Sadly, the only graph cut which is easy to solve is precisely the one which is not useful for
clustering, MinCut. PenalizedCut, including the two particular cases of RatioCut and Normal-
izedCut, are NP hard problems as it was shown in [28]. However, as we shall see in the next
section, spectral clustering uses a clever trick to approximate the optimal solution of graph cut
problems using a spectral representation (hence the name) of the associated graph Laplacian
matrix.
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4.4.3 Approximating graph cuts with linear algebra: spectral relaxation
As we have seen, graph cuts are very representative objective functions for clustering. However,
they are NP-hard problems, so that they are usually unfeasible for real-life scenarios. In the
recent years, spectral clustering has become really popular since it provides a feasible way of
approximating the solution of graph cut objective functions.
First, a matrix representation of the objective functions will be obtained. This will allow
us to cast it into a form which resembles typical problems in linear algebra whose solution is
well-known. This new form will obviously be still NP-hard but it will clearly suggest a way of
approximating the solution. But, we will see that, by dropping one particular condition, we
obtain a very typical constrained optimization problem with matrix variables, whose solution
will be strongly linked to the spectrum of the graph Laplacian matrix. To sum up, we relax the
problem into a tractable form, whose solution can be interpreted in terms of the spectrum of a
matrix. That’s why this step is usually denoted by spectral relaxation. Sadly, the condition we
will get rid of is precisely the one which ensures that the solution actually represents a partition
of the data set. As we will see, we can prove in a lot of different ways (this is precisely one of
the most fascinating aspects of spectral clustering!) that the relaxed solution makes sense and
is interpretable in terms of clustering, only just not in a straightforward way. The step in which
extract information to encode a partition from the solution of the relaxed problem is usually
denoted rounding, since it will involve a kind of discretization of the solution.
We will begin by finding a matrix representation of the graph cuts problems. Without loss
of generality, we will focus on PenalizedCut, since RatioCut and NormalizedCut are particular
cases of PenalizedCut.
In order to find the sought matrix representation of PCut, we will define Π = diag (pi), a
diagonal matrix whose diagonal entries are the customized per-point normalization factors pii
and, more importantly, the N -by-k cluster assignation matrix E = [e1, e2, . . . , ek]. Note that
(E)i,j will have value 1 if point i belongs to the j-th cluster and 0 otherwise. Since we only
consider partitional clustering in this section, E is then a binary matrix with the extra restriction
that it may have only one entry with value 1 in each row.
Taking into account this two definitions and using property (i) in theorem 1, we have that:
W
(
Vi,Vi
)
= eTi Lei =
(
ETLE
)i,i
(4.39)
On the other hand, the normalization factor in PenalizedCut can also be written as:
piTei = e
T
i Πei =
(
ETΠE
)i,i
(4.40)
Putting both things together and defining PenalizedCut can be expressed as:
PCut (V) =
k∑
i=1
W
(
Vi,Vi
)
piTei
=
k∑
i=1
(
ETLE
)i,i
(ETΠE)i,i
= Tr
(
ETLE
(
ETΠE
)−1)
(4.41)
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The latter equality follows from the fact that, with the definitions above, ETΠE is a diagonal
matrix.
At this point, the objective function of PenalizedCut is already expressed in terms of linear
algebra. However, the current result is still not satisfactory since we would like to express it as
a problem with a well-known solution. We can cast equation (4.41) into something easier to
handle using the following theorems.
Theorem 2. The objective function PCut (V) = Tr
(
ETLE
(
ETΠE
)−1)
can be expressed as
PCut (V) = Tr
(
HTLH
)
for any matrix H ∈ RN×k satisfying:
(a) The columns of H are piecewise constant with respect to the indicator vectors of V in E.
That is, H = EΨ for any non-singular Ψ ∈ Rk×k.
(b) HTΠH = Ik.
Proof. On the one hand, using condition (a) of H we have that:
Tr
(
HTLH
)
= Tr
(
ΨTETLEΨ
)
= Tr
(
ETLEΨΨT
)
Also, from condition (b) we can see:
Ik = H
TΠH = ΨTETΠEΨ =⇒ ETΠE = (ΨΨT )−1 ⇐⇒ ΨΨT = (ETΠE)−1
Therefore, putting both arguments together we can conclude that:
PCut (V) = Tr
(
ETLE
(
ETΠE
)−1)
= Tr
(
HTLH
)
Which concludes the proof.
The reader may wonder whether a matrix H satisfying the hypothesis of theorem 2 exists.
However, from the proof of the theorem, we can see that this amounts to showing if we can find
Ψ ∈ Rk×k such that ΨΨT = (ETΠE)−1. Since (ETΠE)−1 is a diagonal matrix, which we may
call B, this is equivalent to asking that ΨΨT = B. It is then straightforward to see that any
matrix of the form Ψ = B1/2U with U an arbitrary k × k orthonormal matrix, satisfies the
requirements.
At this point, we have successfully found the sought matrix-representation of PenalizedCut,
which may be finally expressed as:
min
H|H=EΨ
Tr
(
HTΛH
)
s.t. HTΠH = Ik (4.42)
At first sight, the previous optimization problem looks fantastic: it seems a simple problem
in which the trace of a quadratic form needs to be minimized over a manifold. However, if
we look closely at the domain of the problem, H|H = EΨ, we see that things are much more
tricky. The rigorous definition of the problem only considers matrices H which are piecewise
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constant on E, where E must be a valid cluster-assignation matrix as defined at the beginning
of this section (E)i,j = 1 if point i belongs to the j-th cluster and (E)i,j = 0 otherwise). Solving
this problem is still NP-hard, so it would seem that we have gained nothing by all this work.
Nevertheless, even if it may seem surprising, simply by finding the solution of the problem over
H ∈ RN×k we obtain a result which contains a lot of information about the sought partition.
Therefore, following that idea, we apply spectral relaxation to obtain the following relaxed
problem:
min
H∈RN×k
Tr
(
HTΛH
)
s.t. HTΠH = Ik (4.43)
The solution of (4.43) is in the following theorem:
Theorem 3. The solution of the optimization problem:
min
H∈RN×k
Tr
(
HTΛH
)
s.t. HTΠH = Ik
If L is a real-valued symmetric matrix fulfilling Λ1 = 0 and Π = diag (pi) with pii ≥ 0 is given
by H = Π−1/2UQT where U = [u1u2 . . .uk] ∈ RN×k is a matrix whose columns are the k
eigenvectors of the normalized graph Laplacian matrix L˜ = Π−1/2LΠ−1/2 associated to the k
smallest eigenvalues and Q ∈ Rk×k is an arbitrary real-valued orthonormal matrix.
Proof. We have to solve a constrained optimization problem. Hence, we must write its associated
Lagrangian:
L(H,Φ) = Tr (HTΛH)− Tr (Φ (HTΠH− Ik))
Where we have introduced:
Φ =

φ1,1 φ2,1 . . . φk,1
φ2,1 φ2,2 . . . φk,2
...
...
. . .
...
φk,1 φk,2 . . . φk,k

A symmetric k × k matrix of Lagrange multipliers.
In order to simplify the expression of the Lagrangian, it will be useful to define H˜ = Π1/2H,
so that we can write:
L
(
H˜,Φ
)
= Tr
(
H˜T L˜H˜
)
− Tr
(
Φ
(
H˜T H˜− Ik
))
With L˜ = Π−1/2LΠ−1/2 being the (generalized) normalized Laplacian matrix associated to the
graph.
We can know differentiate the Lagrangian with respect to H˜ to find:
∂L
∂H˜
= 2L˜H˜− 2H˜Φ
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Since we try to find a stationary point of the Lagrangian, we end up with the condition:
L˜H˜ = H˜Φ
As Φ is a symmetric matrix, it satisfies the hypothesis of the spectral theorem for normal
matrices, so we can introduce in the previous equation its unitary diagonalization Φ = QSΦQ
T
to find:
L˜H˜Q = H˜QSΦ
But the previous equation is simply stating that the columns of H˜Q are k of the eigenvectors
of L˜ with corresponding eigenvalues given by the diagonal entries of the k × k diagonal matrix
SΦ. In other words, the eigenvalues of Φ coincide with those of L˜. If we introduce U =
[u1u2 . . .uk] ∈ RN×k, such that U = H˜Q, that is, a matrix whose k columns are k of the
eigenvectors of L˜, we can solve for H˜ to find that H˜ = UQT . Moreover, it is straightforward to
check that with that solution:
(a) The constraint is readily satisfied: H˜T H˜ = QUTUQT = Ik since both U and Q have
orthonormal columns.
(b) The value of the objective function becomes:
Tr
(
HTΛH
)
= Tr
(
H˜T L˜H˜
)
= Tr
(
QUT L˜UQT
)
= Tr
(
QUTU
L˜
S
L˜
UT
L˜
UQT
)
=
k∑
i=1
λ
L˜,i
Where we have introduced the unitary diagonalization L˜ = U
L˜
S
L˜
UT
L˜
, which can be done
since L˜ is symmetric too. Moreover, since the ordering of eigenvalues and eigenvectors in
a unitary diagonalization is a degree of freedom, we will assume that they are arranged
so that the first k correspond to the eigenvectors in the k columns of U. With that
arrangement, we can see that UTU
L˜
=
[
Ik×k 0k×(N−k)
]
. Using that, and the fact that Q
is an orthonormal matrix, we end up with the following fundamental result: the value of
the objective function when H˜ = UQT is the sum of the eigenvalues corresponding to the
k eigenvectors of L˜ in the columns of U.
Point (a) ensures that H˜ = UQT is a valid solution. Finally, point (b) shows that, if we take the
k eigenvectors associated to the k smallest eigenvalues of L˜, we actually minimize the objective
function. Since H˜ = Π1/2H, we end up with H = Π−1/2UQT .
Note that the transposition of Q in the expression of H is merely a notational issue and
can be dropped. Moreover, as far as the solution of the relaxed problem is concerned, we can
completely drop Q because Q = I is a perfectly valid choice. However, as we shall see later,
some rounding schemes take advantage of the degree of freedom Q provides to optimize its value,
making H closer to fulfill the non-relaxed constraint H = EΨ. Therefore, we decided to include
it in the formulation.
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At this point, it is useful to stop for a while and check whether all we have got so far makes
sense.
According to the concept of relaxing PCut, and using the results of theorem 3, we have that
the eigenvectors of the normalized graph Laplacian matrix L˜ scaled by Π−1/2 should provide
very valuable information about the partition which optimizes PCut. As particular cases:
RatioCut: When the target is optimizing RatioCut, Π = I so that L˜ = L. Then, H consists of
the k eigenvectors of the unnormalized graph Laplacian associated to the k smallest eigen-
values. Because of this, we say that RatioCut leads to unnormalized spectral clustering.
NormalizedCut: If we try to optimize NormalizedCut, Π = D so that L˜ = Lsym. Besides, (see
[2]) if u is an eigenvector of Lsym, D
−1/2u is both an eigenvector of Lrw and a generalized
eigenvector which fulfills Lu = λDu. Therefore, H consists of the k eigenvectors of the
normalized graph Laplacian Lrw associated to the k smallest eigenvalues.
Does that makes sense? In order to realize that it does, let us consider the simplest scenario
we can think of: one in which we have k connected components in the graph. In such a case, we
obviously would like that the clustering algorithms identifies each connected component with a
cluster. However, thanks to the properties of graph Laplacians, in this scenario 0 is an eigenvalue
of L, Lsym and Lrw with multiplicity k, and the corresponding eigenvectors are the indicator
vectors of the k connected components (in the case of Lsym the indicator vectors are scaled
by D1/2. Therefore, in the ideal case, the solution of the relaxed problem H retains all the
information we want.
Now, for more complicated scenarios where the clusters are not so obvious, we can justify
that, as long as there are actually several (possible connected) groups of data, the weighted adja-
cency matrix of the graph will be a slightly perturbed version of the weighted adjacency matrix of
the ideal case and, therefore, the eigenvectors of the graph Laplacians will be slightly perturbed
versions of the optimal indicator vectors. Indeed, this is one of the multiple interpretations of
spectral clustering we will study later.
A very nice example to illustrate due to [2] is as follows. They build a dummy data set
consisting of 200 points in R (one dimensional points) drawn from a mixture of four Gaussians.
They construct both a fully-connected graph and a 10-nearest neighbor graph weighting the
edges according to a Gaussian similarity function with σ = 1.
In the upper left corner of figure 4.16 we see the histogram of the data set, which reveals
that the data is indeed generated by a mixture of four Gaussian PDFs. The rest of the figure
is organized as follows. There are for rows which show a plot of the eigenvalues of a graph
Laplacian matrix, and then five plots showing, for each of the first five eigenvectors, the curve
xi vs. u
i
j . The first row considers a 10-nearest neighbor graph with Lrw as graph Laplacian.
The second row changes Lrw by L. The third row uses again Lrw, but constructed with a
fully-connected graph. Finally, the last row uses a fully-connected graph with the unnormalized
graph Laplacian L.
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Figure 4.16: Illustration of spectral clustering for a simple data set. See text for details. Image and
example taken from [2].
The last five plots in each row are very meaningful because, according to the intuition we
just discussed, where the i-th eigenvector with i = 1, . . . , k is roughly approximation of the
indicator vector of the i-th cluster, then the i-th coordinate of the j-th eigenvector shall contain
valuable information about whether point xi belongs to the j-th cluster or not. Actually, this
statement is a great oversimplification of reality. At some point in our way towards achieving
the spectral relaxation, we introduced H = EΨ. This actually means that, even in the ideal case
in which rounding is perfect, the columns of H will not be exactly the indicator vectors but,
rather, linear combinations of them. In other words, the eigenvectors of the graph Laplacian are
really meaningful, but the information about the indicator vectors in H is not so overwhelmingly
obvious as we would like.
For instance, if we take a look at the first row, we see that the first eigenvector is actually
the indicator vector of the second cluster; the third eigenvector, the indicator vector of the first
cluster and the forth eigenvector, the indicator vector of the third cluster. However, the second
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eigenvector a linear combination of the indicator vectors of clusters 1, 2 and 3. Nevertheless,
if we gather the information of the first four eigenvectors, we can easily distinguish the four
clusters.
Comparing the nearest neighbor graph with the fully connected graph, we can see that, in
this example, using the 10-nearest neighbor graph results in the ideal situation in which we have
four connected components (one per cluster). We can see that by realizing that eigenvalue 0 has
multiplicity 4, and also from the fact that the eigenvectors are exact linear combinations of the
indicator vectors.
However, in the fully-connected graph, we have a certain perturbation. Eigenvalue 0 now
has multiplicity 1, something obvious since the graph is fully connected, and the corresponding
eigenvector is a constant vector (multiply of 1). However, without much effort, we can still spot
that the first four eigenvectors allow to differentiate the four clusters quite well, even if now it
is not as clear as before.
4.4.4 Rounding schemes
Looking at the results for the fully-connected graph, we have a perfect example of the necessity
of rounding : the information about the clusters clearly is with the eigenvectors of the graph
Laplacians, but we need to further processing of the solution of the relaxed problem to obtain
the partitions.
There exist many spectral clustering algorithms which mainly vary on three different aspects:
the choice of similarity function and the way of constructing the graph, the type of graph
Laplacian used and, finally, the rounding scheme.
We have already studied some of the main possibilities for the two first degrees of freedom.
Now we shall enunciate two of the most typical rounding schemes in the literature:
K-means rounding: The most used approach, because of its simplicity and good performance,
is to use the K-means clustering algorithm (or any of its variants like K-medians, bisecting
K-means or weighted K-means) over the rows of H.
In the ideal case with k connected components, the rows of H always are one of the k
vectors in the canonical basis of Rk, since a point can belong to only cluster in partitional
clustering. For all points the j-th cluster, the corresponding row of H will be the j-th
vector of the canonical basis (all its entries 0 except the j-th one). It is obvious that in
such an scenario, K-means would converge to the right clusters.
However, for more complicated cases like the ones shown in figure 4.16, the reader can
observe that K-means rounding would still converge to the good result.
Non-maximum suppression rounding: An alternative way of rounding the result of the
relaxed problem is to allocate the i-th data point to the cluster satisfying corresponding
to the maximum entry in the i-th row of H, that is, the i-th data point is allocated to the
cluster j = max
1≤l≤k
(H)i,l.
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This rounding scheme makes perfect sense too, since by a formal perturbation argument,
we expect the entry corresponding to the cluster where the point should belong to be
big and the rest small (in the ideal case with k connected components, only the entry
corresponding to the connected component to which the point belongs is non-zero).
Procrustean rounding: Procrustean rounding was introduced in [3] as a way of taking ad-
vantage of the degree of freedom which exists in the solution of the relaxed problem due
to the orthonormal matrix Q.
The solution was expressed as H = Π−1/2UQT . We can try to improve the traditional
rounding scheme based on K-means by using an iterative procedure in which we first
estimate the value of E from the current value of H and, then, we update the value of Q
so that we solve the following Procrustes problem ([29]):
min
Q∈Rk×k
Tr
((
E−UQT ) (E−UQT )T) = ∥∥E−UQT∥∥2
F
s.t. QTQ = Ik
In other words, we try to force the solution of the relaxed problem, H, to be closer to the
current cluster-assignation matrix E (in the sense of minimizing the Frobenius norm) by
varying the value of Q. As usual, to solve the constrained optimization problem, we refer
to the associated Lagrangian:
L (Q,Φ) = Tr
((
E−UQT ) (E−UQT )T)+ Tr (Φ (QTQ− Ik))
Where we have introduced a symmetric k × k matrix of Lagrange multipliers, Φ. Differ-
entiating with respect to Q we obtain:
∂L
∂QT
= 2ΦQT − 2UTE
Therefore we have that:
ΦQT = UTE ⇐⇒ QT = Φ−1UTE
The constraint QTQ = Ik is then equivalent to:
Φ−1UTE
(
UTE
)T
Φ−1 = Ik ⇐⇒ UTE
(
UTE
)T
= Φ2
We can now introduce the SVD (Singular Value Decomposition) of UTE as UTE = ASBT ,
with S being a diagonal matrix with the singular values and A, B orthonormal matrices
whose columns are the left singular vectors and the right singular vectors, respectively.
Using that we can rewrite:
Φ2 = AS2AT
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From which we can find:
Φ = ASAT ⇐⇒ Φ−1 = AS−1AT
And, finally, substituting the value of Φ−1 in QT = Φ−1UTE we get:
QT = ABT
Therefore, the final solution is that the value of QT which brings H closer to the current
partition E can be obtained from the SVD of UTE = ASBT as QT = ABT . An example
of an spectral clustering algorithm using the Procrustean rounding approach is in algorithm
4.10.
Since the rounded solution is a heuristically interpreted version of a problem which is a
relaxed version of the original objective function, the main disadvantage of spectral clustering
is that we lose all theoretical guarantees on the quality of the solution. Indeed, there exist
some pathological cases for which it has been shown that spectral clustering converges to a
local minimum of PenalizedCut, instead of the global minimum. However, on average, the
performance of spectral clustering is excellent and surpasses all of the traditional algorithms.
Because of this, finding theoretical results which prove the reasons for such a performance
remains a very interesting open problem.
4.4.5 Some spectral clustering algorithms
At this point, we are ready to summarize some of the most well-known variants of spectral
clustering. As we said in the previous sections, all of them have basically the structure shown
in 4.4.
Particularizing typical choices for the degrees of freedom, we get some of the following vari-
ants:
Algorithm 4.5 is probably the most basic form of spectral clustering. It uses the unnormalized
graph Laplacian matrix, so that it implements a RatioCut objective function. Also, the rounding
scheme is very simple, being based on K-means.
In [4], the authors take advantage of the fact that the generalized eigenvectors obtained
through the generalized eigenproblem Lui = λiDui are identical to those of Lrw. Therefore,
algorithm 4.6 is actually the same algorithm as 4.5, but implementing NormalizedCut instead
of RatioCut.
The main particularity of algorithm 4.7 is the row normalization step. To understand why
such a procedure is necessary in this case, we have to refer to the proof of theorem 3. In this
algorithm, the authors decided to work with the eigenvectors of Lsym. However, according to
theorem 3, doing that implies that the eigenvectors we work with are a scaled version of the
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Algorithm 4.4: Outline of spectral clustering algorithms
input : A data set X = {x1,x2, . . . ,xN} | xi ∈ Rd
input : Desired number of clusters k
output: A partition S = {S1,S2, . . . ,Sk} of X
1 Construct a similarity graph as described in section 4.4.2 and compute its weighted
adjacency matrix W ;
2 Compute one of the possible graph Laplacian matrices L˜ depending on the choice of
normalization and W ;
3 Obtain the k eigenvectors of L˜ associated to the k smallest eigenvalues. Store them in a
matrix H ;
4 Apply a rounding scheme as described in section 4.4.4 to H to get the cluster assignation
matrix E ;
5 Translate E into a partition S of the input data set.
Algorithm 4.5: Unnormalized spectral clustering ([2])
input : A data set X = {x1,x2, . . . ,xN} | xi ∈ Rd
input : Desired number of clusters k
output: A partition S = {S1,S2, . . . ,Sk} of X
1 Construct a similarity graph as described in section 4.4.2 and compute its weighted
adjacency matrix W ;
2 Compute the unnormalized graph Laplacian matrix L from W ;
3 Obtain the k eigenvectors of L associated to the k smallest eigenvalues, u1, . . . ,uk. Store
them by columns in a matrix H = [u1, . . . ,uk] ∈ RN×k ;
4 Cluster the N k-dimensional vectors given by the rows of H, {(H)i}Ni=1 into clusters
C1, . . . ,Ck using K-means algorithm ;
5 The output partition S is such that Si = {xj | (H)j ∈ Ci} ;
optimal ones, as H˜ = D1/2H. This is equivalent to saying that each row is scaled by
√
di with
respect to the optimal solution of the relaxed problem.
There is even a more fundamental need for the row normalization step in 4.7. If we think
again about the ideal scenario with k connected components, the eigenvectors of Lsym are not the
indicator vectors but rather, scaled versions D1/2ei. If a certain point i in the data set has a very
low degree, the premultiplication by D1/2, which scales the i-th coordinate of all eigenvectors
by di, may “mask” the information regarding that point, since the whole row would have values
close to zero.
The row normalization step helps overcoming both problems at the same time.
In algorithm 4.8, we show a somewhat simplified version of the algorithm proposed in [6]. The
main novelty is regarding the rounding scheme. They use non-maximum suppression rounding
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Algorithm 4.6: Normalized spectral clustering ([4])
input : A data set X = {x1,x2, . . . ,xN} | xi ∈ Rd
input : Desired number of clusters k
output: A partition S = {S1,S2, . . . ,Sk} of X
1 Construct a similarity graph as described in section 4.4.2 and compute its weighted
adjacency matrix W ;
2 Compute the unnormalized graph Laplacian matrix L from W ;
3 Obtain the k generalized eigenvectors of L associated to the k smallest generalized
eigenvalues u1, . . . ,uk by solving the generalized eigenproblem Lui = λiDui. Store them
by columns in a matrix H = [u1, . . . ,uk] ∈ RN×k ;
4 Cluster the N k-dimensional vectors given by the rows of H, {(H)i}Ni=1 into clusters
C1, . . . ,Ck using K-means algorithm ;
5 The output partition S is such that Si = {xj | (H)j ∈ Ci} ;
Algorithm 4.7: Normalized spectral clustering ([5])
input : A data set X = {x1,x2, . . . ,xN} | xi ∈ Rd
input : Desired number of clusters k
output: A partition S = {S1,S2, . . . ,Sk} of X
1 Construct a similarity graph as described in section 4.4.2 and compute its weighted
adjacency matrix W ;
2 Compute the normalized graph Laplacian matrix Lsym = D
−1/2LD−/2 from W ;
3 Obtain the k eigenvectors of Lsym associated to the k smallest eigenvalues, v1, . . . ,vk.
Store them by columns in a matrix H˜ = [v1, . . . ,vk] ∈ RN×k ;
4 Construct a matrix G =∈ RN×k by normalizing the rows in H˜ to have unit norm, that is,
(G)i,j = (H˜)i,j/
(∑k
l=1 (H˜)
i,l
)1/2
;
5 Cluster the N k-dimensional vectors given by the rows of G, {(G)i}Ni=1 into clusters
C1, . . . ,Ck using K-means algorithm ;
6 The output partition S is such that Si = {xj | (G)j ∈ Ci} ;
4.4 Spectral clustering 118
Algorithm 4.8: Simplified version of normalized spectral clustering ([6])
input : A data set X = {x1,x2, . . . ,xN} | xi ∈ Rd
input : Desired number of clusters k
output: A partition S = {S1,S2, . . . ,Sk} of X
1 Construct a similarity graph as described in section 4.4.2 and compute its weighted
adjacency matrix W ;
2 Compute the normalized graph Laplacian matrix Lsym = D
−1/2LD−/2 from W ;
3 Obtain the k eigenvectors of Lsym associated to the k smallest eigenvalues, v1, . . . ,vk.
Store them by columns in a matrix H˜ = [v1, . . . ,vk] ∈ RN×k ;
4 Construct a matrix G =∈ RN×k by normalizing the rows in H˜ to have unit norm, that is,
(G)i,j = (H˜)i,j/
(∑k
l=1 (H˜)i,l
)1/2
;
5 Cluster the N k-dimensional vectors given by the rows of H, {(H)i}Ni=1 into clusters
C1, . . . ,Ck using non-maximum suppression rounding ;
6 The output partition S is such that Si = {xj | (H)j ∈ Ci} ;
as defined in section 4.4.4 over a row-normalized matrix obtained in the same way as in algorithm
4.7.
Algorithm 4.9: PenalizedCut spectral clustering with K-means rounding ([3])
input : A data set X = {x1,x2, . . . ,xN} | xi ∈ Rd
input : Desired number of clusters k
input : A diagonal matrix of non-negative weights, Π
output: A partition S = {S1,S2, . . . ,Sk} of X
1 Construct a similarity graph as described in section 4.4.2 and compute its weighted
adjacency matrix W ;
2 Compute the normalized graph Laplacian matrix L˜ = Π−1/2LΠ−1/2 from W ;
3 Obtain the k eigenvectors of L˜ associated to the k smallest eigenvalues, u1, . . . ,uk. Store
them by columns in a matrix H˜ = [u2, . . . ,uk] ∈ RN×(k−1) ;
4 Compute H ∈ RN×(k−1) as H = Π−1/2H˜ ;
5 Cluster the N (k − 1)-dimensional vectors given by the rows of H, {(H)i}Ni=1 into clusters
C1, . . . ,Ck using weighted K-means algorithm with weigths given by diag (Π) ;
6 The output partition S is such that Si = {xj | (H)j ∈ Ci} ;
In [3], the authors propose two interesting concepts. On the one hand, they argue that
keeping the first eigenvector is useless, since it is a constant vector (or a constant vector scaled
by Π1/2 and, therefore, lacks discriminative information. This idea allows them to find a very
interesting connection between spectral clustering and SVM (Support Vector Machines) in a
Reproducing Kernel Hilbert Space (RKHS). They also propose using a weighted K-means algo-
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rithm for rounding, based on a result from [30] which shows that a weighted version of K-means
arises when rounding is formulated as the difference between projection matrices, which they
adapt to their non redundant scheme with k − 1 dimensional vectors.
Algorithm 4.10: PenalizedCut spectral clustering with Procrustean rounding ([3])
input : A data set X = {x1,x2, . . . ,xN} | xi ∈ Rd
input : Desired number of clusters k
input : A diagonal matrix of non-negative weights, Π
output: A partition S = {S1,S2, . . . ,Sk} of X
1 Construct a similarity graph as described in section 4.4.2 and compute its weighted
adjacency matrix W ;
2 Compute the normalized graph Laplacian matrix L˜ = Π−1/2LΠ−1/2 from W ;
3 Obtain the k eigenvectors of L˜ associated to the k smallest eigenvalues, u1, . . . ,uk. Store
them by columns in a matrix U = [u2, . . . ,uk] ∈ RN×(k−1) ;
4 Define the auxiliary matrix G =
[
Ik−1 − 1k1k−11Tk−1,− 1k1k−1
]T
;
5 Initialize the cluster-assignation matrix E ;
6 while convergence criterion not satisfied do
7 Obtain UTEG = ASBT through the SVD (Singular Value Decomposition) of the
(k − 1)× (k − 1) matrix UTEG ;
8 Q← ABT ;
9 H← Π−1/2UQ ;
10 for i← 1 to N do
11 Assign xi to the cluster j =
k if (H)
i,l ≤ 0 ∀ l = 1, . . . , k − 1
max
1≤l≤k
(H)i,l otherwise
;
12 (E)i,k ←
1 if k = j0 otherwise ;
13 end
14 Translate E into a partition S of the input data set ;
15 end
Algorithm 4.10 will be the last general purpose spectral clustering algorithm we show in this
project. The idea is very similar to that of algorithm 4.9, but the rounding scheme has been
changed from weighted K-means to Procrustean rounding. We can see that the Procrustean
rounding is implemented by first initialize somehow (randomly, using K-means rounding, maxi-
mum element rounding or however we like) the partition matrix E and, after that, we enter an
iterative procedure in which we compute Q solving the Procrustean problem so that the relaxed
solution H is closer to the current E. After recomputing H, they update E by using maximum
element rounding and the procedure is repeated until convergence.
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The introduction of matrix G may seem a bit obscure at first sight. Its inclusion is due
to the non-redundant formulation of spectral clustering used by [3]. In fact, we can see that
postmultiplying E by G acts by “erasing” the information in the last column of E, reducing the
size of the new cluster assignation matrix to N × (k − 1), and adding a negative offset of value
−1/k to the whole resulting matrix. Note that, actually, we can still recover the information
about the k-th cluster since any point which does not belong to any cluster from 1 to k−1 must
necessarily belong to the k-th cluster. With the offset, in the ideal situation when the columns
of H are indicator vectors of connected components, we should have that the j-th entry in the
i-th row of H has value k−1k if the i-th data point belongs to cluster j, and value − 1k otherwise.
If all the entries of a row are non-positive, then we can argue that the data point associated
to that row belongs to the k-th cluster, whose indicator vector was erased. This idea is the
one which justifies the Procrustean rounding approach with G premultiplying E, followed by
non-maximum suppression rounding in the rows of the updated H. In other words, it is actually
true that the N × k cluster assignation matrix that we have been using in this section contains
redundant information.
Choosing the number of clusters
One of the few disadvantages of spectral clustering is that, just as for K-means, the number of
clusters needs to be known a priori.
However, from the discussion in section 4.4.3, we know that the eigenvalues of the chosen
graph Laplacian matrix contain useful information regarding the optimal number of clusters.
Indeed, in the ideal case in which we have k connected components, the first k eigenvalues are
0. Using the formal perturbation argument, we can expect that more realistic cases have all
but one non-zero eigenvalue. Nonetheless, if the clusters are more of less well differentiated as
measured by the graph structure and similarity function chosen, then we can expect the first
k eigenvalues to be small and to observe a gap between the k-th eigenvalue and the (k + 1)-th
eigenvalue. This idea is usually called “the eigengap heuristic”. However, if the graph is very
tangled, with lots of connections between clusters with high weights, as it happens when the
existence of groups is very ambiguous, this heuristic does not provide clear results and we must
fall back to making parametric sweeps.
Other formulations of spectral clustering
One of the fascinating aspects of spectral clustering is the surprising fact that it arises as
the solution of a wild variety of clustering criteria which, a priori, have absolutely nothing in
common. Readers with further interest in that topic can find a discussion on some of those
alternative formulations of spectral clustering in appendix A.
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4.5 Mean shift clustering
In 1975, Keinosuke Fukunaga and Larry Hostetler proposed the mean shift algorithm [31], an
innovative non-parametric mode seeking procedure. It is a very simple yet powerful algorithm.
However, it has received few attention in the specialized literature in statistics or machine learn-
ing. Indeed, after the original paper, mean shift was basically forgotten until it was recovered
by Cheng in 1995 [32] and popularized by [33] in 2002, after an article where they show the
excellent qualities of the algorithm by applying it to computer vision.
Mean shift defines an iterative gradient ascent procedure in order to find the modes (maxima)
of the probability density function (PDF) underlying the data set. However, since we do not
have access to this probability density, this problem appears to be unsolvable. However, the
mean-shift algorithm combines non-parametric PDF estimator theory with the gradient ascent
algorithm in order to build a fast, robust non-parametric mode seeking algorithm.
4.5.1 Kernel density estimation: the Parzen window technique
The kernel density estimator, also known as Parzen windows density estimator due to the original
author who proposed the method [34], is one of the most popular PDF estimators nowadays. The
method follows a non-parametric approach, that is, no assumptions are made on the underlying
distribution. Consider a data set with N observations in Rd, {xi}Ni=1, generated by an unknown
distribution with density f(x), then the multivariate Parzen window estimator with kernel K(x)
is defined as:
fˆ(x) =
1
N
N∑
i=1
KHi(x− xi) (4.44)
Where KHi(x) is constructed from a d-variate kernel K(x) as:
KHi(x− xi) = |Hi|−1/2K
(
H
−1/2
i x
)
(4.45)
With Hi a symmetric positive-definite d× d matrix, referred to as the bandwidth matrix.
Equation (4.44) can be interpreted as a mixture where each observation corresponds to a
different component with associated weight equal to the probability of drawing that sample,
estimated as its number of occurrences over the total number of samples, whereas the kernel
KHi(x) determines the shape of each component. The concept becomes clearer in figure 4.17.
We may be tempted to think that kernel density estimation is a semi-parametric method,
where the kernel function KHi(x − xi) corresponds to the assumed shape of the underlying
PDF. However, there is a fundamental difference: in semi-parametric estimation, we assume the
shape of the density and use the data to estimate the parameters of the distribution whereas in
kernel density estimation, the summation process guarantees that, as the number of samples in
the data set, N , increases, the density estimate fˆ(x) will converge to a meaningful function of
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Figure 4.17: Kernel density estimation as a mixture with one component per sample.
the real density f(x) no matter what the choice of K(x) is, as we will discuss later. Therefore,
kernel density estimation is a non-parametric method.
Nevertheless the kernel function has a strong effect in the performance of the algorithm.
Depending on the particular situation, some kernels are more appropriate than others or, simply,
we have to deal with some trade-off between the advantages offered by each type of kernel.
Later we will discuss more about different typical choices for kernels and their relation with the
performance of the density estimate.
Another fundamental parameter in kernel density estimation is the set of matrices Hi ∈
Rd×d i = 1, . . . , N . In order to explain the purpose of Hi we will begin by considering the most
widely used approach in which we set Hi = H = h
2Id ∀ i = 1, . . . , N . The main reason for this
simplification is the great reduction in complexity since we have to tune only one parameter
instead of Nd2. This will also reduce the risk of overfitting, at the price of less power of
expression. For problems where an Euclidean-metric performs poorly, we may need to resort to
the estimation of the whole matrix.
If we introduce the previous simplification into equation (4.45) we obtain:
KH(x− xi) = 1
hd
K
(x
h
)
(4.46)
In this case, we clearly see that the bandwidth parameter acts as a scaling parameter which
controls the width of the kernel function. The easiest way to see this is by considering the
commonly used uniform kernel:
KU (x) =
c−1d if ‖x‖ ≤ 10 if ‖x‖ > 1 (4.47)
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Where cd denotes the volume of the d-dimensional hypersphere of unit radius, cd =
pid/2
Γ( d
2
+1)
.
Substituting (4.47) in (4.44) we see that the estimator is built as a superposition of spherical
windows KU (x) of radius h centered at each observation. The basic idea of kernel density
estimation is that regions of the sample space where there is a high density of probability will
breed many observations in the data set, so that lots of terms in the summation will add a kernel
window centered somewhere in the region, whereas regions with a low probability density will
provide few samples in the data set and, hence, less summation terms will add up in that area
leading to a low value of the estimated density.
However, if we increase h too much, the kernel window becomes too wide and it no longer
represents the local information about the density of the observations, since windows centered
in high density region would leak onto lower density regions, and the estimation becomes too
smooth. On the other hand, by setting h too small, we get an estimate which fails to “fill the
gaps” between samples so that it underestimates the support of the probability density function
by assuming that the probability density is zero in a lot of places between the observations in
the data set. We show a graphical example in figure 4.18.
Figure 4.18: Illustration of the effect of different choices for the bandwidth parameter h in a one-
dimensional scenario.
To make it even more clear, we can think of the two extreme cases. When h → ∞, the
kernel window becomes a constant function and so does the kernel density estimate: it is a
case of extreme probability density leakage in the estimation. Alternatively, when h → 0, the
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kernel window approximates a Dirac’s delta, and the estimator would tell us that the probability
density at any point which is not an observation in the data set is 0.
In order to increase the expressive power of the algorithm, at the price of increase complexity,
we can act in two directions.
On the one hand, we can allow a more complex representation of the data by using a complete
bandwidth matrix H. This is very useful for cases where the Euclidean-metric is not appropriate,
like for elliptical clouds with high eccentricity. Indeed, as we will discuss a few paragraphs later,
we usually work with kernels K(x) which are actually a function of the ‖x‖2. Then using
a complete matrix is equivalent to changing from Euclidean-distance to Mahalanobis-distance
with covariance matrix H.
On the other hand, it is possible to allow a different bandwidth parameter hi per sample,
or even a different bandwidth matrix Hi. This allows to represent faithfully data composed of
mixtures with very different shapes at the price of a very high complexity, with N parameters
to be tuned if we use a per-sample scalar bandwidth of as much as Nd2 parameters where we
use a whole per-sample bandwidth matrix.
Apart from manual tuning of the bandwidth parameters by the use of cross-validation, it
is possible to use the following heuristic. If radially symmetric kernels are desired, the average
distance under some metric (city block, euclidean, supremum, etc) to the K-nearest neighbors
gives an estimate of hi, [35]. On the other hand, if a complete per-sample bandwidth matrix Hi
is to be used, we can estimate the local covariance matrix around the i-th point, Σi, using the
K-nearest neighbors of that point and set Hi = Σ
−1
i . More complicated alternatives, like the
usage of genetic algorithms for tuning the bandwidth parameters, will be explored in the next
chapter for our particular application.
Kernel functions and kernel profiles
The multivariate kernel K(x) can be any bounded function with compact support satisfying the
following properties:
Non-negativity: K(x) ≥ 0
Normalized:
∫
Rd K(x)dx = 1
Symmetric (even function):
∫
Rd xK(x)dx = 0
Exponential decay: lim
‖x‖→∞
‖x‖dK(x) = 0
Uncorrelated:
∫
Rd xx
TK(x)dx = cKI
With cK a kernel-dependent scalar.
There are two main ways of generating a multivariate kernel K(x) from a univariate kernel
K1(x).
4.5 Mean shift clustering 125
The first one is motivated by the well-known property of probability density functions which
establishes that a multivariate density can be written as the product of the univariate densities
in each dimension provided that the distinct features of the random vector are statistically
independent. Note that defining a multivariate kernel as the product of univariate kernels does
not imply any assumption on the independence of the features. It is just a “motivation” but the
properties of the estimator won’t depend on that, as long as the resulting multivariate kernel
K(x) fulfills all the properties previously listed. Mathematically this is expressed as:
K(x) =
d∏
i=1
K1(xi) (4.48)
The other common choice is to generate the multivariate kernel by rotating K1(x) in Rd,
giving raise to a radially symmetric d-variate kernel. Mathematically we can write that idea as:
K(x) = ck,dK1(‖x‖) (4.49)
The introduction of the normalization constant ck,d is due to the fact that:∫
R
K1(x)dx = 1 6=⇒
∫
Rd
K1(‖x‖)dx = 1 (4.50)
Therefore, we must set ck,d in order to ensure that the resulting multivariate kernel actually
fulfills the properties of a kernel function. As a technicality, we must point out the normalization
requirement for kernels is not really needed in the context of mean-shift. Nevertheless, we will
retain it for consistency with the specialized literature.
The reader can check that both types of multivariate kernels will satisfy the five properties
of kernels listed before as long as the generating univariate kernel K1(x) in Rd fulfills them too.
Hence, we can use any of the standard univariate kernels to obtain a d-variate kernel.
Even though both types of kernels are valid, as we previously anticipated, along this project
we will focus on radially symmetric kernels which can be written as:
K(x) = ck,dk(‖x‖2) (4.51)
This is because, in our particular application, we will mainly work with isotropic signal
propagation, which is radially symmetric. Moreover, if we needed to add more expressive power
to our kernel, it is perfectly possible to add an arbitrary covariance matrix to the previous
formulation, allowing us to model also directive antennas. We will discuss that in more detail
during the next chapter.
In other words, the kernel can be written as a scalar function of the norm squared of x. If the
Euclidean metric induced by this representation was not a good choice for a certain context, the
usage of a complete bandwidth matrix H can help fix the problem, as we previously discussed.
The mapping k : R+ 7→ R+, denoted the profile of the kernel, is the key which controls the
characteristics of the resulting multivariate radially symmetric kernel K(x). Apart from being
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non-negative, the kernel profile function must be non-increasing, a < b =⇒ k(a) ≥ k(b), and
continuous except on possibly a finite set of points. As before, the constant ck,d is a positive
scalar calculated to ensure that K(x) has unit energy. The subindex notation refers to the fact
that ck,d is the normalization constant for the d-variate kernel induced by the kernel profile k(x).
As an example, the uniform kernel, introduced in equation (4.47), is generated by the so
called uniform kernel profile:
kU (x) =
1 if x ≤ 10 if x > 1 (4.52)
Besides the uniform kernel which was introduced before, another two widely used kernel profiles
are, on the one hand, the exponential profile:
kN (x) = e
− 1
2
x (4.53)
Which generates the most-well multivariate kernel, the Gaussian or Normal kernel:
KN (x) =
1√
(2pi)d
e−
1
2
‖x‖2 (4.54)
Mainly because of implementation issues, it is frequent to define a truncated Normal kernel:
KN,T (x) =
ck,de−
1
2
‖x‖2 if ‖x‖ ≤ T
0 if ‖x‖ > T
(4.55)
Where T is an arbitrary threshold which choses from where on we truncate the kernel. Note
that, being rigorous, the truncation will force us to estimate the normalization constant ck,d
using numerical methods.
And, in the other hand, the Epanechnikov profile:
kE(x) =
1− x if 0 ≤ x ≤ 10 if x > 1 (4.56)
Which gives raise to the Epanechnikov kernel:
KE(x) =
12c−1d (d+ 2)(1− ‖x‖
2) if ‖x‖ ≤ 1
0 if ‖x‖ > 1
(4.57)
For both cases, the constants shown in the expressions of the multivariate kernels are to
ensure they integrate to unity, where cd was previously defined as the volume of the unit-
hypersphere in Rd.
4.5 Mean shift clustering 127
(a) Uniform kernel profile (b) Epanechnikov kernel profile (c) Exponential kernel profile
(d) Uniform kernel in 1-D (e) Epanechnikov kernel in 1-D (f) Normal kernel in 1-D
(g) Uniform kernel in 2-D (h) Epanechnikov kernel in 2-D (i) Normal kernel in 2-D
Figure 4.19: Graphical illustration of kernel profiles and their corresponding univariate and bivariate
kernels with H = Id.
Principle behind Parzen window density estimation
A very nice intuition on how kernel density estimation works can be obtained from a non-rigorous
study of its asymptotic behavior. Let us assume that the number of samples in the data set is
very big, so that we may approximate N → ∞. If that’s the case, we can assume that we will
have samples in the data set all over the support of the probability density function generating
the data. Moreover, we know that, following a frequentist approach, we will have approximately
Nf(xi)dxi samples in a neighborhood with differential volume dxi around point xi. Following
this observation, we see that equation (4.44) becomes:
lim
N→∞
fˆ(x) = lim
N→∞
1
N
N∑
i=1
KH(x− xi) =
∫
Rd
KH(x− xi)f(xi)dxi (4.58)
4.5 Mean shift clustering 128
To avoid mathematicians’ terror, we must insist in the fact that this a very non-rigorous
analysis. Convergence of the previous limit has to be understood in the sense of convergence of
distributions (generalized functions). Indeed, we did not even prove at any point that the limit
exists, and it is not obvious at all that it does. Nevertheless, a rigorous analysis is completely
outside of the scope of this project. Here, we are content with providing a simple intuitive
analysis.
Equation (4.58) is simply saying that a kernel density estimator converges asymptotically to
the convolution between the kernel KH(x) and the real probability density function f(x). This
is a really nice result, especially for people familiar with the topic of signal processing, since it
can rephrased as stating that the kernel density estimator converges asymptotically to the the
real probability density function filtered by the multivariate kernel KH(x).
As an example, this problem is fully equivalent to the estimation of the spectrum of a signal
from a finite set of samples. Depending on the weighting function applied to the samples, the
so called windows, we get a different estimation in which the real spectrum of the signal gets
filtered by a filter whose impulse response equals the spectrum of the window. Different choices
for window function such as rectangular windows, triangular windows, Hamming, Hanning or
Cosine allow the engineer to find a trade-off between resolution and spectral leakage due to the
side lobes.
Here, we have exactly the same problem. Depending on the choice of the kernel, we will get
some distortion in the estimate, From a statistical point of view, this implies that the estimator
we have derived is biased. For instance, if the kernel function is wide, two modes which are
very close can appear to be a single mode according to the estimator. This is fully equivalent to
the resolution limit which appears when looking for harmonics of a signal from some discrete-
time samples stored in memory. Similarly, a mode with a very high probability density can
mask other nearby modes with a lower density if the kernel function has significant side lobes,
which is equivalent to the problematic of spectral leakage for spectral analysis of signals. We
can represent that in block diagram form as in figure 4.20. A graphical example is provided in
figure 4.21, where we can see that two modes have been wrongly identified as one due to an
unfortunate choice of the kernel parameter h.
Figure 4.20: Block diagram representation of asymptotic behavior of kernel density estimators.
In particular, for the estimator to be asymptotically unbiased, we require that the bandwidth
matrix H is chosen in such a way that:
lim
N→∞
KH(x) = δ(x) (4.59)
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Figure 4.21: The kernel density estimator converges asymptotically to the underlying probability density
function of the data set filtered by the kernel function.
Where δ(x) denotes the Dirac delta function. Again, the previous statement is actually
“playing with fire” and it must be handled with extreme caution. However, for a non-rigorous
analysis it is enough.
It can be proven (see [31]) that the condition to obtain asymptotic unbiasedness is to
choose the bandwidth of the kernel h such that limN→∞ h(N) = 0. Moreover, mean square
consistency is obtained if limN→∞Nhd(N) = ∞ and uniform consistency (in probability)
if limN→∞Nh2d(N) = ∞. In that work, the author employed the common simplification
Hi = h
2Id ∀ i = 1, . . . , N as we previously discussed.
In the previous analysis, we assumed that all samples use the same bandwidth matrix,
Hi = H ∀ i = 1, . . . , N . That can be generalized for an arbitrary set {Hi}Ni=1. Since we are
assuming N →∞, we need to define a continuous function Hi = H(x) so that the convolution
becomes lightly more complex:
lim
N→∞
fˆ(x) = lim
N→∞
1
N
N∑
i=1
KHi(x− xi) =
∫
Rd
KH(xi)(x− xi)f(xi)dxi =
=
∫
Rd
K(x− xi,H(xi))f(xi)dxi (4.60)
This is equivalent to a time-varying convolution, similar to the one which arises in the study
of behavior of communication channels with a time-varying impulse response. Here, the “impulse
response” is “time-dependent” since for each value of “time” xi the bandwidth changes. Similar
analogies can be found for convolutions with a spatial meaning or in more complex scenarios.
Kernel density estimates are compared in terms of the mean squared error between the
real probability density function and the estimate integrated over the support of the density
function (MISE). Since evaluating that criterion is not always feasible analytically, it is frequent
that an asymptotic approximation (AMISE) is used instead. It is possible to show, [36], that
the Epanechnikov profile minimizes both MISE and AMISE when generating the multivariate
kernels as in (4.48) or in (4.49).
The kernels we have shown are by far the most widely used. More importantly, they are the
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ones which are interesting for this project, especially the Gaussian kernel. However, the reader
which has a further interest on the topic of probability density function estimation can find a
wild variety of kernels in the literature, each tailored to particular applications.
4.5.2 PDF gradient estimation
Once we know how to estimate the density function of the data set, we will focus our attention
in how to estimate the modes of the distribution. In a first thought, since the modes are defined
as the set of maxima of the probability density function, we know they must be located within
the set of singular points of the probability density function, that is, those points which satisfy
that ∇xf(x) = 0. While it is true that we do not know the original underlying distribution of
the data, f(x), it is equally undeniable that we did not spend a lot of effort in developing good
estimates fˆ(x) for nothing. Indeed, we could try to locate the set maxima of the probability
density estimator and use them as an estimator for the location of the modes... And that is
exactly what we are going to do.
Indeed, the mean shift procedure is nothing more, but nothing less, that a very simple yet
extremely elegant way of locating the singular points of the density estimate without actually
computing such estimate.
Let us begin from the original expression of the kernel density estimator as in (4.44):
fˆ(x) =
1
N
N∑
i=1
KHi(x− xi) (4.61)
Substituting KHi(x−xi) = |Hi|−1/2K
(
H
−1/2
i x
)
and focusing on kernels of the form K(x) =
ck,dk(‖x‖2) we can express the kernel density estimator as:
fˆ(x) =
ck,d
N
N∑
i=1
|Hi|−1/2k
(
‖x− xi‖2Hi
)
(4.62)
Where ‖x‖Hi =
√
xTH−1i x denotes the Mahalanobis norm with covariance matrix H
−1
i .
Now, we are going to try to find an estimator of the gradient of the original probability
density function of the data, f(x). As we discussed before, the most obvious choice is to build
such an estimator as the gradient of the PDF estimate:
∇ˆxf(x) = ∇xfˆ(x) = ∇x
(
ck,d
N
N∑
i=1
|Hi|−1/2k
(
‖x− xi‖2Hi
))
(4.63)
We can compute the expression in (4.63) exploiting the linearity of the kernel density
estimate and applying the chain rule with the quadratic form ‖x− xi‖2Hi , whose gradient is
given by ∇x ‖x− xi‖2Hi = 2H−1i (x− xi). Then we have that:
∇ˆxf(x) = 2ck,d
N
N∑
i=1
|Hi|−1/2g
(
‖x− xi‖2Hi
)
H−1i (xi − x) (4.64)
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Where we have defined the function:
g(x) = −dk(x)
dx
(4.65)
Assuming that the kernel profile k(x) is differentiable in R+ except on possibly a finite
set of points. It is very interesting to note that since k(x) is, by definition, a non-increasing
continuous function, g(x) actually defines a new kernel profile, which can be used to induce a
new multivariate kernel:
G(x) = cg,dg(‖x‖2) (4.66)
We say that kernel K(x) is the shadow of kernel G(x). The reader can check that a set of
interesting dualities between the kernels defined before arise. Indeed, the Epanechnikov kernel is
the shadow of the uniform kernel and Gaussian functions still exhibit their typical “endogamous”
properties, so that the Normal kernel is its own shadow.
4.5.3 The mean-shift algorithm
Equation (4.64) is the basis of mean shift algorithm. We remind the reader that our current
objective is no other that finding singular points of f(x) by estimating its gradient ∇xf(x) as
the gradient of its estimator, ∇xfˆ(x).
Then, under this approach, we try to find points x∗ satisfying ∇xfˆ(x∗) = 0. Sadly, solving
for such a x∗ is an unsurmountable task except for a few simple kernel profiles. Instead, the
clever trick firstly proposed by [31], the mean shift algorithm, is based in the observation that
for points x(t) sufficiently close to a singular point x∗ of f(x), defining the following iteration:
x(t+1) ←
(
N∑
i=1
|Hi|−1/2g
(∥∥∥x(t) − xi∥∥∥2
Hi
)
H−1i
)−1 N∑
i=1
|Hi|−1/2g
(∥∥∥x(t) − xi∥∥∥2
Hi
)
H−1i xi
(4.67)
Will define a convergent, non-decreasing sequence whose limit can be then used as an estimate
for one of the modes of the distribution. Later we will show a proof of that statement.
The most common form used in the literature ([31], [32] or [33] for instance) is to work only
with the simplest case, that is, H = h2Id. It can be readily checked that, under that assumption,
equation (4.67) becomes much simpler:
x(t+1) ←
∑N
i=1 xig
(∥∥x(t) − xi∥∥2Hi)∑N
i=1 g
(∥∥x(t) − xi∥∥2Hi) (4.68)
However, in this project, we stick to the most general case and obtain the well-known results
by particularizing Hi.
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Nonetheless, it is interesting to note that, if we use the same bandwidth matrix for all
samples, that is, Hi = H ∀ i = 1, . . . , N , the expression in (4.67) also simplifies into (4.68)
even if H is not of the form H = h2Id.
We can also get a slightly simpler form of (4.67) if we require radially symmetric kernels
(a scalar bandwidth) but still allow using different bandwidths per sample, that is, H = h2i Id.
Then, we obtain:
x(t+1) ←
∑N
i=1
1
hd+2i
xig(
(∥∥x(t) − xi∥∥2Hi)∑N
i=1
1
hd+2i
g
(∥∥x(t) − xi∥∥2Hi) (4.69)
To get a deeper insight on how mean shift operates, it is very interesting to consider what
happens in equation (4.64) when H = h2Id. Indeed, we see that the expression of the gradient
estimate simplifies to:
∇ˆxf(x) = 2ck,d
Nhd+2
N∑
i=1
(xi − x)g
(∥∥∥∥x− xih
∥∥∥∥2
)
(4.70)
Which can be rewritten as:
∇ˆxfK,h(x) = 2ck,d
h2cg,d
fˆG,h(x)mG,h(x) (4.71)
With:
fˆG,h(x) =
cg,d
Nhd
N∑
i=1
g
(∥∥∥∥x− xih
∥∥∥∥2
)
(4.72)
Where we have introduced the notation fA,b(x) to refer to the kernel density estimate built
as in equation (4.44) using multivariate kernel A(x) with bandwidth Hi = b
2Id ∀ i = 1, . . . , N .
And:
mG,h(x) =
∑N
i=1 xig
(∥∥x−xi
h
∥∥2)∑N
i=1 g
(∥∥x−xi
h
∥∥2) − x (4.73)
Is defined as the mean shift vector or simply mean shift. We still keep the subindex nota-
tion previously introduced to reflect that the mean shift is evaluated using kernel G(x) with
bandwidth Hi = h
2Id ∀ i = 1, . . . , N . The name comes from the fact that the mean shift is the
difference between the weighted mean computed around location x, with weights g
(∥∥x−xi
h
∥∥2),
and the point x itself. If we use the Epanechnikov kernel, this is equivalent to saying that the
mean shift is the difference between the mean of all points in a window of radius h around x
and x. Graphically, this is shown in figure 4.22
Equation (4.71) is extremely revealing. Indeed, we can rearrange the equation as:
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Figure 4.22: Mean shift vector as the difference between the weighted mean computed around location x
with weights g
(∥∥x−xi
h
∥∥2), and the point x itself. Epanechnikov kernel is used so that the weighted mean
is simply the mean of all points in a h-ball around x.
mG,h(x) =
1
2
cg,d
ck,d
∇xfˆK,h(x)
fˆG,h(x)
(4.74)
Nonetheless, equation (4.74) is implying that the mean shift evaluated with kernel G(x) is
parallel to the gradient estimate obtained with its shadow kernel K(x)! Hence, the mean shift
points toward the direction of maximum increase in the PDF.
This motivates to define an alternative iteration algorithm:
x← x + mG,h(x) (4.75)
However, from (4.73), we have that this iteration is exactly the same as (4.69). In other
words, the mean-shift algorithm can also be interpreted as a gradient ascent algorithm!
But that’s not all. As an extra gift, the mean shift has self-adaptive properties, because it
is normalized by the kernel density estimate computed with kernel G(x) at point x, fG,h(x). In
other words, the step size is proportional to the inverse of the PDF estimate.
This means that in regions with a low probability density, where the real gradient of the
PDF would be small, the step size becomes much bigger whereas in regions with a very high
probability density, the step size decreases keeping the mean shift with a reasonable norm. But
this is fully equivalent to having a gradient ascent procedure with an adaptive step size, big
when we are far from the maximum and getting smaller as we approach convergence to avoid
overshooting.
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When we use a whole per-sample bandwidth matrix Hi, the model is not so pretty but the
iteration in (4.67) can be readily seen to keep all the relevant properties like the self-adaptive
behavior of the close relation between the mean shift and the gradient. To be rigorous, if
Hi = hiI, the gradient and the mean-shift are still parallel. When we use the complete per-
sample bandwidth matrix, the mean-shift and the gradient are no longer parallel, but they are
still closely related and linked by the Mahalanobis metric induced with covariance matrix H−1.
The self-adaptive behavior is exhibited in all the cases though.
Up to now, all the justifications we have given to show the usefulness of the iteration defined
by (4.67) have been merely intuitive arguments. However, the next results will prove that this
iteration will be meaningful under very mild assumptions.
Theorem 4. The sequence
{
fK,Hi(x
(t))
}∞
t=1
induced by the iteration:
x(t+1) ←
(
N∑
i=1
|Hi|−1/2g
(∥∥∥x(t) − xi∥∥∥2
Hi
)
H−1i
)−1 N∑
i=1
|Hi|−1/2g
(∥∥∥x(t) − xi∥∥∥2
Hi
)
H−1i xi
Is non-decreasing and convergent, provided that the kernel profile k(x) generating kernel K(x)
is a convex function.
Proof. If the number of samples N in the data set is finite, the kernel density estimate will be
a bounded function. Therefore, the sequence
{
fK,Hi(x
(t))
}∞
t=1
is bounded. Then, it suffices to
show that it is also non-decreasing, i.e, that S(t+ 1) = fK,Hi(x
(t+1))− fK,Hi(x(t)) ≥ 0. We can
write:
S(t+ 1) =
ck,d
N
N∑
i=1
|Hi|−1/2
(
k
(∥∥∥x(t+1) − xi∥∥∥2
Hi
)
− k
(∥∥∥x(t) − xi∥∥∥2
Hi
))
Where we have introduced ‖•‖Hi as the Mahalanobis norm with covariance matrix H−1i .
Since the kernel profile k(x) is a convex function, it satisfies:
k(x(t+1))− k(x(t)) ≥ dk(x
(t))
dx
(
x(t+1) − x(t)
)
Introducing that into the previous equation and recalling the definition of kernel profile g(x)
as g(x) = −dk(x)dx we obtain:
S(t+ 1) ≥ ck,d
N
N∑
i=1
|Hi|−1/2g
(∥∥∥x(t) − xi∥∥∥2
Hi
)(∥∥∥x(t) − xi∥∥∥2
Hi
−
∥∥∥x(t+1) − xi∥∥∥2
Hi
)
From the definition of Mahalanobis norm ‖x‖2Hi = xTH−1i x we have that:
∥∥∥x(t) − xi∥∥∥2
Hi
−
∥∥∥x(t+1) − xi∥∥∥2
Hi
=
(
x(t)
)T
H−1i x
(t) −
(
x(t+1)
)T
H−1i x
(t+1)−
− 2
(
x(t) − x(t+1)
)T
H−1i xi
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Therefore:
S(t+ 1) ≥ ck,d
N
N∑
i=1
|Hi|−1/2g
(∥∥∥x(t) − xi∥∥∥2
Hi
)(
x(t)
)T
H−1i x
(t)−
− ck,d
N
N∑
i=1
|Hi|−1/2g
(∥∥∥x(t) − xi∥∥∥2
Hi
)(
x(t+1)
)T
H−1i x
(t+1)−
− 2ck,d
N
(
x(t) − x(t+1)
)T N∑
i=1
|Hi|−1/2g
(∥∥∥x(t) − xi∥∥∥2
Hi
)
H−1i xi
But, because of the way the iteration is defined, we have that:
N∑
i=1
|Hi|−1/2g
(∥∥∥x(t) − xi∥∥∥2
Hi
)
H−1i xi =
N∑
i=1
|Hi|−1/2g
(∥∥∥x(t) − xi∥∥∥2
Hi
)
H−1i x
(t+1)
Then we finally get:
S(t+ 1) ≥ ck,d
N
N∑
i=1
|Hi|−1/2g
(∥∥∥x(t) − xi∥∥∥2
Hi
)∥∥∥x(t+1) − x(t)∥∥∥2
Hi
And, since all terms in the previous summation are non-negative, then S(t + 1) ≥ 0, which
concludes the proof.
In [33] the authors prove a similar result as in theorem 4 for the particular case Hi = h
2Id.
In that theorem, they also state that the sequence
{
x(t)
}∞
t=1
is convergent. However, even
though their article is certainly excellent, that statement and, more precisely, the particular
proof provided for it, is incorrect. Indeed, their argument is based on the last equation obtained
in the proof of theorem 4:
S(t+ 1) ≥ ck,d
N
N∑
i=1
|Hi|−1/2g
(∥∥∥x(t) − xi∥∥∥2
Hi
)∥∥∥x(t+1) − x(t)∥∥∥2
Hi
(4.76)
Now, they introduced a summation operator on both sides of equation (4.76). Recalling our
previous definition of S(t + 1) as S(t + 1) = fK,Hi(x
(t+1)) − fK,Hi(x(t)) the reader can easily
see that the summation yields
∑m
i=1 S(t+ i) = fK,Hi(x
(t+m))− fK,Hi(x(t)). Then, the equation
becomes:
4.5 Mean shift clustering 136
fK,Hi(x
(t+m))− fK,Hi(x(t)) ≥
ck,d
N
N∑
i=1
|Hi|−1/2g
(∥∥∥x(t) − xi∥∥∥2
Hi
)∥∥∥x(t+1) − x(t)∥∥∥2
Hi
+
+
ck,d
N
N∑
i=1
|Hi|−1/2g
(∥∥∥x(t+1) − xi∥∥∥2
Hi
)∥∥∥x(t+2) − x(t+1)∥∥∥2
Hi
+
+ . . .+
+
ck,d
N
N∑
i=1
|Hi|−1/2g
(∥∥∥x(t+m−1) − xi∥∥∥2
Hi
)∥∥∥x(t+m) − x(t+m−1)∥∥∥2
Hi
(4.77)
In the next step, the authors of [33] define:
M = min
0≤j≤m−1
ck,d
N
N∑
i=1
|Hi|−1/2g
(∥∥∥x(t+j) − xi∥∥∥2
Hi
)
(4.78)
To be able to write:
fK,Hi(x
(t+m))− fK,Hi(x(t)) ≥M
m∑
i=1
∥∥∥x(t+i) − x(t+i−1)∥∥∥2
Hi
(4.79)
Up to this point, everything is correct. However, in the next step, they use the following
(incorrect) inequality:
m∑
i=1
∥∥∥x(t+i) − x(t+i−1)∥∥∥2
Hi
≥
∥∥∥x(t+m) − x(t)∥∥∥2
Hi
(4.80)
As it was noted in [37], inequality (4.80) can be readily checked to be false even for extremely
simple examples. For instance, a dummy example with only one dimension and m = 2 can be
found with x(t) = 1, x(t+1) = 2 and x(t+2) = 3. For simplicity, let’s also take Hi = 1. Then we
have that:
‖3− 2‖2 + ‖2− 1‖2 6≥ ‖3− 1‖2 (4.81)
Indeed, as it was pointed out by the authors of [37], the proof of theorem 1 in [33] is in
blatant contradiction with the (correct) theorem 2 in the same article.
Luckily for us, apart from pointing out that minor mistake in [33], the main contribution
of[37] was to find a correct proof of the empirically checked fact that the sequence
{
x(t)
}∞
t=1
is
convergent. They established the following theorem:
Theorem 5. If the kernel profile k(x) is convex and the number of singular points of the kernel
density estimate fˆK,Hi(x) is finite on the set S =
{
x | fˆK,Hi(x) ≥ fˆK,Hi(x(1))
}
, the iterative
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sequence
{
x(t)
}∞
t=1
defined as:
x(t+1) ←
(
N∑
i=1
|Hi|−1/2g
(∥∥∥x(t) − xi∥∥∥2
Hi
)
H−1i
)−1 N∑
i=1
|Hi|−1/2g
(∥∥∥x(t) − xi∥∥∥2
Hi
)
H−1i xi
Converges.
For the proof, we refer the reader to the original source of the theorem, [37]. As a technicality,
in that source, the authors are a bit more rigorous and redefine the mean shift iteration to avoid
trouble if the matrix inverse in the expression was ill-defined by stopping the iterative procedure
in case that happens. However, in most practical cases, that is something that is not going to
happen.
The implications of theorems 4 and 5 are extremely important. Using the relation between
x(t+1) and x(t) implied by the mean-shift iterative procedure, we can rewrite equation (4.64)
evaluated at x = x(t) as:
∇ˆxf(x(t)) = 2ck,d
N
N∑
i=1
|Hi|−1/2g
(∥∥∥x(t) − xi∥∥∥2
Hi
)
H−1i (x
(t+1) − x(t)) (4.82)
Because the mean-shift sequence
{
x(t)
}∞
t=1
is convergent with limt→∞ x(t) = x(c), we have
then that:
∇xfˆK,Hi(x(c)) = 0 (4.83)
In other words, the mean-shift procedure is guaranteed to converge to a singular point of the
kernel density estimate fˆK,Hi(x). Moreover, since the sequence of estimates
{
fˆK,Hi(x
(t))
}∞
t=1
is
non-decreasing, the Capture Theorem can be applied to conclude that once x(t) gets sufficiently
close to a local maximum x∗ of fˆK,Hi(x), it will get attracted by x∗ provided that x∗ is the
unique singular point within a small neighborhood centered in that maximum of fˆK,Hi(x).
In order to avoid false converge to saddle points or plateaus, it is usual to check that the
singular point found, x(c), indeed corresponds to a local maximum by perturbing x(c) with a
small random vector and running the mean-shift algorithm again until new convergence. If, with
a reasonably small tolerance, the new point of convergence is the same than the original conver-
gence point x(c), then it was a local maximum. In figure 4.23 we see an example of convergence
to a saddle point and how perturbing the convergence point and letting the algorithm run again
can help detect this issue.
This motivates the following high-level algorithm for mean-shift based mode detection:
Algorithm 4.11 seems long and complicated but, in reality, it is quite simple. Given the data
set and the kernel profile, together with the corresponding set of bandwidth matrices, which
can be complete per-sample matrices or any of the simpler forms previously discussed, it tries
to look for an estimate of the set of modes in the (unknown) PDF from which the data set is
drawn.
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Algorithm 4.11: Mean-shift based mode detection algorithm.
input : A data set X = {x1,x2, . . . ,xN} | xi ∈ Rd
input : Kernel profile k(x)
input : Set of bandwidth matrices {Hi}Ni=1 with Hi ∈ Rd×d
output: A set {m1,m2, . . . ,mNm} |mi ∈ Rd with the estimates of the modes of the
underlying PDF of data set X
1 p← 0, M← ∅ ;
2 m(x) =
(∑N
i=1 |Hi|−1/2g
(
‖x− xi‖2Hi
)
H−1i
)−1∑N
i=1 |Hi|−1/2g
(
‖x− xi‖2Hi
)
H−1i xi ;
3 Define xmin ∈ Rd as xjmin = min1≤i≤N x
j
i and xmax ∈ Rd as xjmax = max
1≤i≤N
xji ;
4 Sample the rectangular box defined by R =
{
y | xjmin ≤ yj ≤ xjmax ∀ j = 1, . . . , d
}
to
obtain a set of initial points Y = {y1,y2, . . . ,yM} | yi ∈ Rd where the number of probe
points M is a resolution dependent parameter ;
5 for j ← 1 to M do
6 t← 0, x(1) ← yj ;
7 while convergence criterion not satisfied do
8 t← t+ 1, x(t+1) ←m (x(t)) ;
9 end
10 x(c) ← x(t) ;
11 Perturb x(c) as x = x
(c) +
∥∥x(c)∥∥  with  being a random vector drawn from a
d-variate Gaussian distribution with small variance, in the order of 0.01 to 0.1 ;
12 t← 0, x(1) ← x ;
13 while convergence criterion not satisfied do
14 t← t+ 1, x(t+1) ←m (x(t));
15 end
16 if
∥∥x(t) − x(c)∥∥ < tol then
17 x
(c)
p ← x(c) ;
18 p← p+ 1, M←M ∪ x(c)p ;
19 end
20 end
21 Partition M in subsets Mi =
{
x
(c)
j | ∃ x(c)k ∈Mi |
∥∥∥x(c)j − x(c)k ∥∥∥ ≤ tolh}. That is, a ball of
radius tolh centered at any point of Mi must contain at least another point of Mi ;
22 Let Nm be the number of subsets Mi found ;
23 for j ← 1 to Nm do
24 mj ← 1|Mi|
∑{
j|x(c)j ∈Mi
} x(c)j
25 end
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Figure 4.23: Example of convergence to a saddle point and the usage of random perturbation to detect
this problem.
In order to do that, the first step is to generate a grid in the hyper-box R containing the
original data set. Then, we run a mean-shift procedure for each of the M points yj we have
in the grid setting yj as the initial point in the iteration. Note that the bigger the number
of sampled points M , the bigger the resolution of the algorithm, at the expense of increased
computational complexity.
Once we detect convergence of the mean-shift iterations to a point x(c), we perturb it by
adding a small random vector
∥∥x(c)∥∥  and execute mean-shift again using the perturbed conver-
gence point as the new seed for the iteration. If the new convergence point is the same (within a
certain tolerance) than the original convergence point x(c), then we accept x(c) as a valid mode
candidate x
(c)
i and store it in the set of mode candidates M. On the other hand, if perturbing
the convergence point x(c) and letting it converge again yields a different result, x(c) was not a
local maximum but a saddle point and we discard it.
Finally, it is necessary to prune the set of mode candidates M. For that, any subset of mode
candidates which are sufficiently close to each other are considered to be essentially the same
mode, being any discrepancy due to the limitations of the implicit gradient ascent procedure
and/or numerical issues. Therefore, we find subsets of M such that for any given point in the
subset, there is at least another point in the subset at a distance less than a prefixed mode-
seeking tolerance tolh.
More elaborated mode pruning procedures can be found in the literature. For instance, [38]
observes that, between any two modes, a valley should occur in the PDF estimate. Therefore,
4.5 Mean shift clustering 140
for any pair of mode candidates x
(c)
i , x
(c)
j , the kernel density estimate is evaluated in the line
joining x
(c)
j with x
(c)
k . If the ratio between the min
(
fˆK,Hi(x
(c)
j ), fˆK,Hi(x
(c)
k )
)
, that is, the lowest
value between the two peaks of the PDF estimate we are looking at and the minimum value of
the PDF estimate along the line joining the modes (valley value) is below a prefixed threshold
T , then the mode x
(c)
j or x
(c)
k with the lowest density estimate is removed from the set of mode
candidates.
In the next chapter, we will discuss the mode pruning procedure we developed in this project
to tackle the special needs of base-station clustering for coordinated transmission in a mobile
communications scenario with MIMO transceivers.
4.5.4 Mean-shift based clustering
The relation between mode-seeking and clustering is straightforward and was pointed out in
practically all the main articles on mean shift such as [31], [32] or [33].
Since each mode in {mi}Nmi=1 acts as an attractor in Rd under the implicit gradient ascent
procedure defined by the mean shift iterations, we can define the basin of attraction of each
mode mi as the set of points in Rd which converge to mi under the mean-shift iterations. It is
very easy to see that the partition of Rd generated by the distinct basins of attraction can be
used as a very reasonable way to partition the original data set. A graphical illustration of a
simple data set and its basins of attraction is given in figure 4.24.
Figure 4.24: Attraction basins in a simple data set inducing a natural choice for clusters.
That observation inspires the following clustering algorithm:
The reader can see that the clustering algorithm 4.12 is extremely similar to the mode-seeking
algorithm based on meanshift written in 4.11.
We have the same inputs: the data set of points X, the kernel profile k(x) and the set of
bandwidth matrices {Hi}Ni=1. Just like before, we run several mean-shift iterations in parallel
with different seeds. However, in this case, the initial points of the iterations are now the points
xi in the data set X. In other words, no sampling in a grid containing the data set is performed
as we did in the mode-seeking algorithm.
Then, each point xi is used as the initial point in a mean-shift iteration. The limit point of
the iteration, x(c), is tested by perturbing it and letting it converge again, just as with algorithm
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Algorithm 4.12: Mean-shift based clustering algorithm.
input : A data set X = {x1,x2, . . . ,xN} | xi ∈ Rd
input : Kernel profile k(x)
input : Set of bandwidth matrices {Hi}Ni=1 with Hi ∈ Rd×d
output: A partition S = {S1,S2, . . . ,SNm} of X
1 p← 0, M← ∅ ;
2 m(x) =
(∑N
i=1 |Hi|−1/2g
(
‖x− xi‖2Hi
)
H−1i
)−1∑N
i=1 |Hi|−1/2g
(
‖x− xi‖2Hi
)
H−1i xi ;
3 for j ← 1 to N do
4 t← 0, x(1) ← xj ;
5 while convergence criterion not satisfied do
6 t← t+ 1, x(t+1) ←m (x(t)) ;
7 end
8 x(c) ← x(t) ;
9 Perturb x(c) as x = x
(c) +
∥∥x(c)∥∥  with  being a random vector drawn from a
d-variate Gaussian distribution with small variance, in the order of 0.01 to 0.1 ;
10 t← 0, x(1) ← x ;
11 while convergence criterion not satisfied do
12 t← t+ 1, x(t+1) ←m (x(t));
13 end
14 if
∥∥x(t) − x(c)∥∥ < tol then
15 x
(c)
p ← x(c) ;
16 p← p+ 1, M←M ∪ x(c)p ;
17 Associate point xj with mode candidate x
(c)
p : C(j) = p ;
18 else
19 Discard point x(c) since it corresponds to a saddle point ;
20 Annotate that point xj has no associated mode candidate for now: C(j) = −1 ;
21 end
22 end
23 Partition M in subsets Mi =
{
x
(c)
j | ∃ x(c)k ∈Mi |
∥∥∥x(c)j − x(c)k ∥∥∥ ≤ tolh}. That is, a ball of
radius tolh centered at any point of Mi must contain at least another point of Mi ;
24 Each of the subset M1,M2, . . . ,MNm defines a distinct cluster ;
25 for j ← 1 to Nm do
26 mj ← 1|Mi|
∑{
j|x(c)j ∈Mi
} x(c)j
27 end
28 Sk ←
{
xi | x(c)C(i) ∈Mk
}
∪
{
xi | C(i) = −1, k = min
1≤l≤Nm
‖xi −ml‖
}
;
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4.11. If x(c) passes the test, it will be accepted as a mode candidate x
(c)
p and the fate of data
point xi will be forever linked to that of mode candidate x
(c)
p . We annotate that by letting
C(i) = p. However, if x(c) fails the test, its potential mate xi is left, for now, orphan. We then
associate C(i) = −1.
Once all mode candidates have been found and stored in M, and the relations between data
points and mode candidates have been annotated in C, we use the same pruning procedure as
in 4.11 to collapse nearby modes into a reduced set of estimated modes {mi}Nmi=1.
Then, the observation xj will be assigned to cluster k if its associated mode candidate x
(c)
C(j)
belongs to subset Mk, that is, if its associated mode candidate was fused into mode mk. The
orphan points xj without an associated mode candidate, those with C(j) = −1, are assigned to
the cluster corresponding to the closest mode mk within the set of estimated modes {mi}Nmi=1.
An example with a toy dataset is shown in figure 4.25. 1000 bi-dimensional points have
been drawn from a bimodal bivariate gaussian distribution with modes in m1 = (1, 0) and
m2 = (−1, 0).
Both components in the mixture are radially symmetric with Tr(Σ) = 1.28. In the upper row,
we show the original data set and the clusters obtained with algorithm 4.12. As we can see, the
algorithm only fails with points which are closer to the other mode. The most interesting point
in the example can be found in the figures showing the trajectories defined by the mean-shift
iterations: 4.25(e) and 4.25(f). We know that, if we use an scalar bandwidth matrix H = h2I, as
we did in the example, then the mean-shift vector is in theory parallel to the gradient. Indeed,
we can clearly see that the trajectories are perpendicular to the level curves of the estimated
PDF, showing empirically that the theory reflect reality.
Extensions and alternatives
Apart from using more elaborated mode pruning procedures as the ones we briefly pointed
out when discussing algorithm 4.11, it is possible to create synergies between mean-shift based
clustering and other well-known clustering algorithms. For instance, in [39], the authors propose
what they denote as a mean-shift spectral clustering algorithm. Actually, what they really
propose is nothing more, but nothing less, that a mean-shift clustering algorithm where modes
are pruned by collapsing them using spectral clustering. In other words, it is a two-step clustering
method in which nearby modes are clustered together using spectral clustering. The most
interesting point of their work is the discussion on which similarity function should be used in
the spectral clustering algorithm to obtain something consistent with the inherent kernel density
estimation procedure done by mean-shift. In [38], they propose a mixture between mean-shift
mode seeking and K-NN classification, so that clusters are delineated by majority-vote with the
K-nearest modes of each data point. Also, later in this project, we develop another example of
an improved mean-shift algorithm by designing an evolutionary mean-shift clustering algorithm
for base-station grouping.
Another interesting point to discuss, even though it may seem a bit pointless at first, is the
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(a) Original data set (b) Clusters obtained with algorithm 4.12
(c) Original PDF (d) Estimated PDF with Normal kernel and H = I2
(e) Some mean-shift trajectories superimposed in a con-
tour plot of the estimated PDF.
(f) Attraction basins (all trajectories shown at the same
time)
Figure 4.25: Mean-shift clustering example.
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fact that it is possible to use a data set Y as a training set for the kernel density estimator and
the different data set X 6= Y as a set of initial locations for the mean shift iterations. Because
the clusters are defined according to the convergence of each initial seed to one of the attraction
basins, it is data set X the one which is clustered. However, Y is responsible for creating the
attraction basins which induce the partition.
We include that modification in algorithm 4.13.
As we can see, the differences between algorithm 4.13 and algorithm 4.12 are really small:
basically, we have now a new data set Y which is employed to evaluate the mean-shift update
function is line 2. The rest is pretty much unchanged.
This is probably suboptimal in most typical clustering scenarios and has been treated in the
literature only as a way of reducing the complexity (see, for instance, [33] or [38]). Nonetheless,
in this project, we will exploit this extra flexibility to improve the performance of mean-shift for
clustering of base-stations in mobile communications by adapting the mean-shift procedure to
the context of the application. We will discuss that in detail in the next chapter.
4.6 Clustering with Evolutionary Computation
An evolutionary algorithm can be regarded as a search heuristic inspired by the process of natural
evolution. They are one of the best ways to solve optimization problems for which little a priori
knowledge is available. Besides, they are completely general, so that we can be apply them to
any problem as long as we define a customized fitness function which, given a candidate solution,
evaluates “how good” such a solution is. Therefore, evolutionary methods are especially useful in
problems with a large search space with many local maxima and minima. Their performance is
usually excellent, outperforming most of the alternative algorithms currently available. However,
the fundamental weakness of evolutionary algorithms is that, due to the extreme computational
burden involved, it is unfeasible to use them in many real world applications.
Strictly speaking, evolutionary computation methods encompass several classes of methods
and algorithms. For instance, sticking to precise definitions, genetic algorithms are those which
employ binary representations of the solutions, with mutation and crossover as genetic operators;
evolutionary search uses real-valued arrays instead and relays mostly on mutation; and genetic
programming exploits tree-like representations and defines genetic operators suitable for such
an encoding of solutions to allow programs to evolve. And this is only to name a few.
Nonetheless, after the popularization of evolutionary computation, so many algorithms that
blend concepts from several distinct classes of evolutionary methods have been proposed that,
for the remainder of this section, we will continuously refer to any algorithm which tries to mimic
natural evolution to find the solution of a problem as a genetic algorithm. We will do so even if
the representation of the solutions is not a bit string or the genetic operators are different that
mutation and crossover.
Genetic algorithms are named like that because the heuristic in which they are based is
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Algorithm 4.13: Generalized mean-shift based clustering algorithm.
input : A data set Y = {y1,y2, . . . ,yN} | yi ∈ Rd to be used for kernel density
estimation
input : A data set X = {x1,x2, . . . ,xM} | xi ∈ Rd to be used as seeds in the gradient
ascent procedure
input : Kernel profile k(x)
input : Set of bandwidth matrices {Hi}Ni=1 with Hi ∈ Rd×d
output: A partition S = {S1,S2, . . . ,SNm} of X
1 p← 0, M← ∅ ;
2 m(x) =
(∑N
i=1 |Hi|−1/2g
(
‖x− yi‖2Hi
)
H−1i
)−1∑N
i=1 |Hi|−1/2g
(
‖x− yi‖2Hi
)
H−1i yi ;
3 for j ← 1 to M do
4 t← 0, x(1) ← xj ;
5 while convergence criterion not satisfied do
6 t← t+ 1, x(t+1) ←m (x(t)) ;
7 end
8 x(c) ← x(t) ;
9 Perturb x(c) as x = x
(c) +
∥∥x(c)∥∥  with  being a random vector drawn from a
d-variate Gaussian distribution with small variance, in the order of 0.01 to 0.1 ;
10 t← 0, x(1) ← x ;
11 while convergence criterion not satisfied do
12 t← t+ 1, x(t+1) ←m (x(t));
13 end
14 if
∥∥x(t) − x(c)∥∥ < tol then
15 x
(c)
p ← x(c) ;
16 p← p+ 1, M←M ∪ x(c)p ;
17 Associate point xj with mode candidate x
(c)
p : C(j) = p ;
18 else
19 Discard point x(c) since it corresponds to a saddle point ;
20 Annotate that point xj has no associated mode candidate for now: C(j) = −1 ;
21 end
22 end
23 Partition M in subsets Mi =
{
x
(c)
j | ∃ x(c)k ∈Mi |
∥∥∥x(c)j − x(c)k ∥∥∥ ≤ tolh}. That is, a ball of
radius tolh centered at any point of Mi must contain at least another point of Mi ;
24 Each of the subset M1,M2, . . . ,MNm defines a distinct cluster ;
25 for j ← 1 to Nm do
26 mj ← 1|Mi|
∑{
j|x(c)j ∈Mi
} x(c)j
27 end
28 Sk ←
{
xi | x(c)C(i) ∈Mk
}
∪
{
xi | C(i) = −1, k = min
1≤l≤Nm
‖xi −ml‖
}
;
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strongly inspired by genetics. As a reference, we hint at some connections between biochemistry,
genetics and their computational counterparts in appendix B.
4.6.1 Introduction to genetic algorithms
Let us suppose that we face a certain optimization problem, in which we have to find, within a
certain search space containing all feasible solutions to the problem, the one which works better.
The most straightforward (and stupid) way to tackle this problem is to randomly pick can-
didate solutions from the search space and test them one by one. After a certain number of
possible solutions have been tested, we retain the one which performed better and that would
be the algorithm’s output. However, such a primitive, brute force attempt can only work in
extremely simple problems with a very reduced search space. Even though, according to the in-
finite monkey theorem, that algorithm would eventually reach the global optimum, the expected
time to achieve that would diverge.
Genetic algorithms are essentially an heuristically improved version of that brute force ap-
proach, in which the candidate solutions which are picked to be evaluated are generated em-
ploying natural evolution.
At first, we randomly generate a set ofm candidate solutions from the search space. Following
the parallelism with biology, each candidate solution is said to be an individual and the whole
set the population, being m the population size. Each individual in the population is then tested
with the objective function, which in the context of genetic algorithms is denoted as fitness
function. Therefore, individuals which represent good solutions are said to be fitter that those
which represent solutions with poor performance.
The next step in the process is to apply Darwin’s survival of the fittest principle: individ-
uals from the population are randomly chosen to fill a mating pool in such a way that fitter
individuals have a greater chance of generating offspring. The stochastic nature of the selection
process is essential to correctly mimic natural evolution: being fitter implies a greater chance
of reproducing but it does not guarantee it. Sometimes weak individuals can be charming too!
Even though this may seem to be suboptimal, both in evolutionary computing and in biological
evolution, stochastic natural selection benefits the whole optimization process. From an intu-
itive point of view, an individual which is overall weak, may have still some beneficial traits
which would be lost if it did not get to reproduce at all. If the natural selection process was de-
terministic, fitter individuals would cannibalize the population, extremely reducing the genetic
variability. In terms of optimization, this implies premature convergence to a local optimum.
Once e individuals have been chosen to reproduce, we group them in pairs and let them have
offspring with probability pc. Inspired in biological meiosis, the descendants are generated as a
mixture or crossing-over of the two parents. Usually, two children are generated to replace the
two parents in the next generation. In case they randomly happen to not have any offspring,
the most typical choice is to copy the parents onto the next generation to keep the population
size constant. However this is up to the engineer.
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Finally, once the individuals for the next generation have been created through crossing of
the previous generation’s individuals, we apply a mutation process to each new individual. In
this process, the most usual choice is to randomly introduce, with probability pm, small changes
in the characteristics of each individual, inspired by the random errors in the DNA replication
process which originate biological mutations.
Algorithm 4.14: Basic outline of a generic genetic algorithm
input : Fitness evaluation function f(x)
input : Population size m
input : Mating pool size e
input : Crossover probability pc and mutation probability pm
output: An individual x∗ which attempts (with no guarantees) to optimize the fitness
function f(x)
1 Initialize m individuals randomly ;
2 Evaluate the fitness f(x) of each of the m individuals x in the population ;
3 while convergence criterion not satisfied do
4 Apply selection to fill a mating pool of size e with individuals from the population ;
5 Shuffle the mating pool and divide it in e/2 pairs of individuals ;
6 Apply crossover to each pair with probability pc to obtain two new individuals.
Otherwise, copy the original pair as if they were the children ;
7 Apply mutation to each individual in the offspring with probability pm ;
8 Replace the current generation with the offspring ;
9 Evaluate the fitness f(x) of each of the new individuals x in the population ;
10 end
11 Output the fittest individual of the last generation ;
Algorithm 4.14 is simple the basic skeleton used to build genetic algorithms. During the
remaining of this section, we will discuss how to tweak that basic skeleton to best fit our ap-
plication’s needs. For instance, crossover or mutation operators could be removed or changed
by other genetic operators, or certain ideas like keeping the fittest individuals of one generation
onto the next, the so-called elitism strategy, could be included into 4.14.
Genetic algorithms work exactly because of the same reasons natural evolution works.
Crossing allows two solutions to interchange their characteristics. The offspring of two solu-
tions may happen to inherit the bad traits of its parents, and have a smaller fitness than them.
On the other hand, it could inherit the good traits of each parent, so that the new individual is
an improved version of both original candidate solutions. The mutation process allows to explore
new parts of the search space and to escape premature convergence to local optimums at the
expense of often reducing the fitness. If we have a sufficiently large population, the stochastic
nature of both phenomena will imply that even though some new individuals will be less fit
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than its parents, we will also get some which are fitter. Since fitter individuals get to have more
children, the average fitness of the population usually increases with each generation, and failed
individuals created through crossing and mutation are promptly eliminated from the solution
pool.
In terms of machine learning, crossing and mutation allows exploration of the search space
whereas selection allows for exploitation.
Figure 4.26: Selection is the key to exploitation in genetic algorithms. However, too much selection
pressure can lead to premature convergence.
Figure 4.27: Mutation allows exploration of the search space, avoiding premature convergence to local
optimum points.
4.6.1.1 Genetic representation of individuals
Choosing an appropriate representation of the candidate solutions is what ultimately determines
the success of complete failure of a particular implementation of an evolutionary algorithm.
Following the biological analogy, the data structure which uniquely characterizes an individ-
ual (candidate solution) is called a chromosome. Each of the fields in the data structure is said
to be a gene, and the set of values each gene can take are denoted as alleles.
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The genetic operators crossing and mutation will be implemented in a different manner
depending on the particular structure chosen as chromosome. Therefore, finding an appropriate
representation of the candidate solutions is also the first decision to be made when designing a
genetic algorithm.
Binary encoding
The first genetic algorithms, nowadays known as Simple Genetic Algorithm (SGA), was proposed
by John Henry Holland in [40], published in 1975. He was the first one to think of applying
natural selection to machine intelligence. In his original algorithm, Holland used a extremely
simple representation of solutions: a bit string of fixed length. For instance, chromosome a may
be ca = (1, 1, 0, 0, 1, 0, 1) and chromosome b cb = (1, 0, 0, 1, 1, 1, 0).
For instance, this representation can be used straightforwardly to solve the Knapsack prob-
lem. Let us suppose that the have a single bag with fixed capacity C and a set of objects {oi}Ni=1
which we would like to carry with us. Each object oi is characterized by its value, vi, and its
size, ci. Our problem is to pick, from the set of objects, those which maximize the total value
of the knapsack’s content without exceeding its capacity.
A very simple way of encoding a solution is using a bit string of length N . A chromosome
whose i-th gene has allele 1 implies that the i-th object is carried in the knapsack. Similarly,
allele 0 would code that the object is discarded.
Other problems where binary encoding can be used are those with numeric variables such
as integers or real numbers. By using any machine representation, like 2’s complement of IEEE
floating point numbers, it is possible to represent that kind of variables with binary chromosomes.
However, there are better encodings available for that task.
A binary chromosome can encode lots of solutions with a small number of genes, since
the number of individuals which can be encoded grows exponentially with the length of the
chromosome. However, it is easy to see that, for many problems, this encoding is quite unnatural
and it may be hard to find a mapping from the search space to the set of binary strings of length
N . The main advantage of Holland’s original scheme is its great simplicity. As we will see
later, genetic operators for binary chromosomes are really easy to implement, reducing the
computational burden of the algorithm to basically fitness evaluation.
Permutation encoding
Another important type of representation is permutation encoding. As the name suggests, it is
engineered for ordering problems, where we have a set of N elements and we want to find the
optimal way to arrange the elements in a sequence. Note that, since we have N ! possibilities,
this type of problems scales terribly bad with the number of elements N .
Candidate solutions of an ordering problem can be represented by a permutation of N
elements, pi = (pi1, pi2, . . . , piN ) with pii ∈ {1, 2, . . . , N} and pii 6= pij ∀ i 6= j. Precisely, pii = k
means that the i-th element is to be placed in the k-th position.
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Therefore, the most natural chromosomal representation for ordering problems of N -elements
is with a N -dimensional vector of natural numbers in the set {1, 2, . . . , N} with the additional
constraint of not allowing any repetitions in the array. For instance, valid chromosomes for
ordering 5 objects could be ca = (3, 2, 5, 4, 1) or cb = (1, 5, 4, 2, 3).
Permutation encoding use genetic operators specifically designed to ensure that the next
generation still represents a valid solution, that is, that new chromosomes still represent a
permutation.
A typical problem for which permutation encoding can be applied is the Travelling Salesman
Problem (TSP). Consider a poor salesman which has to visit a set of N distinct cities. Since
he does not have much money for petrol, he wants to find the order in which he should visit
the N cities to minimize the total distance traveled. For small N , this may be easy to solve.
However, as N increases, the total number of possibilities grows too fast and the problem
becomes unmanageable without using heuristic search algorithms.
Using permutation encoding, each chromosome says the order of the cities in which the
salesman should visit them.
Scheduling of tasks is another niche of application for permutation encoding.
Real-valued encoding
Many optimization problems require tuning a set of real-valued variables. As we previously
discussed, binary encoding can be used to represent solutions in a search space of those charac-
teristics. However, it is much more natural to employ real-valued genes. Then, a chromosome
in real-valued encoding is nothing but a real-valued vector like ca = (1.298, 5.359, 5.127, 1.014)
or cb = (1.137, 5.918, 4.124, 3.069).
When we introduce the genetic operators of binary encoding in the next section, it will
be clear that the binary crossing operator can be applied to real-valued encoding without any
modification and that mutation can be adapted very easily. However, it is also possible to define
a different crossing operator only valid for real-valued chromosomes.
This type of representation has lots of straightforward applications. For instance, it can
be used to find the dimensions of mechanical pieces, like the blade of a turbine, or to find the
optimal separation between radiating elements in an antenna array to match a desired radiation
pattern. The possibilities are endless. It can also be used to tune the parameters of another
machine learning algorithm, like the weights of a neural network or the bandwidth parameters
of mean shift, which is exactly the base of one of the base-station clustering algorithms we will
present in the next chapter.
Other encoding formats
After Holland’s algorithm was shown to be satisfactory, a great amount of effort was dedicated
to generalizing the idea which more complex representations. Nowadays, basically any kind of
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data structure can be used if the engineer has enough imagination to create genetic operators
which go along the chosen chromosomal representation of the solutions.
In genetic programming, one of the branches of evolutionary computation, tree encoding is
generally used. Other problems use many other choices like hashes, objects in object-oriented
programming or even indexes to assembly-language instructions have been proposed in the
literature with success.
There is no rule-of-thumb to choose an encoding scheme. Whenever we want to design a
genetic algorithm, we should think about which encoding seems more natural to our problem
and, in case none of the “canonical” representation appears to apply well, we should design our
own original scheme. Other issues to be addressed are how to incorporate any constraints in the
set of valid solutions onto the representation, whether the order of the genes is relevant or if the
number of genes should be constant or variable. The possibilities are endless if we work hard.
Indeed, if we are “brave” enough to try it, some schemes even use an adaptive encoding which
changes with the generations.
4.6.1.2 Fitness function
The fitness function is also a fundamental piece of any genetic algorithm.
Evolutionary computation methods are completely general, but they need a problem-specific
fitness function as an input. In the end, the algorithm will merely optimize the fitness function.
Hence, it must reflect the problem’s needs as faithfully as possible. Apart from that, the degrees
of freedom are enormous: practically any real-valued function defined in the search space can
be employed.
For instance, in function optimization problems, the choice for fitness function is obvious:
the value of the function to be optimized itself. If we think about the Knapsack problem, the
most natural fitness function would be the total value of the items in the bag and for the TSP,
the total distance to be traveled seems perfect. When tuning an antenna array to achieve a
desired radiation pattern, the mean square error between the desired pattern and the pattern
achieved by a certain individual would be an appropriate fitness. It is impossible to cover all
the cases which may arise: each specific problems requires a tailored fitness function.
An interesting issue arises when considering constrained optimization problems. There are
two main ways to deal which constraints in genetic algorithms.
The first idea is to incorporate the constraints into the fitness function. By including a term
which penalizes unfeasible solutions, we can prune the search space and retain only feasible
points. However, this has several disadvantages.
On the one hand, the penalization term has to be adjusted properly. If the penalization we
include is too small, we risk obtaining invalid solutions as the algorithm’s final output. However,
if the penalization is too strict, the fitness function becomes non-smooth and we may greatly
slow down (or even avoid) convergence in the long term.
Another fundamental problem is the loss of efficiency: along with this idea, we are wasting
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Figure 4.28: Even though it seems to be more natural to program the genetic algorithms to maximize the
fitness function, nothing forbids us to try to minimize it. The choice is irrelevant... as long as we are
careful enough to be consistent! Otherwise we may create real trouble.
computational resources and genetic variability on invalid solutions. This means that the effec-
tive population size can be much smaller than the real population size, so that the performance
of the algorithm suffers.
It is much better to avoid exploring unfeasible solutions during the search process at all.
This can be done by carefully designing the genetic operators to make the birth of unfeasible
individuals impossible or even using a chromosomal representation of the individuals which does
not allow unfeasible solutions to be represented. Sadly, this is much easier said than done.
In the end, the most common choice is a trade-off between both ideas. We try to find a rep-
resentation scheme and a set of genetic operators that make the birth of individuals representing
unfeasible solutions as unlikely as possible. Since in many occasions we won’t be able to find
a way to reduce that probability to 0, we must add also some penalization term in the fitness
function to ensure that unfeasible solutions are branded as unfit and are very unlikely to have
descendants in the next generation. As long as we keep the probability of obtaining individu-
als encoding unfeasible solutions low enough, the genetic algorithm will solve the constrained
optimization problem satisfactorily.
As a final note, it is important to point out that, in most occasions, fitness evaluation is the
computational bottleneck of genetic algorithms. If we think about it, if we have a population
size m and simulate T generations, we end up calling the fitness evaluation routine mT times,
which may be a pretty big number in many cases. Therefore, optimizing the code of the fitness
function as much as possible is really worth the effort.
4.6.1.3 Selection
In order to properly mimic natural evolution, “survival of the fittest” must be incorporated to
the algorithm, that is, fitter individuals should have a higher chance of passing its traits onto
the next generation.
During this project, we are focusing on generational population models, that is, those in
which the individuals live exactly one generation and all of them are replaced by their offspring.
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In this kind of genetic algorithms, that is usually implemented by filling a mating pool of size
e with individuals picked up from the population. The individuals which end up in the mating
pool will be the ones which are allowed to reproduce, giving birth to the individuals which shall
populate the next generation of candidate solutions.
Other models allow parents to survive several generations. In those cases, the selection
operator acts over the set of individuals formed by the parents and their offspring. In order
to mimic generational change, “aging” is included into the fitness evaluation, so that older
individuals, that is, those which have already lived through several generations, are penalized
in fitness so that they eventually “die” by being removed from the population. Nevertheless,
even though that model imitates biology more faithfully, it is seldom used for computational
purposes since convergence proceeds more slowly. On the other hand, when genetic algorithms
are used by biologists to get insight on natural evolution, which is not our case, this concept
becomes attractive.
The pruning of unfit individuals induced by selection is the source of exploitation in genetic
algorithms. If the selection step was removed, the algorithm would degenerate into nothing more
than a random, brute-force search.
However, we must also be careful to achieve a good balance between exploration and ex-
ploitation. If increase the selection pressure too much, that is, we are very strict when evaluat-
ing individuals and let only the very best solutions to generate offspring, after a few iterations,
the whole population would be filled with very similar individuals. In biological terms, this is
denoted as loss of genetic variability, a process that happens for instance in incestuous families.
From the point of view of machine learning, this is premature convergence to a local optimum.
Then, we must find a good trade-off in which the search is directed by the most promising
individuals but, at the same time, we must allow enough variability so that new, original solutions
arise from the evolution process.
Roulette-wheel selection
Roulette-wheel selection is one of the most used selection routines for genetic algorithms. The
main idea is very simply: we fill the mating pool with randomly selected individuals from the
population, where the probability of picking the i-th individual is proportional to its fitness fi:
pi =
fi∑m
j=1 fj
(4.84)
Note that we are using the convention of fitness maximization. If that was not the case, fi
should be first transformed using a non-decreasing mapping.
We can imagine this selection process as building a roulette wheel divided m portions, one
per each individual in the population. The portions are unequal, with an arc length proportional
to the fitness of their associated candidate solution. To select an individual, the wheel is spun
and when it stops, a marking will tell which was the selected individual. The unequal sizing of
the portions is what implements the natural selection principle.
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Figure 4.29: A graphical representation of roulette-wheel selection in a dummy example with 5 individuals.
The roulette is spun as many times as individuals are to be placed in the mating pool. Even
though it may seem strange, it is perfectly possible that some individuals get to place several
copies of themselves in the mating pool. That is the computational analogue of having several
children with different partners.
Rank selection
Roulette-wheel selection is usually quite effective. However, there are two main scenarios where
its performance becomes almost pathological.
On the one hand, both in nature and evolutionary computation, we can witness the birth of
super-individuals. Those can be defined as individuals in the population whose fitness in much
greater than the average fitness of the population. At first sight, we may think that super-
individuals are something good for the species or for the genetic algorithm. However, they also
pose a very high risk to the evolution process. Because they are much stronger than the rest of
their kind, they have an enormous chance of monopolizing the reproduction process and filling
most of the next generation with its own genome. In other words, super-individuals may appear
to be good because they are quite fit, but if we leave matters unhandled, they can dramatically
reduce the genetic variability.
For instance, let’s consider the search space shown in figure 4.27. There, we clearly see two
maximums which have a similar height, but one of them is slightly smaller. If we happened
to get an individual in the smaller peak, with all the other individuals in points with a much
smaller fitness, the next generation would consist of many points around the smaller peak. In
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the end, the algorithm would converge to a local maximum instead of converging to the global
maximum because a super-individual monopolized the genetic pool.
On the contrary, the complete opposite situation is also troublesome for roulette-wheel se-
lection. If the absolute differences in fitness between individuals of the population are small, all
individuals have approximately the same chance of reproducing. This can seem to be a minor
problem but, actually, it poses a big threat since it makes the algorithm very sensitive to the
absolute values of the fitness function. Even though it is true that a thorough analysis and
design of the fitness evaluation routine can solve this issue, it is better to add extra protection.
Also, even if we define the fitness function very carefully, this situation will surely arise as we
approach convergence. If that’s the case, the effect will be that the algorithm progresses more
and more slowly as the generations go by and we approach convergence.
If we think about it, both problems are directly caused by equation (4.84). Because the
chance of an individual being picked up is directly proportional to the absolute fitness, it is the
absolute difference in fitness what determines which individuals are more likely to be picked up
for reproduction.
One way to solve this problem is using a rank selection procedure. The idea is analogous to
roulette-wheel selection but the probabilities are proportional to the relative fitness instead of
the absolute fitness. This means that, for example, it makes no difference whether individual
1 is 100 times fitter than individual 2 or only 0.1% fitter, the selection probabilities would be
identical in both cases because, as the name suggests, what determines the selection probability
of an individual is its fitness rank within the population. That is, the stronger individual gets
the bigger share, no matter what its absolute fitness is and so on.
Mathematically, the m individuals in the population are sorted in ascending fitness order:
the weakest individual is assigned index 1 whereas the strongest one is given index m. Then,
probability of picking the i-th individual (after sorting) is defined as:
pi =
2i
m(m+ 1)
(4.85)
Note that m(m+1)2 =
∑m
i=1 i, so that equation (4.85) is simply equation (4.84) where the
fitnesses fi have been replaced with the rank of the individual, that is, its index i within the
population in ascending order of fitness.
Scaling methods
An even simpler idea than rank selection, aiming to solve the problems of roulette-wheel selec-
tion, is to try to normalize the fitness values.
There are two main ways to do that.
In sigma-scaling, fitness values are normalized by subtracting the average fitness and dividing
by the standard deviation of the fitnesses. That is:
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f ′i =
fi − f¯
σf
(4.86)
With f¯ = 1m
∑m
i=1 fi and σf =
√
1
m
∑m
i=1 (fi − f¯)2.
Another widely used normalization procedure is linear scaling:
f ′i = afi + b (4.87)
Where a and b are two user-defined parameters.
In both cases the objective is the same: to moderate the selection pressure so that it is
kept relatively constant over the iterations, not too strong at the beginning nor too weak near
convergence.
Tournament selection
Tournament Selection is one of the most widely used selection strategies. It works reasonably
well in many problems, it is very simple to implement and can be parallelized.
In this selection routine, we first pick randomly two individuals from the population. The
probabilities are uniform in this case, that is, pi =
1
m ∀ i = 1, . . . ,m. Then, the two chosen
individuals are staged to fight a “duel”: a random number x is picked from a uniform distribution
with support in the interval (0, 1) and it is compared to a prefixed selection threshold, α. If
x ≤ α, the fitter individual wins the duel and gains a place in the mating pool. Otherwise,
he surprisingly loses and is the weaker individual the one which will get an opportunity to
reproduce. In order for survival of the fittest to apply, the threshold α must be greater than
0.5. The greater it is, the bigger the selection pressure, which gives a direct and simple way for
the engineer to tune the balance between exploration and exploitation in the algorithm.
Elitism
As we have argued, in a genetic algorithm, the average fitness usually increases as the generations
goes by. However, this is just an heuristic and there is not any guarantee that it will actually be
the case. Moreover, if we consider the sequence of fitnesses created by taking the fitness of the
fittest individual of each generation, {f [t]}Tt=1. That sequence is supposed to be increasing in
the long-term, but it can exhibit some dips. In other words, the fittest individual of generation
t+ 1 may be less fit than the fittest individual of generation t. Whether this happens or not is
up to the whims of random mutation and crossing.
Because of this, an strategy denoted elitism is usually implemented in genetic algorithms.
The concept is quite straightforward: in every iteration, the s fittest individuals are copied onto
the next generation without any change. No genetic operator is applied, it is as if they were
cloned. The other m−s individuals of the next generation are created using the typical process:
selection of individuals to fill the mating pool and then apply the genetic operators.
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The usage of elitism guarantees that the sequence {f [t]}Tt=1 is monotonically increasing, a
desirable characteristic. Moreover, since the value of s is chosen to be small with respect to m
(using s = 1 is the most common case) elitism poses no threats to keeping genetic variability
and it does not reduce the exploratory power of the algorithm in a noticeable way.
4.6.1.4 Genetic operators
Up to now, we have discussed how to asses the fitness of the individuals in each generation, as
well as how to select the ones which will populate with their offspring the next generation of
individuals, in a Darwinian survival of the fittest manner. At this point, we must discuss then
how do we generate an offspring: this is done by applying the so called genetic operators. Those
are the source of exploration in genetic algorithms hence they are the last fundamental piece we
need to study.
Crossover
The first canonical genetic operator is genetic crossing-over. As the name suggests, this op-
erator is motivated by the biological crossing-over procedure which occurs during the meiosis
process in sexual reproduction. Therefore, our objective is to implement routines which, given
two individuals characterized by their respective chromosomes (the parents), generate two new
chromosomes characterizing two new individuals (the children), by blending the genes in the
parent chromosomes in some way. Then, the children will represent candidate solutions which
exhibit a mix of the characteristics of the candidate solutions encoded in the parent individuals.
Even though the basic concept is always the same, the way to implement those routines
greatly depends on the chosen genetic representation.
Binary encoding In binary encoding representation, the chromosomes are characterized
as fixed-length strings of genes, in this case, binary value genes. A very intuitive way to mimic
the meiosis process is to obtain the child chromosomes by interchanging portions of the par-
ents strings. Depending on the way those portions are interchanged we can distinguish several
variants.
One-point crossover: A single crossover point p is randomly selected from 1 up to the chro-
mosome length, N . The first p genes of child 1 are the first p genes of parent 1, whereas
the first p genes of child 2 will be the first p genes of parent 2. On the contrary, genes
p + 1, p + 2, . . . , N of child 1 are copied from genes p + 1, p + 2, . . . , N of parent 2, and
genes p+ 1, p+ 2, . . . , N of child 2 are got from genes p+ 1, p+ 2, . . . , N of parent 1.
Two-point crossover: We do pretty much the same as in one-point crossover but two random
crossover points are selected. The first and last genes of child 1 are obtained from parent
1, and the middle portion of the chromosome from parent 2. As before, child 2 gets the
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complementary genes. Note that two-point crossover can be generalized to multi-point
crossover simply by picking up n random crossover points.
Uniform crossover: A random blending mask is obtained in order to mix the chromosomes.
The i-th gene of child 1 is randomly chosen to be either the i-th gene of parent 1 or the
i-th gene of parent 2. The other child gets the complementary gene, that is, the one which
is not chosen for the first child. If the chromosomes are sufficiently long, each parent
contributes to approximately 50% of the genes of each child.
(a) One-point crossover
(b) Two-point crossover
(c) Uniform crossover
Figure 4.30: Illustration of several ways of applying crossover between binary-encoded chromosomes.
Permutation encoding Ordering problems represented by permutations are actually con-
strained optimization problems. A chromosome in permutation encoding is a string of natural
numbers. However, not any string of natural numbers is valid: there is a constraint imposed on
the definition of permutation which established that values along the string cannot be repeated.
Because of this, developing crossover operators for permutation encoding is a bit trickier.
As we already discussed, we could simply apply the straightforward operators of binary
encoding and solve the problem of invalid solutions some other way: either by penalizing them
with the fitness evaluation step or by adding a second post-processing step which “fixes” invalid
chromosomes. However, both ideas are much less efficient that developing customized crossover
operators.
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Since the family of ordering problems is very broad, lots of effort has been dedicated to
this issue and many different crossover operators for permutation encoding exist. Some popular
methods are:
Order 1 crossover: This crossover operators tries to preserve the relative order of the ele-
ments. In order to generate the first child, we first copy an arbitrary part from the first
parent onto the child without change. After that, starting from the cut point of the copied
portion of the chromosome, we start copying all numbers which are not in the first portion
using the ordering of the second parent and wrapping around at the end. The other child
is generated with the same procedure, but parent roles are reversed.
(a) First, we copy an arbitrary part of the first parent onto the first child.
(b) The rest is copied from the second parent, following the order from the cut point,
wrapping around and skipping numbers already present.
Figure 4.31: Illustration of order 1 crossover for permutation-encoded chromosomes.
Many other methods exits, like partially mapped crossover (PMX), cycle crossover or edge
recombination. The interested reader can learn more about them in the literature, [41].
Real-valued encoding Chromosomes in real-valued encoding are also strings, in this case,
with real-valued genes. Because of that, all the crossover operators defined for binary encoding
perfectly apply here and, indeed, are employed very commonly.
However, the real-valued nature of the chromosomes opens a new possibility, the so called
linear or arithmetic crossover. The idea is also very simple: when the chromosomes belong to a
continuous space, such as RN , a way to “mix” the points is to bring them closer. Specifically,
we can generate the children with a pair of convex combinations:
o1 = αc1 + (1− α)c2
o2 = αc2 + (1− α)c1 (4.88)
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Where o1, o2 are the two children and c1, c2 the two parents. The convex combination
coefficient α is usually obtained from a uniform distribution with support in the interval (0, 1).
Figure 4.32: Several examples of arithmetic crossover in an scenario with real-valued chromosomes of
length 2.
Moreover, it is possible to define arithmetic crossover procedures which, instead of mixing
the whole chromosome vectors, only act in some portions of the chromosome. In this context,
the crossover method represented by equation (4.88) is denoted as whole arithmetic crossover.
On the other hand, single-arithmetic crossover only acts on a randomly chosen gene, being the
rest of genes copied from the parents, and simple-arithmetic crossover chooses a random crossing
point and acts on all genes from the crossing point onwards, being the first genes copied from
the parents.
Mutation
Mutation is the other canonical genetic operator used in genetic algorithms. In this case, the
inspiration comes from random mutations originated by errors in the DNA replication process
which occurs during mitosis or meiosis. In evolutionary computation, we try to mimic those
by randomly adding perturbations in the genes of the individuals of the population, just after
their “birth”. That is, we first obtain the offspring by applying the crossover operator with the
individuals in the mating pool and, then, we apply the mutation operator over the offspring to
obtain the final individuals which will populate the next generation.
As with crossover, the implementation of mutation differs according to the genetic represen-
tation employed.
Binary encoding Since binary-encoded chromosomes only have two alleles, 0 and 1, mu-
tation in this representation is extremely simple: for each gene, we consider a small probability
pm of flipping the bit. Therefore, for a binary chromosome of length N , we just need to throw a
biased coin (head probability pm and tail probability 1−pm) per gene and flip the bit of the cor-
responding gene whenever we get heads. Needless to say, there are very efficient implementations
of such a simple routine.
Permutation encoding Mutation in permutation-encoding has the same problems as
crossover. If we think about it, the no-repetition restriction imposed in permutation-encoded
chromosomes implies that any mutation operation which attempts to produce a valid individual
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Figure 4.33: An example of mutation of a single gene under binary-encoding genetic representation.
must change at least two genes simultaneously; if we change only one gene, there is no way we
can produce a valid chromosome. Because of this, mutation operators for permutation-encoding
genetic representation are operators which act in the chromosome as a whole, rather than in
a per-gene basis. Similarly, the mutation probability pm now refers to the probability of the
mutation operator being applied to the whole chromosome string, rather than the probability
of mutating each gene.
Again, just like with crossover operators for permutation-encoding, there are lots of different
mutation operators defined in the literature. Some of them are:
Insert mutation: We randomly pick two genes and move the second to be immediately after
the first, shifting the rest of genes accordingly. The biggest advantage of this operator is
that it only introduces one change in the ordering, preserving most of both the adjacency
and ordering information. In other words, this mutation procedures represents an small
jump in the search space for the corresponding ordering problem.
Swap mutation: Again, we randomly pick two genes. However, now what we do is to in-
terchange their positions. The jump induced by this mutation operator in the search
space is slightly bigger than the one due to insert mutation. Still, most of the adjacency
information is preserved, but ordering information changes.
Inversion mutation: Once more, we randomly choose two genes in the chromosome. This
time, all the substring bounded by the two genes has its ordering inverted. This operator
preserves adjacency but generates a big jump regarding ordering information.
Scramble mutation: This operators randomly chooses a set of genes are, as the name suggests,
scrambles the genes generating a totally different ordering. This operator can be used to
take big jumps in the search space, allowing to escape attraction from local optimum
points.
Real-valued encoding The simplest way to apply mutation in real-valued chromosomes
is by using the same procedure as in binary-encoding mutation but, since we do not have binary-
valued genes but continuous genes, we modify them by adding a small random number. Then,
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(a) Insert mutation example for permutation-encoding
(b) Swap mutation example for permutation-encoding
(c) Inversion mutation example for permutation-encoding
(d) Scramble mutation example for permutation-encoding
Figure 4.34: Illustration of several mutation operators applicable to permutation-encoded chromosomes.
the mutation procedure is to consider, for each gene, a small probability pm of adding a small
random number  drawn from some statistical distribution, usually uniform or Gaussian.
Another possibility is to apply “boundary-mutation”. This is useful when the values of the
genes are bounded within some interval
(
gimin, g
i
max
)
. In this case, the i-th gene is replaced, with
probability pm, by either g
i
min or g
i
max. Note that this is a very wild mutation, which makes a
huge jump in the search space. This can be useful in many occasions, but can lead to a somewhat
oscillatory behavior which prevents convergence. Therefore, it is not recommended to use this
type of mutation alone. It is best to combine it with smoother mutations, so that we can have
both big and small jumps in the search space.
4.6.1.5 Practical implementation issues
In general, genetic algorithms have no closed form: it is up to the engineer how to design them.
For instance, we have discussed several widely used representation formats, together with
several genetic operators for each representation. However, many more representations have
been described in the literature, coupled with even a bigger amount of genetic operators. As
we said before, genetic algorithms are an extremely broad family of algorithms under the basic
concept of introducing genetics and natural evolution principles into machine-learning. For
each specific scenario, it is possible to create original chromosomal representations and genetic
operators which adapt much better to the particular needs of the application. An example of
this lies in the next section, where we will discuss several schemes that have been proposed to
tackle clustering with evolutionary computing.
Another degree of freedom lies in the amount of genetic operators to be used. We have
discussed two of them: crossover and mutation. However, nothing forbids the usage of many
more operators simultaneously nor dropping some of them. Indeed, since Holland’s SGA, there
has been a long debate on the fact of whether mutation and crossover are necessary. In the end,
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the current agreement on that issue is as obvious as unhelpful: it depends on each particular
problem. However, in general (but not always) it is beneficial to have both since they are
complementary.
For instance, let us consider Holland’s SGA. In the context of binary-encoding, the crossing
operators tend to produce big jumps in the search space whereas the defined bit-flipping muta-
tion operator usually takes smaller jumps, hence it is interesting to combine both. However, if
we wanted to use only one operator, we could as long as we think about it carefully. Because
the binary-encoding crossover operators cannot change the allele frequencies in the population,
it is impossible to explore the whole search space with that family of crossover operators alone.
Hence, a version of Holland’s SGA with mutation alone could work, but if we use only crossover
there is a very big chance of not achieving the global optimum. Nonetheless, for other genetic
representations and other implementations of the genetic operators, the situation could be re-
verted. In the end, we are back to our initial statement: we can design our genetic algorithm
almost however we want as long as we think our design throughly.
Moreover, much more exotic changes are available. A particular example is three-parent
reproduction which, avoiding dirty jokes, has no other biological inspiration than science-fiction
works such as Asimov’s “The Gods Themselves”. Actually, even n-parent crossover has been
considered in the literature. In the end, after we have moved into the domain of machine code,
where we have absolute power, we are no longer bounded by nature, are not we?
On a different note, the generic algorithm described in 4.14 contains several conditions and
parameters which are somewhat arbitrary.
On the one hand, it is necessary to establish some kind of stopping condition. There are lots
of ways to do that: establishing a maximum number of generations to be simulated, fixing a
desired fitness level to be achieved by the algorithm or detecting convergence when the average
fitness of the population starts to exhibit saturation. However, genetic algorithms are heuristics
with no convergence guarantee, so we must take that into account and code some hard limit to
avoid entering into infinite loops in a worst-case scenario.
On the other hand, apart from the stopping condition, there are many parameters which
need to be chosen: the population size, m; the selection pressure, i.e. the type of selection
operator and its parametrization; the crossover probability, pc; and the mutation probability,
pm. Moreover, those parameters can be fixed or can be adaptively changed as generations go
by. As it usually happens in machine learning, little is known yet about the optimal choices
and no analytic formulas are available: tuning the algorithm’s parameters for each particular
application is part of the engineer’s duty.
4.6.2 Applications of genetic algorithms in clustering problems
We have introduced genetic algorithms as a very general approach to solve optimization prob-
lems. Hence, as long as we can formulate clustering in terms of optimizing a certain objective
function, evolutionary computation is applicable to the machine-learning problem we tackle in
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this chapter.
However, the adaptation of generic genetic algorithms to the needs of an application like
clustering is not straightforward; a lot of work remains to be done.
Recall that a clustering algorithm tries to find a partition S = {S1, S2, . . . ,Sk} such that⋃k
i=1 Si = X of a certain data set X = {x1,x2, . . . ,xN} where xi ∈ Rd, in such a way that all
objects in the same cluster are similar and objects belonging to different clusters are dissimilar.
In this kind of setup, a candidate solution is nothing but a particular partition S[i] of the data
set. Hence, first of all, a suitable genetic representation of each candidate partition S[i] needs to
be found. Once we have the encoding scheme, the subjective concept of similarity/dissimilarity
has to be translated into a quantitative measure which allows to define a fitness function to
evaluate each candidate partition, those closer to optimize the objective function induced by
the similarity measure will be considered fitter. Furthermore, we also must find a set of genetic
operators which allow to evolve the population of individuals throughout generations according
to the concepts of evolutionary computation. Finally, as in any genetic algorithm, the selection
strategy and the tuning of all relevant parameters needs to be addressed as well.
As usual, there is not a unique, optimum way to solve any of the previous problems. Rather,
for each degree of freedom available, literally tenths of different options have been explored
in the literature, each with its own set of strengths and drawbacks. During the remainder of
this section, our aim is a modest one: to provide a quite brief discussion on some of the most
typically used genetic representations and their corresponding genetic operators and to show a
couple of simple yet powerful evolutionary clustering algorithms, which allow the reader to get
a clearer picture of the situation. This will serve as a solid base to make the genetic base-station
clustering algorithms to be presented in the next chapter easily understandable.
Nonetheless, by no means we try to give an extensive review of all the relevant genetic
clustering algorithms shown in the literature: this topic is too wide and complex to be treated
in this document in further detail. The reader interested on a more exhaustive discussion on
genetic clustering algorithms can find in [42] a very nice place to start. In that article, the state-
of-the-art in the topic by year 2009 is discussed and references to the articles which propose
each of the original algorithms and enhancement to existing algorithms are provided. An even
more thorough discussion can be found in [43].
4.6.2.1 Encoding schemes
As we previously discussed, from the times of Holland’s SGA, when extremely simple chromo-
somes consisting of a string of bits were used, lots of methods have been developed to obtain
different chromosomal representations in an extremely broad spectrum of radically different
applications and scenarios. Nowadays, any data structure imaginable can be used as a chromo-
some to represent an individual of a genetic algorithm as long as we create genetic operators
that go along such genetic representation. Of course, clustering problems are no exception to
that statement.
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During this chapter, we have already seen several ways to represent mathematically a parti-
tion of a data set. Precisely, for a data set with N observations and a partition with k different
clusters, we can define a cluster assignation vector c ∈ {1, . . . , k}N such that the i-th sample
point belongs to the ci-th cluster. We also introduced a more redundant representation, the
cluster assignation matrix, defined as E ∈ {0, 1}N×N such that (E)i,j = 1 if the i-th observation
belongs to the j-th cluster and (E)i,j = 0 otherwise.
Both schemes are widely used yet they are not the only ones.
Binary encoding: The simplest possible form of encoding for a clustering problem is to use
a binary string as in Holland’s SGA, where the string length N equals the number of
individuals in the data set. We can interpret a chromosome of that form in two ways.
If the number of clusters is prefixed to 2, the alleles 0 and 1 can be used to encode each
of the two clusters, i.e. the i-th gene of a chromosome will have allele 0 if the candidate
partition allocates the i-th observation of the data set to the first cluster, on the contrary,
allele 1 would imply that the sample belongs to the second cluster.
For more complex scenarios with more clusters, a medoid-based representation is used:
each cluster is characterized by one observation of the data set, generally chosen as the
observation belonging to that cluster which minimizes the average dissimilarity to all other
objects in the cluster. In other words, clusters are represented by their medoids. In this
case, given that certain observations are used to represent their respective clusters, it is
usually said that those samples are prototypes for their clusters.
Encoding which observations are prototypes and which are not is what represents the
partition. Then, the chromosome would have allele 1 in its i-th gene if and only if the i-th
observation is a prototype for a cluster in the data set. In order to recover the partition
induced for such a representation, observations which are not prototypes themselves are
assigned to the cluster represented by the nearest cluster prototype sample. Note that
this representation allows a variable number of clusters, which is encoded implicitly as the
number of genes in a chromosome with value 1.
Matrix encoding: This form of genetic encoding for clustering problems can actually be re-
garded as a sort of binary encoding too, because the alleles are binary too. However, the
chromosomal structure is arranged as a binary-valued matrix rather than as a vector or
string. Of course, since both representations are actually isomorphic, it is not rare that
some authors consider this matrix-based encoding within binary encoding methods.
The way to produce chromosomes under this encoding scheme is completely straightfor-
ward: take the cluster-assignation matrix E as we defined during this chapter and we are
done.
This method allows a better representation of the partition than medoid-based binary
encoding since, for any number of clusters, we can specify the mapping of objects to clus-
ters without having to rely on medoids, which may be inaccurate in some cases since are
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limited to prototyping clusters only with points belonging to the data set. In other words,
with matrix-based encoding, we can represent all the possible partitions of the data set
in k clusters with no exceptions, which is something that can’t be done in general with a
medoid-based scheme. Moreover, even though it strays from our objective in this project,
it is worth noting that matrix-based encoding can be used for overlapping clustering algo-
rithms by allowing each row to have more than one non-zero entry.
The main disadvantages are that the number of clusters, k, has to be prefixed at the
beginning and that the memory usage is increased by a factor of k.
Integer encoding: Another straightforward idea: encode each partition using the cluster assig-
nation vector c ∈ {1, . . . , k}N as a chromosome.
This representation has genes with alleles belonging to an alphabet composed of k natural
numbers, {1, . . . , k}. Recovering the partition is extremely simple: the i-th cluster if
formed by all data points j such that cj = i. The cardinality of the alphabet, k, is what
encodes the number of clusters and can be fixed a priori or not depending on the particular
algorithm employing the representation. Because the alleles are actually cluster labels, this
encoding method is also called label-based representation by some authors. Note also that,
for the particular case k = 2, integer-based encoding is actually the same thing as the first
described case of binary-encoding, interchanging allele 0 by 2.
One of the main characteristics of integer encoding for clustering problems is that the
mapping of a particular candidate solution to the genotype induced by the genetic rep-
resentation is one-to-many. This is actually an obvious property since any permutation
of the cluster labels creates a different chromosome encoding the same partition. For in-
stance, ca = (1, 1, 2, 2, 3, 3), cb = (2, 2, 1, 1, 3, 3), cc = (2, 2, 3, 3, 1, 1), cd = (1, 1, 3, 3, 2, 2),
ce = (3, 3, 1, 1, 2, 2) and cf = (3, 3, 2, 2, 1, 1) all encode the same partition. This is an
undesirable property, since it implies that we are exploring a search space much bigger
than necessary. In simple words, this encoding-scheme makes the algorithm waste effort.
A way to reduce or even solve this problem is by introducing a renumbering routine which
ensures that only one of the k! available representations will be used throughout the search
and carefully designing the genetic operators to avoid generating offspring characterized by
the discarded representations as much as possible. Further details about this renumbering
procedure can be found in [43].
A radically different but, in my opinion, less interesting way of encoding partitions with
an array of integer numbers is by using again a medoid-based prototype representation.
The idea is totally analogous to the one presented in the binary-encoding section but,
instead of using an array of N binary numbers with k ones, encoding the position of the
prototypes medoids within the data set, we encode the positions using an integer-valued
string of length k, which contains the indexes of the data-points which would correspond
to a binary allele 1 if binary-encoding was used. As a simple example to illustrate the
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difference, consider a data set with five observations such that points 2 and 4 are the
medoid prototypes, a binary-encoding chromosome would be c = (0, 1, 0, 1, 0) whereas the
corresponding integer-encoding chromosome would be c = (2, 4).
Needless to say, all the disadvantages of medoid-based representation; such as the inherent
inaccuracy and lack of expressive power due to being forced to describe clusters only with
points in the data set, assigning the rest of samples based only on the similarity with the
reduced set of prototypes, are also present in this medoid-based integer encoding.
Real encoding: Real-valued encoding has already been discussed for more general problems:
we use chromosomes which are real-valued vectors.
Real-valued encoding is also used with prototype-based representations of the partitions.
However, because with real-valued genes we can actually encode features in the sample
space, we are no longer limited to using prototypes which have to belong to the data set.
For instance, real-valued encoding allows to represent clusters by the geometric median
or, most commonly, by the cluster centroids.
The most common format is to append each of the cluster prototypes, be it centroids,
geometric median or whatever any other think we like, in a single real-valued array. Since
the prototypes belong to the same space as the observations, each of them is a d dimensional
vector. Hence, a chromosome containing all prototypes one after the other corresponds
to a Nk-dimensional vector. Mathematically, if we have a set of k prototypes, one per
cluster, {yj}kj=1 | yj ∈ Rd, then the corresponding chromosome becomes
[
yT1 y
T
2 . . .y
T
k
]
.
4.6.2.2 Genetic operators
Obtaining genetic operators for clustering problems is an extremely pedagogical example for
people willing to get deeper into genetic algorithms. Courses on evolutionary computing which
serve as a gentle introduction to genetic algorithms usually provide examples for very simple
cases like the Knapsack problem, TSP or optimization of a scalar, real-valued function. In those
cases, both the encoding schemes and the genetic operators are very easy to design, since there
is a very obvious, optimal choice and few complications arise. Nonetheless, clustering problems
are an advanced topic which serves to illustrate how genetic algorithms can be really powerful
yet highly complicated to design.
The key concept here is task-orientation. All the genetic operators discussed in section
4.6.1.4, except maybe those related to permutation encoding, modify and mix the chromosomes
in the population without any consideration on the meaning which was encoded by the genes
being altered.
Imagine that we are trying to optimize the design of the blade of a rotor. Suppose that
each of the genes controls a certain parameter or dimension of the design. It is plausible that
the variables are interrelated, that is, if the dimension of some part of the piece is a, that may
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impose a constraint on the feasible values for another dimensions. In other words, not every
point in RN , assuming N to be the number of variables to be optimized, is feasible.
Furthermore, consider that we use the uniform crossover operator for real-valued chromo-
somes as defined in section 4.6.1.4. Recall that such operator generates the offspring by randomly
mixing the alleles of both parents. Then, it is perfectly possible that such an operator produces
an unfeasible children out of two feasible parents.
We already argued that, by properly designing the fitness evaluation function to filter out un-
feasible solutions, a genetic algorithm using unspecialized genetic operators will work. Nonethe-
less, it is easy to see that we can do much better than that by defining better operators. We will
say that a genetic operator is task-oriented when the genes are mixed or modified in a way that
bears a certain meaning in the specific context for which the genetic algorithm is intended. In
particular, for a clustering problem, a genetic operator is cluster-oriented when it splits, merges,
recombines, duplicates or deletes the clusters represented by the chromosomes being mixed or
modified.
In scenarios with encoding schemes which are one-to-many, such as label-based encoding for
clustering, we may have two different chromosomes which actually represent the same solution
to the problem. If two parents encoding the same solution were to have offspring, the most
reasonable expectation is that the children would also encode that solution, because the mixture
of two parents which the same meaning should keep such a meaning. This leads to define the
concept of context-sensitivity for crossover operators, introduced in [43].
A crossover operator is said to be context-sensitive if it it task-oriented and the offspring
generated by two (possible different) chromosomes encoding the same candidate solution always
produce offspring which encode the same solution too.
It is very easy to see that, for all the genetic representation schemes for clustering problems
discussed in the previous section, traditional crossover operators, such as n-point crossover, uni-
form crossover over arithmetic crossover are context-insensitive. As an example, let as consider
one-point crossover under label-based encoding. Imagine that we have a dummy example with
only six points, and two solutions which are to be recombined. Let the first parent chromosome
be ca = (1, 1, 2, 2, 3, 3), and the second cb = (1, 1, 3, 3, 2, 2). Note that both parents actually
encode the same partition, the only difference is that labels were swapped. Assume that, the
crossover point is randomly chosen to be the fifth gene. Then, the generated offspring would be
oa = (1, 1, 2, 2, 2, 2) and ob = (1, 1, 3, 3, 3, 3),which clearly encode a partition different than that
of their parents. Besides, in the particular case that the number of clusters was prefixed to 3, the
creation of an empty cluster in each child would have given raise to two unfeasible solutions. An
exhaustive set of examples to prove the context-insensitivity of traditional crossover operators
under the other genetic representation schemes for clustering problems previously discussed can
be found in [42].
To summarize, generic genetic operators blindly manipulate genes without considering the
relationship existing between genes nor the implications of the modifications being carried out.
4.6 Clustering with Evolutionary Computation 169
This is terrible for clustering because, for all the genetic representation schemes discussed, it
is actually the set of interconnections between genes what encodes the partition and, thus, the
real optimization goal lies in those interrelations. As a consequence, the development of cluster-
oriented genetic operators is a major concern in the design of genetic clustering algorithms.
As a matter of fact, genetic operators usually constitute the major point of innovation in
most articles claiming to propose an original genetic clustering algorithm. Because of this, there
are simply too many options, all of them worthy of attention, to be discussed in this document.
Our aim is not an exhaustive study of the applications of genetic algorithms for clustering but,
rather, providing a gentle introduction to use them later as a tool for our particular application.
Therefore, we have decided to avoid an enumeration of cluster-oriented genetic operators. In-
stead, in the next sections, we will show two examples of genetic clustering algorithms and their
corresponding genetic operators will serve as an illustration to complement this discussion. The
reader who is willing to know more about cluster-oriented operators is referred to [42] and [43].
4.6.2.3 Genetic K-Means applied to spectral clustering
Within the very broad spectrum of clustering algorithms which use evolutionary computation,
we can roughly identify two main types.
On the one hand, we have those which use a genetic algorithm to enhance another existing
clustering algorithm, to tune their parameters or to optimize the randomized aspects of the
algorithms. In many cases, this family of algorithms end up using traditional genetic operators
since the genetic algorithm is not the one which actually obtains the partitions but, rather,
influence the result in an indirect way, that is, by acting in some way on the main clustering
algorithm being used.
The example we discuss in this section is of this kind. We will see how a genetic algorithm
can be used to solve one of the main weaknesses of K-Means: its extreme dependence on the
random initialization of the centroids. In [44], the authors propose what they call a “genetic
spectral clustering algorithm”. Nevertheless, what they actually do is to design a K-Means
algorithm which uses evolutionary computation to improve its robustness against the random
initialization step. After that, they use a completely traditional spectral clustering algorithm,
such as any of the ones discussed in section 4.4.5, where the K-Means rounding step employs
that genetically-enhanced version of K-Means.
The idea of using genetic algorithms to improve standard K-Means is by no means an original
contribution of [44]. Many articles have been published pursuing the same objective. Probably
the first article introducing the concept was [45], with their Genetic K-means Algorithm (GKA),
which was published in 1999. Their work was vastly improved by [46] in 2004, with the intro-
duction of an algorithm which exhibits essentially the same performance but which executed
much faster, hence, their algorithm was called Fast Genetic K-means Algorithm (FKGA). Since
then, tenths of versions which introduce some modifications have appeared up to the point that
even quantum versions exist as in [47].
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Nonetheless, as most of the aforementioned algorithms are quite similar, we decided to follow
[44] mainly because of its simplicity. The main choices of the algorithm from the point of view
of evolutionary computing are:
Genetic representation: Given that K-means inherently represents clusters by their cen-
troids, the most appropriate encoding scheme is real-valued encoding with centroid-based
prototyping. Therefore, we will be working with chromosomes which are Nk-dimensional
real-valued vectors c.
Fitness function: In [44], the Rand Index is used as fitness function. However, evaluation of
the Rand Index in this context requires a set of labels available; otherwise it is nothing but
a measure of consistency between two partitions. Given that clustering is, by definition,
an unsupervised problem, assuming that such a labeled set is available does not seem very
reasonable in my opinion. As a consequence, we substitute the fitness function by the one
used in [45]:
F (c) =
C¯ + bσC − C(c) if C(c) ≤ C¯ + bσC0 otherwise (4.89)
Where C(c) is the K-means cost function as defined in (4.11) evaluated at the partition S
induced by the set of centroids encoded in the Nk-dimensional real-valued chromosome c;
C¯ is the average K-means cost of the population, C¯ = 1m
∑m
i=1C(c[i]); σC is the standard
deviation of the K-means cost of the population, σC =
√
1
m
∑m
i=1
(
C(c[i])− C¯)2; and b
is an scaling tunable parameter which ranges usually between 1 and 3 according to the
authors.
Selection: Basic roulette-wheel selection with a generational population model (offspring com-
pletely replaces parents) is employed.
Genetic operators: Whole-arithmetic crossover is used for chromosome recombination to pro-
duce offspring. The mutation operator is applied independently with probability pm to
each gene. In case of a mutation actually occurs, the value of the corresponding gene is
totally erased and substituted by a random value obtained from a uniform distribution
between the minimum and maximum value that can be attained for that particular gene.
A good way to fix that range is by using the range of the corresponding feature in the
data set.
The algorithm 4.15 summarizes a basic version of the GKA.
When we discussed standard K-means we said that, given the high dependence it exhibited
on the random initialization step, it was a common practice to execute several instances of the
algorithm in parallel and keep the one which achieved better results. Actually, algorithm 4.15
is doing nothing but an improved version of that idea: instead of a brute-force random search
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Algorithm 4.15: Basic Genetic K-means Algorithm
input : A data set X = {x1,x2, . . . ,xN} | xi ∈ Rd
input : Desired number of clusters k
input : Population size m and mating pool size e
input : Crossover probability pc and mutation probability pm
output: A partition S = {S1,S2, . . . ,Sk} of X
1 Randomly initialize m different sets of centroids
{
µj [i]
}k
j=1
∀ i = 1, . . . ,m to create a
population of m individuals c[i] =
[
µ1[i]
T . . .µk[i]
T
]
;
2 while convergence criterion not satisfied do
3 for j ← 1 to m do
4 Run standard K-means algorithm using the set of centroids encoded in c[i] as
initial centroids ;
5 Replace c[i] by the set of centroids obtained after convergence of K-means ;
6 Evaluate the fitness of the new c[i] ;
7 end
8 Apply selection to fill a mating pool of size e with individuals from the population ;
9 Shuffle the mating pool and divide it in e/2 pairs of individuals ;
10 Apply crossover to each pair with probability pc to obtain two new individuals.
Otherwise, copy the original pair as if they were the children ;
11 Apply mutation to each individual gene of each individual in the offspring with
probability pm ;
12 Replace the current generation with the offspring ;
13 end
14 Cluster the data set X using as initial centroids those encoded in the fittest individual of
the last generation to obtain the output partition S ;
on the space of initial centroids, we employ genetic algorithms to make the search much more
efficient.
Several aspects in algorithm 4.15 could be different according to the particular version of
genetic K-means we use.
For instance, the original GKA by [45] used a label-based encoding instead of the real-valued,
centroid-based representation we have shown. They discard the use of a crossover operator,
however, they also define a cluster-oriented mutation operator which modifies the genes with
a probability proportional to the distance between the data-point corresponding to the gene
and its currently associated centroid. In that way, points which are poorly assigned because
the square error is high have a great probability of mutation. Also, if a mutation occurs, the
new allele is not chosen from a uniform distribution but, rather, from a distribution weighted
proportionally to the distances between the sample and the rest of centroids.
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Nevertheless, in the end, the basic idea is similar throughout the different versions.
Unlike standard K-means, it can be proven that the introduction of this evolutionary search
guarantees convergence to the global minimum of the K-means cost function in the long term.
Nonetheless, the price to pay is obvious: the computational complexity greatly increases.
4.6.2.4 Fast Evolutionary Algorithm for Clustering (FEAC)
On the other hand, the other main family of genetic clustering algorithms are those which use
genetic algorithms as the core of the clustering algorithm itself.
This kind of algorithms are much more dependent on the genetic representation and the usage
of cluster-oriented operators becomes a must. On the other hand, since they are not subject to
the limitations imposed by employing a simpler algorithm, like K-means, as the main tool to
generate partitions, this type of genetic clustering algorithms have the potential to outperform
those which only use evolutionary computation to enhance simpler clustering algorithms, at the
price of a considerable increase both in complexity and execution time.
To illustrate an algorithm of this kind, we will discuss a genetic clustering algorithm presented
in [48]. The authors named it Fast Evolutionary Algorithm for Clustering (FEAC). Its main
characteristics are:
Genetic representation: Label-based encoding is employed with no restrictions imposed on
the number of clusters k. Different individuals in the population may represent solutions
with different numbers of clusters.
Population initialization: For each individual, we randomly select an initial number of clus-
ters ki between 2 and
√
N , being N the number of observations in the data set. After that,
each data point is assigned to a cluster at random, that is, each gene in the chromosome
is randomly assigned a value in the set {1, 2, . . . , ki}.
This initialization populates the first generation of individuals with partitions representing
different number of clusters. This favors diversity, speeding up the convergence time.
However, the usage of a unique, fixed number of clusters k during the initialization phase
would also work since the adaptive nature of the algorithm would end up finding the
“correct” number of clusters anyway.
Fitness function: The silhouette function as defined in section 4.1.2 is employed. However,
the authors introduce two interesting ideas.
On the one hand, they comment on the possibility of expressing the overall fitness of an
individual as a weighted sum of per-cluster fitness values. Because of the way the silhouette
function is defined, doing that is straightforward. If we let s(i) be the silhouette coefficient
of the i-th observation xi, then the silhouette-fitness of cluster Sj can be expressed as:
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Fc(Sj) =
1
|Sj |
∑
{i|xi∈Sj}
s(i) (4.90)
The total fitness of the individual can be then computed as:
F (S) =
1
N
k∑
j=1
|Sj |Fc(Sj) (4.91)
Which is completely equivalent to evaluation of the silhouette function for the partition S
encoded by the individual.
Doing this is interesting because, as we are about to see, the authors introduce those per-
cluster fitness evaluations to allow their cluster-oriented mutation operators to modify less
fit clusters with a greater probability than those clusters which are fitter.
Another interesting concept is the usage of a simplified silhouette function in order to
reduce computational complexity. The idea is straightforward though: we substitute, in
the definitions of a(i) and d(i,Sl) needed for evaluation of the silhouette coefficients s(i),
the dissimilarity averages by simply the dissimilarity between the observation and the
cluster centroid. Then, a(i) becomes the dissimilarity between the i-th observation and
the centroid of the cluster to which it belongs and, similarly, d(i,Sl) is now the similarity
between the i-th observation and the centroid of cluster Sl.
According to the authors, the introduction of this simplified silhouette function barely
produces a degeneration of the algorithm’s overall performance while it speeds up the
fitness evaluation step considerably in large data sets.
The authors in [48] also propose a novel per-cluster Rand Index. However, as we previously
argued, given that we consider that no-access to a labeled set is available, we won’t think
it to be useful for our application.
Selection: Roulette wheel selection or rank-selection are proposed. Moreover, elitism is em-
ployed so that the fittest individual is allowed to continue living in the next generation
without any modification.
Genetic operators: The most interesting point is undoubtedly the novel cluster-oriented ge-
netic operators that the authors define.
The first shocking point is their decision to completely discard the usage of any crossover
operator; their genetic algorithm is mutation only. As we discussed before, that is a
perfectly valid choice as long as the mutation operators are chosen in a way that they can
explore the search space both with big and small jumps.
Precisely, they define two mutation operators, denoted by the extremely original names of
Mutation Operator 1, (MO1), and Mutation Operator 2, (MO2).
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Mutation Operator 1 is essentially a merging operator. It can be applied only in individuals
which represent a partition with at least 3 clusters, since the authors consider that at least
two non-empty clusters should be produced by the algorithm. The pseudo-code for the
operator is quite simple:
Algorithm 4.16: FEAC Mutation Operator 1
input : An individual c[i] encoding a candidate partition S[i]
1 if |S[i]| > 2 then
2 Randomly select a number of clusters to be mutated n in the set {1, 2, . . . , |S[i]| − 2};
3 for j ← 1 to n do
4 Randomly choose a cluster Su[i] of the partition S[i] ;
5 Assign each observation xa belonging to cluster Su[i] to the nearest remaining
cluster Sl[i] 6= Su[i] in partition S[i] according to the distance between observation
xa and each of the cluster centroids µl.
6 end
7 Update the individual c[i] so that it now encodes the newly obtained partition ;
8 else
9 Individual c[i] is not mutated ;
10 end
As we can see, the mutation operator 4.16 merges a random number of clusters in the
partition all together to generate the new individual, ensuring that at least 2 different
clusters remain. The merging is carried out by eliminating complete clusters from the
partition and placing the objects which belonged to those clusters within the remaining
clusters. Each object is reassigned to the cluster whose centroid is closer. However, this
could be easily generalized by a minimize average-dissimilarity criterion in case that, due
to the topology of the data set, centroids were not good cluster prototypes.
On the other hand, Mutation Operator 2 is created to be a splitting operator. Its pseudo-
code is:
Mutation Operator 2 represents the opposite task than Mutation Operator 1. It mutates
an individual by splitting a random number of clusters. The way to split the clusters
chosen by the authors is based on geometric principles: an observation xa belonging to
the cluster is randomly chosen as seed for one of the new clusters, and the observation
in the same cluster furthest apart from xa is chosen as the seed for the other cluster to
be created. The rest of objects in the cluster to be split are allocated to one or another
depending on which of the two seeds is closer. Because we can only split clusters with at
least 2 objects, singletons are ignored by mutation operator 4.17.
Again, it is possible to straightforwardly generalize this idea proposed in [48] to work in
cases where Euclidean metric assignments is not appropriate by changing the Euclidean
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Algorithm 4.17: FEAC Mutation Operator 2
input : An individual c[i] encoding a candidate partition S[i]
1 Randomly select a number of clusters to be mutated n in the set {1, 2, . . . , |S[i]|};
2 for j ← 1 to n do
3 Randomly choose a cluster Su[i] of the partition S[i] ;
4 if |Su[i]| > 2 then
5 Randomly choose an observation xa belonging to cluster Su[i] ;
6 Pick up the observation xb belonging to cluster Su[i] which is furthest apart from
xa ;
7 Split cluster Su[i] in two creating a cluster Su,1[i] which contains all observations
in Su[i] which are closer to xa than to xb and another cluster Su,2[i] with the
observations closer to xb than to xa ;
8 else
9 Do not split cluster Su[i] encoded in c[i] ;
10 end
11 end
12 Update the individual c[i] so that it now encodes the newly obtained partition ;
distance metric assignation to the minimization of an arbitrary dissimilarity function.
Combined, both mutation operators allow to modify the shapes of the clusters, relocating
observations from one cluster to another thus effectively changing the partitions. More-
over, they are even to modify the total number of clusters k encoded in each candidate
partition in an adaptive way. Because the number of clusters to be modified each time
an individual is mutated is randomly chosen between only 1 to almost the entire parti-
tion, some individuals will experience mutations which will strongly modify their genome,
providing a large jump in the search space, whereas others will be slightly affected, repre-
senting a small step. This generates a diverse population less susceptible to get stuck at
local optimum points.
Therefore, together, both mutation operators provide enough exploratory power for the
genetic clustering algorithm to be able to find the optimal partition of the data set as
generations go by.
FEAC as described in [48] does not employ any mutation probability: all individuals suffer
either a mutation due to Mutation Operator 1 or Mutation Operator 2. Which operator is
to be applied to each individual is randomly decided with probabilities p1 and p2 = 1−p1.
In the most basic version, the authors use p1 = p2 = 0.5, that is, both mutation operators
are equiprobable. However, they also discuss an improvement consisting of introducing an
adaptive behavior: the algorithm keeps track of how well each mutation operator performs
in our data set by measuring the average increase (or decrease) in fitness of all individuals
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that have been mutated according to each of the two operators. In the next iteration, the
probabilities p1 and p2 are computed in a way that the mutation operator which performed
better is assigned a bigger probability of being applied.
Another interesting point which they discuss is how to select, within each mutation oper-
ator, the clusters to be modified. In the most basic version, clusters are picked up with
equal probabilities. Nonetheless, they realized that, if they were able to define per-cluster
fitness values as we previously discussed, it would make sense that less fit clusters have a
greater probability of being chosen for modification. Assuming, as it is the case for the
silhouette fitness function, that the per-cluster fitness values Fc(Sj) exist within the closed
interval [0, 1)], they defined a roulette-wheel cluster selection procedure to pick which n
clusters to be modified during the execution of the mutation operators, with associated
probabilities:
pj =
1− Fc(Sj)∑k
i=1 1− Fc(Si)
(4.92)
In the end, even though a huge number of genetic operators have been proposed in the
literature for clustering problems, we believe that FEAC’s mutation operators provide
an excellent introductory example on how to create cluster-oriented genetic operators to
obtain a high-performance genetic clustering algorithm.
FEAC is outlined in algorithm 4.18.
As we can see, FEAC still employs K-means in its formulation. Nonetheless, the fundamental
difference with respect to GKA lies in the role of the genetic part of the algorithm within the
entire routine.
GKA was essentially K-means and the genetic algorithm merely tried to obtain different
replicated through natural evolution rather than random search.
On the other hand, in FEAC, the genetic algorithm is the one which actually generates each
of the candidate partitions in the population. K-means is used as yet another operator, in this
case, it is employed as a local search procedure which fine-tunes the partitions obtained by the
genetic-algorithm prior to fitness evaluation.
The authors argue that they chose K-means as the fine-tuning tool in their algorithm because
they felt that it provided an interesting synergy with their cluster-oriented genetic operators.
Since operators 4.16 and 4.17 are able to modify the number of clusters through an evo-
lutionary search, the limitation of using a fixed number of clusters k in K-means is overcome.
Moreover, since those genetic operators also create rough partitions of the data set, the set of
initial centroids for the K-means local search step is constantly evolved.
On the other hand, K-means allows to fine-tune the partitions obtained by the genetic
algorithm by ensuring that clusters are compact and that every observation is assigned to the
cluster whose centroid is closest; in other words, the K-means step ensures that the silhouette
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Algorithm 4.18: Fast Evolutionary Algorithm for Clustering (FEAC)
input : A data set X = {x1,x2, . . . ,xN} | xi ∈ Rd
input : Population size m
output: A partition S = {S1,S2, . . . ,Sk} of X
1 Initialize a population of m individuals at random ;
2 while convergence criterion not satisfied do
3 for j ← 1 to m do
4 Compute the centroids for the partition encoded by the j-th individual ;
5 Run standard K-means algorithm using those as initial centroids ;
6 Update the individual with the partition that has been obtained with K-means ;
7 Evaluate the fitness of the new individual ;
8 end
9 Apply selection to fill a mating pool of size m with individuals from the population ;
10 Apply the cluster-oriented mutation operators to the individuals in the mating pool
to obtain the offspring ;
11 Replace the current generation with the offspring. Leave the fittest individual
unchanged (elitism). ;
12 end
13 The output partition is obtained as the partition encoded by the fittest individual of the
last generation ;
fitness function is always non-negative throughout the algorithm. Also, if the empty-cluster
handling criterion of K-means is set to drop the cluster, the authors point out that K-means
can also speed up the convergence to partitions with the optimal number of clusters.
In the end, using K-means as yet another lesser operator and letting the evolutionary search
by the pillar of the clustering algorithm allows to outperform many alternative clustering al-
gorithms, even those which use evolutionary search to fine tune another clustering algorithm,
such as GKA. However, we must realize that the computational cost involved is brutal, even for
the standards of other genetic clustering algorithms like GKA. Therefore, despite the excellent
quality of the achieved partitions, FEAC can only be used on a handful of selected problems
which have an offline processing nature and very loose time constraints.
Chapter 5
Clustering algorithms for BTS
coordination in cellular environments
5.1 Introduction
The fundamental ambition of this project is motivating new research lines to improve current
BTS coordination schemes for MIMO cellular systems by creating clustering algorithms which
dynamically group BTSs to optimize the performance of the system. The path towards that
aim has been arduous, given the vast amount of prerequisites needed to tackle the problem.
During chapter 2, the concept of MIMO communication systems was introduced. There, we
discussed the generic MIMO system model and particularized it to study the main canonical
MIMO scenarios that arise when considering the special needs of each application. We also saw
that an OFDM-based cellular system such as any 4G or 4.5G radio access network could be
modeled as a distributed multi-user MIMO scenario.
A standard, single-user MIMO system was considered to be a communication system in
which the transmitter and the receiver had t and r antennas respectively. We assumed that, due
to the usage of OFDM, the signal experiences slow, flat fading and thus the propagation between
any transmit-receive antenna pair could be modeled by a random attenuation coefficient and a
phase-shift, that is, as a multiplication by a complex scalar coefficient hij . By collecting all the
hij in a r × t matrix H, we could model the effect of the channel on the whole transmission.
Under the common restriction of having more transmit than receive antennas, t ≥ r, such a
system can handle the transmission of up to r data streams in parallel, disregarding the small
probability of dealing with a rank-deficient channel matrix H. When H is not a diagonal matrix,
this implies that each data stream experiences a high amount of interference from the other data
streams. As a consequence, it was necessary to include signal processing in the transmitter and
the receiver to try to reduce that phenomenon. We considered linear spatial precoding in the
transmitter by means of a t × r matrix Wtx and linear spatial filtering in the receiver with a
r × r matrix Wrx. This led to the generic system model shown in equation 2.2.
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The most surprising conclusion of chapter 2 was that a cellular system could be modeled
pretty much the same way. Focusing on a particular OFDM slot, we have a set of M cells;
equipped with one BTS and serving one user each. Moreover, we consider that BTSs have
t transmit antennas and UEs have r receive antennas. There are two main approaches to
model this scenario: as a set of M , t-by-r interfering point-to-point MIMO systems or as a
distributed multi-user MIMO system with Mt transmit antennas and Mr receive antennas
which are scrambled all over a wide geographical area.
The first model has the obvious advantage of being much simpler to implement. However,
as we discussed during this project, the interference existing between the M parallel point-to-
point MIMO systems degrades performance down to levels which are unacceptable if we want
to satisfy the demands of the next generation mobile communication systems such as 4.5G.
As a consequence, our research is focused on the second model. However, we must also
be realistic: treating a cellular system as a gigantic distributed multi-user MIMO system is
something that can not be implemented without incurring in an unfeasible cost. Estimating
the complete Mr ×Mt channel matrix would require an unrealistic amount of pilots. Besides,
implementing a signal processing scheme which involves the coordination of M base-stations or
even M UEs is completely out of question.
As we discussed in chapters 1 and 2, in order to deal with that, we consider something
between both approaches: by grouping cells in subsets or clusters, we have a set of S distributed
multi-user MIMO systems, each having a relatively small number of cells {Li}Si=1. This keeps
inter-cell channel estimation and BTS coordination within a manageable complexity for each of
the S clusters while, at the same time, the interference levels between cells are much lower than
without any coordination at all.
Once the packing of base-stations into clusters has been chosen, we can estimate the corre-
sponding within-cluster channel matrix Hi ∈ CLir×Lit and calculate the precoder matrix Wtx
and filter matrix Wrx using the techniques developed during chapter 3. However, note that
even if the size of the channel matrix we have to deal with has been considerably reduced, we
are still dealing with a distributed multi-user MIMO scenario. Moreover, UE coordination is
generally regarded as unfeasible. Therefore, we need to take into account both facts and select,
within the set of techniques available, those which consider PBPC and don’t need coordination
between receivers in the downlink or between transmitters in the uplink.
The usefulness of this scheme is obvious and, because of that, a great deal of research has
been developed around this topic. However, as we argued in chapter 1, even though a lot of
effort has been dedicated to the design of the signal processing algorithms, the fundamental
issue of how clusters are made seems to be completely ignored. Since universal frequency reuse
has been proposed for 3G mobile communication systems, grouping base-stations together to
form clusters has no longer been a problem of interest... hopefully this project will set the basis
to change that.
Probably, to find the nearest precedent when BTSs were allocated to clusters, we need to go
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back to the old times of GSM. However, clusters were made under radically different needs.
GSM employed a combined TDMA/FDMA scheme for multiple access: a set of 200 KHz
channels are created within the available GSM bands (FDMA) and each channel is subsequently
divided in 8 different time slots (TDMA). However, GSM does not employ universal frequency
reuse. Rather, channels are assigned to base-stations trying to leave guard bands between
channels belonging to neighboring stations. Nevertheless, because the amount of channels is
finite and every BTS usually requires several channels to carry the traffic it will be offered
during the busy-hour, it was necessary to introduce some kind of frequency reuse: and that is
how the concept of base-station clusters initially appeared.
GSM models BTS deployments over a planar surface as a regular hexagonal grid.
First of all, even though the coverage of a cell is approximately circular considering isotropic
transmit antennas, it is not possible to cover completely surface using circles without overlapping.
To simplify the model, polygonal coverage zones were employed instead. Moreover, hexagonal
cells were chosen since hexagons are the polygon which maximizes the area-to-radius ratio, hence
less cells are needed to cover a given surface.
In order to create what was denoted as cluster at the time, several hexagonal cells were
grouped in regular structures, in such a way that the whole coverage area could be spanned by
a systematic translation of the cluster structure. Some examples with several different cluster
sizes are shown in figure 5.1.
The complete set of available GSM channels is then distributed between the BTSs in each
cluster in such a way that every channel is assigned uniquely to one and only one BTS within
the cluster. Thanks to that, interference between cells in the same cluster was reduced to
negligible levels. On the other hand, frequencies were reused between clusters, so that two
stations belonging to different clusters could perfectly transmit in the same channel. This allows
the system to serve more users, at the price of having a certain interference level remaining, which
depends on the so called reutilization distance, i.e. the distance between any two cells sharing
the same channels.
This concept of frequency reuse opened the topic of cluster design and channel allocation as
a research line. A complete theory based on cellular geometry, that is, the study of the geometry
induced by hexagonal grids, was created. A trade-off appears regarding the cluster size: bigger
clusters reduce the interference but use the bandwidth less efficiently, thus serving less users.
Moreover, clusters were allowed to have only certain sizes, actually, those that were rhombic
numbers (a rhombic number is an integer which can be expressed as n = i2 + j2 + ij for any two
integers i and j). Examples can be found in figure 5.1.
In the recent years, MIMO base-station coordination has made necessary again to find ways
of grouping base-stations and researches worldwide seem to be using the same cluster structures
inherited from cellular geometry theory, developed in the era of GSM, without ever wondering
whether this new application would be better served with a newer grouping scheme.
During this project, we will investigate whether adaptively partitioning the set of cells accord-
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(a) A cluster with 4 base-stations
(b) A cluster with 7 base-stations
(c) A cluster with 9 base-stations
Figure 5.1: Examples of typical cluster patterns employed in GSM for frequency reuse.
ing to the particular signal propagation conditions at a given time instant provides a significant
advantage with respect to static partitions in BTS MIMO coordinated transmission.
To be precise, we can formulate our objective as a constrained, discrete optimization problem:
given a set of base-stations arranged according to some arbitrary deployment, we try to find the
partition which maximizes some cost function reflecting the system performance, subject to a
certain set of constraints on the allowable cluster sizes. We assume that the signal processing
techniques are fixed a priori. In other words, given a certain signal processing algorithm to obtain
the transmit precoder Wtx and receive filter Wrx in each cluster, the clustering algorithms we
develop will try to find the partition which works better for that given MIMO filtering method.
Employing different techniques in each cluster could be an interesting future line of research
but, for now, we avoided it for the sake of simplicity.
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The cluster size constraints account for the feasibility limits imposed by the difficulties
involved in the coordination of too many BTSs and the estimation of too many channels.
The simplest case we can consider is to request that all the resulting clusters in the partition
have no more than Lmax BTSs.
We also consider a three-parameter approach which introduces more flexibility. It defines two
cluster size thresholds, Lmax,a and Lmax,b, with Lmax,b > Lmax,a. The idea is that most clusters
need to contain at most Lmax,a base-stations but a small number of clusters, P , are allowed
to have up to Lmax,b stations. This scheme was designed to account for the fact that, when
automatic clustering algorithms are used, cluster sizes tend to exhibit some variance around the
average cluster size. Therefore, if any of those algorithms was to be compared with a scheme
with identical clusters like those employed in GSM, setting Lmax equal to the cluster size in
the fixed scheme would lead to having an average and median cluster size significatively smaller
in the machine-learning based partition, making the comparison unfair. Note also that setting
P = 0 recovers the simpler criterion based on a single threshold.
In any way, in a more realistic setup, it would be up to the mobile communications operator
to decide which are the exact cluster size constraints which reflect the implementation costs that
it is willing to accept. The structure of the algorithms developed in this project is completely
general and modular in such a way that adapting them to deal with more sophisticated sets of
maximum cluster size constraints would be a trivial task.
Similarly, there are many possible choices for the cost function, such as the system’s median
rate, sum-rate, the total mean-square error or the average bit error rate (BER).
The optimization problem we just introduced can be readily seen to be NP-hard. For any
practical scenario with a realistic number of base-stations, its complexity is simply too big to
think of trying to find the optimal solution.
Nonetheless, this project was born under the hope that applying state-of-the-art clustering
algorithms from the field of machine learning, such as the ones introduced in chapter 4, may
allow us to obtain useful partitions of the set of base-stations we are dealing with for MIMO
coordinated transmission. To understand the relation, imagine that we associate base stations
with “observations” of a “virtual” data set, where each BTS is mapped to a 2-D vector given
by the X-Y coordinates of its physical location. Besides, by employing information about the
channel and/or the corresponding set of user locations, we can construct similarity (dissimilarity)
metrics between such “observations”.
However, it is important to realize that, even though the problem currently at hand bears
many similarities with clustering applications in data analysis, it has also some fundamental
differences.
On the one hand, clustering is essentially an unsupervised machine learning technique. As
we discussed in chapter 4, the main idea is to group similar objects together, but the concept
of similarity had an inherent ambiguity so that different definitions of similarity could lead to
many perfectly valid partitions, with no real way of assessing which one was better. However,
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in our particular case, we do have very clear, objective measures to determine which partitions
are better and which ones are worse. In other words, our application is actually not a clustering
problem as it is usually understood in machine learning but, rather, we are using clustering
algorithms as a heuristic to obtain reasonably good solutions of an extremely complex, discrete
optimization problem.
On the other hand, the existence of constraints in the cluster size is something extremely
rare in the field of machine learning. As we discussed in the previous chapter, many clustering
algorithms control in an indirect way the granularity of the partitions, which in turn is essentially
related to the average cluster size. For instance, some algorithms, such as K-means, fix the
resulting number of clusters a priori, which serves as a way of roughly setting the resulting
cluster size. However, there is nothing which really ensures that clusters will be balanced, i.e.
having roughly the same number of base-stations. As a consequence, all the algorithms we
studied in chapter 4 provide no way of ensuring that the maximum cluster size specifications
are not violated.
Because of that, we have had to modify the algorithms explained in chapter 4 to fit the par-
ticularities of BTS grouping for MIMO coordinated transmission in cellular environments. Each
particular algorithm has experienced its own modifications: some of those had the motivation
of allowing to establish a hard limit on the maximum allowable cluster size whilst others tried
to better reflect the nature of the magnitude to be optimized.
After a great amount of research and empirical evaluations, we ended up employing a generic,
four-step structure in all the particular algorithms we have developed, as shown in algorithm
5.1.
This general structure could actually be simplified in some particular cases. For example,
most clustering algorithms to be used during step 1 generate partitions with clusters containing
a single connected component. This is a direct consequence of the fact that, due to the strong
decay of signal with distance, it is very rare that two base-stations in cells which are not di-
rect neighbors interfere each other while not interfering their direct neighbors. However, some
algorithms, specially the one based on hierarchical agglomerative clustering, tends to produce
residual clusters consisting of many connected components as we get nearer the root of the
dendrogram. Besides, this step is completely harmless for the algorithms which do not need it
and the computational complexity overhead is moderate, hence we believe that it is interesting
to keep it.
Similarly, some of the clustering algorithms we developed for step 1 are designed so that
their output partition already satisfies the size constraints. Therefore, when those algorithms
are being used, we could avoid the third step.
However, our experiments suggested that, even in those particular cases, the usage of this
generic, four-step algorithm opens more degrees of freedom allowing us to increase the algo-
rithm’s performance. For instance, in algorithms with a built-in maximum cluster size limita-
tion, we explored setting the size limit of the main clustering algorithms to a certain threshold
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Algorithm 5.1: Generic structure for BTS clustering algorithms applied to MIMO coor-
dinated transmission in cellular systems
input : A set of M base-stations, B = {b1, b2, . . . , bM}, characterized by their spatial
locations, i.e. their X-Y coordinates X = {x1,x2, . . . ,xM} | xi ∈ R2
input : Information about instantaneous signal propagation conditions: MIMO channel
matrix H and/or set of user spatial locations, characterized by their X-Y
coordinates Y = {y1,y2, . . . ,yM} | yi ∈ R2
input : Lower and upper cluster size thresholds, Lmax,a and Lmax,b, together with the
number of clusters allowed to reach a size of Lmax,b stations, P
output: A partition S = {S1,S2, . . . ,Sk} of the set of base-stations B, such that
|Si| ≤ Lmax,b ∀i and
∑k
i=1 [|Si| > Lmax,a] ≤ P , with [•] denoting the conditional
operator which evaluates to 1 if its argument is true and 0 otherwise
1 Obtain an outline of the partition using any of the clustering algorithms discussed in
section 5.2 ;
2 Every cluster containing several connected components is split with each of the connected
components originating a new cluster as discussed in section 5.3 ;
3 The partition is iteratively modified by splitting every cluster which violates the cluster
size constraints, using the algorithms exposed in section 5.4 ;
4 Sets of small neighboring clusters which could be joined while still satisfying the cluster
size constraints are merged with the algorithm of section 5.5 ;
L′max > Lmax and later “correcting” the clusters which actually had more than Lmax base-
stations during step 3. In this way, we found that if the parameter L′max was carefully chosen,
it was possible to outperform the alternative of employing L′max = Lmax and eliminating step 3.
Because of that, we decided to stick to the pseudo-code shown in algorithm 5.1 and tune the
parameters properly for each particular case.
Once we have introduced the general structure of all the base-station clustering algorithms
developed in this project, the following sections will explain in greater detail each of the partic-
ular steps and the different implementations we have considered.
5.2 Core clustering algorithms
The key step in algorithm 5.1 is the first one, in which we use algorithms inspired in the clustering
algorithms of chapter 4 to obtain a rough sketch of the resulting clusters. Even though the
subsequent steps will “refine” this initial partition, the changes introduced are relatively minor,
so that it is safe to say that the performance of algorithm 5.1 is mainly determined by the quality
of the clustering algorithm employed during step 1.
During the remainder of this section, we will explain each of the core clustering algorithms
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we have developed for such purpose.
We will comment the modifications we made to the original clustering algorithm in which
they are based to adapt it to the needs of our application, BTS grouping for coordinated MIMO
transmission; discuss the algorithm’s parametrization and, finally, outline the pseudo code.
5.2.1 Similarity functions for base-station coordination in MIMO cellular
systems
Before actually discussing the base-station clustering algorithms themselves, we are going to
study the design of similarity (dissimilarity) metrics useful in the context of grouping base-
stations rather than objects of a certain data set. Those will be a fundamental part of the first
three algorithms we have proposed.
It is easy to realize that using the spatial locations of the base-stations alone is not enough
to find any edge to be exploited in order to enhance the system’s performance. Indeed, if no
information at all about the instantaneous signal propagation conditions is available, we fall
back to geographical considerations such as those used to create clusters in the times of GSM.
Precisely, considering that interference between cells belonging to the same cluster will fall
to negligible levels thanks to the signal processing algorithms coordinating the joint transmis-
sion within the cluster, we have that the main limiting factor will be inter-cluster interference.
Besides, because path-loss in urban environments causes signal strength to decay quite fast with
distance, as a rough approximation, each cell can be assumed to interfere only its immediate
neighboring cells. As a consequence, inner cells within a cluster, i.e. those whose neighbors all
belong to the cluster, will experience very favorable conditions on average. On the other hand,
cells which are at the frontier between several clusters will experience considerable interference
levels limiting the maximum achievable rate.
Because of that, whenever only the spatial distribution of the base-stations is known, the
optimal way to form clusters is by selecting shapes which, given a fixed cluster size, maximize
the number of inner cells within the cluster.
The best possible solution of this kind is obtained by employing hexagonal cluster shapes,
that is, clusters consisting of a central cell and T tiers around it. In figures 5.2 and 5.3 we show
two examples for T = 1 and T = 2. It is easy to see that the number of BTSs in a cluster like that
is 1 + 6
∑T
n=1 n = 3T
2 + 3T + 1, being 6T the number of cells in the cluster’s boundary. Then,
as T increases, the proportion of cells suffering severe interference converges asymptotically to
0 as 2/T . However, because the number of base-stations is 3T 2 + 3T + 1, only the solution for
T = 1 and, for some special cases, T = 2, are feasible in practice: that is, this approach is very
rigid. Nonetheless, the solution with hexagonal clusters of 7 BTSs, corresponding to T = 1,
is extensively used up to the point of being one of the most common assumptions done by
researchers attempting to study base-station coordination in MIMO environments. For cluster
sizes which are not of the form 3T 2 + 3T + 1, other shapes need to be used but always keeping
in mind that the main objective is to have the lowest possible number of cells in the border, an
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approach which leads to the usage of GSM-like clusters based on cellular geometry.
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Figure 5.2: T = 1: Fixed hexagonal clusters with 7 base-stations.
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Figure 5.3: T = 2: Fixed hexagonal clusters with 19 base-stations.
As we discussed in the introduction, mobile communications have reached such high levels
of spectral efficiency that even the slightest improvement can be really interesting. Because of
that, in our opinion, it is a major waste to coordinate the base-stations in clusters which were
made ignoring all the relevant instantaneous information on the signal propagation conditions.
Cellular systems behave as living things: users are constantly moving from one location to
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another, some of them at tens of kilometers per hour, and particular events can originate unusual
accumulations of users randomly at any location within the coverage area; the environment in
which the signal propagates is time-varying, since weather, pollution and even urban traffic such
as cars and buses may introduce attenuation, scattering and reflections which are constantly
changing the conditions characterizing the channel; and, last but not least, Rayleigh fading
itself can also wildly modify the interference patterns between base-stations affecting the whole
system. As a consequence, the signal propagation conditions at a particular instant may be
radically different than those just a quarter of hour later.
Then, if we are able to dynamically change the partition, adapting the clusters to the partic-
ular conditions affecting the system we can obtain a performance gain which, given the current
background and trends in mobile communications, will become a necessary asset in the future.
From an intuitive point of view, since the within-cluster interference will be almost elimi-
nated by coordinated MIMO signal processing, we want that cells which interfere each other
significatively are assigned to the same cluster and cells with small mutual interference belong
to different clusters. As clustering is designed so that similar objects are clustered together,
it follows that, for clustering of base-stations for coordination in MIMO systems, we need to
build our similarity functions in such a way that two BTSs are to be considered similar if they
mutually interference with each other considerably, and dissimilar otherwise.
Depending on the amount of information available and the way we use it, we have designed
up-to four different similarity functions:
Unnormalized interference similarity: In chapter 2, we proved that the interference power
received by the user in the i-th cell can be obtained from equation (2.38), where
Pint,j→i = Tr((H˜)i,jRuj (H˜)
H
i,j) (5.1)
accounts for the interference power caused by the j-th cell. Under the common assumption
that the transmitter generates spatially white symbols, it follows that the interference
received by the i-th user due to the transmission originated in the j-th base-station is given
by the squared Frobenius norm of (H˜)i,j , that is, Pint,j→i =
∥∥∥(H˜)i,j∥∥∥2
F
= Tr
(
(H˜)i,j(H˜)
H
i,j
)
.
Because in order to obtain the system-wide precoder Wtx and receive filter Wrx we need
to establish the clusters first, it is not possible to employ
∥∥∥(H˜)i,j∥∥∥2
F
as a way to quantify
the similarity between base-stations i and j.
Nevertheless, we can use the amount of interference that would be generated without
coordination as a rough estimation of the desired magnitude, that is, we can define the
similarity between cells i and j as the interference power received by the user in the i-th
cell due to the transmission originated in the j-th cell in the particular case in which
no MIMO signal processing is used at all. This would imply that Wtx = IMt×Nr and
Wrx = INr×Nr, hence, H˜ = H. Therefore, the similarity could then be defined as:
w′ij = ‖(H)i,j‖2F (5.2)
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The similarity metric defined in equation (5.2) is valid and makes perfect sense given the
context of our application yet it is not fully satisfactory, which explains why we introduced
the notation with primed similarities w′ij . The flaw of the previous definition is that it is
not reciprocal, that is, wij 6= wji. As far as spectral clustering is concerned, this would
imply that the graph representation of our scenario would be a directed weighted graph,
whereas we are interested in weighted graphs which are undirected.
In order to introduce symmetry into the adjacency function expressed in equation (5.2),
we redefine the concept by saying that the adjacency between cells i and j will be measured
as the average of the interference power received by the i-th user due to the transmission
originated in the j-th base-station and the interference power received by the j-th user due
to the transmission originated in the i-th base-station, both under the assumption that in-
terference powers are evaluated before signal processing, that is, H˜ = H. Mathematically:
wij = wji =
1
2
(
‖(H)i,j‖2F + ‖(H)j,i‖2F
)
(5.3)
Note that an interesting alternative to the decision of computing interference powers be-
fore signal processing would be to measure them considering an scenario with no BTS
coordination, i.e. considering that each cell obtains its own precoder Wtx ∈ Ct×r and
receive filter Wrx ∈ Cr×r independently of the other cells, which in turn is the same as
considering a partition formed by M singleton clusters. However, the main drawback of
this approach is the increase of computational complexity due to the necessity of obtain-
ing M precoders with their corresponding M received filters only to obtain the similarity
matrix W of the graph.
Normalized interference similarity: Due to the randomness inherent to the user location
and Rayleigh fading, the desired signal power may vary quite a lot from cell to cell. Based
on that observation, we believed then that it was worth trying a normalized version of the
similarity function defined in equation (5.3), in which the interference power received by
the i-th user is normalized by the desired signal power at that user’s receiver. Mathemat-
ically:
wij = wji =
1
2
(
‖(H)i,j‖2F
‖(H)i,i‖2F
+
‖(H)j,i‖2F
‖(H)j,j‖2F
)
(5.4)
BTS-user distance similarity: As we discussed, in practice, the estimation of the complete
channel matrix H is unfeasible.
One perfectly valid way to deal with that problem is to implement a channel estimation
procedure in which each BTS estimates the channels to users in cells belonging to the first
or second tier around its own cell. The rest of users would be considered to be too far, so
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that the path loss is taken to be infinite, implying (H)i,j = 0 for all users i not located in
cells belonging to the first or second tier around the j-th cell.
The high amount of path-loss present in urban environments justifies the previous ap-
proximation. However, it is also interesting to consider simpler schemes which use only
information about the user’s locations. Another important advantage of this approach is
that, apart from the saving in computational complexity, users move much slower than
the system channel matrix H changes. In other words, algorithms based on the location of
the users rather than on the channel matrix H require a significatively lower refresh rate
to keep track of changes in the signal propagation conditions.
The first scheme we propose to employ the user locations as a way of defining similarities
between cells is very simple.
Let X = {x1,x2, . . . ,xM} | xi ∈ R2 be the set of base-station locations, expressed as their
spatial coordinates. Similarly, let Y = {y1,y2, . . . ,yM} | yi ∈ R2 be the corresponding set
of user locations, in such a way that yi contains the spatial coordinates of the user served
by the base-station located at xi.
We begin by assuming, as it is indeed the case, that path-loss is the dominant effect char-
acterizing signal propagation and thus the amount of interference. Then, we can consider
that the smaller the distance between the i-th user and the j-th base station, ‖yi − xj‖,
the bigger the interference affecting the i-th user’s receiver due to the transmission origi-
nated in the j-th cell. In other words, ‖yi − xj‖ is a reasonably good dissimilarity metric,
which can be converted into a similarity metric by applying a non-decreasing mapping as
we discussed in chapter 4.
Given that signal strength is usually modeled to decrease with the distance R as R−γ , an
exponential decay of similarity with distance seems a rather appropriate choice. Moreover,
considering that base-stations are equipped with isotropic antennas, a radially-symmetric
Gaussian kernel can be employed to transform the dissimilarities ‖yi − xj‖ into a similarity
metric as:
w′ij = e
−‖yi−xj‖2
2σ2 (5.5)
Nonetheless, because the user locations are completely random, with probability close to
1 we have that ‖yi − xj‖ 6= ‖yj − xi‖ and, as a consequence, w′ij as in equation (5.5)
also defines a directed weighted graph. Using the same idea as before, we can define a
symmetric similarity metric by averaging the weights for both senses of the graph as:
wij = wji =
1
2
(
e
−‖yi−xj‖2
2σ2 + e
−‖yj−xi‖2
2σ2
)
(5.6)
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An interesting idea is that we can straightforwardly extend our work to cover the usage
of directive antennas by employing a complete covariance matrix in the expression of the
Gaussian kernel. That is,
w′ij = e
− 1
2
(yi−xj)TΣ−1(yi−xj) (5.7)
In this particular case, Σ would be constructed from its eigenvectors and eigenvalues
so that the principal axis would point towards the direction in which the directivity is
maximum and the eccentricity would be proportional to the gain of the antenna.
User distance similarity: From an implementation point of view, the last similarity metric
we propose resembles the previous one a lot. Actually, it is even simpler: we measure the
dissimilarity between two cells i and j as the distance between the users being served by
those cells.
Even though this scheme does not strictly represent interference, it benefits from some
other advantages. On the one hand, this metric is inherently symmetric, so that there
is no need to include any external averaging process as we had to do for the other three
similarity functions we proposed. Also, this metric is more suitable to detect anomalous
accumulation of users around certain locations, which is actually a base-station clustering
criterion as powerful as any of the interference-based ones.
Mathematically, we can then express the user-distance based similarity as:
wij = wji = e
−‖yi−yj‖2
2σ2 (5.8)
Where radially-symmetric Gaussian kernels have been employed for the same reasons we
previously argued. Note that this similarity function can also be adapted to deal with
directive antennas.
As a final consideration, note that we have not defined any kind of similarity which only
takes into account the distance between base-stations. The reason for that is actually
pretty simple: if we want our algorithms to be dynamic in the sense that they are able to
adapt to the instantaneous signal propagation conditions, we cannot employ a similarity
function which is based on magnitudes which are constant over time. Besides, in regular
deployments such as the ones we work with, the set of spatial locations of the BTSs contains
no discriminative information relevant for designing the clusters.
To conclude our discussion on the design of similarity functions for base-station clustering
in MIMO coordinated transmission, we provide as an example graphical representations of the
similarity matrices W obtained using each of the four methods we proposed for the scenario
shown in figure 5.4. In figure 5.5, the brightness of each square (i, j) is proportional to the
5.2 Core clustering algorithms 191
similarity (W)i,j . The maximum similarity value in each matrix, max
i,j
(W)i,j , is assigned white
color whereas the rest of cells are colored in a 8-bit grayscale in such a way that darker colors
correspond to lower similarities. Because the range covered by the similarities in natural “units”
is too big, the coloring is actually assigned proportionally to the logarithm of the similarities.
Otherwise, the images would all look mostly black with some white dots scattered around.
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Figure 5.4: Example of a BTS deployment. White dots represent user locations.
5.2.2 Spectral base-station clustering
The first algorithm we devised is a straightforward application of spectral clustering as discussed
in section 4.4. Actually, the algorithm itself can be chosen from any of the spectral clustering
variants discussed in section 4.4.5 without including a single modification in the pseudo-code.
The only yet fundamental difference with respect to general purpose spectral clustering lies in
the similarity metrics previously discussed.
5.2.2.1 Pseudo-code
As we can see in algorithm 5.2 table, its pseudo-code is ridiculously simple: we simply invoke
any of the spectral clustering routines discussed in chapter 4 but using a context-sensitive simi-
larity matrix W, which is in this case the key allowing to obtain good solutions when grouping
base-stations for coordinated MIMO transmission out of a family of general purpose clustering
algorithms.
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Cell similarities
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(a) Unnormalized interference similarity
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(b) Normalized interference similarity
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Figure 5.5: Color plot of W as obtained using each of the four similarity functions described in this
section for the scenario depicted in figure 5.4.
5.2.2.2 Parametrization
Algorithm 5.2 contains very few external parameters which can be modified for adjusting its
behavior. Depending on the chosen similarity function, we only have access to one or, at most,
two parameters.
One of the fundamental parameters, which is always available regardless on our choice about
the similarity metric, is the desired number of clusters k, directly inherited from the family of
spectral clustering algorithms. It can be used for coarse tuning of the average cluster size: if
we want to partition a set of M base-stations in clusters of Lmax cells, the expected number of
clusters should be in the order of k ≈ round( MLmax ).
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Algorithm 5.2: Spectral base-station clustering algorithm
input : A symmetric similarity matrix W representing the set of base-stations
B = {b1, b2, . . . , bM}, obtained using one of the similarity functions described in
section 5.2.1
input : Desired number of clusters, k
output: A coarse partition S = {S1, S2, . . . ,Sk} of the set of base-stations B, to be
employed within algorithm 5.1 as a basis for the subsequent, partition-refining
steps
1 Apply any of the spectral clustering algorithms described in section 4.4.5 with a desired
number of clusters k and using W as the weighted adjacency matrix for the graph
associated to the clustering problem to obtain the output partition S ;
Spectral clustering penalizes partitions with unbalanced clusters smoothly because of the
family of implicit cost functions, ratio and normalized cuts, which they attempt to optimize
under the spectral relaxation approach. However, precisely because the penalization is smooth,
we have no guarantee that the maximum cluster size constraints will be satisfied at all. Therefore,
the parameter k alone cannot be used in our application to fulfill the feasibility specifications.
Besides, as we previously discussed, the general structure for base-station clustering shown
in algorithm 5.1 already contains an artifact to ensure constraint satisfaction in the third step.
Therefore, in the end, the desired number of clusters k is a parameter which we employ as an
extra degree of freedom to be tuned for optimal performance.
Apart from k, when BTS-user distance or user distance based similarities are employed, the
bandwidth or standard deviation of the radially symmetric kernel, σ, is the other main parameter
which, by fine tuning the decay of the similarity with distance, becomes a fundamental tool for
optimizing the algorithm’s performance.
5.2.3 Hierarchical divisive spectral base-station clustering
The algorithm we will discuss during this section was originated as the most natural extension of
algorithm 5.2 when trying to further adapt the family of spectral clustering algorithms, intended
for data-analysis applications, to our particular problem in the field of next generation mobile
communications. To be completely honest, the main motivation for the development of hierar-
chical divisive spectral base-station clustering came at a stage of this project in which we had
not yet devised the general structure shown as algorithm 5.1 and, thus, we were still struggling
to find ways of introducing the maximum cluster size constraints into standard, general purpose
clustering algorithms like those of chapter 4.
Because substituting the smooth penalization for unbalanced clusters contained in spectral
clustering algorithms by any type of hard constraint on the maximum cluster size seems an
unsurmountable task, given that the cost function would have to be terribly distorted into some
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kind of non-differentiable function, our first idea by then was to mix spectral clustering with
hierarchical clustering. In this way, it would be easier for us to control the size of the resulting
clusters by iteratively dividing them until all cluster sizes were below the desired threshold.
5.2.3.1 Pseudo-code
Algorithm 5.3: Hierarchical divisive spectral base-station clustering algorithm
input : A symmetric similarity matrix W representing the set of base-stations
B = {b1, b2, . . . , bM}, obtained using one of the similarity functions described in
section 5.2.1
input : A maximum cluster size, Lmax
output: A coarse partition S = {S1, S2, . . . ,Sk} of the set of base-stations B, to be
employed within algorithm 5.1 as a basis for the subsequent, partition-refining
steps
1 Initialize the partition S by creating a unique cluster S1 which contains the all the
base-stations, S1 = B ;
2 while ∃ Sj ∈ S : |Sj | > Lmax do
3 for j : |Sj | > Lmax do
4 Split the cluster Sj in two by applying any of the spectral clustering algorithms
described in section 4.4.5, with a desired number of clusters k = 2, and using the
portion of W relevant for cells belonging to cluster Sj as the weighted adjacency
matrix for the graph associated to the clustering problem ;
5 end
6 end
7 The partition S already satisfies the considered maximum cluster size constraint and is
the algorithm’s output ;
The idea in which the pseudo-code outlined in algorithm 5.3 is based could not be any
simpler.
Just as algorithm 5.2, we use spectral clustering with the similarity metrics we introduced
in section 5.2.1 to account for the particularities of our peculiar scenario. However, rather
than using a spectral clustering algorithm just once with the complete similarity matrix W to
directly find the partition, we use a divisive hierarchical procedure which has a stopping criterion
depending on the size constraint.
In this way, the partition S is initialized with a single macro-cluster containing all the base-
stations. After that, spectral clustering is iteratively applied to split any cluster in the current
partition S which contains more than Lmax cells in two clusters. The algorithm will stop when
all the clusters have at most Lmax cells, hence satisfying the maximum cluster size constraint.
Therefore, algorithm 5.3 is actually following the same pseudo-code as any general purpose
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hierarchical divisive clustering algorithm: all the observations are assigned initially to the same
cluster and, iteration after iteration, the next partition in the hierarchy is obtained by splitting
one or more clusters of the current partition into two or more sub-clusters, employing whatever
clustering algorithm we want to implement the splitting process.
However, there is a fundamental difference between algorithm 5.3 and typical hierarchical
divisive clustering algorithms such as 4.3. In data-analysis, the biggest attractive of hierarchical
clustering, be it divisive or agglomerative, is precisely its capacity to produce not a single
partition but a complete hierarchy of partitions at different granularity levels. However, in our
application, we are not interested in that. Instead, we want to use the iterative procedure of
hierarchical clustering to have some way of limiting the cluster size. Because of that, every new
partition replaces the previous, that is, partitions of intermediate iterations are discarded. Even
more importantly, because we are not interested in obtaining the complete hierarchy, we do not
continue the cluster division process until all clusters are singletons. Rather, we are content
once a partition with all its clusters satisfying the maximum cluster size constraint is found. As
a consequence, even though we included the work “hierarchical” in the name of the algorithm
because it was inspired in hierarchical divisive clustering, the resulting pseudo-code is probably
closer to being recursive than hierarchical.
As a side note, despite the fact that in hierarchical divisive spectral base-station clustering
we have only included a simple, one-threshold cluster size constraint, it would be very easy to
redefine the algorithm to deal with more exotic specifications. In the end, the only thing we
would need to do is, in each iteration, look for the clusters which are not fulfilling whatever size
constraints we are considering and split them into two using spectral clustering.
5.2.3.2 Parametrization
The key player in the algorithm’s performance is still the similarity function. All the possible
choices discussed for algorithm 5.2 still apply to algorithm 5.3. Moreover, the parametrization
conditions are the same: the two interference-based similarity functions have no parameters
whereas the two similarity functions based on distances have the parameter σ for further tuning.
However, the introduction of the divisive approach substitutes the desired number of clusters
k by the maximum cluster size Lmax.
Initially, our intention was to use Lmax not as a parameter but as a way of introducing
a maximum cluster size constraint into clustering algorithms. However, after we devised the
general structure for base-station clustering shown in algorithm 5.1, we empirically checked that
it was more interesting to let the third step take care of ensuring the satisfaction of the maximum
cluster size constraints and use Lmax in algorithm 5.3 as an extra parameter to be optimized for
extra performance.
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5.2.4 Hierarchical agglomerative base-station clustering
Hierarchical agglomerative base-station clustering bears a strong relation with 5.3. We fol-
lowed the same concepts, i.e. applying hierarchical clustering to enforce a maximum cluster
size constraint. However, now we apply agglomerative clustering instead of divisive clustering.
Therefore, the resulting algorithm is somewhat the opposite of algorithm previously discussed.
On the one hand, hierarchical agglomerative clustering does not use another clustering al-
gorithm in any step: it is an algorithm driven only by the pairwise similarities contained in the
similarity matrix W. That’s the reason why the adjective spectral is no longer present in the
algorithm’s denomination.
On the other hand, hierarchical agglomerative clustering begins by considering each cell to
be a cluster and iteratively merges clusters depending on their similarities. However, since in our
application we do not want to obtain the complete hierarchy of partitions, we will not continue
the merging process until all the cells belong to the same cluster but, rather, we will stop the
process whenever merging any two clusters would create one with more than Lmax cells.
5.2.4.1 Pseudo-code
The pseudo-code of algorithm 5.4 is actually just a slight modification of the basic agglomerative
hierarchical clustering algorithm 4.2 we saw in chapter 4.
We begin by initializing the partition S assigning each cell to a different cluster. This results
on a partition of M singletons which is equivalent to an scenario with no coordination between
base-stations for MIMO signal processing. In the next step, we initialize a collection I of the
clusters “eligible” for merging, that is, those which contain less than Lmax cells. Note that, as
we merge clusters, the cardinality of I will reduce progressively.
Then, while there are “eligible” clusters remaining, we obtain the cluster assignation matrix
E associated to the current partition S and use it to compute the similarities between clusters
as WS = E
TWE. With this notation, (WS)
i,j is the similarity between the i-th and j-th
clusters. The reader familiar with the concept of linkages for agglomerative clustering may be
a bit surprised, because the linkage we just defined is very similar to average linkage but the
normalization by the respective cluster sizes seems to be missing. That is, average linkage as it
was defined in chapter 4 is formulated as:
(W)Si,Sj =
1
|Si||Sj |
∑
k:xk∈Si
∑
l:xl∈Sj
(W)k,l =
1
|Si||Sj |(E
TWE)i,j (5.9)
Whereas our calculation skips the division by |Si||Sj |.
However, there is a reason for that. In our application, similarities are somehow identified
with interference, and we want to join the clusters which suffer the biggest total amount of
mutual interference. In other words, the most natural approach to the problem is not any of
the typical linkages used in agglomerative clustering. Rather, something which we may call
sum-linkage, in which the similarity between two clusters is measured as the sum of the pairwise
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Algorithm 5.4: Hierarchical agglomerative base-station clustering algorithm
input : A symmetric adjacency matrix W representing the set of base-stations
B = {b1, b2, . . . , bM}, obtained using one of the similarity functions described in
section 5.2.1
input : A maximum cluster size, Lmax
output: A coarse partition S = {S1, S2, . . . ,Sk} of the set of base-stations B, to be
employed within algorithm 5.1 as a basis for the subsequent, partition-refining
steps
1 Initialize the partition S with each cell being a singleton, S← {{b1} , {b2} , . . . , {bM}} ;
2 I← {1, 2, . . . ,M} ;
3 while I 6= ∅ do
4 Obtain cluster assignation matrix E associated to partition S of the set of
base-stations B ;
5 WS ← ETWE ;
6 d←WS1− diag(WS) ;
7 i∗ ← max
i∈I
di ;
8 J← {j : |Si∗ |+ |Sj | ≤ Lmax} ;
9 if J = ∅ then
10 I← I\i∗ ;
11 else
12 j∗ ← max
j∈J
(WS)
i∗,j ;
13 S← (S\ {Si∗ ,Sj∗}) ∪ {Si∗ ∪ Sj∗} ;
14 I← I\{i∗, j∗} ;
15 if |Si∗ ∪ Sj∗ | < Lmax then
16 Append the index associated to the recently created cluster Si∗ ∪ Sj∗ to
collection I ;
17 end
18 end
19 end
20 It is not possible to merge any more clusters of partition S so that such partition is the
final output of the algorithm;
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similarities between points in each cluster, seems more appropriate. Needless to say, sum-linkage
would be a terrible choice for data-analysis applications for many different reasons.
In any way, if the reader wanted to investigate the effects of changing algorithm 5.4 to work
with average-linkage or any other linkage studied in section 4.3.1, he/she could implement it
just by changing the way WS is computed.
After that, we search for the cluster Si∗ which has the biggest sum of “similarities”, hence
the biggest interference, to all the other clusters. In our context, this is equivalent to looking for
the cluster which is suffering and/or causing the biggest amount of interference in the system.
A key observation is that the search occurs only over the set of “eligible” clusters, I. Note that
without this condition, the algorithm would get inexorably trapped into an infinite loop.
Then, we search for the set of clusters J which can be merged with cluster Si∗ . That is, those
clusters which contain at most Lmax − |Si∗ | cells.
If there is not a single cluster which can be merged with Si∗ , we mark it as “non-eligible”
by removing i∗ from I. This step is also fundamental to ensure a proper termination of the
algorithm.
On the other hand, if J is non-empty, we look for the cluster Sj∗ in J which has the biggest
mutual interference with cluster Si∗ . Subsequently, the partition S is updated by merging clusters
Si∗ and Sj∗ together. To keep track of the changes, the indexes i∗, j∗ of the old, now non-existent
clusters Si∗ , Sj∗ are removed from the collection I and the index of the newly formed cluster
Si∗ ∪ Sj∗ is added to I if and only if the resulting cluster is still “eligible”, that is, if its size if
strictly smaller than Lmax.
This process is iterated until the list of “eligible” clusters I becomes empty. When that
happens, the current partition S is the final output of the algorithm.
5.2.4.2 Parametrization
Even though algorithms 5.3 and 5.4 are fairly different, even opposite in a way, the parametriza-
tion is identical for both. Because of that, we refer the reader to section 5.2.3.2 for further
details.
5.2.5 Mean-shift base-station clustering
In machine learning, spectral clustering is probably one of the most popular clustering tech-
niques nowadays. Not only it provides results which outperform alternative algorithms in many
scenarios but it is also interesting from a theoretical point of view due to the existence of many
connections to other algorithms in various fields of machine learning.
On the other hand, mean-shift clustering is barely a minor machine learning algorithm
which has received little attention, apart from a few selected articles which attempted to prove
its usefulness for certain specialized applications such as computer vision.
As we discussed in section 4.5 of the previous chapter, mean-shift is actually an extremely
elegant way of jointly implementing a non-parametric PDF estimation based on Parzen windows
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followed by a gradient ascent mode-seeking procedure. To put it bluntly, it processes the data
with non-parametric methods to estimate the modes of the underlying PDF distribution, that is,
the locations in the sample space where we can expect to obtain a higher amount of observations.
To understand why mean-shift adapts so well to our needs, let us consider the following
situation.
Imagine that at time instant t0, the users are scattered more or less uniformly over the
coverage area and the clusters for base-station coordination have already been defined according
to some unknown procedure. Figure 5.4 could be a good illustration of an scenario like that.
However, after an unknown amount of time ∆t, some celebrity steps out of the hotel he/she
was staying at, located in the coverage area of cell 4. As the paparazzi that gather around
the entrance start taking pictures, the scene begins to attract the attention of the people that
were passing by. When they realize what is happening, many will decide to take their own
photographs and/or videos to capture the moment. Moreover, given the current trends, most of
them will also attempt to post the multimedia information they just acquired on different social
networks, generating an anomalous outburst of traffic in cell 4 and, as the rumor spreads, in the
surrounding cells 1, 2, 6, 117, 119, and 159. However, from an engineering point of view, that
situation can have catastrophic results in the infrastructure since, except cell 1, all the other
cells have at least 3 neighboring base-stations belonging to another cluster. To put it simply,
the users located in those cells which try to transmit big amounts of data simultaneously will
interfere with each other so much that they will cause a sudden, pronounced drop in the system’s
sum-rate and median-rate.
Nonetheless, the real cause of the problem is not the unusual situation but, rather, the poor
choice for the clusters. If we had defined one of cluster around cell 4 instead of around cell 1, all
the cells involved would have been coordinated and the system would have worked without flaw.
Therefore, it would be fantastic if we had some kind of tool that, given the current location of
the users, could predict which places are currently having a major user density in order to create
clusters around those locations. Luckily for us, that’s exactly what mean-shift does.
More importantly, the situation we just described is an “extreme”, exaggerated example to
make our point clear. However, this kind of scheme is still really beneficial for normal operation
of the system in everyday situations. This is because, even though we started by stating that
“the users are scattered more or less uniformly over the coverage area”, precisely because the
user locations are somewhat random, at a given time there will be regions with a high user
density and others with fewer users to be serviced. For example, in figure 5.4, we can see that
the users in cells 1, 2 and 3 are very close to each other, just like those in cells 71, 73 and 75. In
that case, it would be interesting to have cells 1, 2 and 3 assigned to the same cluster Si, and
cells 71, 73 and 75 belonging together to some other cluster Sj . Also, we have to consider that
user accumulations in the coverage area have a strongly time-varying nature. For instance, at
rush hour many users will be located around transport infrastructures such as train, subway or
bus stations, but at Friday night, the areas in town with more night-life will offer a bigger data
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traffic. Because of that, it is needed that the clustering algorithm is constantly keeping track of
the situation by reestimating which locations have a high user density at each moment.
From an implementation point of view, we will modify the basic mean-shift based clustering
algorithms proposed in the literature by taking advantage of one property which we already an-
ticipated in section 4.5. Because it is perfectly possible to carry out the implicit PDF estimation
steps in the mean-shift algorithm with a certain data set Y but still use points in a different data
set X as initial locations for the gradient ascend procedure, we can produce an algorithm which
mimics what we believe to be the most natural approach for creating clusters in our application.
In this way, we employ the user locations yi to produce a PDF estimate which, in our case,
behaves more like a kind of “instantaneous user density evaluation”. After that, we use each
of the BTS locations xi as a seed for a gradient ascent procedure which will end up converging
to some of the places in the coverage area which have many users around. Intuitively, it is
as if we let each base-station “fall” towards the closest region exhibiting a peak in the user
density. Therefore, the set of all base-stations “falling” to the same place naturally define a
certain cluster.
5.2.5.1 Pseudo-code
Note that algorithm 5.5 is basically the same as algorithm 4.13, where the set of user locations
Y is used to carry out the PDF estimation and the set of base-station locations X is set as seeds
for the gradient ascent steps. Because of this, we refer the reader to section 4.5 for a detailed
explanation of the pseudo-code of algorithm 5.5. Also, it is important to point out that in this
context, the set of bandwidth matrices {Hi}Mi=1 is not to be confused with the channel matrix
H nor any of its blocks (H)i,j .
As an example of the operation of this algorithm in our context, we applied algorithm 5.5
to the scenario shown in figure 5.6.
The kernel profile k(x) was selected to be the exponential kernel profile, hence implying that
bivariate normal kernels are used for the PDF estimation step.
The bandwidth matrices were obtained using a per-cell scalar bandwidth approach, that is,
each user employs a radially symmetric bivariate normal kernel with a different scalar bandwidth
hi. Besides, we computed each of the hi as the square root of the average squared distance to
the 7 nearest neighbors, multiplied by a scalar α = 0.467, obtained by linear search. Both the
number of nearest neighbors and the scalar parameter α were tuned to optimize the system
median rate. In case it is not clear yet, in section 5.2.5.2, we discuss in greater detail different
ways to choose the bandwidth matrices {Hi}Mi=1.
The resulting partition depicted in figure 5.10 was actually obtained using mean-shift base-
station clustering in step 1 of algorithm 5.1. In order to provide a fair comparison in terms of
average and median cluster sizes with the reference scheme based in fixed 7 BTSs hexagonal
clusters as those shown in figure 5.2, we set the lower maximum cluster size to Lmax,a = 7, the
upper maximum cluster size to Lmax,b = 10 and the number of clusters allowed to surpass the
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Algorithm 5.5: Mean-shift base-station clustering algorithm.
input : Set of base-station locations X = {x1,x2, . . . ,xM} | xi ∈ R2 and corresponding
user locations Y = {y1,y2, . . . ,yM} | yi ∈ R2
input : Kernel profile k(x)
input : Set of bandwidth matrices {Hi}Mi=1 with Hi ∈ R2×2
output: A coarse partition S = {S1, S2, . . . ,SNm} of the set of base-stations B
1 p← 0, M← ∅ ;
2 m(x) =
(∑N
i=1 |Hi|−1/2g
(
‖x− yi‖2Hi
)
H−1i
)−1∑N
i=1 |Hi|−1/2g
(
‖x− yi‖2Hi
)
H−1i yi ;
3 for j ← 1 to M do
4 t← 0, x(1) ← xj ;
5 while convergence criterion not satisfied do
6 t← t+ 1, x(t+1) ←m (x(t)) ;
7 end
8 x(c) ← x(t) ;
9 Perturb x(c) as x = x
(c) +
∥∥x(c)∥∥  with  being a random vector drawn from a
bivariate Gaussian distribution with small variance, in the order of 0.01 to 0.1 ;
10 t← 0, x(1) ← x ;
11 while convergence criterion not satisfied do
12 t← t+ 1, x(t+1) ←m (x(t));
13 end
14 if
∥∥x(t) − x(c)∥∥ < tol then
15 x
(c)
p ← x(c) ;
16 p← p+ 1, M←M ∪ x(c)p ;
17 Associate point xj with mode candidate x
(c)
p : C(j) = p ;
18 else
19 Discard point x(c) since it corresponds to a saddle point ;
20 Annotate that point xj has no associated mode candidate for now: C(j) = −1 ;
21 end
22 end
23 Partition M in subsets Mi =
{
x
(c)
j | ∃ x(c)k ∈Mi |
∥∥∥x(c)j − x(c)k ∥∥∥ ≤ tolh}. That is, a ball of
radius tolh centered at any point of Mi must contain at least another point of Mi ;
24 Each of the subset M1,M2, . . . ,MNm defines a distinct cluster ;
25 for j ← 1 to Nm do
26 mj ← 1|Mi|
∑{
j|x(c)j ∈Mi
} x(c)j
27 end
28 Sj ←
{
bi | x(c)C(i) ∈Mj
}
∪
{
bi | C(i) = −1, j = min
1≤l≤Nm
‖xi −ml‖
}
;
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lower maximum cluster size to P = 7, accounting for approximately 12.5% of the clusters.
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Figure 5.6: Example of a BTS deployment to illustrate algorithm 5.5. White dots represent user locations.
In figures 5.7 and 5.8, we can see the estimated PDF of the user locations as a contour plot
and a 3D plot, respectively. It is interesting to observe how the estimated modes shown in figure
5.7, corresponding to local maxima in the kernel density estimate of figure 5.8, are located in
regions where there are several users nearby.
Level curves of the user density function over the coverage area
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Figure 5.7: Contour plot of the kernel density estimate obtained for the scenario depicted in figure 5.6.
Figure 5.9 sheds light on the way algorithm 5.5 works. We can clearly see how each base-
5.2 Core clustering algorithms 203
Figure 5.8: 3D plot of the kernel density estimate obtained for the scenario depicted in figure 5.6.
station “ascends” perpendicularly to the level curves of the kernel density estimate until reaching
the nearest peak (mode). Also, it is very easy to see that, since several base-stations “meet” at
each peak, the mean-shift procedure defines a natural partition of the set of base-stations.
Mean−shift trajectories of each base−station towards the nearest user accumulation
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Figure 5.9: Example of a BTS deployment to illustrate algorithm 5.5. White dots represent user locations.
Finally, figure 5.5 shows the resulting clusters which were obtained by applying the algorithm.
If the readers compare carefully figures 5.9 and 5.10, they can see how each attraction basin
of figure 5.9 draws several base-stations, hence creating a cluster. However, we must point out
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that, because the partition in figure 5.10 is the result of subsequently processing the partition
obtained by the mean-shift base-station clustering algorithm according to the general structure
shown in algorithm 5.1, there are some mismatches between the clusters defined by the modes
and those shown here as the algorithm’s output.
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Figure 5.10: Resulting partition obtained by applying algorithm 5.5 for the scenario depicted in figure 5.6
with Lmax,a = 7, Lmax,b = 10 and P = 7. Under this settings in the generic structure 5.1, the resulting
average and median cluster sizes of the depicted partition are smaller than those obtained using fixed
hexagonal clusters with T = 1 tiers, but the system median rate was still improved by approximately 0.75
bits/s/Hz.
5.2.5.2 Parametrization
The first point to consider is that, as the reader has probably realized, mean-shift base-station
clustering does not include any type of cluster size constraints in its formulation. This is because,
unlike algorithms 5.3 and 5.4, when we designed this algorithm we were already using the generic
structure in 5.1. In other words, mean-shift base-station clustering was specifically designed to
be used as a “core clustering algorithm” within the aforementioned algorithmic structure, letting
other subsequent steps take care of satisfying the constraints by refining the coarse partition
provided by this algorithm.
One of the main parameters of all mean-shift based algorithms is the kernel profile k(x)
which generates the multivariate-kernel responsible for the kernel density estimation. In section
4.5 we studied in detail several typical choices and their corresponding strengths and weaknesses.
In our particular case, we have empirically checked that the exponential profile, giving rise
to the usage of multivariate Gaussian kernels, vastly outperforms the rest of alternatives. Our
intuition for the reason behind that is based on the following observation. We are not actually
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dealing with a clustering problem per-se. Unlike any typical data analysis application of the
mean-shift algorithm, we do not really want to estimate the underlying PDF of the user locations
but, rather, we want to “misuse” the kernel density estimation to produce an instantaneous
weighting of the coverage area which assigns big weights to points with many users nearby
and small weights to points far away of most users. For any machine learning engineer, this
is a rather strange situation in which one of its recurrent nightmares, overfitting, is actually
beneficial. Actually, the situation is so ironic that, if we replaced the overfitted kernel density
estimate by the real PDF of the user locations, which would be an ideal situation for machine
learning problems, our algorithm would break down as the real PDF does not contain the
“instantaneous” information we are interested in.
Nonetheless, restricting ourselves to using multivariate Gaussian kernels does not limit in
any way the flexibility of our mean-shift base-station clustering algorithm. The set of bandwidth
matrices {Hi}Mi=1 with Hi ∈ R2×2 alone provides tons of degrees of freedom. Actually, in the
most general case, we have too many parameters to be optimized. Because of this, we will
concentrate in simpler solutions:
Single scalar bandwidth: All the cells employ the same radially symmetric kernel,
Hi = h
2I2 ∀ i = 1, . . . ,M (5.10)
Per-cell scalar bandwidth: Each cell employs its own radially symmetric kernel,
Hi = h
2
i I2 ∀ i = 1, . . . ,M (5.11)
Moreover, we have also explored an heuristic which attempts to provide an adaptive, semi-
automatic parametrization tuning of the algorithm. The idea is to setup h2i proportionally to
the average squared distance between the i-th user and its K-nearest neighboring users, with a
scalar proportionality factor α to be optimized globally. Mathematically:
h2i =
α
K
∑
j∈KNN(i)
‖yi − yj‖2 (5.12)
Where KNN(i) denotes the set of indexes of the K-nearest neighbors of the i-th user. Note
that, as we discussed in section 4.5, this heuristic can also be applied in data-analysis yielding
good results. Moreover, if Euclidean metric was not appropriate for a given data set, we can
replace it by any other dissimilarity metric such as the Mahalanobis distance. However, since
path loss is proportional to the Euclidean distance, this metric seems to be the best choice in
our context.
Coming back to the idea that, in our particular case, overfitting is a very interesting situation,
we reach the conclusion that the set of bandwidths {hi}Mi=1 is bound to have a tremendous impact
on the performance of the algorithm, since it can drastically modify the “instantaneous weighting
of the coverage area” we previously discussed, hence changing a lot the valleys and hills which
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control to which locations the base-stations “fall”. Because of this, we believed that properly
tuning {hi}Mi=1 is so important, that it is interesting to create a complete genetic-algorithm just
for that purpose. That motivates our next base-station clustering algorithm.
5.2.6 Genetic mean-shift clustering with applications to base-station coordi-
nation in MIMO wireless cellular systems
As we anticipated in the previous section, one of the contributions of this project has been
to design a genetic mean-shift clustering algorithm in which we optimize the set of bandwidth
matrices by using evolutionary computation. In order to keep a reasonable trade-off between
flexibility and computational complexity, we will focus on radially symmetric kernels but still
allowing each sample to have a different bandwidth. In other words, we are in the case we
introduced as “per-cell scalar bandwidth parameters” in section 5.2.5.2.
Considering that the data set to be used for kernel density estimation contains M observa-
tions, our current objective is to design a genetic algorithm which optimizes the set of scalar
bandwidth parameters {hi}Mi=1. In this way, we expect that the partition obtained when using
algorithm 4.13 with those bandwidth parameters is the best possible.
As the reader may have already realized, in this section we are actually discussing a general
purpose clustering algorithm, which could perfectly be applied for data analysis as an improve-
ment over algorithm 4.13. Because of that, it can be thought that this algorithm belongs to
chapter 4. Nonetheless, there are two fundamental reasons why we included it here.
On the one hand, even though it is indeed a general purpose clustering algorithm, its de-
velopment was motivated within the context of base-station clustering for coordinated MIMO
transmission. Besides, by including our genetic mean-shift clustering algorithm here, we keep
all our contributions for clustering in chapter 5.
Sadly, as we discussed in chapter 4, the complexity of genetic algorithms is tremendous. As
a consequence, genetic mean-shift clustering cannot be actually implemented in a real mobile
communication system since it will never by able to comply with the real-time requirements of
such systems given the current computational power available.
This algorithm and evolutionary base-station clustering, which we will discuss in the next
section, are actually the ones which have allowed us to achieve our greater success in this
project: to prove that it is really possible to significatively improve the performance of any next
generation mobile communications system by carefully designing the groups of base-stations
which are allowed to coordinate. This allows us to motivate new lines of research that have been
systematically ignored until now. Even more importantly, by using these algorithms, we can
build an enormous data set of (scenario/quasi-optimal partition) pairs which can be used to work
out better and faster algorithms by reverse-engineering. This is a future line of research that we
just opened, all thanks to our two evolutionary computation based clustering algorithms.
We will now discuss the main characteristics of the genetic mean-shift clustering from the
point of view of evolutionary computation.
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Genetic representation: In genetic mean-shift clustering, we want to optimize the set {hi}Mi=1
of scalar bandwidth parameters to be used in algorithm 4.13. Because the optimization is
to be carried over M real variables, the best choice is to employ real-valued chromosomes of
fixed length M . Then, an individual will be represented by a chromosome h ∈ RM in such
a way that the i-th bandwidth matrix for algorithm 4.13 can be obtained as Hi = (h
i)2I.
Population initialization: Each individual is initialized pseudo-randomly. The basic idea is
that every initial chromosome h[i] is obtained using the K-nearest neighbors heuristic
described in section 5.2.5.2. However, both the number of neighbors K involved in the
calculation and the scalar parameter α are chosen randomly within a predefined range in
independent draws for each individual.
Fitness function: When the algorithm is to be used for data-analysis, any typical clustering
cost function such as the silhouette function or even the Rand index (in case a reference
partition is available) can be used.
More interestingly, we already said in the introduction of this chapter that one of the
fundamental differences between clustering for machine learning and clustering for coor-
dination of base-stations was that, in the latter, we actually have very clear, objective
measures to be optimized. Even though there are many possibilities, the most relevant
ones are:
• Sum-rate of the system (equivalent to the average rate of the system).
• Median-rate of the system
• BER of the system (to be minimized) or average number of bits between errors,
BER−1, (to be maximized).
• Sum-MSE of the system (to be minimized) or any non-decreasing function of the total
MSE, (to be maximized).
• Median-MSE of the system (to be minimized) or any non-decreasing function of the
median MSE, (to be maximized).
Nonetheless, we can use any other fitness function as long as it accurately represents the
performance achieved by the candidate solution.
Obviously, to be able to evaluate any of the previous functions, it is necessary to obtain
first the precoder Wtx and receive filter Wrx of each of the clusters defined by the partition
to be evaluated, according to some prefixed MIMO signal processing technique like those
discussed in chapter 3.
Another fundamental consideration when genetic mean-shift clustering is used to group
base-stations is that, to comply with the generic structure defined in algorithm 5.1, the
fitness evaluation routine must carry out steps 2 to 4 of algorithm 5.1 before anything
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else. In other words, we will be employing algorithm 4.13 as the so called “core clustering
algorithm” in step 1 of 5.1. Actually, if we are picky, since we are now discussing within
the context of clustering base-stations, we should probably say that we use algorithm 5.5
instead of algorithm 4.13.
In any way, the important conclusion is that, when the objects to be clustered are base-
stations, the genetic algorithm optimizing the whole clustering algorithm is nothing but
the first and most important step of our generic base-station clustering algorithm 5.1.
Also, in this case, we must include the maximum cluster size constraint thresholds Lmax,a,
Lmax,b and number of exceptions P within the fitness evaluation routine, as it will be
responsible for carrying out the step which modifies the partition to make it compliant
with the specs.
Selection: We use either roulette wheel selection or rank-selection, as defined in section 4.6.1.3.
Because we want to keep the population size m constant throughout generations, elitism
is applied whenever the mating pool size e is smaller than the population size, e < m, by
copying the m−e fittest individuals to the next generation without modifying them at all.
Genetic operators: Our genetic operators are as those described in section 4.6.1.4 for real-
valued genetic representation. In this algorithm, we employ both crossover and mutation
combined.
Crossover is implemented as one of the following well-known crossover operators for real-
valued chromosomes: one-point crossover, two-point crossover, uniform crossover and
arithmetic crossover. For every pair of individuals in the mating pool, we throw a bi-
ased coin with heads probability pc. If we get tail, the parents are copied onto the next
generation. Otherwise, we randomly pick one of the four implemented crossover operators
and use it to obtain the offspring.
On the other hand, we have implemented a single mutation operator which acts over the
offspring resulting from the crossing over. The mutation operator chosen is the one de-
scribed in section 4.6.1.4 for real-valued chromosomes, i.e. we consider for each gene a small
probability pm of adding a small random number  drawn from a Gaussian distribution.
5.2.6.1 Pseudo-code
Just as in algorithm 4.13, we use two data sets: Y will be used for kernel density estimation
whereas X will be used as the set of seeds for the gradient ascent procedure. It is precisely
the latter the data set which is to be clustered. When applying the algorithm to clustering of
base-stations for coordination in MIMO cellular systems, the data sets are to be interpreted just
as in mean-shift base-station clustering, that is, Y is the set of user locations and X the set of
base-station locations.
First of all, the algorithm begins by initializing a set of individuals encoding a diverse variety
of candidate solutions. After that, we simulate generation after generation until the maximum
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Algorithm 5.6: Genetic mean-shift clustering algorithm
input : A data set Y = {y1,y2, . . . ,yN} | yi ∈ Rd to be used for kernel density
estimation
input : A data set X = {x1,x2, . . . ,xM} | xi ∈ Rd to be used as seeds in the gradient
ascent procedure
input : Kernel profile k(x)
input : Population size m and mating pool size e
input : Overall fitness evaluation function F (S[i])
input : Crossover probability pc and mutation probability pm
input : Number of generations to be simulated, T
output: A partition S = {S1, S2, . . . ,Sk} of X
1 Create an initial population of individuals {h[i]}mi=1 as described in 5.2.6 ;
2 it← 1
3 while it ≤ T do
4 for i← 1 to m do
5 Obtain a candidate partition S[i] by applying the generalized mean-shift algorithm
4.13 with the per-sample scalar bandwidth parameters encoded in individual h[i] ;
6 Evaluate the fitness of the i-th individual as F (S[i]) ;
7 end
8 Apply selection to fill a mating pool of size e with individuals from the population ;
9 Shuffle the mating pool and divide it in e/2 pairs of individuals ;
10 Apply crossover to each pair with probability pc to obtain two new individuals.
Otherwise, copy the original pair as if they were the children ;
11 Apply mutation to each individual in the offspring with probability pm ;
12 Replace the current generation with the offspring ;
13 it← it + 1 ;
14 end
15 Output the partition S[i∗] originated from running generalized mean-shift algorithm 4.13
with the fittest individual of the last generation ;
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number of iterations T has been elapsed. Because our objective is to obtain an optimal partition,
the fitness function is defined over the set of possible partitions of data set X. However, our
chromosomes do not encode the clusters themselves but the parameters controlling the clustering
algorithm. This implies that in order to evaluate the fitness of a candidate solution, we first have
to run the generalized mean-shift clustering with the parameters encoded in the chromosome,
and only then the fitness of the corresponding individual can be assessed.
Besides, as we discussed in 5.2.6, when we deal with base-stations the fitness evaluation
routine becomes much more complex. Because we want to use the generic structure in algorithm
5.1, to obtain the partition which is to be evaluated by the fitness function, running generalized
mean-shift clustering with the parameters encoded in the chromosome is no longer enough.
Indeed, we also need to execute all the three subsequent, partition-refining steps in 5.1. If we
did not do that, our algorithm would be useless since we would not be including the maximum
cluster size constraints in the pseudo-code. Alternative solutions like not following the generic
structure of algorithm 5.1 and fixing the problem by including a penalization term in the fitness
function to mark unfeasible individuals as unfit could work but, as we discussed in section 4.6.1.2,
that’s a suboptimal approach.
Because of that, if we cluster base-stations, we need to add the cluster size constraints defined
by 5.1, Lmax,a, Lmax,b and P , into the fitness evaluation routine.
Once the fitness of all individuals has been evaluated, we can apply the selection operator
to pick e individuals to fill the mating pool. As we use 2-parent crossover operators, e should
be an even number smaller or equal than the population size, m. In our experiments, we have
used mostly rank-selection, but any other strategy like roulette wheel selection or fitness scaling
can be employed too.
When the mating pool is complete, the individuals are randomly grouped in pairs in prepa-
ration for crossing over. For each pair, crossover occurs with probability pc. If it does, one of the
four crossover operators is randomly chosen and applied to generate two children. If it does not,
the parents are copied instead. After that, mutation is applied gene by gene to the chromosomes
of the offspring resulting of crossover.
At this point, we have e individuals for the next generation. This algorithm will keep the
population size m constant for all generations. Hence, the remaining m − e individuals are
obtained through elitism.
The process is iterated and, after T generations have been simulated, the partition obtained
using the parameters encoded in the fittest individual of the most evolved generation is the
algorithm’s final output.
5.2.6.2 Example
As an example, let us revisit the scenario depicted in figure 5.6 by applying our brand-new
genetic mean-shift base-station clustering algorithm.
In figure 5.11, we show the evolution of the fitness as the generations go by. Two different
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fitness functions are considered: the system’s average rate and median rate. For each generation,
we show the fitness values of both the least fit individual and the fittest individual as well as
the average fitness of the population. Also, as a reference, we include the fitness achieved by
two other partitions.
On the one hand, we considered a fixed scheme based on cellular geometry with fixed hexag-
onal cluster of 7 base-stations like those of figure 5.2. In this way, we can see whether our
algorithms provide any advantage with respect to the schemes that researches have been using
up to now in their works regarding MIMO coordination for mobile communications.
On the other hand, since this algorithm attempts to enhance one of the algorithms we
previously designed, basic mean-shift base-station clustering, we also include the results obtained
with the partition depicted in figure 5.10, which was achieved precisely using that algorithm for
the same scenario.
Clearly, the fixed scheme is vastly outperformed by our algorithms when median-rate is to be
optimized. However, if we focus on the average rate instead, it seems that basic mean-shift base-
station clustering does not provide a significant advantage with respect to the fixed assignation
scheme based on cellular geometry. But the reader should recall that our algorithm was tuned
precisely to optimize the median rate and not the average rate. If we repeated the plot by
generating another partition with basic mean-shift base-station clustering tuned to optimize the
average rate, we would see a big gap between our algorithm and the fixed scheme. More details
on this matter will be discussed with exhaustive simulations in the next chapter.
As far as this section is concerned, what we can observe is that for both choices of the
objective measure to be optimized, the introduction of evolutionary computation provides a
tremendous improvement. Regardless to say, the price to pay is that the algorithm’s computa-
tional complexity becomes so big that introducing this algorithm in a real system is nowadays
unfeasible. Nonetheless, as we previously said, the extreme performance achieved by this algo-
rithm will allow researchers to use its results in order to design new, simpler algorithms.
Finally, the resulting partitions both for average-rate fitness and median-rate fitness are
shown in figure 5.12.
5.2.6.3 Parametrization
Genetic mean-shift clustering has a significatively simpler parametrization than basic mean-shift
clustering. This should not be surprising since the whole idea behind this new algorithm is to
make use of evolutionary computation to optimally tune the most important, and complicated
to adjust, set of parameters in mean-shift based algorithms: the bandwidth matrices {Hi}Ni=1.
On the other hand, we still have to choose the kernel profile k(x). All the discussions in that
matter derived for the previous mean-shift based clustering algorithms the reader has already
encountered in this project apply also to this algorithm. In data analysis applications, we have
a very wide spectrum of possible choices and it is up to the engineer to discover which is the
one which works better for the particular application they are interested in. On the other hand,
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Figure 5.11: Evolution of the population’s fitness with generations when applying genetic mean-shift base-
station clustering for the scenario depicted in figure 5.6.
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Figure 5.12: Resulting partitions using genetic mean-shift base-station clustering for the scenario depicted
in figure 5.6.
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because of the same reasons we explained in section 5.2.5.2, when we want to cluster base-
stations, Gaussian kernels outperform all the other choices we have studied in this document.
Hence, in our final application, we use the exponential kernel profile to end up working with
bivariate radially symmetric Gaussian kernels.
Last but not least, we have to realize that even though the introduction of a genetic algo-
rithm to automatically tune the main parameters of mean-shift has succeeded in simplifying the
parametrization of the mean-shift clustering routine, at the same time, we have also included a
set of new parameters derived from the classic theory of genetic algorithms discussed in chapter
4. Again, as we discussed in section 4.6.1.5, little can be said a priori about parameters such
as the population size m, the mating pool size e, the crossover probability pc, the mutation
probability pm or the maximum number of generations T . Depending on the each application,
the machine learning engineer shall adjust them mainly by a trial-and-error strategy. For further
discussion of this topic, we refer the reader to the aforementioned section.
5.2.7 Evolutionary base-station clustering
When we started discussing on particular implementations of genetic algorithms for clustering,
we stated that those could be roughly classified into two different families.
Some of them were actually designed as a way of enhancing another clustering algorithm
by several means: optimizing its parameters, solving weakness such as sensitivity to random
initializations or in any other way the designer of the algorithm is able to imagine. On the other
hand, some others used evolutionary computation as the main driver of the solution. In this
way even if some other clustering algorithms are used within the genetic clustering algorithm,
they will have a secondary role like being yet another genetic operator. In other words, in the
first family, the evolutionary part of the algorithm has a secondary role by aiding an already
existing clustering algorithm which takes the main role. Opposed to that, in the second family,
it is the evolutionary part of the algorithm the one taking the main role.
Clearly, our previous algorithm, genetic mean-shift clustering, belongs to the first family.
The main role is carried out by the mean-shift clustering algorithm discussed in chapter 4, with
the genetic part of the algorithm trying to optimize the set of bandwidth matrices.
In this section we develop a new algorithm, which we call evolutionary base-station cluster-
ing, following the path lead by genetic clustering algorithms belonging to the second family. This
algorithm was not designed by modifying any already existing algorithm. It is the result of com-
bining several ideas acquired by researching the different techniques proposed in the literature
for tackling clustering problems with evolutionary computation and our own findings. However,
if we were to point out some work to thank as the main source of inspiration, it would probably
be the algorithm described in [48], FEAC. From that algorithm, we borrow several concepts we
considered really interesting, such as the use of per-cluster fitness evaluations to create guided
genetic operators or discarding the use of crossover operators hence using a mutation-only driven
approach.
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Evolutionary base-station clustering suffers from the same burden as genetic mean-shift clus-
tering, i.e. its computational complexity makes its implementation in real mobile communication
networks an unsurmountable task. However, as we discussed before, even if this algorithm may
not be useful for mobile operators, they have proven to be fundamental for us researches working
in the field of communications. The reason for that is that they hold an enormous amount of
valuable information which has shed enough light on the matter of base-station coordination to
open up new lines of research in our field.
We now describe the main characteristics of the algorithm.
Genetic representation: We employ label-based encoding as discussed in section 4.6.1.4 un-
der the different integer-valued chromosomal representations.
As a recap, it is a very simple scheme in which each partition is encoded as the cluster
assignation vector of the partition. Mathematically, an individual representing a partition
S = {S1, . . . ,Sk} of a set of M objects is encoded in a chromosome c of length M with
integer-valued alleles within the alphabet {1, 2, . . . , k}. In this way, ci = j implies that
the i-th object has been assigned to the j-th cluster in the partition represented by that
particular individual.
Population initialization: As in genetic mean-shift clustering, each individual is initialized
pseudo-randomly. However, here we use a different initialization routine since it has been
tailored for the particular case of clustering base-stations.
Each individual is created independently from the others. First of all, the base-stations
have their indexes shuffled randomly. Then, we iteratively pick the base-station not yet
assigned to any cluster with the lowest index, and look for the closest Lmax,a − 1 base-
stations not belonging to any cluster either in order to create a new cluster of Lmax,a
cells.
In our experiments, as a way to increase the diversity of the initial population to achieve
a faster convergence, we also initialize some individuals using the previous algorithms we
have designed with randomly chosen parameters. Of course, computationally-demanding
algorithms like genetic mean-shift base-station clustering are not used for that purpose.
Fitness function: Any of the performance measures for distributed multi-user MIMO systems
discussed in chapter 2 constitute perfectly valid candidates to use as fitness function. We
particularly considered the same ones as in genetic mean-shift clustering:
• Sum-rate of the system (equivalent to the average rate of the system).
• Median-rate of the system
• BER of the system (to be minimized) or average number of bits between errors,
BER−1, (to be maximized).
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• Sum-MSE of the system (to be minimized) or any non-decreasing function of the total
MSE, (to be maximized).
• Median-MSE of the system (to be minimized) or any non-decreasing function of the
median MSE, (to be maximized).
Changing the fitness evaluation routine can be done without any effort in our implemen-
tation, hence we don’t need to limit ourselves to only those. However, whenever someone
wants to try out a new fitness function, they must be aware that if it does not represent
a proper measure of what they want the algorithm to achieve, the results may degrade
noticeably.
As it was the case in genetic mean-shift base-station clustering, to evaluate a partition
of a set of cells we need to compute the precoder Wtx and receiver filter Wrx cluster by
cluster to build the system-wide precoding matrix and receive filter which allow obtaining
the complete MIMO system model. Only then, we can evaluate any of the performance
measures we may be interested in. Sadly, this fact is precisely the computational bottleneck
of our two evolutionary clustering algorithms. Even if the computation of the system-
wide matrices Wtx and Wrx is actually carried out in parallel as each cluster computes
its own piece, the computational complexity is non-negligible. Then, if we realize that
our evolutionary approaches require repeating that step for all individuals and in each
generation, hence mT times, we start to understand why those algorithms are unfeasible
for servicing real users in a real mobile communications network.
One of the main particularities of this algorithm is that we recover the concept of using
also a per-cluster fitness evaluation, introduced in [48]. Thankfully, all the performance
measures we have considered are actually defined at user level. Therefore, just as we
compute the system-level measures by considering the particular values achieved by all
users in the system, it seems natural to define the fitness of a cluster by doing the same
but taking into account only the users belonging to that particular cluster.
As an example, if our objective is to maximize the median rate, the fitness of a given
cluster is obtained as the median rate of all users belonging to that cluster and the overall
fitness of the individual as the median rate of all users in the system.
Unlike the authors in [48], we do not require that the overall fitness is obtained as a sum
of all per-cluster fitnesses weighted by the number of objects assigned to each cluster.
However, the reader can readily check that, for some particular measures, like the average
rate (sum rate) or the total MSE, our definition of per-cluster fitness also fulfills that
property. On the other hand, fitness evaluation functions based on the median do not.
Similarly, we do not require any of the fitness values, overall or per-cluster, to be normalized
within the interval [0, 1].
Selection: In this algorithm we use rank-selection, defined in section 4.6.1.3. Also, the popula-
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tion size m is kept constant throughout generations, and elitism can be optionally applied
by setting a mating pool size e < m.
Genetic operators: Following the idea of FEAC, we discard the usage of crossover operators
since they are quite difficult to design for chromosomes which directly encode partitions
of a data set. Therefore, the mutation operator we defined has to carry out on its own
the creation of the next generation of individuals as an evolved version of the current
population.
Algorithm 5.7: Mutation operator for evolutionary base-station clustering
input : A set of base-stations B = {b1, b2, . . . , bM} and their corresponding locations
X = {x1,x2, . . . ,xM} | xi ∈ R2
input : The partition S = {S1, S2, . . . ,Sk} encoded by the individual to be mutated
input : The maximum distance between base-stations to consider that two cells are
adjacent, Dmin
input : Lower and upper cluster size thresholds, Lmax,a and Lmax,b, together with the
number of clusters allowed to reach a size of Lmax,b stations, P
input : Any additional information regarding the mobile communication scenario
needed by the cluster splitting step
input : Overall fitness f of the individual to be mutated and per-cluster fitnesses
{f ci }ki=1 of the clusters in the partition encoded by that individual
1 Compute the maximum number of clusters to be modified, Nmax, according to table 5.1 ;
2 Obtain the actual number of cluster to be modified, n, by drawing an integer from a
uniform discrete distribution in the interval [1, Nmax] ;
3 nmod ← 0 ;
4 I← {1, 2, . . . , k} ;
5 while nmod < n do
6 i∗ ← min
i∈I
f ci ;
7 Search for the set of neighboring clusters of cluster Si∗ . Randomly pick some of them
and store their indexes in collection J ;
8 Randomly chose one of the cluster splitting algorithms described in section 5.4 and
use it to split a cluster Si∗ ∪
⋃
j∈J Sj ;
9 Update the partition S by removing the clusters Si∗ and Sj | j ∈ J and introducing
the clusters which resulted from the previous splitting process ;
10 nmod ← nmod + |J|+ 1 ;
11 I← I\ {{i∗} ∪ J} ;
12 end
The mutation operator acts over a certain individual encoding a partition S of the set of
base-stations with an arbitrary number of clusters k. Besides, we consider that the routine
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implementing the mutation process has access to the fitness of the individual as well as
to the fitness of each cluster Si in the partition. Depending on which cluster splitting
algorithms are considered in line 8, we may need additional inputs to carry them out
apart from the parameters determining the cluster size constraints, Lmax,a, Lmax,b and P .
K-means cluster splitting does not require any additional information as the set of base-
station locations X = {x1,x2, . . . ,xM} | xi ∈ R2 suffices. On the other hand, our cluster
splitting algorithm based on hierarchical divisive spectral clustering does require as ex-
tra information a similarity matrix W computed with some of the similarity functions
described in section 5.2.1. Finally, mean-shift cluster splitting needs, apart from the set
of base-station locations X = {x1,x2, . . . ,xM} | xi ∈ R2 , the corresponding set of user
locations Y = {y1,y2, . . . ,yM} | yi ∈ R2.
The mutation operator begins by randomly selecting the number of clusters it will modify
between within a range [1, Nmax]. In order to enhance the exploitation properties of the
algorithm, the maximum number of clusters which can be modified, Nmax, is chosen as
a percentage of the number of clusters in the partition depending on the fitness of the
individual. In this way, the fittest individuals in the population will have a low Nmax,
corresponding to a relatively small jump in the search space. On the other hand, the least
fit individuals will have Nmax = k, so that the entire individual may actually change, hence
potentially allowing a big jump in the search space. The exact way in which we obtain
Nmax as a function of the individual’s fitness and the number of clusters in the partition
is shown in table 5.1.
Rank in the population Nmax
Top 10% round(0.2k)
Between 10% and 30% round(0.4k)
Between 30% and 60% round(0.6k)
Between 60% and 80% round(0.8k)
Bottom 20% k
Table 5.1: Maximum number of clusters to be modified by the mutation operator depending on the rank
of the individual within the population
It is important to consider that a high Nmax does not imply that a big number of clusters
will be modified. Similarly, even a relatively small Nmax does not assure than very few
clusters will be changed. This is because the number of clusters to be modified is chosen
randomly in the range [1, Nmax], being all numbers in the interval equiprobable. This
property is fundamental, since it allows the algorithm to keep a healthy proportion of big
and small jumps when exploring the search space. If we did never have big jumps in fit
individuals, our algorithm would be prone to converge to local optimums. On the other
hand, if we did not allow to take small jumps in unfit individuals, search spaces with very
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steep hills and valleys would be difficult to tackle since, in those cases, the optimal point
may be really close to a low-valued region.
Once we have the number of clusters that are to be modified stored in variable n, we
initialize a counter of the number of clusters already modified, nmod. Also, we create I to
keep track of which clusters have not been modified yet.
At this point, we start an iterative procedure which is as follows.
First of all, the cluster not yet modified with the lowest fitness is chosen. We denoted its
index as i∗. Then, we search for all the clusters which are neighbors of cluster i∗.
By neighbors, we understand those which are adjacent. A way to produce a mathematical
definition out of that intuitive argument is to say that two clusters Si, Sj are neighbors
when ∃ bu ∈ Si, bv ∈ Sj : ‖xu − xv‖ < Dmin with Dmin being the maximum distance
for two cells to be considered as adjacent. In regular BTS deployments like the ones
we consider, the distance between two adjacent cells is always twice the apothem of the
hexagon representing the cell, that is, Dmin =
√
3Rcell.
To add more randomness to the mutation process, instead of keeping all the neighbors,
some of them are discarded in a completely random way. The indexes of those which
remain are temporally stored in variable J.
The key step of our mutation algorithm comes next. We first obtain a mega-cluster
agglutinating cluster Si∗ with its neighboring clusters annotated in J to subsequently split it
with one of the algorithms of section 5.4. Both the actual algorithm and its parametrization
are chosen randomly within some predefined ranges. The overall effect of this step is to
redistribute all the cells belonging to the involved clusters in a different partition. This
procedure allows to modify the partition locally but still keeping enough flexibility to
explore the search space, thanks to including the neighboring clusters in the process. Note
also that the number of clusters in the partition may change during this step, effectively
increasing the genetic diversity within the population.
Finally, we update the count of modified clusters taking into account also the neighbors
and remove all the clusters which have been modified from I to avoid changing them again.
This process is iterated until n or more clusters have had their cells redistributed.
As a technicality, the reader may have realized that it is possible that more than n clusters
end up being modified, depending on the actual number of neighbors which are kept in the
last iteration of the while loop. Even though it is irrelevant to the algorithm operation,
we must accept that, strictly speaking, our previous definition of n is not fully correct.
However, we prefer to keep it like that to avoid making the discussion more confusing.
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Algorithm 5.8: Evolutionary base-station clustering algorithm
input : A set of base-stations B = {b1, b2, . . . , bM} and their corresponding locations
X = {x1,x2, . . . ,xM} | xi ∈ R2
input : Population size m and mating pool size e
input : Fitness evaluation function which can obtain both the overall fitness of a
partition, F (S[i]), and the fitness of a given cluster in the partition, F (Sj [i]).
Both types of evaluation must be consistent which each other, that is, they have
to quantify the same magnitude within the system
input : Number of generations to be simulated, T
input : Lower and upper cluster size thresholds, Lmax,a and Lmax,b, together with the
number of clusters allowed to reach a size of Lmax,b stations, P
output: A partition S = {S1, S2, . . . ,Sk} of the set of base-stations B satisfying the
maximum cluster size constraints
1 Create an initial population of individuals {c[i]}mi=1 as described in 5.2.7 ;
2 it← 1
3 while it ≤ T do
4 for i← 1 to m do
5 Take the partition S[i] encoded by the i-th individual and consider it as the output
of step 1 within the generic structure of algorithm 5.1. Apply the subsequent
partition-refining steps described in the aforementioned algorithm to obtain a
refined partition which satisfies the maximum cluster size constraints S′[i] ;
6 Update the i-th individual, that is, change the chromosome c[i] so that it now
encodes partition S′[i] ;
7 Evaluate the overall fitness of the i-th individual and the fitness of each cluster
within the partition it represents ;
8 end
9 Apply selection to fill a mating pool of size e with individuals from the population ;
10 Apply the mutation operator described as algorithm 5.7 to each individual in the
mating pool ;
11 Replace the current generation with the mutated individuals ;
12 it← it + 1 ;
13 end
14 Output the partition S[i∗] encoded by the fittest individual of the last generation ;
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5.2.7.1 Pseudo-code
The algorithm’s pseudo-code follows the skeleton of any generic genetic algorithm with minor
changes.
It beings by initializing the population at random. After that, the iterative process in which
generations are simulated one after the other begins.
Prior to fitness evaluation, we must refine the partitions to ensure that they satisfy the
required size constraints. For that, we apply steps 2 to 4 in 5.1 to the partition encoded by each
individual. This is equivalent to using the complete structure 5.1, with the mutation operator
acting as the “core algorithm” for step 1.
Once all individuals have been updated to represent the refined, constraint compliant parti-
tions, we evaluate their fitness and the fitness of the clusters in their respective partitions.
The mating pool is then filled with e individuals, chosen from the population according to
rank-selection. After that, each individual in the mating pool is mutated using the operator
described in algorithm 5.7.
Finally, the mutated individuals are introduced as the next generation, with the remain-
ing m − e individuals, if any, being chosen by elitism as the fittest individuals in the current
population.
The process is iterated until T generations have been simulated and the partition encoded
by the fittest individual of the most evolved generation is chosen as the algorithm’s final output.
5.2.7.2 Example
We will now continue the example discussed for the genetic mean-shift base-station clustering
algorithm by applying evolutionary base-station clustering in the same scenario, that is, the one
depicted in figure 5.6.
As before, figure 5.13 illustrates how the fitness evolves with the generations. We consider the
same fitness functions than we did for genetic mean-shift clustering: the system’s average rate
and median rate. Again, the fitnesses included in the plot correspond to the least fit individual,
the fittest individual and the population average. We also include the same references: the
fixed scheme with hexagonal clusters of 7 BTS of figure 5.2 and the partition achieved by basic
mean-shift clustering, tuned for median rate optimization only.
We can see that the behavior of this new algorithm is similar to those of genetic mean-
shift base-station clustering, introducing an increase in the system’s throughput. To end this
example, we also include the resulting partitions in figure 5.14 for both choices of the fitness
function.
5.2.7.3 Parametrization
The main parameters which can be tuned in this algorithm are those of genetic algorithms,
which were discussed in section 4.6.1.5. Since the evolutionary part of the algorithm is actually
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Figure 5.13: Evolution of the population’s fitness with generations when applying evolutionary base-station
clustering for the scenario depicted in figure 5.6.
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Figure 5.14: Resulting partitions using evolutionary base-station clustering for the scenario depicted in
figure 5.6.
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the one obtaining the partitions and the splitting cluster algorithms are randomly parametrized,
there are little extra factors to be tuned.
5.3 Separation of connected components
During the second step of the generic base-station clustering algorithm 5.1, the partition is
refined so that all its clusters are connected in a geographical sense.
To properly define what we understand by that, let us recall the concept of adjacent or
neighboring cells we previously introduced.
When dealing with a regular base-station deployment like any of the ones we have depicted
along this project, two cells are adjacent if the hexagons representing them “touch each other”,
that is, if they have a common side. It is very easy to check that for regular scenarios based on
cellular geometry any given cell is adjacent to exactly six cells. Moreover, the distance between
the centers of any two neighboring cells if always twice the apothem of the hexagon representing
the cell, that is, Dmin =
√
3Rcell. However, in more realistic scenarios, the deployment of base-
stations will still be a kind of grid, but the spacing between cells won’t be so regular. Therefore,
it will be necessary to define Dmin according to the average distance between cells, adding also
a certain tolerance to account for possible variations and irregularities.
In the end, we say that two cells are neighbors or that two cells are adjacent if their respective
base stations are at most Dmin meters apart. That is, cells i and j are neighbors if and only if
‖xi − xj‖ ≤ Dmin. Once we have properly defined the concept of cell adjacency, we can provide
a precise definition of connectedness in a geographical sense.
We say that a cluster Sa of base-stations in a mobile communications network is connected
in a geographical sense if and only if for any two cells i and j belonging to Sa there exists a path
joining them jumping between adjacent cells belonging to that same cluster. Mathematically,
we can formulate that idea borrowing some ideas on graph theory from section 4.4.1. Indeed, we
can use the base-station locations of cells within the cluster {xi}i∈Sa to build an -neighborhood
graph with  = Dmin under the distance metric induced by the Euclidean norm. In that case,
the connectedness concept for such a graph would be totally equivalent to our definition of
connectedness in a geographical sense.
This motivates algorithm 5.9. As we can see, its pseudo-code is easy to follow.
The only inputs it requires are the partition S to be refined and, in order to check connected-
ness of the clusters in such partition, the base station locations X and the distance Dmin which
defines whether two cells are neighbors or not. The refined partition S′ is obtained through an
iterative process in which each cluster Si in the original partition is inspected.
First of all, an -neighborhood graph is built using the base-station locations of cells belonging
to the cluster under study, setting  = Dmin. We will represent the graph by its unweighted
adjacency matrix Wi.
The next and fundamental step is to use that adjacency matrix to divide the original cluster
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Algorithm 5.9: Partition refining algorithm to ensure geographical connectedness for all
clusters
input : A set of base-stations B = {b1, b2, . . . , bM} and their corresponding locations
X = {x1,x2, . . . ,xM} | xi ∈ R2
input : A partition S = {S1, S2, . . . ,Sk} of the set of base-stations B
input : The maximum distance between base-stations to consider that two cells are
adjacent, Dmin
output: A refined partition S′ =
{
S′1, S′2, . . . ,S′k′
}
of the set of base-stations B containing
only geographically connected clusters
1 S′ ← ∅ ;
2 for i← 1 to k do
3 Obtain the associated unweighted adjacency matrix Wi associated to the
-neighborhood graph built with points {xj}j∈Si and  = Dmin ;
4 Compute the connected components
C = {C1, . . . ,Cni} : Si =
⋃ni
j=1Cj ,
∑
{u∈Ca}
∑
{v∈Cb} (Wi)
u,v = 0 of the graph
represented by Wi ;
5 S′ ← S′ ∪ C ;
6 end
in its connected components. For that, we could use the properties of the graph Laplacian matrix
discussed in chapter 4. On the one hand, we saw that the algebraic multiplicity of eigenvalue
0 was equal to the number of connected components in a graph. Moreover, the associated
eigenvectors where the indicator vectors of each connected component. However, it is better to
use an algorithm designed specifically for that purpose thus avoiding any spectral calculations,
such as Tarjan’s strongly connected components algorithm, [49].
In any way, no matter what algorithm we use for that purpose, once we have the connected
components C = {C1, . . . ,Cni} of the original cluster under study Si, they are added to the
refined partition. Note that, if the original cluster was already geographically connected, C =
{Si}, the cluster would be copied unchanged from the input partition into the output partition. If
not, the original cluster is split, with each geographically connected component being a different
cluster in the refined partition.
Once all clusters in the input partition S have been processed, the algorithm ends and the
refined partition S′ is outputted.
5.4 Limiting cluster size: cluster splitting algorithms
Probably, the most important step of algorithm 5.1 after the initial sketch of the partition carried
out during step 1 is the one we are going to discuss now. Unlike steps 2 and 4, which merely
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attempt to refine the partition to slightly improve its performance, step 3 is fundamental as it
is the one ensuring that the partition satisfies the maximum cluster size constraints.
Algorithm 5.10: Partition refining algorithm to split clusters violating the maximum
cluster size constraint
input : A partition S = {S1,S2, . . . ,Sk} of the set of base-stations B, possibly violating
the maximum cluster size constraints
input : Lower and upper cluster size thresholds, Lmax,a and Lmax,b, together with the
number of clusters allowed to reach a size of Lmax,b stations, P
input : Any additional information regarding the mobile communications scenario
needed by the cluster splitting step
output: A refined version of the original partition S, S′ =
{
S′1, S′2, . . . ,S′k′
}
, such that
|S′i| ≤ Lmax,b ∀i and
∑k′
i=1 [|S′i| > Lmax,a] ≤ P , with [•] denoting the conditional
operator which evaluates to 1 if its argument is true and 0 otherwise
1 Obtain the set of indexes I of all clusters Si ∈ S which violate the maximum cluster size
constraints ;
2 while I 6= ∅ do
3 Split a cluster Si : i ∈ I using one of the cluster splitting algorithms described in
section 5.4.1 to obtain several sub-clusters which contain less than Lmax,a cells each ;
4 Update the partition S to reflect the previous change ;
5 Reevaluate the set of indexes I of all clusters Si ∈ S which violate the maximum
cluster size constraints ;
6 end
In order to implement such step, we propose the algorithm 5.10. It is an extremely simple
iterative procedure in which one cluster violating the constraints is split in each iteration until
the specifications are satisfied.
One of the most important decisions is the precise definition of the maximum cluster size
constraints and the way of ordering the indexes of clusters violating such constraint within the
collection I.
In this project, as we previously discussed, we work with a flexible scheme. We consider a
lower cluster size threshold, Lmax,a, which most clusters must satisfy. Nevertheless, in order to
add some tolerance to compensate the existence of clusters with less than Lmax,a cells in the
partition, we also allow a small number P of clusters to have contain more than Lmax,a cells.
Precisely, at most as many cells as indicated by the upper cluster size threshold Lmax,b, which
cannot be surpassed in any way.
However, extending algorithm 5.10 and, thus, all our base-station clustering algorithms, to
work with other type of constraints is as straightforward as modifying the routine which searches
within the partition S the set of clusters violating whatever constraints we have defined.
With our particular choice of constraints, there is a subtle point we have to clarify in that
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sense. When obtaining the set of indexes I of all clusters Si ∈ S which violate the maximum
cluster size constraints, there are two types of clusters contributing to I. On the one hand, we
have those which directly violate the upper cluster size threshold Lmax,b. Those clusters need
to be definitely split, hence they will always be appended to I. However we have an ambiguity
whenever there are more than P clusters Si in the partition S satisfying that Lmax,a < |Si| ≤
Lmax,b. Precisely, if there were P
′ > P clusters in such conditions, we would need to choose
P ′ − P clusters to be split. We consider two main choices which the user can decide.
On the one hand, splitting the biggest P ′ − P clusters Si satisfying Lmax,a < |Si| ≤ Lmax,b
allows to achieve a more balanced partition in which most clusters have a similar size. This
approach intuitively tends to favor the system median rate, sacrificing the sum-rate a bit.
On the contrary, if we split the smallest P ′−P clusters Si satisfying Lmax,a < |Si| ≤ Lmax,b, we
obtain a more unbalanced partition which contains some big but constraint compliant clusters.
This allows to have some clusters with a lot of interference reduction, hence favoring the system
sum-rate but penalizing a bit the median-rate since we will also have a bigger number of small
clusters.
In any way, no matter which criterion is chosen, once the set of clusters indexes to be split I is
chosen, the algorithm simply picks one and splits it using one of the cluster splitting algorithms
described in section 5.4.1. This is a fundamental step since it allows to modify the original
cluster to obtain several sub-clusters which satisfy the maximum size specifications. Depending
on the particular algorithm chosen, some additional inputs such as the set of user locations of a
certain between cell similarity matrix W may be needed.
Note that in algorithm 5.10, only one cluster in the set I is split per iteration. After that,
the partition is updated, I is reevaluated, and the process repeats itself until the maximum
cluster size constraints are properly satisfied by the partition. One of the advantages of using
this iterative scheme instead of directly iterating over the set I previously calculated is that we
can allow a small probability of obtaining a sub-cluster with more than Lmax,a cells as a result
of the cluster splitting algorithms. If that happens, we know that cluster will be processed by
the algorithm afterwards and the constraints will be eventually satisfied. Even though most of
the cluster splitting algorithms we discuss in section 5.4.1 actually ensure that this situation
is not going to arise, the one based on K-means has a relatively small probability of failing
depending on the random initialization of the centroids. In this way, our iterative scheme makes
that algorithm still usable allowing us to take advantage of its simplicity.
While discussing the genetic mutation operator we proposed for evolutionary base-station
clustering, we introduced an interesting idea which we will recover now to motivate an alternative
version of algorithm 5.10. We saw that when doing local modifications with the genetic mutation
operator, it was interesting to increase a bit the scope, involving also the neighboring clusters
to allow a more flexible redistribution of the cells. Now that we are splitting a certain cluster to
satisfy the maximum cluster size constraints, we can also include that concept. The resulting
algorithm is shown in 5.11.
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Algorithm 5.11: Partition refining algorithm to split clusters violating the maximum
cluster size constraint while redistributing cells with the immediate neighboring clusters
input : A set of base-stations B = {b1, b2, . . . , bM} and their corresponding locations
X = {x1,x2, . . . ,xM} | xi ∈ R2
input : A partition S = {S1, S2, . . . ,Sk} of the set of base-stations B
input : The maximum distance between base-stations to consider that two cells are
adjacent, Dmin
input : Lower and upper cluster size thresholds, Lmax,a and Lmax,b, together with the
number of clusters allowed to reach a size of Lmax,b stations, P
input : Any additional information regarding the mobile communications scenario
needed by the cluster splitting step
output: A refined version of the original partition S, S′ =
{
S′1,S′2, . . . ,S′k′
}
, such that
|S′i| ≤ Lmax,b ∀i and
∑k′
i=1 [|S′i| > Lmax,a] ≤ P , with [•] denoting the conditional
operator which evaluates to 1 if its arguments is true and 0 otherwise
1 Obtain the set of indexes I of all clusters Si ∈ S which violate the maximum cluster size
constraints ;
2 while I 6= ∅ do
3 Choose a cluster Si : i ∈ I, and look for the set of its neighboring clusters storing
their indexes in J ;
4 Split the mega-cluster formed by Si and its neighbors, Si ∪
⋃
j∈J Sj using one of the
cluster splitting algorithms described in section 5.4.1 to obtain several sub-clusters
which contain less than Lmax,a cells each ;
5 Update the partition S to reflect the previous change ;
6 Reevaluate the set of indexes I of all clusters Si ∈ S which violate the maximum
cluster size constraints ;
7 end
5.4.1 Cluster splitting algorithms
Essentially, what we denote as “cluster splitting algorithms” are nothing but extensions of
clustering algorithms being used with a slightly different purpose. If we think about it, the basic
application of a clustering algorithm is to divide a set of objects into several groups. Then, if we
had a cluster of cells containing too many cells hence making the coordination too expensive for
our original specifications, a perfectly valid way to split it is by applying one of our base-station
clustering algorithms taking into account only the cells belonging to the cluster to be divided.
However, several problems arise. On the one hand, with this approach we enter into a kind
of vicious circle since we precisely said that we would develop most of our algorithms without
explicitly including the maximum cluster size constraints as we expected to solve the problem in
this step. Also, our algorithms worked well in a relatively big scenario with many cells. If only a
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few base-stations belonging to a single cluster are available as the training set of the algorithm,
their performance may degenerate a bit.
The second problem is the main motivating factor of the modification included in algorithm
5.11. By increasing the scope in which the cluster splitting algorithms operate, they operate over
a bigger set of cells and perform their task slightly better, at the price of also a slightly increased
complexity. However, according to our experiments, this problem is a minor issue. Whether we
use algorithm 5.11 to deal with this problem, or simple ignore it and use the simplified version
in algorithm 5.10 usually provides very similar results.
To solve the first problem, we propose several alternative solutions, which give rise to several
cluster splitting algorithms.
K-means cluster splitting: One of them has already been discussed: by applying the cluster
splitting algorithm several times, we radically enhance the algorithm’s robustness.
This allows us to employ the simplest clustering algorithm possible, K-means, to divide
the cluster in several pieces. To divide a certain cluster Si, we simply use the corre-
sponding set of base-station locations {xj : bj ∈ Si} as the data set and choose K as
K = round
( |Si|
Lmax,a
)
. In this way, there is a big probability of obtaining clusters con-
taining less than Lmax,a cells. Nonetheless, depending on the random initialization of the
centroids, we have absolutely no guarantees about that fact.
Thankfully, as the routine calling the cluster splitting algorithm processes the same clusters
as many times as needed, eventually we will get a partition which satisfies the constraints.
Strictly speaking, practical implementations of algorithms 5.10 or 5.11 will impose a limit in
the maximum number of iterations to avoid getting stuck in an infinite loop in pathological
cases. Hence, this approach has a vanishingly small probability of failure, even though
according to our experiments such an event is extremely rare.
Hierarchical cluster splitting: Another alternative is to employ one of the two algorithms
which actually included the maximum cluster size constraints in their formulation. Even
if that was not their original purpose when we designed them, we ended up being lucky
with the creation of this unexpected synergy between our algorithms.
To run this algorithm, we simply need to compute the similarity matrix Wi between the
cells belonging to the cluster Si to be split, according to any of the metrics discussed in
section 5.2.1. With it, we run either hierarchical agglomerative base-station clustering or
hierarchical divisive spectral base-station clustering with a maximum cluster size constraint
Lmax,a to obtain the sought result.
Mean-shift cluster splitting: Our final idea is based on a different concept: by carefully
tuning the parameters of the clustering algorithm, we can try to achieve a partition of the
original cluster with all its sub-clusters containing less than Lmax,a cells.
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For this purpose, we chose our basic mean-shift base-station clustering algorithm, 5.5.
Under this approach, we compute per-sample scalar bandwidths according to the K-NN
heuristic described in section 5.2.5.2. The value of K is fixed a priori, however, the global
scalar parameter α is obtained through a bisection method to obtain the partition satisfying
that all the resulting sub-clusters have less than Lmax,a cells with the biggest median cluster
size. In this way, the resulting division of the cluster not only is specification compliant but
also achieves a very good performance. Possible modifications, such as trying to obtain
the biggest average cluster size or other criteria can be readily included too.
5.5 Merging small neighboring clusters
In the previous step, we used some splitting cluster algorithms in order to divide clusters violating
the size constraints. Even though we carefully designed them to try to produce meaningful
and balanced sub-clusters, there are usually some resulting clusters which contain few cells.
Moreover, because we processed each cluster independently, it may happen that two sub-clusters
obtained by splitting two different clusters in the original partition end up being neighbors with
the potential to be merged. Precisely, this will happen whenever they contain sufficiently few cells
so that the cluster resulting from their potential union would still satisfy the maximum cluster
size constraints. Moreover, because we want to keep the geographical connectedness obtained
during the refining step carried out by algorithm 5.9, we strictly require the sub-clusters to be
neighbors. Otherwise, they won’t be merged even if they are small enough.
Even though in a regular execution of the clustering procedure there are few occurrences of
this situation, as bigger clusters allow for bigger interference cancellation, it is beneficial trying
to get as close as possible to the maximum cluster size specifications without exceeding them.
Hence, we introduced this forth and final step of the generic structure used by all our base-
station clustering algorithms shown in 5.1. Its aim is to carry out the process the previously
motivated: to refine the partition by merging small neighboring clusters whenever joining them
does not violate the maximum cluster size constraints.
In algorithm 5.12 we illustrate the pseudo-code to fulfill that task.
One important issue which we did not mention previously is that, potentially, we may have
several, mutually exclusive ways to carry out the merging process.
As a simple example, imagine a situation in which the original partition contains 3 neighbor-
ing clusters, say Sa, Sb and Sc. Let their respective sizes be |Sa|, |Sb| and |Sc| base-stations.
Moreover, let us assume that they satisfy |Sa| + |Sb| ≤ Lmax,a, |Sa| + |Sc| ≤ Lmax,a and
|Sb| + |Sc| ≤ Lmax,a but |Sa| + |Sb| + |Sc| > Lmax,a. In other words, we can merge any two
of them, but not the three. Therefore, we should make a choice out of three different possibil-
ities: merging Sa with Sb leaving Sc alone, merging Sa with Sc leaving Sb alone or merging Sb
with Sc leaving Sa alone. Each possibility will lead to a different partition... which will achieve
a slightly different performance.
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Algorithm 5.12: Partition refining algorithm to merge neighboring clusters in the parti-
tion whenever doing so
input : A set of base-stations B = {b1, b2, . . . , bM} and their corresponding locations
X = {x1,x2, . . . ,xM} | xi ∈ R2
input : A partition S = {S1, S2, . . . ,Sk} of the set of base-stations B
input : The maximum distance between base-stations to consider that two cells are
adjacent, Dmin
input : Lower maximum cluster size threshold Lmax,a
output: A refined partition S′ =
{
S′1, S′2, . . . ,S′k′
}
of the set of base-stations B obtained
by merging small neighboring clusters of the input partition S whenever doing so
does not violate the lower maximum cluster size constraint
1 S′ ← S ;
2 do
3 S← S′ ;
4 S′ ← ∅ ;
5 k ← |S| ;
6 I← {1, 2, . . . , k} ;
7 for i← 1 to k do
8 if i ∈ I then
9 if |Si| < Lmax,a then
10 Store in J the set of neighbors of cluster Si, {Sj}Nij=1, which satisfy j ∈ I
and |Si|+ |Sj | ≤ Lmax,a. ;
11 if J 6= ∅ then
12 j∗ ← min
j∈J
|Sj | ;
13 S′ ← S′ ∪ {Si ∪ Sj∗} ;
14 I← I\{i, j∗} ;
15 continue;
16 end
17 end
18 S′ ← S′ ∪ Si ;
19 I← I\{i} ;
20 end
21 end
22 while S 6= S′;
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In conclusion, the procedure we proposed to carry out in this step is actually an optimization
problem itself, potentially as complex as the whole base-station clustering problem.
However, we do not intend by any means to achieve the optimal solution. On the other hand,
we are content with employing a more modest greedy search approach very easy to implement.
Even if it won’t achieve the optimal solution, it will still enhance the system’s performance by
exploiting better the maximum cluster size specifications, hence it is a useful step.
The algorithm we propose is much simpler than it seems at first sight. It is essentially an
iterative approach in which merging sweeps are applied to the partition successively until it is
no longer possible to join any two neighboring clusters without violating the size constraints.
In each sweep, we process the clusters in the current partition, S, one by one within the for
loop. For each cluster Si, we try to find if there exist any neighboring clusters within S small
enough to be merged with the cluster currently under study. If there are, we pick the one which
contains less cells and merge it with Si. We impose the restriction that any given cluster can
only be merged once. We keep track of which clusters have already been joined with some other
cluster in variable I. Once all clusters have been processed, the current partition S is substituted
by the modified partition S′.
Note that, within the for loop, we process only the clusters in the current partition S and
look for neighbors only within that partition. In other words, in each sweep, we only update the
partition at the very end. This does not allow things such as merging a certain cluster Si with
a cluster which resulted from merging other two cluster Sj , Sl during the same sweep. This is
precisely the reason why we have to do several sweeps until convergence. Otherwise, we would
be ignoring useful cases such as merging more than two neighboring sufficiently small clusters
all together. The main motivation for implementing the algorithm like this is to avoid having to
design a complicated procedure, in which the for loop iterated over a set of clusters which were
changing as they are being processed.
Therefore, in our algorithm, as the sweeps go by, small neighboring clusters are successively
merged until we eventually reach a state in which we cannot find any pair of adjacent clusters
small enough to be joined. In that sweep, the resulting partition S′ will be identical to the
original partition S and the algorithm will halt.
By having studied this last step of the generic skeleton of our base-station clustering algo-
rithms, we have completed the theoretical discussion on the proposed approaches for grouping
base-stations in mobile communication systems employing coordinated MIMO transmission.
Chapter 6
Simulation results
During this chapter, we will design and execute a battery of exhaustive simulations to test the
validity of the base-station clustering algorithms proposed during our research. These exper-
iments aim at giving some insight about the usefulness of researching about optimal ways of
grouping base-stations into clusters for MIMO coordinated transmission. This way, during the
rest of this chapter, we will devote to discussing the performance of the base-station clustering
algorithms introduced in chapter 5. We will begin by explaining in detail the particularities of
the simulation scenario we have chosen, so that our results can be replicated in case it is desired.
After that, we will show and discuss the results obtained from our tests and the relation we
found between the achieved performance and the parametrization of each algorithm.
6.1 Simulation scenario
In this project, we will work will BTS deployments like the one illustrated in figure 6.1.
Unlike the case of GSM, representing cells with hexagons is merely a visual artifact which
has no implications at all: all our clustering algorithms are based in one way or another on
signal propagation, which we consider to be isotropic. Hence, cells are actually considered to be
circular and overlapping. Nonetheless, as we discussed during chapter 5, extensions of our work
to account for the usage of directive antennas is straightforward, implying a mere change in the
parametrization of the algorithms.
More arguable is the choice of such a regular distribution for the base-station locations on
the coverage area. While it is true that the layout of any real deployment of base-stations
would certainly be more irregular, due to the constraints imposed by the existence of regulatory
laws and structures such as buildings, we believe that a regular deployment based on cellular
geometry provides a very reasonable approximation to any real distribution. This has been
followed as a theoretical approach by a large number of books and research articles since the
standardization of GSM and we will continue to do so. Moreover, any other approach would
require particularizing all our work to the specific geography and urban topology of a certain
city or region, whereas our aim here is to develop general-purpose algorithms.
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Figure 6.1: Approximation of a typical BTS deployment in cellular communications
Furthermore, by simulating a large number of stations in this tier-based structure, we can
significatively reduce the border effects in the simulation. Those are simply due to the fact
that base-stations in the outermost tiers suffer less interference than stations in the inner tiers.
However, because the number of BTSs in a scenario with T tiers is 1 + 6
∑T
n=1 n = 3T
2 + 3T + 1
and the number of stations in the outermost tier is 6T , the percentage of border stations decays
asymptotically with the number of tiers as 2/T . Besides, it is always possible to simply exclude
those stations from the performance evaluation to avoid biasing the results. On the other hand,
we must also consider that in a real scenario, due to the irregularities in the deployment we
previously discussed, there will actually exist some “gaps”, i.e. regions where base-stations are
far enough to suffer only small interference levels. Because of that, if we discarded the outermost
tier in the evaluation of the performance, our fully regular placement scheme can be regarded
as a kind of worst-case scenario.
The results discussed in this chapter were obtained for the scenario depicted in figure 6.1.
It was built by generating T = 10 tiers, hence it contains M = 331 cells. The set of base-
station locations {xi}Mi=1 are computed by regularly sampling an hexagonal grid with an step
equal to the inter-site distance Dint. Mathematically, the base-station deployment process can
be represented in matrix form as:
x = Dint
(
0
√
3
2
−1 −12
)(
i
j
)
(6.1)
Where i and j are two integers representing the point in the grid being sampled. Depending
on the range of values we consider for i and j, the shape of the resulting scenario changes. In
our case, we chose them so that our base-station deployment consists of T tiers. However, it is
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perfectly possible use a different shape, like a square or a rectangle, by changing the sampling
limits.
It is straightforward to see that Dint is twice the apothem of the hexagon representing the
cell. Hence, if the hexagons are depicted with a radius equal to the cell radius Rcell, then
Dint = 2Rcell. Our simulations try to use typical parameters for LTE systems. In this case,
assuming a standard LTE cell in a urban environment, we set Rcell = 250m. The resulting
system covers then an area of approximately 31 km2, representative of a typical medium-size
town like Legane´s.
Signal propagation is also simulated according to the 3GPP models for LTE. Distance de-
pendent path loss is obtained with the following function of the distance d in meters:
PL(d) = 98.1 + 37.6 log10(d) dB (6.2)
Besides, we include the Rayleigh fading between the k-th receive antenna of the i-th user and
the l-th transmit antenna of the j-th base-station by drawing a coefficient rklij from a circularly
symmetric complex Gaussian distribution with unit power. Each element of the channel matrix
H is then evaluated as:
(H)k,li,j =
√
PL (‖yi − xj‖)rklij (6.3)
Where xj is the location of the j-th base-station and yi the location of the i-th user, both
with the coordinates expressed in meters. As we can see, our simulation is focused on the
downlink channel. However, it would be possible to reproduce the simulations we carried out
for the uplink, changing from a signal processing scheme based on precoding to one based
on filtering, as discussed in chapter 3. Besides, signal propagation is considered to be purely
isotropic. Therefore, the scenario in which we are testing our algorithms is more restrictive in
terms of interference than scenarios with three sectors per cell, where the antennas would be
assumed to transmit only with a beam-width of 120o hence significatively reducing the number
of cells which interfere in a given location.
The characteristics of the base-stations and the user equipments are also chosen according to
typical LTE specifications. Base-stations are considered to transmit their signal using antennas
with a gain of 14 dBi and a maximum available power of 46 dBm. On the other hand, UE
antennas are assumed to have neither gain nor losses, that is, they have a gain of 0dBi. Besides,
a 2× 2 MIMO configuration was chosen, that is, each base-station has t = 2 transmit antennas
and each user equipment has r = 2 receive antennas.
Another fundamental parameter when simulating a communications system is the noise level,
N0 or, more precisely, the signal-to-noise ratio, SNR, as it is the one which in the end determines
the BER and the system’s rate. However, as we discussed in chapter 2, the radio access network
of any mobile communications system is usually limited by interference. In other words, the role
of the SNR in point-to-point communication systems is substituted by the SNIR. Even more
importantly, the assumption of universal frequency reuse inherent to 4G or 4.5G systems leads
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to a situation where the noise power Pn = N0BW is actually negligible in the evaluation of the
SNIR, since the total interference can be approximately one or even two orders of magnitude
greater.
Because of this, modifying the noise level N0 in our simulations introduces relatively small
changes in the system’s performance, as long as it is not set to dramatically high levels by
which the noise power artificially surpasses the total interference. Even more importantly,
unlike in most point-to-point communication systems, there exists a saturation effect by which
N0 → 0 does not imply that the rate of the system grows without bound nor that the total
MSE approaches 0. This is because, even if the noise power is set to 0, we still have the all the
interference power keeping the SNIR at relatively modest levels.
By a similar reasoning, increasing the maximum available power for transmission in the
base-stations does not lead to a big enhancement in the system’s performance. While it is true
that it rises the received signal strength, it also increases the interference by the same amount.
Mathematically, multiplying the transmit power by a factor α modifies the SNIR as:
SNIR′ =
αPs
Pn + αPint
=
Ps
Pn
α + Pint
(6.4)
In other words, increasing the transmit power by 10 log10(α) dB simply makes the SNR
that many dBs higher, but not the SNIR. Therefore, for scenarios in which the SNIR is mostly
determined by the received interference, increasing the transmission power is not a big advantage.
Nonetheless, to be rigorous, we did introduce noise in our simulations. The noise vector n
in the input of the UE antennas is assumed to be white and drawn from a complex Gaussian
radially symmetric distribution. Its autocorrelation matrix is then of the form Rn = σ
2
nI where
σ2n is obtained so that the signal-to-noise ratio at the cell border, ρ =
PmaxPL(Rcell)
σ2n
, is 15 dB.
User placement is one of the most important issues in our simulation. As we previously
discussed, our work assumes a transmission scheme based on OFDM, allowing multiple access of
several users within a cell by statistical assignation of OFDM carriers, i.e. a form of Frequency
Division Multiple Access (FDMA). In this chapter, we will simulate the complete system oper-
ating at a particular OFDM carrier. Hence, each cell will only serve a single user, as the others
will have their transmission allocated at other non-interfering OFDM carriers. Strictly speaking,
we should have considered some marginal probability of a certain cell having no users at all.
However, we preferred to neglect that event and work with a worst-case scenario in which there
are no empty cells in the system.
The particular location of the user being served within each cell is drawn from a uniform
distribution of rectangular support with base 2Rcell and height
√
3Rcell, that is, the smallest
rectangle containing the whole hexagon representing the cell. In figure 6.2(a), we show a graph-
ical representation of the support of the underlying PDF from which the user location within a
cell is drawn. If we happen to get an user outside the hexagon, we discard such location and
another sample is generated until it is eventually within the hexagon area.
In figure 6.2(b), we show something quite interesting. As we can see, the user locations are
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(a) Support of the underlying PDF of the user location within a cell.
Probability density is constant within the depicted area. If the user
location obtained is outside the hexagon, another location is drawn
again.
(b) Histogram based PDF estimate of the distance ‖yi − xi‖ between
each UE and the base-station which is serving it.
Figure 6.2: Characteristics of the PDF for the user locations within a cell.
obtained in such a way that the PDF followed by the distance between any given base-station
and the user which it is serving within its cell, d = ‖yi − xi‖, is approximately a ramp until the
distance equals the hexagon apothem, d =
√
3
2 Rcell. Afterwards, it decays exponentially until
d = Rcell, when the probability converges to zero.
An intuitive argument to explain why such probability density function appears to be a ramp
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for most of its support can be developed as follows. Computing the probability of drawing a
user location whose distance to the center of the cell belongs to the interval [r, r + ∆r] : 0 <
r <
√
3
2 Rcell is equivalent to computing the integral of the underlying PDF of the user locations
within a ring of radius r and width ∆r. Since the area of such a ring is pi
(
(r + ∆r)2 − r2) =
2pir∆r+pi∆r2 and the probability density within the square depicted in figure 6.2(a) is constant,
let’s say f(x) = c, then the probability we were looking for is 2picr∆r + pi∆r2c. Dividing by
∆r and letting ∆r → 0 to obtain the density of probability we can see that the PDF of the
distance between the user location and the cell center for 0 < r <
√
3
2 Rcell is 2picr, which
matches the empirical results. A more rigorous way of obtaining that result could be developed
by computing the corresponding integral using polar coordinates. In that case, it would be
the Jacobian associated to the change of variables the responsible for introducing the linear
dependence of the PDF with r.
Similarly, the exponential decay is caused by the particular shape of the hexagon. Because
of the way this polygon distributes its area, the set of points which fulfill that the distance
between them and the center of the hexagon is greater than the apothem but smaller than the
radius defines a surface which is quite small. Therefore, as user locations are initially drawn for
a uniform distribution, it is unlikely that we get users in that regions many times.
Finally, it is obvious that the maximum possible distance is d = Rcell, hence the probability
for d > Rcell has to be zero.
Nonetheless, the most important consideration regarding this PDF is the fact that there is
a much higher probability of getting users quite far away from the base-station than nearby. As
a consequence, we can say that our simulations are usually modeling unfavorable scenarios.
The last key choice to be discussed is the particular MIMO signal processing scheme em-
ployed to obtain the linear precoding matrices Wtx and receive filters Wrx for each cluster. As
we previously discussed, we have not been able to simulate our base-station clustering algorithms
along with our most advanced MIMO precoding schemes because of the lack of a closed form
solution. Therefore, we had to resign ourselves to employing a BD solution as the one described
in section 3.3.4. Even though it is not one of our particular contributions, testing our base-
station clustering algorithms under such scheme is very useful because BD is probably the most
commonly used linear precoding scheme for distributed multi-user MIMO systems nowadays.
As for the power allocation procedure, we decided to go for uniform power allocation. As opti-
mal power allocation only considers the inter-cluster channel matrix, that method is no longer
optimal when we deal with a system formed by S clusters. Because of that, our experiments
showed that the performance achieved by uniform power allocation matched that of optimal
power allocation, with the optimization problem being solved by numerical methods with cvx
in the latter. Therefore, given that its computational complexity is much lower, we settled for
the usage of uniform power allocation.
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6.2 Results
Once the simulation scenario has been thoroughly described, we will explain the particular tests
we have carried out.
Under the particular conditions exposed in the previous section, Nrep = 100 sets of user
locations have been generated, giving rise to Nrep = 100 different channel matrices. This can be
interpreted as running our algorithms at Nrep unrelated time instants, in which the users being
served by the cells are at distinct locations and the signal propagation conditions, represented
by the Rayleigh fading, have also changed from one moment to another.
With the maximum cluster size constraints, we tried to represent a realistic situation in which
the implementation cost is kept reasonably small while still obtaining a considerable increase in
the system’s throughput. Our main target is to compare the results achieved by our algorithms to
those we can get by using the partition depicted in figure 6.3. That scheme, based on hexagonal
clusters with 7 BTSs each, is very representative of the kind of partitions being used nowadays
by researchers studying coordinated transmission for future mobile communication systems.
A similar cluster design but with T = 2 tiers would already contain 19 base-stations per
cluster, probably making the implementation cost too high to be attractive for its short-term
implementation. On the other hand, as we already discussed, to use any intermediate cluster size
we would need to drop the hexagonal cluster shapes and use others instead. The main drawback
of non-hexagonal fixed clusters is that, for a given cluster size, they have a bigger proportion of
cells located in the cluster boundary. Non-fixed schemes like those obtained by our algorithms
do not suffer from that because the shapes are actually chosen according to the instantaneous
signal propagation conditions. However, fixed-schemes disregard that and their performance
is mainly determined by the number of cells which are “protected” from interference by the
cells in the cluster boundary. As a consequence, non-hexagonal fixed clusters do not exploit the
increase in cluster size as much as the hexagonal ones, yielding only a moderate increase on the
system’s performance when Lmax is risen. Because we wanted to give our algorithms a hard
challenge by testing them against the feasible fixed scheme which maximizes the “performance-
to-cluster-size-ratio”, we settled for a reference partition based on hexagonal clusters with 7
BTSs.
The maximum cluster size constraints have been chosen trying to produce a fair comparison
between the reference partition and those achieved by our algorithms. Furthermore, in order
to explore the effects of being more or less flexible, we ended up using two different sets of
maximum cluster size constraints.
The first one is completely strict as we use Lmax,a = Lmax,b = 7 and P = 0. In other
words, no cluster can contain more than 7 cells. On the other hand, we also considered a set of
constraints which adds some flexibility by setting Lmax,a = 7, Lmax,b = 10 and P = 7. Therefore,
in that case, we are allowing 7 clusters to contain 8, 9 or, at most, 10 cells. The rest of clusters
still must have at most 7 cells.
With the first set of maximum cluster size constraints, we are actually biasing the results in
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Figure 6.3: Reference partition for our simulations based on hexagonal clusters with T = 1 tiers. Base-
stations in the outermost tiers, which cannot be assigned to hexagonal-shaped clusters due to border-effects,
have been grouped by a distance criterion while keeping all the resulting clusters geographically connected.
favor of the fixed scheme of figure 6.3. That is because when we use those hexagonal shapes,
the average and median cluster size is very close to 7. Indeed, the only reason why they are
not exactly 7 is the existence of border effects in the outermost tiers, which do not allow to
form hexagonal clusters in those areas. On the contrary, our base-station clustering algorithms
converge to partitions in which many different cluster shapes may coexist, hence exhibiting a
considerable variance in the cluster size. Therefore, if we force every cluster to be have no more
than 7 cells, the average and median cluster sizes will be significatively lower than 7, favoring
the fixed scheme based on hexagonal clusters.
Because of that, we also wanted to obtain results when we try to compensate for this effect.
For such purpose, the second set of constraints was employed, as we empirically checked that
under those settings, the average and median cluster sizes obtained by our base-station clustering
algorithms were only slightly smaller than those of the partition shown in figure 6.3.
For every one of those different Nrep = 100 “snapshots” of the complete radio access network
and for both types of constraints, we obtained a partition with each of the base-station clustering
algorithms of chapter 5 under several distinct parametrization choices, which we describe next.
Spectral base-station clustering: This algorithm was tested for each of the four similarity
functions described in section 5.2.1. Moreover, we also made a sweep on its parameters.
The desired number of clusters, k, was computed as k = round
(
α MLmax,a
)
with α ∈
[0.8, 1.4]. Given that in our particular case M = 331 and Lmax,a = 7, we ended up
with k ∈ [38, 66].
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Similarly, for BTS-User distance similarity and User distance similarity, the bandwidth of
the Gaussian kernel, σ, was an additional parameter. For those similarity functions, we
simulated bandwidths obtained as σ = βRcell with β ∈ [0.5, 3].
Last but not least, we use algorithm 5.10 to implement step 3 in the generic base-station
clustering structure 5.1. In other words, we did not use the version of the cluster split-
ting routine which allowed to redistribute cells with neighboring clusters when dividing
a cluster. The particular cluster splitting algorithm employed within algorithm 5.10 was
hierarchical divisive cluster splitting with the same similarity matrix W as used for the
main clustering algorithm.
Hierarchical divisive spectral base-station clustering: This algorithm was also tested for
all the similarity functions we proposed. Besides, a sweep on its parameters was made as
well.
The maximum number of cells per cluster, Lmax, was not set fixed to neither Lmax,a
nor Lmax,b. As we already discussed, we used instead the extra degree of freedom to
perform a fine tuning of the algorithm. In our simulations, we obtained Lmax as Lmax =
round (αLmax,a) with α ∈ [0.8, 1.4].
The bandwidth of the Gaussian kernel when BTS-User distance similarity or User distance
similarity were used, and the particularities of the cluster splitting algorithm are setup in
the same way as for spectral base-station clustering.
Hierarchical agglomerative base-station clustering: This algorithm was simulated with
the same settings than hierarchical divisive spectral base-station clustering.
Mean-shift base-station clustering: The fundamental parameters of this algorithm are, as
we discussed in section 5.2.5.2, the per-sample bandwidth matrices {Hi}Mi=1. In our sim-
ulations, we computed them using the K-NN heuristic described in the aforementioned
section. As a recap, the idea was relatively simple. First of all, we concentrated on radially
symmetric kernels so that the bandwidth matrices were actually of the form Hi = h
2
i I. In
order to obtain h2i for the i-th user, we computed the average distance squared to its K
nearest neighbors and multiplied it by a factor α common for all users i = 1, 2, . . . ,M .
Therefore, there are two parameters to be tested: the number of neighbors involved in the
calculation, K, and the scalar factor α.
In this battery of tests, partitions were obtained for values of K ranging from 1 up to 15.
The particular ranges tested for α depend on the value off K. We checked empirically that
the bigger K, the lower the value of α which optimizes the algorithm’s performance. As a
reference, the ranges for α were chosen in such a way that for K = 1 we used α ∈ [0.4, 1.3]
whereas for K = 15 we employed α ∈ [0.05, 0.25]. Intermediate values of K yielded also
intermediate ranges between both extremes.
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We also included, as an special case, what we may denote as K = 0. In other words, that
scenario does not employ per-samples scalar bandwidths but a simple scalar bandwidth
hi = h ∀ i = 1, . . . ,M . In that case, the value of h was obtained as h = αRcell with
α ∈ [0.4, 1].
As for the partition refining step to ensure satisfaction of the maximum cluster size con-
straints, we tested both the simplified version of algorithm 5.10 and the more complex
alternative 5.11 in order to test whether redistributing cells with the neighboring clusters
before splitting was beneficial enough to be worth the extra complexity or not. As far as
the cluster splitting algorithm is concerned, both K-means cluster splitting and hierar-
chical divisive cluster splitting were tested. For the latter, the similarity matrix W was
computed using BTS-User distance similarity with σ =
√
3
2 Rcell, that is, σ was chosen to
equal the hexagon’s apothem.
Genetic mean-shift base-station clustering: Most parameters of this algorithm were de-
termined by the need of keeping the computational complexity at reasonable levels.
A moderate population size of m = 50 was used, with a mating pool of size e = 46
which allowed us to employ elitism with the four fittest individuals of each generation.
The mutation probability was chosen to be pm = 0.02 whereas the crossover probability
was set to pc = 0.75. With those settings, our experiments seemed to confirm that a
proper balance between exploration and exploitation was achieved. On the other hand,
two different fitness functions were considered: the system’s sum-rate and median rate.
The number of generations to be simulated was limited to T = 125, mainly due to compu-
tational considerations. However, as we will discuss later, that number of iterations was
enough to get very close to convergence.
To add even more genetic diversity in the population, the particular algorithm used for
the partition refining step to ensure satisfaction of the maximum cluster size constraints
was chosen randomly. In our implementation, algorithm 5.10 was to be employed with
probability 0.8 whereas its more complex counterpart, algorithm 5.11, had an associated
probability of 0.2. The three different types of cluster splitting algorithms available were
also picked up randomly, in this case each with a probability of 1/3.
Evolutionary base-station clustering: The parametrization of our final algorithm is analo-
gous to that of genetic mean-shift base-station clustering, being the only difference that
in this case we do not have crossover at all and mutation occurs always with probability
1, as we discussed in section 5.2.7.
Even though we have discussed the ranges we have tested for the parameters governing
the behavior of our algorithms, we still have to define properly what we will understand by
“optimizing” or “tuning” the parameters of a base-station clustering algorithm.
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At first thought, the definition can appear to be trivial: the particular choice of parameters
which maximizes whatever performance measure we consider, in our case that would be the
sum-rate or median-rate of the system, is the optimal and the performance they achieve is the
one taken for evaluating the algorithm.
However, there is a subtle yet fundamental issue which the previous definition disregards: the
scope in which the optimization process is carried out. In this way, we considered two different
approaches:
Dynamic parameter tuning: In this case, the algorithm’s parameters are adjusted indepen-
dently for each particular scenario. This allows the algorithm to adapt much better to
the specific signal propagation conditions at each particular instant, greatly enhancing the
final performance.
However, the computational complexity required to make a complete sweep on all the
parameters for each execution of the algorithm is too high. As a consequence, this way of
tuning the parameters is unfeasible nowadays for implementation in a real mobile commu-
nications network. Therefore, just like our evolutionary base-station clustering algorithms,
their usefulness resides in their value for researching and designing other base-station clus-
tering algorithms.
Static parameter tuning: The alternative to the previous scheme is to carry out an offline
tuning of the parameters. In this case, we will average the results for a big number of
different signal propagation conditions and user locations, in our case, Nrep = 100. Then,
the set of parameters which optimizes the averaged performance achieved in all the Nrep
scenarios is considered to be the optimal. For instance, a particular implementation of this
idea could use a set of “snapshots” of the system conditions obtained during a complete
day as a data base to tune the parameters of the base-station clustering algorithm which
is to be employed in the following day. In this way, the tuning process would be executed
just once per day, instead of each time the base-station clustering algorithm is to be used.
The fundamental advantage of this scheme is that, as the parameter tuning process is
not done during the normal operation of the network, the computational complexity is
greatly reduced. However, as the reader may imagine, we lose a great amount of flexibility,
significatively degrading the overall performance increase with respect to the reference
partition based on fixed hexagonal clusters.
We will now show both in tabular and graphical formats the results obtained in the simulation
scenario previously described. Eight different tables are included, each representing different
conditions of the simulation. They are organized as follows.
The first four tables show the results achieved when we use the restricted set of constraints,
that is, Lmax,a = Lmax,b = 7 and P = 0. On the contrary, the last four tables include the
results obtained for the flexible set of constraints, which consisted of Lmax,a = 7, Lmax,b = 10
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and P = 7. Each of the previous groups of tables are subdivided again in two. The first two
tables of each group show results obtained while optimizing the system’s sum rate, whereas the
last two tables are achieved when optimizing the system’s median rate. Finally, every one of the
previous pairs of tables contains then results when dynamic and static parameter tuning are used
respectively. Note that, for static parameter tuning, the two base-station clustering algorithms
based on evolutionary computation are not included, as they have a inherently dynamic nature.
In each table, we depict by rows the results achieved by each particular algorithm. Moreover,
most algorithms have been executed under slightly different conditions which are also listed in
the table. For reasons of space, the names of the algorithms have been shortened using acronyms
which are defined at the beginning of this document even though we believe that they are still
clearly recognizable.
In each column we show the value of a magnitude of interest. All the results shown are the
arithmetic average of the values for each magnitude achieved in each of the Nrep = 100 different
scenarios we have simulated. The first two columns refer to the system’s average rate per user,
Ri, and the system’s median rate per user, R˜i, respectively. The other 4 columns show figures
relative to the cluster sizes. The third column shows the average cluster size, Li. The forth
column shows the maximum cluster size in the partition, max(Li). The fifth one, the median
cluster size, L˜i. And, finally, the last column shows the number of clusters in the partition which
surpassed the lower maximum cluster size threshold Lmax,a which, in our case, was set to 7 cells.
General discussion on the results
First of all, grouping base-stations in clusters to carry out coordinated transmission within the
cluster provides a remarkable increase in the system throughput, even when the clusters are made
with a fixed scheme like the one of figure 6.3. The increase in the system’s average rate is quite
high. Still, the rise in the median rate is much more spectacular, enhancing it by approximately
17%. Therefore, our simulations confirm that next generation mobile communications will need
to use coordinated MIMO precoding or filtering in clusters in order to satisfy the ambitious
throughput specifications expected of those systems.
Nonetheless, probably the most important figures are those referring to the performance
achieved by genetic mean-shift clustering and evolutionary base-station clustering. The average
rate and especially the median rate they attain are simply astonishing, exceeding by a consid-
erable margin our expectations. As we can see in the tables, those two algorithms have allowed
us to prove empirically that there exist partitions able to enhance the system median rate by as
much as 37% respect to the system without coordination and close to 17% with respect to the
scheme with fixed hexagonal clusters of 7 base-stations. Not only that, they even achieve that
using a significatively smaller average and median cluster size than the aforementioned fixed
scheme, in the order of one cell less per cluster.
In short, thanks to those algorithms, we can claim that we have provided with enough em-
pirical evidence to justify opening new research lines for developing better and faster clustering
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Figure 6.4: Comparison of results attained by reference partition 6.3 and the base-station clustering
algorithm which performed better under the strict set of constraints with dynamic parameter tuning. In
(a) we show results attained when optimizing the average-rate whereas in (b) we optimized the median-rate.
algorithms which dynamically obtain partitions of the set of base-stations within the mobile
communications network. Given the current need in those networks for enhancing the spec-
tral efficiency as much as possible, the performance increase that can be obtained by carefully
designing the clusters is just too big to be disregarded.
Another interesting observation can be induced from the results of those algorithms. As
we can see, there is a significant increase both when the sum-rate and median-rate are to be
optimized. However, the performance gap achieved when trying to improve the median-rate is
our main goal is much bigger than the one attained when optimizing the average rate. Not
only that, if we look at the complete table, we can see that the previous statement also holds
true for absolutely every one of our non-evolutionary base-station clustering algorithms, from
spectral base-station clustering up to mean-shift base-station clustering. No matter the specific
algorithm, the choice for the similarity function or the way of splitting the clusters violating the
size constraints, in any case, the edge obtained when optimizing the median rate is much more
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Figure 6.5: Comparison of results attained by reference partition 6.3 and the base-station clustering
algorithm which performed better under the strict set of constraints with static parameter tuning. In (a)
we show results attained when optimizing the average-rate whereas in (b) we optimized the median-rate.
significant.
At first thought, it may seem that the reason for that lies within our algorithms. However,
if we think about it carefully, we can conclude that it is not that our algorithms perform better
when they are tuned to optimize the median rate instead of the average rate. On the contrary,
what is really happening is that the fixed scheme with hexagonal clusters of figure 6.3 is implicitly
thought to optimize the sum-rate, hence the potential improvement margin for the average rate
becomes smaller. Why is that so? Recall that the basic idea we argued to motivate any fixed
partition was nothing but sacrificing some unlucky cells by placing them in the cluster boundary,
so that they can act as a shield against interference for the rest of cells in the cluster. In this way,
hexagonal clusters were optimal because, for a fixed cluster size, they minimize the number of
cells in the boundary. However, this motivation is also the reason why they exhibit a behavior
biased towards sum-rate maximization. They are an “elitist” approach in which some cells
in each cluster are left out to have a terrible performance in purpose, in order to have some
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Figure 6.6: Comparison of results attained by reference partition 6.3 and the base-station clustering
algorithm which performed better under the flexible set of constraints with dynamic parameter tuning. In
(a) we show results attained when optimizing the average-rate whereas in (b) we optimized the median-rate.
other cells in the same cluster which have very low interference levels and achieve a quite high
throughput. Clearly, the median rate suffers in this situation but the inner cells of each cluster
act as outliers with a high rate, thus significatively increasing the average rate of the system.
In any case, no matter which is the objective function to be maximized, there is a considerable
margin for improvement which our algorithms are able to exploit, as the results reflect. To
make things even better, we can also see in the tables and bar charts that, no matter what we
try to optimize, the other performance measures are also enhanced. For instance, when genetic
mean-shift base-station clustering is set to work with sum-rate fitness, the median rate increases
almost by 10% with respect to the fixed partition, even if that was not the algorithm’s main
goal. In that sense, average-rate maximization tends to be more balanced whereas median-rate
maximization greatly enhances the median-rate but barely increases the average rate. This
behavior also occurs in the non-evolutionary algorithms, but in a less pronounced way.
Because the partitions achieved by the two evolutionary algorithms represent quasi-optimal
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Figure 6.7: Comparison of results attained by reference partition 6.3 and the base-station clustering
algorithm which performed better under the flexible set of constraints with static parameter tuning. In (a)
we show results attained when optimizing the average-rate whereas in (b) we optimized the median-rate.
solutions, we believe that they have a special value from a theoretical point of view and deserve
further study. As extra reference, we provide in figures 6.8 and 6.9 the evolution of the fitness
achieved by those two algorithms as the generations go by. The first figure refers to the results
obtained with the strict set of maximum cluster size constraints, whereas the second figure was
obtained while employing the flexible set of constraints. On the other hand, we also depict in
figures 6.10 and 6.11 the CDF of the user rates attained by both aforementioned algorithms.
The plots include results obtained with both strict and flexible sets of constraints as well as
sum-rate and median-rate fitnesses.
There are several fundamental observations which can be extracted from those pictures.
The first thing which we notice when looking at them is the huge performance gap we were
talking about before: in all cases, the fittest individual of the last generation has a much better
performance that the fixed scheme. However, there are also several things illustrated in those
figures which cannot be appreciated from the information contained in the tables and bar charts.
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Figure 6.8: Evolution of fitness for evolutionary base-station clustering algorithms with the strict set
of maximum cluster size constraints. In (a) we show the results achieved by evolutionary base-station
clustering with sum-rate fitness. In (b) we show the results achieved by genetic mean-shift base-station
clustering with sum-rate fitness. In (c) we show the results achieved by evolutionary base-station clustering
with median-rate fitness. In (d) we show the results achieved by genetic mean-shift base-station clustering
with median-rate fitness.
On the one hand, we see that the evolution process happens quite fast. In barely 20 genera-
tions, both genetic mean-shift clustering and evolutionary base-station clustering have already
progressed enormously. After around 100 generations, the slope becomes very small indicating
that we are pretty close to convergence. Looking at the trend, probably 150 iterations, 200 at
most, would suffice to converge to the optimal partition. Being pragmatic, the performance
increase which could be achieved by rising the number of generations to be simulated from
100 to 200 is most likely not even worth duplicating the computational effort. This observa-
tion is important, since it encourages us to believe that there must exist a fast, efficient and,
most importantly, feasible way of obtaining suboptimal partitions which still exhibit a huge
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Figure 6.9: Evolution of fitness for evolutionary base-station clustering algorithms with the flexible set
of maximum cluster size constraints. In (a) we show the results achieved by evolutionary base-station
clustering with sum-rate fitness. In (b) we show the results achieved by genetic mean-shift base-station
clustering with sum-rate fitness. In (c) we show the results achieved by evolutionary base-station clustering
with median-rate fitness. In (d) we show the results achieved by genetic mean-shift base-station clustering
with median-rate fitness.
performance increase with respect to any fixed scheme. Finding them represents an interesting
challenge which could provide an edge in future mobile communications systems.
On the other hand, it is a bit surprising for us that the partitions obtained with the flexible
set of constraints are barely better than those obtained with the strict set of constraints. This
is again a wonderful result since it shows that, even under very stringent conditions which
do not leave many degrees of freedom, it is still possible to do very well. According to our
simulations, we see that allowing around 12.5% of the clusters to have up to 3 extra cells is
not something determinant. The performance does increase a little but not enough to justify
the extra implementation cost. This is not a unique trait of the evolutionary algorithms. If we
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(a) Strict set of constraints
(b) Flexible set of constraints
Figure 6.10: CDF of the user rates attained by evolutionary base-station clustering.
compare the results shown in the tables and bar charts obtained with the strict set of constraints
with those obtained with the flexible one, we can see that the improvement we get by switching
to the latter is pretty modest. As a consequence, this leads us to believe that, in order to obtain
a real, significant improvement by tweaking the maximum cluster size constraints, we have to
allow the average and median cluster sizes to increase significatively. In other words, we have
to rise Lmax,a and/or P in a more pronounced way.
Finally, apart from yet another graphical proof of the enormous performance gap existing
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(a) Strict set of constraints.
(b) Flexible set of constraints
Figure 6.11: CDF of the user rates attained by genetic mean-shift clustering.
between the fixed scheme and our evolutionary clustering algorithms, a very interesting obser-
vation can be extracted from the shape of the CDF curves. If we compare the curves attained
for median-rate fitness which those resulting from optimizing the average-rate, we can see that
the CDFs corresponding to median-rate optimization have been distorted with respect to the
typical shapes precisely in such a way that the median of the distribution is enhanced. Such
distortion is also the reason why average-rate maximization was more balanced, increasing the
median and sum rates in the same proportion; whereas median-rate maximization barely rised
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the average-rate but enhanced the median-rate a lot. This is a fundamental consideration which
shows empirically the incredible influence that the choice of one partition or another has in the
overall system: we do not only can increase the mean or median user rates but, with a proper
design, we have the power to change the whole PDF of the user rates at out whim. The flexibility
we can attain by modifying the clusters seems endless.
As a side consideration, that effect also shows the rather impressive behavior of genetic
algorithms: they have been able to converge to an anomalous region of the search space which
dramatically increases the median rate on their own, just by imitating natural evolution.
Channel matrix based approaches vs location based approaches
Yet another fundamental observation is that, focusing now on the non-evolutionary algorithms,
it seems that using the BTS and user locations to represent the signal propagation conditions
outperforms the alternative of employing the channel matrix H. In this way, we can see that
mean-shift base-station clustering is on the lead followed closely by spectral base-station clus-
tering with BTS-User distance similarity. This may seem a bit surprising since the channel
matrix H contains more information after all. However, we already hinted at the reason why
that occurs when we introduced the different similarity metrics for base-station clustering.
Imagine the following situation. Let us assume the existence of a toy scenario formed by
just 3 cells, {b1, b2, b3}. Furthermore, suppose that we want to obtain a partition with a cluster
which contains 2 cells and another cluster containing just one. If we do it based on the channel
matrix H, we would end up grouping the two cells for which ‖(H)i,j‖2F +‖(H)j,i‖2F is maximum.
At first, we thought that this was a good approximation and it actually kind of worked, just
with a performance poorer than expected.
To explain why our initial idea was not as good as we thought, we will continue with the
previous example. Let us suppose now that we end up forming a cluster S1 with the pair of
cells {b1, b2} while leaving cell b3 alone in another cluster S2. If we did that, it was because the
mutual interference between cells b1 and b2 as measured by H was bigger than that between cells
b1 and b3 or that between cells b2 and b3. However, it may perfectly occur that after computing
the precoder Wtx and filter Wrx using that partition, the equivalent channel matrix H˜ contains
a huge resulting interference between the clusters S1 and S2. Ironically, it may also happen that
if we had formed, for instance, the cluster S1 with cells {b1, b3} and cluster S2 with b2, the
resulting interference between clusters S1 and S2 was smaller than with the previous, seemingly
optimal partition. In short, the introduction of Wtx and Wrx may transform H˜ = WrxHWtx
in something which does not even barely resembles H. We already forecast that difficulty when
we introduced this similarity function yet, to be honest, the problem has resulted to be much
trickier than we had initially expected.
In conclusion, making any guess on the resulting shape of H˜ based on H alone is, at the
very least, a risky approach. Because what may seem an optimal partition when looking at
H may end up being a poor choice after obtaining the corresponding equivalent channel H˜,
6.2 Results 262
those algorithms which were designed to work with H are outperformed by the ones which only
employ the locations of base-stations and users within the scenario. While it is true that the
latter actually have less information available to work with, they are much more robust and in
the end that robustness weights more, at least according to our empirical results.
This constitutes yet another reason to show how complicated the problem at our hands is.
We want to find the partition of the set of base-stations {bi}Mi=1 such that, for the particular
signal propagation conditions at that instant, computing precoders Wtx and receive filters Wrx
within each cluster in the aforementioned partition results in an optimal performance. However,
the funny thing is that, as we have discussed just now in the previous example, the partition itself
dramatically modifies the signal propagation conditions indirectly by changing the resulting set
of precoders and receive filters.
This observation motivates the creation of a new line of research to develop similarity func-
tions based on perturbation theory. Rather than measuring the total amount of interference,
which is something that we cannot do if we do not know the partition yet, nor estimating it with
H, which is something which does not work too well, we could try to somehow base similarities
on how much the total resulting interference would change if we reassigned a certain cell from
one cluster to another. Nonetheless, this is a pretty complex problem since, in order for the
resulting algorithm to be feasible, it should be purely analytic. That is, we cannot afford to
reevaluate Wtx and Wrx hundreds of times. We would need to find a way of obtaining a closed
form solution, or a reasonable approximation, to know how do Wtx and Wrx change when we
introduce a small change in the partition. For now, we leave this idea as an open problem to be
further developed in future projects.
As a side note, the reader has probably realized at this point that the normalized interference
based similarity performs worse than any of the other three proposed similarity functions. The
idea seemed sensible and we actually believe that it was worth trying. Nonetheless, our results
confirm that it does not work so well as it is surpassed in performance even by the reference
fixed scheme with hexagonal clusters of 7 cells.
Dynamic vs static tuning of parameters
According to the results shown before, the performance gain achieved when using a dynamic
tuning of the algorithm’s parameters is quite significant, even for those algorithms which would
be actually feasible in a real system, such as basic mean-shift base-station clustering or spectral
base-station clustering. Even if the margins obtained are not as spectacular as those attained
by the evolutionary algorithms, they still are able to score close to a 10% median rate increase
and 5% sum rate increase with respect to the fixed scheme with hexagonal clusters, which
is something quite interesting if we take into account that the average and median cluster
size actually decreases. Sadly, even if the algorithms are computationally feasible, the process
required to dynamically tune the parameters is not. In order to do that, we would need to carry
out a sweep on relatively big ranges for each of the parameters, which in the end amounts to
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reexecuting the algorithm hundreds of times. As that is clearly something we cannot afford,
we have used our results to study whether we can infer something about the optimal choice
for the parameters of each algorithm. If we had a way to estimate such an optimal choice
without relying on a brute-force search, our algorithms would become feasible and, thus, pretty
interesting for their implementation in a real-life system.
As a reference, we will provide results related to the optimal parameters for mean-shift
base-station clustering and spectral base-station clustering.
We will begin by discussing the mean-shift based algorithm. In figure 6.12 we show in the
space (α,K), for each of the Nrep = 100 different scenarios, the particular values of α and K
which optimized the performance measure which was being considered. As we can see, the
good news we can extract from those plots is that the ranges we initially employed can be
significatively reduced. Involving more than the 8 nearest neighbors in the calculation of the
per-sample scalar bandwidths seems to be always suboptimal. Similarly, optimal values for α
below 0.6 or above 1 are very rare. Sadly, the bad news is that within that reduced range, we
are still clueless. Even if we have been able to reduce the complexity a bit, we need to carry out
a parametric sweep within the new ranges as well and that remains an unfeasible approach.
On the other hand, in figure 6.13 we show the parameters of spectral base-station clustering
in the space (α, β). Again for each of the Nrep = 100 different scenarios, what we see is which
values of α and β optimized the sum-rate or the median-rate of the system. In this case, the
situation is actually worse than before: we cannot even shrink the ranges. Virtually, any choice
of parameters within the ranges we have considered could be the optimal and, indeed, even
increasing the ranges a little bit seems like a good idea. Again, the complexity is far too much
to be dealt with.
The bad side of all this is that finding a more efficient way to perform a dynamic tuning of the
parameters is actually needed if we want our algorithms to be useful. Sadly, the results previously
shown point out that when working with static tuning, none of our base-station clustering
algorithms is worth being implemented in a real system. They do achieve a slight performance
improvement while using average and median cluster sizes a bit smaller. Nevertheless, the gain is
so modest that it does not make up for the pain of reconfiguring the whole network to introduce
a clustering algorithm for dynamical cluster allocation.
Our base-station clustering algorithms are definitely really useful whenever they are optimally
tuned for each particular scenario. Therefore, the need for figuring out more efficient ways to
adjust the parametrization of our algorithms motivate yet another research line.
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Figure 6.12: Scatter plot of the different 100 resulting optimal parameters for basic mean-shift base-station
clustering. In (a) we tuned for optimal sum-rate with flexible constraints. In (b) we tuned for optimal
median-rate with flexible constraints. In (c) we tuned for optimal sum-rate with strict constraints. In (d)
we tuned for optimal median-rate with strict constraints.
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Figure 6.13: Scatter plot of the different 100 resulting optimal parameters for spectral base-station clus-
tering with BTS-User distance based similarity. In (a) we tuned for optimal sum-rate with flexible con-
straints. In (b) we tuned for optimal median-rate with flexible constraints. In (c) we tuned for optimal
sum-rate with strict constraints. In (d) we tuned for optimal median-rate with strict constraints.
Chapter 7
Conclusions and further studies
Within the field of MIMO linear precoding, what started as a mere review of the state-of-the-art
for picking a scheme to be used in our simulations, turned out to be a throughout research
process to develop new MMSE precoders for multi-cell coordinated MIMO.
On the one hand, we proposed a modification of the standard constrained optimization
problem leading to MMSE solutions by including in the formulation not only the minimization
of the intra-cluster mean-square error but, also, a reduction of the inter-cluster interference levels.
We provided empirical evidence which proved that this modification leads to a dramatic increase
of the system’s throughput as well as to a considerable reduction of the total mean-square-error
in distributed multi-user MIMO scenarios.
A review of the literature pointed out a lack of MMSE precoders apt for cellular coordinated
MIMO. Apparently, the problem of minimizing the MSE with linear precoding subject to per-
cell power constraints instead of the typical, well-known total power constraint for the whole
system has not been solved yet. That was a strong source of motivation for trying to fill
that gap ourselves, leading to the development of two different MMSE precoders with per-cell
power constraints; one which simply extended the regular Wiener precoder and other which also
introduced our interference-awareness idea. Nevertheless, even though most of the theoretical
derivation has been completed, for now we are stuck at the very last step as the sought solution
is hidden behind an implicit matrix equation which we have not been able to solve yet.
The results we achieved during our derivations were really interesting from a theoretical
point of view as the structure of the implicit equations characterizing the analytical solution
was very revealing of the inherent structure of multi-user distributed MIMO channels and their
behavior. Not only that, everything seems to point out that if we were able to complete our
work we would have found out a scheme surpassing the performance achieved by block diagonal-
ization. Therefore, we believe that looking for the solution of the implicit matrix equation which
determines the solution for our MMSE precoders, or even developing reasonable approximations,
constitutes an open problem which is challenging but also very promising.
As we said, our primary goal has been researching whether the way in which cells are grouped
in clusters has a noticeable impact in the resulting performance of the system. We have designed
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several application-specific clustering algorithms to compare the results achieved by those with
the performance of a system in which the clusters are always fixed and formed according to
standard cluster shapes in cellular geometry, such as hexagons. The results achieved served
as confirmation that the performance gap which can be potentially achieved by modifying the
clusters is enormous.
Future lines of research
From a theoretical point of view, this project is a resounding success, as we have been able to
prove that, all this time, we had in front of us a largely unexplored path which allows to radically
enhance the performance of future cellular networks with a relatively moderate implementation
cost. Nonetheless, neither any of the evolutionary algorithms nor the other algorithms under
adaptive parametrization have a reasonable computational complexity. We believe that this
provides a fairly strong motivation for opening new research lines destined to refine the work
we began in this direction. The problem is certainly very complicated yet we also have several
clear points where we can focus our effort.
On the one hand, we have developed a couple of evolutionary algorithms which, even if
they are not feasible for a real system due to the slow convergence they exhibit, can provide us
with the optimal partition given any scenario. In this way, we have a tool which allows us to
create a huge database where each simulated scenario is stored along with its associated optimal
partition. In this way, we have tools which can be used for trying to find out the relation between
the signal propagation conditions and the optimal partition by reverse engineering.
Also, we have many algorithms, such as mean-shift base-station clustering, which are per-
fectly feasible yet we still need to find a way to dynamically tune its parameters without relying
on a brute-force search in the parameter space. Our efforts to discover the principles governing
the relation between the specific signal propagation conditions at each time instant and the opti-
mal choice of parameters for any of our base-station clustering algorithms have been fruitless for
now. Therefore, this remains a really interesting open problem to be tackled in future projects.
It has also been discussed that in cellular coordinated MIMO, the particular distribution of
cells within clusters can vary the equivalent channel matrix much more than we had expected.
As a consequence, methods which try to assign cells to clusters based on the original channel
matrix do not achieve satisfactory results. It would be a very interesting research line trying
to develop a perturbation analysis theory which was able to estimate how would the resulting
equivalent channel matrix vary when moving a cell from one cluster into another. If we had that,
we would open endless possibilities for developing similarity functions and clustering algorithms
much better adapted to our context.
Most of the algorithmic and conceptual framework built along this project still holds when
using directive antennas. However, as we discussed previously in this document, the parametriza-
tion of all the algorithms would increase in complexity and, in most cases full covariance matrices
would be needed. Since real-world cellular systems usually employ some kind of sectorization,
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studying this open problem seems to be a very practical research line.
Probably, the fundamental pillar of this project is the observation that in cellular systems
with base-station coordination the main source of performance degradation comes from inter-
cluster interference. Based on that perception, we have developed MIMO precoders which at-
tempt to limit the interference levels they induce in neighboring clusters and, more importantly,
we have carried out a throughout study of the impact of the cluster design on the overall perfor-
mance of the system. Moreover, due to the effects of propagation loss, inter-cluster interference
is really severe only on the cluster boundaries. Motivated by that observation, it would be really
interesting if we had a way to eliminate boundaries at all: i.e. employ a soft-coordination scheme
in which any given cell could belong to several clusters at the same time. Nevertheless, when
approaching the problem from a clustering perspective, that merely amounts to switching from
partitional clustering algorithms to overlapping clustering algorithms. During this project, we
have tried to test our hypothesis and give the first steps on this research line, hence we decided
to stick to simpler schemes which only work with hard-partitions. However, once the usefulness
of carefully designing the clusters for cellular coordinated systems has been proven, changing the
paradigm to a solution based on soft-partitions appears to be the best choice yet it would result
in a considerable increase in the complexity of the problem. Therefore, an extension of this
project towards non-exclusive clustering algorithms is a fascinating research line for a mid-term
future.
Appendices
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Appendix A
Interpretations of spectral clustering
In section 4.4, we developed spectral clustering using graph theory, while trying to solve graph
cut problems. However, as an example, other formulations leading to spectral clustering are:
Relation to random walks
A random walk on a graph is a stochastic process which jumps in a random pattern from one
vertex to another. The transition probability of jumping from vertex vi to vertex vj is given by
pij = wij/di. Then, the N × N transition matrix (P)i,j = pij can be computed in a compact
way as P = D−1W. Note that the normalized graph Laplacian Lrw satisfies Lrw = I − P, so
that P and Lrw share eigenvectors whereas their spectra satisfy σ(Lrw) = 1− σ(P). This gives
a first hint on the strong relation existing between spectral clustering and random walks in a
graph.
In [50], the authors found a very nice link between NormalizedCut and random walks. From
now on, we will focus on graphs which are connected and non-bipartite, since this ensures that
the random walk has a unique stationary distribution pi = (pi1, . . . , piN )
T (do not confuse pi in
this section with the vectors of weights in PenalizedCut). It can be shown that, under the two
restrictions imposed in the graph properties, we have pii = di/vol(V ). Then, we can prove the
following theorem:
Theorem 6. If G is a connected, non-bipartite graph and we run a random walk X[n] | n ∈ N
starting with X[0] in the stationary distribution pi, then for a subset Vi of V we have that:
W
(
Vi,Vi
)
vol (Vi)
= P (Vi|Vi)
Where we have defined P (B|A) = P (X[1] ∈ B|X[0] ∈ A) for A,B ⊂ V .
Proof. By definition of conditional probability,
P (B|A) = P (X[1] ∈ B,X[0] ∈ A)
P (X[0] ∈ A)
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On the other hand, we have that:
P (X[1] ∈ B,X[0] ∈ A) =
∑
i∈A
∑
j∈B
P (X[0] = 1, X[1] = j) =
∑
i∈A
∑
j∈B
piipij) =
=
∑
i∈A
∑
j∈B
di
vol(V )
wij
di
=
1
vol(V )
∑
i∈A
∑
j∈B
wij
Similarly, P (X[0] ∈ A) = vol (A) /vol (V ). Putting both things together, and recalling the
definition:
W (A,B) =
1
2
∑
{i|vi∈A}
∑
{j|vj∈B}
wij
We conclude that:
P (X[1] ∈ B|X[0] ∈ A) = W (A,B)
vol (A)
Since W
(
Vi,Vi
)
/vol (Vi) is the factor in NormalizedCut associated to cluster Vi, we have
the following interpretation of normalized spectral clustering: Normalized cut tries to find a
partition such that a random walk in the associated graph jumps very rarely between distinct
clusters.
Minimum-variance criteria
Another reasonable approach to clustering is the so called minimum-variance clustering. The
idea is that we seek a partition such that the variance of each cluster is as small as possible.
This is equivalent to requiring tight clusters, so that the similarity between points in the same
cluster is high. A mathematical way of expressing this is through the minimization of the trace
of the within-class covariance matrix:
SW =
1
N
K∑
j=1
∑
{i|xi∈Sj}
(
xi − µj
) (
xi − µj
)T
(A.1)
Where µj is the center of mass of the j-th cluster as defined in equation (4.12).
The clustering algorithms which obtain partitions trying to minimize Tr (SW ) are called
minimum-variance methods.
Interestingly enough, in [3], the authors discovered a very strong connection between spec-
tral clustering and minimum-variance clustering. Indeed, by defining a weighted within-class
covariance matrix in a RKHS induced by a reproducing Mercer kernel K.
A Mercer kernel is a mapping K : X × X 7→ R such that K (xi,xj) = 〈ψ(xi),ψ(xj)〉 for
some unknown mapping ψ : X 7→ H, from the original data set into the RKHS. The fact that
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the mapping ψ does not need to be known is usually referred to as the “kernel trick”. The
corresponding points in the RKHS, x˜i = ψ(xi) are usually called feature vectors and define a
new data set X˜ = {x˜1, x˜2, . . . , x˜N}, characterized by the data matrix X˜ = [x˜1x˜2 . . . x˜N ]T
The idea know is that, by using the kernel “trick”, we can obtain the within-class covariance
matrix in H, S˜W , without explicitly knowing the mapping ψ nor the data matrix in the RKHS
X˜. Indeed, (see [3]):
Tr
(
S˜W
)
= Tr
(
ETΠHTpi∆HpiΠE
(
ETΠE
)−1)
(A.2)
Where:
Hpi = IN − 1
piT1N
pi1TN (A.3)
And:
(∆)i,j = K (xi,xi) +K (xj ,xj)− 2K (xi,xj) (A.4)
Doing some algebraic manipulations, the authors in [3] were able to prove the following
theorem, which we shall enunciate here without proof:
Theorem 7. Minimum-variance clustering in a RKHS induced by a Mercer kernel K, which
generates the kernel matrix (K)i,j = K (xi,xj), understood as the minimization of Tr
(
S˜W
)
where each data sample xi is weighted according to a custom weight pii, is fully equivalent to
solving a PenalizedCut problem with weights pii characterized by the “unnormalized graph Lapla-
cian” L satisfying:
(a) L+ = K, where L+ denotes the Moore-Penrose pseudoinverse.
(b) rank(L) = rank(K) = N − 1, with N being the number of points in the data set.
From theorem 7 we obtain a fundamental intuition about the operation of spectral clustering,
since it shows that there exists a Mercer Kernel such that the solution of the minimum-variance
criterion in the corresponding RKHS equals penalized cut. As a technical note, when we use the
“reverse” interpretation, obtaining a PCut problem which equals a minimum-variance problem,
we must take into account that the matrix L obtained from K may not fulfill the properties of a
graph Laplacian. However, the theorem shows the duality between minimum-variance criterion
and the “fake” graph induced by K still holds.
Margin-based criteria
For the remainder of this section, we assume that the reader has some basic understanding on
the operation of Support Vector Machines (SVM). If that is not the case yet they are interested
in following this section, a very gentle introduction to the fascinating topic of support vector
machines can be found in [51].
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Apart from the minimum-variance view, the authors in [3] were able to find one of the
most insightful interpretations of spectral clustering up to now. They showed that it is possible
to think of spectral clustering in terms of finding hyperplanes which maximize margins in a
RKHS, coming up with a beautiful link between spectral clustering and support vector machines.
According to their results, spectral clustering with non-maximum suppresion rounding uses the
data set to find a set of k−1 hyperplanes which separate the data in some RKHS which maximal
margin. However, since there are no labels available, the optimization problem to find the
hyperplanes must be simplified, dropping the sum term which penalizes incorrect classifications.
In particular, they showed that the same relaxed problem which appears when solving both
PCut and the minimum-variance criterion is also equivalent to:
min
S
Tr
(
STS
)
s.t. ST X˜TΠ1N = 0, S
T X˜TΠX˜S = Ik−1 (A.5)
With S = [s1s2 . . . sk−1] being a matrix whose columns are the hyperplanes in the RKHS
and X˜ is the data matrix of feature vectors, following the convention of arranging observations
by rows and attributes by columns. Note that the minimization of Tr
(
STS
)
is fully equivalent
to the minimization of the unweighted sum of the norms of the hyperplanes, exactly as it is
done when formulating the constrained optimization problem which leads to support vector
machines. Moreover, the condition ST X˜TΠ1N = 0 requires that the hyperplanes pass through
the weighted centroid of the data
∑N
i=1 piix˜i.
At this point, we should point out that this discussion only holds when we use the non-
redundant PCut formulation of [3], since we are assuming k−1 hyperplanes only. However, this
derivation could also be extended to the redundant case.
One of the many interesting properties of support vector machines is that resulting maximal-
margin hyperplanes are linear combinations of the feature vectors, si =
∑N
j=1 βjix˜j . This can
be written in matrix form as S = X˜TB, with (B)i,j = βij a N × (k − 1) matrix of regression
coefficients. It is possible to show (see [3] for details), that in order for this problem to be
equivalent to the PenalizedCut, we must do the change of variables H = KB where K is the
kernel matrix and H is the solution of the relaxed PCut problem. Since K = X˜X˜T , we have
that H = X˜X˜TB = X˜S. But then, this means that (H)i,j = sTj x˜i.
That is a fundamental results, which establishes that the entries of the solution H of the
relaxed PCut problem (and, according to the previous section, relaxed minimum-variance clus-
tering problem), can be understood as signed distances between the data samples in the RKHS
x˜i and the hyperplanes sj .
With this idea, spectral clustering with non-maximum suppression rounding can be thought
to be a two-step process in which we first fit a set of k− 1 hyperplanes in the data following an
optimization problem similar to that of support vector machines (but unsupervised) and later,
we “classify” the samples by assigning them to the hyperplane which gives a bigger margin. A
dummy example can be seen for an artificial three-class problem in figure A.1, where we can see
the two hyperplanes (k = 3) found by spectral clustering and the corresponding samples in the
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feature space. The reader can observe how they effectively separate the three clusters.
Figure A.1: Illustration of the margin-based perspective of spectral clustering for a three-class separable
artificial data set. Image taken from [3].
Appendix B
Biological background for genetic
algorithms
During this section, we aim to provide an intuitive, very non-rigorous discussion on the biological
processes which motivated the creation of genetic algorithms, so that people with an interest
in machine learning can get a grasp on the basic concepts and terminology used in this when
dealing with this family of optimization algorithms. By no means we intend to provide here a
text which has value for gene researchers. Most of this introduction is based on two divulgative
tutorials found online: [52] and [53]. Readers willing to know more about this fascinating topic
can read selected chapters of [54], taking into account that a certain background on biochemistry
is required. In a fast reading, this section can be skipped since it is not fundamentally related
to the purpose of this project but rather, attempts to provide a complete description of the
algorithms used.
Genetic algorithms are, obviously, somehow related to genes. Roughly speaking, a gene is a
set of instructions for building a specific protein.
Proteins are a family of large, complex molecules which are fundamental to all the working
and structural aspects of a living being. For example, insulin, which regulates blood sugar;
melanin, responsible for hair’s and skin’s color; antibodies, responsible for protecting the organ-
ism against viruses and bacteria; or collagen, which forms the structural scaffolding of many
tissues, are proteins. Other proteins regulate the body’s production of proteins or carry out
other regulatory functions. For instance, messenger proteins coordinate biological processes be-
tween different cells, tissues, and organs by transmitting signals and enzymes carry out most of
chemical reactions that take place in cells. Without proteins, living things (at least those we
have had the opportunity to study) simply could not exist.
Therefore, genes usually affect an organism’s traits indirectly. There may not be a gene
which says that human beings shall have hands with five fingers. However, within the whole
human genome, there exists a set of genes, maybe distributed in many different chromosomes,
which will control the existence of hands and the number of fingers by telling the cells in the
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Figure B.1: Genes contain instructions for building the molecules which control working and structural
aspects of a life form: proteins.
body which proteins have to be made, how to build them, which amount, when and where.
Genes are made of a huge and very complicated molecule called DeoxyriboNucleic Acid
(DNA). DNA itself is built from smaller molecules denoted nucleotides. Those have three parts:
a phosphate molecule, a sugar molecule and a nitrogenous base. There are four possible bases
in the DNA: adenine (A), thymine (T), guanine (G) and cytosine (C).
The DNA molecule exhibits the very famous double helix shape. It can be seen as a ladder
whose sides have been twisted into a spiral, as in figure B.2. Those sides of the ladder are made
of phosphate and sugar, in such a way that the sugar of one nucleotide is linked to the phosphate
of the next. On the other hand, the rungs of the ladder are made of two nitrogenous bases linked
together in the middle, as shown in figure B.3.
The nitrogenous bases forming the rungs are the ones that carry the genetic information.
More precisely, the ordered sequence of bases is the one encoding biological data. However, there
is a restriction in the way the bases are paired: cytosine can only be linked with guanine (C-G)
and thymine with adenine (T-A). Any other combination would result in an unstable molecule.
Since the order of the bases on one side of the ladder determine the order on the other side,
DNA molecules contain a duplicate of the genetic information. Therefore, when expressing a
DNA sequence, it is written as if it was single-stranded, that is, only the sequence of nitrogenous
bases in one side of the ladder is written. For instance, if we write TGTCGGATTAACGCCTT,
then we know that ACAGCCTAATTGCGGAA would be the corresponding sequence in the
other side.
Nonetheless, such a redundancy is by no means useless. The fact that each DNA strand con-
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Figure B.2: DNA molecule has the shape of double helix formed by nitrogenous base pairs attached to a
sugar-phosphate backbone.
Figure B.3: Detail of how nucleotides are linked to form a DNA molecule.
278
tains the information necessary to reconstruct the other, gives raise to one of the most important
properties of this molecule: it can create copies of itself. Whenever a cell needs to create a copy
of a part or all its DNA, it splits the molecules, breaking the rungs of the ladder apart by the
weak bonds between the bases. While this process occurs, there are lots of nucleotides, happily
floating free in the cell. When the two strands are separated, those nucleotides can attach to
complementary nucleotides in each of the strands, creating, if everything goes right, two exact
copies of the original molecule.
Figure B.4: The DNA molecule can replicate itself by separating both strands and reconstructing each
copy with complementary nucleotides.
As we said, DNA essentially tells cells how to make proteins. Proteins are made up of
sequences of amino acids. DNA sequences can be “translated” from the nucleotide language of
DNA into the amino acid language of proteins. There exist 20 different amino acids. The genetic
code uses groups of three bases, referred to as codons, to encode a particular amino acid. Since
DNA uses a four-symbol alphabet, with a vector of three elements we can potentially encode up
to 43 = 64 amino acids. This makes the genetic code even more redundant.
Not all the genes, nor all the DNA in a gene, are actually a recipe for a particular protein.
A gene actually has several parts. The protein-making instructions are split into short sections
called exons, which are interspersed with longer sections of “extra” or “junk” DNA, denoted
introns, whose function is not fully understood yet. Despite what their name suggests, recent
investigations point out that “junk” DNA may be fundamental for a complete understanding of
genetics, hence the original denomination could end up being a rather unfortunate choice. More
importantly, genes also contain regulatory sequences, which help determine where, when, and
in what amount proteins are made. All the cells in a living being contain the whole genome.
Nonetheless, different cells perform different functions because each type of cells only fabricates
a subset of the proteins for which they have the “blueprints”. Regulatory sequences specify
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Figure B.5: Codons in a DNA sequence code for amino acids to build a specific protein.
which genes are “switched on”, transmitting their protein-making instructions to the rest of the
cell, and which are “switched off”, hence allowing for cell specialization in complex organisms
such as human beings.
The set of genetic material in a living thing is usually “organized”. The genes are packed
into thread-like structures known as chromosomes. The support of the chromosomal structure is
made up from proteins called histones, which contain the DNA forming the genes tightly coiled
many times around it, as shown in figure B.6.
Figure B.6: Genes are made up of DNA. Each chromosome contains many genes.
Different organisms have a different number of chromosomes. Simple life forms, such as
bacteria, may have a single chromosome containing all the genetic material. However, more
complex living things, like mammals, usually have several. For instance, human beings have
46. Chromosomes are usually shown in charts called karyotype, which contain photographs of
stained chromosomes in the organism arranged in order of size.
280
Figure B.7: A karyotype for a normal human being.
Moreover, in many organisms, chromosomes come in pairs, in such a way that both members
of a pair have the same shape and size, and exhibit the same banding patterns when stained
with fluorescent dyes. Such organisms are called diploid. As an example, human beings are
diploid organisms with 23 pairs of chromosomes. Organisms with unpaired chromosomes are
said to be haploid. When two chromosomes are members of the same pair, they are said to be
homologous chromosomes.
The genes packed within the chromosomes determine what an organism is and what are its
traits. But, how does a new cell obtain the genes which regulate its behavior?
New cells are created through cell division, which can be of two types: mitosis and meiosis.
The term “cell division” usually refers to mitosis, which is the process by which new cells
are created within an already existing organism. During the process of mitosis, a cell creates a
duplicate of all its contents, including the chromosomes, and then splits into two exact copies
of the mother cell. The duplication of the genetic material is possible thanks to the redundancy
of the DNA molecule, which allows to reconstruct one copy from each strand.
The mitosis process is critical and is throughly controlled by a few genes. Usually, everything
goes as expected and the replication process is successful. However, random errors in the DNA
replication process can occur: that is, a mutation can happen. Most mutations are small-scale
mutations. For instance, in point mutations, a single nucleotide in the chain gets exchanged by
another; in insertion, a few extra nucleotides are added to the DNA sequence; and in deletion,
some nucleotides are erased from the sequence. Large-scale mutations can also occur, like
duplication of some chromosomal regions, chromosomal inversions, by which the order of the
DNA sequence in a big portion of DNA gets reverted or chromosomal translocations, where
two different chromosomes exchange their genetic material. All those mutations contribute to
changing the original genetic material, which also changes the behavior and functionality of the
cell. In many occasions, if the changes are small, the effects can be negligible. In other cases, the
consequences of failure in the DNA replication process may be catastrophic for the organism,
for instance, certain cancers are induced through mutation. Nonetheless, it may also happen
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that the change is positive and gives the mutated cell a trait which enhances its functionality.
Mutations are random, and so are their effects.
Figure B.8: Some examples of mutations.
On the other hand, when new organisms are created, they obtain their chromosomes from
their parents. For living things that reproduce asexually, such as bacteria, reproduction is as
simple as dividing in two. The genetic material is passed onto the next generation through cell
division.
However, organisms which reproduce sexually have a more complex genetic inheritance pro-
cess, which is where meiosis, the other type of cell division, shows up. Meiosis is essentially the
formation of sex cells, sperm and egg. It is a two-step process in which four sex cells are created,
each containing half the normal number of chromosomes in the organism. For instance, human
sex cells contain only 23 chromosomes. When sperm and egg cells unite during conception to
create a new individual, the normal number of chromosomes is restored, with each parent cell
contributing half the chromosomes. This explains why chromosomes usually come in pairs: one
homologous chromosome comes from the mother whereas the other one comes from the father.
That is also the reason why, in sexual reproduction, children exhibit a mixture of the biological
traits of mother and father.
The first step in meiosis, denoted as meiosis I, is very similar to mitosis. The DNA first
replicates, creating one copy of each chromosome, so that the cell splits in half creating the two
daughter cells. However, the fundamental difference with respect to mitosis is that the two new
cells are not a perfect duplicate of the mother cell. This is because, during meiosis, crossing-
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over occurs. Crossing-over is essentially an exchange of genes between each pair of homologous
chromosomes. In other words, during mitosis, for each chromosome pair, the cell creates one
exact copy of the chromosome inherited from the father, and another copy of the chromosome
inherited from the mother. However, during meiosis, the maternal chromosome gets mixed
with the paternal chromosome before replication, so that the two daughter cells contain genetic
material which is different than that from both its sibling and mother.
In meiosis II, the second step, each of the two daughter cells are subdivided without any
DNA replication process, so that four sex cells with only half the number of chromosomes are
created. Therefore, each of the four sex cells which can lead to the conception of a new organism
actually contains a different, random mixture of its grandparent’s genetic material. Moreover,
as in mitosis, random errors leading to mutation can occur at any step, leading to the creation
of new traits not present in the lineage.
Figure B.9: Mitosis vs meiosis.
Crossing over during meiosis allows children of the same parents to have different traits. This
dramatically increases genetic variability, which is the main reason why all complex life forms
use some kind of sexual reproduction.
Reproduction ensures that individuals tend to be like their parents, that is, traits are in-
herited. However, mutations and crossing over allow the genetic code of each individual to be
slightly different, introducing variation. In most cases, those changes will be irrelevant, or even
negative. However, from time to time, a variation in the genome of an individual may grant
a new trait which enhances the organism’s survivability against the average individual of its
species. Individuals whose genome makes them weaker, will have a harder time to find a mate
to reproduce and pass its poor genome onto the next generation. Actually, the weaker they
are, the harder it gets, being the extreme case those in which they are prone to disease and die
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Figure B.10: Sexual reproduction through meiosis.
young. On the contrary, the stronger individuals will survive longer and have lots of children.
Charles Darwin was the first one to realize that, if this combination of inheritance of traits
with some variability and the survival of the fittest process was iterated during a really long
time, after countless generations, extremely complex organisms could be originated from very
simple living things such as bacteria.
From the point of view of engineering, life can be seen as a game in which we have to
find the optimal genome which codes for the best possible organisms. If we think about it
that way, we realize that natural evolution is the most fascinating and powerful optimization
algorithm that is and, probably, will be. It has been able to create human beings, extremely
complicated organisms which are close to achieving the knowledge to artificially manipulate life,
out of something as trivial as unicellular organisms.
It was only a matter of time until someone thought that, if natural evolution worked so well
in biology, it could be also applied to computation. And so, evolutionary computing was born.
Evolutionary computing mimics natural evolution incredibly well, simultaneously being the
source of their greatest strength, and their greatest weakness. They are really powerful opti-
mization algorithms able to find a nice solution to any optimization problem without any a priori
knowledge, but they are as painfully slow as their biological counterparts. Natural evolution
took billions of generations of new individuals to create human beings. However, in practically
all real-world applications, we cannot afford to simulate so many iterations of the algorithm
until we achieve the desired result. This usually rules out the usage of genetic algorithms except
for a few scenarios.
Appendix C
Performance of interference aware
Tx-WF vs standard Tx-WF
In this appendix, we will try to provide the reader with some results to illustrate the usefulness
of the concept of Interference Aware filters we have developed during this project. As the reader
may recall, during chapter 3, several new MIMO precoding schemes were introduced.
First of all, we discussed the Generalized Tx-ZF, a slightly modified version of the regular Tx-
ZF based on inverting the channel with the Moore-Penrose pseudo-inverse. In this new scheme
we proposed, an implicit form of per stream power allocation was included in the optimization
problem to maximize the resulting SNIR, something not present in the original Tx-ZF. However,
the purpose of creating the Generalized Tx-ZF was mainly to get acquainted with the typical
constrained optimization problems linked to the design of MIMO linear precoders and filters.
Indeed, block diagonalization methods can be shown to provide a much better performance when
it comes to zero-forcing schemes, as they make use of many extra degrees of freedom. Generalized
Tx-WF will indeed perform better than regular Tx-ZF, because it is a generalization, so that
their results would be identical in the worst case. However, it will still be vastly outperformed
by Spencer’s ZF. As a consequence, we believe that it is not too interesting to discuss empirical
results obtained when employing Generalized Tx-ZF.
On the other hand, our main contributions on the field of MIMO linear precoding were
directed towards the design of MMSE precoders tailored for the specific needs of cellular coodi-
nated systems. In this way, we tried to enhance existing techniques in two different directions.
Firstly, we tried to fill the gap caused by the lack of MMSE precoders with PBPC by attempt-
ing to solve MMSE optimization problems under those novel constraints. Doing so represents
an essential step essential if we want MMSE precoders which are applicable to multi-user dis-
tributed MIMO scenarios such as any future mobile communications system. Alternatively, we
introduced the interference-awareness concept creating MMSE precoders which, apart from op-
timizing the intra-cluster MSE, include in their formulation a minimization of the inter-cluster
interference generated by each particular cluster in the system.
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Sadly, as we discussed in chapter 3, our proposed MMSE precoders with PBPC are half-
finished since we reached analytical solutions characterized by implicit matrix equations whose
solutions have not been found yet. To make things even worse, in order to evaluate those implicit
equations, we needed to compute the inverse of several pretty big matrices whose elements take
very small values. Then, tackling the problem with numerical solvers was out of question as
they were unable to converge to the correct solution. Because of that, there is not much we can
do to provide empirical results which would allow us discussing the performance of our proposed
MMSE precoders for distributed multi-user MIMO scenarios. Thankfully, we can still put to
practice our interference-aware MMSE precoder in a scenario without base-station coordination
for signal processing, that is, we can try the interference aware Tx-WF of section 3.4.6. Even
though that precoder is not applicable in mobile communications, as it does not consider PBPC,
we believe that the achieved results will be clear enough to motivate researchers to look for a
solution, exact or approximated, to the implicit equation governing the PBPC version of such
precoder derived in section 3.4.7.
In order to carry out those simulations, we will employ a context quite similar to that of
chapter 6. The simulation scenario will essentially be a shrunk version of the one we employed
to illustrate our base-station clustering algorithms. We will consider only 1 tier, hence the base-
station deployment only contains 7 cells, as depicted in figure C.1. Moreover, as we cannot resort
to any form of PBPC, we have no other choice but to consider singleton clusters, that is, we
assume that there is no coordination between cells in the system for joint MIMO transmission.
In this way, we will simulate Nrep = 50000 different user deployments within the 7-cell
network. For every set of user locations, corresponding to a different channel matrix H, each
cell will independently obtain its own precoder Wtx and receive filter Wrx according to both
the standard Wiener precoder described in section 3.4.4, Tx-WF; and the scheme we developed,
denoted as interference-aware Tx-WF of section 3.4.6. For the latter, even though each cell
computes Wtx and Wrx on its own, we will assume that the complete channel matrix is known.
In this way, each cell has access to the channel seen towards users in the rest of cells as required
by the formulation of the interference-aware Tx-WF.
All other parameters, like those regarding the cell radius or the signal propagation are iden-
tical to those considered in chapter 6. That is, we still use the 3GPP path-loss model for LTE in
urban environments with additional Rayleigh fading. The signal-to-noise ratio at the cell border
is ρ = 15 dB and the cell radius Rcell = 250m.
In this simulation, we do change the MIMO configuration by including a wider variety of
settings. We include the results attained when using not only t = 2, r = 2 as in chapter 6, but
also t = 4, r = 2, t = 4, r = 4, t = 8, r = 2, t = 8, r = 4 and t = 8, r = 8.
In table C.1 we show the results of our simulation.
A graphical representation of the previous results is shown in figure C.2. There, we plot
the cumulative density functions of the user rate R and per-user MSE resulting for the Wiener
precoder with and without interference-awareness for each of the six particular MIMO configu-
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Figure C.1: BTS deployment used to illustrate the Interference-aware Tx-WF precoder
rations we have simulated.
The results are simply devastating for the standard Wiener precoder. According to table
C.1, the introduction of interference-awareness can provide us with increases of up to 50% in
the median user rate and 35% in the average user rate. Not only that, the MSE per user
can be reduced up to 75%, figures which without any doubt surpass even our most optimistic
expectations.
In figure C.2, we have a clearer picture of how big the existing gap between the interference-
aware Tx-WF and the regular Tx-WF is. We can also appreciate that the improvement margin
increases with the number of antennas and, moreover, is specially big whenever there are as
many transmit antennas as receive antennas in each cell.
To sum up, even if this simulation is certainly quite limited, we believe that the interference-
awareness concept we developed during this project could not be more promising. We strongly
believe that, according to this results, the interference-aware Tx-WF precoder has enough po-
tential to outperform even current block diagonalization methods. Therefore, this acts as a
strong source of motivation for trying to solve the PBPC problem to be ready for testing our
brand new PBPC interference-aware Wiener precoder in a realistic, cellular coordinated MIMO
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Configuration Tx-WF Interference-Aware Tx-WF
t = 2, r = 2
R 6,016 6,744
R˜ 4,677 5,544
MSE 1,960 0,618
M˜SE 0,599 0,495
t = 4, r = 2
R 9,169 9,977
R˜ 8,141 8,765
MSE 0,481 0,196
M˜SE 0,147 0,116
t = 4, r = 4
R 10,275 12,904
R˜ 7,586 11,273
MSE 4,464 1,245
M˜SE 2,040 1,140
t = 8, r = 2
R 11,659 14,296
R˜ 10,757 12,933
MSE 0,169 0,036
M˜SE 0,056 0,024
t = 8, r = 4
R 18,013 19,688
R˜ 15,851 17,042
MSE 0,965 0,386
M˜SE 0,342 0,270
t = 8, r = 8
R 18,789 25,394
R˜ 15,220 22,877
MSE 9,051 2,499
M˜SE 4,665 2,277
Table C.1: Comparision of average and median values of the user rate R and per-user MSE attained by
Tx-WF and interference-aware Tx-WF for each particular MIMO configuration.
system.
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Figure C.2: CDF of the user rate R and per-user MSE attained by Tx-WF and interference-aware Tx-WF
for each particular MIMO configuration.
Appendix D
Budget
In this appendix we present the budget which justifies the cost incurred by this project. Those
are mainly subdivided in personnel cost and material costs.
In tables D.1 and D.2 we show an estimation of the time devoted to each of the four main
phases of the project by its contributors. The first table accounts for the work carried out by the
author of the project, which is still an undergraduate student. On the other hand, the second
table contains an approximation of the number of hours devoted by the two supervisors of this
project, telecommunication engineers with Ph. D.
Table D.1: Time dedicated to each phase of the project by its author
Phase 1 Previous study 150 hours
Phase 2 Theoretical derivations 400 hours
Phase 3 Implementation in MATLAB 500 hours
Phase 4 Documentation 500 hours
Table D.2: Time dedicated to each phase of the project by the supervisors
Phase 1 Previous study 25 hours
Phase 2 Theoretical derivations 100 hours
Phase 3 Implementation in MATLAB 5 hours
Phase 4 Documentation 100 hours
The total number of hours dedicated by its author have been approximately 1550. Consid-
ering a typical undergraduate salary of 6e per hour, the author’s compensation would amount
to 9.300e. Besides, the supervisors have employed around 230 hours in this project. Assuming
a salary in the order of 25e per hour, their compensation amounts to 5750e. Hence, the total
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Table D.3: Material costs
Laptop Asus N61JQ 1.100e
MATLAB license for faculty, staff, or researcher 500e
Others 50e
Table D.4: Budget
Concept Amount
Personnel costs 15.050e
Material costs 1.650e
Tax base 16.700e
VAT (21%) 3.507e
TOTAL 20.207e
personnel costs are 15050e.
In table D.3 we include the main material costs of this project. As most of our work has
been theoretical, it merely amounts to the computational system required to carry out our
simulations: a personal computer with a MATLAB license. As we can see, the total material
cost has been 1.650e.
Putting all together, the complete budget is shown in table D.4. We can observe that most
of our budget is derived from personnel costs.
The total cost of the project amounts to TWENTY THOUSAND, TWO HUNDRED
AND SEVEN EUROS (20.207e).
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