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Abstract

The manual interpretation of mass spectra is a complex and time consuming task.
The problem of manually interpreting this data is further exacerbated by the large
numbers of mass spectra which can potentially be produced in a single proteoniics
experiment. This shows the need for high throughput approaches to the interpreta
tion of mass spectra. Existing automated approaches are however error prone due
to the complexity of the task. Accordingly, this thesis discusses and evaluates the
application of neural networks to improving the sensitivity, specificity and robust
ness of current approaches to the automated interpretation of such mass spectral
data.
Several neural network approaches and architectures are evaluated in an attempt
to dchiK' a iKMiral n(;twork suit (id to th(^ interpretation of the mass s})ectral dat a of
peptides. The best performing networks are evaluated on their potential to offer a
lift in performance to elements of the current non-neural network based approaches
to the interpretation of the mass spectra of peptides. A novel automated peptide
sequencing application is developed which relies heavily on the output produced
by the neural network at all stages of its process. This application allows for an
assessment of the capability of neural networks in the domain and the identification
of tasks to which neural networks offer superior performance.
The neural networks developed in this research attain high levels of performance
and robustness. Good results were achieved in terms of both sensitivity and speci
ficity on the task of mass spectral peak classification.

Despite the overall good

performance attained for the neural network, generally inferior performance was
observed for the novel peptide sequencing application when benchmarked against
classical (non-neural network based) automated approaches. The results attained
are however promising with several instances observed of superior performance to
the PepNovo sequencing application.
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Chapter 1
Introduction

Many diseases and conditions result from a failure of proteins or interference with
the functions of proteins. It is for this reason that there is a scientific emphasis on
improving the understanding of what proteins do and how they work together to
achieve their functions, so that medical conditions can be identified and explained
with the aspiration of this leading to cures and treatments. Through breakthroughs
in the field of mass spectrometry, systems are available which allow the investigation
of the primary structures of large samples of proteins in a timely and cost efficient
manner en masse, facilitating the ability to carry out proteomic (see Appendix B.3)
evaluations. For these reasons the importance is recognized for any improvements
which can be attained for the interpretation of the mass spectral data of peptides
through the application of neural networks.
In the undertaking of this research several neural network (see Chapter 2) ap
proaches are evaluated on their performance on the task of identifying ion series
peaks (see Chapter 5) from tandem mass spectral data (see Section 4-7) of peptides.
Section 1 of this document provides a detailed overview of key aspects of the prob
lem and the problem domain which comprise the required background knowledge
for this research. Section 2 deals with the development, rehnement and evaluation
of the neural networks developed in the course of this research. Section 3 discusses
the development of a novel framework for the ideiitihcation of peptides from tandem
mass spectral data which relies heavily on the neural networks described in Section
2. In Section 4 future possible refinements to the network developed in Section 2
and the framework described in Section 3 are suggested and discussed.
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Artificial neural networks [ANNs) are biologically inspired models for m.apping
from a set of inputs to a set of outputs. Neural networks consist of processing
elements called neurons which are analogous to biological neurons. The neurons
of the network carry out their processing in parallel, organized into interconnected
layers. Neural networks are known to perform well on the tasks of classification,
pattern recognition, memory recall, trend prediction, optimization and noise filtering
[2].

The network learns to carry out a mapping it is to enact by examining a set
of exemplars of the input to output mapping. A learning algorithm is employed
to adjusting internal weights on the inter-neuron connections so that the mapping
produced by the network reflects the training exemplars. Common concepts which
can be observed in the set of training exemplars which are indicative of the cor
responding output value for the network will be encoded into the weights of the
connections. A successfully trained artificial neural network can then be used to
apply mappings to novel input sets.
Peptides are polymer chains of two or more amino acid molecules [3].

The

properties of the amino acids cause the chain to fold forming three-dimensional
structures. The order and identity of the amino acids in the chain define the shape
the peptide will form and the shape of the peptide defines what function, if any, the
peptide can carry out [4]. Peptides are of great importance, being responsible for a
significant number of functions in living cells [5].
Tandem mass spectrometry (see Section fil) is a method for the identification,
quantification or structural elucidation of molecules [6] and has become a leading
technology in the evaluation of proteomics (see Proteome’'’' in Appendix B.S'fi data
with major impac't in recuuit years in the fl(;lds of biology and nuxlicine. The output
of the “ma55 spectrometer apparatus, the mass spectrum^ is however often complex,
potentially being composed of thousands of values. Manual interpretation of such
spectra is a time consuming task often requiring tens of minutes for a domain expert
to interpret [7].
Automated interpretation of the tandem mass spectra of peptides is very much an
open problem with the current leading de novo approaches^ credited as attaining up
to only 759c identification of the amino acids comprising the peptide, with high false
positive rates [8]. Neural networks have previously been applied in many research
Msing only the information available in the mass spectrum
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projects to the interpretation of mass spectral data successfully^. The aim of this
research is therefore to evaluate the potential of different neural network approaches
on their ability to discriminate features in the tandem mass spectra of peptides
relevant to the identification of a peptide.
A feature common to many existing approaches to the interpretation of the
mass spectra of peptides are statistical models representing peptide fragmentation
[7, 8, 1, 9, 10]. These static statistical models are typically massively simplified
and require discretization of data in the mass spectrum resulting in high levels of
information loss. Identification of these fragmentation patterns typically forms a
key element of approaches to the identification peptides from mass spectra, so it can
therefore be reasoned that these inefficient models are a limiting factor in the suc
cess of these approaches and a principal contributor to the observed shortcomings
of each approach. In this research, given the proven ability of neural networks on
similar pattern recognition based tasks and a number of successful previous appli
cations to mass spectral data (see Chapter 6), neural networks are suggested as a
possible means of improving the identification of these fragmentation patterns with
the goal of ameliorating the results of existing approaches to the identification of
these fragmentation patterns.
Section 1 comprises an overview of required background knowledge for the rele
vant domains covered, namely:

1. Artihcial neural networks
2. Peptides and proteins
3. Mass spectrometry
4. Mass spectrometry for the evaluation of peptides
5. Previous applications of neural networks to mass spectrometry

Once the problem and its complexities are discussed an evaluation of neural
networks on the interpretation of the mass spectral data of peptide is carried out
in Section 2. The task to be carried out by the neural network relevant to the
interpretation of the mass spectra is defined. A significant amount of mass spectral
data is acquired to train and evaluate any neural networks created. The inputs to
^see Chapter 6 for an overview of some of these
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the neural network and the output values are defined. Exemplars of the input to
output mapping are generated for the purpose of training the neural network. The
format of the training data set and the input vector are repeatedly refined through
an iterative process. Each iteration of the process involves:

L Training a neural network
2. Evaluating the neural network
3. Identifying any shortcomings
4. Refining the set of input values to the network or the com])osition of the
training data set

It is important that the input set and training data be error free and as optimized
as possible to provide a true indication of the potential of neural networks in the
problem domain.
Once no further refinements can be identified the training data is used to train
a large set of neural networks with a s]iectrum of properties and approaches. The
best performing of these neural networks are identified and subjected to further in
depth evaluations with the aim of defining the best neural network architecture for
the problem. The best networks identified are used to define the performance and
applicability of neural networks to the problem domain. An overview is carried out
of the use and relevance of the developed neural networks to the domain.
The good performance levels recorded for the neural networks highlight the po
tential of the networks developed in this research^ to address or diminish pre-existing
inadequacies identified in current automated peptide sequencing approaches. In Sec
tion 3 a discussion is therefore carried out as to the applications of the networks
to potentially improve the performance of elements of several popular automated
sequencing approaches. The neural network developed in this research is also com
pared against the similar neural network based approach of Scarberry et al. [11] for
the identification of peptides from tandem mass spectral data.
While evaluating the application of neural networks to improving non-neural net
work based approaches to mass spectral interpretation, potential improvements are
^or a refinement thereof
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identified at every level of the peptide sequencing approaches. This raised questions
as to whether the neural networks developed in this research could form the basis
for a successful novel automated peptide sequencing application. To address this
question, a novel de novo peptide sequencing framework is developed which applies
the artificial neural network developed here to the tasks of:

1. Peptide mass elucidation
2. Peak filtering
3. Partial peptide sequence generation
4. Scoring the correlation between an experimental spectrum and putative pep
tide sequences

The results attained by this framework proved inferior in evaluations against leading
de novo and database search based approaches. The framework did however allow
for an evaluation of the develoi)ed classifiers on a number of tasks identified as
potentially benefiting from the application of neural networks, including 1) peptide
scoring, 2) peak filtering, 3) PST generation and 4) peptide mass determination.
Finally, using the knowledge garnered while answering these questions and from
related research covered, a number of possible future refinements and promising areas
of evaluation relevant to this current research are suggested in Section 4 [''Future
Developments''’).
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Chapter 2
Artificial Neural Networks

2.1

Introduction

In this research different artificial neural network approaches will l)e evahiated on
their performance on the interpretation of the mass spectral data of peptides. Artifi
cial neural networks (ANNs) are statistical models which were originally approached
as an attempt to emulate the processing technique of biological neurons [12]. The
function of a neural network is to enact a mapping function from a stimulus (the
inputs to the neural network) onto an excepted response (the output of the neural
network) [13].

2.2

Artificial neural network structure

Artificial neural networks consist of parallel processing elements referred to as neu
rons and weighted connections between the neurons referred to as synapses. The
neurons are grouped into layers. The input layer receives a number of inputs from
the outside world (the ''input vector^’’) and feeds them into the network. The output
layer emits the response generated by the network (the output or "output vector^').
The layers of neurons which pass the data between the input and output layers are
referred to as hidden layers as they have no direct contact with the outside envi
ronment. Neural networks can contain between zero and many hidden layers. In
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the typical feed forward neural network architecture the synapses fully connect all
neurons between consecutive layers [2, 14] and data can only flow in the direction
of the input to the output layer. This distributed nature of the processing and the
encoding of the information, means artificial neural networks have exceptional tol
erance and robustness [15] and degrade gracefully (continued operation, although
typically with reduced performance, when faults are encountered) [16].
output layer

input layer

neuron
synapse

inputs

output

hidden layer

Figure 2.1: The general layout of an artificial neural network

2.3

Training

In the typical neural network approach the knowledge reciuired to enact the mapping
from input to output is encoded into the network through the strength of synaptic
weights connecting the difi’erent neurons. Prior to use, the values for the weights of
the network are set using a training algorithm. In the supervised learning approach
the training algorithm uses examples of the input vector and the expected output
vector to discover the implicit associations between the elements of the input vector
relevant to deciding the corresponding output of the network [13, 12]. This informa
tion is then encoded into the network by modifying the synaptic weights connecting
the neurons. The examples of the input to output vector mappings are referred to
as the training exemplars and the full set of exemplars used to train the network
are collectively referred to as the training set.
Through repeated application of the training exemplars the network can ^dearn’^
the mapping it should enact through the identification of patterns (e.g.^^high value
for input X typically indicates output T” or ^Hnput X is only relevant if input Z
is positively valued’’’') from the input values of the similarly classified exemplars
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[17]. The network will slowly converge on a set of values for the synaptic weights
which allow the network to reproduce the expected outputs given the inputs of the
training exemplars with a degree of success. The set of concepts learned by the
network which it uses to generate the outputs for a novel input vector is known as
the inductive bias of the network. The inductive bias allows the trained network
to generalize mappings of novel input vectors to output vectors in a way consistent
with the mappings of the training exemplars [18].
In unsupervised learning only input vector exemplars are used, and corresp)ondingly can be used where pre-classified exemplars are not available. The training
algorithm will attempt to identify properties of the input vector which dehne exem
plars as being “szmz/ar” without knowledge of a desired output mapping. When a
novel input vector is applied to the inputs of the neural network, the network will
relate the input to the set of training exemplars it most resembles [2]. As such,
neural networks trained using unsupervised learning can be used to group data, but
further evaluation or classification may be required for the produced groups. The
FIBF network (see Section 2.5.3) employs an example of a learning algorithm which
uses both supervised and unsupervised learning.

2.4

General artificial neural network discussion

This section discusses general properties and characteristics of neural networks rel
evant to this research. Additionally, a small amount of relevant background knowl
edge is introduced to reduce the complexity in discussion of the more advanced
neural network approaches later in this chapter.

2.4.1

Overview

Although a significant amount of domain knowledge will typically be required for
selection of values for the input vector the network learns to enact these mappings
without any explicit domain knowledge. The network bases its mappings completely
on the dependencies and concepts observed in the values of the training data without
requiring any context for those values.
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A network is defined by the number and arrangement of the neurons, the pro
cessing carried out by the neurons, the number of synapses required and the training
algorithm applied to teach the network. The number of neurons and how the neurons
are interconnected depends on the type of network and the complexity necessary to
encode the required concepts. Unfortunately no reliable algorithm is available to se
lect the parameters for the networks. Designing an artificial neural network therefore
typically requires significant amounts of trial and error.
The selected network parameters will have a large impact on the accuracy which
can be achieved by the neural network. If too few neurons or layers are used the
network will have insufficient ability to encode enough features from the training
data to offer high discriminative power. If too many neurons or hidden layers are
used over-training may occur. Over-training is where the training algorithm cannot
identify further patterns in the data which can be used to generalize but continues
to modify the synapses to reduce the error. This results in the learning algorithm
beginning to incorporate peculiarities of the training data into the inductive bias of
t he network so as to achieve further reductions on the error across the training data.
As this continues, the error rate of the network on the training data will continue
to drop at the expense of the ability of the network to generalize to new instances
[19]. Given enough time and hidden layer nodes the network will develop an internal
representation of the partievdar trairung exemplars

2.4.2

The Perceptron

Current neural networks theory can be directly back to the ''perceptron'", a simple
feed forw^ard classifier network developed by Frank Rosenblatt in 1957. The op
eration of the perceptron is analogous to that of a simple biological neuron. The
n-valued input vector of the perceptron represents a point in an n-diniensional “mput space". In perceptron learinng the perceptron learns a dividing plane between
the differently classified exemplars. The perceptron can then be used to classify
novel inputs by calculating which side of the dividing plane the point in input space
lays [12]. A simple diving plane is depicted in figure 2.2(a) for a 2-dimensional input
space with 2 possible classifications.
The perceptron is however identified as applicable only to the class of linearly
separable problems. A problem space with two classifications in n-dimensional space
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O

Classification 1

A Classification 2

Figure 2.2: A two dimensional input space, (a) represents the plot for the logical OR
gate and (b) represents the plot of the logical XOR gate. The blue line represents a
separating plane which divides all classifications in the input space
is deemed to be linearly separable if an n-1 dimensional hyperplane exists that
separates the classifications completely. Figure 2.2(a) shows a representation of the
input space for the “OR logic gate'". The blue line represents a separating plane
which divides the classihcatioiis such that all instanccjs of one classification are on
one side of the plane and all instances of the other classification are on the other side.
As such we can say that the OR logic gate represents a linearly separable function.
Contrastingly, figure 2.2(h) represents the "‘XOR (exclu.sive OR) logic gate". It can
be observed that no n-1 dimensional plane exists that can divide the classification
categories coni})letely. We can therefore state that the XOR problem is not linearly
separable.
In a simple example with a problem space consisting of two possible classifications
and two inputs (01,02) forming a two-dimensional input space (for example the
logical OR/XOR gate) a perceptron architecture will be used such as is displayed
in figure 2.3. Each perceptron has an additional input with a constant input value
of 1, referred to as a bias input.

Bias
Input 1

3 >1

output

Input 2 ^2

Figure 2.3: Typical layout of a perceptron network
To classify a new instance using a trained perceptron the values of the input
vector are applied to the corresponding inputs (o^) and are scaled by their individual
weight values [Wn). The summation function adds together the products of the input
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values and their corresponding weight values to obtain what is referred to as the
activation level of the network. As such, for a network with 2 inputs and a bias the
activation level is defined as:
(Irco)

+

{aiWi)

+ {(I2W2)

The activation is then applied to a simple hard limited step function to be
converted to the final output of the network. The step function carries out a very
simple mapping; if the activation is greater than zero, the output of the network
is “i”, otherwise the output of the network is “-i”. The two possible outputs of
the perceptron each represent one of the two possible classihcations. The algorithm
used to dehne the weights for each of the inputs, perceptron learning, is discussed in
Appendix A.l.
It has been shown by Xovikoff (1962) that through applying the perceptron
learning rule in a linearly separable problem domain the weights will converge to
form a linear separator in a finite time given a sufficient amount of training data
[21]. If the problem domain is not linearly separable and this is reflected in the data
used to train the classifier, the weights will not settle on a final value but an optimal
classifier which is not fully accurate will be achieved [22].

2.5

Discussion of various neural network architec
tures

In undertaking this research the applicability of a number of different neural net
work architectures is required to be evaluated on the interpretation of mass spectral
data. Three neural network approaches were selected from the many possible ANN
approaches which showed characteristics likely to offer favourable performance for
the identification of peptides from mass spectral data. The selected approaches will
be outlined in detail. The networks selected are:

1. The Multilayer Perceptron
2. The Modular Feedforward Network
3. The Radial Basis Function Network
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2.5.1

The multilayer perceptron (MLP)

The perceptron is a simple network but has limited applicability given its suitability
to only the set of linearly separable problems. The perceptron can however form the
basis of much more complex and effective neural networks without this constraint.
The multilayer perceptron (MLP) is an artificial neural network combining layers of
perceptron like elements^ connected by weighted connections^ to achieve a classifier
which does not suffer from the constraint of being applicable to only the set of
linearly separable problems.
The perceptron learning algorithm can only successfully gauge the contribution
of neurons on the output layer to the overall error of the network and therefore
cannot adjust the synaptic weights on hidden layers in a meaningful sense. In 1974
Paul Werbos described the error back-propagation algorithm which is capable of
evaluating the contributions of those perceptrons in the internal layers to the error
produced by the network and can therefore be applied to successfully and aptly train
the internal layers of a multilayered perceptron network [23].
The approach of the back-propagation training algorithm is very similar to the
perceptron learning algorithm (covered in appendix A). Training exemplars with
known outi)ut values are applied to the inputs of the network and the output
recorded.

An error function is used to quantify the difference between the ex

pected outputs for the network and the outputs actual observed. The weights of the
synapses are then slightly adjusted so that the error of the network would be lower
if the same set of training instances were re-applied. Through repeated adjustment
of these weights the network eventually settles on a set of weights for the synapses
where no slight adjustments to the weights will result in a net decrease in the error
value across the training set.
The MLP was selected for evaluation in this research as it is the most proven
neural network approach and has already been applied successfully to a number of
mass spectral problems [24, 25, 26, 27, 11]. The MLP architecture and the error
back-propagation algorithm are discussed in more detail in appendix A.2.
The neurons
^the synapses
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2.5.2

Modular feed forward network (MFFN)

Biological studies suggest that the human brain processes data using a number of
independent networks working in parallel when making decisions [28] as opposed to
a single large network which is emulated by the MLP. The modular feed forward
network models the approach of the brain by separating the processing into a series
of separate sub-networks.
The modular feed forward network is a special case of the MLP in which the
hidden layers are separated into distinct smaller independent sub-networks. The
output of each sub-network is then combined by the output layer to decide the final
output of the network. The concept to be learned is divided into several smaller
tasks, designated by the number of sub-networks. Each sub-network is then handled
in an independent and parallel fashion. Each individual sub-network is referred to as
an expert network as each tends to focus one particular aspect of the problem space
or a reduced problem area. In a successfully trained MFFN each expert network
will compute different functions that are useful in different scenarios or regions of
the input space [28, 29].
During training the different expert networks compete in learning functional
points. The output layer, referred to as the ‘‘‘'gating network'', controls the task
decomposition and controls which concepts are learned by each network. In this
way th(' overlaj) Ixjtwecm classificu’s is kept minimal so as to achieve an optimal
network [30]. For the purposes of this research the standard error backpropagation
algorithm will be used to train both the MFFN and MLP networks. In this way the
merits of both approaches can be compared in a fair manner and the most apt for
the problem domain can be chosen with a higher degree of certainty.
The MFFN was selected for evaluation in this research due to its potential to
manage the signihcant overlap in fragmentation patterns of disparately categorized
peaks in the mass spectrum. The MFFN also claims a number of general advantages
of the standard MLP which should prove advantageous in such a complex, highly
dimensional problem space.

The accepted advantages and disadvantages of the

MFFN with relation to the MLP are outlined in appendix A.
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2.5.3

Radial Basis Function (RBF) Network

Proposed by Broomhead and Lowe [31] the RBF network is a feed forward network
based loosely on the principle of Covers theorem on the separability of patterns
(1965) which states that the probability that classes are linearly separable increases
when the features are nonlinearly mapped to a higher dimensional feature space.
Using this theory, the RBF network attempts to map a non-linearly separable input
space into a new space of higher dimensionality in which the patterns become linearly
separable. The network can then be used as a classihcr by applying a simple linear
classifier to the new problem space [12].
Each hidden layer neuron’s weight set represents a cluster centre in the original
input space and the output of each neuron of the hidden layer represents a dimension
of a new (typically higher dimensionality) problem space. When a new instance is
applied to the network each neuron calculates the Euclidean distance in input space
from the new instance to the point in input space which the neuron represents. A
Gaussian activation function in each hidden layer neuron is used to convert this
distance measure into a similarity measure. The similarity measurement output by
each neuron represents the location of the instance in the dimension represented by
that neuron in the new problem space. The final layer of an RBF network provides a
linear mapping of the defined cluster centres onto the desired classihcations/outputs.
The RBF network is s(?lect(xl for evaluation as it is fundamentally different in
its approach to classification compared to the MLP and MFFN, while still noted as
attaining high levels of i)erformance in certain helds [32, 33].

2.6

Summary

Artificial neural networks are capable of making very complex decisions in generating
their mapping with the ability to consider many elements with very hne levels of
control [13]. As a result neural networks have successfully been applied to a number
of problems with great success including classihcation [34], function approximation
[35] and trend prediction [36].
The mass spectrum produced by a mass spectrometer can potentially be com-
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posed of thousands of values of which even low valued peaks can prove relevant [37].
In particular, the ability of neural networks to generalize, consider many elements
of even low significance and their robustness make them ideal candidates for the
interpretation of such complex and variable data. Neural networks have already
been applied successfully to in the interpretation of mass spectral data (see Chapter
6 for an overview of some of these).
Neural networks are not without their problems, namely the requirements for
large amounts of training data and the careful preparation required for that data.
The power of neural networks is however commendable and in complex fields neural
networks have, on occasion, even been shown to be better than human experts in
evaluations.
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Chapter 3
Proteins and peptides

3.1

Introduction

Peptides are biological polymers composed of linear chains of smaller molecules
called amino aeids [38, 3]. These peptide chains serve both functional and structural
roles and are involved with nearly every aspect of cell activity [39, 40]. The chemical
properties of the amino acids composing a peptide cause the chain to twist and fold
naturally into three dimensional shapes. It is these three dimensional shapes which
give proteins their function [3]. Functional proteins range in length from about 30
to greater than 10,000 amino acids in length but with a typical length of between
100 and 1000 amino acids [41].
Proteins are composed of chains of amino acids just like peptides. The term
protein is generally used to refer to a large peptide chain (a polypeptide) or a func
tional molecule while the phrase peptide refers to an amino acid chain of typically
less than approximately 50 amino acids in length [42]. There is however no fixed
naming convention and the two phrases can be seen to be used interchangeably for
polypeptide chains [43].
The order of the amino acids constituting proteins and peptides are encoded into
the DNA of organisms as templates. In the transcription process a section of the
DNA is unwound and used as a template for a protein [44]. This concept is further
expanded in appendix B.
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3.2

Amino acid structure
carboxylic acid group

amine group

side chain

Figure 3.1: Simplified amino acid structure. H- Hydrogen, N- Nitrogen, C- Carbon,
O- Oxygen, oC- Alpha Carbon, and R- variable side chain
An amino acid (AA) is comprised of a central carbon atom referred to as the
“q carbon'^ [alpha carbon) with 4 molecular groups attached to it. The first group
is a single hydrogen atom. The second group is a carboxylic acid group (CO2H).
composed of a single carbon atom attached to an oxygen atom by a double bond and
singly bonded to a hydroxyl grouph The third group comprises 2 hydrogen atoms
attached to a nitrogen atom referred to as an amine group. Amines are organic
compounds and functional groui)S^ that contain a basic nitrogen atom with a lone
pair^.
The final grou]) attached to the fvcarbon is a variable side chain referred to as the
ll group. Each amino acid has a unique side chain which defines that amino acid.
For example for the amino acid glycine the R group is composed of a sole hydrogen
atom.
Although hundreds of naturally occurring amino acids can be found [45] there are
only 22 standard proteinogemc'^ amino acids which form the building blocks of all
naturally occurring proteins. Each of the standard amino acids has a unique 1 and
3 letter code representation as specified by the Joint Commission on Biochemical
Nomenclature (JCBN). For example; the amino acid glycine has the designated 3
letter representation “C/i/” and the one letter representation “C”.
Of the 22 standard amino acids which are specified in the genetic code there are
^an oxygen atom covalently bonded to a hydrogen atom
^responsible for the characteristic chemical reactions of those molecules
^2 electrons in its outer valence bonded together
'^encoded for by DNA
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2 which are rare in actual use. These are the amino acids selenocysteine {Sec, U)
and pyrrolysine {Pyl, 0). Due to the rarity of selenocysteine and pyrrolysine they
are commonly ignored by literature. In the text '^Posttranslational modification of
proteins: expanding nature’s inventory” by Christopher Walsh [46] it is purported
that greater than 99.9% of natural proteins are created from the 20 common proteinogenic amino acids. The 20 common proteinogenic amino acids are detailed in
table B. 1 in appendix B.

3.3

Peptides

Peptides (or “polypeptides”) are composed of amino acids bonded together to form
long linear chains. The end of the peptide with a free (unbound) carboxylic acid
group is known as the carboxyl terminus (or “C-terminus”) and the end with a free
amino group is known as the amino terminus (or “N-terminus”). By convention
peptides are described by list ing the amino acids in the direction of the N-terniinus
to the C-terniinus [4, 47] as this is the order in which the chain of amino acids
('xtends wlnm it is Ix'ing c:onstructed naturally. A simplified r(^j)r(’S(!ntation of the
structure of a peptide is displayed in figure 3.2.
Amino Terminus

3.4

Carboxyl Terminus

Peptide bonding

During peptide translation (see Appendix B.l) the peptide chain is constructed in
sequence from the amino acid that will form the N-terminus of the peptide. The
amino acids which constitute the peptide chain are joined together in the order
specified by the genetic blueprint using covalent bonds [48]. In this particular case
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the bonds created are referred to as amide bonds or peptide bonds. In peptide
bonding, the amine group of an amino acid reacts with the carboxyl group at the end
of a peptide resulting in a dehydration bond where a water molecule is released [38].
The amino acids are joined consecutively using these amide bonds until the entire
peptide is constructed. The resulting peptide bond is extremely stable requiring
prolonged exposure to a strong acid or base at elevated temperatures to separate
these bonds without the use of an enzyme [49].

Figure 3.3: Two amino acids (simplified) prior to bonding

Amino Acid Residue 1

Amino Acid Residue 2

Figure 3.4; peptide bond joining 2 amino acids and the lost water molecule
The carbon and nitrogen atoms cormnon to all standard amino acids that form
the linear bonds of the chain are called the peptide backbone. The amino acids com
posing the chain are referred to as amino acid residues to signify the change in weight
resultant from the removal of a water molecule in the formation of the bond [49].
Amino acid residues bonded to other amino acids on both sides will weigh roughly
18Da less^ than the corresponding full amino acid. The amino acids on either end
of the peptide chain remain bonded on only one side. As such the amino group of
the first amino acid and the carboxyl group of the last amino acid in the peptide
chain will form part of the peptide. The weight of the first amino acid residue® in
the polypeptide chain will weigh roughly IDa more" than the corresponding amino
acid residue weight and the last amino acid will weigh roughly 17Da inore**^ than its
corresponding full amino acid weight.
^the weight of an expelled water molecule
^reading from the N-terminus to the C-terminus
^the weight of a hydrogen atom
*the weight of an oxygen and a hydrogen atom
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3.5

Protein structure

The final three dimensional structure of the amino acid chain is what gives the pro
tein its functional properties. Protein structure is defined at 4 levels; the primary^
secondary^ tertiary and quaternary structures. Tandem mass spectrometry allows
us to see only the amino acids that form the protein and their order i.e. the pri
mary structure. Other methods are required such as x-ray crystallography., electron
crystallography or nuclear magnetic resonance techniques to allow us to see the 3D
structure of a protein [3]. The details of protein structure are further expanded in
appendix B.2.

3.6

Protein post translational modifications (PTM)

PTMs caii be defined as any erizymatic modification to the chemical structure of
a protein after the formation of the protein but while still in vivo^ [50]. More
t han 200 PTMs have been characterized [51] and most naturally occurring proteins
are purported to incorporate post translational modifications [52]. PTMs have the
capacity to modify the attributes of a protein including its charge, hydrophobicity,
conformation or mass [53, 54]. PTMs fall into two categories [50];

1. Fixed where every occurrence of an amino acid in a protein will have a certain
specified PTM
2. Variable where each occurrence of an amino acids may or may not be modified.

As these modifications alter the molecular weight of a peptide, PTMs cause much
difficulty in the use of mass spectrometry and other molecular weight based tech
niques for the identification of proteins and peptide sequences. This problem is
exacerbated by the fact that several PTMs can occur on a single peptide.
^within the organism
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3.7

Proteins and peptides summary

Peptides can be thousands of amino acid residues in length. Using only the 20
standard unmodified amino acids even a short peptide of 10 amino acids in length
can have billions of combinations. The number of possible peptide structures is
further compounded by the number of possible post translational modifications.
The variety in amino acid sequence and the resultant structures possible for proteins
suggests the large number of biological tasks that they are capable of carrying out.
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Chapter 4
Mass Spectrometry

4.1

Introduction

A mass spectrometer (MS) is an analytical device used to determine the molecnlar
weight [55] or the relative abundances [56] for a sample of atoms or molecules. The
mass spectrometer achieves this through a three stage process:

1. Ionization: The molecules of a sample under investigation are converted to
ions by adding or removing charged particles
2. Ion separation: The ions can be moved and manipulated using magnetic and
electric fields by a factor dependant on the ions mass divided by its charge.
This principal is used to separate the ions based on their mass in a sector of
the mass spectrometer referred to as the mass analyzer
3. Ion detection: The ions are directed toward a detector which records the
abundance of ions of each mass to charge ratio individually

Structural information for a molecule can be determined through a process of iso
lating a sample of the molecule, destructively fragmenting the molecule and record
ing the masses of the resultant fragments [57, 58]. This approach has been used with
great suc'cess for the identification of peptides through the derivation of the masses
of partial peptides [9, 7, 8, 11].
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Detector

Figure 4.1: Sector Instrument mass spectrometer (Based on figure 10.15 from An
alytical Chemistry for Technicians, Third Edition [60]

4.2

Overview

There are many variations of mass spectrometers. Tlie common classical example
of how a mass spectrometer works is by ionizing a sample and measuring the degree
by whic‘h tin? subs('(iuent ions ran be mani])ulated by an elertrir or magnetir field.
Mass spectrometers can be divided into 3 distinct sectors; ionization, mass analysis
and ion detection [59]. As there is no standard mass spectrometer instrument the
components of a mass spectrometer will be explained with relation to their typical
implementation on the basic ''''Sector Instrument mass spectrometer. A simplified
depiction of a sector instrument mass spectrometer is provided in figure f.l. This
figure will be explained over the course of this chapter in terms of ionization, ion
separation and ion detection. As the mass spectral data^ used in the undertaking of
this study was obtained from several LC-MS/MS apparatus, this approach and its
components will be explained in significant detail. The mass spectrometer instru
ment is operated in a complete vacuum to remove any particles which could interfere
with the operation of the instrument. The sample to be investigated (the "'analyte^'')
is injected into the ionization area of the mass spectrometer using a special one way
system which maintains the instruments vacuum.
The output of the mass spectrometer
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4.3

Ionization

Ionization takes place in a sector of the mass spectrometer referred to as the ioniza
tion source. During the ionization process the typically inert sample has a charge
imparted onto it to make it manipulable by the electric or magnetic fields. The ion
ization can be achieved by the addition of a charged hydrogen atom {protonation).,
removal of an electron (can be achieved by bombarding the analyte with electrons)
or through the addition of other charged atoms or molecules. Depending on the
approach to ionization employed, multiply charged ions may be created [61]. Mass
shifts between the molecule and the ion as a result of the ionization process must
be factored into the interpretation of the output of a mass spectrometer.
Electron bombardment ionization is an example of a simple ionization approach.
In electron bombardment ionization a hlanient is heated by running a charge through
it. The heat causes electrons to be emitted from the hlanient {^''thermionic, emis
sion") [62]. A negatively charged held pushes the released electrons in the direction
of the analyte. Where the electrons hit the molecules of the analyte, electrons of the
analyte can be ''knocked away" leaving a molecule with a net positive charge, i.e.
converting the inert molecules of the analyte to cations. A strong positive magnetic
or electric held on one side of the ion source pushes the created ions of the same
polarity away, in the direction of the mass analyzer. Such a stream of ions travelling
between the ion source and the mass analyzer is represented by the orange line in
figure 4-h The electrospray ionization method is covered in appendix C.2.

4.4

Ion separation

Mass analyzers perform a separation of the created ions based on ratio of the ions
mass and charge [63]. In the sector instrument approach the ions are accelerated
to a constant kinetic energy and shot through a magnetic or electric held [64]. The
differing degrees by which the ions are affected therefore allows for a separation of
the ions based on their mass to charge ratio.
For a given held strength, only the trajectories of ions of a specihc mass to charge
ratio will be altered sufficiently to be placed on a trajectory toward the ion detector
to be recorded. The green line in figure 4-i represents the trajectory of an ion with
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such a mass to charge ratio. Ions with a low mass to charge ratio will have their
trajectory substantially affected by the field causing the ion to ’’'over shooV the
detector. The blue line in figure 4-i represents the trajectory of an ion with a low
mass to charge ratio. The trajectory of ions with a high mass to charge ratio will
be affected much less by the field and will not have its course sufficiently altered to
be placed on a trajectory toward the ion detector. The flight path of an ion with a
high mass to charge ratio is represented by the red line in figure 4-^By adjusting the force of the field in the mass analyzer, ions of different mass to
charge ratios can be allowed through the same sector at different times on trajecto
ries which will allow them to reach the ion detector. Therefore, by adjusting field
strength a full range of mass to charge ratios can be evaluated by the one apparatus
over a period of time. Reducing the field strength will allow the ions travelling along
the trajectory represented by the blue line in figure 4-^ to approach the detector.
Similarly, increasing the field strength will move the trajectory of ions travelling
along the red line toward the ion detector. The ion trap mass analyzer is explained
in detail in appendix C.

4.5

Ion detection

The ion detector detects and records when an ion hits it (or passes through it)
[6]. Again, there is a large array of detector types and designs. Some of the more
common mass detectors are reviewed by Koppenaal, Barinaga and Denton [65]. If
a magnetic sector mass analyzer is used, a typical detector approach is to have a
single detector point which records any ion hitting it. The mass of each recorded
ion can then be calculated and recorded by examining the field strength of the mass
analyzer at the time. By increasing or decreasing the field intensity over time, ions
with a range of mass to charge ratios and their corresponding abundances can be
detected by a simple single statically placed detector.

4.6

The mass spectrum

The output of a mass spectrometer is a mass spectrum, or a set of mass spectra. A
mass spectrum is a simple X/Y plot where the X axis denotes the mass (m) to charge
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(z) ratios {in/z) of the detected ions and the Y axis denotes the relative abundances
of the ions recorded at each mjz value. For singly charged ions the location on the

X-axis can be inferred as the actual mass of the ion. For multiply charged molecules,
the peaks appear at locations on the X-axis representing a fraction of the actual
mass of the ion. The most intense peak in a mass spectrum is referred to as the base
peak and is given a value of 100% on the T-axis. The intensities {Y values) of all
other peaks in the spectrum are measured as their abundance relative to the base
peak [66]. In a mass spectrum even those peaks of less than 1% abundance may be
relevant [37].

885 508
891.03
807.943
797.995

709.281

724.57

Figure 4.2: Section of a mass sp)ectruni of a peptide of dataset PAe000332 from the
Peptide Atlas data repository viewed using Insilicos Viewer

4.7

Tandem mass spectrometry

In tandem mass spectrometry two or more phases of mass spectrometry are applied
consecutively [59, 67]. Typically tandem mass spectrometry is applied in ^'product
ton scanning mode’’'’ [63]. This mode of operation is used to understand the compo
nents and structure of a s})ecihc ion selected by the hrst mass spectrometer [68]. In
product ion scanning mode, ions of a particular mass to charge ratio of interest are
selected in the first mass analyzer. The first mass analyzer then acts as a filter to
carry out an m/z based separation isolating ions of that specihc m/z value to be
forwarded to the second mass spectrometer. By carrying out a fragmentation of the
ions between the two mass analyzers the second mass spectrometer can record the
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resultant fragment ions providing structural information specific to the ions of the
m/z selected in the first mass analyzer [69].
In this way, molecules of interest from a complex mixture can be identified by the
first mass spectrometer (referred to as a level 1 MS experiment or MS^), isolated
and structural elucidation carried in the second mass spectrometer (referred to as a
level 2 MS experiment or MS'^). The ions selected for further evaluation are referred
to as ^''precursor ions'' and the fragment ions that are created from the precursor
ions are called the ''product ions"‘^.
In a process of "multi-stage mass spectrometry" several levels of tandem mass
spectrometry can be carried out, referred to as M5'^ where n is the number of
generations^ [70]. Each stage gives extra levels of structural information and can be
employed to remove aml)iguities identified by a mass spectrometrist. The value of
n is limited by the mass spectral equipment used. Up to 12 stages of tandem mass
spectrometry have been reported on ion trap mass spectrometers [71].

4.8

High performance liquid chromatography

Where as mass spectrometry separates mixtures based on mass, high performance
liquid chromatography {HPLC) creates a physical separation of analytes in a mix
ture based on the different amount of time it takes each component to travel through
a medium. HPLC can be used to separate [72], identify [73] [50], purify [74] and
perform quantification of the components of a mixture [75].
The time taken for a molecule to travel through and elute (exit) a given chro
matographic column is referred to as the molecules "retention time". Molecules with
differing properties which compose the analyte enter the column simultaneously but
exit the column at different times (different retention times). It is this differen
tial in time required for compounds of differing chemical or physical properties to
travel through the column that resolves the components of a mixture and thus cor
respondingly forms the basis of the HPLC separation. HPLC separations have been
achieved "based on differences in polarity, size, shape, charge, specific affinity for a
site, stereo and optical isomerism" of molecules [76]. A more detailed overview of a
^historically known as daughter ions
^mass analysis stages
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specific HPLC approach and further discussion is provided in appendix C.

4.9

LC-MS/MS

LC-MS/MS is a combination of the separative power of HPLC and the analytical
power of a tandem mass spectrometer. This is achieved by the physical coupling of an
HPLC apparatus to a tandem mass spectrometer and running the MS continuously
on the elute of the HPLC over the duration of the HPLC operation [77]. LC-MSMS
allows for the identification of compounds [78] or the verification of the presence of
a specific compound from a complex mixture [79] where either HPLC or tandem
mass spectrometry on their own would be insufficient.

4.10

Summary

The analytical ability and power of mass spectrometers make them desirable across
many fields and industries with applications including the identification of unknown
samples [58], verifying the identity of known samples or presence of a molecule in a
sample [79], evaluating the purity of a given sample [80] and determining structural
information of a given molecule [81]. It can however be extremely complex and time
consuming to interpret the resultant mass spectra.
The manageability provided by separating large complex samples using liquid
chromatography combined with the ability of mass spectrometers to carry out several
separate

evaluations in a single experiment have led to LC-MS/MS becoming

a leading technology for proteomics (see appendix B) experiments. LC-MS/MS is
a quick, cheap and high throughput process capable of handling the typically large
and complex mixture of proteins comprising the analyte in a proteomics experiment
[78] providing structural information for possibly thousands of peptides from a single
experiment.
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Chapter 5
Protein Identification by Mass
Spectrometry

5.1

Introduction

A typical application of tandem mass spectrometry is for the confirmation of the
presence of known peptides or the identification of unknown peptides from a sample
[82]. Characteristic fragmentation and typical single cleavage events at the amide
bonds along the peptide backbone create observable patterns in the mass spectra.
These patterns can be used to interpret the sequence of amino acids which constitute
a peptide [83, 7]. A good demonstration of the applicability of mass spectrometry
to this problem is discussed in the publication '^Analytical Properties of the Na
noelectrospray Ion Source'''' by Wilrn and Mann [84] where the use of electrospray
ionization and tandem mass spectrometry was shown as a viable solution for the
separation and identification of a complex peptide mixture. In a single experimen
tal procedure Wilni and Mann were able to verify 93% of the amino acid sequence
of carbonic anhydrase from a mixture of peptides.
A single tandem mass spectrometry experiment can represent a mixture of hun
dreds of peptides. It requires only a few minutes for a mass spectrometer to ionize,
separate, fragment and record the ions from such a complex mixture [7]. The re
sult is the generation of a set of mass spectra representing structural information for
hundreds of peptides. This is a stark contrast to classical approaches such as Edman

42

degradation [85] which can be expensive and extremely time consuming, taking up

to a full day to sequence a single short peptide [86].
The automated interpretation of mass spectra with confidence is still very much
an open problem where any performance increase attained in terms of true positive
rates or the number of amino acids which can be identified would be extremely
beneficial. Given the potentially large amount of data produced in MS experiments
the need is apparent for approaches to process this data in an efficient fashion which
can identify as much of the spectrum as possible while retaining high accuracy. The
drive of this project is therefore to develop a refined neural network that will be
useful for the elucidation of the structure of proteins from tandem mass spectral
data which can meet these requirements.

5.2

Overview of concepts

To elucidate the structure of peptides, the individual peptides are separated by
jTi/z value and subjected to MS‘^~^ evaluation. Under the fragmentation process a
commonly observed event is the cleavage of a charged peptide along the backbone of
the amino acid chain, cleaving the peptide into two complimentary fragments [87].
This fragmentation is typically ummolecular^ [88].
The most commonly observed daughter ions resulting from the fragmentation of
peptide ions represent a single cleavage event occurring at the amide bond between
two consecutive amino acid residues. As the fragmentation is unimolecular the ion
created will represent a partial section of the full peptide containing either an Nterminus or a C-terminus. Repeated cleavages of the amide bond at different points
along the backbone of the peptide result in a ladder of peaks in the mass spectrum
distances apart corresponding to the masses of amino acid residues. The identity
of the amino acid residues composing a peptide can therefore be determined by
measuring the difference in mass between pairs of ions resulting from cleavages at
consecutive amide bonds [7].
fragmentation at only a single point on the peptide
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5.2.1

Fragment nomenclature

Using the peptide baekboiie fragmentation notation scheme suggested by RoepstorfF
and Fohlman [89] the ions produced by imimolecular cleavage events along the back
bone of the peptide are categorized depending on which bond is broken and which
side of the fragmentation tlu^ charge is retained. The sj)ecified ions which can be
observed as a result of these backbone cleavage events are the a-, b- and c-ions for
peptides which contain the amino terminus and x-, y- and 2:-ions for fragments which
contain the carboxyl terminus. Subscripts are added to the ion type identifiers to
indicate the number of amino acid residues in the fragment.
Carboxyl
Terminus

Amino
Terminus

Figure 5.1; Peptide ion fragment, nomenclature

For example, a single cleavage event at an amide bond between two amino acid
residues will form two fragments: a potential y-ion and a potential 6-ion [90, 50].
Where t he charge is retained on the side of the fragment with the amino-terminus
of the peptide a 6-ion will be created. Correspondingly, where the charge is retained
on the side of the fragment with the carboxyl-terminus a y-ioii will be created. The
full set of ions of a specific type representing a cleavage at the same bond between
every consecutive pair of amino acids is referred to as an ion-series''. For example,
for a theoretical peptide composed of n amino acids, the set of 6-ions that can be
produced, 6i, 62,... 6^, are collectively referred to as the “6-zon series". The possible
alternative ion series created from the charge being maintained on the opposite side
of a cleavage on the backbone of a peptide (e.g. 61 for ^2 or 62 for yi from figure
5.1) will be referred to as ’"‘'alternate tons series" and are of particular significance
to this research.
d-,

V-

and ic-ions also exist representing cleavages involving the amino acid side-

chains [91, 92]. These ions are only observed typically in abundance in the spectra
of ion fragments produced by high electron volt {eV) energies (>500 electron volts)
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[93, 94]. Ion trap mass spectrometers which provide the data used in this research
typically operate at between 10 and SOeV [95]. Accordingly, these ions receive only
low levels of attention in this research.

5.2.2

Fragment ion discussion

Some fragment ion types have a higher propensity than others. This can be easily
observed by the variation in the abundance of peaks representing the specihc ion
types in mass spectra. The most typically observed fragments are as a result of
cleavage events at the amide bonds resulting in b- and ^-ions in low-energy MS/MS
spectra [83, 25]. The appearance of x-, 2:-, a- and c-ions can also be observed but
less frequently as these fragmentations require more energy than the cleavages that
yield b- and y-ions [90]. A treatment of the reasons for the differing propensities
for the different ion types is discussed further in the text Protein Sequencing and
Identification using Tandem Alass Spectrometry by Kinter and Sherman [68].
Some of the ion-types created accept additional hydrogen atoms at the cleavage
point to form stable conformations. This leads to mass increase to certain daughter
ions [96]. This happens however in a predictable way which is uniform across all
ions of a specific type. Of j)articular relevance is when a cleavage occurs resulting in
a y-ion which accepts an additional 2 hydrogen atoms leading to a net increase of
roughly 2Da to the expected fragment mass. The number of hydrogen atoms added
to each fragment ion type is summarized in table 5.1. Given the mass of a daughter
Ion type
Additional IPs

a
0

b
0

c
2

X

y

0

2

z
1

d
1

V

1

w
1

Table 5.1: Number of additional H atoms accepted by each ion type. Generated from
Peptide Sequence Determination from High-Energy Collision-Induced Dissociation
Spectra using Artificial Neural Networks''' by Randall Scarberry et al. [11]
ion representing a b- or y-ion series peaks and the peptide mass, the mass of the
alternate ion (if the charge was maintained on the alternate side of the cleavage
event) can be found using one of the following formulas [11]:
y — PeptideMass — 6 + 2 (formula 1) (or)
6 = PeptideM ass — y + 2 (formula 2)
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Where y is the m/z vehue of a y-ion series peak and h is the m/z value of the
corresponding 6-ion series peak generated a cleavage at the same point on the back
bone. Given the similarity between the two formulae, a less specific rule can be used
to generate the niass of an alternate ion (and therefore a location in the spectrum)
without the need to specify an affiliation to either the 6- or ^-ion series:
Corresponding locatioun = Peptide Mass - locatioun + 2 {formula 3)

5.2.3

Example

As the ion series concept is vital to the mass spectral interpretation of peptides it
will be further illustrated with a simplistic example. The existence is assumed of
the simple peptide ‘"GAL” composed of the amino acids glycine {G, 57Da residue
mass), alanine (A, 7lDa residue mass) and leucine (L, ll3Da residue mass). For
t his theoretical peptide, intra-amino acid bonds exist at two points along the back
bone, allowing for the potential creation of two of each of the considered ion types. A
fragmentation on the amide bond between the amino acid residues G and A results
in a potential 6i-ion and a ,^2-k)n which (where present) will be observable in the
mass spectrum at locations:
61 = mass of N-terminus + G — 1 + 57 = 58 m,/z
y2 = mass of C-terminus +A +L + 211 — 17 + 113

+ 71 + 2 — 203m/z

Similarly, a cleavage event at the amide bond between the A and L amino acid
residues results in potential 62- and ;yi-ion series peaks at locations:
62 = mass of N-terminus -i-G-hA = l-h 57-h 71 = 129 m/z
yi = mass of C-terminus -h L + 2H = 17 + 113 -h 2 = 132m/z
This example is displayed graphically in figure 5.2 for aid of clarity. In the
diagram, R1 represents the side chain for G, R2 represents the side chain for A,
and R3 represents the side chain for L. It should be noted that the mass difference
between yi and ^2, and also between 61 and 62 is 71 Da, equivalent to the mass of
alanine.
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P'iguro 5.2: Sirn[)lifiod mass spectrum showing the b- and z/-ion series peaks created
from a peptide “GAL”

5.3

Complications to ion series identification

Figure 5.2 is massively simplified. In practice, the identification b- and y-ion series
peaks is complicated by several factors such as the presence of other peaks outside of
the b- and ,y-iori series and variation in the intensities and presence of the ion-series
peaks themselves [68]. This section provides an overview of many of the factors
which complicate the ion series and peptide identification process.

5.3.1

Limitations of mass spectrometers

As has already been mentioned, the spectra produced by ion trap mass spectrometers
record no information for ions produced with low m/z values (see appendix C). This
is a significant issue for 2 reasons; 1) the mass of many amino acid residues fall below
the mass range of the ion trap (ion series peaks will be missing from the spectrum)
and 2) immonium ions cannot be observed in the spectrum. Immonium ions are
charged losses from fragments with the structure H2N=:CHR (R being the side chain
of an amino acid) resulting from multiple fragment events [68]. Where observed with
significant intensity these ions can confirm the presence of certain amino acids in a
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peptide.

5.3.2

Isobaric and near isobaric amino acids

Identifying amino acids that constitute the peptide based entirely on their mass
(as in the MS based approaches) can be ambiguous. The amino acids leucine and
isoleucine are isobaric (same molecular weight) and as such cannot be unambiguously
identified based on the gap between consecutive ion series peaks. The presence of
ions resulting from side chain losses can be used to differentiate leucine and isoleucine
[97] but these ions are typically only observed in high energy GID spectra and in
actual evaluations are shown to produce less than usable results [98].
There exists a pair of amino acids, glutamine and lysine (128Z)a), that are near
isobaric. Additionally, the oxidization of a methionine amino acid (+16i9a) is a
common post translational modification which brings methionine amino acids to
being near isobaric with phenylalanine {147Da). Extremely sensitive mass analyz
ers are required to distinguish these near isobaric values using mass spectrometry.
Where high mass accuracy mass analyzers are not available an additional step is
often required after the MS analysis to remove the ambiguities from the sequence,
such as Edniaii degradation or through carrying out a database searches (see section
5.5.1) constrained by the available sequence data.

5.3.3

Incomplete ion series

The b- and y-ion series are not always complete in a spectrum. Ion trap based mass
spectrometers (which are used in this research) typically yield only partial ion series.
The centre area of the mass spectrum tends to be densely populated and exhibits
intense peaks, while near the terminal ends of the spectrum peaks are weaker, more
sparse and ion series peaks are more likely to be absent. Even within the range of the
mass spectrometer, under low energy collision induced fragmentation complete ion
series are typically only observed for peptides amenable to the fragmentation process
[7]. The absence of even a single peak from an ion series can make the identification
of the peptide sequence extremely challenging [10]. Where there exists a gap in the
series, the gap will correspond to the mass of two or more amino acids.
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This leads to two significant problems. Firstly, the masses of two amino acid
residues combined (when rounded to the nearest Dalton) are typically on average
isobaric with another possible amino acid or combination of amino acids meaning
that the identity of the amino acids may be ambiguous.

Table D.3 in Appendix

D displays the set of dipeptides possible from the 20 standard amino acids and
highlights those with non-unique masses. Secondly, even where the identity of the
amino acids can be found, the order of the two amino acids in the sequence may
be impossible to determine. These problems are further exacerbated when the gap
corresponds to three or more amino acids or when PTMs must be considered.

5.3.4

Additional peaks to the b- and y-ion series peaks

Although an ideal spectrum is composed of a complete ladder of a single ion se
ries, in i)ractice the ion series will be obscured by large numbers of unwanted and
irrelevant peaks. In sufficient volume these additional peaks can massively increase
the complexity of peptide identification by tandem mass spectrometry. The obvious
additional peaks in a spectrum are as a result of the other ion series fragments, the
so-called major fragment ions resulting from ])ackbone cleavages. Multiple sources
report the presence of 6-, y- and n-ioiis as being extremely common, while the c-,
X-

and z-ions are identified as being atypical under low energy collision induced

dissociation [99, 100, 1].
Other peaks in the mass spectrum can be accounted for as resulting from neutral
losses^ the loss of uncharged chemical groups from the fragment ions or even the
loss of PTMs from the peptide [50]. These losses result in the mass of the ion being
reduced by the mass of the lost molecule. Where these losses occur with significant
frequency a peak in the spectrum will become evident representing the fragment
ion less the neutral loss [8]. For example, two N-terniinal ions typically present
in relatively high abundance can be observed at offsets of 17 and 18Da below a
6-ion series peaks resulting from the neutral losses of H2O and NH3 respectively [7].
A good treatment of neutral losses is available in the text ^'‘Protein sequencing and
identification using tandem mass spectrometry'''' by Michael Kinter and Nicholas E.
Sherman [68].
Further ions which can occur in observable levels can be explained by the idea
of internal fragmentations. These internal fragments are the result of two cleavage
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events on the same peptide. The first event creates 2 fragments; one with an Nterrninus and one with a C-terniinus. If an ion created from one of these fragments
undergoes a second cleavage event along its backbone, there is a chance an ion
will be created representing an internal stretch of the peptide without an N- or Cterminus [94], These internal fragmentations can also account for immonium ions
being present in the low region of the spectrum (if available).

5.3.5

Noise

Noise peaks in the spectrum are defined as unwanted additional peaks; in this case
the peaks extraneous to the identihcation or characterization of a peptide. These
peaks observed in the spectrum are attributed to two sources; Chemical noise and
electronic noise [50]. Chemical noise is provided by unwanted contaminants and
cleavages in the peptide (such as the internal cleavages described previously) which
form ions and arc recorded by the mass spectrometer which are not conducive to
the interpretation of the spectrum. As pointed out by Schwudke et al. [101] tandem
mass spectrometry has the effect of removing chemical noise in the form of contam
inants and molecules external to the peptide under investigation. Chemical noise
peaks resulting from the peptide itself are however still an issue. Statistically, the
higher m/z range of the spectrum will be relatively free of this kind of noise peak.
Electronic noise also results in the appearance of irrelevant peaks in the spectrum,
but not as the result of the detection of ionized particles. Eidhammer et al. at
tribute electronic noise as being the result of electronic disturbances external to the
mass spectrometer [50].

5.4

Using Fragmentation Patterns to identify ionseries peaks

Consecutive peaks from the same ion series (e.g.

i/n and

i/n+i

or

and bn+i)

will be a distance apart equivalent to the mass of an amino acid residue in a mass
spectrum. In an ideal spectrum the b- and/or y-ion series will form a complete ladder
of peaks. Therefore, in an ideal spectrum a peptide can be identified by converting
the observed mass difference between consecutive peaks of the same ion series to
their amino acid identities, thus identifying the amino acids and their sequence in
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the peptide [7].
The typical approach to the identification of a peptide from a mass spectrum is
therefore through the identification of the entire set of either the b- or ^-ion series
peaks as these are typically the most intense ion series peaks in the spectrum. The
common neutral losses and other less intense ion series peaks can be observed at
consistent offsets from the b- and ^-ion series peaks with reasonably predictable
relative intensities. The presence and intensities of these ions in the spectrum can
therefore be used diagnostically to identify or confirm the putative b- and ^-ion series
peaks in a spectrum [1]. A brief investigation into the propensities of the diagnostic
peaks identified by Fridman et al. [1] is presented in Appendix E.l. The use of these
diagnostic peaks and ion series peaks form the basis of several existing approaches
to the identification of a mapping between peptides and their spectra [11, 7, 8, 25].

5.5

Current approaches to sequencing peptides
using mass spectrometry

Current approaches to peptide identification by tandem mass spectrometry typically
fall into 3 categories [102]:

1. Database search
2. De novo sequencing
3. Peptide sequence tagging

This section provides an overview of these approaches in general terms while the
implementation of vspecific approaches is outlined in appendix D for a database search
based approach (see Appendix D.5) and two de novo sequencing approaches (see
Appendix D.6 and D.7).
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5.5.1

Database search

Database searching attempts to identify a peptide from an experimental mass spec
trum by finding the best match against a database of spectra of known peptides
[103]. The experimental spectrum is compared against in silico^ produced theo
retical spectra created from the primary sequence information of proteins readily
available in protein sequence databases such as the PIR-International Protein Se
quence Database [104], Swiss-Prot [105] and TrEMBL [106].
Despite the typically large size of these databases they can be used to signif
icantly reduce the size of the peptide sequencing problem space. For even short
peptides 10 amino acids in length formed from the standard 20 amino acids, 20^°
or 10,240,000,000,000 unique peptides are possible [98]. Database search algorithms
reduce the problem space to the set of peptide sequence to those sequences which
are known to exist [8]. Known properties of the peptide, such as the specificity of an
employed protease^ and the originating species, or values observed from the mass
spectrum such as peptide mass can be used to further constrain the set of possible
[)eptide matches. The reduced set of peptides can then be evaluated one by one on
the probability that they could create the observed experimental spectrum under
tandem mass spectral evaluation.
Protein sequence database searching is the most widely used approach to identify
peptides from mass spectra [102]. Sequest [9], Tandem [107] and OMSSA [108] are
examples of popular database search programs. The Sequest algorithm is covered
in detail in Appendix D.5.

5.5.2

De novo sequencing

Whereas database search algorithms begin with a reduced set of putative peptides
and attempts to find the best match for an experimental spectrum, de novo sequenc
ing attempts to build a peptide sequence using only from information available in
the experimental spectrum [74]. De novo sequencing approaches employ an under
standing of fragmentation rules and patterns to diagnostically examine the peaks of
the experimental spectrum to identify possible ion series peaks. Putative peptide
^computer generated
^Proteases are discussed in Appendix D.l
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matches for the experimental spectrum are slowly built up and scored on how well
they can explain the experimental spectrum.
Most automated de novo approaches utilize a '''spectrum graph''' [109]. Spectrum
graphs simplify the sequencing problem by re-representing the mass spectrum to
include peaks of only a specific ion series, typically the b- or y-ion series. Putative
peptide matches for the experimental spectrum are identified in a 6 stage process:

1. Possible members of the selected series are identified in the experimental spec
trum
2. Each putative member of the selected series is represented as a vertex in a
graph with the same m/z value
3. Additional vertexes are added at the low and high end of the spectrum graph
representing mass values of a peptide with no amino acids and the complete
peptide
4. Unidirectional edges are added to vertexes which whose m/z values corre
sponding to the mass of an amino acid in the direction of the vertex with the
low m/z value to the vertex with the higher m/z value
5. Paths through the spectrum graph are generated and converted to putative
peptides
6. Each putative peptide is scored and ranked against the experimental spectrum
to identify the peptide most likely responsible for an experimental spectrum

Due to the complexity of mass spectra and the need for a degree of error tolerance,
it is typical that many incorrectly identified ion series peaks will be included as
vertexes of the spectrum graph. This results in a large number of putative peptides
matches being generated. The peptide sequencing problem is thus reduced to finding
the best path through the spectrum where the score for a path is the likelihood that
the corresponding putative peptide matches the experimental spectrum.
De novo sequencing is not a trivial task due to the typical complexity of mass

spectral data. Even a simple spectrum of relatively high quality may require sev
eral minutes for a human expert to interpret [7]. The Sherenga and PepNovo de
novo peptide sequencing algorithms are detailed in Appendix D.6 and Appendix D.7
respectively.
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5.5.3

Peptide sequence tagging

The Peptide Sequence Tag (PST) approach was introduced in the 1994 publication
Error tolerant identification of peptides in sequence databases by peptide sequence
tags'' by Mann and Wilm [110]. The approach is a hybrid of the de novo and the
database search approaches which addresses weaknesses evident in both. Peptide
sequence tagging takes advantage of ^^obvious" short ion series sequences which
are commonly observed in spectra which can be easily identified with a high level of
confidence. These partial peptide sequences when used as a constraint in a database
search are shown to massively increase the robustness and power of the database
search algorithm.
The process begins with the identification of a short ladder of consecutive peaks
of the same ion series from the experimental spectrum. This short sequence of amino
acids is referred to as the peptide sequence tag or simply a tag. A PST divides the
mass spectrum into 3 regions labelled nii, 1112 and 1113. Regions nq and m3 are
defined by the mass span of the regions to the left and the right (up to the peptide
mass) of the tag respectively. Region m2 is defined by the order of the constituent
amino acids of the tag. The properties of the three regions together act as a highly
speeifie constraint for a database search.
The tag generated is considered as being from either the b- or y-ion series, these
being typically the most intense peaks observed in a standard MS^ of a peptide.
Considering initially that the tag is from the 6-ion series, the peptide sequence
database can be searched for a sequence of amino acids that;

1. Match the amino acid sequence specified by the nq region (the tag)
2. Is preceded by a sequence of amino acids which correspond to the mass of the
ni] region minus the mass of the N-terminus
3. Is followed by a series of amino acids corresponding to the mass of the m3
region minus the mass of the C-terrninus.

The sequences of amino acids identified in the database search corresponding to
areas mi, nq and m3 are used to form putative peptides. The putative peptides
are matched against the experimental spectrum and scored in the same manner to
the standard database search approaches. To consider the additional possibility of
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the PST identified corresponds to the y-ion series, a second search operation must
be carried out. The order of the amino acids in m2 is reversed and the database is
searched for a sequence of amino acids matching m2 which is preceded by a sequence
of amino acids corresponding to the mass of region m3 minus the mass of the Nterminus and followed by amino acids corresponding to the mass of region nii minus
the mass of the C-terminus.
The PST approach can prove tolerant of mass shifts as a result of post transla
tional rnodihcation in the nii or m3 regions. For example, an amino acid substitu
tion in the nq region can be identified by removing the search constraints relating
to the mass of mi. Accordingly, peptides from the database matching the remaining
constraints will still be identified despite having different peptide mass to the exper
imental spectrum. The remaining search constraints still offer significant specificity
on the search and the number of peptides matching the remaining constraints in the
database should be relatively low. By comparing the suggested peptides with the
observed fragments in the spectrum, the best fitting sequence can be matched with
the spectrum. In this way, the location and possibly the identity of a PTM can be
identihed.
PSTs can be extremely efficient in pruning the number of peptides to be evalu
ated against a spectrum as a result of a database search [8]. Even short sequence
tags 2 to 3 amino acids in length have shown adequate performance, but each addi
tional (correctly identihed) amino acid increases the specihcity of the algorithm by a
factor of about 20 (20 times less spurious matches expected in the database). There
is however a trade off between the length of a tag generated and the conhdence
level in its identihcation. GutenTag [111], PEAKS [10] and MASCOT [57] are all
successful applications which use sequence tagging approaches.

5.6

Summary

The high speed, sensitivity, high mass resolution, the small sample size required
and the ability to evaluate peptides without the requirement to separate them from
complex mixtures have all propelled mass spectrometers to becoming one of the
principal tools for protein identihcation and characterization [112]. The ability to
evaluate peptides en masse by mass spectrometry has proven extremely practical
with the held of proteomics in particular benehting immensely from the large scale
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evaluations facilitated by mass spectrometry.
Given the complexity of the typical mass spectrum, manually identifying an
ion-series can be slow and tedious [10] and presents itself as a bottleneck in high
throughput fields such as proteomics. The typically employed automated approaches
to interpreting the mass spectra are however identified as producing a significant
number of false positives [10, 113, 8]. Cagney et al. describe the process of identify
ing a peptide from a mass spectrum as '''''prohibitively challenging because of variation
in favoured ion fragmentation sites, the chemical nature of amino acid side chains
and their relative order in the peptide backbone, and the presence of side-products
such as neutral loss ions, contaminants or noise peaks” [114]. Given the difficulty of
identifying a peptide from a mass spectrum and the weaknesses and limitations of
the existing automated approaches, this research aims to achieve a neural network
which can handle the problems as dehncd by Cagney et al. and identify poten
tial approaches to reducing or addressing the weaknesses and limitations of current
automated approaches.
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Chapter 6
Previous Applications of Neural
Networks to Mass Spectral Data

6.1

Introduction

This section provides a brief overview of previous applications of artificial neural
networks to the field of mass spectrometry. A general review of such applications is
contained in the paper ^’'Feedforward artificial neural networks: applications to spec
troscopy'' by Cirovic [115] while six of the more noteworthy applications identified
while carrying out this project are outlined in the following sections.

6.2

A machine learning approach to predicting
peptide fragmentation spectra

Arnold et al. [25] applied artificial neural networks to the problem of learning the
fragmentation patterns of peptides of known amino acid sequence.

For a given

sequence of amino acids, the expected intensity levels of each peak in the set of
fragment ions generated from a theoretical cleavage between any two consecutive
amino acids can be estimated. By repeating this for a theoretical cleavage between
each adjacent amino acid pair in the sequence a plausible theoretical spectrum could
be generated which would be similar to the experimentally produced mass spectrum
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of the same peptide.
The problem addressed was quite signihcant as the full fragmentation process is
non uniform, affected by many factors and is not yet completely understood [50].
Given this, such a theoretical spectrum was identified as being extremely useful
for increasing the conhdence in scoring tentative peptide sequence matches from
a sequence database search (for example) to an actual experimental spectrum, as
current approaches to creating in silico spectra are typically massive simplifications
of the problem, often in concert with heavy spectrum pre-processing.
The input vector for the neural networks comprises data regarding the amino
acid fragment composition, fragment length (in amino acids), the identities of the
2 amino acids on either side of the theoretical cleavage, parent mass, both partial
peptide fragment masses, as well as a number of features identified by Elias et al.
[116] to form a total of 278 input features identified. 20 classifiers were trained;
one to generate the expected intensity of each specific ion type considered. Each
classifier comprised an ensemble of 30 neural networks. Each neural network had
a single hidden layer with one of 1, 2, 4, 8, 16 or 32 neurons. For each model,
the feature set was reduced using T-tests to only the most promising features for
the problem, followed by principal component analysis (PCA) to remove correlated
values. The neural network training was carried out using the ^'resilient propagation
algorithm''' (RPROP) [117].
For an amino acid sequence the corresponding theoretical spectrum is con
structed by combining the output of the classifier of each ion type, pertaining to
a theoretical cleavage between each amino acid pair. The usefulness of the classiher set was evaluated by applying a correlation coefficient algorithm to score the
matching between the experimental spectra of peptides and the corresponding theo
retical spectra of putative peptides generated from a database search. The approach
proved it was possible to generate theoretical spectra from a peptide of known se
quence with '"''useful accuracy'" and was shown to be highly promising tool for peptide
identiheation.
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6.3

Prostate Cancer Biomarker Selection Through
a Novel Combination of Sequential Global Thresh
olding, Particle Swarm Optimization, and PNN
Classification of MS-Spectra

Probabilistic neural networks (PNNs), a type of neural network, have been used to
resolve relevant features in the presence of significant amounts of extraneous data,
with particular noteworthy mention to biomarker discovery from complex spectra.
Prostate specific antigen (PSA) is normally present in low levels in the blood
and often displays elevated levels observable in MS^ data in patients with prostate
cancer. The current test for prostate cancer based on the observed amount of PSA
present offers only low specificity. Bougioukos et al. [118] employed a probabilistic
neural network (PNN) to define a set of peaks in a spectrum of a blood samjDle
which when combined at certain intensities can be observed to act as a bioniarker
for the diagnosis of prostate cancer.
A framework of steps is outlined for normalizing and scaling the peaks so that
different spectra could be compared equally.

The peaks of each si)ectrum were

grouped together based on their relative intensity. Using a combination of particle
swarrn optimization (PSO) [119] and the PNN, the groupings of peaks were further
reduced to a set of m/z values that showed the greatest discriminative power under
the PNN for the identification of cancerous samples. To evaluate a new sample,
the scaled intensities of peaks at the identified m/z values are used as the inputs
to the network and the output is the classihcation of the sample as ''normaP or
"‘cancerous". An accuracy of over 93% correct classification records was achieved on
the small test set of 45 exemplars comprising 21 normal and 23 cancerous exemplars.
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6.4

Classification of premium and regular gaso
line by gas chromatography mass spectrome
try, principal component analysis and artifi
cial neural networks

Doble et al. in the paper "'Classification of premium and regular gasoline by gas
chromatography mass spectrometry, principal component analysis and artificial neu
ral networks^’’ [26] applied a neural network to classify gasoline based on the inten
sities of common compounds observed under mass spectral analysis. 44 compounds
present in gasoline in concentrations greater than 1% were identified. The intensities
of each of these compounds under gas chrom.atography mass spectrometry (GC-MS)
each formed a single input to the neural network with the output of the network
being the classification of the petrol as regular unleaded or premium unleaded. A
standard MLP with a hidden layer containing 18 hidden layer neurons was trained
using the standard back propagation algorithm. As only 88 classified samples were
available, the classifier was evaluated on 22 exemplars and shown to have achieved
a low error rate significantly better than the typically used PCA approach.
Further evaluations were carried out to show that ANNs had the ability to clas
sify petrol into sub-categories of winter and summer “6/ends” h The number of
neurons required by the hidden layer jumped to 53 for the best performing network
obs(3rv(^d. The network suffered a slight performance decrc'ase in the new problem
space, but still offered superior results to the corresponding PCA approach to the
same problem.
The differences in the seasonal formulations used in the refinement of the gasoline specified by
the changing requirements due to the changing weather

60

6.5

New Approaches to Identification of Bacterial
Pathogens by Surface Enhanced Laser Des
orption/Ionization Time of Flight Mass Spec
trometry in Concert with Artificial Neural
Networks, with Special Reference to Neisse
ria Gonorrhea

Oliver Schmid [24] employed an MLP to identify the presence of Neisseria gonorrhea
from samples with high accuracy. By evaluating 350 spectra, 20 peak locations in
the spectra were identihed as either positive or negative indicators of the presence
of the bacteria. The neural network was trained and used to evaluate the combined
contribution of each of these peaks to determine the presence of the bacteria. The
trained classifier achieved sensitivity (true positive rate) of 95.7%, and specificity
(true negative rate) of 97.1% in evaluations.

6.6

Artificial Neural Network Analysis for Evalu
ation of Peptide MS/MS spectra in proteoniics

Bagzek et. al. [120] describe the use of neural networks for the evaluation of the
output of proteoniics software with particular reference to the Sequest program.
The ANN dictated the credibility that should be associated with the output of the
Sequest algorithm for each spectrum individually. This allows for high throughput
Sequest processing while retaining a low level of false positives and for the flagging
of possibly misclassifled spectra for manual interpretation.
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6.7

Mass Spectral Search Method using the Neu
ral Network Approach

Tong and Cheng [27] applied an ANN for the comparison of a novel spectrum to
the records contained in spectral database. The problem is not trivial due to the
massive variation between spectra of varying quality. Spectrum quality is dependant
on a number of factors; the purity of the sample, the signal to noise ratio, and the
condition of the mass spectrometer.
The approach demonstrated the use of a neural network trained from the spectral
database on evaluating novel spectra of varying quality on their coherence with
experimental spectra. When evaluated on the spectra of 28 controlled substances,
a recognition rate of over 75

6.8

A Previous Application of Neural Networks
to the Identification of Peptides from Tandem
Mass Spectral data

Scarberry et al. [11] proposed a peptide sequencing approach which employed two
artihcial neural networks and combined ideas proposed by Hines et al. [92] and
Johnson & Bieniann [121]. The 4 step process consisted of:

1. Identifying ion series peaks
2. Construction of an idealized spectrum (containing ions of a single ion series)
3. Generating Putative Peptide Sequences
4. Scoring and Ranking the Putative Peptide Sequences

For the sake of brevity in discussion and readability the procedure defined by Scarberry et al. from here on will be referred to concisely as Scarberry’s approach''’.
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6.8.1

Structure of the Neural Networks

The first ANN has a single output and classifies a peak belongs to any one of 11
specified ion types. The second ANN has 11 outputs each representing a ''class
membership score^’’ for a peak under investigation as belonging to each one of 11 ion
tyi)e categories. The ion type classihcations conii)rise the 6 major ion tyi)es (a-, 6-,
C-, X-, y- and z-ions) resulting from backbone cleavages and the v-, w- and d-ion
types resulting from side chain loss or partial losses [92]. The two most common beta
substituent fragments resulting from only H or CH of a side chain being retained
are both accounted for, resulting in 2 possible ion formations (and correspondingly
2 outputs on the second neural network) for both the d- and w-ion types.
Both neural networks employ standard MLP architectures consisting of a single
hidden layer with 60 neurons and identical input vectors. The input vector predom
inantly consists of peak intensities at a number of generated offset locations from
the peak under investigation. The offsets correspond to the offset of the 10 other
ion types in the fragment family for each of the 11 ion types considered. A large
number of these offsets are required to evaluate each potential classification of the
peak as each classification has its own set of relevant offset values. Other features
included in the vector are:

1. The distance from the ends of the spectrum
2. A number of statistical values which represent properties of the spectrum which
may affect fragmentation patterns
3. 10 inputs representing peak height distributions
4. 10 peaks representing the shape profile of the spectrum

6.8.2

Process

6.8.2.1

Identify the ion series peaks

The ion series peaks are identified and scored on their ion type membership through
the use of the artificial neural networks. Prior to the application of the neural
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networks the peaks in the spectrum are pre-processed by rounding the m/z values
of the peaks to their integer values. A logarithmic transformation is applied to
the peak heights to lessen the impact of intense peaks on the spread of the data
and to place all the peaks intensities in the range 0.1 to 1.0. For each peak in the
experimental spectrum the corresponding input vector for the neural networks are
generated and applied to both networks. The 12 output values (1 from the first
network and 11 from the second) are generated and stored for each of the peaks.

6.8.2.2

Generating the idealized spectrum

The next step is the creation of an idealized spectrum. The idealized spectrum
is a re-representation of the experimental spectrum limited to containing only the
peaks of a specific ion series; typically ;!/-ion peaks. An initial idealized spectrum is
constructed without any peaks. For each peak, p, in the experimental spectrum and
each ion type, z, from the 11 ion types considered, the following steps are carried
out:

1. The mass of the y-\ou from the same fragment family as i is generated
2. The peak intensity at the location in the idealized spectrum corresponding to
the mass of this ?/-ion is increased by the output of the first network multiplied
by the output of the second network corresponding to the ion of type i

This is carried out for all 11 ion types for each peak in the experimental spectrum.
This means that every peak in the experimental spectrum can contribute to 11 theo
retical y-ion series peaks in the idealized spectrum. For a peak that actually belongs
to a fragment family its contribution should be significant to the correct theoretical
;^-ion peak. This approach will result in a significant number of peaks in the ideal
ized spectrum, however ^'accurate network classification results in the predominance
of relatively few large peaks’’’’ [98]. The idealized spectrum can therefore be used to
identify the most likely series of peaks representing the y-ion series as supported by
evidence in the spectrum.
For example; assuming a hypothetical spectrum exists with a peak P correspond
ing to a singly charged ion of mass 200. Peak P generates an output of 0.4 from
the first network and an output of 0.6 for the
output of the second network
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which corresponds to the x-iori classification. The location of the theoretical y-ion
is calculated as 174 by subtracting 26 from the peak under investigation, as this is
the mass offset between x- and y-ion series peaks from the same fragment family.
Point 174 in the idealized spectrum corresponding to the theoretical y-ion mass is
increased by the product of the output of the first network (0.4) multiplied by the
output of the second network (0.6). Therefore, the intensity at the postulated
m/z value of the y-ion in the idealized spectrum will be increased by 0.24 units.
This process is repeated for each of the 11 fragment categories possible for the peak
in the experimental spectrum.

6.8.2.3

Generating putative peptide sequences

Once the idealized spectrum has been constructed potential sequences are generated
in an iterative process similar to the SEQPEP approach outlined by Johnson and
Bieniann [121]. The process begins by creating partial peptides a single amino acid
long and extends them iteratively until a full set of partial peptides are created
which can explain the spectrum.
The approach specifies the maintaining of 2 lists; a list of putative partial pep
tides and a list of full peptides which are possibly responsible for the experimental
spectrum. Initially, the list of full peptides will be empty, and the list of partial
peptides begins with 19 partial peptides each composed of a single standard amino
acid (leucine and isoleucine are not differentiated at this stage). In each iterative
step of the process the next putative partial pei)tide sequence in turn is selected
from the list and designated as the ‘'^parent sequence". For each different parent
sequence available in an iteration:

1. 19 child sequences are created by the addition of a different amino acid residue
to the C-terniinus end of the parent sequence
2. The parent sequence is discarded
3. If any child sequence is equivalent to the mass of the experimental peptide it
is moved to the list of full peptides
4. If any child mass is greater than the mass of the experimental peptide it is
purged
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5. Any child sequence whose mass is not supported by a peak in the idealized
spectrum is purged
6. The remaining child sequences are added to the putative peptide list

This process continues until all the sequences in the partial peptide list have been
extended to a point where they are either discarded or moved to the list of full
peptides. To keep the execution time reasonable, the list of partial peptide sequences
is pruned of all but the 50 most promising sequences as identified by a scoring
algorithm.

6.8.2.4

Scoring and ranking the putative peptide sequences

A scoring function is used to evaluate i^otential peptides and partial peptides on the
probability that they can explain an observed experimental spectrum. The scoring
function is a weighted linear combination of 3 variables:

1. The idealized peak height ratio (r^)
2. The original peak height ratio
3. The peak presence ratio (rp)

The idealized peak height ratio (ry) is a scoring of the confidence level of the neu
ral networks in the peaks constituting the y-ion series. For a putative peptide Vy is
defined as the ratio of the average intensity of the y-ion series peaks (as specified by
the putative peptide) to the average intensity of all the other peaks in the idealized
spectrum. Contrastingly, the peak presence ratio (rp) and the original peak height
ratio {vh) are measures of how well the proposed peptide sequence corresponds with
the experimental spectrum. For a putative peptide, the peak presence ratio is de
fined as the fraction of fragment family ions which are present in the experimental
spectrum above a threshold. The original peak height ratio is calculated by taking
the average intensity of these same peaks. The scoring function is defined as:
Score = CiTp -h C2rh + c^Vy
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Where ei, C2 and C3 are eonstant weight values applied to eaeh of the faetors eonsidered, set at 2.0, 0.55 and 2.0 respeetively as a result of trial and error. Eaeh putative
peptide sequenee is ranked using this searing funetion from highest to lowest seore,
representing the most to least likely peptide responsible for the experimental spec
trum.

6.8.3

Discussion

The approach of Scarberry et al. to the input vector and ANN format was indeed
interesting and resulted in a very robust approach. Each actual y-ion series peak in
the idealized spectrum is taken as the consensus of up to 9 members of its fragment
family from the exp)erimentai spectrum. Therefore, even if a few members of a frag
ment family are misclassified (low valued output for the correct ion type) the peak
can still have significant impact on the idealized spectrum. Eurther to this, peaks
incorrectly classified as belonging to a fragment family will only impact the idealized
s})ectrum significantly if other peaks are also incorrectly classified as belonging to
the same fragment family. A number of questions are identified about the app)roach
takem;

1. Is it necessary to use two neural networks?
2. Can complexity reduction be employed to improve the performance of the
neural networks?
3. Can the partial peptide generation algorithm be improved to reduce the prun
ing of correct sequences early in the cycle?

6.8.3.1

The Necessity for two Neural Networks

The requirement for two separate artificial neural networks is questionable as both
networks carry out conceptually the same evaluation in trying to identify a set of
peaks which match the expected fragment family patterns. Owing to the mutual
exclusivity of the outputs of the second network, the output of the first network
should be equivalent to the highest output on the second network when applied to
the same peak if both networks were adequately trained to the same level.
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The second network is used on a slightly reduced problem domain to the first
network in that it works on the assumption that the peak under investigation belongs
to one of the 11 types. In use however this network is only ever used in conjunction
with the first network, making it directly reliant on the full problem domain handled
l)y the first network. There is therefore no identifiable advantage in terms of accuracy
to separating the processing to two separate networks. Implementation using a single
network should therefore offer no tangible decrease in performance if accurately
trained and constructed using apt parameters.

6.8.3.2

Can complexity reduction be employed to improve the perfor
mance of the Neural Networks?

Both networks generate their output by looking for the pattern produced by a frag
ment family. All 11 ion types considered are members of the fragment family pat
tern but from different perspectives. Therefore, in being trained the network will
inevitably attempt to learn essentially the same pattern 11 times. This is extremely
inefficient and adds unnecessary complexity to the network and })ossibly exacerbates
the effects of MLP ])robl(!ms such as cross talk and catastro])hic interferences (sese
advantages of MFFN in Appendix A.6).
An alternative approach which is suggested here is to develop a network which
can focus on this specific pattern from the perspective of a single ion type for exam
ple the ^-ion type. This much simpler network can still be used to classify a peak
as being potentially any of the 11 ion types by applying the network at the corre
sponding offset of the ion type from the ^-ion (or whichever ion types pattern the
network was trained on). For example, a network trained to recognize the fragment
family from the perspective of a ?y-ion can be used to evaluate a peak p as being a
y-ioii directly. The same network can also be used to evaluate the peak p as being
an x-ion by applying the network at an offset of -i-26m/z (mass difference between
a ^-ion and an x-ion) from the peak.
Using the suggested alternate approach, a much simpler network can be devel
oped to evaluate a peak as being any of the 11 ion fragment types considered. The
reduced complexity of the problem would likely prove superior performance and
consistency across all ion types. Consistency is particularly relevant to the overall
performance in Scarberry’s approach as all ion types have the same impact on the
idealized spectrum. Sufficient consistency could be difficult to achieve while trying
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to train 11 outputs simultaneousiy.

6.8.3.3

Generating Partial Peptide sequences from the N-terminus

In the partial peptide sequence generation algorithm Scarberry et al. noted that
occasionally the correct partial peptide sequence was observed to be pruned from
consideration as parent sequence early in the sequencing cycle where areas of poor
fragmentation or missed cleavages are encountered in the experimental spectrum.
Specifically sequencing from the N-terminus or C-terminus can be problematic and
omit blatant sequences later in the spectrum. Scarberry et al. attempted to ad
dress this problem to a degree by the retention of an increased number of partial
secpiences after each iteration of the process from 50 to 200. This allowed areas of
low fragmentation to be traversed. This approach did show increased results but
required massively increased processing time.
Perhaps a more prudent api)roach would be to identify obvious short sequences of
amino acids from the idealized spectrum (which can be selected with high confidence)
and att(mi])t to fill t he ga})s b(dw(H'n th(;se tags using a secpK'iicing ap})roacii similar
to that outlined by Scarberry. This approach should reduce the number of child
sequences which have to be stipulated. Even if the correct peptide seciuence cannot
be identified, it is likely that the best matching putative peptides suggested by
this approach will have an increased number of points in common with the correct
peptide.

6.9

Summary

The highlighted examples of previous applications of artiheial neural networks to
handling mass spectral data were purposefully selected to give a sampling of the
wide range of applications and the different approaches to those applications, each
with their own diverse ideas.

Each of the examples was shown to achieve high

success rates in different aspects of the problem domain. These proven results instil
confidence and credibility to the application of ANNs to the interpretation of mass
spectra as they demonstrate the range and power of neural networks applied to MS
data.
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The approach of Scarberry et al. in particular confirms the applicability of neural
networks to aid in the de novo sequencing of peptides by tandem mass spectrometry.
However, a number of potential refinements and improvements are identified in this
research of the approach of Scarberry et a/., which are assessed in Section 6.8.3 and
Section 8.4- Given the previous successful applications of neural networks to mass
spectral data outlined in this chapter, this current research aims to build on previous
ideas and add to the domain knowledge.

70

Part II
Evaluation of Artificial Neural
Networks for the Automated
Interpretation of the Tandem
Mass Spectra of Peptides
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Chapter 7
Methodology and Results

7.1

Introduction

This chapter regards tlie methodology employed when evaluating the use of neural
networks for the interpretation of the tandem mass spectral data of peptides. The
methodology employed in defining the artificial neural network to be evaluated is
divided into five distinct work flows:

1. Identifying the mapping to be carried out by the neural network
2. The sourcing and management of the data used to train the network
3. Defining the initial format of the neural networks input vector
4. Generating the training data
5. Refinement of the input vector and the training data

Once a final training set is created it is used to train a large number of neural net
works using a wide spectrum of parameters. The neural networks were created using
the commercial Neuro Solutions application. Neuro Solutions allows for the creation
of .dll files {dynamic link library) for intergration with C++ code. This code in
tegration facilitated further controlled large scale evaluations of the networks, and
allows for the integration of the networks with a novel peptide sequencing framework
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which is discussed in Chapter 10. Each network developed is evaluated on a number
of metrics. The best performing neural networks are identified across a number of
metrics and are subjected to further in depth evaluations on the following character
istics to gauge their performance and usability for real world situations. The results
attained and their implications for the use of neural networks for the interpretation
of mass spectral data are discussed in detail in chapter 8.

7.2

7.2.1

Methodology

Identifying the mapping to be carried out by the neu
ral network

The initial step in designing the network was to define the input vector to output
vector mapping which to be enacted by the neural network which is relevant to the
interpretation of the mass spectral data.
Based on the evaluation carried out of several existing approaches to peptide
identification from tandem mass spectral data {chapter 5 and appendix D), the sta
tistical probability models representing peptide fragmentation knowledge common
to th(^se ai)proach(^s was identihed as a partic'ular area which could offer tangible
scope for improvement through the application of neural networks. The probabil
ity models in each of the approaches evaluated were massively simplified and were
unable to take advantage of much of the information available in the mass spec
trum. It can be reasoned that, given the generally accepted advantages of neural
networks (complex decision boundaries, ability to weight the impact of many small
scale properties on a decision, robustness and tolerance of noise) a neural network
trained to recognize peptide fragmentation patterns has the potential to excel over
the static statistical models.
This is acknowledged as an extremely relevant task in the interpretation of mass
spectral data as it allows for the identification and classification of ion series peaks
in a mass spectrum. Consequently, the neural network is designed to emulate the
typical de novo approaches (see Section 5.5.2 and Scarberry’s approach outlined
in Section 6.8) by identifying peaks belonging to the h- or ^-ion series. For each
individual peak in a mass spectrum, the neural network maps a set of inputs defining
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that peak and its context onto one of 3 possible classifications:

1. A 6-ion series peak (category B peak)
2. A ^-ion series peak (category Y peak)
3. Neither a 6- nor a ^-ion series peak (category R peak)

Peaks which belong to neither the 6- nor the ^-ion series are here referred to as a
category R (rest) peaks to be consistent with the naming convention employed by
Fridman et al. [1]. The artihcial neural iKd.work described here, whi('h classihes
peaks as belonging to the 6-ion series, the ^-ion series or category R, and all the
refinements thereof will from this point in the literature be referred to as the ''Peak
Classifier NetworC. It is this peak classifier network will be used to evaluate the
use of neural networks for the interpretation of mass spectral data. The applications
of such a network (such as spectrum filtering, PST generation and peptide scoring)
are discussed and investigated in Section 111 of this research; "A Novel Peptide
Sequencing Application.

7.2.2

The sourcing and management of the data used to
train the network

Training an artificial neural network to carry out the mapping identified to a high
enough standard to evaluate the applicability of neural networks to the identification
of peptides from mass spectral data requires a significant amount of high quality
data. As mentioned in the literature review, it is typical to have a large amount of
variation between the properties of spectra in terms of accuracy, range, peak inten
sities and peak densities. Spectra can also contain vast amounts of largely irrelevant
peaks or indeed lack relevant peaks. Given this lack of consistency across spectra it
was recognised at an early stage in the undertaking of this research that a substan
tial amount of reliably sequenced maiss spectra is required to train a neural network
capable of making adequately informed decisions on novel data and therefore being
apt for evaluating the application of neural networks to mass spectral data.
The PeptideAtlas repository (http://www.PeptideAtlas.org/repository/) of mass
spectral data is identified as a viable source of tandem mass spectra which conforms
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to the requirements of this research. The Peptide Atlas project has the aim of im
proving the usefulness of the derived genome sequences of eukaryotic (composed of
cells containing a nucleus) organisms by addressing weaknesses and limits of current
genomic processing approaches to conclusively define the coding regions of the DNA
and identify the locations of PTMs in the genome [122], The PeptideAtlas project
achieves its goal by using classified mass spectra of peptides to annotate the corre
sponding genome sequences. It was an intentional goal of the PeptideAtlas project
to create, as a by-product, a “nc/i source of data for computaiional scientists to
develop and test new algorithms for proteomic analysis, gene discovery and splice
variant prediction’’’ [123].
As of 17^^ of June 2009, there are 356 experimental data sets freely available
for download and each data set can contain thousands of individual mass spectra.
As well as making available as much of its amassed mass spectral data as possible,
PeptideAtlas also release much of the corresponding sequence classification infor
mation and confidence values for the classifications generated by a database search
approach, for example Sequest [9] (discussed in appendix D) and filtered to only the
most confident identifications using PeptideProphet [124].
The nature of the mass spectral data available makes PeptideAtlas an appealing
data source adequate to facilitate the knowledge base required to allow for the
training of a robust neural network with the ability to capture the variance across
a wide range of mass spectra from novel sources. The most pertinent properties of
the PeptideAtlas data repository to this end are:

1. Large amount of tandem mass spectral data available
2. Peptide sequences identified for many of the spectra and confidence values
provided for the identification
3. Good informational content for the spectra (no significant information loss for
storage)
4. Data sourced from a wide range of locations
5. Spectra stored in an open source format (mzXML) [125]
6. Wide range of variation observed in the spectra
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Ten high quality data sets in the rnzXML format were acquired, together with
their corresponding classifications. Care was taken that the data were all created
on similar apparatus, but sourced from different locations. Eight of these sets were
used to create the training data while two data sets were retained for the purpose
of validating the performance of the trained neural networks on unseen data. The
majority of the available data was assigned to the training of the neural network to
ensure that the best performing and most robust network realistically possible was
developed.

7.2.3

Defining the initial format of the input vector

The next step in the process is '[feature selection'': defining the set of inputs for
the network. Ensuring that the neural network performs to its full potential so as
to be accurately evaluated requires that an optimal input vector must be derived
comprising as many factors as possible relevant to deciding the classification of a
peak. This allows for a network which can appreciate the complexity of the domain
with the potential to form a robust inductive bias with good discriminative power
on novel data. The set of inputs identified as relevant to the classification of a peak
fall into 3 distinct categories:

1. Properties of the experimental mass spectrum, the peptide and the peak under
investigation
2. Neighborhood pattern of the peak under investigation
3. Alternate ion series peaks

A list of the elements comprising the final version of the input vector is presented
in appendix E.

7.2.3.1

Properties of the experimental mass spectrum, the peptide and
the peak under investigation

The properties of the mass spectrum and the peak under investigation are self evi
dent and predominantly readily available in the corresponding mzXML file. Many
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properties of the mass speetra are omitted from the evaluation whieh are deemed to
either have no relevance to the scan interpretation (e.g. the spectrum identifier) or
which are relevant but are consistent across all the data sourced (e.g. the apparatus
type). The peak count and the mjz range of the spectrum were the only spectrum
properties from the mzXML file whieh were retained as being relevant to interpreting
the spectrum.
The peak under investigation is defined by only two properties; 1) its m/z value
and 2) its intensity. The only relevant property which can be derived for the peptide
without knowing its identity is its mass. The steps used to generate the peptide
mass are provided in section 7.3.4- Although the value for the retention time of the
peptide is available in the mzXML files, the exact properties of the chromatographic
experiments are unavailable making the value irrelevant.

7.2.3.2

Neighborhood pattern of the peak under investigation

The inputs in the second category represent the "'neighborhood patterns" as defined
by Fridman et al. [1]. Fridman et at. demonstrate that characteristic fragment
losses and alternate backbone cleavages result in peaks in the mass spectrum at
consistent offsets for the b- and y-ioii series peaks at inueli greater intensity than
can be typically observed from the category R peaks. The presence and intensity of
])eaks at a set of pre-defined offsets from a peak can therefore be used as an indicator
(positive or negative) of the peak as being a member of the b- or y-ioii series. For
this reason, the peaks in the neighborhood around a peak under investigation are
referred to as the set of diagnostic peaks".
Given that neural networks have the innate ability to identify and consider even
marginally significant information in making its decisions, it was decided that the
intensities of a full window of peaks around the peak under investigation would be
considered as relevant until proven otherwise. This initially excessive selection of
inputs for the neural network allowed for an element of data mining by the MLP
in which as many relevant inputs as realistically possible were included but also
had the negative impact of increasing the required training time and unnecessarily
complicating the task of the training algorithm. Over time, the inputs which were
shown repeatedly to have little or no impact in the formation of the inductive bias
were removed.
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7.2.3.3

Alternate ion series peaks

The third category of inputs to the network is related to the incorporation of the
concept of the ''alternate ion series peaks'", a metric which was substantial in other
peak classification approaches. A single cleavage along the backbone of a peptide
can lead to one of two types of ion depending on which side of the cleavage retains
the charge. Where a peak of significant intensity is observed in a spectrum resulting
from the charge being retained on one side of a cleavage, it is common to see the
corresponding ion series peak created in the alternate situation of the charge being
retained on the opposite side of the cleavage. Using this information, the classifi
cation of a h- or y-\on can be substantiated by the identification of a peak at the
expected location corresponding to the m/z value for ion of the alternate ion series.
For example, given the location of the singly charged peak at lOOni/z and an
accurate value for the peptide mass of 250m/2;, the peak can be evaluated as a bor y-ion series peak by looking for the presence of the alternate ion series location.
Irrespective of the peak being potentially from the b- or y-'ion series the putative
location of the alternate ion series peak can l)e calculated as using formula 3 from
chapter 5 as X'olnijz. Therefore, an intense peak at 15277i/2: is a strong indicator of
the peak at lOOm/^ being from the b- or y-ion series.
The alternate ion series peak for a b- or y-ion series peak will be another b- or y-ion
series peak and therefore is be expected to display the characteristic neighbourhood
patterns discussed earlier. Consequently, to fully evaluate the contribution of an
alternate ion series peak to a classification the alternate ion series peak should be
evaluated itself as potentially being a b- or y-ion series peak using the neighbourhood
patterns as outlined in section 1.2.3.2.
To include this relevant information while avoiding the addition of a large set
of inputs to the neural network, a secondary small neural network is employed to
score the alternate ion series peak locations on their potential of being b- or y-ion
series peaks. This network is referred to as the abridged classifier (see Appendix
E.3). When evaluating a peak, the abridged classifier is applied to the alternate
peak location as generated using Formula 3 from Section 5.2.2. The output of the
abridged classifier is then cascaded as an input into the peak classifier network. The
use of the abridged classifier network leads to a situation where only a single input
is required to be added to the peak classifier to fully appreciate the contribution of
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the alternate ion series peaks when classifying a peak.

7.2.4

Generating the training data

Given the initial format of the input vector, the next step was to generate the
training, test and validation data sets required to build and evaluate the neural
networks. The spectra from 8 of the data sets acquired from the Peptide Atlas
data repository were evaluated individually. For each mass spectrum for which the
corresponding peptide identity is known, the expected m/z values of the h- and
^-ion series peaks are generated, and peaks at the corresponding points flagged
accordingly.
For each peak in the spectrum the input vector for the peak classifier network is
generated. If the peak is flagged as a />-ion series peak the vector is written to a file
named ‘T.cst’” as a new line of comma separated values (CSV) and appended with
“,-I”representing the expected output of the network. Similarly, ;y-ion series peaks
are written in the same manner to files “y.csu” and appended with “ ,1”. Category
R j)eaks are written to the file ''R.csP' and appended with “, 0”. Each line in
the CSV files therefore represent an in]:)ut vector and a corresponding output value,
meaning it can be used as an exemplar for training the neural networks. Figure 7.1
depicts a flow chart for this process.
Once every relevant peak in every spectrum has been converted to an input vector
and written to one of the three source files, the order of the exemplars in the files is
randomized. A new CSV file is created which randomly samples 14,000 lines from
each of the three files equally (it should be noted that this number changes as the
format of the training data is refined). This provides a proportional representation
in the training data, encouraging the network to apply equal effort to learning to
clcLSsify all 3 peak categories. Three independent data sets are required for the
training of the neural network; the training data set, the test data set and the
validation data set. The training data set is used to adjust the weights of the neural
network during the training phase. The test data set is used to judge the stop
criterion for the training of the network. The third data set, the validation set, is
required as data used in the training of the network would not give an accurate
evaluation of the performance of the classifier known as the ‘‘'‘resubstitution error’’’
[126], meaning neither the training data set nor the test data set can be used to
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evaluate the true performance of the produced neural networks. Again, the majority
of the available data is assigned to training the network (the training data set) to
ensure the best possible network is developed. To divide the exemplars, the order
of the exemplars is randomized using Microsoft Excel. The first 6300 exemplars
(15%) are assigned to the test data set and a further 6300 exemplars assigned to the
validation data set. The remainder of the exemplars form the training data.
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7.2.5

The refinement of the input set and the training data
used

To ensure the evaluation of the applieation of artifieial neural networks to the in
terpretation of mass spectral data was carried out as fully and as accurately as
possible required continuous evaluation and refinement of the format of both the
training data and the input vector. Errors and skews present in the training, testing
and validation data sets which could adversely affect the training or evaluation of
the neural networks are required to be identified and removed. The information
encoded into the input vector is required to be sufficiently encompassing of the
problem domain to allow the different neural network approaches to form the best
possible inductive bias. To this end, any irrelevant inputs must be removed and
all relevant inputs must be identified and included in a way which is meaningful to
the training algorithm. The set of inputs used and the method for the formation
of the training data were continually rehned and improved using an iterative and
incremental process where:

1. A set of training data is generated (using different randomly selected exemplars
each time)
2. A new neural network is trained and evaluated
3. Problems and shortcomings are manually identified by manually examining
incorrectly classified exemplars, and identifying the cause
4. Refinements are made to the input vector and/or the training data generation
process (e.g. composition, number of exemplars and stratification) to address
the identified shortcomings

This process was repeated many times until the classiher showed a level of perfor
mance on novel spectral data consistent with the performance on the test data and
no further areas for improvement could be identified.
To evaluate the set of inputs produced in each iteration, the training data set
is generated and used to train a standard i\ILP and its effectiveness is evaluated
using the validation data set. Training of the neural network is carried out until
overtraining (see Section 2.4-1) is detected or after 200 epochs of training without
where the level of improvement (in terms of correctly classified exemplars) is less
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than 0.1%. Several retrains of each MLP are required to be carried out to ensure
the local minima problem does not adversely affect the refinement process. When
the classifier has been trained to a satisfactory level, the validation data set is
used to evaluate the performance of the classifier with the aim of identifying any
shortcomings or unexpected misclassifications which are indicative of errors in the
format of the training data and/or input vector. Biases inherent in the training data
set could also be present in the testing and validation data sets. Each classifier was
therefore applied to the classification on novel mass spectra of known classification
in parallel with the validation data set.
The manual evaluation of actual mass spectra was achieved by applying the
neural network to each peak in the spectrum individually. The peak is converted to
the corresponding input vector and applied to the network. The classification of each
peak as designated by the neural network is recorded and inspected manually for
deviation from the actual classifications. Where similar peaks are wrongly identified,
which would have been correctly identified by a human expert or by an existing de
novo approach, the cause of the inaccuracy is investigated. Whenever possible, the
format of the training data was refined to improve the performance of the classiher
in similar situations and then re-evaluated used the same process.

7.3

Challenges identified

Over the course of this research a number of problems were identihed from the initial
simplistic approach taken which needed to be addressed to develop a neural network
which could be used to accurately evaluate the application of neural networks to
the interpretation of mass spectral data. Many of these problems had significant
implications for the implementation and goals of the network developed in this
research. Consequently, a number of the more substantial problems identified, how
these problems were addressed and the impact of these changes to the research will
be discussed in this section.
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7.3.1

Misclassificatiori of intense peaks

It was observed that intense peaks resulting from neutral losses from intense b- and
'^-ion series peaks were commonly misclassified as b- or y-ion series peaks themselves.
This was attributed primarily to the heavy weighting applied by the networks to
peak intensity. To tackle this situation, 3 additional values are included in the input
vector consisting of a score produced by the abridged classifier when applied to peaks
at locations 17, 18 and 28 m/z units above the peak under investigation. Making
this information available to the classiher allows for the evaluation of a peak not
only as a potential b- or y-ion series peak but also as a potential category R peak
which is member of the a-ion series or formed by a neutral loss from a b- or y-ion
series peak. The 3 offsets selected correspond to those identified by Fridman et al.
as being typically the most commonly observed neighborhood patterns members [Ij.

7.3.2

Data spread

Neural networks evaluated on both the test and validation data sets displayed com
parable but overly positive results when compared to performance rates on actual
mass spectral data. Through inspecting the data sets it was observed that much of
t he misclassified data could be attributed to b- and y-ion series peaks in the low end
of the spectrum and category R peaks in the high end of the spectrum. Category R
peaks have an uneven distribution, predominately residing in the lower end of the
spectrum, whereas B and Y category peaks are spread evenly along the length of
the spectrum. Although representative of actual mass spectral data, the random
sampling of the spectra used to create the training data selected very few category
R peaks of high m/z value were represented in the training data. Therefore, the
classifications produced by the neural network were biased based on the m/z value
of the peak, with high m/z valued peaks given overly high outputs by the network.
The training algorithm was therefore able to provide good overall performance
across the training data at the expense of sensitivity in the low mass regions and
specificity in the high mass regions. This problem led to a situation where any
classifier trained on this set of training data would have decreased performance on
actual scan files and could not be used to accurately evaluate neural networks on the
interpretation of mass spectral data. This was problematic for the purposes of this
research as the network was expected to be able to identify all b- and y-ion series
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peaks in the spectrum with high confidence regardless of the mlz location
The mjz value of the peak could not be removed as it is relevant to the fragmen
tation patterns of peptides. To tackle this problem while retaining the m/z value
as an element of the input vector, the data sets were again generated as previously
specified but with an added constraint that the data is stratified by m/z value and
classification. For every 10 m/z unit in the range 22bmfiz to 20007tz/2:, 40 exemplars
for each of the .3 classifications are randomly selected and combined to form a refined
version of training, validation and test data sets. The exemplars in the new training,
testing and validation data sets were spread evenly along the applicable range of the
classiher, removing the direct relevance of m/z value to the classihcation of the peak
and providing increased performance on actual mass spectral data (as opposed to
the performance on the training, testing and validation data sets).

7.3.3

b- and y-ion series peak similarity

Although the classifier had success at distinguishing category R peaks, the network
disj)layed much poorer performance (only 74% correctly classified exemplars) in
distinguishing between b- and /;-ion series peaks in the validation set. To further
understand the cause of this problem and the difficulty encountered by the peak
classifier netwx)rk, an experimental neural network was developed to focus purely on
the discrimination betw'een the b- and y-ion series peaks. It w^as hoped that focusing
on the reduced problem area would allow for a better resolving performance and a
better understanding of the problem.
A set of training, validation and test data was created using the procedure out
lined previously but which sampled only the CSV files representing the b- and y-ion
series exemplars. These data sets were then used to train and evaluate several neural
networks with differing input vectors and MLP architectures on the ability of neural
netw'orks to distinguish between the b- and y-ion series peak exemplars. After sig
nificant amounts of trial and experimentation, no configuration could be identified
offering consistently sufficient discriminative power to distinguish between b- and
y-ion series peaks with a useable success rate. This was attributed to the similar
properties of both ion types in terms of:

1. The high peak intensity
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2. The overlap in the fragmentation patterns
3. The j)resence of the alternate ion series peak at the same relative offset

The previously defined input to output vector mapping outlined for the network
(classifying peaks as 6-ion series, y-ioii series, or category R) was no longer feasible
to a sufficiently high success rate given the constraints observed in the performance
of the network.

As such, the mapping enacted by the network is reduced to a

task which can be achieved with a high success rate, and which is still relevant
to the interpretation of the mass spectra. The revised goal of the network is to
classify a given peak as belonging to one of 2 classifications, removing the distinction
between 6- and y-ion series peaks. The first possible classification of the network
is therefore the category R classification as unchanged from the previous definition
and represented by a “0” output by the network. The other possible classification of
a peak being a member of either the 6- or y-ion series, which will from this point be
referred to as a BY category peak. A BY peak is represented by a “1” output for the
network. This resulted in the requirement for the restructuring of the training data.
The new training data set comprises 25% y-ion series e^xemplars, 25% 6-ion series
exemplars and 50% category R peak exemplars. As expected, the new classification
structure provided improved performance on the reduced problem but increasing
the need for post processing of the resultant identifications to accurately interpret
a mass spectrum (an example of such required post-processing is given in Chapter
10).

7.3.4

Accurate peptide mass determination

The presence of alternate ion series peaks (the pairs of 6- and y-ion series peaks
generated from the same cleavage event) are regarded as a significant diagnostic
factor for the identification of ion series peaks. However, to calculate the location
of an alternate ion series peak for a given peak requires an accurate value for the
peptide mass (see Formula 3 from Section 5.2.2). To this end, an algorithm was
developed which uses formula 3 and the correlation between these 6- and y-ion
series peaks to accurately determine the most likely value for the accurate mass of
a peptide given its tandem mass spectrum.
The abridged classifier (see Appendix E) is applied to each peak in the spectrum
to attribute a score according to the evidential response {appendix D) of the network
85

on the likelihood that the peak is a member of the 6- or y-iou series. The abridged
classifier is employed for this purpose as it comprises only a subset of the input
vector of the peak classifier netv.^ork and does not require a value for the peptide
mass to operate while still attaining a good sensitivity and specificity. Peaks for
which the abridged classifier generates ^.n output of 0.5 or greater are flagged. The
set of flagged peaks can be considered to have a high proportion of b- and y-ion series
peaks. Accordingly, given an accurate v&lue for the peptide mass, a high proportion
of the peaks in the flagged set are expected to have alternate ion series peaks which
are themselves b- or ^-ion series peaks with relatively high scores attributed by
the abridged classifier neural network. If an inaccurate value is used for the peptide
mass it is expected that the alternate ion series peaks generated for the set of flagged
peaks will predominantly correspond to no peaks in the spectrum or to peaks with
low scores generated by the abridged classifier.
Using this information, a function was developed which can evaluate a set of
putative peptide masses to identify wdiich is most likely to be the accurate peptide
mass by judging the alignment between 'he pairs of alternate ion series peaks. The
most likely value for the peptide mass is therefore defined as the one which maximizes
the summation of the scores attributed by the output of the abridged classifier for
the peaks at the alternate ion series peaK locations (generated using formula 3) to
the set flagged peaks. This algorithm is evaluated in Section 8.2.5.1.

7.3.5

Additional refinements

Additional increases in performance and consistency were achieved by carrying out
pre-processing on several of the input values. Originally, the intensity values as
recorded in the spectrum were used to represent peaks in the input vector. It was
recognised however that the values for the intensities of similar peaks can vary
largely between exemplars from different mass spectra. It was therefore reasoned
that actual intensity values of the diagnostic peaks are less significant than their
relative intensity to the peak under investigation, a vital piece of information which
can be obscured when looking only at the intensity values.

Acknowledging the

importance of the relative intensity, the information was re-represented in the input
vector by replacing the intensities of the peaks as inputs with their intensity relative
to the peak under investigation. Although no new information is introduced, this
resulted in an increase in the level of consistency for input vectors across spectra and

a reduction in the complexity needed in the networks to interpret this information.
As a number of inputs representing the diagnostic peaks were removed (see Sec
tion 1.2.3.2) there was a significant amount of information loss in the input vector
and an unintentional reduction in performance. Although the removed peaks were
not themselves relevant to the classification of a peak, the collective contribution of
the peaks allowed for the classifier to ev&luate peak density and the typical peak in
tensity in the area in which the peak under investigation appears. This information
was reintroduced to the input vector by the inclusion of a count of the number of
peaks, the relative mean intensity and relative median intensity for all the peaks in
a window around the peak under investigation.
It was an initial aim of this project to design and implement the peak classifier
network without undue influence from ether similar approaches to peak classifica
tion. The reason for this constraint was to avoid the rehashing of old ideas or any
errors there-in, but also to facilitate a inn biased evaluation of the inputs deemed
relevant.

Once the initial implementation was develoi)ed and refined to a level

where no further refinements were identified, a thorough investigation of previous
approaches was carried out. This investigation led to the identification of a small
number of additional elements which were added to the input vector.
From the work of Scarberry et al. [11] the t’-ion w^is identified. The n-ion for
singly charged ions can be observed (where present) at 55 mjz units above a ?y-ion
resulting from the loss of a side chain. Frank et al. [8] highlighted 3 additional
inputs, namely:

1. The presence of a doubly charged ion at half the m/z value of the peak under
investigation
2. A peak at an offset corresponding to the loss of two H2O molecules and
3. A peak resulting from the loss of a H2O molecule from a type a-ion

The presence of the additional diagnostic peaks identified was verified in the mass
spectra by examining the fragment ion propensities at offsets from 6-ion series peaks,
^-ion series peaks and category R peaks. The results of this evaluation are presented
in table E. 1 in appendix E. Each of the 4 diagnostic peaks described here formed an
additional element of the input vector.
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7.4

Final designs and implementation

The final format of the input vector for the peak classifier network consists of 40
elements. The full set of inputs identified is listed in appendix E.2. To classify a
peak in the mass spectrum, the set of values corresponding to the input vector are
generated and applied to the network. The output of the network is a continuous
value between 0 and 1 representing the classification of the peak. An output value
near “1” from the network represents a classification of the peak as likely belonging
to either the b- or ?/-ion series (a BY peak). An output value for the network closer
to “0" represents the classification of the peak as being a category R peak (belonging
to neither the b- nor the y-ion series).
The data used to train the neural networks is collected from various ion trap
mass spectrometers (see appendix C). Ion trap mass analyzers are limited in the
miz range of the ions tliey can evaluate. Peaks in the spectrum below 22'bm/z
and above 20007??./2 are not represented in the training data limiting the mjz range
to which the classifier can reliably be applied. The mjz range between 225 and
200077?/z will be referred to as the ^‘'applicable range of the classifier'' and the neural
networks developed in this research should only be used to evaluate peaks in this
range.
The set of exemplars used to train and evaluate the neural networks consisted
of 28400 exemplars, comprising 25% 6-ion series peak exemplars, 25% ^-ion series
peak exemplars and 50% category R exemplars. Of this data set, 70% are allocated
to training the network, 15% allocated to the validation data set and the remaining
15% allocated to the test data set. The experimental procedure for the training of
each of the selected neural network approaches was specific to the characteristics of
that approach. The final format of the input vector and the technicalities of training
of the different neural networks are presented in detail in appendix E.

7.5

Results

The evaluation of the neural networks developed focuses on their ability to accurately
classify the peaks of novel mass spectra. For each of the three neural network
approaches evaluated, the best performing architectures are identified as judged by
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performance on the test data set for 4 different performance metrics:

1. Percentage error
2. The mean squared error (MSE)
3. The sensitivity
4. The specificity

Error is defined as the difference between the expected output for the network and
the actual output.
These 4 metrics were chosen to give similar evaluations of the performance of
the networks from different relevant perspectives. The best networks according to
each of these metrics individually is selected and subjected to further evaluations.
The percentage error provides a simple count of the percentage of exemplars in the
validation set incorrectly classihed (both the false positive and false negatives) as
a percentage of the total set of exemplars. Mean squared error is calculated as
the mean of the difference between the actual output values of the network and
the expected output across all test exemplars. The MSE metric is beneficial as it
penalizes large errors by the network, promoting good decision boundaries and conhdent classifications [127] which are useful where the evidential response {Appendix
D.2) of the network is utilized. The MSE is dehned as (taken from Neuro Solutions
documentation):

E[=oEf=o(^^,- y^J)\2
PN

(7.1)

Where; F in the number of output processing elements, N is the number of
exemplars in the data set, pij is the output of network for exemplar i at processing
element j, and dij is the desired output for exemplar i at processing element j.
The sensitivity of a network refers to the true positive rate representing the per
centage of b- and y-\on series peaks which are correctly identified. The specificity
is the true negative rate representing the percentage of category R peak which are
correctly identified as such. There is generally a trade off between networks with
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high sensitivity and high specificity. Whether one of these properties is more de
sirable than the other in a classifier is domain dependant. For example; for the
removal of noise peaks from a spectrum (filtering), the specificity is a desirable met
ric. If the goal is the selection of putative b- or y-ion series peaks, the sensitivity
is a more relevant metric. If the network is to be used for scoring putative pep
tide sequences against an experimental spectrum (such as demonstrated in Section
10.2.5)^ a network selected using the MSE or percentage error may provide the best
performance.
The 4 metrics defined here are used to evaluate different neural networks compar
atively for the purpose of identify the best performing neural networks architecture
and approach for the interpretation of mass spectral data. The application of neural
networks to this task is evaluated on the following 5 problem areas:

1. Comparative performance of differing neural network approaches and archi
tectures
2. Performance on a novel data set of substantial size and on actual mass spectra
3. Performance using only a subset of the defined input vector
4. Relevance of peak count to network performance
5. A comparison of the robustness of the best performing neural networks

7.5.1

Comparative performance of differing neural network
approaches and architectures

Using the training, testing and validation data sets a large set of MLP, RBF and
MFFN neural networks are trained and evaluated using a wide range of architectures.
A subset of these neural networks are identified which provide the best performance
according to sensitivity, specihcity, MSE and percentage error on the test data set for
each of the MLP, MFFN and the RBF networks. This set of networks is referred to as
the set of '"best performing networks^’’ (BPN) and is used to gauge the performance of
each approach on the interpretation of mass spectral data. The BPN set comprises
4 MLP networks, 3 MFFNs and 4 RBF networks.
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The architecture and performance of the best performing MLP and RBF net
works identified are presented in tables 7.1 and 7.3 respectively. The MFFN ar
chitectures show great variation in the number of sub-networks and the number of
layers per sub-network. For the sake of readability, the performance and architec
ture of the best performing MFFNs are presented across the two separate tables 7.2
(a) and 7.2 (b), linked conceptually by the network identifier.
Identifier
MLPl
MLP2
MLP3
MLP4

First Layer
13
9
12
16

Second Layer
6
8

Specificity
82.514
87.319
84.315
84.458

Sensitivity
86.416
82.139
86.819
84.936

MSE
0.364
0.361
0.352
0.367

% Error
10.765
12.414
11.505
10.71

Table 7.1: The best performing multilayer perccptron architectures identified. The
values for “First Layer” and “Second Layer” represent the number of neurons in
those layers. The performance statistics are generated using the commercial NeuroSoliitions application
Identifier
MFFNl

MFFN2

Sub-network
1
2
3
1
o

MFFN3

1
2

Hidden Layer 1
6
4
12
6
12
6
4

Hidden Layer 2
3
2
3
4
3
2

Table 7.2; (a) Architectures of the best performing Modular feedforward neural
networks identified. The values for “Hidden Layer 1” and “Hidden Layer 2” represent
the number of neurons in the corresponding layer. Sub-network represents the index
of each sub network in a specific MFFN
Identifier
MFFNl
MFFN2
MFFN3

Sensitivity
84.802
83.146
84.704

Specificity
84.805
85.920
85.802

MSE
0.364
0.365
0.357

% Error
10.364
10.803
10.383

Table 7.2: (b) Performance of the best performing modular feedforward neural net
works identified. The performance statistics are generated using the commercial
NeuroSolutions application
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Identifier
RBFl
RBF2
RBF3
RBF4

Inputs
15
15
12
12

Neurons
100
60
30
30

HLl
30
16
20

HL2
15
4
-

Sensitivity
78.567
72.040
74.037
74.378

Specificity
76.979
89.885
84.485
82.562

MSE
0.498
0.460
0.450
0.484

% Error
15.435
14.901
13.369
13.07

Table 7.3: Performance and architecture of the best performing Radial Basis Func
tion neural networks identified. Inputs represents the size of the input vector. Neu
rons represents the number of Gaussian activation functions used in the first stage
of the training process (see Section A.8). The values for HLl and HL2 represent
the number of neurons in the first and second hidden layers (if present) added in
the second stage of the training process. The performance statistics are generated
using the commercial NeuroSolutions application

7.5.2

Performance on a novel data set of substantial size
and on actual spectra

A substantially sized set of stratified exemplars is generated from novel data for
the purpose of further evaluating the set of the best performing neural networks
identified. This new data set consisted of 9000 6-ion series peak exemplars, 9000
exemplars of y-\ou series peak exemplars and 18000 exemplars of category R peaks.
The data set comprised 250 6-ion series exemplars, 250 ^-ion series exemplars and
500 category R exemplars generated from the 225 and 2b0mjz range and the same
stratification for each oOrn/z bin thereafter for the applicable range of the classifier.
This data set will be referred to as the SSN (Substantial Stratified Novel) data
set. As the SSN data set is generated externally to the training data set (unlike
the test data set) and is of substantial size and variation, evaluations using this
data set should provide a more accurate evaluation of the true performance of the
neural networks. The performance of each neural network of the BPN set evaluated
on the SSN data set is provided in table 7.4- The sensitivity, specificity, MSE and
percentage error were used as a means of discriminating the best performing of the
developed networks across a range of attributes. Since the best performing networks
are identified, the further evaluation of these networks is gauged on the error levels
they produce (difference between the output and the expected output).
The evaluations of the neural networks thusfar were carried out using data which
was specially selected and stratified. To provide a more representative view of the
performance of the neural network in real world situations a new data set is generated
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Identifier
MLPl
MLP2
MLP3
MLP4
MFFNl
MFFN2
MFFN3
RBFl
RBF2
RBF3
RBF4

Correctly Classified
30815
30671
30824
30765
31015
30765
30833
28111
29388
26813
25839

Incorrectly Classified
5158
5329
5176
5235
4985
5235
5167
7889
6612
9187
10161

Mean Error
0.200979
0.206061
0.19952
0.207953
0.196213
0.20264
0.208781
0.311733
0.245732
0.297394
0.326219

% Correct
85.60
85.20
85.62
85.45
86.15
85.46
85.65
78.09
81.63
74.48
71.77

Table 7.4: Performance of the BPN set of neural networks on a substantially sized
set of stratified novel exemplar. Mean Error represents average difference between
expected output of the network and the actual output across all test exemplars
comprising a test exemplar of every peak in the applicable range of the neural
networks for 40 randomly selected spectra. The data set generated comprised 301
^eion series exemplars, 312 y-km series exemplars and 13826 category R exemplars.
The results are presented for the best performing neural network identified of each
approach idcmtilied (MLP3, MFFNl and RI3F2) in table 7.5.
Identiher
MLP3
MFFNl
RBF2

Y
237/312(76.0%)
235/312(75.3%)
227/312(72.8%)

B
214/301(71.1%)
216/301(71.8%)
202/301(67.1%)

R
12728/13826(92.1%)
13040/13826(94.3%)
11331/13826(82.0%)

Total
13179/14439
13491/14439
11760/14439

Tabk^ 7.5: Pcuformance of the set of best ])erforniing neural networks identified on
actual mass spectral data. The statistics B, Y and R represent tlie number of hion series, ^-ion seri('!s and cat(igory R peaks respectively correctly classihed by the
corresponding neural network

7.5.3

Performance using only a select subset of the defined
input vector

To evaluate the effect of complexity reduction on the problem, an MFFN is trained
using only the 15 inputs deemed most relevant (most heavily weighted in the input
vector) to interpreting the classification of a peak. The network was trained and
evaluated several times. The best performing network (as judged on the test data
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set) was given the identifier MFFN_15 and evaluated on the SSN data set. The
results of this evaluation are presented in table 7.6. The performance of neural net
work MFFNl evaluated on the same data set is displayed along side the performance
of MFFN_15 for comparison.
Identifier
MFFNl
MFFN_15

Correctly Classified
31015
30578

Incorrectly Classifier
4985
5422

Mean Error
0.196213
0.211245

% Correct
86.15
84.93

Table 7.6: Comparison of MFFN performance using the full input vector (MFFNl)
and a subset of the input vector (MFFN_15)

7.5.4

Relevance of peak count to network performance

Peak count is identified as a factor which contributes significantly to the variance of
mass spectra and to the interpretation of the fragmentation patterns of peptides. In
spectra with low peak counts, the diagnostic peaks resulting from neutral losses are
expected to be missing to a degree leading to the requirement for a network with
high specificity. Contrastingly, in spectra with high peak counts, the presence of
peaks at diagnostic offsets from a peak under investigation are more likely to be the
result of coincidence and therefore higher degrees of specificity are required.
Although peak count was included in the input vector of the neural networks, it
was not factored into the stratification of the training data set due to the unman
ageable amount of source data that would be required to generate the exemplars to
cover all situations to properly stratify according to both peak count and m/z value.
Despite the large pool of exemplars available, insufficient data was available to fill
each stratification according to the rules set out in Section 7.3.2 when stratifying
by only m/z. The holes in the stratification were negligible, but were exacerbated
to an unacceptable level when a second stratification restraint was included (such as
peak count). The training, testing and validation data sets are identified as having
an uneven distribution of peak counts, with values predominantly in the range of
about 300 to 500 peaks. This is identified as a potential weakness when applied
to novel data with potentially significantly higher peak counts. This leads to the
requirement to evaluate the potential impact of peak count to the performance of
the clcissifier and to identify a threshold (if any) in terms of peak count above which
the neural network offers significantly reduced performance.
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To evaluate the relevance of the peak count of a spectrum to the performance
of the neural networks, 3 individual data sets are generated representing 6-ion se
ries exem.plars, ^-ion series exemplars and category R exemplars. Each file contains
12000 exemplars of peaks divided into 12 equally sized pools of exemplars represent
ing peaks generated from scans with between 300 and 1500 peaks. The performance
of the best performing of each neural network approach identified (MLP3, MFFNl
and RBF2) is then evaluated on these data sets. The results presented in bar chart
format in figure E.fi E.2 and E.3 in appendix E.
The information discovered here is used to evaluate the reduction of peak counts
to a consistent level as an approach to reducing the variation between spectra and
removing the need for stratification by m/2: value. This is achieved by setting a
threshold value for the peak count, above which all spectra are reduced to that
threshold by removing the least intense peaks. The lower the value selected for
this threshold, the more spectra which will be reduced and correspondingly the
greater the reduction in the variation across spectra with re^gard to peak count. The
information in the bar charts given in figures E.l, E.2 and E.3 suggested 300 as
the threshold value which is low while still providing adequate performance for all
3 neural network approaches evaluated. The neural networks were trained on data
which was generated almost exclusively from spectra with greater than 300 peaks,
so the use of any peak count lower than this could not be deemed a fair evaluation
of the classifiers.
80 spectra with greater than 600 peaks are randomly selected and evaluated by
the MLP2, MFFNl and RBF3 classifiers. Each spectrum is then reduced to only
the 300 most intense peaks and evaluated using the same 3 classifiers. The results
are presented in tables 7.7 and 7.8.
Identifier
MLP3
MFFNl
RBF2

6-ion series
638/870(73.3%)
630/870(72.4%)
664/870(76.3%)

y-ion series
648/883(73.4%)
646/883(73.2%)
685/883(77.6%)

Category R
56076/58371(96.1%)
56403/58371(96.6%)
33360/58371(57.1%)

Table 7.7: Performance of neural networks on a set of 80 spectra with peak counts
>600 and an average peak count of 772.347
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Identifier
MLP3
MFFNl
RBF2

6-ion series
584/765(76.3%)
565/765(73.9%)
649/765(84.8%)

y-ion series
642/807(80%)
628/807(77.8%)
699/807(86.6%)

Category R
21114/22428(94.1%)
21354/22428(95.2%)
16177/22428(72.1%)

Table 7.8: Performance of the neural networks on the spectra used to create table
7.7 reduced to only the 300 most intense peaks per spectrum

7.5.5

A comparison of the robustness of the best performing
neural networks

The robustness of a neural network can be defined as its ability to generalize map
pings to novel data with a degree of error tolerance [128], in this case noise, inter
ference or variation between experiments. This is one of the properties of neural
networks which make them appealing to the interpretation of mass spectral data
due to the variability of diagnostic peaks in terms of presence and intensity. The
robustness of the different neural network approaches is gauged by evaluating their
performance on two versions of the SSN data set which has been deteriorated to a
degree.
In the first evaluation, for every exemplar in the SSN data set the value of the
input vector element representing the diagnostic peak at ari offset of IS Da below
a peak under investigation is switched randomly with that of an exemplar of the
opposite classification. For example, given a category R exemplar, an exemplar of
a b- or y-ioii series peak will be randomly selected and the input value representing
the peak at an offset of IS Da below a peak under investigation will be switched
between both exemplars. Therefore, both the category R exemplar and the b- or
^-ion series peak exemplar will be modified in an uncharacteristic way. However,
a robust classifier should be able to identify the exemplar classification based on
the other input values, i.e. it is robust enough to handle a deformation of a single
input value. This input value representing the peak at an offset of ISDa below
a peak under investigation is selected as the peak it represents is identified as a
substantial indicator of b- and y-ion series peak classifications [1] and therefore
should have a significant impact on a classifier which is well trained but not robust.
The performance of the classiher on this modihed data set is ])resented in table 7.9
(a).
The data set for the second robustness evaluation is generated in the same man96

Identifier
MLP3
MFFNl
RBF2

Correctly Classified
30861
30943
29298

Incorrectly Classifier
5139
5057
6702

Mean Error
0.202977
0.200626
0.256206

% Correct
85.72%
85.95%
81.38%

Table 7.9: (a) Evaluating the robustness of the neural network. The input repre
senting the diagnostic peak at an offset of -I'^Da is switched randomly between the
h/y- ion series exemplars and the category R exemplars
ner as the first robustness evaluation, but the value switched between the category
R exemplers and the b- or y-ioii series peak exemplars is that of the input value rep
resenting the score of the alternate ion series peaks (as attributed by the abridged
classifier). This input vector element was selected as it is recognized (through ex
amination of the weights in the input vector) as being the most heavily weighted
value of the input vector. The results of this evaluation are presented in table 7.9
(b).
Identifier
MLP3
MFFNl
RBF2

Correctly Classified
15596
18155
21014

Incorrectly Classifier
20404
17845
14986

Mean Error
0.580731
0.517247
0.432603

% Correct
43.32%
50.43%
58.37%

Table 7.9: (b) Evaluating the robustness of the neural network. The input repre
senting the diagnostic peak at an offset of -18Da is switched randomly between the
b/y- ion series exemplars and the category R exemplars

97

Chapter 8

Discussion

8.1

Introduction

In this cliaptor tho artificial neural network developed in Chapter 7 is evaluated on
three fronts;

1. Evaluation of the performance of peak classifier network
2. Gauging the usefulness and purpose of the peak classifier network
3. Comparison and evaluation with the approach of Scarberry et al.

The first element of the evaluation corresponds to a straight discussion of the
performance and durability of the neural network as benchmarked across a range
of properties in Chapter 1. The next two elements attempt to gauge the potential
impact of the classifier in the domain. This is assessed by:

1. identifying potential applications for the network and
2. gauging the novelty or advantages of the peak classifier network through com
parison with the only other approach identified which employs neural networks
for the identification of ion series peaks from a mass spectrum
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8.2

Evaluation of the performance of peak classi
fier network

In Chapter 7, a number of evaluations are carried out on the performance of the peak
classifier network across several data seta and varying situations. The evaluations
carried out are specifically selected to cover a range of properties of the neural
networks identified as relevant for successful application to novel data, as outlined
in Section 7.5. The interpretation and the implications of the results are discussed
in the following sub sections.

8.2.1

Performance of differing neural network approaches
and architectures

A wide range of MLPs, MFFNs and RBF networks are trained and evaluated on the
test data set. The best performing of each approach with relation to the sensitivity,
specihcity, mean squared error and percentage error (see Chapter 7) are present,ed
across Tables 7.i, 7.2, and 7.3. From the level of performance presented in these
tables it can be said that the neural networks are able to interpret the fragmentation
patterns of peptides and generalize these patterns to their identihcation in novel data
with a high low rate of error. The performance also suggests that the input vector
and training data format developed are sufficiently encompassing and representative
to present an accurate evaluation of the applicability of neural networks to the
interpretation of mass spectral data of peptides.
Across the neural network approaches evaluated a significant range of values in
terms of the number of neurons and layers were observed which resulted in good
performance. Small and simplistic networks are identihed as performing surprisingly
well considering the complexity of the domain and the number of relevant inputs
identified. Additionally, repeated retrains of specific parameter sets consistently
provided significant deviation in performance when evaluated on the same data
but with differing starting weights. All this evidence suggests a highly complex
error surface being produced by the networks containing many local minima. Such
an error surface provides much difficulty in training a neural network to obtain
optimal performance. The smaller networks reduce the complexity of the error
surface increasing the likelihood of identifying a good minimum on the error surface.
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This results in networks which show greater ability to generalize on novel exemplars.
The success of networks which can generalize well is unsurprising given the variability
in properties observed across the mass spectra.
Two qualities of the MFFN approach in particular were hoped would address
real identified issues observed in the domain as a result of the overlap in patterns
between b- and ?y-ion series peaks; 1) complexity reduction through the division of the
concepts and 2) removal of interference. In evaluations the MFFN typically provided
superior performance to the MLP approach (as can be observed in table 7.2) but
the actual difference in performance between the two was lower than expected given
the outlined advantages of the MFFN approach. The sub-networks which offered
the best performance were again simplistic. This suggests that perhaps a favouring
of generalization in the domain offered little scope for improvement through the
accepted advantages of the MFFN architecture (see Appendix A.6.1).
Attaining good classification performance for the RBF network proved a much
more difficult task than for the MLP and MFFN. It was reasoned that this poor
performance was attributable at least in part to the inferior ability of the RBF
network to handle irrelevant and low relevance input values in comparison with the
MLP and MFFN architectnres. A substantial increase in performance was observed
for the trained RBF networks by reducing the input vector to only the 12 or 15 most
relevant input values. The RBF networks utilizing these simplified input vectors
achieved a performance only slightly inferior (only about 3% in terms of percentage
error on stratified data) to that achieved by the best performing MLP and MFFN
in spite of the associated information loss. Any further increase or decrease in the
number of inputs trialled resulted in an apparent reduction in performance.

8.2.2

Performance on a novel dataset of substantial size and
on actual spectral data

The original test data set used to evaluate and select the best performing networks
is small in size and generated from the same pool of exemplars as the training and
validation data sets. This data set is also heavily processed making it misrepresentative of actual mass spectral data. To provide a more accurate assessment of the
ability of the best performing architectures previously identified, the networks are
subjected to a more intense evaluation on two novel data sets:
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1. A substantially sized stratified data set
2. A data set representative of actual mass spectral data

The details of how these evaluations were carried out is covered in Section 7.5.2.
The information obtained from these evaluations is displayed in Table 7.4 and Table
7.5 respectively.

8.2.2.1

Performance on a novel dataset of substantial size

The results attained display general consistency with the evaluations on the test data
set within an acceptable tolerance. The evaluations on this data set do however add
further credence to the benchmarking and network selection carried out previously
and reaffirms the MFFN as the most apt architecture for the interpretation of mass
spectral data.

8.2.2.2

Performance on actual spectral data

Only 5.79c of the category R peaks are incorrectly classified by the MFFN and 7.9%
for the MLP. These low values are to be expected given the vast numbers of low
intensity (low peak height) category R peaks observed in typical spectra, and the
general high intensity with which b- and ^-ion series peaks are typically observed. It
should also be noted that these low error rates produced by the easily classifiable R
peak exemplars can inflate the observed results of the neural networks and obscure
the performance of the classifier on the identification of b- and ^-ion series peaks,
which is deemed a much more relevant task to this research. Technically, 93.4% of
all the peaks were correctly identified by MFFNl but performance was much lower
on just the b- and y-ion series peak.
The MLP and MFFN performed equally well in identifying the b- and y-ion series
exemplars. The combined b- and y-ion series peaks correctly identihed is calculated
as 73.57% for both networks, which is on a par with the purported performance of
current de novo applications [8]. The success rate for the identification of the y-ion
series peaks showed about 4% higher than the identification of 6-ion series peaks
which can be attributed to the typical increased intensity of y- to 6-ion series peaks.
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The RBF architecture achieved a specificity of only 81.95% which is low rela
tive to the performance of both the MLP and the MFFN classifiers. The level of
sensitivity achieved however is only slightly inferior to the MLP and MFFN. It can
be reasoned that previous evaluations of the RBF classifiers the low sensitivity was
obscured as it was less significant on the carefully managed data given the number
of category R peaks was artificially limited. When tested on real world data, the
evaluations fail to identify any situation under which the RBF is preferable to either
the MLP or MFFN for the interpretation of mass spectral data.

8.2.3

Performance using only a subset of the defined input
vector

Despite the extensive evaluations carried out it is possible that the error surface is too
complex to take advantage of all the information available i.e. larger neural networks
which attempt to consider as much information as possible have the potential to
attain superior performance but are more likely to fail. This suggests that networks
with superior performance over the best performing neural network architectures
currently identified are still possible but which would likely require unreasonable
amounts of trial and error to be determined. It can be reasoned that the small
networks whi('h are previously identified as performing well, achieved the level of
performance by reducing the complexity of the network and forcing the network to
generalize based on a subset of the more pertinent patterns identified in the data.
Complexity reduction is suggested here as a possible avenue for the improvement of
the performance of the MLP and MFFN architectures.
Reducing the number of elements in the input vector of the MLP and MFFN
neural networks is suggested as an approach to achieving complexity reduction in a
more manageable and controllable way than the use of small network architectures.
This approach hcis already been proven successful when applied to the RBF network.
It was demonstrated when training the RBF networks that through reduced input
vectors the training algorithms found the domain more manageable which resulted
in significantly increased performance in spite of the information loss. Reducing the
number of elements comprising the input vector is therefore evaluated in terms of
offering a potential lift to the performance of the MFFN and MLP neural networks.
The 15 most relevant elements of the input vector to deciding the classification
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of a peak are identified using domain knowledge. The training, validation and
test datcLset are reduced to only the relevant input values. A neural network is
trained on the training data using a bespoke genetic algorithm available in the
commercial NeuroSolutions application to select the architecture parameters. The
trained network is given the identifier MFFN_15 and evaluated on the SSN data set.
The performance of network MFFN_15 is presented along side the performance of
MFFNl in Table 7.6.
The netw'ork MFFN_15 achieved consistently good results across several retrains
with the same architecture. The best performing retrain of MFFN_15 achieved
results almost on a par with the MFFNs and MLPs trained with the full input set and
presented significantly better performance than the best RBF networks evaluated.
This is of course only a small scale evaluation with a likely unoptimized network.
The results attained here allude to a possible ai)proach to attaining superior classifier
performance through a reduction in the complexity of the problem and warrants
further investigation.
Reducing the complexity of the error surface should have the effect of reducing
the recpiirement for high levels of generalization from the classifiers to attain good
performance. This, in turn, could allow the classifiers developed to take full advan
tage of the reduced problem space and allow for larger networks which can employ
more information from the input vector or which may benefit from the advantages
of the MFFN architecture (see appendix A) els previously outlined.

8.2.4

Relevance of peak count to network performance

The presence or absence of peaks at diagnostic peak locations can act as a signif
icant indicator of peak classification. The level of significance of the presence of
diagnostic peaks to the classification is however directly related to peak density in
the spectrum as dense regions of the spectrum are statistically more likely to have
peaks at any given location as a result of chance. The number of peaks in a spec
trum is therefore identified as being relevant to the interpretation and identification
of fragment patterns in a mass spectrum and is included in the input vector to the
networks. The peak count is not however used as an element to stratify the training
data due to constraints in the amount of data that would be required to successfully
stratify a large data set by more than one factor simultaneously
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To evaluate any possible impact of the peak count on the performance of the
classifiers, a data set is generated which is stratified only by peak count and evaluated
by the best performing of each neural network approach identified (MLP3, MFFNl
and RBF2). The data set contains equal numbers of 6-ion series, y-ion series and
category R exemplars generated from spectra ranging in peak count from 300 to
1500 peaks. The performance of each classifier on this data set can be seen in bar
chart format in figures E.f E.2 and E.3 in appendix E.
Upon inspection, the training data set w'as observed to have an average peak
count of 570.15 per spectrum with a high density of exemplars in the 300 to 500
m/z range. Given this imbalance in the data, the highest sensitivity and specificity
would be expected in this range. The evaluation on the stratified data however
displayed a peak in performance in scans with a peak count in the range 600 to 1100
and a drop in performance there after. The failure of all 3 classifiers to attain high
score on scans with 300 to 500 peaks, despite the data being skewed in their favour,
suggests that either 1) these spectra possibly have insufficient information content
to correspond consistently with the patterns identified by the training algorithm or
2) the trained network suffers from trying to classify spectra with such wide ranging
variance.
To reduce the variation between spectra it is suggested that scans with large
peak counts could be reduced to a number of the most intense peaks. The level of
information loss resulting from such a reduction of the spectra is evaluated by com
paring the performance of the neural networks on spectra with large peak counts and
the same spectra after the reduction. The lower the value selected for filtering the
peak counts down to, the lower the levels of resulting variation between spectra. As
such, using the information presented in figures E.f E.2 and E.3, 300 was selected
for the filter valium as a low value which still presented reasonable performance. Tlu^
evaluation comprised the following steps:

1. 80 spectra with peak counts greater than 600 are randomly selected
2. The ion type of every peak in each of the 80 spectra is identified
3. An exemplar is generated for each peak
4. The set of exemplars is classified by the MLP3, MFFNl and RBF2 networks
5. The results are presented in Table 7.7
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C. The same 80 spectra are reduced to only the 300 most intense peaks
7. Exemplars are generated for each peak
8. The new set of exemplars is classified by the MLP3, MFFNl and RBF2 net
works
9. The results are presented in Table 7.8

The RBF network evaluated showed good performance in identifying h- and yion series peaks but displayed massively low specificity reducing the performance
of the classifier to unusable lev(ds. The RBF will tlKU'efore be- excluded from this

discussion. The removal of low intensity peaks reduced the number of peaks at
expected locations for b- and y-ion series peaks by 181 (or 10.33%), a loss of 76
y- ion series peaks and 105 5-ion series peaks. The number of 7y-ion series peaks
identified dropped by only 0.92% for the MLP and 2.77% for the MFFN evaluated.
The drop in the number of 5-ion series peaks identified was significantly higher at
8.46% and 5.56% for the MLP and MFFN respectively.
The drop in classified y-km series peaks is negligible. It can be assumed that if
the neural networks were trained on data which was consistent with this reduced
peak count the performance for the networks would increase further and is likely
to improve in its performance on the identification of ^-ion series peaks. This sug
gests peak reduction as a reasonable approach to improving the sensitivity of neural
networks on the task of identifying ?y-iori series peaks.
The 5-ion series peaks on the other hand are normally present at much lower
intensities to the ^-ion series in spectra. This results in an unacceptably high per
centage of lost 5-ion series peaks. A lot of these removed peaks would, of course, be
incorrectly identified by the networks but the drop in correctly classified peaks be
ing lower than the drop in the number of 5-ion series peaks present in the spectrum
suggests that at least some of the removed peaks would likely be correctly identihed.
The removal of a large number of these peaks therefore represents significant and
unacceptable information loss in the spectrum.
The information presented in Tables 7.7 and 7.8 suggest the neural networks
are able to handle the large peak counts and large ranges of peak counts well but
the identification of ^-ion series peaks could potentially benefit from such spectral
reductions. The removal of 5-ion series peaks in such large numbers also has the
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knock on effect however of removing information relevant to the classification of
y-ion series peaks (the alternate ion series peaks). For this approach to be viable it
is therefore suggested that further research be carried out into the identification of
a threshold value or spectrum reprocessing approach which reduces the peak count
to consistent levels but which also provides greater balance between peak reduction
and the number of 6-ion series peaks lost.

8.2.5

A comparison of the robustness of the best performing
neural networks

One of the most desirable qualities of neural networks for the problem domain is
their purported robustness given the discrepancies possible between spectra and
fragmentation patterns. The details of how the robustness is gauged is presented in
Section 7.5.5.
The results of the first robustness evaluation are presented in Table 7.9 (a). On
this data set, both R,BF2 and MFFNl displayed minimal decrease in performance
(0.25% and 0.42% respectively) while the MLP2 actually showed a slight increase
in performance. This suggests extremely high levels of robustness for all 3 neural
network approaches evaluated.
Considering the unexpectedly high level of robustness observed in the primary
evaluation, the unlikely possibility that the input vector element evaluated above
was not given signihcant focus in the inductive bias is considered. This resulted in
a requirement for further evaluation being carried out to confirm the robustness of
the neural networks. The details of the secondary evaluation are again presented in
Section 7.5.5. The results presented in Table 7.9 (b).
All 3 classifiers showed significantly reduced performance on this new data set
with the MLP performance degraded to below usable levels. This led to the identi
fication of a serious problem with the classifiers produced; the networks developed,
particularly the MLP, rely too heavily on the score for alternate ion series peak in
making their decisions. To tackle this problem however would require a regeneration
of the training data with the aim of reducing the impact of this factor or perhaps
the addition of a significant amount of noise to the corresponding value in the input
vector of the existing training data. Additionally, this would likely have ramifica106

tions to the architectures of the optimal classifier architectures identified, requiring
a full re-evaluation of the different neural network approaches in the domain. The
end result should be a classifier which relies less on the presence of alternate ion
series peaks with likely improved robustness.

8.2.5.1

Accurate peptide mass

Given the over-reliance of the classifiers developed on the alternate ion series peaks,
the determination of the accurate peptide mass is identified as a vital element to
successful peak classification (as this is required to identify the location of the al
ternate ion series peak using formula 3 from Section 5.2.2). The importance of
the accuracy of the novel approach used for deriving the peptide mass as outlined
in Chapter 7 is therefore recognised as relevant to the performance of the neural
networks, and as such is evaluated here.
This f)eptide mass elucidation algorithm was evaluated on 686 sample spectra
with high confidence classifications available. For 549 of the sample spectra, the
peptide mass was generated within lODa of the actual value and generated within
0.5Da for exactly 400 of the spectra. This was a respectable result compared to
FepNovo, which generated the peptide mass within lODa for 641 of the spectra,
but within 0.5Da for only 415. By reducing the evaluation set to the 486 created
by doubly charged precursor ions the approach outlined in Chapter 7 identified the
peptide mass within 0.5Da for 353 of the spectra achieving superior performance to
FepNovo with could only manage this for a total of 328 of the spectra.
Although the peptide mass could not be generated reliably every time, where it
was available, the inclusion of the alternate ion series peaks was identified as being
a major contributor to the performance of the networks. It is also clear that in
some situations this method of achieving the accurate peptide mass could be used
to improve the results of FepNovo^ although further refinement is required.
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8.3

Usefulness and purpose of the peak classifier
network

This subsection will address the usefulness of the peak classifier network defined
in Chapter 7 and outlines possible areas of application identified for the network.
A discussion is presented of elements in existing approaches to the sequencing of
peptides from tandem mass spectra which are identified as problematic or which
could be improved through the application of the peak classifier networks or neural
networks in general. The areas evaluated are:

1. Database search based approaches
2. De novo sequencing approaches
3. Peptide sequence tagging

8.3.1

Database search based approaches

Database search based ai)proaches have an advantage over de novo sequencing ap
proaches, in that the correct peptide can often be identified in spite of poor frag
mentation. Database search cannot however be considered a complete solution to
the problem either. Success for database searching is dependant on the peptide
being present and accurately transcribed in the database. Even for species with
a fully sequenced genome, the peptide may not be in the databcise as a result of
being incorrectly sequenced from the genome or due to areas of alternative slicing
(one gene can produce several different proteins) not identihed in the genome. Post
translational modification to the amino acids in the experimental peptide which are
not reflected in the database can also affect the success of database searches. Even
where the correct peptide is present in the database, current scoring approaches can
lead to matching experimental spectra with the incorrect peptide sequences.
Given the constraints of the database search approach, it is apparent that the
peak classifier network could be used in conjunction with the current approach to
address some of these weaknesses. For example;

1. The peak classifier network may be used for de novo sequencing where the
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peptide is not in the database
2. Partial de novo sequencing can be used to confirm or refute identifications
3. Amino acids identified as present in the mass spectrum could form additional
constraints in the search

With particular mention to the serious problem presented by post translational
modifications in the experimental spectrum, the peak classifier network could be
applied to the experimental spectrum in even a rudimentary manner with high
tolerance to identify potential PTMs to be considered in the search.

8.3.1.1

Sequest

A potential weakness of the Sequest {appendix D) database search algorithm is the
massive simj)lihcation of the fragmentation patterns used in creating an in silico
sp)ectrum from a putative peptide. Arnold et al.

[25] {Chapter 6) have already

demonstrated that neural networks can be used to generate high quality in silico
spectra with a significant amount of success.
The scoring algorithm employed by Sequest performs the cross correlation of the
in silico produced spectrum and the experimental spectrum to identify the peptide
most likely responsible for the experimental spectrum. As is demonstrated by Tong
and Cheng [27] {Chapter 6), artihcial neural networks can be used for the comparison
of spectra.

It can be reasoned that such an approach could be applied to the

correlation of in silico produced spectra with actual experimentally produced mass
spectra.
As an alternative approach to peptide scoring, it is suggested that the peak
classifier could be applied to produce a score for the correspondence between the
experimental spectrum and the expected b- and ^-ion series peaks for a putative
peptide. The peak classifier network essentially produces a score for the correlation
between the set of observed peaks in a spectrum with the exemplars of the peaks of
the same classification present in the training data. The peak classifier therefore in
herently considers many of the elements specified by the Sequest scoring algorithm.
This, combined with the extremely high performance levels recorded for the peak
classifier network suggests that this novel approach has the potential to give supe109

rior performance on scoring matches between putative peptides and experimental
spectra.

8.3.2

De novo sequencing approaches

De novo sequencing {Chapter 5) does not offer a complete solution to the peptide
identification problem either, mainly due to the limitations of mass spectrometers.
Limiting the information used to only what can be gleamed from the spectrum can

make it impossible to identify a peptide completely when the relevant information
is absent from said spectrum. Cleavages may not occur at every amide bond in a
peptide leading to an incomplete ladder. In spectra produced by an ion trap mass
spectrometer, the low and high mass ranges of the spectrum will be unavailable
{appendix C). Unexpected PTMs can move peaks unexpected distances apart, in
creasing the difficulty of the problem. Low signal to noise ratios can increase the
difficulty of the problem. Finally, amino acids with isobaric or near isobaric masses
may be difficult or impossible to distinguish and require a further step of Eldrnan
degradation or a database search to identify the peptide or clear up ambiguities. De
spite t hese short-comings, de novo algorithms have found use in aiding the manual
interpretation of mass spectra, interpreting spectra of novel proteins and validating
the results of database searches [7]. De novo sequencing is still however a highly
complex problem. Even the leading de novo algorithms {Lutefisk, Sherenga, Peaks
and Pep Novo) are benchmarked at accurately identifying up to only 75% of the
amino acids in the visible area of a spectrum [8]. Given the complexity of the prob
lem, approaches based on de novo are generally considered as less accurate than
database search based approaches [129]. The peak classifier network works in a
similar way to most de novo approaches and as such, can not be used to solve these
problems directly. While no use for the peak classifier network can be identified to
augment the general de novo sequencing approaches, it is considered that the neu
ral network could offer significant general improvements in terms of sensitivity and
specificity over current spectrum graph based approaches in the context of selecting
potential vertexes for a spectrum graph (filtering) and for vertex scoring (similar to
the scoring algorithm suggested for Sequesi).

no

8.3.2.1

Sheienga

Several weaknesses can be identified with the Sherenga {appendix D.6) approach.
Each diagnostic ion type identified in a fragment family is given a static probability
of being present in the experimental spectrum based on the probabilities observed
in the training data. This is an overly simplistic approach that does not account for
variability in the probabilities based on the region of the spectrum or the relative
intensity of other fragment family members, both of which are known to impact
fragment family peak presences. The noise paradigm also uses an overly simplistic
model with static probabilities of observing peaks with random distribution. In
experimentally produced mass spectra the noise peaks will not be evenly distributed.
For example, noise peaks originating from internal fragmentations have a higher
density in the lower end of the spectrum. Also, due to the discretizing of the
spectrum and the use of hard limited boundaries, this approach also suffers from
significant amounts of information loss required to make its rudimentary decisions.
For both creating the spectrum graph and scoring paths through the graph,
Sherenga operates by generating scores based on the probability that the peak un
der investigation is an ion series member. The evidential response {appendix D)
generated by the peak classifier network can be used as sucT a score. In addition to
the high levels of performance j)roven for the peak classifier network, a number of
advantages to using the peak classifier network to generate the required scores are
identified which could address the ])roblems identified with Sherenga:

1. Considers elements in addition to the fragment family
2. Inherently considers noise local to the area under investigation
3. Uses continuous values opposed to boundaries and binning
4. Doesnt require spectrum pre-processing
5. Robust scoring

8.3.2.2

PepNovo

Despite the admittedly high level of performance attained by PepNovo^ there are a
number of weaknesses evident in the PepNovo algorithm. A significant amount of
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information can be seen to be lost by the required discretization of the peak prop
erties into low value ranges. For example, if the spectrum is divided into 5 sections
and peak intensity divided into 4 categories, as suggested by Frank and Pevzner [8],
the massive variation in peak properties is reduced to a mere 20 (5 * 4) peak types.
Such massive generalization in peak properties are particularly problematic when a
peak falls near one of the discretization borders, giving rise to possibly significant
differences in the expected intensity of fragment peaks and peak presence ratios if
only the peak had a slightly different m/z value or intensity causing it to falling into
a different bin.
The table based approach to scoring employed by PepNovo offers very poor
scalability and is a major constraint of the algorithm. Lookup tables grow with
every additional parameter considered and played a roll in the selection of a low
range of values used to discretize the data. Depending on the range of values for a
parent vertex, the size of the table in the child vertex will grow by that magnitude.
Larger tables encapsulating greater variation require larger amounts of training data
to account for the increased number of situations. This severely limits the number
of parameters that can be reasonably considered for influencing the score produced
by each vertex. This leads to a situation where edges in the CID hypothesis have
to be ignored despite their known relevance to the problem.
Many weaknesses of the table based approach could be addressed by using an
ANN in its stead. A neural network would not require the discretization of the
spectrum and would instead learn functions that can generalize scores using the
continuous values in the spectrum. This would remove the problems associated
with binning, hard limited borders and the requirement for the simplification of the
scoring algorithm described. A neural network will typically scale much better than
a probability table allowing for the consideration of many more inputs in making its
decisions.
The peak classifier network however may not offer a performance increase in
terms of vertex scoring over the PepNovo algorithm, given the additional informa
tion utilized by PepNovo, including flanking amino acid data and immonium ion
information. These properties are not included in the peak classifier as this infor
mation simply isn’t available while trying to identify ion series peaks in a de novo
fashion. A new version of the peak classifier network could however be developed
which could easily incorporate this information as additional input vector elements
if the 16 equivalence sets identified by Frank and Pevzner [8] were utilized. Such
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a classifier could not be used for de novo sequencing but should provide increased
scoring if properly trained.

8.3.3

Peptide sequence tagging

Tag based searching suffers from some of the problems inherent in both the de novo
and database search approaches, although not all. Isobaric and near isobaric amino
acids identified as j)art of a tag cannot be distinguished and require the consideration
of all possible combinations when searching the database. Also, if the record is not in
the database it cannot be identified with this approach, although homology searches
can be carried out on the database by relaxing one or more of the search constraints.
The obvious application of a neural network to this approach is in the identifica
tion of quality peptide sequence tags. Successfully identifying a good tag is essential
as!

1. A premium is placed on every additional amino acid which can be added to a
tag
2. A tag is useless if it is incorrectly called

The evidential response of the peak classifier could therefore be applied to selecting
only the most likely peaks in a spectrum for generating the tags, e.g. only peaks
which generate an evidential response of greater than 0.9 from the peak classifier
network might be considering in generating a tag. The evidential response could
also allow for dynamic thresholding facilitating a trade off between tag length and
tag confidence.

8.4

Evaluation of performance against the approach
of Scarberry et aL

Scarberry et al. [11] have previously employed neural networks to address the prob
lem of ion series peak detection from mass spectral data. Although the same problem
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is addressed in this research, the approaehes taken do deviate significantly, with a
number of potential improvements identified and implemented for the peak classi
fier network. Unfortunately an accurate comparison of the performance between the
peak classifier network and the networks developed by Scarberry et al. is not feasible
as; 1) the networks as developed by Scarberry et al. are not publically available,
and 2) a number of potential issues are identified with the use of the performance
values provided by Scarberry et al. for the purposes of a comparative analysis;

1. Different mappings enacted by the networks
2. Gauging of results
3. Classifiers evaluated on different spectra
4. The sourcing of the training and testing data

8.4.1

Different mappings enacted by the networks

The peak classifier network enacts only a subset of the task carried out by the
neural networks as outlined by Scarberry et al. The peak classifier network is further
simplified to not distinguish between b- and y-ion series peaks which serves to reduce
the number of rnisclassificatioiis by the network by further reducing the complexity of
the problem. To accurately equate the results of the networks it would be required to
know precisely the breakdown of the performance of the classifiers of Scarberry et al..,
particularly the performance on the identification of 6-ion series peaks, ;^-ion series
peaks and category R peaks. As this information is not available, any equivalence
mapping between the performance levels of the peak classifier network and the
networks designed by Scarberry et al.

would be spurious with an unacceptably

high margin for error.

8.4.2

Gauging of results

The stratification process employed to select the data on which the classifier is
evaluated is vital to the interpretation of the results. For example, as shown in
Section 8.2.2.2, if a large proportion of the test data is randomly selected category
R peaks, the performance of the classifier can be artificially inflated as category
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R peaks are typically easier to identify. Without knowing the precise details of
the breakdown of the data used to generate the performance measure presented by
Scarberry et al.^ no equivalent examination can be carried out for the peak classifier
network.

8.4.3

Classifiers evaluated on different spectra

In this situation, classifiers cannot be fairly evaluated comparatively on disparate
datasets, as not all spectra are produced to the same quality. The ease with which a
peptide can be sequenced depends on the amenability of the selected peptide to mass
spectrometry, and the condition and capability of the mass spectrometer apparatus
employed. Evaluations using the spectra of differing peptides, or spectra gener
ated on different mass spectrometers may lead to inequality in the task difficulty,
invalidating the results of any comp)arative performance analyses.

8.4.4

The sourcing of the training and testing data

Although high levels of performance are purp)orted for the neural networks designed
by Scarberry et a/., it should be noted that the data employed is predominantly
sourced from a single location (and is therefore likely to limit the variation between
spectra) with only a single spectrum originating elsewhere. Contrastingly, great care
was taken in the derivation of the peak classifier network to ensure that the training
data covered a range of p)ossible variations to allow for a classifier of the utmost
usefulness when applied to similar data from novel sources. As such, the results
attained by Scarberry et al. may be indicative but are not directly comparable to
the performance attained by the peak classifier network.
If the training and testing data used in this current research originated from a
single laboratory or mass spectrometer, the variance observed in the spectra would
likely be decreased. If the peak classifier network was trained and evaluated on such
data, this should result in an increased performance on the testing data but re
duced generalization and therefore reduced performance on data from novel sources
should be expected. It should also be noted that the single spectrum sourced ex
ternally exhibited sub par performance in the evaluations carried out by Scarberry
et at.. However, given the limited sample size (1) of externally sourced spectra, no
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irrefutable conclusions can be formed.

8.5

Summary

The results of the evaluation carried out in Chapters 7 and 8 suggest that neural
networks are indeed an apt means of interpreting mass spectral data, with many
advantages identified over a range of existing approaches. The MFFN neural network
for this purpose is identified as the preferable approach, outperforming the MLP
and RBF approaches in wide ranging evaluations. The neural network approach
presented in this research is also shown to address issues identified with the neural
network approach developed by Scarberry et al. for the same task and to potentially
offer superior performance in fair evaluations.
As a result of this evaluation a neural network is produced which performs on
the task of identifying b- and y-ion series peaks from the tandem mass spectra of
peptide but which also displays much scope for further refinement. A number of
ai)plications ar(' identified for the ])(!ak classifi('r in evcay (dement, of th(' })('j)tide
secpiencing approaches considered. In Chapter 10 the performance of the peak
classifier network is further evaluated in practical terms with regard to some of the
more pertinent potential applications identified for the classifier in Section 8.3'.

1. Filtering of spectra to likely b- and ^-ion series peaks in actual mass spectral
data
2. Generating long peptide sequence tags
3. Scoring putative peptide sequences on their match to an experimental spec
trum
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Part III
A Novel Peptide Sequencing
Application
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Chapter 9
Introduction

9.1

Introduction

The review of the possible applieations of the peak elassifier network presented in
Chapter 7 identified a nuniber of tasks relevant to the interjiretation of mass spectral
data which suggested potentially promising performance through the application of
neural networks. These tasks were originally identified as ways to augment the
existing approaches to the automated interpretation of the mass spectral data of
peptides but a number of the tasks identified are recognized as constituting an almost
complete peptide sequencing process. By implementing these elements individually
and combining them using additional logic, a new peptide sequencing application
can be defined which utilizes the peak classifier network in every step of the process.
The proposed framework incorporates a vast amount of domain knowledge while
focusing on the perceived strengths of the peak classifier network. In addition to
creating a novel peptide sequencing application this framework allows for an evalua
tion of the practical use and performance of the peak classifier network on a number
of the tasks identified in Section 8.3 as being potential candidates for improvement
through the application of neural networks.
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9.2

Justification and limitations

The peak classifier has many parallels with the approach to ion series detection
of both the Sherenga and PepNovo applications. The peak classifier is however
not amenable to a full de novo sequencing approach as it is trained using ion-trap
data. Consequently the low end of the mass spectrum (and possibly the high end
depending on the mass of the peptide) can be missing from the mass spectrum.
Given this constraint, the generation of partial peptides and peptide sequence tags
to support the database search approaches presents itself as the most promising
potential application for the peak classifier network. As such, the application will
consist of the following stages:

1. Classifying all peaks using the peak classifier network
2. Filtering scan to most likely b- and y-ioii series peaks
3. Tag generation
4. Scoring and ranking of the tags

It was reasoned that the incorporation of the peak classifier network could allow
for peptide sequence tags of increased length and therefore increased discriminative
power in the database searches while maintaining high confidence levels. To aid in
the manual interpretation of spectra it is also desirable to generate partial peptides
able to explain as much of the visible range of the spectrum as possible. For mass
spectra where this approach proves unsuccessful, the approach should at the very
least present a signihcant amount of useful information to the user relevant to the
manual interpretation of the spectrum, such as possible ion series peaks and amino
acids identified. The performance of the framework is evaluated against the PepNovo
de novo peptide sequencing application on novel data of known classification.

9.3

Summary

This section attempts to translate the success of the peak classifier neural network
into a useful tool in the domain. Chapter 10 concerns the methodology and eval
uation of the framework which uses the peak classifier network for the automated
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sequencing of peptides from tandem mass spectral data. Inherent in the implemen
tation of this framework is an evaluation of some of the possible uses of the peak
classifier network as identified in Section 8.3.
The framework developed here provides reasonable performance but currently
produces inferior results to the PepNovo application for the majority of spectra. The
potential for improvement of the framework is however recognized and a number
of refinements are suggested throughout Chapter 10 and Chapter 11 which may
ultimately lead to superior performance against PepNovo.
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Chapter 10
Methodology and Results

10.1

Introduction

This section outlines the process carried out by a novel framework developed during
the course of this research wit h the aim of sequencing peptides from tandem mass
spectra in an automated fashion which relies heavily on the peak classifier network
outlined in Chapter 7. The framework utilizes the evidential response of the peak
classifier neural network to score peaks of a mass spectrum based on their potential
b- or ?y-ion series membership. These scores are used for the identification and scoring
of partial peptide sequences from the spectrum. The performance of this approach
is benchmarked against the Pep Novo algorithm on novel data with high confidence
classifications. For the sake of brevity in discussion, the framework developed here
will be referred to as ''PepNeurar.

10.2

Methodology

The framework developed here specifies the following steps for the interpretation of
the tandem mass spectral data of a peptide:

1. Scoring the peaks
2. Reducing the spectrum to the most likely b- and ^-ion series peaks
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3. Tag generation
4. Combining tags
5. Scoring and ranking the tags

10.2.1

Scoring the peaks

The first step in the sequencing process is the generation of a score for each peak
in the experimental spectrum on the likelihood of being either a h- or /y-ion series
peak. Originally, the scores were assigned based solely on the output of the peak
classifier network developed in Chapter 7. This proved unacceptable given the overreliance of the peak classifier network on the value of the alternate ion series peaks
as identified in Section 8.2.5. This weakness of the classifier resulted in:

1. Low scores were attributed to h- and ;y-iori series peaks with alternate ion
series peak locations outside the applicable range of the classifier or outside
the range of the mass analyzer
2. Category R peaks which displayed another category R peak at the alternate
ion series peak location by chance displayed artificially inflated scores
3. Reliance on an accurate value for the peptide mass as this is required to identify
the location of alternate ion series peaks. Signihcantly different behaviour was
observed for the classifier on b- and ^-ion series peaks where the peptide mass
value was inaccurate

This results in clusters of high valued peaks where the alternate ion series corre
sponded with a dense region of the spectrum and clusters of lower valued peaks
where the alternate ion series correspond to regions where no information is avail
able, respectively. The significant drop in sensitivity also resulted from inaccurate
values for the peptide mass. As such this scoring function was usable to a degree
but the identified bias of the neural network negatively impacted the reliability of
the evidential response of the classifier and could lead to inconsistent results across
a spectrum.
To reduce the impact of the problems identified in Section 8.2.5., the score as
signed to each peak was generated as the product of the output of the abridged clas122

sijier {appendix E.3) and the peak classifier for that peak. If the problem identified
was not present in the trained peak classifier network^ the peak classifier network
alone would be sufficient to produce the scoring value. The use of both the peak
classifier network and the abridged classifier had the effect of increasing the influ
ence of fragmentation patterns (by the abridged classifier) while still retaining the
advantage of considering the alternate ion series where available (by the peak clas
sifier network) while reducing the impact of any incorrect classifications by either
classifier individuallv.

10.2.2

Reducing the spectrum to the most likely

h-

and ^-ion

series peaks
The next step in the process is the filtering of the full set of peaks in the spectrum to
a reduced set of only the most likely b- and ,y-ion series peaks from which to generate
the peptide sequence tags. Reducing the size of the set of candidate peaks massively
reduces the computation time required and the number of false positives generated.
By retaining only the likely h- and /y-ion series peaks, tags can be generated by
observing chains of peaks in the reduced set which are identified as being separated
by m/z values equivalent to the masses of amino acid residues.
If the spectrum is reduced too much, it is likely that a number of b- and y-ion
series peaks will be removed from consideration. If too many peaks are retained,
large numbers of category R peaks will be considered as potential b- and y-ion series
peaks, resulting in increased computation time and large numbers of false positive
identifications. After much trial and error, the value for the number of peaks to
be retaiiKxl was set as 30 as it was identihed as providing a typically good balance
between the percentage of b- and y-ion series retained and the number of category
R peaks retained when evaluated across a set of classified spectra.
The filtering is achieved by simply identifying the 30 peaks in the spectrum
with the highest score (as attributed in Section 10.2.1) and removing all other
peaks. A window based filtering approach based on that employed by Pep Novo
{appendix D) was also trialled but typically resulted in the retention of too many
peaks for consideration leading to large numbers of false positive identifications and
unacceptable computation time for the following stages.
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10.2.3

Tag generation

Once the potential b- and ^-ion series peaks are identified, the generation of the
peptide sequence tags can begin. As the data sets used in this research originated
from ion trap mass spectrometers, the low ends of the spectra (and possibly the
high ends) are not present in the training and testing data sets. This limited the
possible approaches which could be taken to generating putative partial peptides and
meant that a full de novo sequencing of the peptide could not always be carried out.
Consequently, the tag generation approach specified by this framework is a departure
from the typical spectrum graph based approaches like Sherenga [7] and PepNovo
[8] or the approach of Scarberry et al. [11] which extends putative partial peptides
one amino acid at a time from the N-terniinus.

The PepNeural tag generation

approach uses a recursive tag extension function to identify every ladder of peaks in
the reduced spectrum which correspond to differences in m/z values equivalent to
the mass of an amino acid residue and then attempts to combine the short ladders
to offer as much coverage of the spectrum as possible.
Each of the 30 peaks in the reduced spectrum is considered individually as the
start of a secpience tag in order of the lowest m/z value to the highest. Each peak in
turn is compared with all other peaks of higher mass from the reduced set. Where
the gap between two peaks corresponds to the mass of an amino acid residue (or to
the mass in a small pool of potential PTMs) a partial tag is identified. The same
process is then applied to the peak at the end of the tag in an attempt to further
extend the partial tag. When no further peaks can be identihed a distance away
from the end of the tag equivalent to the mass of an amino acid, the sequence tag is
recorded. A single amino acid is removed from the end of the tag and the algorithm
attempts to extend the tag using an alternate peak to the one used previously. This
process is continued until all possible branching ladders of amino acids originating
from the starting peak are generated. The same procedure is then repeated using
the next lowest m/z valued peak in the spectrum as the possible starting point for
a sequence tag. This process is applied to all peaks in the reduced spectrum with
the exception of the last peak.
Where the mass gap between any tag and the N-terminus or C-terminus corre
sponds to a single amino acid or dipeptide, the tag is extended by those putative
amino acids. Where no amino acid and terminus mass can explain a mass of such
a gap, the tag can be considered invalid and discarded. The tag is also considered
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invalid if it contains ^''forbidden pairs'^ [7]. i.e. two peaks identified as being gener
ated from the same cleavage event. Each pair of peaks in the tag can be evaluated
as forbidden pairs using formula 3 from Chapter 5. Although these forbidden pairs
will occasionally be valid where a 6-ion series peak overlaps with a j/-ion series peak,
they are generally going to be due to the illegal assignment of peaks from alternate
ion series to the same tag.
Each tag generated is evaluated for validity, scored and the 50 highest scoring
valid tags are retained. The algorithm used to score and rank the tags is detailed
in Section 10.2.5. The result of this step is a large set of tags (both accurate and
inaccurate) of varying length which tend to cover a large area of the spectrum in an
overlapping manner.

10.2.4

Combining tags

In the next step, the framework attempts to create a set of longer tags by combining
the short tags which were generated with high confidence. Two distinct types of tag
pairs are identihed which can be combined:

1. Tags separated by dipeptide gaps
2. Tags of alternate ion series

10.2.4.1

Combining tags separated by dipeptide gaps

Two situations are identified which result in 6- or y-ioii series peaks in the range of
the mass analyzer being absent from the reduced spectrum:

1. A large number of spectra have ^''missing peaks'^-, ion series peaks which are
not observed in the spectrum as discussed in Section 5.3.3
2. The 6- and y-km scu'ies pc^aks can be unintcuitionally removed by the hlteriiig
approach outlined in Section 10.2.2
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Where a single b- or ^-ion series peak is missing from the middle region of the
reduced spectrum, the consecutive peaks of the same ion series will be separated by
an m/z value equivalent to the mass of two amino acid residues. Missing b- and
^-ion series peaks result in incomplete ladders of b- and/or y-iori series peaks in the
mass spectrum and limit the length of the partial peptides which can be generated
using the algorithm described in Section 10.2.3.
To address this situation, a function was written to identify and “/j//” possible
dipeptide gaps in the ion series. Every possible pair of PSTs from the set of the
50 highest scoring is evaluated. Where the gap between two tags in the spectrum
is equivalent to a dipeptide, a new tag is generated composed of the lower tag, the
dipeptide and the higher tag. Therefore, where a high confidence tag is generated
on either side of a dipeptide gap a single long tag can be generated which covers a
much longer length of the spectrum.
The order in which the amino acids of the dipeptide are added is important and
is decided by examining the original spectrum for evidence of the potential amino
acid arrangements. Where the amino acids constituting the dipeptide are of different
identity and mass, two possible 5-ion series peaks and two possible ^-ion series peaks
can be created depending on the order of the amino acids. Therefore, the order in
which the amino acids of the dipeptide are added to the tag is decided by which is
supported by the most evidence in the experimental (unreduced) spectrum in terms
of peak presence or the scoring algorithm dehned in Section 10.2.1. Where there
is no evidence in the spectrum to support either order of the amino acids, both
possible tags are recorded.

10.2.4.2

Combining tags from alternate ion series

This section presents the algorithm used to identify and combine partial peptide
sequences generated from alternate ion series. This is relevant where only partial
sequence information is available for both ion series. By converting a partial pep
tide to its alternate ion series representation and overlapping it with existing partial
sequences of that alternate ion series the information form both ion series can pos
sibly be combined to form longer partial peptide sequences. For example, the high
m/z end of the 5-ion series may be outside the range of the mass analyzer or the
applicable range of the classifier. The sequence information which is missing from
the 5-ion series may however be present in the low end of the spectrum in the form
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of tlie y-iou series. Therefore, by converting the ^-ion series information to it’s 6-ion
series representation it can be used to extend the coverage of the 6-ion series.
Each of the original 50 short tags generated according to Section 10.2.3 is se
lected individually and referred to as the ^Harget tag^\ The peaks in the reduced
spectrum which constitute the target tag are tentatively removed. The tag genera
tion process as described in Section 10.2.3 is then re-applied to the reduced spectrum
in an attempt to generate tags using only the remaining flagged peaks. Each tag
generated using only the remaining peaks is then converted to its alternate ion series
using formula 3 from Chapter 5. Where the amino acids of the target tag overlaps
with the amino acids of any of the newly generated tags, a new tag is created which
splices together the two tags at the point of alignment. Additionally, where there is
no overlap but both tags are separated by a distance equivalent to the mass of an
amino acid or di])eptide, a new tag can be created which combines both short tags
and the identihed amino acid(s) of the gap using the approach outlined in Section
10.2.4-1. Any new tags generated are handled and evaluated for validity using the
same process specified for the short tags described in Section 10.2.3. The peaks
which constitute the target tag are then replaced in the reduced spectrum and the
process repeated for the next target tag in the original tag set.

10.2.5

Scoring and ranking the tags

Many of the factors comprising the PepNovo and Sherenga spectrum graph path
scoring functions are inherently considered in the score produced by the peak classi
fier neural network defined in Chapter 7. This gives rise to a simplistic scoring func
tion which relies heavily on the score produced by the peak classifier network (and
the abridged classifier for the reasons outlined in Section 10.2.1) for the scoring and
ranking of PSTs and putative peptides on their correlation with the experimental
spectrum. Many combinations and weightings of the available metrics were evalu
ated on novel data. The best performing metric identified for evaluating a sequence
of peak locations as corresponding to a 6- or y-ion series consists of 3 elements:

1. The f-score defined as the sum of the scores (generated as per Section 10.2.1)
for the peaks constituting the sequence
2. The c-score defined as the sum of the scores for peaks of the alternate ion
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series (as found using formula 3 from chapter 5) to the peaks constituting the
sequence
3. The r-average defined as the average of the scores of the remainder of the
flagged peaks which do not contribute to either the f-score or the c-score.

To generate the score for a sequence, the elements of the scoring function are com
bined in the following manner:
(f-score -h c-seore) / r- average [formula f\
The simple summation of the scores for the peaks constituting the partial se
quence to produce the f-score and c-score allows for a premium for longer tags;
longer tags will be valued as the sum of a greater number of values leading to higher
scores for long putative tags which are supported by evidence in the spectrum. Al
though already considered to an extent by the peak classifier neural network, the
inclusion of the peaks of the alternate ion series through the c-seore increases con
fidence in tags where such information is available. Dividing by r-average serves to
penalize tags which omit large numbers of peaks with high scores.
Where a spurious peak with low probability is added to extend a PST, the /seore and possibly the c-score will be increased but if the additional peak has a
low enough score the value for r- average will also be increased. Consequently, this
scoring function places an onus on longer tags which can be reasonably explained
by the spectrum.

10.3

Results

Several forms of the PepNeural framework are evaluated on their performance
against the Pep Novo application on novel data. Two sets of spectra with vary
ing properties were selected from the Peptide Atlas data repository and reduced to
only those spectra with high confidence classifications presented by Peptide Atlas.
The remaining spectra are then sequenced by both the PepNovo application (build
date 25/02/2010) and the PepNeural application developed here.
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10.3.1

The structure of the evaluation

It is important to ensure that elements external to the framework such as the algo
rithm for generating the peptide mass or data inconsistent with the training data do
not overly impact the evaluation of the framework and the peak classifier network.
To ensure the PepNeural framework is fairly evaluated a number of pre-processing
steps and rules for the evaluation are first clearly defined. The methodology and
constraints of the evaluation are defined under the following topics:

1. The sequencing approaches which will be comparatively evaluated
2. The dehnition of good performance
3. The scope of the evaluation
4. The data on which the sequencing applications will be evaluated

10.3.1.1

The sequencing approaches v^hich will be comparatively evalu
ated

A number of neural networks are evaluated on their performance as part of the
PepNeural application. In Chapter 7 the best performing architectures for each of
the MLP, MFFN and RBF networks were identihed (MLP3, MFFXl and RBF2).
To further the evaluations of these classifiers in the domain, each of the 3 best
performing networks are benchmarked and evaluated on their use for the PepNeural
framework. An additional MLP network is trained using a training data set tailored
specifically towards the PepNeural problem and is given the identifier “MLP.IOO”
The details of the MLP.lOO classifier are covered in appendix F. This research also
evaluates the use of the abridged classifier on its own for generating the scores for
the peaks. This evaluation is used to asses the trade off between the information
losses resulting from the use of the reduced input vector compared to the problem
identified with the peak classifier network as discussed in Section 8.2.5. Therefore,
the ability to sequence each spectrum in the evaluation set is assessed for each of:

1. PepNeural using the MLP3 network
2. PepNeural using the MFFNl network
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3. Pep Neural using the RBF2 network
4. Pep Neural using the MLP_100 network
5. Pep Neural using only the abridged classifier network
6. Pep Novo

10.3.1.2

The definition of good performance

The comparison of de novo peptide sequencing approaches is difficult to quantify
due to the variable length and accuracy of the tags. Both the PepNovo and PepNeural scoring functions have different thresholds in what they favour in the trade off
between sequence length and sequence confidence. What is the best value for this
threshold is debatable and is not an issue to be defined in this evaluation. There
fore, care must be taken in evaluating both approaches so as not to negatively assess
either approach based on the value it uses for this threshold while still attempting
to compare the performance of both approaches.
Three metrics considered relevant in determining the performance of a de novo
jx^ak classih(;r are dcffiiuxl on which both PepNovo and PepNeural will be evaluated:

1. The length of the PST generated (in amino acids)
2. The number of h- and y-ion series peaks these putative tags have in common
with the correct sequence [true positives)
3. The number of b- and ^-ion series peaks included in the tags which are not
reflected by the correct sequence {false positives)

10.3.1.3

The scope of the evaluation

Th(^ classihers (both PepNovo and PepNeural) are evaluated solely on their ability
to discern chains of accurately identified b- or ^-ion series peaks as opposed to the
actual amino acid identities. This approach was taken to avoid complications due
to the isobaric and near isobaric amino acids. Poor disambiguation of these amino
acids is an accepted weakness of de novo approaches. The poor identification rates
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on these amino acids often leads to an element of luck in identifying the correct
amino acid identities. As such, amino acid identity is identified as an element which
should be removed from the evaluation of the PepNeural classifier as it could add
randomness to the results and therefore reduce the integrity of the evaluations.

10.3.1.4

The data on which the sequencing applications will be evaluated

During evaluations carried out in Section 8.2.5.1 it was identified that the algorithm
for generating the accurate peptide mass commonly identified the wrong charge state
for the precursor ion. The algorithm employed for generating the peptide mass has
already been evaluated and will not be further evaluated. It is considered however
that the inaccuracy in generating the peptide mass could prove to severely impact
the evaluations of the PepNeural application in a negative fashion. To reduce the
impact of this shortcoming and its knock on effect with regards the over reliance of
the peak classifier networks on the alternate ion series peaks as discussed in Section
8.2.5, the evaluation procedure is modified to consider only doubly charged precursor
ions (which displayed adequate performance when ewaluated in Section 8.2.5.1).
The two sets of spectra selected for evaluation were LTQ10401_19_1 from data
set PAe000333 and AG_PAN_1 from data set PAe001048.

LTQ10401_19-1 and

AG_PAN_1 were reduced to the 486 and 209 spectra respectively which were gener
ated from doubly charged precursor ions and which had high confidence classifica
tions available from Peptide Atlas.
The properties of LTQ10401-19_1 were fairly consistent with the data used to
train the neural networks with a slightly lower than preferred average peak count
of 251.61 for tlie spectra used in the evaluations. This set of spectra received no
pre-processing. The spectra of AG-PAN_1 were however significantly different to
the training data with a much higher sensitivity and an average peak count of
10375.8 peaks (median 9923 peaks and an upper bound of 27462 peaks) compared
to the average of peak count of 570.15 for the spectra forming the training data
set. To decrease the variance between tlie training data and the novel test data,
the spectra of AG_PAN_1 were first reduced to a sensitivity of 0.5Da followed by a
reduction in the number of peaks to only the 600 most intense peaks per spectrum.
The PepNovo evaluations are carried out using unprocessed spectra so as not avoid
negatively impact its performance by
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10.3.2

The evaluations and results

Two subsets of spectra are created from each of the two sets of spectra specified in
Section 10.3.1.4- The subsets consist of:

1. The spectra produced from doubly charged precursor ions
2. The spectra produced from doubly charged precursor ions for which the pep
tide mass was generated within O.SDa of the actual value

The two data sets generated from each set of spectra represent two different
perspectives of the performance of the PepNeural framework. The first subset gen
erated represents the actual performance level of the PepNeural application as it
currently stands for the evaluation of the spectra produced from doubly charged
precursor ions. The second data set represents an ideal situation where the accurate
peptide mass can consistently be generated within a low tolerance. Evaluating the
sequencing approaches on this data set serves to remove the influence of the failures
identified for the peptide mass generation algorithm which is considered external
to the PepNeural framev/ork yet responsible for a significant amount of the poor
performance observed.
The four sets of spectra produced are each evaluated using the 6 sequencers
suggested in Section 10.3.1.1. Each sequencer generates what it deems the “best”
peptide or partial peptide for each spectrum. These best matches are compared
against the actual classification for the spectrum and a count is taken of the number
of h- or y-ion series peaks which overlap between the two sequences. The cumulative
performance on each set of spectra is recorded for each classiher individually in
terms of the length of the tags generated and the number of peaks constituting the
tags which were accurately identified.
A sample output of the benchmarking application for the first 27 spectra of
doubly charged precursor ions with high confidence classifications available from
spectra set LTQ10401-19-1 is provided in table F.2 in appendix F. The 50 highest
scoring PSTs generated using PepNeural for spectrum number 4502 from data set
LTQ10401_19_1 are provided in table F.l in appendix F.
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10.3.2.1

Evaluations on the spectra produced from doubly charged pre
cursor ions

Tables 10.1 and 10.2 present the performance of the 6 sequencers suggested in
Section 10.3.1.1 on the task of generating tags for a subset of the spectra in data
sets LTQ10401_19_1 and AG_PAN_1. The subsets comprise only those spectra from
each set created from doubly charged precursor ions and for which high confidence
classifications are available (from Peptide Atlas). 458 spectra from LTQ10401_19_1
and 267 for AG_PAN_1 meet both these criteria.
Sequencer
PepNeural using MLP3
PepNeural using MFFN 1
PepNeural using RBF2
PepNeural using
abridged classifier
PepNeural using MLP 100
PepNovo
Pep tide Atlas

Tag Length (in Peaks)
4528
4519
4322

True Positives
2834
2827
2755

Accuracy
62.6%
62.5%
63.7%

3839
4471
5734
6173

2511
2807
3725
-

65.4%
62.7%
65.0%
-

Table 10.1: The performance of PepNovo and PepNeural on the spectra of data set
LTQ104()1_19_1 generated from doubly charged precursor ions and for which high
confidence classifications are available
Sequencer
PepNeural using MLP3
PepNeural using MFFNl
PepNeural using 11BF2
PepNeural using
abridged classifier
PepNeural using MLP 100
PepNovo
Peptide Atlas

Tag Length (in Peaks)
2022
2047
1886

True Positives
1201
1229
1175

Accuracy
59.4%
60%
62.3%

1693
2016
2527
2784

1137
1212
1636
-

67.2%
60.1%
64.7%
-

Table 10.2; The performance of PepNovo and PepNeural on the spectra of data
set AG_PAN_1 generated from doubly charged precursor ions and for which high
confidence classifications are available
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10.3.2.2

Evaluations on the spectra for which the accurate peptide mass
was generated within O.SZla of the actual value

The set of spectra used to generate Tables 10.1 and 10.2 are further reduced to only
those spectra for which the peptide mass can be accurately calculated within 0.5Da
using the algorithm described in Section 7.3.4- This constraint reduced the number
of spectra suitable for the evaluation process to 362 from LTQ10401_19-1 and 166
from AG_PAN_1. Tables 10.3 and 10.4 correspond to the performance of the same
6 sequencers evaluated in Section 10.3.2.1 on this reduced data set.
Sequencer
PepNeural using MLP3
PepNeural using MFFNl
PepNeural using RBF2
PepNeural using
abridged classifier
PepNeural using MLP 100
PepNovo
Peptide Atlas

Tag Length (in Peaks)
3449
3437
3292

True Positives
2524
2515
2434

Accuracy
73.18%
73.17%
73.94%

2925
3428
4264
4569

2206
2496
3251
-

75.24%
72.81%
76.24%
-

Table 10.3: The performance of FepNovo and PepNeural on the subset of the spectra
from data set TQ10401_19_1 used to generate Table 10.1 further reduced to those
spectra for which the peptide mass was accurately generated
Sequencer
PepNeural using MLP3
PepNeural using MFFNl
PepNeural using R,BF2
PepNeural using
abridged classifier
PepNeural using MLP 100
PepNovo
Peptide Atlas

Tag Length (in Peaks)
1641
1663
1534

True Positives
1124
1148
1099

Accuracy
68.5%
69%
71.6%

1374
1637
2005
2236

1064
1135
1296
-

77.4%
69.3%
64.6%
-

Table 10.4: The performance of PepNovo and PepNeural on the subset of the spectra
from data set AG_PAN_1 used to generate Table 10.2 further reduced to those
spectra for which the peptide mass was accurately generated
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Chapter 11
Discussion

11.1

Introduction

This chapter provides an evaluation of the novel peptide sequencing framework “TepNeuraV described in Chapter 10. The discussion is presented under the following
headings;

1. Discussion of the benchmarks presented in Chapter 10
2. Impact on Pep Neural of the over-reliance of the peak classifier network on the
alternate ion series peaks
3. Discussion of the peptide scoring algorithm
4. The value of Pep Neural

11.2

Discussion of the benchmarks presented in

Chapter 10
Tables 10.1 and 10.2 represent the performance of both PepNeural and PepNovo
across two sets of spectra with a high level of variation in terms of peak count, sen
sitivity and peak density. PepNeural presented generally poorer performance than
135

the PepNovo application across all 3 best performing networks identified in Chapter
7 in a straight comparison on the highest scoring PSTs produced by both. For
67.3% of the spectra across both sets of spectra PepNovo identified a PST compris
ing more correctly identified b- or ^-ion series peaks compared to the corresponding
PST produced by any of the configurations of PepNeural using MLP3, MFFNl or
RBF2. On the same evaluation, PepNeural outperformed PepNovo on only 19.5%
of the spectra.
Table 10.3 and 10.4 display the performance of the classifiers on the same data
set used to generate Table 10.1 and 10.2 respectively reduced to only the spectra
where the peptide mass was generated within O.oDa of the accurate value using

the approach identified in Section 7.3.4- This data set allows for the evaluation
of the PepNeural application without the impact of inaccurate peptide mass, the
generation of which can be considered external to both the peak classifier network
and the PepNeural application. The spectra of this second subset with the accurate
peptide mass value will be more consistent with those used to create the training
data of the peak classifier network and should be able to take full advantage of the
presence alternate ion series information, where available. As expected, the accuracy
of the tags generated rose for the PepNeural implementations displayed an increase
in accuracy of between 15% to 17% increase on the data set LTQ10401_19_1 and
about 15% for each PepNeural implementation on data set AG_PAN_1.
The accuracy of the value generated for the peptide mass should have no impact
on the performance of PepNovo or the abridged classifier but the PepNovo and the
PepNeural implementation using the abridged classifier also experienced a signif
icant increase in accuracy of 17% and 15% respectively, in line with the increase
observed for the other PepNeural implementations on data set LTQ10401_19_1. On
inspection of the spectra, this was credited to the general high quality of the spectra
in this filtered set, typically containing large numbers of easily identifiable b- and
y-ion series peak in the spectrum. This spectrum quality likely contributed to the
accuracy of the peptide mass generation algorithm and the increase in performance
for PepNeural and PepNovo evaluated on these spectra. The lack of any significant
increase in the rate of performance for PepNeural implemented using MLP3, MFFNl
or RBF2 over PepNovo or PepNeural implemented using the abridged classifier sug
gest that for the purpose of PepNeural^ the performance of the neural networks is
perhaps less of an issue than spectral quality and the logic used in utilizing the
output of the network.
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The performance of the PepNeural evaluation is consistent with the benchmark
ing given in Chapter 7 in that the best performing networks identified lead to the
best performing PepNeural applications, but it can also be said that the impact of
the differing neural network implementations evaluated was negligible. PepNeural
is therefore identified as an accurate although poor approach for offering further
evaluation of the performance of the constituent neural networks.

11.3

Impact on PepNeural of the over-reliance of
the peak classifier network on the alternate
ion series peaks

Continuing from the observations in Section 11.2 di. further evaluation is carried out
on the impact of utilizing different neural networks for the scoring function of the
PepNeural framework and the actual impact of the over reliance on the alternate ion
series identified for the peak classifier network in Section 8.2.5. The performance of
PepNeural is (waluated using 3 different classifiers for the peak scoring function:

1. The abridged classifier
2. The MLP_100 classifier
3. MLP3

MLP3 is therefore selected for further evaluation as it is identified as being highly
affected by the problem of over reliance on the alternate ion series information.
The proof of this over-reliance on the alternate ion series information is given in
Section 7.5.5 and Section 8.2.8 where the performance of MLP3 in terms of correctly
classified exemplars dropped from 85.62% to 43.32% when this information was
(significantly) deformed in evaluations.

The MLP_100 classifier was selected for

evaluation as it is trained on a data set tailored specifically to problems encountered
by PepNeural (see appendix F) and as such should offer improved performance
where the classifier used is indeed relevant. The abridged classifier does not require
an accurate value for the peptide mass to classify a peak and as such should offer
no significant difference in performance between the two subsets of spectra specified
in Section 10.3.1.4137

PepNeural is evaluated using the 3 neural networks specified on two subsets of
spectra generated from LTQ10401_19_1. ‘‘"'Subset i” represents the set of spectra
of doubly charged precursor ions with high confidence classifications. “'Subset
represents subset 1 further reduced to only the spectra for which the value for the
peptide mass was generated within O.oDa. The results are quantified and presented
in Tables 11.1, 11.2 and 11.3. The performance of PepNovo on the same data sets
is presented in Table 11.4 for comparison.
Abridged classifier Performance
Tag Length
Matches
Accuracy
Actual Number of Spectra
Actual Number of ion series peaks

Subset 1
3839
2511
65.4
458
6173

Subset 2
2925
2206
75.42
362
4569

Difference
-23.80%
-12.15%
+ 15.32%
-20.96%
-25.98%

Table 11.1: Lift in performance for PepNeural using the abridged classifier on
LTQ1()401_19_1 given accurate peptide mass value. The performance is presented for
both subsets of spectra specified in Section 10.3.1.4 generated from LTQ10401_19_1
MLP 100 Performance
Tag Length
Matches
Accuracy
Actual Number of Spectra
Actual Number of ion series peaks

Subset 1
4471
2807
62.7
458
6173

Subset 2
3428
2496
72.81
362
4569

Difl'erencc
-23.32%
-11.08%
+ 16.12%
-20.96%
-25.98%

Table 11.2: Lift in performance for PepNeural using the MLP^lOO classifier on
LTQ10401_19_1 given accurate peptide mass value. The performance is presented for
both subsets of s])ectra specified in Section 10.3.1.4 generated from LTQ10401_19_1
MLP3 Performance
Tag Length
Matches
Accuracy
Actual Number of Spectra
Actual Number of ion series peaks

Subset 1
4528
2834
62.6
458
6173

Subset 2
3449
2524
73.18
362
4569

Difference
-23.83%
-10.94%
+ 16.90%
-20.96%
-25.98%

Table 11.3: Lift in performance for PepNeural using the MLP3 classifier on
LTQ10401_19_1 given accurate peptide mass value. The performance is presented for
both subsets of spectra specified in Section 10.3.1.4 generated from LTQ10401_19_1
Subset 1 contains a large number of spectra with inaccurate peptide mass value,
while every spectrum in subset 2 had an accurate value for the peptide mass. The
difference in performance between subset 1 and subset 2 is therefore important as it
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PepNovo Performance
Tag Length
Matches
Accuracy
Actual Number of Spectra
Actual Number of ion series peaks

Subset 1
5734
3725
65
458
6173

Subset 2
4264
3251
76.24
362
4569

Difference
-25.64%
-12.72%
+ 17.29%
-20.96%
-25.98%

Table 11.4: Lift in performance for PepNovo application between both data subsets
defined in Section 10.3.1.4 generated from LTQ10401_19_1
should be indicative of the level of impact of inaccurate peptide mass and inaccurate
alternate ion series information on the different implementations of PepNeural.
The performance of the abridged classifier should not be impacted by inaccurate
values for the peptide mass. PepNeural using the abridged classifier will still however
be affected by the aoc'uracy of the peptides mass as the tag generation algorithm still
requires an accurate value for checking tag validity and handling. The use of the
abridged classifi.er should however reduce the overall impact of inaccurate peptide
mass and should be indicative of performance where peptide mass is not an issue.
Additionally, although different tags will inevitably be evaluated, the performance
of the scoring algorithm and the accuracy should be unaffected by an inaccurate
peptide mass.
The actual results however did not support the assumptions made. PepNeural
using MLP3 did show a more favourable performance on the second subset of the
spectra but the actual lift in performance was no more than 2.32% more than the lift
for any of the other sequencers in terms of tag length, number of accurately identified
N or ^-ion series peaks and the percentage accuracy. Given the consistency in the
lift in performance displayed for all of the PepNeural configurations evaluated and
PepNovo., it is considered that any increase is more representative of the spectra than
any notable difference between the performances of the classifiers. It was reasoned
that the impact of the accurate peptide mass and consequently the over-reliance
of the peak classifieron the value for the alternate ion series peaks being less than
expected could be attributed to 3 main factors:

1. Misleading benchmarking
2. Robustness of the classifier
3. Robustness of the PepNeural approach
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11.3.1

Misleading benchmarking

The benchmarking carried out in Section 7.5.5 created a very specific but artifi
cial situation when evaluating the influence of the alternate ion series information
to the performance of the peak classifier. In this benchmarking, the value repre
senting the alternate ion series for each category R peak was exchanged for the
corresponding value from a b- or ^-ion type peak. The majority of the category R
exemplars received a high value for this input and the majority of b- and ^-ion series
exemplars received a very low value for this input. This lead to very poor levels of
performance by the peak classifiernetwoiks in the evaluation, with the number of
correctly classified exemplars dropping to 43.32%.
When evaluated on actual mass spectral data, an inaccurate value generated for
the peptide mass typically will result in the alternate ion series peak location for
vast majority of category R. peaks coinciding with no peak or another category R
peak. The alternate ion series peak location of only a few of the category R peaks (if
any) will coincide with actual b- or y-ion series peaks and give the poor performance
levels observed in the benchmarks in Section 7.5.5. Therefore the identihed issue
should in actuality result in the misclassihcation of a small proportion of category R.
peaks. Robustness is still an issue which should be addressed in any future versions
of the peak classifier but the scale of this problem is perhaps overstated in Section
7.5.5.

11.3.2

Robustness of the ipeak classifier network

Using an inaccurate value for the peptide mass, the location of an alternate ion series
peak (generated using formula 3 from Chapter 5) of a 6- or ^-ion series peak can be
expected to not correspond to any peak or to a category R peak. It can be observed
from the results presented in Table 7.9 (b) that the peak classifier network places
a heavy weighting on a high value for the alternate ion series peaks in deciding
the classification of a peak as belonging to the b- or ^-ion series. Consequent to
these two points, an inaccurate value for the peptide mass will lead to inaccurate
and likely low values representing the alternate ion series being used by the peak
classifier network in evaluating b- and y-ion series peaks. This will clearly lead to
reduced accuracy by the peak classifier networks for b- and y-ion series peaks.
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The peak classifier network however considers many additional factors (although
likely to a lesser degree) in addition to the value representing the alternate ion series
in generating its output. Although the accuracy of the output of the peak classifier
network can be expected to suffer it should still offer some level of discrimination
of b- and y-\on series peaks for all but the most poorly trained neural networks. As
outlined in Section 11.3. f an inaccurate value for the peptide mass will not serve to
inflate the output of the peak classifier network on the vast majority of the category
R peaks. Therefore, most b- and ^-ion series peaks which display characteristic
properties of these ion series peaks would still be expected to produce outputs for
the peak classifier network higher than the vast majority of the category R peaks.

11.3.3

Robustness of the PepNeural approach

There are many ways in which the PepNeural algorithm has robustness encoded in
the logic it uses. These elements of the approach such as retaining large numbers of
putative partial peptides at each stage of the evaluation and combining alternate ion
series peaks are discussed in Section 10.2.3. There are two elements of the PepNeural
approach which add robustness which could reduce the impact of inaccurate p)eptide
mass combined with the stated over-reliance on the alternate ion series:

1. The scoring function
2. Combining tags separated by dipeptide gaps

11.3.3.1

The scoring function

The scoring function defined in Section 10.2.1 scores peaks as the product of the
peak classifier network and the abridged classifier to reduce the impact of niisclassifications by either. The abridged classifier focuses on the fragmentation patterns
observed around a peak under investigation and is not affected by inaccuracies in
the peptide mass value. Therefore, where the peptide mass value is inaccurate, using
the abridged clas.sifi.er the scoring function can still generate high scores for b- and
^-ion series peaks displaying characteristic fragmentation patterns.
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11.3.3.2

Combining tags separated by dipeptide gaps

The approach detailed in Section 10.2.4-1 for the handling of potential dipeptide
gaps has an additional benefit that h- and ^-ion series peaks incorrectly classified as
category 11 peaks can still be used to generate putative peptide sequences (assuming
that the previous and next ion series peaks are correctly identified). The combining
of tags from alternate ion series peaks as described in Section 10.2.4-2 adds similar
robustness to PepNeural but is only applicable where an accurate value is known
for the peptide mass.

11.3.3.3

Further evidence of the robustness of the PepNeural applica
tion

Further credence is added to purported robustness of the PepNeural application
when the performance of PepNeural using the RBF2 network is compared against
PepNeural using the MFFNl or MLP3 peak classifier networks, as presented in
Tables 10.1 to 10.4performance evaluation of the RBF2, MFFNl and
MLP3 networks presented in Tables 7.1 to 7.3, the percentage error for RBF2 was
43.78% higher than MFFNl and 29.52% higher than MLP3. If these values were
to be extrapolated onto the expected performance for the PepNeural framework a
large difference would be expected in the number of accurately identified b- and
^-ion series peaks using the MFFN or MLP compared to the RBF.
Performance was slightly reduced for PepNeural using the RBF architecture but
the difference was significantly lower than expected. The decrease in the length of
the tags generated using the RBF network for PepNeural was only 4.55% compared
to MLP3 and 4.36% compared to MFFNl on the spectra of doubly charged precur
sor ions with high confidence classifications from data set LTQ10401_19_1. On the
same data set the PepNeural classifier using RBF2 suffered only a 2.79% and 2.55%
decrease in the number of correctly identified b- and y-ioii series peaks compared to
PepNeural using MLP3 and MFFNl respectively. This suggests that the PepNeu
ral application has sufficient robustness to compensate for low performance by the
neural networks.
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11.4

Discussion of the peptide scoring algorithm

A number of case studies were carried out on spectra which performed poorly un
der PepNeural to identify the weaknesses in the current approach. A single mass
spectrum (spectrum 4502 from data set LTQ10401_19_1) with accurately generated
peptide mass was selected for further evaluation as it presented good results when
applied to PepNovo but poor results under PepNeural. For the selected spectrum
PepNovo generated a tag comprising 15 peaks, 14 of which were accurate. For the
same spectrum the highest ranked tag identified by PepNeural was of length 10 and
contained only 4 correctly identified b- or ^-ion series peaks. Under further inspec
tion it was observed that PepNeural produced many PSTs with would have been
more favourable than the one identified as being the 'PesV according to the scoring
algorithm specified in Section 10.2.5. The 50 highest scoring PSTs generated by
PepNeural for spectrum 4502 are presented in table F.l in appendix F.

11.4.1

Evaluating the scoring function

This same evaluation was carried out for a further 9 spectra from the same data
set for which PepNovo performed much better than PepNeural. For each of these
10 spectra the top 50 PSTs generated by PepNeural are examined to identify the
presence of PSTs more preferable than the one suggested by the standard scoring
function. A new ranking function is defined which uses the actual correct peptide
sequence of the peptide to generate a score to rank putative PSTs the final set of
50 PSTs generated by the classifier. As the identity of the peptide is required to be
known a priori, it cannot be used in identifying unknown peptides but will be used
here to gauge the performance of the actual scoring function {formula 4 in Chapter
10) used by PepNeural and the success of the tag generation algorithm [Section
10.2.3). The ranking score is achieved by taking the sum of two elements:

1. The number of b- and ^-ion series peaks which match the actual sequence
2. One minus the length of the tag divided by 100

Assuming all tag lengths to be less than 100, this allow for a major ordering of
the PSTs by number of matches with the correct sequence and a minor ordering by
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the accuracy. The PST with the highest score is defined as the most ''preferable^''
tag for the situation, where preferable is defined as having the most b- or y-iou.
series peaks in common with the actual classification and few false positives. This is
referred to as the ideal ranking score. For the 10 selected spectra the tag suggested
by Pep Neural using formula ft the tag identified using the ideal ranking function
and the highest ranking tag suggested by PepNovo are presented in Table 11.5.
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The 10 spectra evaluated here displayed a signihcaiit increase in the number
of true positives and accuracy when the most preferable tag was selected. A 57%
increase was attained in the number of correctly identified b- and y-ion series peaks
and a 20% increase in accuracy with a better performing tag identified for 9 of the
10 spectra. For spectrum number 4145 the highest ranked PST identified using the
ideal scoring ranked only 37^*^ using formula 4 suggesting that the current approach
to scoring is far from optimal.
The PSTs identified using the ideal ranking algorithm represented a significant
improvement in performance but FepNeural was still comprehensively outperformed
by FepNovo. This is of course a trivial evaluation carried out on a specially selected
small sampling. The results however do serve to highlight the inadequacy of the
current scoring function.
To evaluate the impact of the inaccuracy of the scoring function on general mass
spectral data, the ideal ranking function is applied to the spectra of LTQ104()1_19_1
generated from doubly charged precursor ions and with high confidence classifica
tions available. The results are displayed in Table 11.6 for the 485 spectra together
with the performance of the standard FepNeural approach (using formula 4 for
PST scoring) and FepNovo on the same spectra. Table 11.7 represents the same
evaluation but on the sul)set of data (362 spectra) for which the peptide mass was
generated within i).5Da of the accurate value.
Tag Length
FepNeural Tag
4528
“/dea/” Tag
4668
FepNovo Tag
5734
PeptideAtlas
6158

Accurate Matches
2834
3617
3725
-

Accuracy
62.6%
77.5%
65.0%
-

Table 11.6: Evaluating an ^HdeaF ranking function on spectra of doubly charged
precursor ions
FepNeural Tag
“/dea/” Tag
FepNovo Tag
PeptideAtlas

Tag Length
3449
3693
4264
4569

Accurate Matches
2524
3126
3251
-

Accuracy
73.18%
84.6%
76.2%
-

Table 11.7: Evaluating the ^HdeaF ranking function on spectra of doubly charged
precursor ions for which the accurate peptide mass is generated within 0.6Da
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11.4.2

Discussion of results

Given this data, it is apparent that the failure of the scoring algorithm to select the
best tag was a common trend observed in evaluations. Table 11.6 and 11.7 represent
the level of performance increase that would be expected if the best performing tag
could be consistently identified from the pool of up to 50 produced by PepNeural. As
discussed in Section 10.3.1.2 it is difficult to say which approach actually offers the
best performance the results are mixed and the weighting of the metrics provided
are dependant on the situation in which the results are applied. PepNovo identifies
more b- and ^-ion series peaks but PepNeural using the ideal ranking offers only
a 3.84% decrease in the number of accurately identified b- and ^-ion series peaks
while providing an 8.4% increase in accuracy. It should also be noted however that
PepNovo commonly identified tags which would perform better in evaluations than
its highest ranked tag identified.
The identified inadequacy of the scoring function has a second ramification. Pep
Neural is a multi-stage framework where shorter PSTs are generated and combined
several times during the process of creating the final set of tags. At each of these
stages, the putative tags are evaluated and the poor scoring (defined by formula
4 from Chapter 10) are pruned away. Given the data presented in Tables 11.6
and 11.7 it is possible that the scoring function in addition to selecting suboptimal
PSTs, is likely to be responsible for the pruning of accurate short PSTs early in the
tag generation cycle. Improving the scoring function therefore has the potential to
improve the overall quality of the set of 50 PSTs generated by PepNeural.

11.4.3

Conclusions

It is highly likely that a more optimal scoring function is available than that which is
outlined in Section 10.2.5 which would provide more accurate and more consistent
scoring of PSTs. This scoring function has, as of yet, not been identified due to
the complexity of the problem. Given the levels of variation of the spectra and
the numbers of elements which need to be considered to create a singular scoring
function which can fully account for this variation of spectra it is suggested that a
neural network could be developed to score the PSTs effectively. This idea is further
developed in Chapter 13 ( ‘"''Future Developments^’’).
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11.5

Value of PepNeural

Despite the good performance of PepNeural and the potential for its further im
provement through refinements identified during this research, it is not a complete
solution to the problem. Only a small fraction of the spectra can be completely
sequenced using this application (or any de novo approach) given the constraints of
the mass spectral data. Even fewer spectra can be identified unambiguously due to
isobaric and near isobaric amino acid values which cannot be resolved using just the
information contained in the spectrum.
Many potential uses can however still be identified for PepNeural in its current
state or as a result of further rehnenient. The peak classifier network has already
proven useful in aiding in the manual interpretation of spectra during the task of
building and debugging the PepNeural application. Another potential application
is for the generation of high confidence PSTs for use with PST based database
searches {Section 5.5.3). This could be achieved through the modification of the
scoring function to severely punish generated PSTs which include spurious peaks
as opposed to the current approach of the scoring algorithm using formula 4 which
favours long tags with reasonable credibility.
Of particular interest is the idea of the inclusion of PepNeural as part of a
‘‘‘’consensus of machines'' due to the relative novelty of neural networks for the
identification of b- and y-ion series peaks. Consensus of multiple machines refers
to the (possibly weighted) combination of the classifications produced by different
approaches to sequencing the same spectrum. The benefits of this approach include
fewer false positives (by requiring consensus) and better coverage achieved (a de novo
search may produce results where a database search proves futile and vice versa). A
successful example of this approach is Scaffold [130] which allows for the combining of
the results obtained from Sequest, Mascot and X!Tandem amongst other sequencing
applications. Searle [130] claimed a 20% to 100% typical increase in the number of
peptides successfully identified due to an increase in confidence attained on spectra
with low conhdence classihcations through consensus of different approaches.
As no commonly used approaches currently employ neural networks in a fashion
similar to PepNeural., the independence of an ANN based approach could add sig
nificantly to the robustness of a consensus decision. An ANN based approach would
undoubtedly have strengths and weakness which differ from the other approaches
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and could act as an interesting compliment to the sequencing approaches used in
existing consensuses. Combining an ANN approach with database searching, a typ
ical de novo approach and tag searching could give a ^^super cdassifier^’’ combining
the strengths of all the approaches and addressing weaknesses of each individually.

11.6

Summary

The overall performanee of the PepNeural application was less dependent on neural
network performance than expected, due to increased logic necessary to deal with
the inevitable missing ion series peaks. This resulted in the approach of PepNeural
being robust and limited the impact of false negatives on ion series peaks produced by
the peak c/assz/iernetworks. Variable results were observed through the application
of the different best performing classifiers identified in Chapter 7 but any impact
of these different classifiers was marginal compared to the impact on performance
observed through the selection of other parameters such as the scoring function, the
number of PSTs to retain at each stage and the approach to selecting putative band y-\oii series peaks from which to generate the PSTs.
Nevertheless, the neural works developed performed well, forming an integral
part of the application and proving their applicability to filtering spectra, identify
ing partial peptides and scoring putative peptides against an experimental spectrum.
The overall performance of the application in its current state was lower than ex
pected, proving inferior to Pep Novo in benchmarks. There is however great potential
identified for improvements over non-neural network based approaches, and a large
number of jmtential refinements have been identified.
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Chapter 12
Conclusions

12.1

Discussion

The primary objective of this research was to evaluate different neural networks
in aiding the interpretation of the tandem mass spectra of pep)tides. Because of
the high throughput nature of mass spectral evaluations, the interpretation of the
spectra produced is required to be similarly high throughput in nature. This is
however a highly problematic field which results in the discarding of large amounts
of the data which cannot be correctly identified, or which is correctly identified, but
with insufheient confidence levels. Depending on the application domain, there are
also potentially serious repercussions for the misinterpretation of spectra. For these
reasons, any improvement over existing approaches is potentially significant.
To this end, the use of neural networks in the domain was evaluated with the
aim of producing a classifier which can be used to aid in the sequencing peptides,
or define information which can be used to improve to improve the ability of pre
existing peptide sequencing applications.
The results of this research are:

1. A neural network is developed which displays good performance, as evaluated
in Chapter 7 and 8. In evaluations, this network proved capable of identifying
greater than 77% of the b- and '^-ion series peaks from the 225m/z to 2000m/z
151

range of typical tandem mass spectra of peptides, while maintaining high lev
els of specificity. An evaluation was carried out of a number of different neural
network approaches to the problem, resulting in the identification of the Mod
ular Feed Forward Neural Network (MFFN) as an approach well suited to the
problem domain.
2. Several current approaches to mass spectral interpretation were examined in
detail, with a focus applied to any areas which could potentially benefit from
the application of neural networks. Significant potential to aid current (nonneural network based) approaches to the automated interpretation of spectra
through the application of such a neural network is identified. An evaluation is
carried out on a previous application of neural networks to the interpretation of
the mass spectra of peptides (namely the approach of by Scarberry et al. [11]),
leading to a number of issues and potential improvements being identified (see
Section 6.8.3 and Section 8.4)3. A novel peptide sequencing application is developed which employs neural
networks for a range of its functions, such as peak categorization, filtering,
peptide mass elucidation and peptide scoring. This application was then
applied to prove the benefit of using neural networks to augment existing
approaches to the sequencing of peptides. The application, however, when
benchmarked against the standard de novo peptide sequencing application
PepNovo in Chapters 10 and 11 displayed marginally inferior performance,
with PepNovo generating tags 23.4% (on average) longer while still achieving
superior accuracy by 1.45% (on average). The novel classifier still displays a
reasonable level of performance, with many areas for future refinement and
improvement identified

Only a limited number of studies of the application of artificial neural networks
to similar problems in the domain are identified with only one directly addressing the
problem of de novo peptide sequencing of peptides from tandem mass spectral data
[11]. It is hoped that information presented in this research can be used to positively
impact the performance of future peptide sequencing approaches in the ability to
sequence peptides from spectra in an automated fashion with high confidence. It is
also hoped that the evaluations carried out here will serve to further highlight the
benefits of th(^ application of neural networks to the doinain which is currently a
much overlooked held of study.
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Chapter 13
Future Developments

13.1

Introduction

During the course of this research a number of areas were identified which showed
the potential to improve the results being attained for the peak classifi.er neural
network and the PepNeural framework. As much as possible, these factors were im
plemented in the research. However, due to time constraints a number of these areas
could not be implemented. This suggests that there is much scope for improvement
available on the already promising results presented in this research. Some of the
more interesting and promising avenues identihed will be described here under the
following headings:

1. Data mining
2. Data mining for evaluation of the neural network
3. Improved scoring function and validation
4. Differentiation of h- and ^-ion series peaks
5. Instrument independence
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13.2

Data mining

Data mining is defined as the ''non-trivial process of identifying valid, novel, poten
tially useful and ultimately understandable patterns from data'' [131]. It is considered
that the application of data mining could discover any as of yet unidentified depen
dencies in the bulk of mass spectral data acquired. The identification of any such
dependencies could potentially lead to practical improvements to the classifiers de
veloped and the identification of any additional relevant properties which should be
included in their input vector of the neural networks.
In recent years there has been a significant amount of research carried out into
data mining proteomic and peptide data.

This is due in part to the generally

increased interest in bioinformatics necessary to handle todays high throughput
analytical equipment and the expanding availability of large amounts of biological
data thanks to initiatives such as PeptideAtlas [132] and the Human Genome Project
[133]. A brief introduction and a review of some current applications of data mining
to mass spectral data is available of the paper ^G)ata mining in proteomic mass
spectrometry" by Thomas et al. [134].
A number of research papers have successfully identified features which could
potentially be used to improve the neural networks defined in this current research
through the application of data mining. Some of the research efforts identified as
being pertinent to this current research will be briefly outlined here to demonstrate
the applicability of data mining to the domain and offer examples of how data mining
could potentially identify new relevancies in the data.
Kapp et al. in their work [135] employed data mining to examine a set of 5500
spectra classified by Sequest. The aim of the investigation was to define novel setiuence dependant properties of peptides which affect fragmentation patterns. The
information garnered is then used to generate rules which could be used to im
prove the fragmentation models employed by several current peptide sequencing ap
proaches. Improved fragmentation models reduce the observed differences between
actual experimental spectra and in silico produced theoretical spectra of the same
peptide. Accurate fragmentation models therefore allow more accurate comparisons
between experimental spectra and putative peptide matches for the spectrum. The
relevance of three factors was defined by Kapp et al. to the observed intensities of
fragment ions in the experimental spectrum:
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1. Post-translational modifications
2. Ion charge state
3. The identity of flanking amino acids at the point of fragmentation
A similar task was addressed by Huang et al. [136]. Huang et al. describe the in
tensities of fragments resulting from peptide cleavage under MS evaluation as highly
reproducible, but not well understood. The study focused specifically on the effect
of structural motifs at the point of fragmentation on the observed intensities. Motifs
(or supersecondary structures) are a combination of peptide secondary structures
(see protein structure in appendix B) which are thought to be tightly related to
protein function [137]. The approach employed an unsupervised learning technique
to cluster spectra which showed similar fragmentation patterns. Feature extraction
using classification and regression trees [138] was then carried out to identify the
important motifs and explain their relevance to the observed fragment intensities.
Tripet et al. [139] applied data mining to the evaluation of classified peptides to
evaluate the properties of a peptide relevant to its retention time under HPLC (see
section 4.5). The goal was the development of a tool capable of estimating the re
tention time for a peptide of given secpience. Where the retention time for a peptide
can be defined in silico, it is recognized as a useful scoring filter for the identification
of false positives when compared against actual experimentally produced retention
time for the peptide. This paper is of particular interest as it utilizes the available
LC data which is overlooked by typical peptide scoring algorithms.
Database search algorithms are often successful in selecting the correct match
for a spectrum of a peptide from the database, but the correct result is often ob
scured by incorrect classifications attaining higher score in evaluations (referred to
as ''^distraction^'’). It is apparent that the searching of a spectrum produced by a
peptide against a smaller database or a subset of a database (which still contains the
correct match) is likely to result in a lower rate of false positives where the reduction
in the database size is achieved externally to the scoring function used. Yen et al.
[140] defined an approach to reduce the number of peptides in a database which are
required to be evaluated in a database search for a tryptic peptide (see '^Protease
in appendix D).
The reduction in the database size is achieved by applying data mining techniques
to a set of classified tryptic peptides for the purpose of extracting refined rules
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describing the tryptic digestion process.

The end result is a set of rules which

allowed for improved identification of likely missed cleavages by trypsin and the
identification of additional sites of possible proteolysis which are not accounted for
by the typical specificity of trypsin.

The extracted rules can be applied to the

proteins of the database to reduce it to the set of peptides likely to be observed as
a result of tryptic digestion, thereby reducing the number of putative false positives
and the likelihood of distraction occurring.
Of particular relevance to the current research due to the number of parallels and
possibility for the carry forward of information is the work carried out by Gerqueira
et al. [141]. The phosphorylation of peptides is a common post-translational modi
fication {section 3.6) which typically results in reduced b- and ^-ion series intensity
for a peptide under low energy MS/MS evaluation. This results in increased false
positive rates. To increase performance on such spectra, Gerqueira et al. suggest
the use of a '"'support vector machine'' (SVM) [126] to process difficult spectra to
allow for easier classification.
For each experimental mass spectrum the data is first sequenced using a standard
database search tool such as Sequest. The spectra classified with high confidence
are then used to create a set of training data, to train a SVM. The trained SVM
can then be applied to the remaining spectra which could not be classified by the
database search approach to identify potential b- and ;y-ion series peaks and increase
their intensities. The results presented by Gerqueira et al. are impressive, with a
massive increase in the signal to noise ratio, leading to a typical reduction in the
false discovery rate of Sequest when these processed spectra are reapplied.
Data mining presents itself as a promising field with much potential in the do
main of bioiriforniatics. The cited studies have shown that there is applicability for
various data mining approaches to the evaluation of mass spectral data of peptides.
Although information relevant to the current research is defined in the given exam
ples, the derived information is as the result of general evaluations or evaluation on
different data types. It is therefore suggested that a novel data mining evaluation
could prove more beneficial to this research by focusing efforts on the identifica
tion of rules and relationships which could tackle the specific weaknesses identified
during the course of this research, rather than relying on the pre-existing general
evaluations.
An element of data mining was carried out during this research by using the
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neural network training stages to enforce elements of the input vector that worked
well and prune inputs that showed little influence on the output. Despite the rudi
mentary nature of this approach, it resulted in an input vector which corresponded
significantly with the factors identified as relevant to peak classification by Scarberry et al. [11], Dancik et al. [7], Frank et al. [8], etc., proving an applicability
of data mining to deriving relevant elements for the input vector of the peak clas
sifier network. It is difficult to say for certain a priori if a full scale data mining
experiment would identify any novel dependencies in the data but at the very least
it should be likely to produce a good quality input vector for a neural network. The
studies presented suggest many angles from which data mining can be evaluated for
the current problem and suggest that this avenue for improvement warrants further
evaluation.

13.3

Data mining for evaluation of the neural net
work

It is considered that well defined data mining teclmicpies exist that can be ai)plied
to the peak classifier network described in Chapter 7 in order to further understand
how the mappings are produced and the relevance of features in the data [142].
Neural networks are traditionally regarded as

black box" approaches where the

reasoning behind the output of the classifier is obscured by very complex mappings.
It is only by fully understanding how the network reaches its decision that:

1. The approach can be fully debugged
2. Decreased performance by the classifier ignoring pertinent information can be
identified and resolved

A significant amount of research is now available on the use of neural networks to
perform data mining, through the conversion of a trained neural network into a set of
rules or features which represent the relevant dependencies encoded into the network
during the training phase. Such approaches repurpose neural network classifiers into
''''knowledge acquisition tools"' [143]. The field is well researched for application to
the standard feed forward MLPs [144, 145, 143, 146] and McGarry, Wermter and
MacIntyre have outlined a procedure for the extraction of such knowledge from
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RBF networks [147]. Browne ei al.

[148] provide a good review of the reasons

for extracting such information from neural networks and the advantages of the
application of neural networks for developing a rule base. The paper also provides
a detailed discussion of the TREPAN rule extraction algorithm and an evaluation
of its performance on biological examples.
Browne et al. [148] suggest that the extraction of these features can lead to
improvements in the neural network itself by allowing an evaluation of its strengths
and weaknesses. It should be evident from the development procedure for the peak
classifier networks outlined in Chapter 7 that the processing carried out to define
an optimal data set was fraught with errors, llefincments carried out to the data
sets required domain knowledge and significant amounts of manual evaluation. It is
hoped by examining the rules learned by the classifier that errors and misconceptions
learned from skews in the training data can be identified and removed with the aim
of improving the overall performance of the classifier.
It is also claimed by Craven and Shavlik [142] that such a neural network eval
uation can aid scientific discovery by the identification of salient features whose
importance may have been previously unrecognized.

If such novel dependencies

were found in the data, the rules generated could also be used to improve other
approaches to spectral interpretation, where relevant. A discovery of new depen
dencies or a better understanding of the domain could also lead to the identification
of potential improvements to the structuring of the input vector or training data to
incorporate said knowledge in a more advantageous way to facilitate a refinement
of the classifiers developed.
The final implementation of the input vector for the peak classifier network is
the result of a considerable amount of pruning of inputs which showed apparent low
discriminative power. By the application of data mining to an earlier iteration of
the neural network, it should be possible to apply the rule extraction approaches to
identify any relevant inputs which were accidentally pruned. In this way, additional
factors could be defined for the input vector which offer an improved discriminative
power when combined with the elements of the existing input vector. Alternatively,
using the rule extraction approach, a much reduced set of inputs could be refined
which are identified as offering the most discrimination. Such an input set could
provide a high level of performance, while allowing the classifier to generalize more
which is known to be beneficial in certain problem domains [149, 150].
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The neural networks produced in this research (the abridged classifier and the
peak classifier) have shown great complexity and performance in their management
of the problem. Understanding how the classifiers work could potentially be of great
benefit to both the classifiers themselves and other similar problems in the domain.

13.4

Improved scoring function and validation

The scoring algorithm employed in evaluating partial peptide sequence tags and full
peptides against the experimental spectrum is one area which has been suggested
as being open for improvemerit. The current scoring function is based on the score
allotted by the peak cla.ssifi.er network to each peak which constitutes the putative bor y-ion series specified by the peptide or peptide sequence tag and offers generally
adequate performance but is identified as being far from optimal [Section 11.4).
Potential improvements to the current scoring function are therefore suggested at
two levels;

1. Augmenting the peak classifier with additional inputs to improve the scoring
of PSTs
2. Use of a neural network to improve peptide scoring

Credence is added to the use of neural networks for scoring putative matches against
an experimental spectrum by the success attained by Bucinski and Kaliszan in their
work [120] which tackled a similar problem using neural networks. Bucinski and
Kaliszan developed a neural network which enacts an evaluation of a peptide match
suggested by the Sequest application against the experimental mass spectrum. This
resulted in a reduction in the number of false positives and proves the ability of
neural networks to evaluate putative peptides against experimental spectra with a
high success rate.
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13.4.1

Augmenting the peak classifier to improve the scor
ing of PSTs

During the course of this research, a number of papers have been identified which
define elements relevant to the fragmentation of peptides, which could potentially
be employed to improve the scoring of individual peaks where the putative sequence
information is available [135, 139, 136, 151], Such information could not be incorpo
rated into the peak classifier networks as it is required to work in a de novo fashion
without sequence knowledge. This required information is however available during
peptide scoring in the form of putative amino acid sequences. It is therefore pro
posed that a revised version of the peak classifi.er netw^ork be developed which is
augmented with the additional information available when scoring peptides. Such
a network could not replace the peak classifier network as it could not be applied
to the problem of de novo sequencing but wa)uld be tailored to the task of scoring
peaks as being an element of a putative peptide or partial peptide, making use of
all available information.
One factor which has attracted a lot of attention is the effect of amino acids
flanking cleavage points on the observed fragment ion intensities. The approach
taken by Frank and Pevzner [8] for the representation of this information is indeed
interesting. The possible set of 380 possible unique ordered pairs of amino acid
residues possible from the 20 standard amino acids at a backbone cleavage of a
peptide is reduced to 16 equivalence sets. Using this representation this information
could easily be incorporated into the input vector of a neural netw^ork using a single
additional symbolic input and easily represented proportionally in a set of training
data.

13.4.2

Use of a neural network to improve peptide scoring

The number of elements that should be considered in an ideal scoring algorithm to
arrive at an optimal score for a PST is quite large and no simple weighting could be
determined which could account for the possible variation observed across spectra.
Some of the factors identified as being relevant to the failures of the current scoring
algorithm include:
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1. Missing ion series peaks
2. The dominance of one ion series
3. Peptide mass (relevant to the expected overlap between alternate ion series to
expect given the limits of the mass analyzer and the applicable range of the
developed networks)

A possible approach to tackling this problem is through the application of a
novel neural network to produce a score for a putative peptide sequence tag. It is
suggested the input vector for the neural network could consist of all the factors used
in the current scoring algorithm as described in Section 10.2.5 in addition factors
identihed as having an impact on the success rate of the current scoring algorithm.
A suggested output mapping which could easily be implemented is the number of
6- and y-ion series peaks that should be expected to coincide between the putative
peptide and the actual sequence. Classified information of this nature is readily
available and can be easily generated as it is equivalent to the “maic/ies” value used
as a metric for the evaluation of the performance of the PepNeural application as
outlined in Section 10.3.2.

13.5

Differentiation of b- and y-ion series peaks

It was identified early in this research that the neural network under development
struggled to discriminate between 6-ion series and ^-ion series peaks.

This was

accepted at the time due to the typically similarity in intensities and fragmentation
patterns between both peak types and the inability of trial evaluations using neural
networks to achieve any practical results (see Section 7.3.3).

The difference in

peptide fragment peak patterns is well described in literature [1] but was considered
that the variation observed could not be accounted for by the neural network. This
allowed for the focus of this research to be placed on the differentiation of category
R peaks from the b- and ^-ion series peaks which was deemed more feasible at the
time and which in itself proved sufficiently problematic to monopolize the research
effort.
Scarberry et al. [11] showed that the discrimination of the b- and y-ion series
is j)ossible using artificial neural networks to a useable level of success. The ability
161

to provide such a distinction would be favourable for the peak classifier network
defined in this research. It is considered that the refinements made to the input
vector and training data set structure of the peak classifier network over time may
have improved its ability to achieve such a distinction.
It is apparent from the trial investigations carried out in Section 7.3.3 that
any discriminative power between the h- and y-ions would be provided with lower
confidence than the identification of a peak as being either h- or y-ioii series. Conse
quently, such classifications could only be used as a suggestion of likely classification
of the peak between the two categories resulting in the need for both possible classihcations to be considered at some level in any robust application. The use of such
an unreliable value would require a significant amount of fuzzy logic to be of any
significant use [152]. Where the ability to provide such fuzzy discrimination would
perhaps be most useful is to improve the scoring function where peptide sequence
tags likely to be composed of tags of different ion-series peaks could be penalized.
The incorporation of such novel data into PepNeural presents itself as a non triv
ial task due to the evolution of the entire program to account for non-discrimination
of Ih and .y-ion series peaks. Such a change in approach, although potentially l)eneficial would recpiire the rewriting of code and re-examination of ideas at every level
of the developed application.

13.6

Instrument independence

Dancik et al. in their work [7] assert the propensities with which fragment ions
appear as being instrument specific. This has the effect that a classifier trained on
data from a specific mass spectrometer apparatus type will exhibit reduced perfor
mance when applied to mass spectra produced by another mass spectrometer type.
The Sherenga application [7] (as detailed in appendix D) developed by Dancik et al.
does not suffer from this problem as it is instrument independent. This instrument
independence is achieved through ^'parameter learning^\ where the scoring func
tions make decisions based on patterns identified in classified sample data from the
apparatus.
It is proposed here that an evaluation should be carried out into the viability
of the adaptation of the approach for attaining instrument independence outlined
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by Daiicik et al. to the development of an instrument independent neural network
for the identification of b- and y-ion series peaks from the tandem mass spectra of
peptides. It would be desirable to be able to dynamically create a neural network
capable of classifying peaks in the same manner as the peak classifier network devel
oped in Chapter 7 but which can learn the fragmentation patterns specific to each
mass spectrometer apparatus. The addition of such ability would serve to remove
instrument dependence as a major constraint identified for the successful application
of neural networks to the domain.
This is not a trivial problem. In developing the peak classifier network 2 main
problems are identihed which required massive amount of human administration;

1. Dehning an architecture for the network
2. Defining an input vector

13.6.1

Defining an architecture for the network

An initial problem identified with this proposal is the requirc'ment to be able to dehne a near optimal neural network architecture without the requirement for human
evaluation or interaction. In developing the peak classifier network, manual eval
uations were employed to identify “good” network architectures and focus training
on promising parameters sets based on heuristic evaluations to identify the best ar
chitecture. Two approaches are suggested for defining a good network architecture
without the need for human intervention:

1. Genetic algorithms
2. The cascade correlation learning architecture

13.6.1.1

Genetic algorithms

One potential approach identified for the selection of a good parameter set for in
an automated fashion is through the application of ''genetic algorithms'h Genetic
algorithms are optimization procedures, based loosely on biological evolution [153].
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Genetic algorithms work in an iterative process by specifying a pool of potential
solutions, evaluating these solutions and creating new generations of solutions by
takes features of two parent solutions. The parents are selected stochastically, but
favour the better performing solutions. In this way, new solutions are “er'o/t'ed” from
the previous generation in much the same way as biological chromosomes evolve
under natural selection and survival of the fittest, the fittest here being measured
as the lowest value produced by an error function.
Genetic algorithms are adept at evaluating large problem areas “rn an intelli
gent way'' and arriving at near optimal solutions [154]. This quality makes them
convenient to setting the parameters of neural networks, which can be a complex
and highly dimensional problem. The application of genetic algorithms to neural
networks have been used to define the number of neurons required [155], the values
for the weights on the synapses [154], the connections between the neurons [156] and
even dynamically modify the learning rule employed [157].
A constraint on the application of genetic algorithms to the selection of param
eters for a neural network is the time required. A genetic algorithm can require
several hours to suggest an optimal network layout and the time required could in
crease to several days where high performance is necessary reciuiring multi-objective
optimization for the neural network. To evaluate the use of genetic algorithms for
defining a neural network, an experiment was carried out on a standard MLP using
a genetic algorithm (from the commercial Neuro Solutions application) to learn the
number of neurons required for each of three hidden layers for the training data of
the peak classifier network. Using default settings, the application required over 27
hours to perform the evaluation on a processor clocked at 2.5GHz. The resultant
network displayed only marginally lower performance than the peak classifier net
works developed in Chapter 7. Such a time constraint may not always be prohibitive
as the network would only be required to be defined and trained once and could then
be applied repeatedly to the output of the mass spectrometer.

13.6.1.2

The cascade correlation learning architecture

An alternative to the use of a genetic algorithm is the application of a neural network
approach which does not require the a priori specification of network parameters.
An example of such a network is the cascade correlation learning architecture [158]
proposed by Fahlman and Lebiere. The cascade correlation network begins with a
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riiininial network with only the input and output neurons specified. A single neuron
is then added to the network connecting to the inputs and outputs and trained in
a normal feed forward way. Once training is complete, the inputs weights to the
neuron are frozen. New neurons can then be individually added to the network and
trained in the same manner. In addition to the connections to all the inputs and
outputs each new node will be connected to the output of all pre-existing hidden
layer neurons. New neurons are added to the network until the error is sufficiently
low or until the addition of potential new neurons offers no increase in performance.
Such a network may require several retrains to achieve a good result as each neuron
can settle on local minima but according to evaluations by Fahlman and Lebiere the
training of the cascade correlation network is purported to be faster then standard
back propagation by a factor of 10 for a similar sized network.

13.6.2

Defining the input vector

Employing the a])proach similar to that outlined by Dancik et al. a limited input
vector would be developed lacking any additional domain specific knowledge. Fea
tures dehned in this w^ay displayed good results for Dancik ei al, however experience
gained from tackling problems during this research suggest that such a simplistic
set of features is far from ideal leading to sub-optimal classifier performance. Do
main knowledge however is potentially instrument specific and should not be applied
directly to the output of novel mass spectrometers without expert evaluation. To
address this shortcoming there is a potential to develop data mining approaches (as
described in Section 13.2) which can be applied in an automated fashion to eval
uate classihed sample data to identify additional inputs. Such an automated data
mining approach has the potential to replicate expert domain knowledge and could
provide information relevant to the interpretation of spectra beyond that which can
be garnered from an examination of the peak neighborhoods.
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Appendix A
Neural networks supporting
information

A.l

Perceptron Learning

The perceptron is trained using a supervised learning technique known to as “Percepfron learning''' in whicli exemplar inputs with known classifications are used as
training data to decide the values for the weights of inputs. To train the perceptron;

1. The weight values are all initially set to random values
2. Instances in the training data are applied to the perceptron one by one
3. For each training exemplar which is incorrectly classified by the perceptron,
the weights on the inputs and bias are adjusted so that the activation of the
perceptron would be closer the desired value if the instance was to be reapplied
to the perceptron

In detail, if the exemplar instance was of classification “1”, but the perceptron
incorrectly classified it as belonging to classification “-1”, the activation level of
the perceptron was obviously lower than required. To increase the activation of
the perceptron for this instance, the input values are added to their corresponding
weights (for example, weighti gets a new value of weighti + inputi). Likewise, for an
instance belonging to classification “-1” incorrectly classified as being classification
I

“1” the values of the input vector will be subtracted from the corresponding weights
to reduce the activation level.
The weight on the bias input is trained in the same manner as the other weights,
and has an effect equivalent to adjusting the threshold of the activation function.
As such, the bias neuron facilitates a constant threshold value which does not need
to be trained, but which is applicable to the full set of linearly separable problems.

A.2

MLP Architecture

An MLP is a feed forward network (in use data can only travel in one direction)
consisting of an input layer, an output layer and zero or more hidden layers of
neurons. The input layer is composed of simple “/an ouV' neurons, with one neuron
for each input to the network. The inputs to the first layer are weightless and serve
to simply connect the inputs to t he processing elements. Each hidden layer is fully
connected to the previous layer and the following layer, be they an input layer,
output layer or another hidden layer. The output layer consists of a neuron for each
classification or output that is to be learned.
There is an additional neuron present for each hidden and output layer, called the
“6ztt,s neuron'\ The bias neuron is connected to every neuron in the layer it services,
and has a constant output value of “1” The neurons to which it is connected apply a
weight to its input, allowing it to act as a threshold for the activation of the neuron
in a similar fashion to the bias input discussed for the perceptron classifier.

Flow of
Data

Figure A.l: Typical Multilayer perceptron network architecture

The number of input and output layer processing elements is dictated by the
problem at hand.

No algorithm exists for accurately determining the optimum

number of hidden layers or the number of processing elements in each layer. If too
few processing elements are used, the network will be unable define a sufficiently
complex decision boundary to handle the desired function. If too large a network is
used, overtraining can be a problem [159].

A.3

The backpropagation learning algorithm

Many algorithms and variations are available to train the MLP. In the undertaking of
this research, the standard Backpropagation''' (BP or backprop) learning algorithm
was used. Backpropagation is a supervised learning algorithm which works in a
similar fashion to the perceptron learning algorithm, but which can be used to train
the weights across multiple internal layers as it can apportion blame for incorrect
responses to the hidden layer neurons [23, 13]. Backpropagation specifies the use of a
differentiable error function (measure of difference between the expected and actual
output of t.h(' iK'twork) and a diffcn'iitiabk' activation function for eacT neuron.
The output of the error function creates a continuous error surface [2, 126],
similar to that displayed in Jigurt a.2. When a new input vector is applied to the
network, the values of the input set and the synaptic weights combine to form the
value of the error function. Therefore, each input vector corresponds to a point on
the error surface as a function of the synaptic weights. Given this point on the error
surface, taking the partial derivative (possible as both the error function and the
activation functions are differentiable) with regard a single weight,

the slope of

the error surface at that point can be defined. The slope identifies whether w should
be increased or decreased to lower the error of the network if the input vector were
to be reapplied. Gradient descent [126] can be used to adjust weight w to descend
the slope of the error surface to a lower point which will therefore correspond to a
lower error.
This slow adjustment of the weights and the reduction of error across all training
instances by the network leads to a situation where the network will eventually settle
on a minimum of the error surface; a minimum in this situation referring to a point
at which a reasonable change in weight values in either direction would result in an
increase in error (an ascent of the error surface). The error surface for any complex

Figure A.2: Error Surface created by error function with a single variable weight.
Based on 11.8 from the text '''Artificial Intelligence'''’ [2]
decision boundary will typically contain a number of minima, with the lowest of the
minima referred to as the "global minimum'''', corresponding to the optimal values for
the weights producing the least possible error for the network. There is no guarantee
that the training will settle in the global minimum, but by using a significant step
size for the adjustments to the weights on the network, the learning algorithm can
avoid settling in shallow minima.
The text "Nemril Networks'''’ by Phil Picton [12] provides a detailed review of
the training algorithm and provides a demonstration of the weight adjustments over
several iterations.

A.4

Advantages and Disadvantages of the Multi
layer Perceptron

A. 4.1

Advantages

1. Handles irrelevant inputs effectively [160]
2. Distributed activation promotes Noise tolerance [161]
3. Capable of approximating any continuous function to an arbitrary accuracy
given a sufficient number of hidden neurons and training data [162]
4. Complex non-linear decision boundaries [163]

A.4.2

Disadvantages

1. A significant amount of trial and error is required to attain a suitable network
layout with confidence, for two reasons:
(a) The gradient descent used by the standard BP algorithm, has a tendency
to settle on local minima of the error space [164]
(b) No way of knowing a priori the optimal number of required layers, and
neurons per layer [165]
2. The learning algorithm itself can be quite slow [166]
3. Complex problem areas require a sizeable amount of training data to represent
the problem space fully, and capture all the variation which must be handled
[167]

A.5

Modular feedforward network (MFFN) ar
chitecture
Flow of
Data

Figure A.3: Sample MFFN architecture
Unlike the MLP, the MFFN is not fully connected. The input layer feeds into two
or more distinct sub-networks. Each of the sub-networks is trained and acts as an
individual MLP. No means of coimnunication should exist between the disparate sub
networks. The final layer of the MFFN network, referred to as a ''gating network^'
or "gating layer'\ accepts the outputs of all the expert networks as its input, and

decides how the outputs of the sub-nets should be combined to form the final output
of the overall network.
The architecture of each sub-network within an MFFN can vary. Each distinct
sub-network can have a distinct layout, if required, or a separate set of parameters
as long as its training is amenable to the learning algorithm used for the entire
network. The MFFN can take the form of a ^''generalized'’' feed forward network,
in which connections can exist between non adjacent layers (as in figure A.3 where
the input layer is connected directly to the gating layer). Such architecture can aid
the gating network in making a more informed decision on how best to combine the
activations of the individual expert networks.

A.6

A. 6.1

MFFN Advantages and Disadvantages

Advantages

1. The division of the conce})ts to l)e learned into smaller sub-networks, and the
removal of interference from connected nodes results in an overall reduction in
computational complexity of the network compared to a similar MLP [30]
2. Where several different sub-network architectures are available, the training
algorithm typically chooses the sub-network with the most apt architecture to
learn each concept [29, 168]
3. Modularity reduces weakness to ''catastrophic interference'" (the similarities of
patterns between different classifications, interfering with the learning of one
or more of the patterns) inherent in MLPs [169, 170, 28]
4. Modular networks allow for the physical separation of nodes learning disparate
tasks, reducing "Crosstalk" where the performance of a neuron can suffer from
trying to contribute to more than one concept [29]
5. The structure of each sub-network can be tailored to a specific element of
the problem at hand by allowing for different numbers of layers, or different
parameters (such as the activation function of the neurons) which are apt to
different elements of the problem at hand [30, 168]

A. 6.2

Disadvantages

1. The MFFN suffers from many of the same problems as the MLP with signif
icant amounts of trial and error required in terms of number of layers, and
nodes per layer, to attain a “pood” network with any degree of confidence.

A.7

RBF Architecture

The RBF network is a three layer fully connected network, similar to the MLP, but
with typically more nodes in the hidden layer than in the input layer. As an RBF
network is trained in two stages conceptuall}^ it has two structures;
1. The initial stage comprising the input and hidden layer
2. The final stage where the output layer is connected and trained.

Figure A.4: Sample RBF architecture. In this diagram, the original 3 dimensional
instance space is mapped to a new 5 dimensional space

A.8

RBF Training Procedure

The modular nature of RBF means training of hidden layer and output layer can
be carried out independently. There are 3 approaches to training the hidden layer
of an RBF network [171]:
7

1. The position of tlie neurons in the input space can be changed by adjusting
the input weights on the hidden layer
2. By changing of the width of the Gaussian activation functions of a set of
statically placed neurons
3. A combination of both approaches 1 and 2

Here, the approach will be explained where both the centre locations and the widths
of the RBFs are trained.
The hidden layer is initially trained using an unsupervised clustering algorithm,
such as the “/c-mcans” approach. In the k-means clustering algorithm, a number of
cluster centres (k) are decided upon in advance. Each cluster centre is represented
by a neuron in the hidden layer of the RBF network. The initial weights of the
processing elements are set randomly. These weights specify the location of the
clusters in the input space. For each training exemplar, its distance is computed
from the location in the input space to each of the k cluster centres. Each exemplar
is classified as belonging to the cluster centre it is closest to. At the end of a training
iteration, for each cluster centre, the mean of the exemplars classified as belonging
to it will be calculated. This mean becomes the location of the cluster centre for
the next iteration by adjusting the weights of the inputs to the neuron accordingly.
This process continues iteratively until the same training exemplars are assigned to
the same cluster centres on consecutive iterations or until the weight adjustments
after each iteration drop below a specified threshold.
Once the cluster centres have been selected, the radius of the Gaussian curves
must be set. A simplistic algorithm to achieve this is the “F nearest neighbour''
algorithm, in which the radius for a cluster centre (the radius of the Gaussian
activation function of the iKuiron) is specified as the root mean scpiared distance
from the p closest cluster centres [32].
The output layer has the simple task of applying classihcation to the data which
will already be separated by the hidden layer into a less complex (possibly linearly
separable) problem space. Consequently, a simple training approach such as the
perceptron learning rule can be applied to train the weights between the hidden and
output layer in a supervised fashion.

A.9

Radial basis function network advantages and
disadvantages

A.9.1

Advantages

1. The training speed of an RBF network is faster than that of a comparable
MLP [172]
2. Fewer parameters require tuning to achieve same performance as an MLP.
Only the number of hidden layer Neurons needs to be decided a priori, all
other variables can be set by the learning algorithm

A. 9.2

Disadvantages

1. Potential to be overly sensitive to noise and irrelevant inputs due to all input
values being given equal weighting by hidden layer [173]
2. High dimensional input vectors require large numbers of hidden layer nodes
[174]

Appendix B
Proteins and peptides supporting
information

B.l

Peptide transcription

Ribosomal peptides are formed in the cells of organisms using the templates specified
in the organisms deoxyribonucleic acid (DNA). DNA is composed of nucleotides (a
phosphate group and a variable base joined to a deoxyribose sugar) with 4 possible
differing bases. The nucleotides are organized into groups of three, referred to as
codons. The amino acid sequence of a protein is specified by a consecutive length
of DNA, referred to as a gene. A gene comprises a start codon signifying the start
of the blueprint of the protein, a stop codon specifying the end of the protein and
a series of codons representing the amino acid sequence of the protein with each
sequence codon representing a single amino acid [38].
In the process of translation, a section of the DNA strand is unwound, revealing
a template for the creation of the protein between the start and stop codons. The
amino acids are then joined together in sequence as specified by the template and
modihed as necessary by other proteins.

The hnal product is the protein unit,

although at this point it may not be functional needing to be activated by another
protein at a later stage as and when it is required [39]. In this way, the 4 nucleotides
which comprise DNA can specify the 22 amino acids and in which combinations to
make the billions of possible amino acid sequences and resultant protein structures

[175].

B.2

Protein structure

The primary structure of a protein is the one dimensional sequence of the con
stituent amino acid residues from the N-terniinus to the C-terminus inclusively.
The secondary structure of a protein refers to three dimensional structures formed
by segments of the polypeptide chain. The peptide chain is flexible enough to fold
and twist based on the properties of the chemical groups of the constituent amino
acids and the environment in which the peptide is formed. The side chains of the
amino acids react to each other and to water [38] forming regular shapes local to
sections of the peptide chain. The peculiarities of the process of protein folding
are not entirely understood at this t.ime [176] so knowing the primary structure is
insufficient to deduce the secondary or tertiary conformation of a peptide. A single
polypeptide strand can contain many different secondary structures, the most com
monly observed structures being the alpha helix, beta turns, beta sheets and beta
barrels [38, 48].
Where the secondary structure concerns segments of the peptide chain, the ter
tiary structure refers to the overall three-dimensional structure of an entire single
polypeptide chain; secondary structures, intramolecular bonding, hydrophobic inter
action and disulfide bonds [177] among amino acids in the protein all play a part in
the tertiary structure, as well cis the environment in which the chain is formed [178].
The quaternary structure refers to the shape or structure that results from the
interaction of more than one peptide chain which function as part of the larger
assembly or '^protein complex^'. In the complex, each peptide chain is known as a
‘‘‘'protein subuniVh

B.3

Proteome

The phrase proteome refers to the full set of proteins present in a cell at a given time.
The proteome is highly dynamic, with the proteins present constantly changing due
to thousands of internal and external environmental stimuli [179]. Proteomics can

be defined as the large scale study of the proteonie and the interactions of the
proteins under a given condition. Identifying the set of proteins present in a cell
at a given time can give important information about the health and condition of
that cell, and identify if it is acting abnormally. Consequently, the set of proteins
present in a proteome of a cell at a given time can act as a biomarker identifying the
presence of certain diseases in the body. Biomarker discovery through proteomics
has successfully been used for the diagnosis of heart disease and Alzheimer’s disease
[180] among others.

B.4

Table of amino acids
Amino Acid
Glycine
Alanine
Serine
Proline
Valine
Threonine
Cysteine
Leucine
Isoleucine
Asparagine
Aspartic Acid
Lysine
Glutamine
Glutamic Acid
Methionine
Histidine
Phenylalanine
Arginine
Tyrosine
Tryptophan

1-Letter code
G
A
S
P
V
T
C
L
I
N
D
K
Q
E
M
H
F
R
Y
W

3-Letter code
Gly
Ala
Ser
Pro
Val
Thr
Cys
Leu
He
Asn
Asp
Lys
Gin
Glu
Met
His
Phe
Arg
Tyr
Trp

Residue Mass
57.05
71.08
87.08
97.12
99.13
101.11
103.14
113.16
113.16
114.10
115.09
128.17
128.13
129.12
131.19
137.14
147.18
156.19
163.18
186.21

Table B.l: The 20 common proteinogenic Amino acids (Modified from ‘‘^Introduction
to proteomics: tools for the new biology” [90])

Appendix C
Mass spectrometry supporting
information

C.l

High Performance Liquid chromatography (HPLC)
Operation

In the most commonly used HPLC approach, '^Reverse Phase HPLC’’’ [181, 182],
the column is densely packed with a fixed non polar compound, referred to as the
''stationary phase'''. A pump is connected to the column and a polar solvent known
as the "mobile phase''’ is pumped through the stationary phase at a constant rate.
The solvent elutes from the column at a steady speed.
Direction of Flow

Mobile Phase

Stationary Phase

Figure C.l: Initial HPLC column

The analyte is instantaneously injected into the stream of solvent prior to the
separation column, and the mobile phase carries the analyte through the stationary
phase. Figure C.2 depicts the two distinct samples with differing properties being
injected into the mobile phase through the sample inlet to form a mixture. This
mixture follows the flow of the mobile phase into the column.
Mixture of Sample 1 and Sample 2

Sample 1

Sample 2

Figure C.2: Analyte injected into the HPLC column
Whilst travelling through the column, both the mobile and stationary phase
attempt to '^keep hold'’’ of the components of the analyte in the solvent [75]. For
reverse phase HPLC, the polar components of the analyte have a high affinity with
the solvent, and are carried through the column more quickly than the less polar
components [183]. As depicted in figure C.3 the properties of sample 1 mean it has
a higher affinity with the mobile phase than the stationary phase, allowing it to
travel through the column in less time than sample 2. As a result of taking different
amounts of time to travel through the column, the two samples which were once part
of a single mixture will be separated based on their level of polarity, and “e/rffe”
individually from the column at different times.
Sample 2

Sample 1

Figure C.3: Separation of the mixture enacted by HPLC
A detector reads concentration changes in the elute of the separation column.

and converts this information to an electronic signal. The amount of solvent exiting
the column should remain relatively constant, but as each component of the mixture
exits the column, a peak in flow rate should be detected. The flow of output of the
column is recorded as a chromatogram^'. The chromatogram plots the abundance of
output of the column on the Y axis, plotted over a time interval represented along
the X axis. Figure C.4 displays a section of a chromatogram present in dataset
PAe000334 from Peptide Atlas.

Figure C.4: Section of a chromatogram produced for sample PAe000334 from Pep
tide Atlas viewed using Insilicos Viewer
In ‘‘^preparative HFLC" the elute of the separated components are collected so
as to be further evaluated separately. Preparative HPLC is an important analytical
tool for MS, as large complex mixtures can be separated in a single experiment into
smaller groups of eornpoimds, allowing for a “‘divide and conquer" approach, which
is more manageable by typical mass spectrometry equipment, and leads to sets of
clearer more meaningful results.
Carrying out liquid chromatography allows an efficient separation of complex
samples, and the concentration of eornpoimds, to reduce the eomplexity of the mix
ture entering a mass spectrometer at any given time. Coupled with a sensitive and
specific mass spectrometer it is possible to identify many compounds from a highly
complex mixture in a single experimental LC-MS/MS run [184].
A typieal example and overview of the role of LC-MSMS is presented in the work
of Watson and Leitinger [185] in which HPLC and tandem mass spectrometry are
combined for the identifieation, quantitation, and structural analysis of a specific

compound from a mixture. The work of McCormack et al. [78] and Link et al.
[58] owing to the separative power of HPLC and the characteristic fragmentational
nature of peptides demonstrate the ability of a single LC-MSMS apparatus to be
able to analyze and identify hundreds of peptides from a complex biological sample
in a single LC-MS/MS run.

C.2

Ion Trap Mass Spectrometry

Ion traps accumulate and store ions. By accumulating the ions, the signal to noise
ratio of the mass spectrometer can be increased [186]. Ion traps are extremely small
and cheap compared against many other types of mass analyzer, but are still capable
of providing high resolution and sensitivity.
A popular example of this is the quadrupole ion trap (QIT or ^^Paul trap’’’’)^
which comprises 3 hyperbolic electrodes; 2 endcaps and a ring electrode. The QIT
uses electric fields to contain the ions in a potential energy well in the center of the
analyze'!'. The two ('iidcaps producers a static DC h('ld. By applying a radio frecpieiK'y
AC voltage to the ring electrode, an oscillating electric field is produced.

The

combination of the fields in the ion trap produces a saddle shaped potential surface
on which the ions can move. When the voltage on the ring electrode oscillates, the
shape of this surface changes. In this way, for a range of rn/z values ions can be
moved around the centre of the ion trap without being allowed to escape.
Ring
electrode

Ion
Source

Detector

9
Endcap
electrode

Endcap
electrode

10 - 25 cm

Figure C.5: A Quadrupole ion trap mass spectrometer. Source: modihed from ''The
basics of mass spectrometry in the twenty-first century'’’ by Glish and Vachet [187]

The quadrupole ion trap can act as a mass filter using a process known as ''mass
selective instability mode’’' [188]. By slowly ramping the RF potential of the ring
electrode over time, the range of m/z values which can be contained on the surface
is reduced. This results in the ejection of the ions with lower m/z values (which
are more affected by the fields). The ejected ions can then be directed toward a
detector. By recording the RF potential at the time the ion was ejected/detected,
the m/z value can be calculated.
This approach has a significant drawback however. As the ion trap can only
maintain ions in its potential well for a limited range of m/z values, a mass spectrum
generated on an ion trap will be lacking information for any ions with low m/z values.

C.3

Electrospray Ionization (ESI)

To couple a HF^LC apparatus to a mass spectrometer, the liquid phase eluted from
the liquid chromatography stage needs to be fed into the mass spectrometer, con
verted to a gaseous phase and ionized. There are several alternative approaches
available to achieve this, but a particularly favourable approach, and the currently
most employed to do this, is using electron spray ionization (ESI), as it is a "continu
ous ionization method [189]. ESI converts the liquid phase elute of the LC apparatus,
to an ionized gas phase which is applicable to analysis in a mass spectrometer.
In ESI, the liquid to be ionized is dissolved in a volatile solvent to form a solution,
and fed through a thin metal capillary tube. A high charge is applied to the tip of
the capillary tube, imparting a charge on to the analyte and solvent mixture. The
repulsion between the like charges of the tube and the solution forces the mixture
out of the tube. The electric forces exerted on the solution from the metal capillary
will cause the solution to begin to form a cone shape [190] with a rounded tip (a
"Taylor cone^’’). As more solution is eluted from the capillary tube, the cone will
begin to lose stability causing the tip to invert. A stream of the ionized solution with
the same charge as the tube will be ejected at possible speeds in excess of lOm/s,
converting the solution to an ionized aerosol in the mass spectrometer.
An oppositely charge plate draws the ionized aerosol towards the mass analyzer
[189]. As the charged solution of analyte and solvent travel between the capillary
tube and an oppositely charged electrode, the solvent will begin to evaporate [191].

This evaporation of the solvent results in the eharge on the solution being spread
over a smaller area. Two theories exist on how the charged droplets are actually
transformed into gas phase ions [192]; the charged residue model (CRM) [193] and
ion evaporation mechanism (lEM) [194], neither of which has achieved universal
acceptance [195]. Cole [196] suggests that both theories are not competing, with
CRM being the prevalent instigator on high mass droplets and lEM correspondingly
on lower mass droplets.
The charged residue model considers that as the solvent evaporates, the charge
density in the solution builds to a point where the solution can no longer sustain
the charge (known as ^'Rayleigh limiV). At which point ^‘’Coulomb fission^'’ occurs;
the like charges in a droplet repel each other, and the droplet is divided into several
smaller droplets. Through repeated phases of evaporation and Coulomb fission,
the solution will be subjected to droplet shrinkage, and eventually be reduced to
charged ions of the analyte. According to the lEM theory, as the radius of a droplet
approaches a certain radius (trough evaporation of the solvent) the strength of the
electric held on the surface of the droplet is sufficient to pull the ions of the solution
to the surface. The continued evaporation of the solution causes the emission of the
ions from the droplet, and into the gas phase.
Electron spray ionization is the most commonly used approach for coupling liq
uid chromatographic equipment (see section 4-8) to & niciss spectrometer (creating a
HPLC/ESl-MS) [197]. ESI results in a very '''soft ionization’’' which f)roduces multi
ply charged molecules with little or no fragmentation and couples easily with HPLC
and a multitude of pre-existing mass spectrometers. The lack of fragmentation is
of particular relevance to MS” experiments (see tandem mass spectrometry, section
4.7) as the MS^ apparatus is able to select intact peptides from complex mixtures
for further investigation in isolation. Even labile molecules have been shown to give
little degradation under ESI [198].
Multiply charge molecules are advantageous when the molecule under investiga
tion is substantial in mass. As described in the definition of the mass spectrum,
multiply charged molecules appears on the spectrum as fractions of the actual mass
of the molecule, depending on the charge applied. As such, an MS apparatus with
limited m/z range can be used to evaluate heavier molecules with multiple charges,
whose singly charged mass would be beyond the scope of the mass analyzer [199].

Appendix D
Protein identification by mass
spectrometry supporting
information

D.l

Protease (proteolytic enzyme)

A protease is any enzyme (catalyst) that causes the directed degradation of proteins.
This digestion is referred to as ''proteolysis''. This is required as proteins can be
quite large, and the mass range of the mass spectrometer quite limited. By dividing
a protein into more manageable peptides, each peptide can be evaluated individually
by a mass spectrometer with a low mass range. The specificity of a protease refers
to how accurately it can be predicted how the protease will separate the protein.
A protease with high specificity generates a repeatable and predictable pattern of
constituent peptides from a protein, ^.e. all samples of the protein will form the
same sets of peptides. Predictable peptides allow for better interpretation of the
resulting spectra, and discrimination against putative sequences which are unlikely
given the specificity of the protease.
Trypsin is a protease commonly used for mass spectrometry experiments to digest
proteins into peptides. Trypsin is particularly suited for this, since it has a very well

defined specificity, only cleaving the peptide chains at the carboxyl side of the amino
acids lysine and arginine, except when either is followed by proline [200]. Trypsin

generally ^delds peptides of about 10 amino acid residues in length. This is in general
an ideal peptide length for mass spectral evaluation, as they are small enough to be
easily fragmented in a mass spectrometer (peptides too large distribute collisional
energy), yet long enough to yield significant sequence information. An example of
the application of trypsin to the digestion of peptides is presented by Fuente van
Bentem et al. [201].

D.2

Evidential Response

Depending on how the neural network developed is put to use, the difference be
tween the expected output and actual output may be more relevant than the actual
classification produced for a peak. The low error value produced by the networks
allows for the practical use of the ^''evidential response’’' produced by the network
[202]. Instead of outputting a simple discrete 0 or 1 classification, the classification
will be a continuous value from the range 0 to 1. Although not strictly a probability
measure, it can be considered as a metric of the neural networks confidence in its
classification [11], or a iiKiasun; of the similarity with training exemplars of the same
classification; the closer the output value of the network to the classification, the
higher the confidence in that classification.
The use of evidential response could facilita.te high quality filtering of spectra
or scoring of peptides using the output of the network, with the continuous output
allowing for fine degrees of accuracy. An example of such a use is the filtering of
MS spectra to only the most likely peaks of a certain classification, or to filter peaks
dynamically with varying degrees of tolerance to reduce computation times for post
processing measures as required. Filtering on such a score has obvious potential
advantages over the intensity based filtering employed by many of the pre-existing
approaches.

With relation to evaluating neural networks, the continuous values

given from the evidential response can be used to give a better indication of the
accuracy of the classifiers under investigation, where the strengths and weaknesses
of each classifier lie in the mass spectra, or the identification of “emphborderline”
cases which could not be identified using simple correctly and incorrectly classified
peak counts which would otherwise be employed.

D.3

Post Translational Modifications in Mass Spec
trometry

Post translational modifications are a serious issue in mass spectrometry which can
further complicate peptide sequencing. PTMs can result in mass shifts in amino
acids and consequently consecutive ion-series peaks in the mass spectrum can be
a distance apart inconsistent with a standard amino acid residue. Given a peak
identified as being from an ion series, where the next amino acid is not modified
only 19 possible locations exist in the spectrum for the location of the next peak in
the series corresponding to the 19 differing amino acid residue masses. Contrastingly,
where PTMs have to be considered, peaks over a wide range of the spectrum must
be evaluated as being potentially the next peak in the ion series.
An even more troublesome problem is caused by PTMs which cause shifts in
the mass of amino acids making them near isobaric with other another amino acid.
A common example of this is the oxidization of a methionine amino acid making
it near isobaric with phenylalanine.

Where knowledge of the possible PTMs to

expect is not available a prioTi^ it is extremely likely that the amino acid will be
rnisclassified. Given the large number of possible PTMs most automated sequencing
solutions require a priori spcxihcation of a pool of })ot('ntial PTMs to be c;onsidered.
Every additional PTM which has to be considered however adds to the time taken
to evaluate each spectrum and increases the potential for ambiguities.
There is however an advantage to mass spectral analysis of PTMs. Evaluation
of peptides by tandem mass spectrometry allows us to infer not only sequence in
formation but also the location in a sequence of the modifications [90]. Where the
peptide identity is known, or where a peptide sequence can be identified from a mass
spectrum of the peptide, modifications to the peptide can also be identified with a
degree of confidence.

D.4

Fragment ion propensities

The propensities with which ion series peaks are observed and their relative intensi
ties are of great relevance to this research. To evaluate some of these concepts and
their applicability to this research, samples were collected of the areas around each

of 65,535 y-ion series peaks, 5-iuii series peaks and non b- or ^-ion series peaks from
5 disparate data sources. An extra set of exemplars were generated which consisted
of 65,535 exemplars of these non b- or ;^-ion series peaks generated from only the 100
most intense peaks in each spectrum. Table D.l displays a count of the observed
peak presence within a range of O.dm/z for each of the 4 datasets described above,
for 5 offsets identihed by Fridman et al [1]. corresponding to the typically most
commonly observed fragment ions for b- and ^-ion series peaks.

y-ion peaks
b-ion peaks
Non b/y-ion peak
Intense non b/y-ion peak

-17 m/z
47159
52264
35628
35492

-18 m/z
49232
52960
38063
37748

-28 mjz
27361
41070
30940
30754

-35 m/z
35392
40484
30688
30502

-45 m/z
28749
35825
30427
30215

Table D.l: Fragment propensities at offsets identified by Fridman et al [1]
The frequency and intensity with which peptide fragment ions can be observed
is governed by many factors including [8]:

1. The chemical composition of the peptide
2. The type of mass spectrometer used
3. The experimental conditions

D.5

Bequest

Sequest (or BEQUEST) is database search algorithm for the automated interpreta
tion of the mass spectra of peptides introduced by Eng, McCormack and Yates [9].
The approach builds on earlier models where experimental spectra were compared to
large databases of classified spectra to identify one with a high correlation between
the observed peaks. The approach of Eng et al. is similar, but instead of relying on
an exemplar of the classified mass spectrum being available, theoretical spectra for
comparison are created in silico from readily available protein sequence databases.
An initial pre-processing step is carried out in the experimental spectrum to
reduce the amount of irrelevant data and the associated run time. The mlz values
of the peaks in the spectrum are rounded to integer values. Peaks in a bm/z window
4

around the precursor ion are removed, as strong peaks are commonly present in this
area. These strong peaks which do not relate to fragment ions, can negatively impact
the scoring function. To remove noise from the spectrum, all but the 200 most
intense peaks are removed. The intensities of the remaining peaks are normalized
to a value of 100.
The protein sequence database is linearly scanned to identify sequences of amino
acids that correspond with the mass of the experimental peptide minus the masses of
the N- and C- termini, to produce a set of putative peptide matches for the spectrum.
A typical tolerance of about IDaov 0.05% of the mass of the peptide is used in the
search, to reflect the inaccuracy of the mass spectrometer. For each putative peptide,
the miz values (not the intensities) are generated for the expected fragments (band ^-ion types, and the 3 common neutral losses; ammonia

water (18Da),

and carbon monoxide {28Da)) for a fragmentation between every consecutive pair
of amino acids in the sequence. Each putative peptide is then evaluated and scored
using a quickly calculated scoring function, based on the conformation between the
presence/absence of the predicted fragment ions and the actual ions observed in the
experimental spectrum. The score for a peptide sequence is composed of 4 elements:

1. The number of expected fragment ions (n,) multiplied by the intensity of
observed at each fragment ion location (h„) in the experimental spectrum.
2. Reward (d) which is incremented according to the length of the unbroken
ladder of peaks corresponding to cleavages at amide bonds for the proposed
peptide.
3. Reward or penalty (p) which is incremented or decremented depending on a
match between the proposed sequence and the observed presence of immonium
ions in the low end of the spectrum.
4. Number of predicted sequence ions (n^)

The hnal score (Sp) for a putative peptide is calculated by combining the factors
as follows:
Sp ^ {aim)n^{l + ,/?)(! + p)/nt
The increment values proposed for (3 and p are 0.075 and 0.15 respectively. This
simple measure offers reasonably accurate results, which a good indicator of incorrect

peptide matches, but offers only poor performance on short peptides composed of 6
or less amino acids.
To improve the peptide identification a second more computationally intensive
scoring scheme is employed to score the 500 peptides identified by the initial scoring
scheme with the highest probability of explaining the experimental spectrum. The
new scoring approach consists of a cross-correlation analysis between a theoretical
spectrum produced from the amino acid sequences identified from the database,
and the experimental spectrum.

Cross-correlation analysis acts as a measure of

similarity, and is used here to identify how well the theoretical spectrum matches
the experimental spectrum, based on the matching peaks presences and intensities.
The correlation of spectra was itself not a novel idea, and had been shown to be
effective between two experimentally derived spectra of the same peptide by Powell
and Hieftje [203].
The first step of the correlation process is converting the sequence of amino acids
to a theoretical in silico produced spectrum. This artificial spectrum consists of the
set of the b- and y-ion series peaks, as well as the intense fragment family members.
The intensities are an empirically derived estimate of the relative intensities of the
peaks. The b- and ^-ions in the theoretical spectrum are given an intensity value
of 50, and the neutral losses (ammonia, water and carbon monoxide) are given
an intensity of 10. Increased coherence between the theoretical spectra and the
experimental spectrum being compared can be achieved by adding additional peaks
at Im/z above and below the ion series peaks specified. The additional peaks are
given intensities values of 25 for the b- and ^-ions, and 10 for the neutral losses.
It is known that ion series peaks in different regions of a spectrum display with
varying levels of intensity. There is however no attempt made to adjust the inten
sities in the theoretical spectrum based on location in the spectrum. Instead, the
experimental spectrum is processed to make the intensity values match the theoret
ical spectrum. The processing applied to the experimental spectrum for the earlier
simplistic scoring model is no longer relevant, so the spectrum is reverted back to
its original form. The precursor ion is again removed. The spectrum is divided into
10 equal sections, and the peak intensities in each section individually normalized
to a value of 50.
The final score is given as the cross correlation score between the experimental
spectrum and the theoretical spectrum with a displacement equal to zero, minus
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the mean of the of the same eorrelation with the displacement ranging in single unit
steps between -75 and +75.
The Sequest application is completely automated process requiring no interaction
from the user. This allows for the incorporation of spectra from several sources, or
generated using different proteases into a single batch run. The exception to this is
where PTMs must be considered in the database search, which requires constraining
by the user. For every sequence of amino acids evaluated, the putative masses of all
the peptides given the combinations of modified and non-modified PTMs need be
considered, which can be very time consuming and computationally expensive for
even a small number of PTMs. Typically, using this approach only a small pool of
known modifications or a larger pool of modifications which affect every occurrence
will be considered.
The difference in cross correlation score between the first and second ranked
scores act as a good discriminator of correctly identified peptides. Where the top
ranked peptide has a score significantly lower than the second ranked peptide, the
conhdence in the accuracy of the top ranked peptide is increased significantly [102].

D.6

Sherenga

Sherenga is a spectrum graph based de novo peptide sequencing program for tan
dem mass spectrometry data developed by Dancik et al. [7]. Sherenga allows for
automated peptide sequencing while maintaining MS instrument independence. The
algorithm details spectrum processing, graph creation and the scoring used to inter

pret the spectrum graph.
A key characteristic of the Sherenga approach is its instrument independent na
ture. This instrument independence is achieved by dynamically learning the char
acteristics of the ions produced from sample mass spectral data. Many factors
affect the operation of a mass spectrometer leading to significant differences in the
propensities and intensities of fragment ion types created and detected to form a
mass spectrum. Factors which have been identified as impacting the appearance of
a mass spectrum include the differing operating characteristics and principles em
ployed by different mass spectrometers. Even similar MS equipment working with
differing parameters, operating in different situations, or in differing levels of use
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and maintenance can all be observed to potentially produce differing fragmentation
patterns in the spectra. The approach specified by Sherenga to achieve instrument
independence requires no a prion knowledge of the prevalent fragment types created
by any specihc mass spectrometer.
Learning the fragmentation patterns requires the additional step of subjecting
peptides of known seciuence to evaluation under the MS equipment, followed by an
investigation of the fragment patterns produced. The spectrum produced by each
peptide is identified, and the locations of the partial peptides produced by potential
h- and j/-ion fragments are identified. The full set of peak in the area around the
h- and ^-ion series peaks are inspected for peaks at commonly observed offsets.
Owing to the assumption that the offsets of noise peaks will be distributed evenly
and randomly over the area of the window, peaks at offset with atypical freciuency
can be regarded as typical fragments created for peptides under the given mass
spectrometry apparatus. The procedure outlined here for identifying the fragment
ions cussociated with an under type under a specific mass spectrometer is referred to
the ^‘‘offset function'^ Separate offset functions carried out to identify the different
offsets of peaks originating from the b- and y-ion types, and similar to identify the
peaks from doubly charged partial peptides. This set of peak offsets can then be
used as a ‘‘[fingerprinV to identify the probability that peaks in novel spectra from
the same mass spectrometer type are b- or y-ion series peaks.
Another important aspect that is required to be ''‘learned’'' to maintain the instru
ment independence is the threshold values for differentiating noise in the spectrum
from ion series peaks. The value for the threshold is very important. If the threshold
value is set too high, ion series peaks may be removed from consideration, leaving
gaps in the postulated sequences. If the threshold value is set too low, the resulting
spectrum graph will have many edges, and an incredibly large number of paths may
have to be evaluated. The value for the threshold is however specific to each mass
spectrometer used.
Dancik et al. suggested an approach which employed dynamic threshold values
for peak filtering. Using this approach, a number of thresholds are learned. Which
threshold value is used is dependant on the ion type under investigation.

The

algorithm is as follows: A value is selected, iL, and the peaks are placed into bins
of size K grouped by their intensity. The K highest peaks are grouped into the
first bin, ranked “1”. The next K highest remaining peaks are grouped into another
bin ranked “2”, and so on. Using observations based on the training data, those

bins of low rank providing little more peptide fragment information than noise could
be set the value for the threshold. Dancik demonstrated that for the purposes of
optim.al performance by Sherenga, the value for the threshold should be dynamically
applied depending on the ion type. For example, if the 6-ion peaks were known to
be predominantly in the bins ranked 2 to 4, the threshold when evaluating potential
6-ions would be only those peaks ranked 2, 3 or 4. A peak at the location of an
expected 6-ion would thus be considered noise if it was ranked in bin 1, bin 5 or
below.
Sherenga specific the use of the standard spectrum graph creation algorithm
[109] but which is modified slightly to facilitate unknown number of fragment family
members that will be identified by the frequency offset function. Prior to sequence
identification it is not known which fragment identity belongs to a particular peak.
When n characteristic fragment family members have been identihed for a spectrum
(by the offset frequency function) every peak will have to be considered as poten
tially being any of those n fragments, meaning n corresponding vertices represented
in the spectrum graph. Dancik suggested several improvements and additions to
the process for the creation of the spectrum graph to handle inaccuracies in mass
measurement inherent in mass spectra and errors caused by incomplete fragmenta
tion. A greedy algorithm^ for merging vertices is iteratively employed to reduce the
number of vertices to be included in the spectrum graph. In every iteration the two
closest vertices are merged into a single vertex. The merging process is continued
until all remaining vertices in the spectrum graph are at least a specified error rate
apart. An edge is then used to join 2 vertices of the remaining spectrum if they are
within the mass of an amino acid residue of each other, with a tolerance of -I-/- the
error rate.

Two situations remain where a complete and accurate path will exist in the
spectrum graph. The first situation is where the merging algorithm displaces two
peaks in such a way that they are moved from originally being an amino acid residue
mass (-/+ the error rate) apart, to being outside the range of the error tolerance for
being selected to be joined by an edge. '^Bridge edged' are used to connect two such
possible vertices. The second situation arises where an incomplete fragmentation
or an uncharacteristically low fragmentation (below the employed threshold) for a
partial peptide results in an '''incomplete ladder" of amino acids (a gap in the proper
path through the spectrum graph). "Gap edges" are used to link vertices that are
di- or tripeptide distances apart.
greedy algorithm is one which makes the best current local change identified, with no foresight

Not all paths are valid however. The Sherenya algorithm stipulates the existence
of ^Jorbidden pairs’’’’ of vertices, which should not both be included in the same path.
The set of forbidden pairs are the vertices believed to be the vertices representing
the h- and ^-ion from the same cleavage event and both should not contribute to the
same path. The paths containing such forbidden pairs are purged from consideration
and the remaining putative paths are scored to find the best.
Accurate parent mass determination is vital to spectral interpretation. In MS
experiments the observed mass of a peptide can vary significantly between the sum
of the amino acids residues and the experimentally observed mass of the peptide.
As outlined in Section 5.2.2, given the accurate mass of a peptide, and a b- or yion series peak the mass of the corresponding ion series fragment can be calculated.
Dancik et al. used this information in a formula for the determination of the accurate
parent mass of the peptide. A new spectrum is created, mirrored around a putative
peptide mass. The alignment between b- and y-ion series peaks in both spectra is
maximized for the accurate value of the peptide mass.
Given the experimental spectrum, the spectrum graph, the set of ion fragments
identified by the offset frequency function, and the mass of the peptide, the scor
ing algorithm evaluates putative paths through the spectrum graph to identify
wliicli peptide has the highest probability of creating the experimental spectrum
S. Sherenya uses a probabilistic model which gives the highest score to the peptides
which can explain the observed peaks presences and absences in the spectrum the
most httingly.
The Sherenya scoring algorithm works on the principle that peaks observed in
the spectrum are distributed subject to 2 conflicting paradigms; The first paradigm,
which will be referred to as the "‘frayrnent paradiyni’’’, is that the peaks are generated
as part of a fragment family, where each fragment type has a predefined probability
of being observed. The probability of observing each fragment family member is
calculated and recorded individually as
where i represents one of the fragment
family ions. The second paradigm, which will be referred to as the “nozse paradiym’’’’,
is that the peaks in a spectrum are not part of the identified fragment families have
a chance of observing anywhere equally in the spectrum, with a probability relative
only to the density of the peaks. This probability of observing a peak at any point
is calculated and stored as “g/?”. The probabilities associated with both of these
models can be generated as a byproduct of the offset frequency function.
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The experimental spectrum is discretized into a vector of "‘bins^\ each represent
ing & I m/z unit along the spectrum. The peak intensities are discretized into 0
and 1 values representing the absence or presence of a peak in each of the “6ms”
respectively. To evaluate a potential peptide, the masses of the set of ions in the
fragment family for each partial peptide are generated and their locations identified
in the spectrum. The bins which contain these putative fragment family ions are
marked with their corresponding fragment identity. All remaining bins are marked
as being subject to the random peak distribution (the noise paradigm).
For each bin in the spectrum, the probability associated with its observed peak
presence or absence is generated. This probability value falls into four categories,
dependant on the presence/absence of a peak in the bin, and which of the peak
distribution paradigms is regarded as responsible for the bin. In the situation where
the bin is marked as containing a peak, and as expected to contain an ion “z” from
the fragment family of a partial peptide, the fragment paradigm is used. Table
D.2 shows the probability associated with a bin, under different circumstances, “z”
refers to an ion type of the fragment family, qi is the probability of observing the
ion fragment under the fragment paradigm, and qf{ is the probability of randomly
observing a peak in the bin.
Peak Present
Yes
No
Yes
No

Marked as fragment “z”
Yes
Yes
No
No

Probability
1 - Qi
Qr
^ - Qr

Table D.2: Probabilities associated with the Sherenga binning algorithm
This table deals with only the situation of fragment ions of the i
index in
the set of fragment ions identified. The same rules apply to any of the ion types
identified using the offset frequency function and each ion type will have its own
associated probability of being observed.
The final score for the probability that a peptide explains the experimental spec
trum is achieved by taking the product of the probability decided for every bin,
and dividing it by the product of all the bins under only the noise paradigm. This
additional division gives the score for the peptide normalized against the noise in
the spectrum. Each putative path through the spectrum graph is evaluated using
this algorithm. Correct path is the one which maximizes the scoring algorithm.
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The main advantage of the Sherenga implementation is its machine indepen
dence. Any mass spectrometer which creates a ladder of ion series peaks, with cor
responding fragment families can have the resulting spectra classified by Sherenga.
The drawback is that a sizeable amount of classified spectra are required to learn the
frequency offset function effectively for each mass spectrometer type. Additionally,
any ion type peculiarities of the mass spectrometer which are not at offset from the
partial peptides will not be discovered by the simplistic offset frequency function.
Sherenga was identified as being useful for identifying unknown peptides which
are not present in a database, for validating database searches, and for presenting
information to an expert to aid in manual de novo sequencing approaches. Sherenga
had a significant influence on later models and approaches, particularly the PepNovo program. FepNovo actively attempted to address the weaknesses identified
in the Sherenga algorithm. Benchmark evaluations are available for the Sherenga
application in the papers '''Probabilistic De Novo Peptide Sequencing with Doubly
Charged Ions’’’’ by Peter, Fischer and Buhrnarm [204] and ^‘‘PepNovo: De Novo Pep
tide Sequencing via Probabilistic Network Modeling^’’ by Frank et al. [8].

D.7

PepNovo

The PepNovo algorithm describes a series of steps to create a spectrum graph and
scoring the putative paths, for the identification of the peptide from mass spectral
experiments. It employs a likelihood ratio hypothesis test to determine the true
probability that a peak in the spectrum is the result of a cleavage at the amide bond,
or just a randomly occurring peak. It is similar to the approach to that taken by
Dancik et al, and based on the same theories, but claims several key enhancements
including an improved ‘‘'random modeP, incorporation of additional factors affecting
cleavage and consideration of the positional influence of the cleavage site. A number
of parallels also exist with the approach outlined by M Havilio, Y Haddad and Z
Smilansky [205] but the algorithm specified by Havilio et al. is orientated towards
the scoring of Database sequence matches.
In creating the spectrum graph, the PepNovo algorithm works within a tolerance
dictated by the accuracy of the mass spectrometer. Given the constraints of mass
spectrometers an ion series peak or an offset between fragment family peaks can
actually be slightly different from the locations reported in a mass spectrum. To
12

incorporate this tolerance value, the identification of a peak at a specific location
is achieved by selecting the peak of highest intensity (which is typically the most
relevant) at the actual location within an interval dictated by the accuracy of the
mass spectrometer. These intervals are referred to as bins.
The first step in creating a spectrum graph is deciding which peaks to include
from the spectrum as vertices. To achieve this filtering, PepNovo incrementally
slides a window along the spectrum and removes all but the highest peaks in each
window from consideration. By selecting a window size smaller than the m/z value
of the smallest amino acid residue, it is obvious than no more than 2 b- or y-ion
series peaks could fall in this window. Given that the b- and y-ioii are typically most
intense peaks in the spectrum, by retaining the 3 highest peaks in each window allows
for an element of error tolerance. In the experiments of Frank et a/., a window of
width bQmjz {\m,/z less then the smallest amino acid residue glycine) and retaining
only the 3 highest peaks in each window for consideration as vertices, resulted in an
average of 62 peaks per spectrum, with an average density of 5.2 peaks per lOOm/z
units. Each of the remaining peaks forms a vertex in the spectrum graph. Every
6-peak is considered to have a corresponding y-peak, and vice versa. As every peak
retained is considered a 6- or y-km series peak, the location of the corresponding
peak is generated for each peak. If not already present, a vertex is added for each of
the corresponding locations identihed. Additional vertices added at start and end
of the graph, to represent the N-terniinus and C-terminus.
Edges are added between the vertices that are a distance apart equivalent to
the mass of any one of the standard amino acid residues. The set of all complete
paths through the spectrum graph are then generated. As for Sherenga, PepNovo
stipulates the same constraint that '‘^forbidden pairs''' cannot be included in the
postulated paths.
Once the spectrum graph is generated and the set of putative paths created, each
path is evaluated by scoring each vertex along the path. In the scoring function,
vertices are scored on the probability of being equivalent to the mass of a sequence of
amino acids which form a substring of the amino acids that formed the peptide from
which the spectrum was created. The score for a path through the graph is given
by the combined probabilities presented by the constituent vertices. PepNovo em
ploys a hypothesis test comprising two competing hypotheses, the Collision Induced
Dissociation (CID) hypothesis and the Random Peaks Hypothesis (RPH). The CID
Hypothesis uses a probabilistic model to determine the probability that a set of
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observed fragment ions are the result of a set of rules governing the fragmentation
process of peptides. The RPH evaluates the probability that the observed intensi
ties of a set of fragment ions are the result of random peaks. The CID hypothesis
and RPH hypothesis are similar in concept, but different in implementation to the
‘‘^fragment paradigm^' and the ''''noise paradigm'’’ specified by Sherenga respectively.
The CID Hypothesis uses a probabilistic model to generate the probability value
for a vector of fragment peak intensities as being generated from a partial peptide.
The probabilistic model is a directed acyclic graph that models the fragmentation
probabilities observed in actual classified data. The model considers three factors
that govern the expected fragment vector from a partial peptide. The hrst factor is
the correlation between peaks of the same fragment family in terms of presence as
well as the correlation in relative intensities. The second factor is the location in the
spectrum where the cleavage occurred. The third factor is the identity of the amino
acid on either side of a cleavage, the so called ‘'^flanking amino acids’’'. As the CID
hypothesis is used to score putative paths in a spectrum graph, all this information
is readily available.
The probabilistic model is composed of 3 types of vertex, representing the 3
factors considered as influencing fragmentation and intensity. The first set of vertices
(which constitute the majority of the model) each represent an expected fragment
ion. The second vertex type contributes 2 vertices in the model, and represents the
influence of the flanking amino acid on either side of the cleavage. The final vertex
represents the location in the spectrum of the peak under investigation.
Unidirectional edges are used to join vertices together. Edges represent condi
tional dependencies, and the correlations between vertices which are reflected in the
observed probabilities. A vertex receiving an edge is referred to as a “c/iz/d”, and
a vertex emitting an edge is referred to as a ^'parent". The edges represent that
the observed value for a child vertex is dependant on the properties of its parent
vertices. The vertices to be included and which vertices should be connected by an
edge were experimentally defined.
Each ion fragment vertex contains a conditional probability table. This table
contains the probability that an observed value would be observed for this location,
given the values of any parent vertices. These tables contain an entry for each
possible combination of parent values, and each value of the vertex itself. The
table size can be quite large, and grows significantly with each additional factor
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considered for generating the probability. To adequately train larger tables also
requires significantly more training data. To maintain a manageable table size, the
resulting probabilistic model is highly simplified, with many identified edges omitted.
The probabilities contained in this table are learned by examining classified sam
ple data. The probability values can be generated simply by observing repetition
rates of the differing property combinations. This probability data is then stored in
corresponding locations in the tables to be access later in the scoring stage. Table
entries for Vs^hich no combination of the required properties were observed are given
small random values for their probabilities.
As the scoring method employed by the CID hypothesis utilizes lookup tables
to record probability values for a spectrum, the continuous values for the properties
of the peaks in the spectrum have to be discretized. Considering that the table
size grows wuth relation to each factor considered, and the range of possible values
for that factor, the properties of the spectrum have to be discretized into as few'
values as possible, while still remaining relevant to the decision making process.
The length of the spectrum is divided into 5 discrete equally sized sections, labeled
0 to 4 from lowest to highest mjz value. The peak intensities are less straight
forward to discretized, wdth the most intense peaks several orders of magnitude
larger than the lowest, and an uneven distribution of intensities.

Differences in

signal to noise ratios between spectra also have to be accounted for. A baseline
value was generated, using the average intensities of the weakest 33% of the peaks
in the spectrum. The intensity of each peak in the spectrum was then divided by
the baseline to define its relative intensity. The relative intensities w'ere then used
to group the peaks into four different discrete groups, ranked 0 to 3 from lowest to
highest relative intensity. Peaks with relative intensity < 0.05 were placed in the
group ranked 0, the remaining peaks with relative intensity < 2 were placed in the
group ranked 1, remaining peaks with relative intensity < 10 were placed in the
group ranked 2, and in the remainder placed in the group ranked 3.
The identities of the flanking amino acids for a vertex are dependant on the
incoming and outgoing edges being evaluated in the spectrum graph. Considering
the combined contribution of 20 amino acids and both the N-terminal and C-terminal
sides of a cleavage, would make the tables connected to these vertices 400 times
larger. To maintain a manageable table size and reduce the amount of the training
data required, the 400 possible pairs of flanking amino acids are reduced to 16
equivalence sets. These equivalence sets group amino acids which have been observed
15

to have similar effect on the produced fragment intensities, and account for only one
of the two flanking amino acids, the one which should have the most prominent
affect on the fragmentation.
To evaluate a peak using the CID Hypothesis, the locations of the relevant
fragment ions are identified in the spectrum, and the intensity values for each of the
fragment ions are loaded into the corresponding vertices. The value for the position
of the peak in the spectrum is loaded into its vertex. As this algorithm is for scoring
paths in a spectrum graph, the identity of the flanking amino acids should also
be available, and loaded into the relevant vertices. The probability of each vertex
can then be derived by reading the predehned conditional probability tables. The
overall probability of a peak being from a partial peptide, as determined by the
CID hypothesis, is calculated by taking the product of all the individual vertex
probabilities.
The RPH generates the probability value for a vector of fragment peak intensities
(same vector as used as for the CID hypothesis) as being randomly occurring, and
not subject to any pattern or influence. The RPH attains its decision using the
assumption that the set of fragment intensities are unrelated and that peak matches
within the bin occur purely by chanee. No training is required for the RPH, as the
values generated by examining the area local to the peak under investigation.
The first step in the Random Peak Hypothesis is the application of a probability
density funetion to evaluate each peak in the intensity vector. The probability
density function is a local approach examining a window around the peak location.
By comparison with other observed peak intensities and the peak density in the
window, the probability that a peak of the given intensity falls in the bin due to
random chance can be calculated.
Given that all peaks are assumed to be independently distributed in the spectrum
the RPH score for a vertex is calculated by taking the product of the individual
probability density functions for each of the fragment ion locations in the intensity
vector.
Once the CID hypothesis value and the RPH value for a vertex have been gen
erated, the final score is computer by taking the logarithm of the likelihood ratio of
both these hypotheses. Dividing the CID hypothesis by the RPH has the effect of
reducing the seore produeed by the CID hypothesis relative to the peak density in
16

the region. A positive score for the log likelihood indicates that the peak is likely to
indeed be from a partial peptide. The higher the score, the more confidence there is
in the assignment. The score is augmented by the inclusion of isotopic information,
vertices generated from peaks with observed isotopic peak following them are given
a score boost, while vertices which themselves appear as potential isotopes have
their score penalized.
PepNovo performed favourably in the benchmarks carried out by Frank et al.
[8] against the Sherenga, Peaks and Lutefisk sequencing applications. An additional
independent evaluation was carried out by Peter, Fischer and Buhmann [204] which
corroborated the reported success rates of PepNovo.

D.8

Dipeptide table

Table D.3 displays the possible mass values for dipeptides comprising the 20 stan
dard amino acid residues. Dipeptides whose combined mass conflict with single
amino acid residue mass are noted in blue. Dipeptides whose combined mass con
flict with another dipeptide are noted in red.
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Appendix E
Evaluation of artificial neural
networks for the automated
interpretation of the tandem mass
spectra of peptides supporting
information

E.l

Fragment ion propensities

Table E.l displays the relative fragment ion propensities (within a tollerance of
0.5m/2:) at offsets from 6-ion series peaks (B), ^-ion series peaks (Y), non 6- or y-ion
series peaks (R) and from the 100 most intense non 6- or ^-ion series peaks (RlOO)
from a set of test data. ^'Alternate^^ represents the presence of peaks at the alternate
ion series locations. ’‘‘’Doubly charged'’’ represents the presence of a peak with half
the m/z value of the peak under investigation.

Offset (m/z)
B
Y
R
RlOO

+1
16339
16816
9365
13703

-1
7040
6025
8936
12371

-17
15108
14149
9469
11319

-18
15174
13959
9660
12082

-28
10553
6877
8627
8720

-35
11138
10035
8781
8969

-45
9295
7487
8259
8668

-36
9984
8861
8986
9049

Table E.l: (a) Table of relative fragment ion propensities at offsets from 6-ion series
peaks (B), y-ion series peaks (Y), non 6- or y-ion series peaks (R) and from the 100
most intense non 6- or y-ion series peaks (RlOO)
Offset (ni/z)
B
Y
R
RlOO

-46
8099
7385
8011
8444

+55
6518
7238
6842
7114

+ 14
6540
6667
7104
7358

+ 17
7162
6841
9071
9301

+ 18
7702
6767
9023
10283

+28
6389
6878
7280
7424

Alternate
13232
14363
6576
6805

Doubly Charged
9389
10282
8887
8775

Table E.l: (b) continued

E.2

Input vector for the peak classifier network

In addition to the values defined for the input vector in Chapter 7, an additional
biliary input is included representing the presence or absence of each for each of the
fragment family peaks and the neutral losses considered. Although these inputs are
not technically required (as the information is already present in the input vector in a
different form) a reduction in the training time required to achieve high performance
is typically observed during this research for the MFFN and MLP networks when
these inputs are included.
Properties of the Spectrum and Peptide:

1. Peptide mass
2. Peak Count
3. Lowest peak mjz
4. Highest peak mjz

Peak Properties

5. vajz location of peak under investigation
6. Density of peaks in dSm/z range
7. Peak intensity relative to the mean peak intensity in a 45m/2: range
8. Peak intensity relative to the median peak intensity in a 45m/z range

Diagnostic Peaks (relative to the peak under investigation)

9. Relative intensity of peak at Xmjz unit above
10. Relative intensity of peak at Xm jz unit below
11. Relative intensity of peak at Vbmjz units above ( c-ion )
12. Relative intensity of peak at YJmjz units below
13. Relative intensity of peak at ISm/z units below
14. Relative intensity of peak at 28m/2: units below ( a-ion )
15. Relative intensity of peak at SSm/z units below ( loss of 1120 + N1I3 )
16. Relative intensity of peak at

z units below ( a-ion - H20)

17. Score generated by the abridged classifier for the location at 17m jz units above
18. Score generated by the abridged classifier for the location at 18m/z units above
19. Score generated by the abridged classifier for the location at 28m/z units above

Additional Diagnostic Peaksas identified by Frank et al. [8]

20. Presence of Doubly charged ion
21. Relative intensity of peak at 36m/z units below ( loss of H20

-I-

22. Relative intensity of peak at 46m/z units below ( a-ion - H20 )

Additional Diagnostic Peaks as identified by Scarberry et al.:

H20)

23. Relative intensity of peak at 55 mlz units above ( v-ion )

Alternate Ion Series Peaks

24. Score generated for the corresponding ion location by the abridged classifier

Peak Presence/Absence

25. 16 binary inputs representing the presence of absence of peaks at the diagnostic
locations.

E.3

The abridged classifier neural network

The abridged classifier allows peaks in a mass spectrum to be classified as either
category R peaks or b- and ^-ion series peaks in the same manner as the peak classifier
network, but using a much less refined input vector. The classifier is formed from
a reduced set of the inputs of the peak classifier without the inputs relating to the
alternate ion series peaks or the inputs relating to the score of peaks at 17, 18,
and 28 mjz above the peak under investigation. The abridged classifier is used in
situations where the peak classifier cannot be applied, such as when forming the
input vector for the peak classifier or where the peptide mass is unavailable. The
abridged classifier is a standard MLP with 31 inputs, a single output neuron and a
single hidden layer containing 8 neurons.

E.4

Training the multilayer perceptron network

The starting values of the synaptic weights designate the starting point on the error
surface produced by the error function and can have a major impact on the success of
a training operation. For each set of training parameters (number and combinations
of layers and neurons) the same network is required to be trained and evaluated
several times with differing starting weights to give an accurate evaluation of that
parameter set.

In training the MLP in this situation, there exists too many parameter sets
to evaluate each possible configuration thoroughly.

Initial trial neural networks

are trained with values spanning a wide range of parameter values.

Using this

approach, boundaries are set as to what number of neurons constituted too many
to solve the problem (overtraining begins quickly) and where an insufficient number
of neurons are used (inadequate performance observed). Using this information,
the parameter selection process focused on further evaluation of parameter sets
within the identified range of values. Extra focus is placed on any parameter set
which displayed favourable performance, by re-evaluating these parameter sets and
evaluating the parameter sets with slight modifications, such as adding or removing
a single neuron from one of the layers.
Each MLP is trained until overtraining is detected by an increase in error on
the validation set. After each MLP is trained the weights 'were jogged slightly to
allow the network to escape a possible shallow local minimum and the training is
allowed to continue again until the validation data again showed an increased error
rate. Once it is deemed that no further jogging would increase the performance of
the classifier, the network is evaluated on the test data and the results recorded.
Several additional evaluations were carried out including the use of three hidden
layers, the quickpjvp learning algorithm, different functions for the activation of
the neurons, online training and the use of a genetic algorithm for the selection
of parameters. The genetic algorithm included in the Neuro Solutions application
suggested a single hidden layer solution containing 17 neurons and a dual hidden
layer architecture with 19 neurons in the first hidden layer and G neurons in the
second hidden layer as optimal. These trial evaluations offered no evidence of a
performance increase over the standard approach employed and were not further
developed.

E.5

Training the modular feedforward neural net
work

The parameters that need to be set for the training of the MFFN were similar to the
MLP but with the increased complexity of considering the combined contribution
of two or more sub-networks concurrently. Each MFFN is trained until an error

increase is detected on the validation data set. To tackle the problem of local minima,
after the MFFN is trained the weights on the synapses of one of the siib-networks
are jogged and the training continued until an increase in error on the validation set
is detected. This is repeated for each of the sub-networks individually.
As with the MLP approach, an initial evaluation is carried out on a wide range
of different parameter sets to identify the range of values which should be evaluated.
Due to the large space of parameters possible in specifying an MFFN, a standard
heuristics based trial and error approach would be unacceptable. To reduce the
evaluation time required and the tractability of the problem, each sub-network that
is trained and showed promising performance is saved and combined with other sub
networks to form new MFFxNs. Training is then carried out on the new combination
of sub-networks to allow the output layer to learn to combine the features learned
by each sub-network and modify the weights of each sub-network to adapt it to the
current situation. This approach allows for the evaluation of many combinations
of two or more sub-network architectures in a timely and effective manner while
still providing good results. Evaluations of MFFN with more than 3 sub-networks
showed no signiffcant increase in performance.

E.6

Training the radial basis function network

Training the RBF network comprises 2 independent stages. The first stage is an
unsupervised learning where a number of cluster centres are moved to best represent
the clustering of values in the training data. To select the good RBF network for the
problem domain, optimal properties for the number of cluster centres and the value
for the termination criteria for stopping the unsupervised learning have to be selected
through a significant amount of trial and error. The success of the trained classifier
can be dependant on the initial locations of the cluster centres in the unsupervised
learning stage. To provide an accurate evaluation of each parameter set trialled
for the RBF, several RBFs have to be trained and evaluated with differing starting
weights for the cluster centres each time.
In the second training stage, the weights learned during the first stage are frozen
and the supervised learning is employed to produce a mapping from the cluster
centres to an output classification for the network. The weights on the output layer
are trained until an increase in error on the validation data set is detected. This
6

approach facilitates the evaluation of several different architectures for the second
training stage for every set of weights defined by the first stage.
The RBF performance observed is originally quite low. Substantial improve
ments are identified by reducing the number of values in the input vector to only
the factors deemed most relevant to clcissifying a peak. The best performance is
observed utilizing only 12 to 15 elements of the original input vector.

E.7

Performance of the peak classifier network
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Figure E.l: Performance of the MLP3 network under varying peak count
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Figure F.3: Performance of the RBF2 network under varying peak count

Appendix F
Novel peptide sequencing
application supporting information

F.l

The MLP_100 peak classifier network

Based on evaluations of niisclassilied peaks in mass spectra, it was identified that
category R, peaks of high intensity were commonly misclassified (high false positive
rate). This was reasoned as being due to the propensity for h- and ,y-ion series peaks
to be intense, whereas in a typical spectrum the vast majorit}^ of R peaks will be
of negligible intensity. Consequently, the trained classifiers place an onus on high
intensity as an indicator of b- or y-ion series membership for a peak. Peak intensity
is indeed an important discriminative factor which provides generally high levels of
sensitivity in evaluations on mass spectral data and as such it is apt for a classifier
to focus on this property, offering high general performance on the majority of peaks
in a typical spectrum.
Such a classifier is, however, not ideal for the problem of the Pep Neural appli
cation which requires a high level of specificity in identifying potential b- and y-ion
series peaks. The networks developed using the data set defined in Chapter 1 when
applied to the PepNeural problem displayed a tendency to focus on intensity in its
decision making process and showed insufficient power between to discriminate cate
gory R peaks of high intensity . This results in large numbers of false positive peaks
surviving the filtering operation {Section 10.2.2), possibly in lieu of less intense b-

or y-ion series peaks.
It was considered that increased performance by the FepNeural application could
be attained by training a classifier using training data restructured to a format more
amenable to the problem at hand. By artificially skewing the training data so that
the exemplars of the category R peaks are in general more comparable in terms of
intensity to the b- and ^-ion series peaks, a classifier can be trained which should be
focused at offering increased discriminative power between the more intense peaks.
This was achieved by generating 75% of the R category exemplars from only the 100
most intense peaks from each spectrum which were classified as being from neither
the b- nor the y-\on series. To evaluate this concept, a simple unoptimized MLR was
created using this data set and is referenced as “MLP_idd”.
This more difficult problem, resulting from increased similarity between the op
positely classified exemplars, resulted in a trained neural network with decreased
performance on the training and test sets, but a preferable performance across
many of the evaluations carried out in Chapter 10 and Chapter 11 compared to
the standard MLP3 network as part of the FepNeural algorithm. Any increase in
performance was negligible, but as the MLP.lOO classifier was generated without the
rigorous approach applied to MLP3 any improvement can be considered an indicator
of potential.

F.2

Sample output of the FepNeural framework

Table F. 1 displays a typical output of the FepNeural application applied to a spe
cific mass spectrum (spectrum number 4502 from LTQ10401_19_1).

The output

comprises the properties for the highest scoring 50 PSTs produced for the spec
trum. For each of the 50 putative PSTs generated, the following information is
available:

1. Score: The score produced for the PST according to the scoring formula de
scribed in Section 10.2.5
2. Rank: The ranking by score, where the preferred PSTs get low numerical
values
3. A: the length of the PST, counted in peaks

4. B: the number of the peaks in the PSTs which align with actual b- or y-ion
series peaks
5. Sequence: The actual sequence of amino acids comprising the tag. “X” repre
sents a gap of ambiguous amino acid

Table F.2 displays the output of the benchmarking application which compares
the success of the PepNeural application against the performance of PepNovo on

spectra of known identity. PM represents the peptide mass generated by each of the
applications. Actual (correct) values are taken from the PeptideAtlas.

Rank
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25

Score
21.7332
20.6249
17.86
17.6337
17.1905
16.9715
16.6352
15.5242
15.4131
14.9913
14.8008
13.765
13.7263
13.3035
13.2127
12.8526
12.732
12.6423
12.286
12.2835
12.2835
12.2045
12.2045
12.021
11.9036

A
10
11
9
10
9
8
10
9
8
10
10
11
9
9
10
10
12
12
9
11
11
11
11
10
11

B
4
5
5
5
4
6
5
4
4
5
4
5
4
4
5
5
5
5
5
5
4
5
4
5
6

Sequence
X[424.1]SX[147]NGVSTX[113]NX[714.4]
X[309.1]X[115]SX[147]NGVSTX[113]NX[714.4]
X[716.2]NX[113]TWNGX[147]SX[422.2]
X[716.2]NX[113]SSX[113]NGX[147]SX[422.3]
X[424.1]SX[147]X[128]PEGX[160]NX[714.5]
X[309.1JX[1151SX[147]ATX[113]HX[977.5]
X[309.1]X[115]SX[147]X[128]PEGX[160]NX[714.5l
X[716.2]NX[113]SSX[113]NGX[147]X[509.3]
X[716.2]NX[1131TWNGX[147]X[509.2]
X[7]6.2]NX[n3]SSNX[113]GX[147]SX[422.3]
X[424.1]SX[147]AGPEGX[160jNX[714.4]
X[309.1]X[115JSX[147]AGPEGX[160]NX[714.4]
X[424.1]SX[147]AGPWX[100]NX[714.4]
X[716.2]NX[113]SSNX[113]GX[147]X[509.3]
X[309.1]X[1151SX[147]AGPWX[160]NX[714.4]
X[424.1]SX[147]AGPTX[147]VX[113]X[714.4]
X[424.1]SX[147]X[128]PYAX[113]NGX[147]SX[422.3]
X[424.1]SX[147]X[128]PEAX[147]NGX[147]SX[422.3]
X[716.2]X[113]NTWNGX[147]SX[422.2]
X[511.2JX[147]X[128]PYAX[113]NGX[147]SX[422.3]
X[424.1]SX[147]X[128]PYAX[113]NGX[147]X[509.3]
X[511.2]X[147]X[128]PEAX[147]NGX[147]SX[422.3]
X[424.1]SX[147]X[128]PEAX[147]NGX[147]X[509.4]
X[716.2]X[113]NSSX[113]NGX[147]SX[422.3]
X[309.1jX[115]SX[147]AGPTX[147]VX[113]X[714.4]

Table F.l:
(a) Top 50 scoring peaks identified for spectrum 4502 from
LTQ10401_19_1, correct sequence “FFESFGDLSTPDAVMGNPK”. Column A rep
resents the length of the PST in peaks. Column B represents the number of the
peaks in the PSTs which align with actual b- or ^-ion series peaks

Rank
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50

Score
11.6049
11.5845
11.3563
11.3441
11.2741
10.7331
10.718
10.6647
10.6647
10.6465
10.6386
10.5937
10.5937
10.4897
10.4897
10.4271
10.3619
10.3097
9.91402
9.7326
9.18353
9.06387
9.06387
8.93455
8.33801

A
9
9
8
10
10
12
9
12
12
9
8
12
12
11
11
11
11
10
13
10
9
12
12
11
13

B
6
5
5
4
4
5
4
5
4
5
4
5
4
5
4
4
4
5
5
4
4
5
4
4
5

Sequence
X[716.2]X[113]VUUNGX[147]SX[422.4l
X[716.2]NWX[160]PAGX[147]SX[422.2]
X[309.1]X[115]SX[147]NGNHX[977.5]
X[511.2]X[147]X[128]PYAX[113]NGX[147]X[509.3]
X[511.2]X[147]X[128]PEAX[147]NGX[147]X[509.4]
X[424.1]SX[147]X[1281PYANX[113]GX[147]SX[422.3]
X[716.2]X[113lNSSX[113]NGX[147]X[509.3j
X[511.2]X[147]GAPYAX[113]NGX[147]SX[422.2]
X[424.1]SX[147]GAPYAX[113]NGX[147]X[509.3]
X[716.2]NTWNX[113]GX[147]SX[422.2]
X[716.2]X[113]NTWNGX[147]X[509.2]
X[511.2]X[147]GAPEAX[147]NGX[147]SX[422.3]
X[424.1]SX[147]GAPEAX[147]NGX[147]X[509.3]
X[511.2]X[147]X[128]PYANX[113]GX[147]SX[422.3]
X[424.1]SX[147]X[128]PYANX[113]GX[147]X[509.3]
X[511.2]X[147]GAPYAX[113]NGX[147]X[509.3]
X[511.2]X[147]GAPEAX[147]NGX[147]X[509.3l
X[716.2]X[113]NSSNX[113]GX[147]SX[422.3]
X[424.1]SX[147]GAPEAX[147]NGX[147]SX[422.3]
X[511.2]X[147]X[128]PYANX[113]GX[147]X[509.3]
X[716.2]X[113]NSSNX[113]GX[147]X[509.3]
X[511.2]X[147]GAPYANX[113]GX[1471SX[422.2]
X[424.1]SX[147]GAPYANX[113]GX[147]X[509.3]
X[511.2]X[147]GAPYANX[113]GX[147]X[509.3]
X[424.11SX[147]GAPYANX[113]GX[147]SX[422.2]
Table F.l: (b) continued
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