The ordinary Bondi−Metzner−Sachs (BMS) group B is the common asymptotic symmetry group of all asymptotically flat Lorentzian space-times. As such, B is the best candidate for the universal symmetry group of General Relativity. However, in studying quantum gravity, space−times with signatures other than the usual Lorentzian one, and complex space−times, are frequently considered. Generalisations of B appropriate to these other signatures have been defined earlier. In particular, the generalisation HB, a BMS group appropriate to the ultrahyperbolic signature (+,+,−,−), has been defined in a previous paper where it was shown that all the strongly continuous unitary irreducible representations (IRs) of HB can be obtained with the Wigner−Mackey's inducing method and that all the little groups of HB are compact. Here we describe in detail all the infinite little groups of HB and we find the IRs of HB induced by them.
Introduction
The best candidate for the universal symmetry group of General Relativity (G.R), in any signature, is the so called Bondi−Metzner−Sachs (BMS) group B. These groups have recently been described [1] for all possible signatures and all possible complex versions of GR as well.
In earlier papers [1, 2, 3, 4, 5] it has been argued that the IRs of the BMS group and of its generalizations in complex space−times as well as in space−times with Euclidean or Ultrahyperbolic signature are what really lie behind the full description of (unconstrained) moduli spaces of gravitational instantons. Kronheimer [6, 7] has given a description of these instanton moduli spaces for Euclidean instantons. However, his description only partially describes the moduli spaces, since it still involves constraints. Kronheimer does not solve the constraint equations, but it has been argued [1, 5] that IRs of BMS group (in the relevant signature) give an unconstrained description of these same moduli spaces.
The original BMS group B was discovered by Bondi, Metzner and Van der Burg [8] for asymptotically flat space−times which were axisymmetric, and by Sachs [9] for general asymptotically flat space−times, in the usual Lorentzian signature. The group HB is a different generalised BMS group, namely one appropriate to the 'ultrahyperbolic' signature, and asymptotic flatness in null directions introduced in [10] .
Recall that the ultrahyperbolic version of Minkowski space is the vector space R 4 of row vectors with 4 real components, with scalar product defined as follows. Let x, y ∈ R
4
have components x µ and y µ respectively, where µ = 0, 1, 2, 3. Define the scalar product
x.y between x and y by x.y = x 0 y 0 + x 2 y 2 − x 1 y 1 − x 3 y 3 .
(1.1)
Then the ultrahyperbolic version of Minkowski space, sometimes written R 2,2 , is just R 4 with this scalar product.
In [10] it was shown that
Theorem 1
The group HB can be realised as
with semi−direct product specified by (T (g, h)α)(x, y) = k g (x)s g (x)k h (w)s h (w)α(xg, yh), (1.3) where α ∈ L 2 (P, λ, R) and (x, y) ∈ P. For ease of notation, we write P for the torus T ≃ P 1 (R) × P 1 (R), P 1 (R) is the one−dimensional real projective space, and G for G × G, G = SL(2, R). In analogy to B, it is natural to choose a measure λ on P which is invariant under the maximal compact subgroup SO(2) × SO(2) of G. L 2 (P, λ, R) is the separable Hilbert space of real−valued functions defined on P.
Moreover, if g ∈ G is a b c d , (1.4) then the components x 1 , x 2 of x ∈ R 2 transform linearly, so that the ratio x = x 1 /x 2 transforms fraction linearly. Writing xg for the transformed ratio,
The factors k g (x) and s g (x) on the right hand side of (1. , (1.6)
with similar formulae for yh, k h (y) and s h (y).
It is well known that the topological dual of a Hilbert space can be identified with the Hilbert space itself, so that we have L 2 ′ (P, λ, R) ≃ L 2 (P, λ, R). In fact, given a continuous linear functional φ ∈ L 2 ′ (P, λ, R), we can write, for α ∈ L 2 (P, λ, R)
where the function φ ∈ L 2 (P, λ, R) on the right is uniquely determined by (and denoted by the same symbol as) the linear functional φ ∈ L 2 ′ (P, λ, R) on the left. The representation theory of HB is governed by the dual action T ′ of G on the topological dual L 2 ′ (P, λ, R) of L 2 (P, λ, R). The dual action T ′ is defined by:
< T ′ (g, h)φ, α >=< φ, T (g −1 , h −1 )α > · (1.9)
A short calculation gives (T ′ (g, h)φ)(x, y) = k By continuity, L φ ⊂ G is a closed subgroup.
Attention is confined to measures on L 2 ′ (P, λ, R) which are concentrated on single orbits of the G−action T ′ . These measures give rise to IRs of HB which are induced in a sense generalising [11] Mackey's [12, 13, 14, 15, 16, 17] . In fact in [10] it was shown that all IRs of the HB with the Hilbert topology are derivable by the inducing construction. The inducing construction is realized as follows. Let O ⊂ L To conclude, every irreducible representation of HB is obtained by the inducing construction for each φ o ∈ L 2 ′ (P, λ, R) and each irreducible representation U of L φo . All the little groups L φo of HB are compact and they up to conjugation subgroups of SO(2) × SO(2). They include groups which are finite as well as groups which are infinite, both connected and not−connected [2] . Therefore the construction of the IRs of HB involves at the first instance the classification of all the subgroups of SO(2) × SO(2).
In particular the problem of constructing the IRs of HB induced from finite little groups reduces to a seemingly very simple task; that of classifying all subgroups of the Cartesian product group C n × C m , where C r is the cyclic group of order r, r being finite. Surprisingly, this task is less simple than it may appear at first sight. It turns out [3] that the solution is constructed from the 'fundamental cases' n = p a , m = p β , (n,m are powers of the same prime), via the prime decomposition of m and n. The classification of all the subgroups of C n × C m , was given in [3] . The explicit construction of the IRs of HB induced from finite little groups is not a trivial task and it will be given in a different paper [18] .
The infinite not−connected little groups were given in [2] . In this paper we concentrate on describing in detail all the infinite connected little groups and on finding the Hilbert spaces of the invariant functions φ o of all the infinite little groups L φo , both connected and non−connected. Finally we give explicitly the operators of the IRs of HB induced from all the infinite little groups.
The paper is organised as follows: In Section 2 we construct the infinite connected subgroups of SO(2) × SO (2) . In Section 3 we find all the infinite potential little groups, both connected and non−connected. In Section 4 we prove that all the infinite potential little groups are actual. In Section 5 we construct explicitly the IRs of HB induced from the infinite little groups. In Section 6 we make some remarks about the IRs of HB constructed in Section 5 by the inducing method. In Appendix A we give the elementary regions associated with the action of the little groups on the torus P 1 (R) × P 1 (R). Finally In Appendix B we construct G − quasi − invariant measures on the orbits Gφ o of the action of the little groups L φo on the topological dual L 
Infinite Connected Subgroups of SO(2) × SO(2)
In [10] it was shown that the little groups of HB are compact subgroups of SL(2, R) × SL(2, R). The maximal compact subgroup of SL(2, R) × SL(2, R) is just the subgroup SO(2) × SO (2) . That is to say, if H is a compact subgroup of G × G, then some conjugate gHg −1 of H is a compact subgroup of SO(2)×SO(2). In the representation theory of HB, the little groups are only significant up to conjugacy. So, after a possible conjugation, we may take every little group to be a compact (or equivalently closed) subgroup of K = SO(2) × SO(2).
The little groups of HB may now be found by following the programme proposed by McCarthy [11] .
Programme (I) Determine, up to conjugacy, all compact subgroups S ⊂ SO(2) × SO(2) .
(II) For each such S find the vector space A(S).
(III) Find the subgroups S for which A(S) contains elements fixed under no properly larger group S ′ ⊃ S. These last subgroups, and only these are the little groups.
Now we proceed to carry out step (I) of the programme. The compact subgroups of SO(2) × SO(2) include groups [2] which are finite as well as groups which are infinite, both connected and not−connected. The finite (compact) subgroups of SO(2) × SO(2) were constructed explicitly in [3] . The infinite not−connected compact subgroups of SO(2) × SO(2) were described in detail in [2] . Here, we study in more detail, the infinite connected (compact) subgroups of SO(2) × SO(2) . We start by explicitly constructing all (i.e. compact and not−compact) infinite connected subgroups of SO(2) × SO(2) and then we isolate the compact infinite connected subgroups of SO(2) × SO(2). Firstly, we prove the following:
Theorem 2 The connected subgroups of SO(2) × SO(2) are classified as follows:
1. SO(2) × SO(2) is the only two−dimensional connected subgroup.
2. The one−dimensional connected subgroups are:
where θ ∈ R and
3. The identity element is the only zero−dimensional connected subgroup.
Proof Connected subgroups are uniquely determined by their Lie algebras. This is the content of a theorem given in Helgason (1962) [19] , which states: (i) if H is a Lie subgroup of G its Lie algebra dH is subalgebra of the Lie algebra dG of G, and (ii) each Lie subalgebra of dG is the Lie algebra of exactly one connected subgroup of G.
A basis for the Lie algebra of SO(2) × SO(2) is given by the generators
Therefore, there is only one two−dimensional connected subgroup of SO(2) × SO(2), which is SO(2) × SO(2) itself:
A basis for each one−dimensional Lie subalgebra of the Lie algebra of SO(2) × SO (2) is given by the generator:
where q, p are real numbers so that (q, p) = (0, 0). All one−dimensional connected subgroups of SO(2) × SO(2) are obtained by exponentiation:
(a) We shall consider first the case qp = 0. Different bases of the same Lie subalgebra produce the same group. In particular, (q,p) and (−q,−p) originate the same subgroup. The same applies to (q,−p) and (−q,p). Therefore, only p > 0, q > 0 and p > 0, q < 0 have to be considered. We now choose a representative basis vector for each Lie subalgebra. For our later convenience, when p/q is rational, we choose p,q to be the relatively prime numbers p o , q o , which satisfy p o /q o = p/q. When p/q = γ is irrational, we can consider for example (q o , p o ) to be the point of interesection of the open half−line from the origin δg, δ ∈ R + , with the half circle q
(b) The two remaining cases, p = 0, q = 0 and q = 0, p = 0, produce two more one-dimensional subgroups, (SO(2), I) and (I, SO(2)) respectively,where I is the 2 × 2 unit matrix.
Finally, for p = q = 0, Eqs. (2.6) and (2.7) give the identity, as the only zero−dimensional connected subgroup. This completes the proof.
The one−dimensional subgroups are bounded. In order to find those which are closed and therefore compact, firstly we prove the following
Proposition 1
The map h defined by
where θ, φ ∈ R and Z denotes the set of integers, is a homeomorphism.The quotient set (R × R)/(Z × Z) is endowed with the quotient topology and SO(2) × SO (2) is equipped with the usual topology.
Proof We define the maps p and χ as follows:
where θ, φ ∈ R. Since χ is a function , it is clear that [(
)). The map χ is evidently onto. The set SO(2) × SO(2), which is a subset of SL(2, R) × SL(2, R) ⊂ R 8 , where R 8 is equipped with the standard metric toplogy, inherits a relative topology. If R × R is endowed with the usual topology the map χ is continuous. Indeed, if χ is considered to be a function from R 2 to R 8 , it is continuous since the component functions of χ are continuous. It is not difficult to show that the map χ remains continuous, even if its range is restricted to the subset SO(2) × SO(2), when it is equipped with the relative topology. If (R × R)/(Z × Z) is endowed with the quotient topology, then the well defined map h is continuous ( [20] , p.204). Furthermore, the map h is one−to−one and onto. Since (R × R)/(Z × Z) is compact in the quotient topology and SO(2) × SO (2) is Hausdorff in the relative topology, the map h is a homeomorphism ( [21] , p.141) and the proposition is proved. Proof We consider the subset of R × R
where q, p are fixed real numbers, so that qp = 0 and q/p is irrational. For any (x, y) ∈ R × R we now consider the distance
We can always write in a non−unique way: θ = 2π p (φ + j)|φ ∈ R, j ∈ Z, and express d accordingly
In expression (2.14), x, y, p, q are fixed, while φ, j, t, k can vary. The choice φ = y, j = k makes the second component vanish
The subgroup Z + q p Z of R is dense in R, if and only if q p is irrational [22] . Henceforth, for any ǫ > 0 there always exist integers k, t, so that d < ǫ. Consequently, the set Q is dense in R × R. The projection map p (see figure 1.1) is continuous and onto. Therefore, the image p(Q) is dense in (R×R)/(Z ×Z). Since p(Q) is a proper subset of (R×R)/(Z ×Z), p(Q) is not closed in the quotient topology. We conclude that h(p(Q)) is not a closed and consequently not a compact subgroup of SO(2) × SO(2) in the relative topology. If h(p(Q)) were a closed subgroup of SO (2) 
, which is a homeomorphism, is a closed map.
This completes the proof. Proof The elements of the set Q, which is defined by (Eq.(2.12)), span straight lines on the cartesian plane R × R. These straight lines, in standard cartesian coordinates x, y, if qp = 0, are given by
Consequently, they are parallel with slope p/q. When q = 0, p = 0 and p = 0, q = 0, they are given respectively by y = k and x = t, (2.17) where k, t ∈ Z. Since the straight lines (2.16) and (2.17) are labelled by a countable set, the set Q with either qp = 0 or q = 0, p = 0, p = 0, q = 0 is a proper subset of R × R. Firstly, we consider case (a) qp = 0, q/p rational. The ordinates of the intersections of the straight lines (2.16) with the y−axis are given by
Z of R, is not dense in R and consequently is a discrete subgroup of R. Therefore, the distance between two adjacent straight lines (2.16) cannot become arbitrarily small for any choice of the integers k and t. We conclude that the complement of Q is open. Henceforth, Q itself is closed. Q=p −1 (p(Q)) is closed and
Since h is closed, h(p(Q)) is a closed and therefore a compact subgroup of SO(2) × SO (2) in the relative topology. Now we consider case (b) q = 0, p = 0 or p = 0, q = 0. With a proof similar to the one given in case (a) we can show that h(p(Q)) is a closed and therefore a compact subgroup of SO(2) × SO(2) in the relative topology. This completes the proof.
The infinite not−connected compact subgroups of SO(2) × SO(2) were described in detail in [2] . In particular the following Theorem was proved:
Theorem 3 The infinite not−connected subgroups of SO (2)×SO (2) are all one−dimensional and they are classified as follows:
where, the positive integer N satisfies N > 1, i ∈ {0, 1, 2, ..., N − 1}, θ ∈ R, and where, the coprime integers
Infinite Potential Little Groups
In order to carry out step (II), we must find, for each infinite subgroup S ⊆ SO (2)×SO (2) the space A(S) of its invariant functions. We start by proving the following:
We require that φ o (x, y) be fixed under SO(2) × SO(2). Taking into account (1.5), (1.6), (1.7), and (1.10), the condition on φ o (x, y) reads
where −∞ < θ, ϕ < +∞. As an alternative co−ordinatization of P 1 (R) × P 1 (R) we can use angular co−ordinates ρ, σ related to the projective co−ordinates x, y by the equations
Hereafter, ς(x) ≡ s(sin x). By using (3.2) the invariant condition (3.1) on φ o (x, y) becomes
where
. We must further require that φ o (ρ, σ) be doubly periodic
Consequently,
However, from (3.3) we have
From (3.5) and (3.6) we conclude:
The condition that φ o be fixed under
Using (3.2) we find:
From (3.9) we have:
The periodicity condition (3.4) then implies:
where −∞ < ρ, θ, σ < +∞. Henceforth, we find that φ o vanishes as an element of L 2 ′ (P, λ, R).
cos(
This case is very similar to the previous one. The condition that φ o be fixed under C N × S 1 is:
) and, using (3.4), we conclude as before that φ o vanishes as an element of L
where one of the numbers N,
We distinguish two cases:
1. One of the numbers p o , q o is even.
From the periodicity condition (3.4), we have:
Since one of the numbers q o , p o is even and the other is odd, Eq. (3.13) gives:
By combining (3.14) and (3.15) we find again that φ o vanishes as an element of L 2 ′ (P, λ, R).
The number N is even.
Eq. (3.13) gives:
Combining (3.16) and (3.17), we find again that φ o vanishes as an element of L
This completes the proof .
Two remarks are now in order.
Firstly, we recall the notion of fundamental region. Let Ω φo be the set of periods of φ o . Ω φo forms a group isomorphic to Z ×Z under the usual addition. We may regard Ω φo as acting on R 2 as a transformation group, each (2πm, 2πn) ∈ Ω φo , where (m, n) ∈ Z × Z, inducing the translation
of R 2 . A closed, connected subset P of R 2 is defined to be a fundamental region for Ω φo if (i) for each (ρ, σ) ∈ R 2 , P contains at least one point in the same Ω φo − orbit as (ρ, σ)
(ii) no two points in the interior of P are in the same Ω φo − orbit.
Secondly, it is an immediate corollary of section 6 in [2] that two groups
. Taking into account Theorem 2 and Proposition 4 we conclude that there is no loss of generality if we assume that N is odd and that q, p in H(N, q, p) are odd and relatively prime. With this assumption the equality H(N 1 , q 1 , p 1 ) = H(N 2 , q 2 , p 2 ) implies q 1 = q 2 and p 1 = p 2 . Hereafter we assume that N is odd and q, p are odd and relatively prime.
We show now that there are non−zero functions φ o ∈ L 2 ′ (P, λ, R) fixed under each one of the remaining compact infinite subgroups H(N, q, p) of SO(2) × SO (2) . Taking into account the results of Theorem 2 we distinguish four cases. We also find elementary regions for the action of the groups H(N, q, p) on the torus T ≃ P 1 (R) × P 1 (R). (2) , where N is odd and q o , p o are odd and relatively prime, has non−zero fixed functions φ o ∈ A(N ) The fixed functions and the corresponding little groups are given in TABLE 1. The spaces of fixed functions ϑ qN ′ (u i ), where i=1,2,3,4 and, 
Theorem 4 Every subgroup
Proof The action of S 1 (qo,po) on the torus T ≃ P 1 (R) × P 1 (R) partitions T 2 into a union of disjoint closed orbits. Each of these orbits turns around the torus q o times along its meridians, clockwise for q o positive and anti-clockwise for q o negative, and goes p o times along its latitudes, clockwise (anti-clockwise) for p o positive (negative).
An orbit of the action of H(N, q o , p o ) on the torus T ≃ P 1 (R) × P 1 (R) consists of N orbits of the action of S 1 (qo,po) on the torus T ≃ P 1 (R) × P 1 (R).
1. We look for functions φ o1 which are fixed under
Among the infinite fundamental regions for Ω φ o1 , the usual representative is the square region {(ρ, σ) ∈ R 2 : 0 ≤ ρ, σ ≤ 2π}. In the problem under consideration, a fundamental region which is spanned by the S 1 (q o , p o ) − orbits is a more natural choice. Such a fundamental region is the region F 1 which is depicted in Figure 2 . We can easily verify that this region satisfies (i) and (ii). Moreover, although a fundamental region for Ω φ o1 , is not unique, its area is unique and we can readily find that the area of the region we chose is equal to 4π 2 . We now make the following change of co−ordinates:
The new coordinate u 1 remains constant along each S 1 (qo,po) −orbit. The lines of the two families of lines u 1 =constant and v 1 =constant are straight and perpendicular to each other. In the u 1 , v 1 coordinates the fundamental region we chose is given by
We define
The function ψ o1 (u 1 , v 1 ) satisfies a periodicity condition. Recall that the function φ o (ρ, σ) is doubly periodic (Eq. (3.4)):
The last periodicity conditions are equivalent to the following one:
where m and n are integers. Eq. (3.4) imply:
Eq. (3.23) implies:
where a and b are integers. The periodicity conditions (3.24) and (3.25) are equivalent. It turns out that on some occasions is more convenient to use one rather than the other.
The functional Eq (3.19) in the new co−ordinates u 1 , v 1 is written as follows:
When v 1 = 0 and ν = 0, the last equation yields:
The last Eq. reads
Using the periodicity condition (3.25) one without loss of generality can restrict u 1 to the range of values
]. In this case, Eq. (3.28) gives
We find now which periodicity condition the function ψ o1 (u 1 , 0) satisfies. Imposing on Eq. (3.29) the periodicity condition
Imposing on Eq. (3.29) the periodicity condition
Combining the periodicity conditions (3.30) and (3.31) we obtain
The periodicity condition (3.32) is equivalent to the periodicity conditions (3.30) and (3.31). From the periodicity condition (3.32) one can easily derive the periodicity conditions (3.30) and (3.31). We explain now how one from the periodicity conditions (3.30) and (3.31) can derive the periodicity condition (3.32). From Eqs. (3.30) and (3.31) we obtain
where one of the integers m,n is even and the other is odd. Since for given relatively prime numbers p o , q o there always exist integers m, n − one even and one odd − for which m po qo
, Eq. (3.33) gives 
Combining the periodicity conditions (3.32) and (3.34) we obtain
where m is an odd integer. We note that m 
or equivalently, 
where ϑ qN ′ (u 1 ) ≡ ψ o1 (u 1 , 0). For a given triad (N, q o , p o ) , the functions φ o1 (ρ, σ) given by (3.38) form the maximal invariant closed vector space
Note that since the numbers q o and p o are chosen to be coprime, specific choice of q is equivalent to determining uniquely the numbers q o and p o . The square−integrable condition on φ o1 (ρ, σ) gives:
where F 1 denotes the fundamental region depicted in Fig. 2 and
| is the absolute value of the Jacobian of the co−ordinate transformation (u 1 , v 1 ) −→ (ρ, σ). Therefore, A(H (N, q o , p o ) ), as a Hilbert space, is isomorphic to L We give now the examination of the remaining cases. At many places,in each case, the mathematical treatment is similar to the first case. We omit derivations which are similar to those given in the first case.
We look for functions φ o2 which are fixed under
A fundamental region for Ω φ o2 which is spanned by the S 1 (p o , q o ) − orbits is the region F 2 which is depicted in Figure 2 . The fundamental regions F 1 and F 2 are symmetric with respect to the axis ρ = σ. We now make the following change of co−ordinates:
The new coordinate u 2 remains constant along each S 1 (po,qo) −orbit. The lines of the two families of lines u 2 =constant and v 2 =constant are straight and perpendicular to each other. In the u 2 , v 2 coordinates the fundamental region we chose is given by
The function ψ o2 (u 2 , v 2 ) satisfies the following periodicity condition:
where a and b are integers. This last periodicity condition is equivalent to the following periodicity conditions:
The functional Eq (3.40) in the new co−ordinates u 2 , v 2 is written as follows: ], we obtain from Eq. (3.46)
The function ψ o2 (u 2 , 0) satisfies the following periodicity condition:
where l = gcd(N, p o ). Eq. (3.48) is equivalent to: (3.49) where 
where ϑ qN ′ (u 2 ) ≡ ψ o2 (u 2 , 0). The square−integrable condition on φ o2 (ρ, σ) gives: 
3.
We look for functions φ o3 which are fixed under
A fundamental region for Ω φ o3 which is spanned by the S 1 (−q o , p o ) − orbits is the region F 3 which is depicted in Figure 3 . The fundamental regions F 3 and F 1 are symmetric with respect to the axis ρ = 0. We now make the following change of co−ordinates:
The new coordinate u 3 remains constant along each S 1 (−qo,po) −orbit. The lines of the two families of lines u 3 =constant and v 3 =constant are straight and perpendicular to each other. In the u 3 , v 3 coordinates the fundamental region we chose is given by
The function ψ o3 (u 3 , v 3 ) satisfies the following periodicity condition:
The functional Eq (3.52) in the new co−ordinates u 3 , v 3 is written as follows: ], we obtain from Eq. (3.58)
The function ψ o3 (u 3 , 0) satisfies the following periodicity condition:
where l = gcd(N, q o ). Eq. (3.60) is equivalent to: (3.61) where 
where ϑ qN ′ (u 3 ) ≡ ψ o3 (u 3 , 0). The square−integrable condition on φ o3 (ρ, σ) gives: 
A fundamental region for Ω φ o4 which is spanned by the S 1 (−p o , q o ) − orbits is the region F 4 which is depicted in Figure 3 . The fundamental regions F 4 and F 3 are symmetric with respect to the axis σ = −ρ.
We now make the following change of co−ordinates:
The new coordinate u 4 remains constant along each S 1 (−po,qo) −orbit. The lines of the two families of lines u 4 =constant and v 4 =constant are straight and perpendicular to each other. In the u 4 , v 4 coordinates the fundamental region we chose is given by
The function ψ o4 (u 4 , v 4 ) satisfies the following periodicity condition:
The functional Eq (3.64) in the new co−ordinates u 4 , v 4 is written as follows: ], we obtain from Eq. (3.70)
The function ψ o4 (u 4 , 0) satisfies the following periodicity condition:
where l = gcd(N, p o ). Eq. (3.72) is equivalent to: (3.73) where 
where ϑ qN ′ (u 4 ) ≡ ψ o4 (u 4 , 0). The square−integrable condition on φ o4 (ρ, σ) gives: 
Theorem 5
The infinite potential little groups of HB are the one−dimensional groups H(N, q, p), where N is odd and q, p are odd and relatively prime.
All Infinite Potential Little Groups are Actual
We proceed now to carry out step (III) of the Programme. Most likely most functions in A(H(N, q, p)) are invariant only under H(N, q, p) and do not have any higher invariance. A priori we can not exclude the possibility that for some group(s) H ′ (N, q, p) all the functions in A(H ′ (N, q, p)) are also invariant under some bigger group(s) S, where, (2) . If this were the case, then these groups H ′ (N, q, p)
would not qualify as (actual) little groups. If for some group H(N, q, p) there is only one element φ o ∈ A(H(N, q, p)) which is invariant only under H(N, q, p) and which has no higher invariance, then the potential little group H(N, q, p) does qualify as an actual little group. Therefore, in order to prove that a potential little group H(N, q, p) is an actual little group, it suffices to prove that there exists an element φ o ∈ A(H(N, q, p)) which has no higher invariance. It will be shown that every potential little group H(N, q, p), is an actual little group. The proof is based on explicit construction. For every A(H (N, q, p) ), a function φ o ∈ A(H(N, q, p)) is constructed which is invariant only under H(N, q, p) and which has no higher invariance. We will restrict attention to the case 1. The treatment of cases 2, 3, and 4 is similar (the cases 1, 2, 3, and 4 are defined in Theorem 4). The details are as follows.
For a given H (N, q o , p o ) we define the following element of A(H (N, q o , p o ) )
where the function sin 3.36) ). It will be shown that if k ∈ SO(2) × SO (2) and
Here, equality is in the Hilbert space sense. In other words, it will be shown that
Taking into account expressions (4.1) and (4.4) the condition (Eq. (4.2)) (
where F 1 denotes the fundamental region depicted in Fig. (2) and |J| denotes the absolute value of J, the Jacobian
of the co-ordinate transformation (u 1 , v 1 ) −→ (ρ, σ). After some simple algebra Eq. (4.5) gives
The sum of squares in (4. 
Therefore, for every a there always exist integers b and ν such that Eq. (4.8) is satisfied. Now according to Eq. (4.3) under the action of the element k ≡ (R(ω), R(χ)) ∈ SO(2) × SO(2) the points (u 1 , v 1 ) of the 2−torus T 2 ≃ P 1 (R) × P 1 (R) are sent to
The periodicity condition (3.25) shows that the coordinate u 1 is defined modulo where θ ∈ R, into Eq. (4.11) we obtain
But these values of ω and χ are precisely those for which
The previous results are summarized as follows:
Theorem 6 All the infinite potential little groups of HB are actual. These are the one−dimensional groups H(N, q, p), where N is odd and q, p are odd and relatively prime.
Form of the induced representations
Let A and G be topological groups, and let T be a given homomorphism from G into the group of automorphisms Aut(A) of A. Suppose A is abelian and H = A s T G is the semi−direct product of A and G, specified by the continuous action T : G −→ Aut(A). In the product topology of A × G , H then becomes a topological group. It is assumed that it becomes a separable locally compact topological group.
In order to give the operators of the induced representations explicitly it is necessary ( [12] , [13] , [14] , [15] , [16] and references therein) to give the following information Let D µ be the space of functions ψ : G → D which satisfy the conditions
where the scalar product under the integral sign is that of D. Note, that the constraint (a) implies that < ψ(gl), ψ(gl) >=< ψ(g), ψ(g) >, and therefore the inner product < ψ(g), ψ(g) >, g ∈ G, is constant along every element q of the coset space G/L φo ≈ Gφ o . This allows to assign a meaning to < ψ(q), ψ(q) >, where q = gL φo , by defining < ψ(q), ψ(q) >:=< ψ(g), ψ(g) > . Thus the integrand in (b) becomes meaningful due to the condition (a). A pre−Hilbert space structure can now be given to D µ by defining the scalar product
It is convenient to complete the space D µ with respect to the norm defined by the scalar product (5.1). In the resulting Hilbert space, functions are identified whenever they differ, at most, on a set of µ−measure zero. Thus our Hilbert space is
where, g o ∈ G, q ∈ Gφ o , and α ∈ A. Eqs. The central results of induced representation theory ( [12] , [13] , [14] , [15] , [16] and references therein) are the following To find the induced representations of HB = L 2 (P, λ, R) s T G, then, it is enough to provide the information cited in 1 and 2 for each of the orbit types. where, θ → χ (qo,po) (θ) is a complex−valued function on S 1 (qo,po) that is never zero, and I is the identity operator in a one−dimensional complex Hilbert space D ≈ C ( C =complex numbers). Since R (qo,po) is a representation
The condition for the representations being unitary reads
The condition S It is worth pointing out that χ (qo,po) (θ) does not depend on the pair (q o , p o ). Consequently, the IRs of S
are indexed by an integer n which for distinct representations takes the values n = ..., −2, −1, 0, 1, 2, ... and are given by multiplication in one complex dimension
We comment now on the IRs of the cyclic group C N .
The IRs U N of the cyclic group C N are well known (see for instance [17] ). They are indexed by an integer ν which , for distinct representations,takes values in the set ν ∈ {0, 1, 2, ..., N − 1} . Thus, the number of IRs of C N equals to the order of the group. Denoting them by D (ν) , they are given by multiplication in one complex dimension 
We now proceed to give the information cited in 2. Although a G−quasi−invariant measure is all what is needed, a G−invariant measure will be provided in all cases.
2.
We want to construct a G−invariant measure on the orbits 01
It turns out that it suffices to construct invariant measure on the orbits 01
Firstly, we construct invariant measure on the orbits 01 ≡ ((SL(2, R)×SL(2, R))/S 1 (q o , p o ). It will be shown in the Appendix B that a G−invariant measure on the orbits 01 ≡ ((SL(2, R) × SL(2, R))/S 1 (q o , p o ) may be constructed from an G−invariant measure on G and an
We start by constructing an G−invariant measure on G = G × G, G = SL(2, R). A G−invariant measure µ G on G = SL(2, R) is well known. Indeed, in [24] , p.214−215 an invariant measure on SL(2, C) is explicitly constructed. With a similar construction one can obtain an G− invariant measure on SL(2, R).
Using the fact that the measure dg, (Eq.5.13), is invariant on SL(2, R), one can easily prove that the measure dg on G = SL(2, R) × SL(2, R) given by
is G−invariant measure on G. Thus, an invariant measure on G is obtained.
We proceed now to give an invariant measure on
We obtained invariant measures on the groups G and S 1 (q o , p o ). By using these invariant measures one can construct a G− invariant measure on the orbits 01
This construction is given explicitly in the Appendix B. The G−invariant measure on the orbits 01
We now explain the reason.
The group C N acts from the right on the manifold 01 with an action
which is fixed point free. Since C N is finite and since the action (5.15) is fixed point free, the coset space 01 ≡ ((SL(2, R) × SL(2, R)/S 1 (q o , p o ))/C N , which is the space of orbits of this action, inherits the invariant measure of the space 01
This completes the necessary information in order to construct representations of HB induced from infinite little groups.
Discussion
Two remarks are in order regarding the representations of HB obtained by the above construction
s T G is topologised as a (pre) Hilbert space by using a natural measure on P = P 1 (R) × P 1 (R) and by introducing a scalar product into L 2 (P, λ, R). If R 8 is endowed with the natural metric topology then the group G = SL(2, R)×SL(2, R), considered as a subset of R 8 , inherits the induced topology on G. In the product topology of L 2 (P, λ, R) × G HB is a non−locally compact group (the proof follows without substantial change Cantoni's proof [25] , see also [26] ). (In fact the subgroup L 2 (P, λ, R), and therefore the group HB can be employed with many different topologies. The Hilbert type topology employed here appears to describe quantum mechanical systems in asymptotically flat space−times [27] ). Since in the Hilbert type topology HB = L 2 (P, λ, R) s T G is not locally compact the theorems dealing with the irreducibility of the representations obtained by the above construction no longer apply (see e.g. [14] ). However, it can be proved that the induced representations obtained above are irreducible. The proof follows very closely the one given in [28] for the case of the original BMS group B.
2. Here it is assumed that HB is equipped with the Hilbert topology. It is of outmost significance that it can be proved [10] that in this topology HB is a regular semi−direct−product. The proof follows the corresponding proof [29, 30] for the group B. Regularity amounts to the fact that [13] L 2 ′ (P, λ, R) can have no equivalent classes of quasi−invariant measures µ such that the action of G is strictly ergodic with respect to µ. When such measures µ do exist it can be proved [13] that an irreducible representation of the group, with the semi−direct−product structure at hand, may be associated with each that is not equivalent to any of the IRs constructed by the Wigner−Mackey's inducing method. In a different topology it is not known if HB is a regular or irregular semi−direct−product. Irregularity of HB in a topology different from the Hilbert topology would imply that there are IRs of HB that are not not equivalent to any of the IRs obtained above by the inducing construction. Strictly ergodic actions are notoriously hard to deal with even in the locally compact case. Indeed, for locally compact non−regular semi−direct products, there is no known example for which all inequivalent irreducibles arising from strictly ergodic actions have been found. For the other 41 groups defined in [1] regularity has only been proved for B ( [29, 30] ) when B is equipped with the Hilbert topology. Similar remarks apply to all of them regarding IRs arising from strictly ergodic actions in a given topology. dθ. Hence the G−invariant measures on G/L φo are given.
A Fundamental Regions
Next, the homeomorphism types of the orbits will be given. Recall that every g ∈ SL(2, R) has a unique 'polar' decomposition g = κu, (B.7)
where κ is a positive semi−definite symmetric matrix, and u ∈ SO(2). In the usual metric topology of SL(2, R), it is easily shown that the set of κ's forms a topological space homeomorphic to R 2 . Since SO(2) and S 1 (qo,po) have the topological structure of a circle, we conclude that the orbit of the S 1 (qo,po) −dual action through a point φ in A ′ (N ) is homeomorphic to:
