Since repositories are a key tool in making scholarly knowledge open access (OA), determining their web presence and visibility on the Web (both are proxies of web impact) is essential, particularly in Google (search engine par excellence) and Google Scholar (a tool increasingly used by researchers to search for academic information). The few studies conducted so far have been limited to very specific geographic areas (USA), which makes it necessary to find out what is happening in other regions that are not part of mainstream academia, and where repositories play a decisive role in the visibility of scholarly production. The main objective of this study is to ascertain the web presence and visibility of Latin American repositories in Google and Google Scholar through the application of page count and web mention indicators respectively. For a sample of 137 repositories, the results indicate that the indexing ratio is low in Google, and virtually nonexistent in Google Scholar; they also indicate a complete lack of correspondence between the repository records and the data produced by these two search tools. These results are mainly attributable to limitations arising from the use of description schemas that are incompatible with Google Scholar (repository design) and the reliability of web mention indicators (search engines). We conclude that neither Google nor Google Scholar accurately represent the actual size of OA content published by Latin American repositories; this may indicate a non-indexed, hidden side to OA, which could be limiting the dissemination and consumption of OA scholarly literature.
Introduction
Repositories, whose main functions were intended from the outset 12 to provide a deposit (facilitate self-archiving to preserve the academic legacy) and access facility (facilitate information retrieval processes), have become a key component of open access (OA) . According to OpenDOAR (as of December 2013), there are now over 2,500 repositories. 3 Among the various types of repositories in existence (Armbruster and Romary 2010) , disciplinary (based on content produced in a specific area of knowledge) and institutional repositories (centred on documents produced by one or more institutions or organisations) play a key role in the direct dissemination of scholarly knowledge (Björk 2014; Chan 2004) , although they have clearly distinct objectives and functions (Kling and McKim 2000) .
While disciplinary repositories arise from a culture of informal communication between academics (a clear example of this is arXiv 4 or RePEc 5 ) institutional repositories are designed to record the academic activity of one or more institutions. Lynch (2003) subsequently also highlights that institutional repositories are a service that assist the scholars to manage their digital resources, becoming tools to organize, maintain, and disseminate all digital assets that scientists are currently producing (Galina 2011) , and thus play a key role both in the creation of the digital infrastructure of the university (Lynch 2003) and the online digital identity of these organisations (Aguillo 2009 ).
Likewise, Crow (2002) states that institutional repositories comply with two of the strategic factors of universities: constituting a critical component of the academic communication system and providing quantitative indicators of the quality of a university.
Nonetheless, some voices express concerns and doubts about these roles. For example, Hixson (2005) argues that repositories could turn into mere warehouses of electronic records of doubtful academic severity. However, existing research on the role of university institutional repositories (Ruiz-Conde and Calderón-Martinez 2014) confirm their key role in the dissemination of research results with demonstrated quality indexes, and hence the role of the institutional repositories as valuable vehicles to disseminate scientific knowledge.
Indeed, this conception of the institutional repository as deposit and service for disseminating and accessing its academic production (and thus a reflection of their activities), has led most universities around the world to create their own institutional repositories; the Massachusetts Institute of Technology (MIT) 6 was a pioneer in this field.
Thanks to the existence and the widespread use of both types of repository (disciplinary and institutional), the ''green'' route (the strategy of placing a copy of a study in a stable repository that allows free online access) became a reality at the beginning of the XXI century, as can be checked by consulting the statistics provided by the Registry of Open Access Repositories (ROAR) about the growth of institutional repositories and contents, analised by Harnad et al. (2004) . Since then, subsequent studies have demonstrated the growing of repositories (Björk et al. 2010; Pinfield et al. 2014) .
There is also empirical evidence showing that self-archiving, in which repositories play a central role, has already become the main driver behind OA. Among others, Cox and Cox (2003) surveyed over 8,000 journals indicating that over 90 % were already ''green'' (they have given their permission to author self-archiving). Recently, Archambault et al. (2013) detected, from a random sample of 160,000 articles published from 2008 to 2011 [retrieved from Scopus, Directory of Open Access Journals (DOAJ) and Pubmed central], that approximately 68,610 documents (43 %) are OA, of which 53,072 (77.3 % of all OA articles) were published using the green route.
Visibility of the repositories on the Web and in Google search engines
Bearing in mind the importance of self-archiving for the generation of OA content, the presence and web visibility of the repositories on the Web (and especially in search engines such as Google and Google Scholar) are essential to ensure that the content that they host makes OA truly effective for the community.
However, all this focus on the creation, design and dissemination of repositories generally takes the ''Open Access'' concept as its centre of gravity, forgetting that the product is, at the end of the day, a web site. As such, care should also be taken over all aspects relating to navigability, usability and visibility in search engines (Arlitsch et al. 2013) . All these aspects are usually overlooked as they are almost completely entrusted to the software used to manage the collection, whose default setting is usually not the most suitable for website usability.
The main consequences of this are, first, the poor user experience of browsing and interacting with the repository and, second, the low indexing ratios for repository contents in search engines. This constitutes one of the main technical problems in the construction of repositories, due to its huge implications (Arlitsch and O'Brian 2012) .
It is clear that correct indexing in Google (search engine par excellence), and Google Scholar (leading tool among researchers for finding scholarly information), is essential. It should be borne in mind that Google and Google Scholar have become the gateway to users searching for academic information. Already in 2005, the Online Computer Library Center (OCLC) noted that 89 % of students began their searches in search engines, and only 2 % did so on the websites of academic libraries (De Rosa and OCLC 2005) . Subsequent studies have corroborated this phenomenon. Griffiths and Brophy (2005) conducted user studies to gain a better understanding of student behaviour when using academic resources in the UK; they found that 45 % of students used Google as their first option when locating information. Likewise, the LibQual ? 2009 Survey (Cook et al. 2009 ) showed that American students use search engines daily. Haglund and Olsson (2008) , meanwhile, conducted an observational study of researchers in Sweden from 2005 to 2006, in which they reveal how Google dominates as a starting point for researchers searching for scholarly information. These data were corroborated by the Ithaka 2009 report (Schonfeld and Housewright 2010) , in which a survey of 3,025 teachers was carried out in colleges and universities in the United States. The study concluded that researchers from the sciences, social sciences and humanities have gone from using library facilities and traditional search resources (catalogues and databases) to using search engines; and that both Google and Google Scholar count among the preferred methods for locating information in academic journals.
More recent reports, such as the E-Expectations research reports, 7 also point out that users find information much more easily through Google than through the universities' own websites, which is a genuine handicap for the use and visibility of institutional repositories.
However, despite the changing informational behaviour of both students and researchers, the use of Google is instrumental in accessing scholarly information. Herrera (2011) analysed the University of Mississippi's library logs, and revealed that the percentage of clicks originating from Google Scholar had grown from 4 % in 2006 to 27 % in 2009. This phenomenon is confirmed in Burns' doctoral thesis (2013) , which demonstrated the predominance of the university when providing full text access to researchers using Google Scholar as their starting point in the search for scholarly information. Hence the clear importance of repositories having a presence in search engines, an aspect that is also key to the strategic future of university libraries.
Given the wide use of search engines as a starting point for queries-especially academic queries-and the fact that in most cases the resource is accessed directly without going through the repository website, it is vital that the contents of the repositories be properly indexed in search engines.
There have been few empirical studies on the extent to which repositories are indexed in search engines. These include the study by Arlitsch and O'Brian (2012) , who found a very low indexing ratio for US institutional repositories in Google Scholar. Archambault et al. (2013) consulted various sources (Google, Google Scholar and Microsoft Academic Research) with the aim of locating OA versions of a sample of 500 articles published in 2008 and indexed in Scopus. They located an OA version of 48 % of the sample (the search was conducted at the end of 2012). Furthermore, the authors found that if they only used Google Scholar, the percentage dropped to 41 %. This means that much of the literature from the repositories is not retrievable in Google Scholar, even though the green route, as discussed above, is meant to give considerable weight to OA literature.
However, more studies on this subject are required, in order to extend research to other areas, especially those that are outside the academic mainstream. It is precisely in these areas that repositories play a decisive role in preventing academic endeavour from being lost; and this issue constitutes one of the main objectives of this study.
The cybermetric impact of repositories
The discipline of cybermetrics provides techniques and indicators suitable for analysing the extent to which repositories are indexed on search engines (web presence), as well as mentioned (web visibility), being these two concepts proxies of web impact. However, although these techniques have generated considerable research output related to the academic world in general (Thelwall 2004) and to universities in particular (Orduña-Malea 2012), cybermetric analyses applied to repositories are still very scarce.
The cybermetric impact of repositories received a decisive boost with the Ranking Web of Repositories, 8 developed in Spain by the Cybermetrics Lab under the aegis of the Spanish National Research Council (CSIC), and which is probably the project with the greatest reach and weight in the application of cybermetric indicators to repository analysis (Aguillo et al. 2010 ). This project positions repositories (both institutional and disciplinary) according to four web indicators: page count (measured by Google), web visibility (MajesticSEO 9 and Ahrefs), 10 number of rich files (Google) and academic page count (Google Scholar).
Other studies have focused on the lack of precision in the cybermetric indicators owing to certain deficiencies in the following areas: the description of the repository metadata, as shown in the analysis of OpenAIRE (Aguillo 2011); the influence of URL syntax on the web visibility of repositories (Orduña-Malea and Regazzi 2014); and the analysis of the origins of hyperlinks to institutional repositories (Smith 2011; Sato and Itsumura 2011; Mas-Bleda et al. 2014) .
For his part, Smith (Smith 2012 (Smith , 2013 analysed the external links received by a set of Australian universities to detect any possible correlation with various bibliometric indicators related to the scholarly production of the institutions responsible for the repositories. In the first study, conducted through the Blekko 11 tool, Smith (2012) did not find any correlation between bibliometric and cybermetric indicators, suggesting two possible reasons for this: on the one hand, the existence of documents in the repositories that bear no direct relation to academic production, such as student work, graphic materials, institutional documents (minutes, reports), etc.; and on the other hand, the variety of reasons, other than scholarly citation, for creating a hyperlink. This analysis was subsequently repeated, using Google instead of Blekko (Smith 2013), and achieved similar results, leading the author to conclude that the value of institutional repositories seems to be centred on making research accessible to the general web community rather than to the academic community in particular.
This argument again points to a failure in not approaching institutional repositories as websites (as well as bastions of academic knowledge). In this respect, consideration of certain indicators and metrics may help monitor the actual use of the repository and improve it, thus providing a more user-friendly experience to its real users.
Studies that have contributed to this field include those by Scholze (2007) , who noted various methods to obtain repository usage data (logs), and Zuccala et al. (2007) , who used both link and log file analysis to study the use of an institutional repository. In another study (Zuccala et al. 2008) , advanced link analysis techniques are used as a method to identify potential users or reveal hidden user communities, of strategic interest to repository managers since they provide predictable and consistent information. Otherwise, Calderón-Martínez and Ruiz-Conde (2013) characterize the main European university repositories in terms of volume of digital content participation in the supply of this content (relative participation share index) and web visibility (relative visibility share index), as a measure of their level of market penetration and competitive environment.
In short, an analysis of repositories from the vantage point of cybermetrics may shed light on the web impact of content hosted on these platforms (particularly their indexing ratios in these search engines), essential for ensuring OA, as discussed above.
Objectives
The main objective of this study is to determine the web impact of a representative sample of Latin American institutional repositories by means of their page count (measured by 9 http://www.majesticseo.com (accessed 15 March 2014). number of files stored/indexed on the repository website) and web visibility (measured by the number of mentions that a website receives), in order to
• Find out the indexing ratios of these repositories in Google and Google Scholar in order to determine the possible extent of their invisibility. • Apply web mention measures to ascertain the web visibility of content published in repositories. • Calculate the correlation between page count and web visibility indicators in order to determine whether there is a relationship between these dimensions in repositories.
Methodology
First, the process used to obtain the sample is outlined; then, the indicators used in the study are shown, together with the statistical treatment thereof.
Selection of the sample set
Selection of the sample set (Latin American repositories) was guided by an interest in analysing a set of highly cohesive repositories (being aware of the inclusion of Jamaica and Brazil, whose official languages are English and Portuguese respectively, though this circumstance do not jeopardize the cultural cohesion of the countries) hosted in countries that are in a development and growth cycle and that are outside the academic communications mainstream (i.e., underrepresented in the WoS and Scopus platforms). Their need for global scholarly dissemination and visibility is greater; hence repositories are an excellent medium for making their scholarly production accessible.
In order to obtain a significant sample, we selected all repositories listed in the Ranking Web of Repositories (July 2013 edition) under ''Latin America'', a total of 137 repositories (of which 96.35 % were institutional). Full details of the repository names, corresponding URL and country are listed in the supplementary material. 12 The reason that this source was used instead of others (such as OpenDOAR or ROAR) is that it retrieves, in exhaustive and updated form, all existing repositories for which-given the URL syntax-analysis with web indicators is possible.
For each of the 137 repositories the URL was obtained and its syntax checked so that it could be used accurately in the cybermetric analysis (the use of subdomains within the domain of the repository's institution is recommended). Table 1 shows the URLs for which incidents were detected, and indicates whether the URL was finally measured and under what conditions. As can be seen, most of the incidents are caused by using subdirectories instead of subdomains (although technically there is no difference between the two methods, search engine values for subdirectories are of limited accuracy).
Moreover, the automatic redirects that occur when accessing the resource create problems in other repositories [aspects that the webmaster should resolve through proper DNS (Domain Name System) management].
It should be noted that for URLs with a subdirectory, the subdirectory was eliminated in order to check whether there was a redirect. If there was, the base URL was considered; if there was not, if an error was returned or another resource was accessed, then the analyses were performed taking the subdirectory into consideration. For example: \site: repositorio.utp.edu.co/dspace[ After this filtering process, the sample consisted of a total of 126 URLs.
Web indicators
The different indicators used are shown in Table 2 , indicating the source used to retrieve the information together with a brief definition.
Measures of page count are intended to obtain data regarding, firstly, the actual size of the repository in number of items hosted (obtained from the information provided by the platform itself), and secondly, the total number of items listed in a search engine (in this case Google and Google Scholar). Additionally, data is retrieved for PDF files (both in Google and Google Scholar) as this format is commonly used for the final version of an academic product (Aguillo et al. 2010) .
Moreover, mention values were obtained from the search engine Open Site Explorer (OSE). 13 This retrieves both the number of external links for each repository (measured at the aggregate domain level, i.e., all external links from the same domain are counted only once), and the MzRank indicator at subdomain level, which provides an estimated value for the popularity of the websites analysed, similar to PageRank. Additionally, the number of mentions for each URL was calculated from Google, which gave an estimated indicator of the number of external links (Ortega et al. 2014; Thelwall and Sud 2011) , which is often used complementarily when the hyperlink source is not accessible or has insufficient coverage for the sample.
For each of the above, all the repository level indicators shown in Table 2 were manually applied. Subsequently, the data were transferred to a spreadsheet to be statistically analysed using the XLStat application, through which a correlation analysis was conducted for all indicators (given the skewed distribution of web data, the Spearman correlation coefficient was applied) as was a principal component analysis (PCA). Data gathering and analysis were performed in October 2013.
Results

Geographical distribution
Of the 126 repositories considered, 5 were removed because page count data were not available. 14 Table 3 shows the distribution by country of the final sample of 121 repositories analysed; the dominant countries are Brazil (32), Colombia (19), Ecuador (16), and Argentina (14). Table 4 shows the overall data for the 20 repositories with the highest number of total items in their collections; RedALyC Estudios Territoriales prominently occupies first position (300,555 total items).
In addition to the number of items, total page count and PDF file data on Google and Google Scholar are displayed, as well as the percentages that these sizes represent of the total number of items in the repository (which is a way of indicating the indexing ratio of repository resources in the sources analysed). 14 Errors in the functionality of search engines may be observed in Table 4 (full version in Annex II of the supplementary material), i.e., page count values for the repository lower than those shown for the search engines, although these errors vary according to the source.
In the case of Google, 109 URLs whose size is greater than the number of items were located. It therefore seems clear that the search engine is retrieving not only items from the repository but also other files hosted on the domain (including those pertaining to the application used to manage the repository). For PDF values, the number of URLs with this error is lower at 47, which indicates that this query is more accurate than that for overall size.
In the case of Google Scholar, there are even fewer errors. Total page count yields 11 URLs with page count values greater than those for the repositories, while for PDF files there are only three:
\cybertesis In this case, the errors are directly related to errors in the indexing of resources, but they are practically non-existent and are, in any case, detectable and easily controlled. Impact of the repositories: mention indicators Table 5 shows the 20 URLs with the best performance in URL mention, number of referring domains and MzRank indicators.
In the case of URL mentions, the values obtained are exceptionally high, especially for \tesis.usp.br[ (5,380,000 hits). Although search engines round up these values, it is evident that extra noise is high, despite using the \-inurl[ command to exclude certain types of spam. Even so, we detected some exceptions in some URLs, which, despite having high page count values (for items both in the repository and indexed by Google), made hardly any impact in URL mentions. This is the case of, for example, \repositorio.uasb.edu.ec[ (5,370 mentions) and \uwispace.sta.uwi.edu/dspace[ (216 mentions), although their positions in the Web Ranking are relatively high.
In the case of the referring domains, the achieved impact was very low: only 4 URLs achieved more than 100 domains, while 21 did not return any results. These data Table 5 , no URL scored more than 5 points (the maximum is 10). Moreover, 23 URLs obtained a ''0'' value (sometimes OSE covers the subdomain corresponding to the repository).
Correlation between page count and web visibility
Correlations between all the web indicators (page count and mention) are shown in Table 6 . As can be observed, the number of items retrieved directly from the platform (ITE) correlated significantly with various mention indicators, especially with PDF file page count in Google (r = .75) and total page count in Scholar (r = .68). However, a very low correlation was obtained with PDF page count in Google Scholar (r = .31), when it was precisely this indicator which should have been the most accurate in capturing the number of articles deposited in an institutional repository; it returned very low indexing ratios, as could already be observed in Table 4 above.
With regard to the correlation of ITE with mention indicators, unexpectedly significant results were achieved with the number of URL mentions (r = .63), which demonstrates that despite the document noise of this indicator, the results do have certain value.
Finally, almost no correlation was observed between ITE and indicators related to hyperlinks, both for the number of referring domains (r = .26) and for MzRank (r = .22).
To complement these data we conducted a PCA. In order to ensure the data and variables are appropriate for a factor analysis, some preliminary tests (Bartlett's test of sphericity and KMO) have been performed (Table 7) .
On one hand, the Bartlett's test of sphericity tests the hypothesis that the correlation matrix is an identity matrix (which would indicate that the variables are unrelated and therefore unsuitable for structure detection). On the other hand, the KMO (Kaiser-Meyer-Olkin) measure of sampling adequacy for a factor analysis is a statistic that indicates the proportion of variance in the variables that might be caused by underlying factors.
As can be observed in Table 7 , the value of the KMO measure of sampling adequacy for this set of variables is ''.777'' which would be labelled as ''acceptable''. Likewise, the significance level (\0.05) leads us to reject the null hypothesis and conclude that there are correlations in the data set that are appropriate for factor analysis. The Pearson (n) PCA with varimax rotation was finally applied due to the skewed distribution of web data (Fig. 1) . The eigenvalue cut-off is reached after the second factor (F1: 4.226; F2: 1.352; F3: 0.918). Likewise, F1 and F2 explain the 69.73 % of the variance (F1: 45.80 %; F2: 23.93 %).
The PCA clearly shows the separation between performance in web visibility (Mz and V) and page count, which seem to be different dimensions of web impact in this sample of repositories. Additionally, the URL mention indicator seems closer to the page count than to the visibility indicators, when by their nature the opposite should be true. This issue is further commented on in the discussion and conclusions section.
In any case, the existence of outliers (such as \dspace.espol.edu.ec [, \bdigital.unal.edu.co[ or \cibertesis.edu.pe[) , characterized by showing too low web visibility for the page count they exhibit in Gtot, may be taken into account so that these results should be taken cautiously. 
Discussion and conclusions
The main results for the indexing ratios of repository contents in search engines, their web impact and the relationship between web page count and web visibility are discussed below.
Indexing ratios
Before commenting on the repository document indexing ratio in Google and Google Scholar, the complete lack of correspondence between the repository records and the data produced by these two tools should be noted. Equally striking are the highly marked discrepancies in information among the search engines themselves: they only coincide in their extremely low indexing values for PDF documents. This raises a preliminary question about the reliability and validity of the data search and recovery process (''site'' command) , the technical indexing mechanisms of the robots used by Google and Google Scholar and/or the deficient web architecture of the repositories themselves, which could well be the cause that lies behind the other aspects. Similarly, the design of the database of some of the repositories may prevent the accurate retrieval of indicators by search engine robots (a concept known as the invisible internet), although the development of applications such as DSpace (widely used in the installation of this study's sample repositories) has eliminated this problem.
With regard to Google (which should, in principle, index everything to achieve its goal of making the world's information universally accessible), the inordinately high page count data (well above real values) must be due to the counting of files that are not specifically items of the collection studied, i.e., files pertaining to the software itself or other information hosted by the server being analysed (easily verifiable by manually browsing through the results returned for the ''site'' query in the search engine).
Regarding the number of PDF documents, although exact figures for this document type in the repositories under study are not known, such a low indexing ratio is very strange. The pervasive use of the PDF format is an irrefutable fact in academia (Aguillo 2009 ), and it is very odd that academic repositories such as those studied here, which often contain scholarly output-theses, articles, reports and other academic documents (course programmes, teaching materials)-have such a low percentage, save a few notable exceptions (\lume.ufrgs.br[, \repositorio.ufsc.br[) . It is therefore plausible to conclude that Google underrepresents the scientific and academic content of the repositories.
By contrast, the total number of documents indexed in Google Scholar, contrary to Google, is well below what was expected. The low item indexing ratios in Google Scholar (whose database is not the same as Google's) are consistent with those obtained previously by Arlitsch and O'Brian (2012) , who detected low indexing ratios in the United States for repository articles in Google Scholar, and with data from the Ranking Web of Repositories.
In any case, there are several reasons that may explain why the overall data should be viewed with some caution. First, because the ''site'' operator does not return all the items that Google Scholar has indexed for a repository, which means it is not exhaustive. Second, because the system of grouping multiple versions of an article operates in such a way that one version is taken as the ''primary'' version. This process is done automatically, 15 although authors may also manually select which is the main version of the article. The ''site'' command only returns data for the main version. This means that if an article is hosted on different platforms (e.g. journal and repository), and if the primary version is the one published in the journal, the ''site'' operator applied to the repository will not count the item and vice versa, although it is indexed on both platforms. This particularly affects the accuracy of Google Scholar in measuring the performance of repositories with this indicator, and largely explains the low values. It also opens up a future line of work which should consider whether the repositories with better indexing ratios in Google Scholar are also those with higher numbers of primary versions amongst their items, which may explain the better results of some repositories compared to others.
What does stand to reason is that Google Scholar indexes far fewer PDF documents than Google, given the requirements and recommendations that this search engine provides institutional repository webmasters for indexing documents. These include the following:
''If you're a university repository, we recommend that you use the latest version of Eprints (eprints.org), Digital Commons (digitalcommons.bepress.com), or DSpace (dspace.org) software to host your papers.'' Arlitsch and O'Brian (2012) , while noting the limitations of the ''site'' command, found that the main causes are the metadata schema used and the navigability and information architecture features, which do not help the search engine robots carry out the indexing processes correctly. Indeed, they applied various changes to the description schema (rejecting Dublin Core in favour of other schemas recommended by Google Scholar, such as Highwire Press), and indexing ratios improved significantly over time. These limitations of Google Scholar in measuring the presence of repository contents also contrast with the policy of certain products of this company, such as Google Scholar Metrics, which quantifies the scholarly impact of repositories (Delgado López-Cózar and Robinson-García 2012).
In short, it may be concluded that the low repository content indexing ratios are mainly due to these two limitations: the use of description schemas that are not compatible with Google Scholar (repository design) and the reliability of the web indicators (search engines).
Finally, it was found that the queries that combined the overall page count with the PDF file type in Google were those that achieved the optimal results, and that were most similar to the data that the repositories themselves indicated with regard to the size of their collections. This may have been determined by the fact that primary versions are not accounted for in the search-whereas in Scholar they are-which clearly underrepresents the presence of repositories when measured by the ''site'' command.
Web visibility values and their relationship to web page count
The mention values generally exhibited excessive noise for the URL mention indicator, as well as relatively low values both for the number of external links and for the MzRank indicator.
Moreover, the correlation between page count and visibility indicators is low. The highest value is between URL mentions and Gpdf (r = .589), which we consider to be lower than expected, especially considering the noise in the URL mention indicator, which may have caused a slight increase in this correlation.
Scholarly literature has previously shown how these two indicators generally have a very significant correlation since, in statistical terms, the websites with the greatest number of pages (page count) are more likely to receive more links (visibility). This has been amply demonstrated in academic environments (Thelwall 2004; Aguillo and Granadino 2006) , when the university is measured as a whole. This is the main reason that the web impact factor (WIF) is an indicator that is not used, because large or small websites can achieve the same WIF (Holmberg 2010) .
However, Orduña-Malea (2013), in a study of the Spanish university system, demonstrated how, on disaggregated levels of the university (including institutional repositories), this relationship is not satisfied, thus reflecting a lack of visibility in comparison with the existing page count. Therefore, the low correlation indicates and clearly confirms that at the ''repository'' level there is a performance gap between page count and web visibility. This means that the real repository collections are beginning to grow, but their web visibility is still very low. Low content indexing ratios, which cause the measured page count to be smaller than it really is, compound the low visibility values. These results are consistent with those obtained previously by Orduña-Malea and Regazzi (2014), who detected this situation in the US university system, which confirms that it is not an effect that pertains specifically to the region studied (Latin America).
Finally, with respect to the correlation between the various web visibility indicators, a strong correlation between V and Mz (.768) was observed, although there was very little correlation between these two measurements and URL mentions (.383 and .364 respectively). The PCA analysis confirms visually how URL mentions seem to be closer to page count values. This unusual effect is ascribed to the excessive document noise for this indicator, the use of which is not recommended in cybermetric analysis of repositories.
Final conclusions
The results of this study highlight the insufficient dissemination of open access scholarly literature (crucially in terms of web visibility) in a medium (the Web) that is by definition its natural environment, and in a context (Latin America), in which scholarly production requires extra visibility because much of it lies outside the academic mainstream (i.e. not published in journals indexed in WoS or Scopus).
Given the weight of the green route in the dissemination of OA scholarly literature, and the importance of Google (and Google Scholar) to the search and use of academic information, the low visibility of the contents could significantly affect the real use of OA by end users. It would appear to be generating a great hidden mass of open access content, from institutional repositories, which neither Google, in the first instance, or users, in the last instance, can locate.
The lack of web visibility of the analysed repositories is determined by the low indexing ratios of their content (both in Google and Google Scholar), since a low web presence determines a corresponding low web visibility.
These low indexing ratios are, in turn, determined by the use of description schemas that are ill-suited to Google and inadequate web navigability, factors already outlined by Arlitsch and O'Brian (2012) . Additionally, this study has also identified certain technical limitations in the use of web indicators in Google and Google Scholar to measure this indexing.
Therefore, we consider that neither Google nor Google Scholar are accurate or representative of the actual page count of open access content published by Latin American repositories; this may indicate the existence of a hidden, non-indexed side of OA.
In any case, the technical limitations of Google Scholar, in only counting primary versions of articles, tilt the balance towards the use of Google to measure page count, despite the fact that the document noise is greater. However, a thorough analysis of the real influence of the primary version search and accuracy of the ''site'' command in repository performance in Google Scholar (which requires an item by item analysis of each collection) is deemed necessary.
Much of the solution to these problems is purely technical, and should be addressed in the short term to ensure the visibility of repositories, to which institutions are devoting significant financial and human resources. This must include a rethinking of the goals that must be achieved to guarantee the success of a repository, for which presence and web visibility in search engines must bear greater weight.
However, the results come from the analysis of a small sample of repositories, and should be widened in the future to larger samples in order to draw more definitive conclusions.
