Table S1 Channel names (labeled sequentially from Ch. 1 to Ch. 32) are shown for each of the 32 hyperspectral channels in the secondary data set. The bands are shown as well (in nm); each channel consists of a 9 nm band, resulting in a total range of 415-699 nm split into 32 bins.
User chosen and optimal channel sets for 2, 3 and 10 channel examples. The channels are nominally labeled 1-26 based on increasing wavelength as shown in Fig. S1 2-Ch Usr. 9 10 3-Ch Usr. 9 10 12 10-Ch Usr. 8 9 10 11 12 13 18 19 21 22 2-Ch Opt. 4 25 3-Ch Opt. 4 15 25 10-Ch Opt. 4 8 9 10 15 18 19 21 24 25 Table S3 Video-rate noise vs. performance response curves as shown in Fig. 4 (a) were calculated for sub-sets of 2-10 channels (10 channels is the maximum number for which video-rate mosaicking is currently possible). Analysis of these curves enables tabulation of the minimum number of optimized channels required to achieve a desired η at a given P SN R. Performance that is not attainable (the given η is not possible for that P SN R) at video-rate speeds is denoted with an X. η ≥ 0.3 η ≥ 0.4 η ≥ 0.5 η ≥ 0.6 η ≥ 0.7 η ≥ 0.8 P SN R = 5 dB 8 9 X X X X P SN R = 7.5 dB 2 2 3 8 9 X P SN R = 10 dB 2 2 2 2 3 8 P SN R = 12.5 dB 2 2 2 2 2 2
Fig S1 26 spectral images or "channels" used for analysis as described in Section 2.2. Also shown are the three unmixed images, identified by their molecular constituents, and a 3-color composite from the unmixed images, where Hoechst 33342 is colored blue, AF488-Phalloidin is colored green, and MitoTracker Red CMXRos is colored red. Each of the spectral channels represents a 10 nm band centered at the specified wavelength. Black arrows indicate the location of the dimensionality score of the user-selected control for each sub-set number. The optimal set is in the rightmost bin for all cases (i.e. maximized D).
Fig S4
For empirical mosaicking (i.e., real-data) the 2D correlation values R ij described in Section 3.1 must be estimated using sample frame images. This affects the calculation of D (Eq. 4), and may result in a different set of channels maximizing D and being chosen as the optimal sub-set. Using the synthetic data set described in Section 2.2, this optimization was carried out by estimating R ij from 1, 2, 3, 5, or 10 frames sampled from the synthetic data. The number of channels correctly identified as optimal through this estimation is reported for a range of n-sized sub-sets of channels (n = [2, 10]). Each configuration (data point) represents the average and standard error of 40 runs, each time choosing a different random set of sample frames from the 65 frames in the simulated data set. For n = 2 and n = 3, the full set of optimal channels was correctly found; however, for larger n, between 1-3 optimal channels were not correctly identified Fig. 4(a) , 4(b)) under multiplicative Gaussian noise (each pixel varies according to a Gaussian distribution with σ 2 = I * σ 2 0 , where σ 2 0 is a constant variance) and Poisson noise (each pixel varies according to λ k e −λ /k!, representing the probability of counting k photons under a mean photon counting rate λ). (a) Mosaicking performance under multiplicative Gaussian noise behaves similarly to that under additive Gaussian noise ( Fig. 4(a) ). (b) Optimizing channel selection through maximizing D and adding more channels both increase performance; asterisks represent levels of significance ( * * signifies p < 0.01, * * * * signifies p < 0.0001). Since the noise variance σ 2 is signal-dependent, the noise tolerance is normalized by the mean signal I and is quantified as σ 2 50 /I 2 . (c) Mosaicking under Poisson noise (shot noise), characterized by the mean photon count per pixel, exhibits the same response as both types of Gaussian noise. (d) Optimization through maximizing D and adding more channels both result in a higher tolerated noise level (achieves a higher σ 2 50 /I 2 value).
