Automatic Search Query Enhancement (ASQE) is the process of modifying a user submitted search query and identifying terms that can be added or removed to enhance the relevance of documents retrieved from a search engine. ASQE differs from other enhancement approaches as no human interaction is required. ASQE algorithms typically rely on a source of a priori knowledge to aid the process of identifying relevant enhancement terms. This paper describes the results of a qualitative analysis of the enhancement terms generated by the Wikipedia NSubstate Algorithm (WNSSA) for ASQE. The WNSSA utilises Wikipedia as the sole source of a priori knowledge during the query enhancement process. As each Wikipedia article typically represents a single topic, during the enhancement process of the WNSSA, a mapping is performed between the user's original search query and Wikipedia articles relevant to the query. If this mapping is performed correctly, a collection of potentially relevant terms and acronyms are accessible for ASQE. This paper reviews the results of a qualitative analysis process performed for the individual enhancement term generated for each of the 50 test topics from the TREC-9 Web Topic collection. The contributions of this paper include: (a) a qualitative analysis of generated WNSSA search query enhancement terms and (b) an analysis of the concepts represented in the TREC-9 Web Topics, detailing interpretation issues during query-toWikipedia article mapping performed by the WNSSA.
INTRODUCTION
When a user is interacting with a search engine, typically they enter terms that they deem to be relevant to the content they want to retrieve. These search queries often do not contain any consistency in formatting, length, domain or spelling. In addition to this, users often have difficulty expressing what they are trying to find in search terms. An early analysis of search queries by Jansen et al. (1998) , showed an average of length of 2.35 terms, with 80% of the identified queries consisting of three or less tokens long. A more recent study by Mastora et al. (2008) showed 57.7% of analysed queries being only one term long. This shows a trend towards the dependence users are placing on the ASQE algorithm to aid the search process.
This creates a difficulty during the development of ASQE algorithms as a 'one size fits all' approach must be used for developed algorithms, avoiding overfitting to a particular domain or user profile. As a solution to these problems, an algorithm was developed titled the Wikipedia N Sub-state algorithm (Goslin, 2017) that uses up to date Wikipedia content as a source of a priori knowledge for candidate term collections and term weighting.
In this paper, Section 2 provides a background to ASQE and the algorithm results under analysis, the WNSSA. Section 3 provides a qualitative analysis of the enhancement terms that were generated by the WNSSA with a focus on the queries that performed poorly during relevance assessment. This is followed by a review of the concepts/articles that were represented in the first iteration of the algorithm. Based on these results, Section 4 provides a brief discussion and analysis of the findings. Section 5 concludes this research reviewing results gathered from this analysis, posing questions for future research.
BACKGROUND
ASQE algorithms are designed to automatically enhance a query to make search results from an information retrieval engine more relevant. This process is completed irrespective of the experience the user has. However, the length of a search query entered by a user is often the only piece of information available to aid the ASQE algorithms. In a study by Bazzanella et al. (2010) , 4017 queries were analysed finding an average length of 2.04 terms. In these queries, over 35% contained one term and less than 3% contained five or more terms. From this limited size, context of queries often becomes an issue for ASQE. A number of methods have been used to add context during ASQE including user profile information (Asfari et al. 2009 ), query log data (Gao et al. 2013 ) and thesauri (Voorhees, 1994) . In addition to this, an issue can be seen with the number of enhancement terms generated by an ASQE algorithm. Ogilvie et al. (2009) outlined that ten or fewer terms provided the best Average Precision, and that there is no single perfect number of enhancement terms for all queries.
The proposed algorithm, the Wikipedia N Sub-state Algorithm (WNSSA) was designed to add context and generate suitable enhancement terms for any given user search query. This algorithm contained two core variables, states and sub-states. The states variable represents the overall number of iterations the algorithm performs on a given query Q. For each iteration of the algorithm, N number of sub-states are run internally by the algorithm. During these substates, additional terms can be added into the sub-process, further broadening the collection of terms before it is passed to the next state before final enhancement terms are generated. The iterative nature of the WNSSA allows a search query or stem term to be taken and then used to find terms that are relevant in Wikipedia. By doing this the terms that would not have previously been identified can be connected to the stem through their association with a located related Wikipedia article.
The WNSSA solely relies on Wikipedia for this knowledge. One of the main advantages of using Wikipedia as a sole source of a priori knowledge is the rich collections of terms that would typically not be found in other sources. In addition to this, descriptive URLs are often created for common titles and phrases. To further this, a large collection of redirects is present in Wikipedia redirecting one article to another article even if spelling errors or incorrect prefixes are used. This provides an opportunity to make a mapping between search queries entered by users and the title of Wikipedia articles directly. When this fails, the WNSSA proceeds to tokenize the query as a last attempt to make a mapping between query terms and possible Wikipedia article URLs. The WNSSA also utilises the backlink API and search API available to aid enhancement.
As the WNSSA allows for parameterisation, Table 1 describes each of the chosen parameters for the analysed run which have shown a high performance during previous analysis. During the algorithm run, 10 overall iterations are performed with 5 internal sub-states. The approach used by this algorithm was set to append term, informing the algorithm not to replace the original terms but to add on to the existing query Q. To replicate the real-world search, the TREC-9 Web Topic collection was used on the ClueWeb12 data set. The TREC-9 data set contains 50 search topics that contain spelling, domain and length variation to replicate real search queries. Once the precision can be calculated, the Average Precision (AP) can then be calculated. This is the average of the ten precision scores for query Q, which also considers the ranking of each of the documents created during the retrieval process. In the following equation, k is the current rank in the sequence of retrieved documents. n is the number of retrieved documents and P(k) is the precision for the document at position k in the list. rel (k) is the relevance score which is either 0 if not relevant to the original query or 1 if relevant. 
ANALYSIS
Based on the configuration described in Section 2, Section 3.1 provides a look at the generated enhancement term relevance, identifying which terms added to the original query were relevant or not and Section 3.2 which details the concepts identified during the enhancement process for each query by the WNSSA. In the collection of enhancement terms generated by the WNSSA, many conceptually related terms can be seen. There are often cases, however, when terms are added that appeared frequently in the collection of stem articles (articles related to the query that were used during the enhancement process) but did not have a direct impact on the precision score for the enhanced query. FIGURE 1 and FIGURE 2 outline the average precision (AP) scores for each test topic enhanced with the terms generated by the WNSSA. Although some topics may have had a high AP score, it is often the case that poor-quality terms may have been part of the enhanced query. From this, the overall AP score can be reduced. 
Generated Enhancement Term Relevance
The generated enhancement terms are shown in TABLE 1. In query 2 ('do beavers live in salt water'), although many of the terms that were generated were highly relevant to the area of beavers and the location that they live, additional terms were added that impacted the overall precision. The terms 'state, north, area' and 'city' caused issues during the retrieval process. Query 6 ('is the world going to end 2000?') caused a number of issues. In the generated results we can see that as no direct mapping was made to a Wikipedia article. An appropriate mapping would be to /wiki/ Year_2000_problem that identifies the issues that would appear in the year 2000. Many of the terms in this original search query were treated as stop words. As this mapping was made to the article /wiki/2000. This caused a number of high ranking irrelevant terms to be utilised.
Query 10 ('Who was Moses?') posed similar issues with stop words. In the first half of this query, 'who' and 'was' were treated as stop words leading 'Moses' to be used as the primary stem word for article mapping. Typically, those with a religious background would consider Moses to be the man referenced in biblical times. When additional iterations of the WNSSA were placed on the single term 'Moses', the term was mapped to the Wikipedia article /wiki/Moses. In this article there are multiple references to the city and location where he was believed to be born. References to 'Robert' can be traced to the drawing of Moses by Robert Walter Weir.
Query 24 ('how e-mail bennefits businesses'), originally contained a spelling error that was fixed by the WNSSA during the initial query run. This query contained only one stop word, leaving three core terms for analysis. Again, no direct mapping could be made for 'email', 'benefits' and 'business' so individually these terms were mapped. In the mapped article /wiki/Email, many references to business and benefits could be found. The terms that were gathered for the enhancement process including 'marketing', 'messaging' and 'enterprise' are all relevant to the core query. As the question was taken out of context, the results returned from the information retrieval process were poor. Query 25 ('what is the composition of zirconium?') was another question based query. The most direct mapping for this query is /wiki/Zirconium. This page, however, had no direct reference to zirconium. Many of the enhancement terms generated are related to zirconium including 'alloys' 'metal' 'compositions' and the environments where it is used including 'nuclear'. These enhancement terms can be considered high quality, but the question-based nature of the query provided poor results during IR. Query 30 ('car traffic report') did not consist of any stop words. When the enhancement terms are relevant excluding 'original' 'radio' and 'indicate'. Although the majority of these terms were relevant, the context of the query was lost. Rather than reading a collection of car traffic reports, the disambiguation of the terms caused the query to fail. Even if the ideal Wikipedia was mapped, e.g., /wiki/Traffic_reporting was reached, the context of returning traffic reports was lost.
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Represented Concepts
During the process of gathering and selecting enhancement terms for a given query, the WNSSA gathers a collection of related Wikipedia articles as stem pages or concepts to create a wide collection of a priori knowledge. When this process is in action it can often be the case that the articles that are selected may not be completely relevant to the user's original search query. As a result of this, conceptually distant terms are included during the iterations of the algorithm. Overall, the WNSSA is proficient at identifying these irrelevant terms.
In TABLE 2, a breakdown of the TREC-9 Web topics is shown with the Wikipedia concept mappings identified during the first iteration of the WNSSA. In this table, redirects that were automatically performed by Wikipedia are shown as arrows. This first iteration of the algorithm is the most important as it lays the path for the stem terms that will be used in future iterations. For Query 1 ('What is a Bengals cat?'), the mapping to /wiki/Bengal_cat was correct. In Query 2 ('do beavers live in salt water?') a direct mapping could not be found leaving the algorithm to break the two core concepts of this query part. /wiki/Beaver and /Saline_water are relevant to the query, however, the answer format requested was not fulfilled during retrieval. An issue with the quantity of data returned can be seen with Query 10 ('Who was Moses?') can be seen as although the mapping was correctly made to /wiki/Moses, the history attached to this name caused numerous different representations to be included during enhancement causing the query to fail. The uniqueness of Query 31 ('what did babe ruth do in the 1920's?') provided very little room for error as the 1920s were synonymous with baseball and Babe Ruth. In Query 42 ('us savings bonds') was entered without any additional context, however in Wikipedia the use of article redirects can be seen. In this case /wiki/us_savings_bonds redirected to /wiki/United_States_Treasury_security. 
DISCUSSION
In the analysis that was performed, a direct link to the source data (Wikipedia articles) was used as the stem at the beginning of the WNSSA's first iteration. These early mappings have shown to have a great impact on the final enhanced query result. In some queries, the amount of content stored inside of a Wikipedia article provided difficulty for the algorithm as many concepts were related under one original concept, e.g., Moses, which contained many different historical and people of interest. Often terms entered by a user may be acronyms that may not yet have been published in locations such as static document repositories or thesauri. Wikipedia typically has an advantage at it contains these as they become commonplace in a domain. An example of this can be seen with the acronym 'TMJ' which was then redirect to 'Temporomandibular joint'.
Spelling issues are often remedied during Wikipedia article title redirects. The algorithm did benefit from a spelling correction process on the original test queries. The lack of prior search knowledge during ASQE is still an issue as search queries such as 'Nirvana' can easily be focused on the musicians or the Buddhist state of enlightenment. Small amounts of content about the user or their areas of interest can greatly impact the success of a ASQE algorithm.
The length of the query that was entered can have a great impact on the performance of the algorithm. In a traditional search, the more terms that are added to the query the more focused the search becomes. This can be seen particularly with query 31 ('what did babe ruth do in the 1920's?'). Although the length of the query is longer than a typical query length, the focused nature of the query allowed for a direct mapping to two highly relevant results Wikipedia pages for a priori knowledge, leaving only two generated enhancement terms that could be deemed irrelevant. If longer queries are not focused on one core topic, the enhancement process often produced poor results.
During the analysis of Wikipedia article concepts, less than 1% of the time a direct mapping could not be found. This can be attributed to the fast scope of Wikipedia articles and the utilisations of URL redirects that are common when spelling or alternative titles are used for articles. This provided the algorithm a source of high-quality knowledge before additional iterations of the algorithm were performed. When processing data for use with ASQE algorithms, stop word filtering should be done with care when working with search queries as often the terms that are removed provide the much-needed context for the query.
CONCLUSIONS
Wikipedia has proven to be a useful resource for ASQE when all the available data and services e.g., backlink API and search functionality is utilised. Although the mapping of queries to Wikipedia articles often provides high-quality enhancement terms, if the search query is short or contains several stop words the query can easily be reduced to individual tokens without context. This provides an issue for the enhancement algorithm, leaving it to take multiple different directions and possibly following the wrong one. To further aid the enhancement process, additional context of terms relevant to the query could be implemented. Human error e.g., spelling should be corrected before queries are processed by an ASQE algorithm to avoid additional strain on an already difficult process. Any small quantity of context, in terms of a user profile, previous search history or geographic location could further enhance ASQE algorithm results.
The type of query which is entered has a great impact on the enhancement process. If a question format is used, care should be taken to ensure that the phrasing of the question is not used as part of the enhancement process. Wikipedia article redirects has shown to be a beneficial resource during enhancement to map from a user's search query to a relevant article that may have a completely different article title.
