We extend recent results [50] on the existence of global phase-locked states (GPLS) in the Kuramoto model on a complete graph to the case of a complete bipartite graph. In particular, we prove that, for the Kuramoto model on a complete bipartite graph, the value of the critical coupling coefficient can be determined by solving a system of two nonlinear equations that do not depend on the coupling coefficient. We show that the said system of equations can be solved using an efficient algorithm described in the paper.
Introduction
Coordinated or synchronized behaviour is a fundamental aspect of a remarkable array of physical, biological and engineering systems. In light of this and of the theoretical interest inherent in the topic, it is hardly surprising that the study of such behaviour occupies an important place in the general theory of dynamical systems, and that it has attracted the attention of researchers from a broad range of scientific disciplines [31, 4, 27, 11, 29] .
From a historical point of view, much of the early quantitative work on synchronization was rooted in physical questions such as the analysis of networks of Josephson junctions [52, 51] or coupled pendula [3] . More recently, with the growth of activity and interest in mathematical and systems biology, there has been considerable interest in analyzing synchronization in biological systems. Examples of synchronized behaviours abound in the life sciences. Some of the more important examples to have attracted attention include: circadian rhythms [48, 2, 53] , the synchronization of heart cells [24] , synchronized neuronal activity [23, 49] with particular emphasis on pathological synchronization size and then prove a convergence result as the number of oscillators tends to infinity, as suggested by Kopell [44] . To the best of the authors' knowledge, such a result has yet to be reported. Recently, the authors of the present paper contributed a theorem [50, Theorem 3] towards such a result. We will review this and related work in more detail in Section 3.
Several authors have obtained estimates for the value of the critical coupling for the case of a general graph. Even if it is not clear in every case how good the respective estimate is, the key insight that has emerged from this work (see e.g. [33, 35, 34] and [17] ), is that spectral properties of the Laplacian or adjacency matrix of the graphs play a key role in determining the value of the critical coupling strength. Indeed, the work described in [33] suggests that the critical coupling scales with the largest eigenvalue of the adjacency matrix, while in [17] a lower bound is given which involves the smallest non-zero eigenvalue of the Laplacian.
Related work on the Kuramoto model includes the study of desynchronization in finite populations of oscillators, which has been described in considerable detail in [21, 20] . Desynchronization is what that takes place when the coupling strength is reduced below its critical value. The authors of aforementioned work have shown that desynchronization involves a series of frequency-splitting bifurcations. At each such bifurcation, the ensemble of oscillators subdivides into smaller and smaller groups of oscillators with identical average frequency, until eventually all oscillators oscillate at their own intrinsic frequency. Another aspect of the Kuramoto model to have attracted attention recently is the emergence of phase chaos [22, 32] in systems of dimension four and higher. A generic feature of coupled oscillator systems, phase chaos in the Kuramoto model is most prominent in systems with relatively low dimension (comprising between ten and fifteen oscillators) [22] .
Lastly, we mention closely related recent work on the spectrum and the stability of (partially) locked states [26, 25, 7, 36, 37] . In particular, we note the relation between our own work [50] and results in [25] .
In this paper we consider the problem of determining the value of the critical coupling for the Kuramoto model on a complete bipartite graph. The motivation for this work is in no small part mathematical. It turns out that the ideas behind previous work on global phase-locking on complete graphs [50] carry over to the case of complete bipartite graphs, although the actual proofs are very different, as are some of the results. Bipartite graphs have applications in many different fields, including biology, sociology and engineering, to name but a few [15] . Examples of bipartite graphs include social contact networks, linking people to locations [9] , or people to people [10] and metabolic networks, linking compounds (or substrates) to products.
The outline of the paper is as follows. In Section 2, we introduce some notation and terminology. In Section 3, we review relevant results on critical coupling for the case of complete graphs. In Section 4, we introduce the Kuramoto model on the complete bipartite graph, and review some of its basic properties. Here, we also give formal definitions of the notion of a global phaselocked state and critical coupling and show that a global phase-locked state always exist for sufficiently strong coupling (essentially proving that the critical coupling is a finite number). In Section 5 we derive our main result, which is a condition for criticality. To find the critical coupling we introduce an algorithm which is described in Section 6. Section 7 contains a numerical example to illustrate the results of the paper and finally, in Section 8 we present our concluding remarks.
Notation and terminology
Throughout the paper, R (C) denotes the field of real (complex) numbers, while R n (C n ), R m×n (C m×n ) denote the vector spaces of n-tuples of real (complex) numbers and the space of m × n matrices with entries in R (C) respectively. Frequently throughout the paper, we shall identify R m+n with R m × R n in the obvious fashion. N denotes the set of positive integers. For v ∈ R n and 1 ≤ i ≤ n, v i denotes the i th component of v. Also, R ≥0 denotes the set of all non-negative real numbers. For any finite set S, |S| denotes the cardinality of S. For any real number x, |x| denotes the absolute value of x and for a vector v ∈ R n , v ∞ denotes the usual infinity norm given by max 1≤i≤n |v i |. The graph theoretical terminology and notation adopted here is standard and for background on basic graph theory, the interested reader should consult [8] . As we shall only be concerned with undirected graphs, the term graph shall be used throughout to denote an undirected graph.
Definition 1 (Graph)
A graph G is an ordered pair (V, E), where V is a finite set of vertices and E is a set consisting of 2-element subsets of V .
The elements of E are referred to as edges and we shall usually write uv (or vu) for the edge {u, v} and say that u and v are neighbours in G. The degree of a vertex v ∈ V is the number of neighbours of v. A particularly important class of graphs in the context of the Kuramoto model is the class of complete graphs which we define next.
Definition 2 (Complete graph) For any positive integer n ≥ 2, the complete graph K n has n vertices V = {v 1 , . . . , v n }, and edges E = {{v i , v j } : 1 ≤ i < j ≤ n}.
So, in K n the degree of every vertex is equal to n − 1. In this paper, our focus shall be on a related class of graphs, namely complete bipartite graphs. First, let us recall the definition of a bipartite graph.
Definition 3 (Bipartite graph) A graph G = (V, E) is called bipartite if there exists a partition V = V 1 ∪ V 2 of the vertex set so that every edge in E is of the form v 1 v 2 for some v 1 ∈ V 1 and v 2 ∈ V 2 . Definition 4 (Complete bipartite graph) For positive integers m, n ≥ 1, the complete bipartite graph K m,n = (V 1 ∪ V 2 , E) is a bipartite graph such that |V 1 | = m, |V 2 | = n and for any two vertices
Two examples of complete bipartite graphs are given in Figure 1 . Figure 1 : Two examples of a complete bipartite graph. As illustrated, the vertex set V := {v 1 , . . . , v 8 } of the graph K 5,3 := (V, E) can be divided into subsets
The same holds for K 3,3 , whose vertex set can be partitioned into subsets
3 Global Phase-locking on complete graphs
Before considering the problem of global phase-locking on complete bipartite graphs, in this section we briefly review some relevant results on global phaselocking on complete graphs. The Kuramoto model for a system of coupled oscillators on a complete graph K n , n ≥ 2, is given aṡ
where θ i (·) ∈ R and ω i ∈ R denote the phase and intrinsic (or natural) frequency of oscillator i respectively, and k ∈ R ≥0 denotes the coupling coefficient. One of the central problems in the literature on the Kuramoto model [18, 19, 1] has been to find conditions on the coupling strength k and the distribution of intrinsic frequencies, sometimes denoted by g(ω), under which the system (1) exhibits synchronous behaviour. This problem was essentially solved by Kuramoto himself, although subsequent to his work numerous others have contributed to a more complete solution in different ways. For an overview of classical results, see [44] ; for a more recent survey, consult [1] . Although very powerful, Kuramoto's original approach has two obvious drawbacks. Firstly, it requires the frequency distribution g(ω) to be symmetric about the mean, which excludes certain distributions of practical interest. Secondly, it only works for settings with infinitely many oscillators (the so called thermodynamic limit case) as the Fokker-Planck equation describing the evolution of the oscillator density function does not, by its very nature, capture finite-size effects. The extension of classical results, on the value of the critical coupling and the instability of the incoherent state for example, to the finite-dimensional case has proven difficult, and papers on the same are few [36, 37, 25, 26] . See also [44] for a discussion of open problems in the finite-dimensional theory. In recent work [50] , the authors of the present paper showed that the problem of determining the critical coupling of the Kuramoto model (1) boils down to solving a particular nonlinear equation, the solution of which can be obtained very efficiently using appropriate numerical tools. Aside from numerical implications, this enables us to prove a convergence result which may help bridge the gap between the finitedimensional and the infinite-dimensional theory, as we hope to demonstrate in a future publication. We shall now briefly review the main contribution of the aforementioned work. But first we introduce some terminology.
Definition 5 (GPLS, complete graph) Let θ 0 ∈ R n and let {θ(t) : t ≥ t 0 } be the solution of the system (1) with initial condition θ(t 0 ) = θ 0 . We say θ 0 is a global phase-locked state (GPLS), if
The existence of global phase-locked states in the Kuramoto model (1) is dependent on the value of the coupling strength k. The smallest value of k for which phase-locked states exist defines the critical coupling, as follows:
Definition 6 (Critical coupling, complete graph) Let n ∈ N, n ≥ 2, and let ω ∈ R n be given. Consider the Kuramoto model of coupled oscillators on the complete graph K n (1). For this model, the critical coupling, k c , is defined as follows:
We are now ready to reformulate the main result of [50] :
Theorem 1 Let ω ∈ R n be given and suppose Ω(ω) = 0. Then the equation
has a unique solution u * ∈ ( Ω(ω) ∞ , 2 Ω(ω) ∞ ], and we have that
In the above notation θ i (·) ∈ R and φ j (·) ∈ R denote the phase of oscillator i and the phase of oscillator m + j, respectively. Likewise, ω i ∈ R and υ j ∈ R denote the intrinsic frequency of oscillators i and m + j, respectively. Lastly, the symbol k ∈ R ≥0 denotes the coupling coefficient.
The system of equations (5)- (6) admits a range of qualitatively different solutions, depending on the value of the (bifurcation) parameter k. In this paper, we are concerned with solutions associated with the existence of global phase-locked states, which we define as follows: (5)- (6) with initial condition Φ(t 0 ) = Φ 0 . We say that Φ 0 is a global phase-locked state (GPLS) if
Note that to every global phase-locked solution x * there corresponds a 1-dimensional manifold
that is invariant under the original system dynamics (5)- (6) . This correspondence is unique up to equivalence in the sense of the following definition:
Definition 8 (Equivalence of phase-locked states) Let x, x ′ ∈ R m × R n be two global phase-locked states in the sense of Definition 7. We say that x is equivalent to x ′ , (and write x ≃ x ′ ) if there exists c ∈ R such that x = x ′ + c1 m+n .
From the above, and from inspection of (5)- (6) it follows easily that (ξ
Also, let 1 m denote the vector of length m all of whose components are 1 and define Ω :
Note that Ω Υ
T is a linear projection from R m+n onto the (m + n − 1)-dimensional linear subspace {x ∈ R m+n : m+n j=1 x j = 0}. In this paper we present a method for computing the critical coupling associated with the system of equations (5)- (6), where the critical coupling is defined as follows.
Definition 9 (Critical coupling, complete bipartite graph) Let (m, n) ∈ N × N and let ω ∈ R m and υ ∈ R n be given. Consider the Kuramoto model of coupled oscillators on the complete bipartite graph K m,n (5)- (6) . For this model, we define the critical coupling, k c , as follows:
(omitting the argument (ω, υ) for notational convenience).
The critical coupling is thus the smallest nonnegative coupling for which the system (5)-(6) admits a global phase-locked state in the sense of Definition 7.
The order parameter
Let D denote the closed complex unit disc {z ∈ C : |z| ≤ 1}. For p ∈ N, we define the order parameter r p : R p → D as:
Let r p 0 denote the set {ξ ∈ R p : r p (ξ) = 0}. For the purposes of this paper, we define the arctangent as a function from R 2 \ {(0, 0)} onto [0, 2π), as follows:
Using Definition 10, we may may express r p (·) in polar coordinates:
Here,
and
The following proposition summarizes some useful properties of the maps R p and ψ p :
Proposition 1
The maps R p and ψ p defined by (13) , (14) satisfy the following relations:
Proof: First of all, note that for all ξ ∈ R p ,
This proves property 1. Next observe that for
Equating real and imaginary parts in (15), we see that for ξ ∈ R p \ r p 0 :
This proves properties 2 and 4. Finally, by definition of ψ p (·) we have that
This implies that
Similarly we have that
It follows that
). This proves property 3. Using the definition of the order parameter, we can rewrite the functions f and g, previously defined in (8) and (9), as follows:
Global phase-locking states: the homogeneous case
In this section we assume that Ω(ω, υ) = 0 and Υ(ω, υ) = 0. Thus we assume that there exists c ∈ R such that ω i = υ j = c for 1 ≤ i ≤ m and 1 ≤ j ≤ n. Under this assumption the system of ODEs (5)- (6) simplifies to θ (t)
It is easy to see that the homogeneous system (22) admits a GPLS for all k > 0 (as it does, of course, for the trivial case k = 0). Indeed, for k > 0, we have that (ξ, ν) ∈ R m × R n is a GPLS if and only if f (ξ, ν) = 0 and g(ξ, ν) = 0. This motivates the following result.
Proposition 2 Let f and g be defined by (8) and (9) respectively, and let (ξ, ν) ∈ R m × R n . If (ξ, ν) satisfies the following condition:
then (ξ, ν) is a solution of the homogeneous system
Moreover, if (ξ, ν) is a solution of (24) and if, in addition,
Proof: The first part follows trivially from inspection of (8) and (9). To prove the second part, suppose R m (ξ) = 0. Then ψ m (ξ) is well defined and by (9) we have that sin(ψ m (ξ) − ν i ) = 0 for all i. This implies that there exists k ∈ Z n such that ν i − ν j = (k i − k j )π and hence sin(ν i − ν j ) = 0 for all (i, j). By analogy we have that sin(ψ n (ν) − ξ i ) = 0 and sin(ξ i − ξ j ) = 0 for all (i, j). In addition, by Proposition 1 (property 3) we have that sin(ψ
for all (i, j). This concludes the proof Remark 1 Proposition 2 provides a partial characterization of the set of solutions to the homogeneous equation (24) . Condition (23) is a sufficient but not a necessary condition. However, it becomes necessary when the extra condition R m (ξ)R n (ν) = 0 is imposed, as per the second part of the proposition. The complete set of homogeneous solutions can be found by taking the union of the set of solutions defined by conditions (23) and the set
In general, these sets are not disjoint. In fact, it can be shown that these sets are disjoint if and only if both m and n are odd.
In the remainder of the paper, we shall use the notation S hom to denote the set of all global phase-locked states corresponding to the homogeneous system (24) . That is,
Figure 2 shows a particular GPLS (ξ * , ν * ) ∈ S hom for the case of the complete bipartite graph K 5,3 .
Figure 2: One solution (ξ * , ν * ) ∈ S hom of the system of equations (24) for the case of the complete bipartite graph K 5,3 . Note that (ξ * , ν * ) does not satisfy the conditions of Proposition 2. In this particular example however, we have that R m (ξ * ) = 0 and R n (ν * ) = 0, and therefore (ξ * , ν * ) is a GPLS by Remark 1.
Global phase-locking under strong coupling
respectively, and define F :
Also, let Ξ :
Lastly, define the truncation operator T :
We now state a technical lemma which will play an important role in the proof of Proposition 3 below. As the proof of this lemma is rather long and technical, we defer it to the Appendix in the interests of clarity.
is nonsingular at y = y * .
We can now state and prove the following proposition, which establishes that the critical coupling is finite for complete bipartite graphs and any given set of finite natural frequencies.
Proposition 3 Let (ω, υ) ∈ R m ×R n be given and let Ξ(ω, υ) be defined by (26) . Furthermore, let x * ∈ S hom and suppose
has a unique solution y ′ on V .
Proof: Observe that
This implies that y is a solution of (27) if and only if kT F (y; x * m+n ) = T Ξ(ω, υ) or
. . .
Next, assume without loss of generality that x * m+n = 0 and define y * = T x * and
. Then under the hypotheses of the proposition we haveF (y * ) = 0 and it follows from Lemma 1 that the jacobian
is nonsingular at y = y * . Then by the inverse function theorem there exists an open set U , containing the origin, such that on U , the mapF has a unique inverse,F −1 . Define V :=F −1 (U ) and note that V is open by continuity of F −1 . Now pick ǫ > 0 such that B ǫ := {z ∈ R n+m−1 : z < ǫ} ⊂ U and let
Then it follows that (28) has a unique solution on V for all k ≥ K.
Critical coupling
In the previous section we showed that, for large enough values of k, the heterogeneous system (5)-(6) will exhibit global phase-locked states in (small) open sets containing a global phase-locked state of the associated homogeneous system (24) . A particular implication of this result is that the critical coupling k c is always finite. In the present section we will refine this result and show that the value of the critical coupling can be obtained by solving a particular system of nonlinear equations, the solution of which can be determined very efficiently by means of a bisection algorithm. Our first result relates the existence of global phase-locked states to solutions of a two-dimensional system of equations, as follows:
Then the system (5)-(6) admits a GPLS if and only if there exists
Proof: We distinguish four cases: (a) Ω(ω, υ) = 0 and Υ(ω, υ) = 0; (b) Ω(ω, υ) = 0 and Υ(ω, υ) = 0; (c) Ω(ω, υ) = 0 and Υ(ω, υ) = 0; (d) Ω(ω, υ) = 0 and Υ(ω, υ) = 0. Case (a) corresponds to the homogeneous system (24) that we discussed in the previous section, where we showed that global phase-locked states exist for every k > 0. Hence, what we need to show for this case is that for every k > 0 there exists (a,
Under the given hypotheses it suffices to note that the system {x 2 = 1, y 2 = 1} has a nonnegative solution that does not depend on k. Case (b) corresponds to the semi-homogeneous system
This system has a solution if and only if k ≥ m+n m Υ ∞ . The necessity is obvious. For sufficiency, note that if ξ i = c for 1 ≤ i ≤ m, we can always find ν 1 , . . . , ν n satisfying the second equation above. But then km m+n sin(ν j − c) = Υ j for 1 ≤ j ≤ n and
Hence, what we need to show is that there exists (a, b) ∈ {−1,
Υ ∞ , which proves necessity. To prove sufficiency suppose k ≥ m+n m Υ ∞ . Under the given hypotheses it suffices to show that the system
has a solution on [
Υ ∞ , then for each j = 1, . . . , n, we can write m+n m Υj k = cos(x j ) for some x j ∈ [−π, π] and thus the above expression reduces to
as required. Case (c) is analogous to case (b). We now consider case (d). Let (ξ, ν) be a GPLS in the sense of Definition 7. The conditions Ω(ω, υ) = 0 and Υ(ω, υ) = 0 imply that R m (ξ) = 0 and by R n (ν) = 0 respectively. It follows that ψ m (ξ) and ψ n (ν) are well defined and by (20)- (21) we have that
Now let a ∈ {−1, 1} m and b ∈ {−1, 1} n be respectively defined as
. Then the result follows by substitution. This proves necessity. To prove sufficiency, let (a ′ , b ′ ) ∈ {−1, 1} m × {−1, 1} n be given and let (x, y) be a solution of (29)- (30) with (a, b) = (a ′ , b ′ ). Consider the system of equations
Under the hypotheses of the proposition, the system (32)-(33) has a unique solu- (29) and (30) we have that
where the last line follows from (29) . This proves the claim. Indeed, the above implies that either
in which case ψ m (u
in which case
and observe that (x, y) is a solution of (29)- (30) with
. This implies that we can assume without loss of generality that (34) holds, and hence that ψ m (u ′ ) = −ψ n (v ′ ). Now define
Then we have that
If we can show that R m (ξ) = x and R n (ξ) = y then it follows that (ξ, ν) is a GPLS and the proof is finished. We have that
where the last step follows from the hypotheses of the proposition. This implies that R m (ξ) = x and by analogy we have that R n (ν) = y. This concludes the proof.
Define
and let p :
In terms of the above notation, Theorem 2 states that the system (5)- (6) Then by definition, we have that
We note that Theorem 2 implies the weaker result that the system (29)-(30) admits a GPLS if there exists (v, w) ∈ I v × I w such that w = k 2 p(v, 1 m ) and v = k 2 q(w, 1 n ). In Figure 3 we have plotted three sets of two graphs for three different values of k. The graphs correspond to the sets of points
respectively. We observe that for each value of k there is a unique point of intersection. By Theorem 2 such an intersection corresponds to a global phaselocked state.
In Proposition 4 below, we shall show that if, for a given value of k, the system (5)-(6) admits a solution for some (a, b) ∈ {−1, 1} m × {−1, 1} n , then it will also admit a solution for (a, b) = (1 m , 1 n ). This suggests that, without loss og 
The graphs of (
By Theorem 2 such an intersection corresponds to a GPLS of the system (5)- (6) . generality, the critical coupling can be found by determining the smallest value of k for which the system of equations
has a solution. To prove this, we will make use of some special properties of the functions p and q, namely: monotonicity (Lemma 2) and concavity (Lemma 3).
Lemma 2 (monotonicity) Let (ω, υ) ∈ R m × R n be given and let p, q be defined by (38) and (39) respectively. Then: Moreover, the statement remains true if we replace p(·, 1 m ) with q(·, 1 m ), I v with I w , and Ω(ω, υ) with Υ(ω, υ).
Proof: We prove the result for p. The result for q follows by analogy. Note that p(·, 1 m ) is continuous on I v and differentiable on I
• v . We claim that dp(ξ,1m) dξ
for v ∈ I
• v , whereΩ := m+n n Ω. Using the notation
we rewrite the term A, as follows:
By the Cauchy-Schwarz inequality we have that Lemma 3 (concavity) Let (ω, υ) ∈ R m × R n be given and let p, q be defined by (38) and (39) respectively. Then: Moreover, the statement remains true if we replace p(·, 1 m ) with q(·, 1 m ), I v with I w , and Ω(ω, υ) with Υ(ω, υ).
Proof: We prove the result for p. The proof for q follows by analogy. Suppose Ω i (ω, υ) = Ω j (ω, υ) for all (i, j). Then p(·, 1 m ) is a constant function by Lemma 2. Hence p(·, 1 m ) is concave but not strictly concave. Now suppose Ω i (ω, υ) = Ω j (ω, υ), for some (i, j). We claim that
It follows easily from (41) that
and hence we may write
where the term B is given by:
As Ω i (ω, υ) = Ω j (ω, υ), for some (i, j), it follows from Lemma 2 that the first term on the right hand side of (43) is negative for all v ∈ I
• v . Thus, to complete the proof, it is enough to show that B ≤ 0 for v ∈ I
• v . Note first that by rearranging terms we can write
where
It can be readily verified that
and hence T ij ≤ 0 for 1 ≤ i < j ≤ m. But it then follows immediately from (45) that B ≤ 0 for v ∈ I
• v and hence that
Proposition 4 Let k > 0, and let p and q be given by (38) and (39) 
Let s : D → R ≥0 be given as
Then there exists (v, w) ∈ I v × I w such that
if and only if s has a fixed point on D. Indeed, if v is a fixed point of s,
) is a solution of (49) and vice versa. Inspection of (38)- (39) shows that
As an immediate consequence of (50) we have that
Moreover, monotonicity of p(·, 1 m ) and q(·, 1 n ) (see Lemma 2) implies that
Combining (51) and (52) we see that
This concludes the proof.
Theorem 3 Let (ω, υ) ∈ R m × R n and let p and q be given by (38) and (39) respectively. If Ω i (ω, υ) = Ω j (ω, υ) for some (i, j) and Υ l (ω, υ) = Υ m (ω, υ) for some (l, m) then there exists a unique pair (v, w) ∈ I v × I w such that
and we have that 1 m ) .
In all other cases, k c is given by
Proof: First we prove the case Ω i = Ω j for all (i, j): suppose there exists c ∈ R such that Ω i = c for all i. Then c = − 
Then k c is the smallest k for which t(·, k) is defined on a nonempty interval and has a fixed point on that interval. We claim that the fixed point equation t(v, k c ) = v has precisely one solution. To prove this, observe first of all that by definition of the critical coupling, it has at least one solution. Now suppose by contradiction that there exist
and t(v (2) , k c ) = v (2) . Without loss of generality, assume that v (2) > v (1) . It is easy to verify that the set of points on which t(·, k c ) is defined, is convex (i.e. defines an interval). This implies that t(v, k c ) is defined for all v ∈ V := [v (1) , v (2) ]. Under the given hypotheses, t is strictly concave on V by Lemma 3. This implies that there exists
As t is both strictly monotone and continuous with respect to its second argument, this implies that there exists k
which is a contradiction. We conclude that the fixed point equation t(v, k c ) = v has a unique solution, and we denote this solution by v * . Let
Eqn. (56) implies, firstly, that
and secondly, that
Next, we will show that ∂t(ζ, k c ) ∂ζ
As a first step towards proving this we will establish the fact that there exists an open subinterval S ⊂ I v , containing v * , such that t(·, k c ) is defined on the whole of S. It suffices to show that v * > v min := min{v ∈ I v : (v, k c ) ∈ D}. Suppose by contradiction that v * = v min . Then by monotonicity, it must be the case that w * = ( m+n m Υ ∞ ) 2 . But this implies that there exists δ > 0 such that
Indeed, by continuity of the partial derivative, and by the fact that p is strictly concave, there exist δ > 0 and c > 0, such that (k c )
But this implies that there exists v
Noting that t(v, k c ) < v for large enough v, it follows by continuity that there exists v * * > v * such that t(v * * , k c ) = v * * . But this contradicts the uniqueness of the fixed point and we conclude that v * > v min . We are now ready to prove equality (57). Suppose that
. But as we have seen above this leads to a contradiction and we conclude that
which is a contradiction by definition of k c . We conclude that ∂t(ζ,kc) ∂ζ (v * ) = 1. Straightforward manipulation and substitution of (56) gives us:
Algorithm
Theorem 3 states that the critical coupling of a system of coupled oscillators on a complete bipartite graph can be determined from the unique solution of the system of equations (53) . In the present section we will show how this solution may be computed using numerical techniques. Let P : I
• v → R and Q : I
• w → R be given as
where, as beforeΩ := m+n n Ω andΥ := m+n m Υ. Using the notation
we can rewrite ∂p(ζ,1m) ∂ζ (v), as follows:
An analogous formula also holds for the function q(ζ, 1 n ). Let (v, w) ∈ I v × I w . Then it follows from (62) that (v, w) is a solution of (53) if and only if (v, w) satisfies
As a first step, we introduce the function Γ : I v × I w → {(i),(ii),(iii),(iv)}, which partitions the set I v × I w into 4 disjoint subsets, as follows:
Note that by definition of Γ, the solution of the system of equations (53) is contained in the set {(v, w) : Γ(v, w) = (i)}. Figure 4 shows the sets corresponding to the different values of Γ for a particular realization of the complete bipartite graph K 24,17 . We have the following result: 
Proof: As a first step we show that the functions
q(·,1n) − 1 are monotone decreasing and nonnegative on their respective domains. The nonnegativity follows immediately from (62). It is also possible to show using arguments very similar to those used in the proof of Lemma 3 that • v , and Q(w) ≥ q(w, 1 n ) for w ∈ I
• w (this follows from the proof of Lemma 2, and Eqn. (62) in particular). We conclude that
if v > v ′ and w < w ′ (by monotonicity of p and q). Now suppose for example that Γ(v, w) = (i). Then it follows from the above that
which contradicts the assumption that Γ(v, w) = (i). We conclude that w ≥ w ′ , which proves implication (1) . The other cases follows similarly. This concludes the proof.
Proposition 5 suggests that the solution of the system of equations (53) can be found numerically using a bisection algorithm. The idea is as follows.
To initialise the algorithm, we pick (v 0 , w 0 ) ∈ I 
We set v := v 0 − ∆ v and w := w 0 − ∆ w . Now we invoke Proposition 5 to obtain information about the location of (v, w) relative to (v ′ , w ′ ). There are four possibilities:
(1) Γ(v, w) = (i). In this case w ≥ w and we update w and ∆w according to the update rule w → w − ∆w, ∆w → We repeat until the algorithm terminates (which it does when the error first drops below a certain tolerance level). The error can be defined in different ways. We have defined it as follows:
Before we present the actual algorithm, let us discuss how to pick v 0 , w 0 such that v 0 ≥ v ′ and w 0 ≥ w ′ . One approach is to try and derive analytic upper bounds on v ′ and w ′ in terms of Ω ∞ and Υ ∞ . We propose a more practical approach, as follows. We pick any pair (v, w) ∈ I 7 Numerical Examples
Example 1
In the first example, we consider the very simple complete bipartite graph K (2,2) depicted in Figure 5 , which is also known as the cycle graph C 4 . We pick natural
Figure 5: The complete bipartite graph K (2, 2) . The symbol next to each node represents the intrinsic frequency of the corresponding oscillator.
T . By definition of Ω and Υ we have that
Our objective is to determine the smallest k ≥ 0 for which the system of differential equationṡ
admits a global phase-locked state. To investigate the phase-locking behaviour of this system, we integrate (66) twice, first with k = 0.55, and then with k = 0.65. The results are given in Figures 6 and 7 . When k = 0.55, we observe that the magnitudes of the order parameters do not converge but rather oscillate between the extrema 0 and 1. If a global phase-locked state would exist for this value of k, and if it were stable in the sense that its equivalence class is a stable manifold, then we might expect that at least for some initial conditions the order parameters would converge. This is in fact what we observe in other hand, convergence of the magnitude of the order parameters is a necessary but not a sufficient condition for the existence of a global phase-locked state. In other words, these plots are not conclusive in as far as the (non)existence of global phase-locked states is concerned. To determine whether a GPLS exists in each case we examine the graph of t(·, k) for k = 0.55 and k = 0.65 to see whether, for one value of k or the other, it has a fixed point on the interval I v . If it does then we know that a GPLS exists for the corresponding value of k (and in fact for any k greater than or equal to it). And if does not, then we know that no GPLS exists for k ≤ 0.65. The graphs of t(·, 0.55) and t(·, 0.65) are given in Figure 8 . We observe that t(·, 0.55) does not have a fixed point (in the given interval), whereas t(·, 0.65) does. From this we deduce that 0.55 < k c ≤ 0.65. To compute the exact value of k c , we invoke algorithm 2. It turns out that for this example k c = 0.6298. Table 1 shows the error Err(v, w), which was defined in (66), as a function of the number of iterations. We observe that the error decreases rapidly, as expected, though not monotonically. To check whether the given answer is correct we examine the graph of t(v, 0.6298), shown in Figure 9 . Inspection shows that for this value of k, the map t(·, k) has exactly one fixed point v * and ∂t(ζ,k) ∂ζ ζ=v ′ = 1, as required.
Example 2
In this example we use Algorithms 1 and 2 to compare the critical coupling of a complete bipartite graph K m,n with the critical coupling of the associated complete graph K m+n . More specifically, we compare the critical coupling of K 2i,3i with that of K 5i ; that of K 2i,4i with that of K 6i ; and that of K 3i,4i with that of K 7i for selected values of i in the interval [1, 100] . The intrinsic frequencies of the respective graphs are picked as follows. We construct the vectors α ∈ R 300 and β ∈ R 400 by drawing from a uniform distribution on [0, 1], respectively 300 and 400 times. Then for the set of complete bipartite graphs {K m,n : (m, n) ∈ {(2, 4), (2, 3), (3, 4)}}, we define intrinsic frequencies ω ∈ R m and υ ∈ R n ,
and for the set of complete graphs {K m+n : (m, n) ∈ {(2, 4), (2, 3), (3, 4)}}, we define ω ∈ R m+n , Finally, for each pair of graphs (K m,n , K m+n ) we compute the critical coupling. The results are depicted in Figure 10 . We observe that, in all cases, the critical coupling of the Kuramoto model on the complete graph is strictly smaller than that of its counterpart on a complete bipartite graph. The data also suggest-though we do not have proof to show this-that in each case the value of the critical coupling tends to a limit as the number of oscillators tends to infinity with the limit depending on the ratio of m and n. As regards the first observation, on the critical coupling of a complete graph being smaller than that of its complete bipartite counterpart, we remark that as it is, the comparison is not entirely fair. The reason is that the normalization constant in the bipartite system (5)- (6) scales with the total number of oscillators (n + m), and not with the number of neighbours (n or m), as it does in the case of a complete graph (where the ratio between the two tends to one as n + m tends to infinity). To ensure a fair comparison we consider the modified complete bipartite system given below, where, consistent with the Kuramoto model on a complete graph, the normalization constant is directly proportional to the number of neighbours.
Computing the critical coupling for this system turns out to be equivalent to solving the familiar system of equations When we compare the critical coupling of this system ( Figure 11 ) with that of the original system ( Figure 10 ) we observe that: (a) the values of the critical coupling of the modified system are closer to that of the corresponding complete system than the values of the original system are, yet the critical coupling of the complete system is still significantly smaller in all cases; (b) as was the case for the original system, the data suggests that the values of the critical coupling of the modified system tend to a limit as the size of the system tends to infinity. Here however, the limit appears to be independent of the ratio of m and n. 
Figure 10: The figure shows the values of the critical coupling of the complete bipartite graphs K 2i,4i (blue square), K 2i,3i (red circle), and K 3i,4i (yellow diamond) along with that of the corresponding complete graphs K 6i (blue square), K 5i (red circle) and K 7i (yellow diamond) for selected values of i. K 3i,4i Figure 11 : The same as Figure 10 , but the data in this figure apply to the modified bipartite system (67)-(68) rather than the original system (5)- (6) . Note the difference in scale.
Conclusion
In this paper, we have derived new results on the critical coupling of the Kuramoto model for the case of a complete bipartite graph. In particular, we have shown that the value of the critical coupling can be obtained exactly by solving a system of two nonlinear equations that do not depend on the coupling coefficient. We showed that the said system of equations can be solved using efficient numerical techniques and we proposed an algorithm based on the same. Using this algorithm we were able to investigate numerically the relation between the critical coupling of a complete bipartite graph and the critical coupling of the associated complete graph for networks with large numbers of nodes (oscillators). After renormalization of the coupling strength, we found that the critical coupling of the complete graph is significantly smaller than that of the bipartite graph. We also found that the critical coupling of the appropriately renormalized bipartite graph tends to a limit as the number of oscillators tend to infinity. The numerical results suggest that this limit is independent of the ratio of the number of oscillators in each partition, but further analysis is required to show that this is indeed the case. cos(x * j )) 2 ; (69)
we rewrite A ii and C ii as
This shows that, under the hypotheses of the proposition all diagonal entries of A and C are non-zero. If we define the non-singular diagonal matrix D = diag(cos(x * 1 ), . . . , cos(x * m+n−1 )), then J(y * ) is non-singular if and only if S = D −1 J(y * ) is non-singular. We shall show that S is non-singular by contradiction. Suppose there is some non-zero vector z ∈ R m+n−1 with Sz = 0. Then by inspection the components of z must satisfy:
where a = − 
