We perform analytical and numerical studies of scaling relations of earthquakes and partition of elastic strain energy between seismic and aseismic components using a thermodynamically based continuum damage model. Brittle instabilities occur in the model at critical damage level associated with loss of convexity of the strain energy function. A new procedure is developed for calculating stress drop and plastic strain in regions sustaining brittle instabilities. The formulation connects the damage rheology parameters with dynamic friction of simpler frameworks, and the plastic strain accumulation is governed by a procedure that is equivalent to Drucker-Prager plasticity. The numerical simulations use variable boundary forces proportional to the slip-deficit between the assumed far field plate motion and displacement of the boundary nodes. These boundary conditions account for the evolution of elastic properties and plastic strain in the model region. 3-D simulations of earthquakes in a model with a large strike-slip fault produce scaling relations between the scalar seismic potency, rupture area, and stress drop values that are in good agreement with observations and other theoretical studies. The area and potency of the simulated earthquakes generally follow a linear log-log relation with a slope of 2/3, and are associated with stress drop values between 1 and 10 MPa. A parameter-space study shows that the area-potency scaling is shifted to higher stress drops in simulations with parameters corresponding to lower dynamic friction, more efficient healing, and higher degree of seismic coupling.
I N T RO D U C T I O N
The brittle portion of the Earth lithosphere is 'damaged' in the sense that any macroscopic rock volume in that layer contains an internal distribution of joints and faults. These fractures have in general complex geometries with intersections, stopovers, bends and many other deviations from planarity. The material around such geometrical complexities is subjected to large stress concentrations, which necessarily lead during continuing deformation to the evolution of the elastic properties and geometry of the actively deforming regions. The evolving material and geometrical properties should be taken into account in quantitative analysis of earthquakes in large spatiotemporal domains, containing several moderate and large faults and earthquake cycles. Building on earlier works, Lyakhovsky et al. (1997a Lyakhovsky et al. ( , 2001a , Ben-Zion et al. (1999) , Ben-Zion & Lyakhovsky (2002 and Hamiel et al. (2004) developed a thermodynamically based continuum damage rheology framework for coupled evolution of earthquakes and faults, and used it to study various aspects of seismicity patterns including properties of large earthquake cycles, frequency-size statistics, accelerated seismic release and aftershocks.
Our previous studies of seismicity patterns with the damage rheology model adopted the simplifying assumption that during brittle instability the local deviatoric stress drops to zero. In terms of frictional frameworks, this assumption corresponds to a zero value of the dynamic friction. In this work, we generalize the damage model to include during brittle instability a drop of the local deviatoric stress to a finite value corresponding to non-zero dynamic friction. The plastic strain in zones sustaining brittle instability is computed with a procedure that is mathematically equivalent to the Drucker-Prager plasticity model (Drucker & Prager 1952) . We also generalize the boundary conditions to account for the evolution during simulations of elastic properties in the region under consideration. Calculations with the generalized model produce, for ranges of parameters, scaling relations between seismic potency, failure area and stress drop that are compatible with seismological observations. The partitions between seismic and aseismic deformation in various 3-D simulations agree generally with the analytical results of .
In the next section we review the main aspects of the damage rheology model and provide a background for this work. In Section 3, we present a new mathematical procedure for calculating irreversible strain accumulation during brittle instabilities. In Section 4, we discuss the set-up of the 3-D numerical model and the general boundary conditions. Results based on the numerical simulations are presented in Sections 5 and 6. A discussion of the results in relation to earthquake quantities and evolution of fault zone structures is given in Section 7.
A V I S C O E L A S T I C D A M A G E R H E O L O G Y M O D E L
The damage rheology we use (Lyakhovsky & Myasnikov 1984 , 1985 Lyakhovsky et al. 1997a,b; Hamiel et al. 2004; ) accounts for the following three general aspects of brittle rock deformation:
1. Mechanical aspects. The effective elastic moduli of a cracked solid depend on a scalar variable, termed material damage, representing the local microcrack density.
2. Kinetic aspects. The damage evolves as a function of the ongoing deformation, leading to degradation and recovery of the effective elastic moduli and accumulation of inelastic strain beyond the purely elastic regime.
3. Dynamical aspects. Macroscopic instability at a critical level of damage.
The theoretical developments of the damage rheology are done within a framework of continuum mechanics and irreversible thermodynamics (e.g. Onsager 1931; Prigogine 1955; deGroot & Mazur 1962; Sedov 1968; Malvern 1969; Ziegler 1983; Kachanov 1986; Rabotnov 1988) . The results are applicable to volumes with a sufficiently large number of cracks that allow quantitative description through properties of the crack distribution rather than those of the individual cracks. Discrete models of damage associated with fibre bundles or other discrete elements can lead to similar results in the limit of a large number of elements (e.g. Krajcinovic 1996; Newman & Phoenix 2001; Turcotte et al. 2003) . The thermodynamically based two-phase model for compaction and damage of Bercovici et al. (2001) , and accounts for viscous rock deformation but leaves out elasticity. That model was successfully applied to study shear localization and plate boundary formation, but is not appropriate for analysis of brittle failures in the seismogenic zone where elastic deformation plays the dominant role. Ben-Zion et al. (1999) , Lyakhovsky et al. (2001a) and Ben-Zion & Lyakhovsky (2002) used the 2-D thin-sheet approximation to develop a self-consistent physical framework for calculating the simultaneous evolution of earthquakes, fault structures and associated deformation fields in a seismogenic crust governed by damage rheology of Lyakhovsky et al. (1977a,b) . The framework was extended by to a fully 3-D structure consisting of a brittle upper crust governed by damage rheology and ductile viscoelastic substrate. In the following sections we provide additional developments to the 3-D model and use the improved framework to study basic scaling relations of earthquakes. Lyakhovsky et al. (1997b) modelled the mechanical effects of an existing crack population (damage) by generalizing the elastic strain energy function of a deforming solid to the form
where I 1 = ε kk and I 2 = ε i j ε i j are the first and second invariants of the elastic strain tensor ε i j , λ and μ are the Lamé parameters of linear Hookean elasticity, and γ is a third modulus for a damaged solid. The result was obtained using the self-consistent formulation of Budiansky & O'Connell (1976) for non-interacting cracks that dilate and contract in response to tension and compression. The obtained potential form is the simplest mathematical expression (e.g. for the elastic strain energy that generalizes the classical potential to a nonanalytical second-order function of two strain invariants I 1 and I 2 . Changes in the effective elastic moduli under stress reversal in a four-point beam test (Weinberger et al. 1994) , rock dilation due to deviatoric stresses (Hamiel et al. 2005 ) and other rock mechanics experiments (Lyakhovsky et al. , 1997b confirm the applicability of the non-linear stress-strain relations derived from the potential (1). The kinetic aspects of the damage rheology model are accounted for by making the moduli λ, μ and γ functions of an evolving damage state variable 0 ≤ α ≤ 1. Agnon & Lyakhovsky (1995) assumed for simplicity that the moduli μ and γ are linear functions of α and the modulus λ is constant. Later analysis of laboratory acoustic emission and stress-strain data (Hamiel et al. 2004) showed that the quality of data fitting may be improved assuming a power law relation between α and the elastic moduli. Hamiel et al. (2004 Hamiel et al. ( , 2006 demonstrated that the model with a power-law accounts for a transition from stable to unstable fracturing, strength evolution and the Kaizer effect. However, assuming constant λ and using linear relations of μ and γ to α still provides a good approximation for conditions of the seismogenic zone.
Using the balance equations of energy and entropy, the entropy production density is represented as a product of a thermodynamic flux (dα/dt) and a thermodynamic force (∂U/∂α). Onsager (1931) theoretically generalized empirical laws established by Fourier, Ohm, Fick and Navier, and proposed linear relations between thermodynamic forces and fluxes (see review by Martyushev & Seleznev 2006) . For small deviations from equilibrium, the Onzager principle can be obtained from the maximum entropy production principle, or maximum dissipation rate of mechanical energy, or the Mises principle (e.g. Ziegler 1983; Martyushev & Seleznev 2006) . Adopting the Onsager principle, our equation of damage evolution has the form (Lyakhovsky et al. 1997a) 
where the positive kinetic function of state variables C leads to a non-negative local entropy production related to damage evolution during both material degradation and recovery. The transition from damage accumulation to healing is controlled by the value of the strain invariant ratio ξ = I 1 √ I 2 , which appears often in the equations of our damage model. The value ξ = ξ 0 controls the transition from healing to damage accumulation. Lyakhovsky et al. (1997a) related the ξ 0 value to the internal friction of intact rock, and estimated ξ 0 = −0.8 for rock with internal friction f = 0.6 and Poisson ratio ν = 0.25. Lyakhovsky et al. (1997a) suggested that C = C d /γ m is a material constant for damage increase (degradation) at ξ > ξ 0 , where γ m is the maximum value of the third modulus in (1) discussed further below. They estimated the C d value to vary from 0.5 to 5 s −1 for different rocks tested at relatively high confining pressures and room temperature. However, Lyakhovsky et al. (2005) showed that the damage model with a constant C significantly overestimates the strength of Westerly granite at low confining pressures. They suggested a pressure-dependent relation that varies exponentially with a characteristic scale of 50 MPa, indicating that for simulations of fracture processes at depth larger than about 3-5 km, C d may be taken as a constant. The recovery of elastic moduli at ξ < ξ 0 is associated with healing of microcracks and is favoured by high confining pressure, low shear stress and high temperature. Motivated by the observed logarithmic increase (e.g. Dieterich 1978 Dieterich , 1979 of the static coefficient of friction with time, Lyakhovsky et al. (1997a) suggested a damage-dependent function for the kinetics of healing of the form C(α) = C 1 exp(α/C 2 )/γ m . Lyakhovsky et al. (2005) showed that the damage model with the exponential healing in the kinetic eq. (2) reproduces the key observed features of rate-and state-dependent friction, and constrained the damage healing parameters C 1 , C 2 based on the laboratory data of Dieterich (1978 Dieterich ( , 1979 and Linker & Dieterich (1992) . They approximated the C 2 value by the ratio C 2 ∼ b/f between the parameter b of the friction experiments and the steady-state friction coefficient f . Since b ∼ 1-5 × 10 −2 and f ∼ 0.6-0.8, the estimated C 2 value falls between 10 −1 and 10 −2 . The value of the coefficient C 1 strongly depends on the value of the coefficient C 2 , the compaction strain as a result of the imposed loading, and the increase rate of the static coefficient of friction. Hence, the C 1 value is not well constrained and may vary by several orders of magnitude from C 1 ∼ 10 −12 s −1 up to 10 −6 s −1 . Fig. 1 shows the expected material healing for C 1 = 10 −10 s −1 , three different values C 2 = 0.03, 0.05, 0.07 and 200 MPa lithostatic pressure corresponding to about 7-8 km depth. The material recovery is very fast at the initial stage of healing, but the damage remains relatively high (α > 0.5) during hundreds of years for high value of C 2 = 0.07. Lower C 2 values lead to more efficient overall healing. During 300 yr the damage decreases to α = 0.35 and 0.2 for C 2 = 0.05 and 0.03, respectively. Accounting for the form of the kinetic coefficients discussed above, and assuming λ = const. and linear relations between μ, γ and α, the equation for damage evolution (2) becomes
In most of the simulations done in this work (Sections 5 and 6) we use C d = 5 s −1 , C 1 = 10 −10 s −1 , and C 2 = 0.05. We also illustrate the sensitivity of the model results to more efficient (C 2 = 0.07) and less efficient (C 2 = 0.03) healing.
As the damage variable α increases, the modulus γ increases from 0 for a damage-free Hookean solid to γ m (α = 1), defined in Section 3 by normalization of the damage variable. The damage increase also leads to decreasing shear modulus μ, increasing Poisson ratio ν, and amplification of the non-linearity of rock elasticity. The process of damage increase becomes unstable with the loss of convexity of the potential (1), leading to macroscopic brittle instability at a critical level of damage. The dynamic stress drop during the brittle instability produces rapid reduction of the elastic strain and increase of plastic deformation that corresponds to slip in simpler models with planar faults. The conditions for loss of convexity and equations describing the process of a macroscopic failure are discussed in the next section.
Comparisons between theoretical predictions and observed deformation and acoustic emission from laboratory experiments in granites and sandstones led Hamiel et al. (2004) to incorporate a gradual accumulation of a damage-related irreversible deformation. This gradual inelastic strain, ε v i j , starts to accumulate with the onset of acoustic emission and the rate of its accumulation is assumed to be proportional to the rate of damage increase:
where C v is a material constant and τ i j = σ i j − σ kk δ i j /3 is the deviatoric stress tensor. The compliance or inverse of viscosity (C v dα/dt) relates the deviatoric stress to the rate of irreversible strain accumulation. Following Maxwell viscoelastic rheology, the total strain tensor, ε tot i j , is assumed to be a sum of the elastic strain tensor and the irreversible viscous component of deformation, that is, ε
This assumption means that the total irreversible strain accumulated during the loading should be proportional to the overall damage increase in the rock sample. The time scale of the damage-related irreversible strain accumulation is proportional to the time scale of damage accumulation (related to the coefficient connected the rate of irreversible strain accumulation with partitioning between seismic and aseismic deformation in the seismogenic zone, and showed that the fraction of elastic strain released seismically, referred to as the seismic coupling coefficient χ, can be estimated as
Analyses of results obtained in rock strength experiments indicate (Hamiel et al. 2004 (Hamiel et al. , 2006 ) that granite samples have R = 0.3-0.6, corresponding to seismic coupling 60 per cent < χ < 80 per cent, while Berea sandstone accumulates more irreversible strain and is associated with R = 1.4 and χ = 42 per cent.
L O S S O F C O N V E X I T Y A N D M A C RO S C O P I C FA I L U R E
Two mathematically different conditions can be utilized for analysing the macroscopic stability of solid under deformation. The first is convexity of the elastic strain energy, which is necessary for the existence of a unique solution of the static problem (e.g. Ekland & Temam 1976) . This criterion was adopted and expanded by Hill, Thomas, Mandel, Trusdell and others in the framework of plasticity theory (e.g. Bazant & Cedolin 1991) . The second is a change of the elasto-dynamic equation to ellipticity (e.g. Rudnicki & Rice 
Here e i = ε i / √ I 2 is a normalized value of the deformation along the principal axis 'i'.
1975). These two conditions are not always identical, especially for non-linear elasticity (e.g. Schreyer & Neilsen 1996a,b) . The first condition is a stronger one and convexity may be lost prior to the transition to ellipticity, especially in the case of a system constrained by rigid boundary conditions. In models governed by slip-weakening or rate-and statedependent friction laws, the occurrence of instability requires that the rate of weakening is larger than the rate of stress reduction (stiffness of the system) on a slipping patch (e.g. Rice 1980; Ben-Zion 2003) . Similarly to the loss of convexity, the existence of frictional weakening is a necessary but not a sufficient condition for instability. In detailed frictional models, the transition from aseismic slip to dynamic rupture occurs when the slipping area reaches a critical 'nucleation' size for which the rate of stress reduction is equal to the rate of weakening. In the limit case of static-kinetic friction, adopted in our present treatment of the instability process, the critical nucleation size goes to zero and material weakening becomes a sufficient condition for slip instability. For this reason we use here the condition for convexity loss to indicate the onset of material instability.
The maximum possible value of the damage parameter α for a given strain tensor ε ij is defined by the requirement of convexity of the elastic energy U given by (1). This condition implies positivity of all the eigenvalues of the Hessian matrix (∂ 2 U/∂ε i j ε kl ), providing a canonical base in the mathematical space of elastic deformations (ε 11 , ε 22 , ε 33 , ε 12 , ε 13 , ε 23 ). The Hessian matrix components in the coordinate system of the principal axes are given in Table 1 . Lyakhovsky et al. (1997a) found two different conditions for positivity of the three eigenvalues of the Hessian matrix in the coordinate system of the principal strain axes. The condition for the first eignvalue is:
while the condition for the second and third eigenvalues is given by the quadratic equation,
The roots of this equation are positive if
Fig . 2 shows the dependence of the critical damage on the strain invariant ratio (ξ = I 1 √ I 2 ) for λ 0 = μ 0 . The condition (7) is realized first for ξ ≥ ξ 0 and prescribes a scale for γ m , denoting the maximum value of γ , using ξ = ξ 0 and α = 1. The condition (6) implies the vanishing of the effective shear modulus and is realized for relatively high positive values of ξ typical for tensile stresses. For characteristic depths of a seismogenic zone, the positive damage evolution (damage accumulation path in Fig. 2) , which starts at ξ = ξ 0 , is expected to meet first the condition (7) corresponding to frictional sliding on a surface. The grey region denotes schematically a correction for the reduction of the critical level of damage for the propagation of rupture instability by a dynamic weakening factor .
To understand the physical meaning of condition (7) it is useful to examine the constitutive stress-strain relations for the stress tensor σ ij , obtained by differentiation of the elastic energy (1):
Using the stress-strain relation (8), Lyakhovsky et al. (1993) connected the stress invariant ratio J 1 / √ J 2 with the strain invariant ratio: the deviatoric stress tensor. These definitions preserve the traditional notations of the damage rheology and theory of plasticity. Fig. 3 shows the relation between the effective residual or dynamic coefficient of friction after failure and the strain invariant ratio for several values of the damage parameter α = 0.8, 0.9, 1. The conversion from the stress invariant ratio to the effective static coefficient of friction was discussed by Agnon & Lyakhovsky (1995) . The maximum value marked on each line corresponds to conditions (6) and (7) of the convexity loss at a given α-value. The capshape of the curves in Fig. 3 indicates that the coefficient of friction decreases with increasing shear strain (larger ξ ) leading to unstable sliding. This condition is similar to velocity-weakening regime in the rate-state frictional framework (e.g. Ben-Zion 2003). We assume that with the onset of sliding the damage variable increases instantaneously to α = 1, and thus the negative slope of the relation between coefficient of friction and ξ leads to dynamic rupture. The dynamic stress drop associated with brittle instability produces a reduction of the elastic strain in a rapid process (not analysed in detail here) and related increase of plastic deformation. The dynamic slip is arrested and post-failure material healing starts when the strain invariant ratio is reduced to a dynamic value ξ d (Figs 2 and 3) corresponding to a stable regime (− √ 3 ≤ ξ d ≤ ξ 0 ). Similarly to models assuming constant dynamic friction during simulated seismic events (e.g. Ben-Zion & Rice 1993; Ben-Zion 1996; Zöller et al. 2006) , we define a constant ξ d value using a weight factor, w, as a model parameter: Fig. 4 illustrates the relation between the dynamic friction and the weight factor for the range 0 < w < 1. Using eq. (9), the condition for macroscopic stability may be rewritten as a yielding condition relating the stress invariants for a given α and ξ values:
where Y (σ ij ) is the yielding function. For positive values of the yielding function [Y (σ ij ) ≥ 0] the system is unstable and plastic strain is accumulated. This mathematical formulation of the problem is equivalent to the classical Drucker-Prager model (Drucker & Prager 1952) , which generalizes the classical Coulomb yield condition for a cohesionless material (e.g. Collins & Houlsby 1997; Hill 1998) . According to the Mises principle, the incremental plastic strain tensor, dε p i j , accumulated during plastic flow should provide a maximum dissipation rate of the mechanical energy. This may be achieved by adopting the associated plasticity law of Drucker (1949) . The connection between the Drucker's associated plasticity law and the Mises principle was widely discussed in context of thermo-mechanical principles of continua (e.g. Prager 1959; Mosolov & Myasnikov 1965 Ziegler 1983; Collins & Houlsby 1997; Collins 2005) . The associated plasticity law of Drucker (1949) formulated in terms of the incremental stress change, dσ ij , implies (e.g. Washizu 1982 ) that dσ ij is proportional to the gradient ∂Y /∂σ i j of the yielding surface:
where dσ e i j is incremental elastic stress corresponding to the increment of the total strain dε ij through the stress-strain relations (8) and
The relation between the material hardening parameter h of (12) and df is derived from the yielding stress condition dY = 0. Using the derivatives ∂Y/∂σ i j :
and
lead to an equation for the h value
Substituting (13), (14) and (15) back into (12) yields:
Eq. 16 describes the local stress drop in a failed element, where one of the conditions for convexity loss (eqs 6 and 7) is met and the damage rheology parameters ξ and α change their values, from those corresponding to the onset of the instability to ξ = ξ d and α = 1 along the path schematically shown in Fig. 2 . The overall local stress drop and sensitivity of the scaling relation between the potency of the simulated seismic event and the rupture area is discussed in Section 5.
3 -D F R A M E W O R K F O R N U M E R I C A L S I M U L AT I O N S
To simulate results relevant to earthquakes and crustal faults, we use the damage rheology in a 3-D regional model ( 
where ε e i j is elastic strain related to the stress tensor through (8), ε i i j denotes the damage-related inelastic strain with accumulation rate calculated using (4), and ε d i j represents ductile strain. The latter may be generated by a variety of mechanisms including dislocation creep, solid-state diffusion, and solution-diffusion-precipitation processes (e.g. Kohlstedt et al. 1995) . The ductile strain in the sedimentary layer is governed by Newtonian viscosity with a coefficient η = 10 22 Pa s. The ductile strain in the lower crust and upper mantle are governed by the well-known power-law relation between the shear stress τ and the strain rateε (e.g. Weertman 1978) :
The parameters A and n are empirical constants, Q is activation energy, V * is activation volume, P is pressure, T is temperature and R is the gas constant. The material constants A = 6.31 × 10 −20
Pa
−n s −1 , n = 3.05 and Q = 276 kJ mol −1 for a creep law of the diabase (Carter & Tsenn 1987) are used for the ductile flow of the lower crust. These flow parameters may slightly vary according to the composition of the continental crust (e.g. Strehlau & Meissner 1987) . Hirth & Kohlstedt (2003) discussed different mechanisms and experimentally based rheological parameters relevant for the ductile flow in the upper mantle. Molnar & Jones (2004) discussed a test for the average viscosity of the mantle lithosphere for a continental region, and suggested that the rheological parameters of wet olivine reported by Hirth & Kohlstedt (1996 favour flow laws. For relatively low pressures corresponding to depths less than 100 km, the PV * term in (18) is negligible. The simulations incorporate a depth-dependent temperature gradient of 20
• C km −1 , corresponding to a typical heat flow value about 60 mW m −2 for the continental lithosphere (e.g. Turcotte & Schubert 2002) .
The stress in the model volume under consideration is governed by the lithostatic pressure, mass density, elastic moduli and tectonic loading corresponding to steady plate motion far from the model region. Numerical modelling of the evolving seismicity and fault patterns in the model region requires specification of appropriate boundary conditions. The condition of constant plate motion at infinity is usually replaced for a finite size model by either constant and uniform fault-parallel velocity, or constant and uniform force. Zeller & Pollard (1992) modelled a single 2-D fracture using both displacement and force boundary conditions. Comparing the numerical and analytical results, they concluded that displacement boundary conditions can introduce significant errors. Lyakhovsky et al. (2001a) showed that these seemingly equivalent boundary conditions generate very different velocity and stress distributions during the interseismic period. Ben-Zion & Lyakhovsky (2002) used a constant force condition to analyse the deformation preceding large earthquakes. They obtained a 1-D analytical powerlaw time-to-failure relation for accelerating seismic release leading to system-size events. These and similar results of Turcotte et al. (2003) are consistent with observed seismic activation before some large earthquakes. For the relaxation process in a region following the occurrence of a large event, Ben-Zion & Lyakhovsky (2006) used a constant total strain boundary condition. Simplifying the governing equations, they obtained a 1-D analytical solution for aftershock rates following the modified Omori law. The analytical solutions of Ben-Zion & Lyakhovsky (2002 were accompanied by 3-D numerical simulations to clarify the conditions for which accelerated seismic release does or does not occur, and factors controlling the aftershocks productivity and rate of aftershocks decay.
The results discussed above indicate that neither constant velocity nor constant force boundary conditions are appropriate for long-term simulations aiming to study the evolution of earthquakes and faults over many large earthquake cycles. The boundary conditions should be updated during simulations to account for the evolution of the elastic properties within a simulated volume, as done with the hybrid FEM/BEM algorithm (e.g. Zienkiewicz et al. 1977; Brady & Wassyng 1981; Beer 1983; Beer & Watson 1992; Jing & Hudson 2002) and previous 2-D simulations with the damage model used for analysis of fracture scaling (Lyakhovsky 2001) . To perform long-term simulations with appropriate boundary conditions at the edges of a finite-size region, we use variable boundary forces proportional to a stiffness of virtual springs multiplied by the mismatch (slip-deficit) between the far field plate motion and displacement of the boundary nodes (Fig. 6) . These boundary conditions are equivalent to a constant force in the limit of very large mismatch between the plate motion and the boundary nodes displacement. In the limit of very large spring stiffness, the applied boundary conditions become equivalent to constant velocity conditions. For intermediate cases, the evolving forces at the boundary nodes model the elastic response of the surrounding rock to the evolution of elastic properties and seismic events within the simulated domain.
The numerical simulations employ the Fast Lagrangian Analysis of Continua (FLAC) algorithm (Cundall & Board 1988; Cundall 1989; Poliakov et al. 1993; Ilchev & Lyakhovsky 2001; Lyakhovsky et al. 2001b) . The simulations are done with tetrahedral elements of variable sizes that increase gradually from about 1 km in the seismogenic zone to about 5 km in the ductile region. Finzi et al. (2006) compared the surface deformation associated with a systemsize event to analytical solutions and FEM numerical simulations incorporating viscoelastic rheology (e.g. Savage & Prescott 1978; Johnson & Segall 2004) . The results validate the use of the 3-D FLAC-based code with the adjustable boundary conditions for fault evolution studies. 
S C A L I N G B E T W E E N E A RT H Q UA K E P O T E N C Y A N D RU P T U R E A R E A
One of the most striking scaling relations for moderate to large earthquakes is the linear relation between the logarithm of rupture area and logarithm of the scalar seismic moment or potency. The seismic potency tensor is defined by the integral (Ben-Zion 2003) of the accumulated plastic strain, ε p i j , over the volume sustaining brittle earthquake deformation
The seismic moment tensor is given from the potency tensor by M i j = c i jkl P kl , where c ijkl is the tensor of elastic moduli at the source. However, as discussed by Ben-Zion (2001 , and simulated in this paper and our previous related works, the elastic moduli at the source vary rapidly (and are hence ambiguously defined) in the space-time windows associated with earthquakes. In addition, the moduli in the earthquake source regions do not affect the seismic radiation in the surrounding elastic solid and can thus be assigned arbitrarily (e.g. Heaton & Heaton 1989; Ben-Zion 1989; Ampuero & Dahlen 2005) . For these reasons we discuss results associated with the seismic potency rather than the more commonly used moment. Kanamori & Anderson (1975) provided theoretical basis of some empirical relations in seismology and connected the seismic moment with the rupture area and stress drop. Using their results with constant shear modulus (μ) and constant stress drop ( σ ), the relation between the scalar seismic potency (P) and rupture area (S) is expressed as: Kanamori & Anderson (1975) analysed the moment-area scaling for interplate earthquakes with surface magnitude M S > 5.8, for which both area and moment are accurately determined, and obtained a good fit for σ = 3 MPa. All the data points presented in their Fig. 2 align well with a small scatter between the lines corresponding to stress drops in the range σ = 1-10 MPa. The theoretically predicted linear log-log scaling (20) with a slope of 3/2 was confirmed by analysis of source parameters for strong historical earthquakes (Wells & Coppersmith 1994) , as well as synthetic earthquake catalogues in models with planar faults (e.g. Ben-Zion & Rice 1993; Hillers et al. 2007) . The stress drops of most simulated earthquakes in a planar fault model with heterogeneous rate-and state-dependent friction properties also fall within 1 and 10 MPa (Hillers et al. 2007) .
The model of Ben-Zion & Rice (1993) for a segmented strike-slip fault zone in a 3-D elastic half-space produces a log-log potencyarea scaling with a slope of 3/2 for large earthquakes and a slope of 1 for small events. Their model realization with uncorrelated random property variation along the fault leads to a widening of the potency-area relation especially for weak seismicity. Ben-Zion & Zhu (2002) examined the potency-magnitude scaling of small to moderate earthquakes in southern California recorded by deep borehole and broadband instruments. The observations show a change from a slope of about 1 for earthquakes with local magnitude M L < 3.5 to a slope of about 3/2 for earthquakes with M L > 5.5. The results may be explained in terms of a transition from a limiting scaling P 0 ∝ S for small events propagating in a fractal-like stress field (Fisher et al. 1997 ) to a limiting scaling P 0 ∝ S 3/2 for crack-like large events (Kanamori & Anderson 1975) .
In the following we analyse the scaling between simulated values of earthquake potency and rupture area generated by our damage rheology model in a prescribed narrow fault zone in the regional lithospheric model of Fig. 5 . A brittle failure at any fault location may lead to rupture propagation within the considered narrow fault zone. The damage evolution outside the prescribed fault zone is suppressed in these simulations. The calculations employ a quasi-dynamic procedure associated with a reduction (grey zone in Fig. 2 ) of the critical value of the damage variable at all elements of the model during the rupture process to a dynamic level α d (BenZion & Lyakhovsky 2006):
where τ r is a material property controlling the weakening during the rupture propagation. This quasi-dynamic correction to the critical value of the damage variable is schematically shown in Fig. 2 as a grey zone. The damage failure threshold reverts everywhere to the static value α c , defined by conditions (6) and (7), when the rupture stops propagating. The potency tensor of the simulated events is calculated using (19), where the integration covers all the elements in which damage achieved critical value during the seismic event.
The scalar potency of the simulated earthquake is then calculated as:
The equivalent area S e of the isometric tetrahedral grid element, with side length a and volume V e , is calculated using the geometrical relation:
Figs 7-9 give detailed results of model simulations implementing the stress-drop procedure discussed in Section 3 and boundary conditions discussed in Section 4 for various sets of rheological parameters. The results are in good agreement with the observations of Kanamori & Anderson (1975) and Wells & Coppersmith (1994) , and the simulations of Ben-Zion & Rice (1993) and Hillers et al. (2007) for moderate and large events. Points with the same colour represent earthquakes simulated with a fixed set of model parameters. Such points generally follow the lines calculated using (20) for σ = 1, 3 and 10 MPa; however, for some cases they fall outside the region bounded by those lines. The potency-area scaling relation can be shifted to larger or smaller values of the stress drop as a function of the damage parameters.
One of the key parameters controlling the local stress drop is the dynamic strain invariant ratio ξ d , calculated using the weight factor (10) and related to the effective residual or dynamic friction (Fig. 4) . Small w-values correspond to large dynamic friction and relatively small stress drop. Reduced dynamic friction for larger wvalues leads to a higher stress drop, expressed by a shifting of the potency-area scaling to the right. This is confirmed by a series of simulations with w = 0.05, 0.1, 0.2 and 0.3 (grey region in Fig. 4 ) and all the other model parameters the same (Fig. 7) . The dynamic coefficient of friction (Fig. 4) is predicted to decrease only slightly with a change of the weight factor from 0.05 to 0.1. Accordingly, the potency-area scaling results for such cases (green and blue dots in Fig. 7 ) remain about the same, with only a small shift to the right for w = 0.1. The shift in the scaling results is much more significant for larger w-values (red and pink dots in Fig. 7 ), corresponding to a reduction of the dynamic friction up to 10 per cent for w = 0.3. The upper limit (w = 1, not shown here) with zero dynamic friction corresponds to a full local stress drop leaving only the volumetric component. This simplified stress-drop algorithm, adopted in our previous model realizations (Ben-Zion et al. 1999; Lyakhovsky et al. 2001a; Ben-Zion & Lyakhovsky 2002 , underestimates the area of seismic events with a given potency. The simulations of Fig. 7 demonstrate that the potency-area scaling of the simulated events is sensitive to the weight factor. With fixed values of other model parameters, discussed further below, w = 0.1 produces potency-area scaling and stress drops compatible with the theoretical and observational results of Kanamori & Anderson (1975) , Ben-Zion & Rice (1993) , Wells & Coppersmith (1994) and Hillers et al. (2007) .
The potency-area scaling is affected by the rheological parameters controlling the rate of damage healing and seismic coupling expressed through the R-value. The sensitivity to other model parameters controlling the onset of damage, kinetic of damage accumulation and dynamic weakening is very weak and is not shown. Following the propagation and arrest of brittle instabilities, the strength of a ruptured fault zone begins to recover with time (Fig. 1) . The continuing load produced by the far field motion leads at some stage to a reversal of the damage kinetics from healing to weakening, and evolution towards the next seismic event which may rupture a stronger or weaker fault zone. The rate of damage healing directly affects the local stress drops during events, and hence shifts the potencyarea scaling (Fig. 8) . In the case of less efficient healing and weak fault zone (green dots in Fig. 8 ) the scaling relation follows the line corresponding to σ = 1 MPa. In contrast, the scaling relation for efficient healing (red dots in Fig. 8 ) and strong fault zone follow the line corresponding to σ = 10 MPa.
The stress drop is also reduced in fault zones with low seismic coupling χ given by eq. (5) or high R-values (Fig. 9) . Enhanced accumulation of aseismic strain significantly reduces the seismic component of deformation and leads to smaller stress drops. The simulated scaling is shifted to the left (lower stress drop) for R changing from 0.1 (green dots in Fig. 9 ) to 1 (red dots in Fig. 9 ). Using the synthetic seismic catalogue, the average seismic slip may be calculated by multiplying the earthquake potency with the 100 km length of the fault zone and 20 km depth of the seismogenic zone. The coloured dots in Fig. 10 show the calculated seismic slip during 2500 yr of model runs with different R-values, while the coloured lines give the expected seismic slip calculated using eq. (5). The black line corresponds to the total slip associated with the imposed remote plate motion of 10 mm yr −1 . Every model run produces long-term oscillations between undershoot and overshoot responses associated with seismic quiescence and clustered seismic activity (Ben-Zion et al. 1999) . In the long periods of low seismic activity, the model accumulates slip deficit. In the short periods of high clustered activity, the simulated seismic slip becomes larger than the predicted seismic slip, and sometimes also larger than the remote plate motion. However, the average seismic slip over thousands of years including many large earthquake cycles, calculated using the simulated values of earthquake potency, fits well the expected seismic slip calculated with the equation of the seismic coupling The area-potency relation for the simulated earthquakes may depend on the model boundary conditions, especially for events reaching close to the boundaries. Fig. 11 demonstrates the effects of the stiffness of the virtual springs used to implement the boundary conditions. Most of the simulated events in models with stiffness values in the range St = 10 3 −10 6 MPa (coloured dots in Fig. 11 ) have very similar potency-area values. However, some events in the models with St = 10 3 MPa (red dots) and St = 10 4 MPa (green dots) have potency values several orders of magnitude larger then those predicted by eq. (20). System-size events, with rupture areas crossing the model boundaries, may produce significant boundary displacement if the stiffness of the virtual springs is relatively low. In such cases the slip is extended 'virtually' outside the simulated volume, but the model calculates only the area located inside the simulated domain. Therefore, the areas of these events are underestimated and the area-potency relation falls far from the expected relation. This effect disappears when the stiffness of the virtual springs increases to St = 10 5 MPa (blue dots) or St = 10 6 MPa (yellow dots).
D I S C U S S I O N
We use a 3-D rheologically layered model of the lithosphere incorporating a thermodynamically based continuum rheology to study scaling relations of earthquakes and partition of elastic strain energy between seismic and aseismic components. Previous works have shown that the damage rheology model accounts for fundamental aspects of brittle rock deformation including subcritical microcrack growth from early stages of the loading, material degradation, and macroscopic brittle failure. In our previous studies of seismicity patterns we adopted the simplifying assumption that during brittle instabilities the local deviatoric stress drops to zero. This leads to an underestimation of the area of seismic events with a given potency. In this work, we develop a new mathematical formulation for calculating the local stress drop in failed zone where the damage achieved a critical value. The new algorithm utilizes the DruckerPrager elasto-plastic behaviour for failed elements. The parameters of the yielding function are connected with dynamic friction of simpler models with planar faults.
A parameter-space study of the damage rheology parameters for a model with a single strike-slip fault (Fig. 5) demonstrates a good agreement between the scaling of rupture area and seismic potency values in simulated events and the theoretical relation of Kanamori & Anderson (1975) . Most of the events (blue dots in Figs 7-9), simulated using model parameters w = 0.1, C 1 = 10 −10 s −1 , C 2 = 0.05, R = 0.3, fall within the area bounded by the green and blue lines corresponding to stress drops of 1 and 10 MPa. The results generally align with the red line for σ = 3 MPa calculated using the log-log scaling relation (20) with a slope of 2/3. The slope of the potency-area scaling remains the same (S ∝ P 2/3 0 ) for simulated earthquakes with different sets of model parameters, but the results shift to lines associated with other stress drop values depending on the model parameters. Similarly to the results of Ben-Zion & Rice (1993) , the scaling for small events has a large scatter and is not well constrained. The weight factor w, introduced in (10) to define the dynamic strain invariant ratio ξ d , is the key parameter controlling the stress drop during the simulated seismic event. With increase of the w-value from zero to one, the dynamic friction decreases (Fig. 4) and the stress drop values increase.
Model parameters governing the damage evolution and loading conditions also affect the stress drop values. The healing parameters, C 1 , C 2 , control the level of damage that remains after the long interseismic periods. An efficient healing process leads to fast material recovery or strong fault zones with low damage values. In such cases the onsets of new brittle instabilities occur at higher stresses. In contrast, cases with low healing rates produce weak fault zones that sustain repeated failures at lower stress values. The gradual accumulation of irreversible strain, following the onset of damage and preceding the brittle instability (eq. 4), releases partially the elastic stress and reduces the stress drops during seismic events. However, this process leads only to small shifts of the potency-area scaling to lower stress drop values. The partition between seismic and aseismic deformation components is governed by the damage parameter R, associated with the ratio of the timescale for damage increase and timescale for viscous relaxation. Results of 3-D simulations demonstrate (Fig. 10) The numerical simulations employ a modification of the previously developed code based on the FLAC algorithm. Variable boundary forces applied to the model edges are proportional to the slip-deficit between the far-field motion and displacement of the boundary nodes. These conditions account for the evolution of elastic properties and plastic strain accumulation in the model region, in contrast to the constant velocity or constant stress conditions used in traditional numerical models. The modified boundary conditions account for stress accumulation and strain-rate decrease during the interseismic periods, when the fault is locked, as well as abrupt stress reduction at the model boundary during seismic events. The potency-area scaling for most simulated events is not sensitive to the stiffness of the virtual springs used in the implementation of the boundary conditions (Fig. 11 ). Virtual springs with stiffness above 10 5 MPa eliminate artefacts associated with large events that reach the model boundaries (Fig. 11) . Finzi et al. (2006) obtained a good agreement between surface deformation associated with systemsize events generated by our model with such stiffness of virtual springs, and analytical solutions and FEM numerical simulations with viscoelastic rheology (e.g. Savage & Prescott 1978; Johnson & Segall 2004) . The developments discussed in this paper provide an improved framework for studying the evolution of fault zone structures and the related seismic and aseismic deformation fields.
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