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GLOBAL SPHERICALLY SYMMETRIC CLASSICAL SOLUTION TO
COMPRESSIBLE NAVIER-STOKES EQUATIONS WITH LARGE
INITIAL DATA AND VACUUM
SHIJIN DING∗, HUANYAO WEN∗† , LEI YAO‡ , AND CHANGJIANG ZHU§
Abstract. In the paper, we obtain a result on the existence and uniqueness of global spherically
symmetric classical solutions to the compressible isentropic Navier-Stokes equations with vacuum in
a bounded domain or exterior domain Ω of Rn(n ≥ 2). Here, the initial data could be large. Besides,
the regularities of the solutions are better than those obtained in [4, 5, 6]. The analysis is based on
some new mathematical techniques and some new useful energy estimates. This is an extensive work
of [4, 5, 6], where the global radially symmetric strong solutions, the local classical solutions in 3D
and the global classical solutions in 1D were obtained, respectively. This paper can be viewed as the
first result on the existence of global classical solutions with large initial data and vacuum in higher
dimension.
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1. Introduction. In this paper, we consider the initial-boundary value problem
of compressible isentropic Navier-Stokes equations in a bounded domain or exterior
domain Ω of Rn(n ≥ 2):{
ρt +∇ · (ρu) = 0, ρ ≥ 0,
(ρu)t +∇ · (ρu⊗ u) +∇P (ρ) = µ△u+ (µ+ λ)∇(∇ · u) + ρf ,
(1.1)
for (x, t) ∈ Ω× (0,+∞), where
Ω = {x∣∣a < |x| < b}, 0 < a < b ≤ ∞, f(x, t) = f(|x|, t) x|x| ,
ρ and u = (u1, u2, · · · , un) denote the density and the velocity respectively; P (ρ) =
Kργ , for some constants γ > 1 and K > 0, is the pressure function; f is the external
force; the viscosity coefficients µ and λ satisfy the natural physical restrictions: µ > 0
and 2µ+ nλ ≥ 0.
We consider the initial condition:
(ρ, u)
∣∣
t=0
= (ρ0, u0) in Ω, (1.2)
and the boundary condition:
u(x, t)→ 0, as |x| → a or b, for t ≥ 0, (1.3)
where
ρ0(x) = ρ0(|x|), u0(x) = u0(|x|) x|x| .
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We are looking for a spherically symmetric classical solution (ρ,u):
ρ(x, t) = ρ(r, t), u(x, t) = u(r, t)
x
r
,
where r = |x|, and (ρ, u)(r, t) satisfiesρt + (ρu)r +m
ρu
r
= 0, ρ ≥ 0,
(ρu)t + (ρu
2)r +m
ρu2
r
+ Pr = ν(ur +m
u
r
)r + ρf,
(1.4)
for (r, t) ∈ (a, b)× (0,∞), with the initial condition:
(ρ(r, t), u(r, t))
∣∣
t=0
= (ρ0(r), u0(r)) in I, (1.5)
and the boundary condition:
u(r, t)→ 0, as r → a or b, for t ≥ 0, (1.6)
where m = n− 1, ν = 2µ+ λ ≥ 2(n−1)
n
µ > 0 and I = [a, b].
Let’s review some previous work in this direction. When the viscosity coefficient
µ is constant, the local classical solution of non-isentropic Navier-Stokes equations
in Ho¨lder spaces was obtained by Tani in [20] with ρ0 being positive and essentially
bounded. Using delicate energy methods in Sobolev spaces, Matsumura and Nishida
showed in [17, 18] that the existence of the global classical solution provided that the
initial data was small in some sense and away from vacuum. There are also some
results about the existence of global strong solution to the Navier-Stokes equations
with constant viscosity coefficient when ρ0 > 0, refer for instance to [1, 15] for the
isentropic flow. Jiang in [12] proved the global existence of spherically symmetric
smooth solutions in Ho¨lder spaces to the equations of a viscous polytropic ideal gas
in the domain exterior to a ball in Rn (n = 2 or 3) when ρ0 > 0. For general initial
data, Kawohl in [14] got the global classical solution with ρ0 > 0 and the viscosity
coefficient µ = µ(ρ) satisfying
0 < µ0 ≤ µ(ρ) ≤ µ1, for ρ ≥ 0,
where µ0 and µ1 are constants. Indeed, such a condition includes the case µ(ρ) ≡const.
In the presence of vacuum, Lions in [16] used the weak convergence method to
show the existence of global weak solution to the Navier-Stokes equations for isentropic
flow with general initial data and γ ≥ 95 in three dimensional space. Later, the
restriction on γ was relaxed by Feireisl, et al [9] to γ > 32 . Unfortunately, this
assumption excludes for example the interesting case γ = 1.4 (air, et al). Jiang
and Zhang relaxed the condition to γ > 1 in [13] when they considered the global
spherically symmetric weak solution. It worths mentioning a result due to Hoff in
[11], who showed the existence of weak solutions for the case γ = 1 with ρ0 being
positive and essentially bounded.
There were few results about strong solution when the initial density may vanish
until Salvi and Stras˘kraba in [19], where Ω is a bounded domain, P = P (·) ∈ C2[0,∞),
ρ0 ∈ H2, u0 ∈ H10
⋂
H2, and satisfied the compatibility condition:
Lu0(x)−∇P (ρ0)(x) = √ρ0g, for g ∈ L2, (1.7)
where L := µ∆+ (µ+ λ)∇div is the Lame´ operator.
COMPRESSIBLE NAVIER-STOKES EQUATIONS 3
Afterwards, Cho, Choe and Kim in [2, 3, 4] established some local and global
existence results about strong solution in bounded or unbounded domain with initial
data different from [19] still satisfying (1.7). Particularly, Choe and Kim in [4] showed
the radially symmetric strong solution existed globally in time for γ ≥ 2 in annular
domain. As it is pointed out in [4] that the results have been proved only for annular
domain and cannot be extended to a ball Ω = BR = {x ∈ Rn : |x| < R < ∞},
because of a counter-example of Weigant [21]. Precisely, for 1 < γ < 1 + 1
n−1 ,
Weigant constructed a radially symmetric strong solution (ρ,u) in BR × [0, 1) such
that ‖ρ(·, t)‖L∞(BR) → ∞ as t → 1−. A recent paper [8] written by Fan, Jiang and
Ni improved the result in [4] to the case γ ≥ 1.
The local classical solution was obtained by Cho and Kim in [5] when the initial
density may vanish and satisfying the following compatibility conditions:
Lu0(x)−∇P (ρ0)(x) = ρ0[g1(x)− f(x, 0)], (1.8)
for x ∈ Ω, g1 ∈ D10 and
√
ρ0g1 ∈ L2. Recently, we used some new estimates to get
a unique globally classical solution ρ ∈ C1([0,∞);H3) and u ∈ H1loc([0,∞);H3) to
one dimensional compressible Navier-Stokes equations in a bounded domain when the
initial density may vanish, cf. [6]. It worths mentioning that Xin in [22] showed that
the smooth solution (ρ, u) ∈ C1([0,∞);H3(R1)) to the Cauchy problem must blow
up when the initial density is of nontrivial compact support.
Since the system (1.4) have the one dimensional feature, the results in [6] are
possible to be obtained here. Moreover, we get higher regularities of the solutions
to system (1.4). This causes some new challenges compared with [6], which will be
handled by some new estimates.
This paper can be viewed to be the first result on global classical solutions with
large initial data and vacuum in higher dimension.
Notations:
(1) QT = I × [0, T ], Q˜T = Ω× [0, T ] for T > 0.
(2) For p ≥ 1, Lp = Lp(Ω) denotes the Lp space with the norm ‖ · ‖Lp . For k ≥ 1
and p ≥ 1, W k,p = W k,p(Ω) denotes the Sobolev space, whose norm is denoted as
‖ · ‖Wk,p ; Hk = W k,2(Ω).
(3) For an integer k ≥ 0 and 0 < α < 1, let Ck+α(Ω) denote the Schauder space
of function on Ω, whose kth order derivative is Ho¨lder continuous with exponent α,
with the norm ‖ · ‖Ck+α .
(4) For an integer k ≥ 0, denote
Hkr = H
k
r (I) ,
{
u
∣∣∣ k∑
i=0
∫
I
rm|∂iru|2 <∞
}
,
with the norm
‖ · ‖Hkr =
(
k∑
i=0
∫
I
rm|∂iru|2
) 1
2
,
L2r = H
0
r .
(5) Dk,p =
{
v ∈ L1loc(Ω)
∣∣‖∇kv‖Lp <∞}, Dk = Dk,2.
(6) D10 = D
1,2
0 is the closure of C
∞
0 (Ω) in D
1,2.
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Our main results are stated as follows.
Theorem 1.1. Assume that ρ0 ≥ 0 satisfies ρ0 ∈ L1∩H2, ργ0 ∈ H2, u0 ∈ D3∩D10
and f ∈ C([0,∞);H1), ft ∈ L2loc([0,∞);L2), and the initial data ρ0, u0 satisfy the
compatible condition (1.8) with g1(x) = g1(r)
x
r
. Then for any T > 0, there exists a
unique global classical solution (ρ,u) to (1.1)-(1.3) satisfying
(ρ, ργ) ∈ C([0, T ];H2), ρ ≥ 0, u ∈ C([0, T ];D3 ∩D10), ut ∈ L∞([0, T ];D10) ∩ L2([0, T ];D2).
Remark 1.1. (i) Note that if Ω is bounded and locally Lipschitzian, then Dk,p =
W k,p. See [10] for the proof.
(ii) By Sobolev embedding theorems, we have
Hk(I) →֒ Ck− 12 (I), for k = 1, 2, 3,
this together with the regularities of (ρ, u) give
(ρ, ργ) ∈ C([0, T ];C1+ 12 (I)), u ∈ C([0, T ];C2+ 12 (I)).
Since (ρ(x, t),u(x, t)) = (ρ(r, t), u(r, t)x
r
), we get
(ρ, ργ) ∈ C([0, T ];C1+ 12 (Ω)), u ∈ C([0, T ];C2+ 12 (Ω)),
which means (ρ,u) is the classical solution to (1.1)-(1.3).
Theorem 1.2. Consider the same assumptions as in Theorem 1.1, and in addi-
tion assume that ρ0 ∈ H5, ργ0 ∈ H5, ∇(
√
ρ0) ∈ L∞, √ρ0∇2g1 ∈ L2, ρ0∇3g1 ∈ L2,
u0 ∈ D5, f ∈ C([0,∞);H3) ∩ L2loc([0,∞);H4), ft ∈ C([0,∞);H1) ∩ L2loc([0,∞);H2)
and ftt ∈ L2loc([0,∞);L2). Then the regularities of the solution obtained in Theorem
1.1 can be improved as follows:
(ρ, ργ) ∈ C([0, T ];H5), u ∈ L∞([0, T ];D10 ∩D5) ∩ L2([0, T ];D6),
ut ∈ L∞([0, T ];D10) ∩ L2([0, T ];D3), (
√
ρ∇2ut, ρ∇3ut) ∈ L∞([0, T ];L2).
The rest of the paper is organized as follows. In Section 2, we prove Theorem 1.1.
In Section 3, we prove Theorem 1.2 by giving some estimates similar to [6] and some
new estimates, such as Lemma 3.6, Lemma 3.7 and Lemma 3.8.
The constants ν and K play no role in the analysis, so we assume ν = K = 1
without loss of generality.
2. Proof of Theorem 1.1. In this section, we get a unique global classical
solution to (1.4)-(1.6) with initial density ρ0 ≥ δ > 0 and b < ∞ by some a priori
estimates globally in time based on the local solution. Moreover, the estimates are
independent of b and δ. Next, we construct a sequence of approximate solutions to
(1.4)-(1.6) under the assumption ρ0 ≥ δ > 0. We obtain the global classical solution
to (1.4)-(1.6) for ρ0 ≥ 0 and b <∞ after taking the limits δ → 0. Based on the global
classical solution for the case of b <∞, where the estimates are uniform for b, we can
get the solution in the exterior domain by using similar arguments as in [3].
In the section, we denote by “c” the generic constant depending on a, ‖ρ0‖H2 ,
‖ργ0‖H2 , ‖u0‖D10 , ‖u0‖D3 , T and some other known constants but independent of δ
and b.
Before proving Theorem 1.1, we give the following auxiliary theorem.
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Theorem 2.1. Consider the same assumptions as in Theorem 1.1, and in addi-
tion assume that ρ0 ≥ δ > 0 and b < ∞. Then for any T > 0, there exists a unique
global classical solution (ρ, u) to (1.4)-(1.6) satisfying
ρ ∈ C([0, T ];H2(I)), ρ ≥ δ
c
, utt ∈ L2([0, T ];L2(I)),
u ∈ C([0, T ];H3(I) ∩H10 (I)), ut ∈ C([0, T ];H10 (I)) ∩ L2([0, T ];H2(I)).
The local solution in Theorem 2.1 can be obtained by the successive approximations
as in [3, 5], we omit it here for simplicity. The regularities guarantee the uniqueness
(refer for instance to [2, 3]). Based on it, Theorem 2.1 can be proved by some a priori
estimates globally in time.
For T ∈ (0,+∞), let (ρ, u) be the classical solution of (1.4)-(1.6) as in Theorem
2.1. Then we have the following estimates (cf. [4] and [8]):
Lemma 2.1. For any 0 ≤ t ≤ T , it holds that
‖(ρ, ργ)‖H2r + ‖(ρt, (ργ)t)‖H1r +
∫ T
0
‖(ρtt, (ργ)tt)‖2L2r ≤ c, ρ ≥
δ
c
,
and∫
I
(rmρu2t + r
mu2rr + r
mu2r + r
m−2u2) +
∫
QT
(rmu2rt + r
m−2u2t + r
mu2rrr) ≤ c,
where ‖(h1, h2)‖X = ‖h1‖X + ‖h2‖X , for some Banach space X, and hi ∈ X, i=1,2.
Remark 2.1. (i) For the estimates about ργ, since ρ and ργ satisfy the linear
transport equations: ρt + u · ∇ρ + ρ∇ · u = 0 and (ργ)t + u · ∇(ργ) + γργ∇ · u = 0
respectively, then by using the similar arguments as that of Lemma 3.6 in [4], we get
d
dt
{∫
Ω
|∇2ρ|2 +
∫
Ω
|∇2(ργ)|2
}
≤ c‖∇u(·, t)‖H1
(‖∇ρ(·, t)‖2H1 + ‖∇(ργ)(·, t)‖2H1)
+c
(‖∇2G(·, t)‖L2 + ‖∇2(ργ)(·, t)‖L2) (‖∇2ρ(·, t)‖L2 + ‖∇2(ργ)(·, t)‖L2)
≤ c (‖∇ρ(·, t)‖2H1 + ‖∇(ργ)(·, t)‖2H1 + ‖G(·, t)‖2H2) ,
where G = ν∇ · u − ργ is the effective viscous flux; we have used the estimates
‖u(·, t)‖D1
0
≤ c, ‖u(·, t)‖D2 ≤ c and ‖ρ(·, t)‖H1 ≤ c in [4]. Since ‖G(·, t)‖H2 ∈
L2(0, T ) given in [4], hence, an application of the Gronwall inequality gives
‖(ρ, ργ)(·, t)‖H2 ≤ c, (∗)
where we have used the following Sobolev inequalities for radially symmetric functions
defined in Ω′ = {x ∈ Rn; |x| > a > 0}: ‖∇ρ‖L∞ ≤ c‖∇ρ‖H1 , ‖∇u‖L∞ ≤ c‖∇u‖H1 .
From (∗) and a direct calculation, we get
‖(ρ, ργ)‖H2r ≤ c.
(ii) For the case a ≥ 0 and γ different from that in [21], it is interesting to
investigate the existence of global spherically symmetric strong solutions or spherically
symmetric classical solutions. We leave it as a forthcoming paper.
Lemma 2.2. For any 0 ≤ t ≤ T , it holds∫
I
(rmu2rt + r
m−2u2t ) +
∫
QT
rmρu2tt ≤ c.
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Proof. From (1.4), we get
ρut + ρuur + (ρ
γ)r =
(
ur +
mu
r
)
r
+ ρf. (2.1)
Differentiating (2.1) with respect to t, we have
ρutt+ρtut+ρtuur+ρutur+ρuurt+(ρ
γ)rt = urrt+mr
−2(rurt−ut)+ρtf+ρft. (2.2)
Multiplying (2.2) by rmutt, integrating over I, and using integration by parts, Lemma
2.1 and Cauchy inequality, we have∫
I
rmρu2tt +
1
2
d
dt
∫
I
(rmu2rt +mr
m−2u2t )
=
∫
I
rm(ρtf + ρft)utt −
∫
I
rm[ρtut + ρtuur + ρutur + ρuurt + (ρ
γ)rt]utt
≤ −
∫
I
rmρtututt −
∫
I
rm(ρtuur − ρtf)utt + c
∫
I
rmρu2t +
1
2
∫
I
rmρu2tt + c
∫
I
rmu2rt
−
∫
I
rm(ργ)rtutt + c
∫
I
rmf2t ,
where we have used Lemma 2.1 and the following inequality found in [4]:
sup
a≤r≤b
|u(r, t)| ≤ c
[∫
I
(rmu2r +mr
m−2u2)(r, t)dr
] 1
2
, for u(a, t) = 0, (2.3)
and the one-dimensional Sobolev inequality:
sup
a≤r≤b
|ϕ(r)| ≤ c‖ϕ‖H1(I). (2.4)
Thus
1
2
∫
I
rmρu2tt +
1
2
d
dt
∫
I
(rmu2rt +mr
m−2u2t )
≤ −
∫
I
rmρtututt −
∫
I
rm(ρtuur − ρtf)utt −
∫
I
rm(ργ)rtutt + c
∫
I
rmu2rt + c
∫
I
rmf2t + c
= − d
dt
∫
I
[
1
2
rmρtu
2
t + r
m(ρtuur − ρtf)ut
]
+
1
2
∫
I
rmρttu
2
t
+
∫
I
rm(ρttuur + ρtutur + ρtuurt − ρttf − ρtft)ut −
∫
I
rm(ργ)rtutt + c
∫
I
rmu2rt
+c
∫
I
rmf2t + c
≤ − d
dt
∫
I
[
1
2
rmρtu
2
t + r
m(ρtuur − ρtf)ut
]
− 1
2
∫
I
(rmρu)rtu
2
t + c‖ut‖L∞
∫
I
rm(ρ2tt + u
2u2r)
+c‖ut‖2L∞
∫
I
rm(ρ2t + u
2
r) + c‖ut‖L∞
(∫
I
rmρ2t
) 1
2
(∫
I
rmu2rt
) 1
2
+‖ut‖L∞
∫
I
rm(ρ2tt + f
2 + ρ2t + f
2
t )−
∫
I
rm(ργ)rtutt + c
∫
I
rmu2rt + c
∫
I
rmf2t + c,
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where we have used (1.4)1, (2.3), Cauchy inequality, Ho¨lder inequality and Lemma 2.1.
Using (2.3), Cauchy inequality, Lemma 2.1 again, along with (2.4) and integration by
parts, we further obtain
1
2
∫
I
rmρu2tt +
1
2
d
dt
∫
I
(rmu2rt +mr
m−2u2t )
≤ − d
dt
∫
I
[
1
2
rmρtu
2
t + r
m(ρtuur − ρtf)ut
]
+
∫
I
rm(ρut + ρtu)uturt
+c
[∫
I
(rmu2rt +mr
m−2u2t )
] 1
2
[∫
I
rm(ρ2tt + f
2 + f2t ) + 1
]
+ c
∫
I
(rmu2rt +mr
m−2u2t )
−
∫
I
rm(ργ)rtutt + c
∫
I
rmf2t + c
≤ − d
dt
∫
I
[
1
2
rmρtu
2
t + r
m(ρtuur − ρtf)ut
]
+ c
∫
I
rm(ρ2u4t + ρ
2
tu
2u2t )
+c
∫
I
(rmu2rt +mr
m−2u2t )
[∫
I
rm(ρ2tt + f
2
t ) + 1
]
−
∫
I
rm(ργ)rtutt + c
∫
I
rm(ρ2tt + f
2
t ) + c
≤ − d
dt
∫
I
[
1
2
rmρtu
2
t + r
m(ρtuur − ρtf)ut
]
+ c‖ut‖2L∞
(∫
I
rmρu2t +
∫
I
rmρ2t
)
+c
∫
I
(rmu2rt +mr
m−2u2t )
[∫
I
rm(ρ2tt + f
2
t ) + 1
]
−
∫
I
rm(ργ)rtutt + c
∫
I
rm(ρ2tt + f
2
t ) + c
≤ − d
dt
∫
I
[
1
2
rmρtu
2
t + r
m(ρtuur − ρtf)ut
]
+ c
∫
I
(rmu2rt +mr
m−2u2t )
[∫
I
rm(ρ2tt + f
2
t ) + 1
]
−
∫
I
rm(ργ)rtutt + c
∫
I
rm(ρ2tt + f
2
t ) + c.
Integrating the above inequality over (0, t), we have
1
2
∫ t
0
∫
I
rmρu2tt +
1
2
∫
I
(rmu2rt +mr
m−2u2t )
≤ −
∫
I
[
1
2
rmρtu
2
t + r
m(ρtuur − ρtf)ut
]
+ c
∫ t
0
∫
I
(rmu2rt +mr
m−2u2t )
[∫
I
rm(ρ2tt + f
2
t ) + 1
]
−
∫ t
0
∫
I
rm(ργ)rtutt + c
≤
∫
I
1
2
(rmρu)ru
2
t + c‖ut‖L∞ + c
∫ t
0
∫
I
(rmu2rt +mr
m−2u2t )
∫
I
rm(ρ2tt + f
2
t )
−
∫ t
0
∫
I
rm(ργ)rtutt + c,
where we have used (1.4)1, (1.8), (2.3), Lemma 2.1, Cauchy inequality and the fol-
lowing equalities: ∫
I
(rmu2rt +mr
m−2u2t )|t=0 = c
∫
Ω
|∇ut|2|t=0,
ut|t=0 = ρ0−1 (Lu0 + ρ0f(0)−∇P (ρ0)− ρ0u0 · ∇u0)
= g1 − u0 · ∇u0 ∈ D10.
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Using integration by parts, (2.3), (2.4), Ho¨lder inequality, Cauchy inequality and
Lemma 2.1, we obtain
1
2
∫ t
0
∫
I
rmρu2tt +
1
2
∫
I
(rmu2rt +mr
m−2u2t )
≤ −
∫
I
rmρuuturt + c
[∫
I
(rmu2rt +mr
m−2u2t )
] 1
2
+ c
∫ t
0
∫
I
(rmu2rt +mr
m−2u2t )
∫
I
rm(ρ2tt + f
2
t )
−
∫ t
0
∫
I
rm(ργ)rtutt + c
≤ 1
4
∫
I
(rmu2rt +mr
m−2u2t ) + c
∫ t
0
∫
I
(rmu2rt +mr
m−2u2t )
∫
I
rm(ρ2tt + f
2
t )−
∫ t
0
∫
I
rm(ργ)rtutt + c.
Therefore,∫ t
0
∫
I
rmρu2tt +
1
2
∫
I
(rmu2rt +mr
m−2u2t )
≤ c
∫ t
0
∫
I
(rmu2rt +mr
m−2u2t )
∫
I
rm(ρ2tt + f
2
t )−
∫ t
0
∫
I
rm(ργ)rtutt + c. (∗1)
We shall handle the second integral of the right hand side of the above inequality.
Using integration by parts twice formally (firstly with respect to t and then with
respect to r), we have
−
∫ t
0
∫
I
rm(ργ)rtutt = −
∫
I
rm(ργ)rtut +
∫
I
rm(ργ)rtut
∣∣
t=0
+
∫ t
0
∫
I
rm(ργ)rttut
≤
∫
I
rm(ργ)turt +m
∫
I
rm−1(ργ)tut −
∫ t
0
∫
I
rm(ργ)tturt
−m
∫ t
0
∫
I
rm−1(ργ)ttut + c
≤ 1
4
∫
I
(rmu2rt +mr
m−2u2t ) + c. (∗2)
Rigorously, this process can be done by the usual method (mollification+taking lim-
its). More precisely, we can take place of (ργ)t by Jǫ ∗ (ργ)t, and then take limits
ǫ → 0+, where Jǫ(·) = 1ǫJ( ·ǫ ); J(·) is the usual mollifier in R1; (ργ)t is an extension
of (ργ)t w.r.t. t, defined as follows
(ργ)t =

(ργ)t(0), if t ∈ [−1, 0],
(ργ)t(t), if t ∈ [0, T ],
(ργ)t(T ), if t ∈ [T, T + 1].
Substituting (∗2) into (∗1), and using Gronwall inequality, we get∫
QT
rmρu2tt +
∫
I
(rmu2rt + r
m−2u2t ) ≤ c.
The proof of Lemma 2.2 is complete. 
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Lemma 2.3. For any 0 ≤ t ≤ T , it holds∫
I
rmu2rrr ≤ c.
Proof. Differentiating (2.1) with respect to r, we get
urrr = ρrut + ρurt + ρruur + ρu
2
r + ρuurr + (ρ
γ)rr − murr
r
+
2m(rur − u)
r3
− ρrf − ρfr.
(2.5)
By (2.5), (2.3), (2.4) and Lemma 2.1, we obtain∫
I
rmu2rrr ≤ c
∫
I
(rmu2rt +mr
m−2u2t ) + c
∫
I
rm|(ργ)rr|2 + c
∫
I
rm(f2 + f2r ) + c
≤ c.
The proof of Lemma 2.3 is complete. 
Lemma 2.4. For any 0 ≤ t ≤ T , it holds∫
I
rm(ρ2tt + |(ργ)tt|2) +
∫
QT
rmu2rrt ≤ c.
Proof. By (2.2), (2.3), (2.4), Lemma 2.1 and Lemma 2.2, we get∫
QT
rmu2rrt ≤ c
∫
QT
rmρ2tu
2
t + c
∫
QT
rmρ2u2tt + c
∫
QT
rmρ2tu
2u2r + c
∫
QT
rmρ2u2tu
2
r
+c
∫
QT
rmρ2u2u2rt + c
∫
QT
rm|(ργ)rt|2 + c
∫
QT
(rmu2rt +mr
m−2u2t )
+c
∫
QT
rm(ρ2tf
2 + ρ2f2t )
≤ c.
Multiplying (1.4)1 by γρ
γ−1,we get
(ργ)t + γρ
γur + (ρ
γ)ru+mγr
−1ργu = 0. (2.6)
(1.4)1, (2.3), (2.4), (2.6), Lemma 2.1 and Lemma 2.2 imply∫
I
rm(ρ2tt + |(ργ)tt|2) ≤ c.
This proves Lemma 2.4. 
To sum up, we get
‖(ρ, ργ)‖H2r + ‖(ρt, (ργ)t)‖H1r + ‖(ρtt, (ργ)tt)‖L2r ≤ c, ρ ≥
δ
c
, (2.7)
and
∫
I
rm(u2rt + r
−2u2t + u
2
rrr + u
2
rr + u
2
r + r
−2u2) +
∫
QT
rm(ρu2tt + u
2
rrt) ≤ c, (2.8)
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By (2.7) and (2.8), we complete the proof of Theorem 2.1. 
Proof of Theorem 1.1:
Let b <∞, and denote ρδ0 = ρ0 + δ, for δ ∈ (0, 1), we have
ρδ0 → ρ0, in H2(I), (2.9)
(ρδ0)
γ → ργ0 , in H2(I). (2.10)
Let uδ0 be the unique solution to the equation:(
uδ0r +
muδ0
r
)
r
− [(ρδ0)γ ]r = ρδ0[g1 − f(0)], in I, (2.11)
for uδ0|∂I = 0. (1.8) implies
(u0r +
mu0
r
)r − [(ρ0)γ ]r = ρ0[g1 − f(0)], in I, (2.12)
for u0|∂I = 0.
From (2.9)-(2.12) and the standard elliptic estimates, we obtain
uδ0 → u0, in H3(I), as δ → 0. (2.13)
Consider (1.4)-(1.6) with initial-boundary data replaced by
(ρδ, uδ)|t=0 = (ρδ0, uδ0), in I,
and
uδ|∂I = 0, for t ≥ 0.
Then we get a unique solution (ρδ, uδ) for each δ > 0 by Theorem 2.1.
Following the estimates in the proofs of Theorem 2.1, we can also get (2.7) and
(2.8) with (ρ, u) replaced by (ρδ, uδ). Since b < ∞ and a > 0, it follows from (2.7)
and (2.8) that
‖(ρδ, (ρδ)γ)‖H2(I) + ‖(ρδt , ((ρδ)γ)t)‖H1(I) + ‖(ρδtt, ((ρδ)γ)tt)‖L2(I) ≤ c, (2.14)
and
ρδ ≥ δ
c
, ‖uδt‖H1(I) + ‖uδ‖H3(I) +
∫
QT
(ρδ|uδtt|2 + |uδrrt|2) ≤ c(b). (2.15)
Based on the estimates in (2.14) and (2.15), we get a solution (ρ, u) to (1.4)-(1.6)
after taking the limit δ → 0 (take the subsequence if necessary), satisfying
(ρ, ργ) ∈ L∞([0, T ];H2(I)), (ρt, (ργ)t) ∈ L∞([0, T ];H1(I)),
(ρtt, (ρ
γ)tt) ∈ L∞([0, T ];L2(I)), ρ ≥ 0, (ρut)t ∈ L2([0, T ];L2(I)),
u ∈ L∞([0, T ];H3(I) ∩H10 (I)), ut ∈ L∞([0, T ];H10 (I)) ∩ L2([0, T ];H2(I)).
(2.16)
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Since u ∈ L∞([0, T ];H3(I)) and ut ∈ L∞([0, T ];H10 (I)), then we get u ∈ C([0, T ];H2(I))
(refer to [7]). By (1.4)1, (2.6) and similar arguments as in [4, 5], we get
ρ ∈ C([0, T ];H2(I)), ρt ∈ C([0, T ];H1(I)), (2.17)
and
ργ ∈ C([0, T ];H2(I)), (ργ)t ∈ C([0, T ];H1(I)). (2.18)
Denote G = (ur +
mu
r
− ργ)r + ρf . By (2.1) and (2.16), we have
G = ρut + ρuur ∈ L2([0, T ];H2(I)),
Gt = (ρut + ρuur)t ∈ L2([0, T ];L2(I)).
By the embedding theorem ([7]), we haveG ∈ C([0, T ];H1(I)). Since ρf ∈ C([0, T ];H1(I)),
we get (
ur +
mu
r
− ργ
)
r
∈ C([0, T ];H1(I)).
This means
ur +
mu
r
− ργ ∈ C([0, T ];H2(I)). (2.19)
By (2.18) and (2.19), we get
ur +
mu
r
∈ C([0, T ];H2).
This together with u ∈ C([0, T ];H2(I)) implies
u ∈ C([0, T ];H3(I)). (2.20)
(1.4)2, (2.17), (2.18) and (2.20) give
(ρu)t ∈ C([0, T ];H1(I)). (2.21)
Denote
ρ(x, t) = ρ(r, t), u(x, t) = u(r, t)
x
r
. (2.22)
It follows from (2.16)-(2.18) and (2.20)-(2.22), we complete the proof of Theorem 1.1
for b < ∞. For b = ∞, we can use the similar methods as in [3] together with the
estimates (2.7) and (2.8) uniform for b to get it. We omit details here for simplicity.

3. Proof of Theorem 1.2. Similar to the proof of Theorem 1.1, we need the
following auxiliary theorem.
Theorem 3.1. Consider the same assumptions as in Theorem 1.2, and in addi-
tion assume that ρ0 ≥ δ > 0 and b < ∞. Then for any T > 0, there exists a unique
global classical solution (ρ, u) to (1.4)-(1.6) satisfying
ρ ∈ C([0, T ];H5(I)), ρ ≥ δ
c
, u ∈ C([0, T ];H5(I) ∩H10 (I)) ∩ L2([0, T ];H6(I)),
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ut ∈ C([0, T ];H3(I) ∩H10 (I)) ∩ L2([0, T ];H4(I)),
utt ∈ C([0, T ];H10 (I)) ∩ L2([0, T ];H2(I)), uttt ∈ L2([0, T ];L2(I)).
The proof of local existence of the solutions as in Theorem 3.1 can be done by the
successive approximations as in [5] and references therein, together with the estimates
in Section 3 for higher order derivatives of the solutions. We omit it here for brevity.
Therefore, Theorem 3.1 can be proved by some a priori estimates globally in time.
Since (2.7) and (2.8) are also valid here, we need some other a priori estimates about
higher order derivatives of (ρ, u). The generic positive constant c may depend on the
initial data presented in Theorem 1.2 and other known constants but independent of
δ and b.
Lemma 3.1. For any 0 ≤ t ≤ T , it holds∫
I
rm[ρ2rrr + ρ
2
rrt + |(ργ)rrr|2 + |(ργ)rrt|2] +
∫
QT
rm[ρ2rtt + |(ργ)rtt|2 + u2rrrr] ≤ c.
Proof. Taking derivative of order three on both sides of (1.4)1 with respect to r,
multiplying it by rmρrrr, and integrating by parts over I, we have
1
2
d
dt
∫
I
rmρ2rrr =
∫
I
rmρrrr
[
−mr−1ρurrr − 3mr−1ρrurr − 3mr−1ρrrur + 3mρurr
r2
−6mρur
r3
−mr−1ρrrru+ 3mρrru
r2
+
6mρrur
r2
− 6mρru
r3
+
6mρu
r4
− 4ρrrrur − 6ρrrurr
−4ρrurrr
]
+
1
2
∫
I
rmρ2rrrur +
1
2
∫
I
mrm−1ρ2rrru−
∫
I
rmρρrrrurrrr.
By Sobolev inequality, (2.3), (2.4) (2.7), (2.8) and Cauchy inequality, we get
d
dt
∫
I
rmρ2rrr ≤ c
∫
I
rmρ2rrr + c
∫
I
rmu2rrrr + c. (3.1)
Similarly to (3.1), we get from (2.6)
d
dt
∫
I
rm|(ργ)rrr|2 ≤ c
∫
I
rm|(ργ)rrr|2 + c
∫
I
rmu2rrrr + c. (3.2)
By (3.1) and (3.2), we have
d
dt
∫
I
rm(ρ2rrr + |(ργ)rrr|2) ≤ c
∫
I
rm(ρ2rrr + |(ργ)rrr|2) + c
∫
I
rmu2rrrr + c. (3.3)
Differentiating (2.5) with respect to r, we have
urrrr = ρrrut + 2ρrurt + ρurrt + (ρruur + ρu
2
r + ρuurr)r + (ρ
γ)rrr −mr−1urrr
+3mr−2urr − 6mr−3ur + 6mu
r4
− ρrrf − 2ρrfr − ρfrr. (3.4)
From (3.4), (2.3), (2.4), (2.7) and (2.8), we obtain∫
I
rmu2rrrr ≤ c
∫
I
rm|(ργ)rrr|2 + c
∫
I
rmρu2rrt + c
∫
I
rmf2rr + c. (3.5)
By (3.3), (3.5), (2.4) and (2.7), we get
d
dt
∫
I
rm(ρ2rrr + |(ργ)rrr|2) ≤ c
∫
I
rm(ρ2rrr + |(ργ)rrr|2) + c
∫
I
rmu2rrt + c
∫
I
rmf2rr + c.
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By Gronwall inequality and (2.8), we obtain∫
I
rm(ρ2rrr + |(ργ)rrr|2) ≤ c. (3.6)
It follows from (1.4)1, (2.3), (2.4), (2.6), (2.7), (2.8), (3.5) and (3.6) that∫
I
rm[ρ2rrt + |(ργ)rrt|2] +
∫
QT
rm[ρ2rtt + |(ργ)rtt|2 + u2rrrr] ≤ c.
The proof of Lemma 3.1 is complete. 
Lemma 3.2. For any T > 0, we have
‖(√ρ)r‖L∞(QT ) + ‖(
√
ρ)t‖L∞(QT ) ≤ c.
Proof. Multiplying (1.4)1 by
1
2
√
ρ
, we have
(
√
ρ)t +
mr−1
2
√
ρu+
1
2
√
ρur + (
√
ρ)ru = 0. (3.7)
Differentiating (3.7) with respect to r, we get
(
√
ρ)rt+
mr−1
2
(
√
ρ)ru+
mr−1
2
√
ρur −
m
√
ρu
2r2
+
3
2
(
√
ρ)rur +
1
2
√
ρurr +(
√
ρ)rru = 0.
Denote h = (
√
ρ)r, we have
ht + hru+ h(
mr−1
2
u+
3
2
ur) +
mr−1
2
√
ρur −
m
√
ρu
2r2
+
1
2
√
ρurr = 0,
which implies
d
dt
{
h exp
[∫ t
0
(
mr−1
2
u+
3
2
ur)(r(τ, y), τ)dτ
]}
= −
(
mr−1
√
ρur
2
− m
√
ρu
2r2
+
√
ρurr
2
)
× exp
[∫ t
0
(
mr−1u
2
+
3ur
2
)
(r(τ, y), τ)dτ
]
, (3.8)
where r(t, y) satisfies {
dr(t,y)
dt
= u(r(t, y), t), 0 ≤ t < s,
r(s, y) = y.
Integrating (3.8) over (0, s), we get
h(y, s) = exp
(
−
∫ s
0
(
mr−1u
2
+
3ur
2
)
(r(τ, y), τ)dτ
)
h(r(0, y), 0)
−
∫ s
0
[
(
mr−1
√
ρur
2
− m
√
ρu
2r2
+
√
ρurr
2
)
× exp
(∫ t
s
(
mr−1u
2
+
3ur
2
)
(r(τ, y), τ)dτ
) ]
dt.
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This together with (2.3), (2.4), (2.7) and (2.8) implies
‖(√ρ)r‖L∞(QT ) ≤ c. (3.9)
From (3.7), (3.9), (2.3), (2.4), (2.7) and (2.8), we get
‖(√ρ)t‖L∞(QT ) ≤ c.
The proof of Lemma 3.2 is complete. 
Lemma 3.3. For any 0 ≤ t ≤ T , it holds∫
I
rm(ρ3u2tt + ρu
2
rrt + u
2
rrrr) +
∫
QT
rm(ρ2u2rtt + u
2
rrrt) ≤ c.
Proof. Differentiating (2.2) with respect to t, multiplying it by rmρ2utt, and inte-
grating by parts over I, we have
1
2
d
dt
∫
I
rmρ3u2tt +
∫
I
(rmρ2u2rtt +mr
m−2ρ2u2tt)
= −1
2
∫
I
rmρ2ρtu
2
tt −
∫
I
rmρ2utt
[
ρttut + ρttuur + 2ρtutur + 2ρtuurt + ρuttur
+2ρuturt + ρuurtt + (ρ
γ)rtt
]
− 2
∫
I
rmρρrutturtt +
∫
I
rmρ2utt(ρttf + 2ρtft + ρftt)
≤ c
∫
I
rmρu2tt +
1
4
∫
I
rmρ2u2rtt + c
∫
I
rm|(ργ)rtt|2 − 4
∫
I
rmρurtt
√
ρutt(
√
ρ)r
+c
∫
I
rm(ρ2ttf
2 + ρ2tf
2
t + ρ
2f2tt) + c
≤ c
∫
I
rmρu2tt +
1
4
∫
I
rmρ2u2rtt + c
∫
I
rm|(ργ)rtt|2 + 1
4
∫
I
rmρ2u2rtt +
∫
I
rmf2tt + c,
where we have used (2.3), (2.4), (2.7), (2.8), Lemma 3.2 and Cauchy inequality.
Thus,
d
dt
∫
I
rmρ3u2tt +
∫
I
(rmρ2u2rtt +mr
m−2ρ2u2tt)
≤ c
∫
I
rmρu2tt + c
∫
I
rm|(ργ)rtt|2 +
∫
I
rmf2tt + c. (3.10)
Integrating (3.10) over (0, t), and using (2.8) and Lemma 3.1, we get∫
I
rmρ3u2tt(t) +
∫ t
0
∫
I
(rmρ2u2rtt +mr
m−2ρ2u2tt) ≤
∫
I
rmρ3u2tt(0) + c. (3.11)
By (2.1), (2.2), (1.8) and
√
ρ0∇2g1 ∈ L2, we have∫
I
rmρ3u2tt(0) ≤ c. (3.12)
(3.11) and (3.12) give∫
I
rmρ3u2tt +
∫
QT
(rmρ2u2rtt + r
m−2ρ2u2tt) ≤ c. (3.13)
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By (2.2), Cauchy inequality, (2.3), (2.4), (2.7), (2.8) and (3.13), we have∫
I
rmρu2rrt ≤ c
∫
I
rmρρ2tu
2
t + c
∫
I
rmρ3u2tt + c
∫
I
rmρρ2tu
2u2r + c
∫
I
rmρ3u2tu
2
r
+c
∫
I
rmρ3u2u2rt + c
∫
I
rmρ|(ργ)rt|2 + c
∫
I
rm−2ρu2rt + c
∫
I
rm−4ρu2t
+c
∫
I
rmρρ2tf
2 + c
∫
I
rmρ3f2t
≤ c. (3.14)
Differentiating (2.2) with respect to r, we get
urrrt = ρrtut + 2(
√
ρ)r
√
ρutt + ρturt + ρurtt + ρrtuur + ρrutur + ρruurt + ρtu
2
r
+2ρururt + ρtuurr + ρuturr + ρuurrt + (ρ
γ)rrt −mr−1urrt + 2mr−2urt
−2mut
r3
− ρrtf − ρtfr − ρrft − ρfrt. (3.15)
By (3.13), (3.15), (2.3), (2.4), (2.7), (2.8), Lemma 3.1 and Lemma 3.2, we have∫
QT
rmu2rrrt ≤ c.
(3.5), (3.14) and Lemma 3.1 immediately give∫
I
rmu2rrrr ≤ c.
The proof of Lemma 3.3 is complete. 
Lemma 3.4. For any 0 ≤ t ≤ T , it holds∫
I
rm[ρ2rrrr + |(ργ)rrrr|2] +
∫
QT
rmu2rrrrr ≤ c.
Proof. Differentiating (1.4)1 four times with respect to r, we get
ρrrrrt +mr
−1ρurrrr + 4mr
−1ρrurrr + 6mr
−1ρrrurr − 4mρurrr
r2
+
12mρurr
r3
− 18mρur
r4
+4mr−1ρrrrur +mr
−1ρrrrru− 4mρrrru
r2
− 12mρrurr
r2
− 12mρrrur
r2
+
24mρrur
r3
+
12mρrru
r3
− 6mρur
r4
− 24mρru
r4
+
24mρu
r5
+ ρurrrrr + 5ρrurrrr
+10ρrrurrr + 10ρrrrurr + 5ρrrrrur + ρrrrrru = 0 (3.16)
Multiplying (3.16) by rmρrrrr, integrating over I, and using integration by parts,
(2.3), (2.4), (2.7), (2.8), Lemma 3.1, Lemma 3.3, we get
d
dt
∫
I
rmρ2rrrr ≤ c
∫
I
rmρ2rrrr + c
∫
I
rmu2rrrrr + c. (3.17)
Similarly, we have
d
dt
∫
I
rm|(ργ)rrrr|2 ≤ c
∫
I
rm|(ργ)rrrr|2 + c
∫
I
rmu2rrrrr + c. (3.18)
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By (3.17) and (3.18), we obtain
d
dt
∫
I
rm(ρ2rrrr+ |(ργ)rrrr|2) ≤ c
∫
I
rm(ρ2rrrr+ |(ργ)rrrr|2)+ c
∫
I
rmu2rrrrr+ c. (3.19)
Now we estimate
∫
I
rmu2rrrrr. Differentiating (3.4) with respect to r, we have
urrrrr = ρrrrut + 3ρrrurt + 3ρrurrt + ρurrrt + (ρruur + ρu
2
r + ρuurr)rr + (ρ
γ)rrrr
−mr−1urrrr + 4mr−2urrr − 12mr−3urr + 24mr−4ur − 24mu
r5
−ρrrrf − 3ρrrfr − 3ρrfrr − ρfrrr. (3.20)
It follows from (3.20), (2.3), (2.4), (2.7), (2.8), Lemma 3.1 and Lemma 3.3 that∫
I
rmu2rrrrr ≤ c
∫
I
rmρ2ru
2
rrt + c
∫
I
rmρ2u2rrrt + c
∫
I
rm|(ργ)rrrr|2
+c
∫
I
rm(f2r + f
2
rr + f
2
rrr) + c. (3.21)
Since ∫
I
rmρ2ru
2
rrt = 4
∫
I
rmρ|(√ρ)r |2u2rrt.
This together with (2.7), (2.8), Lemma 3.2 and Lemma 3.3 gives∫
I
rmu2rrrrr ≤ c
∫
I
rmρ2u2rrrt+ c
∫
I
rm|(ργ)rrrr|2+ c
∫
I
rm(f2r + f
2
rr+ f
2
rrr)+ c (3.22)
Substituting (3.22) into (3.19), we obtain
d
dt
∫
I
rm(ρ2rrrr + |(ργ)rrrr|2)
≤ c
∫
I
rm(ρ2rrrr + |(ργ)rrrr|2) + c
∫
I
rmu2rrrt + c
∫
I
rm(f2r + f
2
rr + f
2
rrr) + c.
Using Gronwall inequality and Lemma 3.3, we get∫
I
rm(ρ2rrrr + |(ργ)rrrr|2) ≤ c. (3.23)
It follows from (3.22), (3.23) and Lemma 3.3 that∫
QT
rmu2rrrrr ≤ c.
This proves Lemma 3.4. 
From (1.4)1, (2.3), (2.4), (2.6), (2.7), (2.8) and Lemmas 3.1-3.4, we immediately
get the following estimate.
Lemma 3.5. For any 0 ≤ t ≤ T , it holds∫
I
rm
[
ρ2rtt + |(ργ)rtt|2 + ρ2rrrt + |(ργ)rrrt|2
]
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+
∫
QT
rm
[
ρ2ttt + |(ργ)ttt|2 + ρ2rrtt + |(ργ)rrtt|2
] ≤ c.
Lemma 3.6. For any 0 ≤ t ≤ T , it holds∫
I
(rmρ4u2rtt + r
m−2ρ4u2tt) +
∫
QT
rmρ5u2ttt ≤ c.
Proof. Differentiating (2.2) with respect to t, multiplying it by rmρ4uttt, and inte-
grating by parts over I, we have∫
I
rmρ5u2ttt +
1
2
d
dt
∫
I
(rmρ4u2rtt +mr
m−2ρ4u2tt)
= 2
∫
I
rmρ3ρtu
2
rtt − 4
∫
I
rmρ3ρrurttuttt −
∫
I
rmρ4uttt
[
ρttut + 2ρtutt + ρttuur + 2ρtutur
+2ρtuurt + ρuttur + 2ρuturt + ρuurtt + (ρ
γ)rtt
]
+ 2
∫
I
mrm−2ρ3ρtu
2
tt
+
∫
I
rmρ4uttt
(
ρttf + 2ρtft + ρftt
)
≤ c
∫
I
rmρ2u2rtt − 8
∫
I
rmρ
5
2utttρ(
√
ρ)rurtt +
1
4
∫
I
rmρ5u2ttt + c+ c
∫
I
rm(f2 + f2t + f
2
tt)
≤ c
∫
I
rmρ2u2rtt +
1
2
∫
I
rmρ5u2ttt + c
∫
I
rm(f2 + f2t + f
2
tt) + c,
where we have used (2.3), (2.4), (2.7), (2.8), Lemma 3.2, Lemma 3.3, Lemma 3.5 and
Cauchy inequality.
Thus,∫
I
rmρ5u2ttt +
d
dt
∫
I
(rmρ4u2rtt +mr
m−2ρ4u2tt) ≤ c
∫
I
rmρ2u2rtt + c
∫
I
rm(f2 + f2t + f
2
tt) + c.
By (1.8), (2.2) and ρ0∇3g1 ∈ L2, we have∫
QT
rmρ5u2ttt +
∫
I
(rmρ4u2rtt + r
m−2ρ4u2tt) ≤ c.
The proof of Lemma 3.6 is complete. 
Lemma 3.7. For any 0 ≤ t ≤ T , it holds∫
I
rm(ρ2u2rrrt + |∂5ru|2) +
∫
QT
rm(ρ3u2rrtt + ρu
2
rrrrt) ≤ c.
Proof. From (3.15), (2.3), (2.4), (2.7), (2.8), Lemmas 3.1-3.3 and Lemma 3.6, we get∫
I
rmρ2u2rrrt ≤ c
∫
I
rm(f2t + f
2
r + f
2
rt) + c
≤ c.
This combining (3.22) and Lemma 3.4 gives∫
I
rm|∂5ru|2 ≤ c.
18 SHIJIN DING, HUANYAO WEN, LEI YAO, AND CHANGJIANG ZHU
By (2.2), (2.3), (2.4), (2.7), (2.8), Lemma 3.1, Lemma 3.3 and Lemma 3.6, we get∫
QT
rmρ3u2rrtt ≤ c
∫
QT
rm(f2t + f
2
tt) + c
≤ c. (3.24)
Differentiating (3.15) with respect to r, we have
urrrrt = ρrrtut + 2ρrturt + ρrrutt + 2ρrurtt + ρturrt + ρurrtt +
[
ρrtuur + ρrutur
+ρruurt + ρtu
2
r + 2ρururt + ρtuurr + ρuturr + ρuurrt + (ρ
γ)rrt
−mr−1urrt + 2mr−2urt − 2mut
r3
]
r
− ρrrtf − 2ρrtfr − ρrrft − ρtfrr (3.25)
−2ρrfrt − ρfrrt.
By (3.24), (3.25), (2.3), (2.4), (2.7), (2.8), Lemmas 3.1-3.3 and Lemma 3.5, we obtain∫
QT
rmρu2rrrrt ≤ c
∫
QT
rmρ2|(√ρ)r|2u2rtt + c
∫
QT
rmρ3u2rrtt
+c
∫
QT
rm(f2rr + f
2
rt + f
2
rrt) + c
≤ c.
The proof of Lemma 3.7 is complete. 
Lemma 3.8. For any 0 ≤ t ≤ T , it holds∫
I
rm(|∂5rρ|2 + |∂5r (ργ)|2) +
∫
QT
rm|∂6ru|2 ≤ c.
Proof. Differentiating (3.16) with respect to r, we obtain
∂5rρt +mr
−1ρurrrrr +mr
−1ρrurrrr −mr−2ρurrrr +
(
4mr−1ρrurrr + 6mr
−1ρrrurr
−4mρurrr
r2
+
12mρurr
r3
− 18mρur
r4
+ 4mr−1ρrrrur
)
r
+mr−1ρrrrrru+mr
−1ρrrrrur
−5mρrrrru
r2
− 4mρrrrur
r2
+
8mρrrru
r3
+
[
− 12mρrurr
r2
− 12mρrrur
r2
+
24mρrur
r3
+
12mρrru
r3
− 6mρur
r4
− 24mρru
r4
+
24mρu
r5
]
r
+ 6ρr∂
5
ru+ ρ∂
6
ru+ 15ρrrurrrr
+20ρrrrurrr + 15ρrrrrurr + 6∂
5
rρur + u∂
6
rρ = 0. (3.26)
Multiplying (3.26) by rm∂5rρ, and using (2.3), (2.4), (2.7), (2.8), Lemma 3.1, Lemma
3.3, Lemma 3.4 and Lemma 3.7, we have
d
dt
∫
I
rm|∂5rρ|2 ≤ c
∫
I
rm|∂5rρ|2 + c
∫
I
rm|∂6ru|2 +
∫
I
rm(|∂5rρ|2)ru+ c
≤ c
∫
I
rm|∂5rρ|2 + c
∫
I
rm|∂6ru|2 + c. (3.27)
Similarly, we get
d
dt
∫
I
rm|∂5r (ργ)|2 ≤ c
∫
I
rm|∂5r (ργ)|2 + c
∫
I
rm|∂6ru|2 + c. (3.28)
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Differentiating (3.20) with respect to r, we get
∂6ru = ρrrrrut + 4ρrrrurt + 6ρrrurrt + 4ρrurrrt + ρurrrrt + (ρruur + ρu
2
r + ρuurr)rrr
+∂5r (ρ
γ) +
(
−mr−1urrrr + 4mr−2urrr − 12mr−3urr + 24mr−4ur − 24mu
r5
)
r
−ρrrrrf − 4ρrrrfr − 6ρrrfrr − 4ρrfrrr − ρfrrrr. (3.29)
(3.29), (2.3), (2.4), (2.7), (2.8), Lemma 3.1, Lemma 3.3, Lemma 3.4 and Lemma 3.7
imply∫
I
rm|∂6ru|2 ≤ c
∫
I
rmu2rrt + c
∫
I
rmu2rrrt + c
∫
I
rmρu2rrrrt + c
∫
I
rm|∂5r (ργ)|2
+c
∫
I
rm(f2rr + f
2
rrr + f
2
rrrr) + c. (3.30)
It follows from (3.27), (3.28), (3.30), (2.8), Lemma 3.3, Lemma 3.7 and Gronwall
inequality that ∫
I
rm[|∂5rρ|2 + |∂5r (ργ)|2] ≤ c. (3.31)
From (3.30), (3.31), (2.8), Lemma 3.3 and Lemma 3.7, we obtain∫
QT
rm|∂6ru|2 ≤ c.
The proof of Lemma 3.8 is complete. 
It follows from (1.4)1, (2.6), (2.7), (2.8) and Lemmas 3.1-3.8 that
‖(ρ, ργ)‖H5r + ‖(ρt, (ργ)t)‖H4r + ‖((
√
ρ)r, (
√
ρ)t)‖L∞(QT ) ≤ c, ρ ≥
δ
c
, (3.32)
and∫
I
rm(ρ3u2tt + ρ
4u2rtt + r
−2ρ4u2tt + ρ
2u2rrrt + ρu
2
rrt + u
2
rt + r
−2u2t + |∂5ru|2 + |∂4ru|2
+u2rrr + u
2
rr + u
2
r + r
−2u2) +
∫
QT
rm(ρu2tt + ρ
2u2rtt + ρ
5u2ttt + ρ
3u2rrtt + ρu
2
rrrrt
+u2rrt + u
2
rrrt + |∂6ru|2) ≤ c. (3.33)
By (3.32) and (3.33), we complete the proof of Theorem 3.1. 
Proof of Theorem 1.2:
Since (3.32) and (3.33) are uniform for b and δ, it suffices to prove Theorem 1.2
for the case b < ∞. We follow the strategy as the proof of Theorem 1.1 and use
Theorem 3.1. After taking δ → 0 (take subsequence if necessary), we get a solution
(ρ, u) of (1.4)-(1.6) satisfying
(ρ, ργ) ∈ L∞([0, T ];H5(I)), ((√ρ)r, (√ρ)t) ∈ L∞(QT ),
(ρt, (ρ
γ)t) ∈ L∞([0, T ];H4(I)), u ∈ L∞([0, T ];H5(I)) ∩ L2([0, T ];H6(I)),
ut ∈ L∞([0, T ];H10(I)) ∩ L2([0, T ];H3(I)),
(
√
ρ∂2rut, ρ∂
3
rut) ∈ L∞([0, T ];L2(I)) ∩ L2([0, T ];H1(I)).
(3.34)
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It follows from u ∈ L∞([0, T ];H5(I))∩L2([0, T ];H6(I)), ut ∈ L2([0, T ];H3(I)), (1.4)1,
(2.6) and the similar arguments as [3, 4] that
ρ, ργ ∈ C([0, T ];H5(I)).
Denote ρ(x, t) = ρ(r, t), u(x, t) = u(r, t)x
r
, then (ρ,u) is the unique solution to
(1.1)-(1.3) with the regularities in Theorem 1.2. The proof of Theorem 1.2 is complete.

Remark 3.1. By our method, it seems that the regularities of u could not be
improved to L∞([0, T ];D6(Ω)) and L2([0, T ];D8(Ω)), even if the initial data, f and
g1 of (1.1)-(1.3) are smooth enough. More precisely, based on (3.32) and (3.33), by
using similar arguments as in the proofs of Theorem 1.1 and 1.2, we get the next two
a priori estimates about u for (1.4)-(1.6).∫
I
rmρ7u2ttt +
∫
QT
rmρ6(u2rttt + r
−2u2ttt) ≤ c, (3.35)
and ∫
I
rmρ8(u2rttt + r
−2u2ttt) +
∫
QT
rmρ9u2tttt ≤ c. (3.36)
(3.35) and (3.36) respectively implies∫
I
rmρ|∂6ru|2 +
∫
QT
rm|∂7ru|2 ≤ c, (3.37)
and ∫
I
rmρ2|∂7ru|2 +
∫
QT
rmρ|∂8ru|2 ≤ c. (3.38)
But the appearance of vacuum stops us from obtaining the regularities of u in L∞([0, T ];D6(Ω))
and L2([0, T ];D8(Ω)) from (3.37) and (3.38). Is there another way to get further reg-
ularities of the solutions, such as L∞([0, T ];D6(Ω))−regularity? This is an interesting
problem.
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