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ABSTRACT
We study the luminosity function and formation rate of long gamma-ray bursts (GRBs)
by using a maximum likelihood method. This is the first time this method is applied
to a well-defined sample of GRBs that is complete in redshift. The sample is composed
of 99 bursts detected by the Swift satellite, 81 of them with measured redshift and
luminosity for a completeness level of 82%. We confirm that a strong redshift evolution
in luminosity (with an evolution index of δ = 2.22+0.32
−0.31) or in density (δ = 1.92
+0.20
−0.21)
is needed in order to reproduce the observations well. But since the predicted redshift
and luminosity distributions in the two scenarios are very similar, it is difficult to
distinguish between these two kinds of evolutions only on the basis of the current
sample. Furthermore, we also consider an empirical density case in which the GRB
rate density is directly described as a broken power-law function and the luminosity
function is taken to be non-evolving. In this case, we find that the GRB formation
rate rises like (1+ z)3.85
+0.48
−0.45 for z <∼ 2 and is proportional to (1+ z)
−1.07
+0.98
−1.12 for z >∼ 2.
The local GRB rate is 1.49+0.63
−0.64 Gpc
−3 yr−1. The GRB rate may be consistent with
the cosmic star formation rate (SFR) at z <∼ 2, but shows an enhancement compared
to the SFR at z >∼ 2.
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1 INTRODUCTION
Gamma-ray bursts (GRBs) are the most energetic explo-
sions in the universe, which can be detected up to extremely
high redshifts. In theory, long GRBs with durations T90 > 2
s (where T90 is the time interval observed to contain 90% of
the prompt emission; Kouveliotou et al. 1993) are believed
to originate from the core collapse of massive stars (e.g.,
Woosley 1993; Paczyn´ski 1998; Woosley & Bloom 2006),
an idea given significant support from some confirmed
associations between long GRBs and supernovae (e.g.,
Hjorth et al. 2003; Stanek et al. 2003). This collapsar
model implies that the GRB formation rate should in
principle trace the cosmic star formation rate (SFR;
Totani 1997; Wijers et al. 1998; Lamb & Reichart 2000;
Porciani & Madau 2001; Piran 2004; Zhang & Me´sza´ros
2004; Zhang 2007). However, the Swift observations seem
to indicate that the GRB rate does not closely follow the
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SFR but is actually enhanced by some unknown mech-
anisms at high-z (Daigne et al. 2006; Guetta & Piran
2007; Le & Dermer 2007; Salvaterra & Chincarini
2007; Kistler et al. 2008, 2009; Li 2008; Yu¨ksel et al.
2008; Salvaterra et al. 2009, 2012; Campisi et al. 2010;
Qin et al. 2010; Wanderman & Piran 2010; Cao et al.
2011; Virgili et al. 2011; Elliott et al. 2012; Lu et al.
2012; Robertson & Ellis 2012; Tan et al. 2013; Wang
2013; Wei et al. 2014; Tan & Wang 2015; Deng et al. 2016;
Wei & Wu 2017; Paul 2018).1 Several evolution models have
been proposed to explain the observed enhancement, such as
1 Using the C− statistical method proposed by Lynden-Bell
(1971), Pescalli et al. (2015) and Yu et al. (2015) found a relative
excess of the GRB formation rate with respect to the SFR at low
redshifts. But then Pescalli et al. (2016) showed that if the C−
method is applied to incomplete GRB samples it can misleadingly
lead to an excess of the GRB rate at z ≤ 1. In addition, some
works performed spectro-photometric studies on the properties
(stellar mass, SFR, and metallicity) of long GRB host galaxies
of different complete GRB samples and compared them to the
ones of typical star-forming galaxies selected by galaxy surveys
(e.g., Vergani et al. 2015; Japelj et al. 2016; Perley et al. 2016;
c© 2018 The Authors
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the GRB rate density evolution (Kistler et al. 2008, 2009),
cosmic metallicity evolution (Langer & Norman 2006; Li
2008), and an evolution in the GRB luminosity function
(Virgili et al. 2011; Salvaterra et al. 2012; Tan et al. 2013;
Tan & Wang 2015; Paul 2018).
However, it should be emphasized that our knowledge
about the properties of long GRBs and their evolution with
cosmic time is still hindered by the fact that most of the
observed Swift GRBs are without redshift. Indeed, only
∼ 1/3 of all Swift GRBs have redshift determinations. Most
of previous researches adopted incomplete redshift samples
to derive the GRB luminosity function and redshift distri-
bution. Given the low completeness level in redshift mea-
surement, the possible observational biases may have re-
markable effect on sharping the GRB redshift distributions
(Fiore et al. 2007; Salvaterra et al. 2012). Therefore, it is
necessary to consider using an unbiased complete sample of
long GRBs that is capable of adequately representing this
class of object to study their distributions through cosmic
time. Salvaterra et al. (2012) defined a complete flux-limited
sample of Swift long GRBs which, despite containing a rel-
atively small sample size, has a completeness level in redshift
determination of 90%. The high level of redshift complete-
ness enabled them for the first time to constrain the GRB lu-
minosity function and its evolution in an unbiased way. They
found that either a luminosity evolution with δ = 2.1 ± 0.6
or a density evolution with δ = 1.7 ± 0.5 can well repro-
duce the observations. However, they can not discriminate
between these two scenarios. Recently, Pescalli et al. (2016)
revised the complete sample of Salvaterra et al. (2012) and
then extended it with new bursts that have favorable observ-
ing conditions for redshift determination and that are bright
in the 15–150 keV Swift/BAT band. The updated sample is
composed of 99 bursts, 81 of them with known redshift and
luminosity for a completeness level of 82%. Pescalli et al.
(2016) adopted the Lynden-Bell C− method to derive the
luminosity function and formation rate of GRBs from this
updated complete Swift sample. A strong evolution in lu-
minosity L(z) ∝ (1 + z)2.5 was found.
There are several algorithms to derive the luminosity
function for a specific kind of astronomical sources. A clas-
sical approach to determine the luminosity function is based
on the 1/VMAX method of Schmidt (1968) applied to red-
shift bins. However, it is known that this method would
introduce bias if there is strong evolution within the bins.
Moreover, given the relatively small number of GRBs and
their wide redshift and luminosity range spanned, binning
would lead to a loss of information. Other non-parametric
methods (e.g., the C− method; Lynden-Bell 1971) usually
require certain uniformity of data coverage to be applicable.
In practice, the GRB data are truncated by the flux sensitiv-
ity limit of the detector. It is very difficult to parametrize the
sensitivity of the detector and to construct a uniformly dis-
tributed GRB sample. The maximum-likelihood algorithms
(Marshall et al. 1983) are therefore preferable for the GRB
problems, because these methods are more flexible in model-
ing the systematical uncertainties and are less limited by the
conditions of a given sample. Wanderman & Piran (2010)
Palmerio et al. 2019). All their results clearly suggested that at
z ≤ 1 only a small fraction of the star formation produces GRBs.
adopted a maximum likelihood estimator to obtain the GRB
luminosity function and formation rate. They analyzed a
sample of ∼ 100 Swift GRBs with known redshifts, which
is possibly suffering from incompleteness.
In this work, we make use of the high completeness
of the updated sample presented in Pescalli et al. (2016)
to constrain the GRB luminosity function and redshift dis-
tribution. Compared with previous works using incomplete
samples, which relied on the assumption that bursts lacking
redshift information strictly follow the redshift distribution
of bursts with measured redshifts, our present work has the
advantage of being independent of this assumption. Addi-
tionally, to include systematics and unknowns in the statis-
tical inference, we apply the maximum likelihood method,
for the first time, to analyze the complete GRB sample. The
rest of the paper is organized as follows. In Section 2, we
describe the complete sample at our disposal. In Section 3,
we illustrate the maximum likelihood method used for our
analysis. Our models and analysis results are presented in
Section 4. Lastly, we draw a brief summary in Section 5.
Throughout this paper we adopt a standard ΛCDM cosmo-
logical model with Ωm = 0.3, ΩΛ = 0.7, and H0 = 70 km
s−1 Mpc−1.
2 THE SAMPLE
Since the launch of the Swift satellite (Gehrels et al.
2004), the number of measured GRB redshifts has increased
rapidly. But we still have to face the problem that the bursts
with redshift measurements account for only ∼ 1/3 of all
GRBs. The low completeness level in redshift determina-
tion will undoubtedly lead to biases in the statistical anal-
ysis of GRBs. Jakobsson et al. (2006) thus proposed some
criteria to select long GRBs which have favorable observ-
ing conditions for redshift measurement. Salvaterra et al.
(2012) built a complete sample of Swift long GRBs (called
BAT6), which is composed of 58 GRBs matching the crite-
ria of Jakobsson et al. (2006) and having 1-s peak photon
flux P ≥ 2.6 ph cm−2 s−1 (integrated in the 15–150 keV
BAT energy band). 52 of them have measured redshift so
that the completeness level is ∼ 90%. Pescalli et al. (2016)
revised the BAT6 sample and extended it with additional
bursts that satisfy its selection criteria. The BAT6 extended
(BAT6ext) sample contains 99 GRBs up to 2014 July, of
which 81 bursts have measured z and L. Its completeness in
redshift is ∼ 82%. In the following, we will use the BAT6ext
sample to investigative the GRB luminosity function and
redshift distribution.
3 MAXIMUM LIKELIHOOD ANALYSIS
In order to constrain the model parameters, a maximum like-
lihood method first introduced by Marshall et al. (1983) is
adopted. The likelihood function L is defined by the expres-
sion (Chiang & Mukherjee 1998; Narumoto & Totani 2006;
Ajello et al. 2009, 2012; Abdo et al. 2010; Zeng et al. 2014,
2016)
L = exp(−Nexp)
Nobs∏
i=1
Φ(Li, zi, ti) , (1)
MNRAS 000, 1–8 (2018)
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where Nexp is the expected number of GRB detections, Nobs
is the number of the observed sample, and Φ(L, z, t) is the
observed rate of GRBs per unit time at redshift ∈ (z, z+dz)
with luminosity ∈ (L,L+ dL), which can be expressed as
Φ (L, z, t) =
d3N
dtdzdL
=
∆Ω
4pi
ψ(z)
1 + z
dV (z)
dz
φ(L) , (2)
where ∆Ω = 1.33 sr is the solid angle covered on the sky
by Swift, ψ(z) is the comoving formation rate of GRBs in
units of Gpc−3 yr−1, (1 + z)−1 is the cosmic expansion fac-
tor, and φ(L) is the normalized GRB luminosity function.
And dV (z)/dz = 4picD2L(z)/[H(z)(1 + z)
2] is the comov-
ing volume element, where DL(z) is the luminosity distance
and H(z) = H0[Ωm(1 + z)
3 + ΩΛ]
1/2 is the Hubble param-
eter. Transforming the likelihood function to the standard
expression χ2 = −2 lnL, we obtain the χ2 distribution for
the complete Swift sample:
χ2Swift = −2
Nobs∑
i=1
ln [Φ(Li, zi, ti)] + 2Nexp . (3)
Considering the flux threshold used to defined the BAT6ext
(i.e., Plim = 2.6 ph cm
−2 s−1 in the 15–150 keV energy
band), the expected number of GRBs can be estimated by
Nexp =
∆ΩT
4pi
∫ zmax
0
ψ(z)
1 + z
dV (z)
dz
dz
∫ Lmax
max[Lmin,Llim(z)]
φ(L)dL ,
(4)
where T ∼ 9.3 yr is the observational period of Swift that
covers the BAT6ext sample. Since z < 10 for the current
GRB sample, we adopt a maximumGRB redshift zmax = 10.
The luminosity function is assumed to extend between min-
imum and maximum luminosities Lmin = 10
49 erg s−1 and
Lmax = 10
55 erg s−1 (Pescalli et al. 2015). The luminosity
threshold appearing in Equation (4) can be calculated by
Llim(z) = 4piD
2
L(z)Plim
∫ 104/(1+z) keV
1/(1+z) keV
EN(E)dE∫ 150 keV
15 keV
N(E)dE
, (5)
where N(E) is the observed photon spectrum. To describe
the typical GRB spectrum, we use a Band function with
low- and high-energy spectral indices −1 and −2.3, respec-
tively (Band et al. 1993; Preece et al. 2000; Kaneko et al.
2006). The spectral peak energy Ep is obtained through the
Ep–L correlation (Yonetoku et al. 2004; Nava et al. 2012):
log [Ep(1 + z)] = −25.33 + 0.53 logL, where L represents
the isotropic peak luminosity.
Similar to what Salvaterra et al. (2012) did in their
treatment, we optimize the model free parameters by jointly
fitting the observed redshift and luminosity distributions of
bursts in the BAT6ext sample and the observed differen-
tial peak-flux number counts in the 50–300 keV band of
Fermi/GBM (Gruber et al. 2014; von Kienlin et al. 2014;
Narayana Bhat et al. 2016).2 The Fermi/GBM sample con-
tains ∼ 10.8 yr of observation (up to 2019 May) with an
average exposure factor of ∼ 0.5. To avoid the complication
that would arise from the use of a detailed treatment of the
Fermi/GBM threshold, we select 1375 Fermi/GBM long
2 The Fermi/GBM GRB data are available at
https://fermi.gsfc.nasa.gov/ssc/data/access/gbm/.
GRBs with peak flux P ≥ 1.0 ph cm−2 s−1 in the 50–300
keV energy band. The expected number of events in each
peak-flux bin P ∈ (P1, P2) should be
Nexp(P1 < P < P2) = 0.5× 10.8×
∫ zmax
0
ψ(z)
(1 + z)
dV (z)
dz
dz
×
∫ L(P2,z)
L(P1,z)
φ(L) dL .
(6)
The χ2 value for the Fermi sample is then given by
χ2Fermi =
n∑
i
(
Nobsi −N
exp
i
)2
σ2i
, (7)
where n is the number of P bins, and Nobs and N˜exp are the
observed and expected numbers of GRBs in bin i, respec-
tively. For the observed number Nobsi in bin i, the statistical
error of Nobsi is usually considered to be the Poisson error,
i.e., σi =
√
Nobsi , which denotes the 68% Poisson confidence
intervals for the binned events. Here the differential peak-
flux distribution is treated as a sum of independent measure-
ments in the different 20 P bins with the same width ∆ logP
in log(P ) space (i.e., ∆ logP = [log(Pmax)− log(Pmin)]/20).
Note that taking different values for ∆ logP has little impact
on the best-fitting results. It should be emphasized that the
measure of the local GRB rate density is only determined by
the observed total number of Fermi GRBs detected above
P = 1.0 ph cm−2 s−1.
Therefore, we can define a new χ2total function that com-
bining the maximum likelihood analysis and the constraints
from the number counts of Fermi:
χ2total = χ
2
Swift + χ
2
Fermi . (8)
The complete Swift sample can provide a powerful test
for the existence and the level of redshift evolution of long
GRBs, while the fit to the Fermi number counts enables us
to infer the local GRB rate density and to better constrain
the luminosity function free parameters (Salvaterra et al.
2012). For each model, we optimize the free parameters using
the Markov Chain Monte Carlo (MCMC) technology,3 which
is widely employed to give multidimensional parameter con-
straints from the observational data. In practice, this means
we will find the parameter values that minimize χ2total, which
yields the best-fitting parameters and their corresponding
1σ uncertainties. It is worth stressing that the derived best-
fitting parameters also give a good fit of the Swift peak-flux
number counts in the 15–150 keV band.
4 MODELS AND ANALYSIS RESULTS
Here we explore the expression of the GRB luminosity func-
tion in a broken power law, which is widely adopted in the
literature:
φ(L) =
A
ln(10)L


(
L
Lc
)a
; L ≤ Lc(
L
Lc
)b
; L > Lc ,
(9)
3 We adopt the MCMC code from CosRayMC (Liu et al.
2012), which itself was adopted from the COSMOMC package
(Lewis & Bridle 2002).
MNRAS 000, 1–8 (2018)
4 Lan et al.
0 10 20
P
ro
b
a
b
ili
ty
-0.6 -0.2 0.2
P
ro
b
a
b
ili
ty
-1.6 -1.4 -1.2
P
ro
b
a
b
ili
ty
51.8 52.2 52.6
log
10
 (L
c
[erg s -1 ])
P
ro
b
a
b
ili
ty
0 10 20
-0.6
-0.4
-0.2
0
0.2
a
0 10 20
-1.6
-1.4
-1.2
b
0 10 20
 [10 -8  M
Sun
-1 ]
51.8
52
52.2
52.4
52.6
lo
g
1
0
 (
L
c
[e
rg
 s
-1
])
-0.6 -0.2 0.2
-1.6
-1.4
-1.2
-0.6 -0.2 0.2
a
51.8
52
52.2
52.4
52.6
-1.6 -1.4 -1.2
b
51.8
52
52.2
52.4
52.6
Figure 1. 1-D probability distributions and 2-D regions with the
1–2σ contours corresponding to the parameters η, a, b, and Lc,0
in the no-evolution model. The vertical dashed lines represent the
best-fitting values.
where A is a normalization constant, Lc is the break lumi-
nosity, and a and b are the faint- and bright-end power-law
indices, respectively.
Using the maximum likelihood analysis method de-
scribed in Section 3, we can optimize the values of each
model’s free parameters, including the GRB luminosity func-
tion, the GRB formation efficiency η, and the evolution pa-
rameter. Table 1 lists the best-fitting parameters together
with their 1σ confidence level for different models. In the
last two columns, we report the total χ2total value and the
Akaike information criterion (AIC) score, respectively. For
each fitted model, the AIC is given by AIC ≡ χ2total + 2k,
where k is the number of free parameters (Akaike 1974;
Liddle 2007). If there are two or more models for the data,
M1,M2, ...,MN, and they have been separately fitted, the
one with the least AIC score is the one most favoured by
this criterion. A more quantitative ranking of models can be
calculated as follows. With AICα characterizing modelMα,
the un-normalized confidence that this model is true is the
Akaike weight exp(−AICα/2). The relative probability that
Mα is statistically preferred is
P (Mα) =
exp(−AICα/2)
exp(−AIC1/2) + · · ·+ exp(−AICN/2)
. (10)
One-dimensional (1-D) probability distributions and two-
dimensional (2-D) regions with the 1–2σ contours corre-
sponding to the parameters in different models are shown
in Figures 1-4. One can see from these plots that all of the
model parameters are well constrained.
4.1 No evolution model
In the first simple (no-evolution) model, we assume that the
GRB formation rate purely follows the cosmic SFR, ψ⋆(z),
i.e., ψ(z) = ηψ⋆(z), and that their luminosity function does
not evolve with redshift, i.e., Lc,z = Lc,0 = const. The factor
η denotes the GRB formation efficiency in units of M−1⊙ .
The observed SFR ψ⋆(z) (in units of M⊙ yr
−1 Mpc−3) is
commonly parameterized with the form (Hopkins & Beacom
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and δ in the luminosity evolution model.
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Table 1. Best-fitting parameters in different models.
Model Evolution parameter η a b logLc χ2total AIC
(10−8 M−1
⊙
) (erg s−1)
No evolution · · · 9.00+2.22
−2.67 −0.36
+0.16
−0.16 −1.28
+0.09
−0.09 52.17
+0.18
−0.14 20169.7 20177.7
Luminosity evolution δ = 2.22+0.32
−0.31 7.35
+2.11
−2.06 −0.72
+0.05
−0.05 −1.42
+0.24
−0.24 52.12
+0.26
−0.26 20086.1 20096.1
Density evolution δ = 1.92+0.20
−0.21 4.60
+1.67
−1.63 −0.69
+0.05
−0.06 −1.75
+0.31
−0.29 53.35
+0.16
−0.15 20083.2 20093.2
Empirical density
ψGRB(0) = 1.49
+0.63
−0.64
n1 = 3.85
+0.48
−0.45
n2 = −1.07
+0.98
−1.12
zc = 2.33
+0.39
−0.24
· · · −0.69+0.06
−0.06 −1.76
+0.34
−0.33 53.32
+0.18
−0.17 20079.0 20093.0
Note. The GRB formation rate at z = 0, ψGRB(0), is given in units of Gpc
−3 yr−1. The parameter values were calculated as the
median of all the best-fitting parameters to the Monte Carlo sample, while the uncertainties correspond to the 68% containment regions
around the median values.
2006; Li 2008):
ψ⋆(z) =
0.0157 + 0.118z
1 + (z/3.23)4.66
. (11)
The 1-D probability distributions and 2-D regions with the
1–2σ contours corresponding to four parameters in the no-
evolution model are presented in Figure 1.
Figure 5 shows the z and L distributions of 81 GRBs
in the BAT6ext complete sample. The expectation from the
no-evolution case (yellow dot-dashed lines) do not provide
a good representation of the observed z and L distributions
of the BAT6ext sample. Particularly, the rate of GRBs at
high redshift is clearly under-predicted and the reproduce of
the L distribution is not as good as those of the luminos-
ity evolution model or density evolution model, more fully
described below. According to the AIC model selection crite-
rion, we can safely discard this model as having a probability
of only ∼ 10−19 of being correct compared to the other three
models.
4.2 Luminosity evolution model
This model assumes that an evolution in the GRB lumi-
nosity function can enhance the number of GRB detections
at high-z. In this case, while the GRB formation rate is
still proportional to the cosmic SFR, the break luminosity
in the GRB luminosity function increases with redshift as
Lc,z = Lc,0(1 + z)
δ. In Figure 2, we also display the 1-D
probability distributions and 1–2σ constraint contours for
five parameters in this model. We find that a strong lumi-
nosity evolution with δ = 2.22+0.32−0.31 is required to reproduce
both the observed z and L distributions of 81 bursts in the
BAT6ext sample (blue dashed lines in Figure 5). Based on
the same sample, Pescalli et al. (2016) found a strong evo-
lution in luminosity (δ = 2.5) through the Lynden-Bell C−
method, in good agreement with our results from the max-
imum likelihood analysis method. Using the AIC model se-
lection criterion, we find that this model is somewhat disfa-
vored statistically compared to the other three models, with
a relative probability of ∼ 10%.
4.3 Density evolution model
This model assumes that an evolution of the GRB forma-
tion rate can also provide an enhancement of the high-z
GRB detection. In this scenario, while the break luminos-
ity in the GRB luminosity function is still a constant, the
GRB rate follows the cosmic SFR in conjunction with an
additional evolution characterized by (1 + z)δ, i.e., ψ(z) =
ηψ⋆(z)(1 + z)
δ. The best-fitting parameters and their con-
straint contours are shown in Figure 3. We find that a strong
density evolution with δ = 1.92+0.20−0.21 reproduces the ob-
served z and L distributions (red solid lines in Figure 5)
quite well. On the basis of the AIC model selection crite-
rion, we find that among four different models, this one is
statistically preferred with a relative probability ∼ 43%.
The large value of δ means an obvious shift of the peak
of the GRB formation rate toward a higher redshift with re-
spect to stars. In this following section, we will further inves-
tigate this issue by directly adopting an empirical function
as the GRB rate density, without making any assumption
on the relation between the GRB rate and the SFR. Later
on we will compare this empirical function with models for
the GRB rate that follow the SFR.
4.4 Empirical density model
We approximate the expression of the GRB forma-
tion rate with an empirical broken power-law function
(Wanderman & Piran 2010):
ψ(z) = ψGRB(0)
{
(1 + z)n1 ; z ≤ zc
(1 + zc)
n1−n2(1 + z)n2 ; z > zc ,
(12)
where ψGRB(0) is the local GRB formation rate and zc is the
break redshift. Same as the density evolution model, there
is no evolution of the GRB luminosity function in this case.
Figure 4 displays the constraint results on the parameters
ψGRB(0), a, b, Lc,0, zc, n1, and n2. We find that the expec-
tation from the empirical density case also provide a good
representation of the observed z and L distributions (green
dotted lines in Figure 5). According to the AIC, the empiri-
cal density model is slightly favored compared to the density
evolution model, but the differences are statistically insignif-
icant (∼ 47% for the former versus ∼ 43% for the latter). In
both of these two models, the GRB formation rate is found
to peak at a higher redshift with respect to the no-evolution
model. The intrinsic GRB formation rate as a function of
redshift in different models are displayed in Figure 6. The
comparison between the no-evolution and empirical density
models shows that the GRB rate may follow the SFR for
MNRAS 000, 1–8 (2018)
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Figure 5. Redshift (left panel) and luminosity (right panel) distributions of GRBs with P ≥ 2.6 ph cm−2 s−1 in the 15–150 keV
energy band. Data points are the observed redshift and luminosity distributions of 81 GRBs in the complete Swift sample, and the error
bars represent the Poisson errors of the number of detection in each redshift or luminosity bin. Curves show the expected distributions
for different best-fitting models: no-evolution model (yellow dot-dashed lines), luminosity evolution model (blue dashed lines), density
evolution model (red solid lines), and empirical density model (green dotted lines). Shaded regions show the 1σ confidence regions of the
corresponding models.
Figure 6. Intrinsic redshift distribution of GRBs for different
models. Curves show the results for the no-evolution model (yel-
low dot-dashed line), for the density evolution model (red solid
line), and for the empirical density model (green dotted line),
respectively. The shaded regions are the 1σ uncertainties of the
corresponding models.
z <∼ 2, but shows an enhancement compared to the SFR for
z >∼ 2.
5 CONCLUSION AND DISCUSSION
In this work, we try to investigate the properties of long
GRBs and their evolution with redshift. To achieve this
aim, a maximum likelihood method (Marshall et al. 1983)
is adopted, whose specific version has already been applied
to GRBs (Wanderman & Piran 2010). Here we apply this
method, for the first time, to a carefully selected sample of
long GRBs that is complete in peak flux and 82% complete
in redshift. This sample is composed of GRBs detected by
the Swift satellite with favorable observing conditions for
redshift determination and with peak photon fluxes P ≥ 2.6
ph cm−2 s−1 (Pescalli et al. 2016). It contains 99 bursts with
a completeness of ∼ 82% (81 out of 99 bursts with known z
and L).
Based on the complete GRB sample, we directly con-
struct the GRB luminosity function and redshift distribution
in the frameworks of different evolution models using the
maximum likelihood method that performs an analysis for
the redshift and luminosity distributions of the GRB sam-
ple and the MCMC technology that provides the best-fitting
parameters (see Table 1) and the probability density distri-
butions of the parameters in each model (see Figures 1-4).
According to the AIC model selection criterion, we confirm
that the no-evolution model can be safely excluded. That
is, GRBs must have experienced some kind of evolution to
become more luminous or more population in the past than
present day. In order to account for the observed distribu-
tions, the GRB luminosity should increase to (1+z)2.22
+0.32
−0.31
or the GRB rate density should increase to (1 + z)1.92
+0.20
−0.21
with respect to the known cosmic SFR. But since the lu-
minosity and density evolution scenarios predict very simi-
lar distributions, we can not distinguish between these two
kinds of evolutions simply on the basis of the sample used in
this study. These results are in good agreement with those
of other works (Salvaterra et al. 2012; Pescalli et al. 2016).
Note that both the luminosity and density evolution
models explored here are based on the assumption that the
GRB formation rate is related to a given SFR. With differ-
ent SFR models, the constraint results may change in some
degree (see Virgili et al. 2011; Hao & Yuan 2013; Wei et al.
2016). Therefore, we also consider an empirical density case
in which the GRB rate density is approximated as a broken
power-law function, rather than being related to the SFR.
In this case, we find that the GRB rate rapidly increases at
z <∼ 2 (n1 ≃ 3.85) and then shows slowly decreases at z
>
∼ 2
(n2 ≃ −1.07). The GRB rate is compatible, of course, with
a constant rate at z >∼ 2. The local formation rate of GRBs
is 1.49+0.63−0.64 Gpc
−3 yr−1, which is consistent with the result
MNRAS 000, 1–8 (2018)
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Figure 7. Redshift (left panel) and luminosity (right panel) distributions of 81 GRBs with measured redshifts (red dots) and of 99
GRBs (including 81 bursts with measured redshifts and 18 ones with pseudo redshifts), respectively. The pseudo redshifts of the 18
bursts without measured z are estimated through the Ep–L correlation. Blue squares and green diamonds correspond to the cases of
requiring the 18 GRBs enter the 1σ and 2σ regions of the correlation, respectively.
of Wanderman & Piran (2010). By comparing the derived
intrinsic redshift distributions in the no-evolution and em-
pirical density models, we find that while the GRB rate may
be consistent with the SFR at z <∼ 2, its high-redshift slope
is shallower than the steep decline of the SFR at z >∼ 2.
The total (complete) sample presented by Pescalli et al.
(2016) comprises 99 GRBs. However, only 81 of them
with known redshift and luminosity have been used in
our analysis. To investigate the impact of the inclusion of
the other 18 bursts without known redshift on our con-
clusions, we apply the luminosity correlation (Nava et al.
2012), log [Ep(1 + z)] = −25.33+0.53 logL, to estimate their
pseudo redshifts. We use the observed peak flux and Ep of
the 18 bursts to calculate the rest-frame peak energies and
the isotropic peak luminosities for different redshifts. By re-
quiring the bursts enter the 2σ (or 1σ) region of the correla-
tion, we derive the lower limits of redshifts and then the cor-
responding luminosities for these 18 bursts. In Figure 7, we
present the z and L distributions of 81 GRBs with measured
redshifts (red dots) and of 99 GRBs (including 81 bursts
with measured redshifts and 18 ones with pseudo redshifts),
respectively. Blue squares and green diamonds correspond
to the cases of requiring the 18 GRBs enter the 1σ and 2σ
regions of the luminosity correlation, respectively. One can
see from this plot that the z and L distributions of these
three cases are almost the same, we can therefore conclude
that the inclusion of this 18% of bursts without known z
would not change the main conclusions of our paper.
ACKNOWLEDGEMENTS
We are grateful to the anonymous referee for insightful com-
ments. We also thank Bin-Bin Zhang for helpful discussion
on the average exposure factor of Fermi/GBM. This work
is partially supported by the National Natural Science Foun-
dation of China (grant Nos. 11603076, 11673068, 11725314,
11703094, and U1831122), the Youth Innovation Promotion
Association (2017366), the Key Research Program of Fron-
tier Sciences (QYZDB-SSW-SYS005), the Strategic Prior-
ity Research Program “Multi-waveband gravitational wave
Universe” (grant No. XDB23000000) of Chinese Academy
of Sciences, and the “333 Project” and the Natural Science
Foundation (grant No. BK20161096) of Jiangsu Province.
REFERENCES
Abdo A. A., et al., 2010, ApJ, 720, 435
Ajello M., et al., 2009, ApJ, 699, 603
Ajello M., et al., 2012, ApJ, 751, 108
Akaike H., 1974, IEEE Transactions on Automatic Control,
19, 716
Band D., et al., 1993, ApJ, 413, 281
Campisi M. A., Li L.-X., Jakobsson P., 2010, MNRAS, 407, 1972
Cao X.-F., Yu Y.-W., Cheng K. S., Zheng X.-P., 2011, MNRAS,
416, 2174
Chiang J., Mukherjee R., 1998, ApJ, 496, 752
Daigne F., Olive K. A., Silk J., Stoehr F., Vangioni E., 2006, ApJ,
647, 773
Deng C.-M., Wang X.-G., Guo B.-B., Lu R.-J., Wang Y.-Z., Wei
J.-J., Wu X.-F., Liang E.-W., 2016, ApJ, 820, 66
Elliott J., Greiner J., Khochfar S., Schady P., Johnson J. L., Rau
A., 2012, A&A, 539, A113
Fiore F., Guetta D., Piranomonte S., D’Elia V., Antonelli L. A.,
2007, A&A, 470, 515
Gehrels N., et al., 2004, ApJ, 611, 1005
Gruber D., et al., 2014, ApJS, 211, 12
Guetta D., Piran T., 2007, J. Cosmology Astropart. Phys., 7, 003
Hao J.-M., Yuan Y.-F., 2013, ApJ, 772, 42
Hjorth J., et al., 2003, Nature, 423, 847
Hopkins A. M., Beacom J. F., 2006, ApJ, 651, 142
Jakobsson P., et al., 2006, A&A, 447, 897
Japelj J., et al., 2016, A&A, 590, A129
Kaneko Y., Preece R. D., Briggs M. S., Paciesas W. S., Meegan
C. A., Band D. L., 2006, ApJS, 166, 298
Kistler M. D., Yu¨ksel H., Beacom J. F., Stanek K. Z., 2008, ApJ,
673, L119
Kistler M. D., Yu¨ksel H., Beacom J. F., Hopkins A. M., Wyithe
J. S. B., 2009, ApJ, 705, L104
Kouveliotou C., Meegan C. A., Fishman G. J., Bhat N. P., Briggs
M. S., Koshut T. M., Paciesas W. S., Pendleton G. N., 1993,
ApJ, 413, L101
MNRAS 000, 1–8 (2018)
8 Lan et al.
Lamb D. Q., Reichart D. E., 2000, ApJ, 536, 1
Langer N., Norman C. A., 2006, ApJ, 638, L63
Le T., Dermer C. D., 2007, ApJ, 661, 394
Lewis A., Bridle S., 2002, Phys. Rev. D, 66, 103511
Li L.-X., 2008, MNRAS, 388, 1487
Liddle A. R., 2007, MNRAS, 377, L74
Liu J., Yuan Q., Bi X.-J., Li H., Zhang X., 2012, Phys. Rev. D,
85, 043507
Lu R.-J., Wei J.-J., Qin S.-F., Liang E.-W., 2012, ApJ, 745, 168
Lynden-Bell D., 1971, MNRAS, 155, 95
Marshall H. L., Tananbaum H., Avni Y., Zamorani G., 1983, ApJ,
269, 35
Narayana Bhat P., et al., 2016, ApJS, 223, 28
Narumoto T., Totani T., 2006, ApJ, 643, 81
Nava L., et al., 2012, MNRAS, 421, 1256
Paczyn´ski B., 1998, ApJ, 494, L45
Palmerio J. T., et al., 2019, A&A, 623, A26
Paul D., 2018, MNRAS, 473, 3385
Perley D. A., et al., 2016, ApJ, 817, 8
Pescalli A., Ghirlanda G., Salafia O. S., Ghisellini G., Nappo F.,
Salvaterra R., 2015, MNRAS, 447, 1911
Pescalli A., et al., 2016, A&A, 587, A40
Piran T., 2004, Reviews of Modern Physics, 76, 1143
Porciani C., Madau P., 2001, ApJ, 548, 522
Preece R. D., Briggs M. S., Mallozzi R. S., Pendleton G. N.,
Paciesas W. S., Band D. L., 2000, ApJS, 126, 19
Qin S.-F., Liang E.-W., Lu R.-J., Wei J.-Y., Zhang S.-N., 2010,
MNRAS, 406, 558
Robertson B. E., Ellis R. S., 2012, ApJ, 744, 95
Salvaterra R., Chincarini G., 2007, ApJ, 656, L49
Salvaterra R., Guidorzi C., Campana S., Chincarini G., Tagliaferri
G., 2009, MNRAS, 396, 299
Salvaterra R., et al., 2012, ApJ, 749, 68
Schmidt M., 1968, ApJ, 151, 393
Stanek K. Z., et al., 2003, ApJ, 591, L17
Tan W.-W., Wang F. Y., 2015, MNRAS, 454, 1785
Tan W.-W., Cao X.-F., Yu Y.-W., 2013, ApJ, 772, L8
Totani T., 1997, ApJ, 486, L71
Vergani S. D., et al., 2015, A&A, 581, A102
Virgili F. J., Zhang B., Nagamine K., Choi J.-H., 2011, MNRAS,
417, 3025
Wanderman D., Piran T., 2010, MNRAS, 406, 1944
Wang F. Y., 2013, A&A, 556, A90
Wei J.-J., Wu X.-F., 2017, International Journal of Modern Physics D,
26, 1730002
Wei J.-J., Wu X.-F., Melia F., Wei D.-M., Feng L.-L., 2014,
MNRAS, 439, 3329
Wei J.-J., Hao J.-M., Wu X.-F., Yuan Y.-F., 2016,
Journal of High Energy Astrophysics, 9, 1
Wijers R. A. M. J., Bloom J. S., Bagla J. S., Natarajan P., 1998,
MNRAS, 294, L13
Woosley S. E., 1993, in American Astronomical Society Meeting
Abstracts #182. p. 894
Woosley S. E., Bloom J. S., 2006, ARA&A, 44, 507
Yonetoku D., Murakami T., Nakamura T., Yamazaki R., Inoue
A. K., Ioka K., 2004, ApJ, 609, 935
Yu H., Wang F. Y., Dai Z. G., Cheng K. S., 2015, ApJS, 218, 13
Yu¨ksel H., Kistler M. D., Beacom J. F., Hopkins A. M., 2008,
ApJ, 683, L5
Zeng H., Yan D., Zhang L., 2014, MNRAS, 441, 1760
Zeng H., Melia F., Zhang L., 2016, MNRAS, 462, 3094
Zhang B., 2007, Chinese J. Astron. Astrophys., 7, 1
Zhang B., Me´sza´ros P., 2004,
International Journal of Modern Physics A, 19, 2385
von Kienlin A., et al., 2014, ApJS, 211, 13
This paper has been typeset from a TEX/LATEX file prepared by
the author.
MNRAS 000, 1–8 (2018)
