Introduction
and includes three textbook models-the so-called incremental, multiple choice, and convex combination models. The objective of this note is to show that the linear programming (LP) relaxations of these mixedinteger programming (MIP) models are equivalent and that they all approximate the cost function by its lower convex envelope. To the best of our knowledge, although this result might appear to be intuitive, no one has formally established it. We also discuss the relationship between this result and classical Lagrangian duality theory.
The general problem, P, is to minimize the separable sum of piecewise linear functions, subject to linear constraints, which we write as min{g(x): Ax > b, 0 < x < u}, with g(x) = yj gj(xj), b and u as vectors, and A as a matrix. Because the formulations we consider model each function gj(xj) separately, for notational simplicity we will drop the subscript j. We then MANAGEMENT The function g(x) need not be continuous; it can have positive or negative jumps, though we do assume that the function is lower semicontinuous, that is, g(x) < liminfx,, g(x'). Without loss of generality, we also assume, through a simple translation of the costs if necessary, that g(0) = 0. Each piecewise linear segment s E 1, 2, ..., S} of the function g(x) has a variable cost, cs (the slope), a fixed cost, fs (the costintercept), and upper and lower bounds, bs-1 and bs (the breakpoints), on the load corresponding to that segment. We assume bO = 0. Figure 1 
s bs-lys < zs < bsy, 
A s, As > O, ys E {0, 1}.
Comparing the Three Models
Given that all three of the previous models are valid and that researchers have used each of them in different application contexts, it is natural to ask if one is better than another. An important measure for assessing the quality of any MIP formulation is the strength of its LP relaxation. The following result demonstrates the equivalence of the LP relaxations of these three formulations. To establish the desired relationship, we will show that ZLD equals the optimal value of the LP relaxation of any of the three formulations, say the multiple choice model (a similar development applies to the two other formulations).
Like g(x), gy(x) is a separable sum of piecewise linear functions, which we write as gY(x) = j g(xj). This property is easy to establish. Suppose we minimize some cost function Escs (y)zs + fsyS over the polyhedron Q. If cs(y) > 0, then zs = bs-lys in some optimal solution, while if cs(y) < 0, then zs = bsys in some optimal solution. Therefore, we can express each zs in terms of the ys variables, and eliminate the zS variables and the constraints bs-lys < zs < bsys. The resulting problem has a linear objective function and the single constraint Es yS < 1 in the nonnegative y variables. Because the problem has a single constraint, it has an optimal solution with at most one yS = 1 and all other y variables at value zero. Therefore, for some optimal solution the value of each yS is 0 or 1.
Consequently, we can formulate the
This discussion shows how Lagrangian duality results imply the convex envelope property of the three classical models for optimization problems with nonconvex piecewise linear costs. Conversely, it shows that the convex envelope property of the classical models presages the Lagrangian duality result and further demonstrates the strong relationship between Lagrangian duality and linear programming.
Conclusion
We have shown that the LP relaxations of three textbook MIP models for nonconvex piecewise linear minimization problems defined over bounded polyhedra are equivalent, each approximating the cost function with its lower convex envelope. We have also discussed the relationship between these results and classical Lagrangian duality theory.
The equivalence between the three LP relaxations and the fact that they all approximate the lower convex envelope of the cost function has several implications. First, it shows that from the perspective of LP relaxations, choosing among the three models is irrelevant. We might prefer one model to another for other reasons (for example, their use within specific algorithms), but they all provide the same LP relaxations and bounds.
As an algorithmic implication, suppose we use a branch-and-bound algorithm to solve a nonconvex piecewise linear cost minimization problem with a feasible region defined by a bounded polyhedron. it is easy to show that the cost of (x, v, w) is the same as the cost of (x, y, z), the solution to LP(M).
