In this paper, we will study the differentiability on the boundary of solutions of elliptic non-divergence differential equations on convex domains. The results are divided into two cases: (i) at the boundary points where the blow-up of the domain is not the halfspace, if the boundary function is differentiable then the solution is differentiable; (ii) at the boundary points where the blow-up of the domain is the half-space, the differentiability of the solution needs an extra Dini condition for the boundary function. Counterexample is given to show that our results are optimal.
Introduction
It is difficult while important to understand how the geometry of the domain affects solutions of the partial differential equation. This paper is planned to investigate the influence of the convexity of the domain on the solutions. Precisely, assuming that the domain Ω ⊂ R n is convex, we will study the smoothness of the solution of the following elliptic equation
(ii) u(x) = g(x) on ∂Ω, in the sense of nonnegative definiteness for any x ∈ Ω, where 0 < λ 1 is a constant. We assume that g ∈ C (∂Ω), f and a ij ∈ C (Ω) for i, j = 1, 2, . . . ,n and then it is convenient for us to use the conception of viscosity solutions. (For simplicity, in this paper, solutions will always indicate viscosity solutions.)
If g ≡ 0, Li and Wang [3] have showed that the solution u is differentiable on the boundary. If the boundary of the domain is of C 1,α , Wang [4] has showed that the solution is of C 1,α along the boundary, where the convexity of the domain is not needed. We will generalize the result in [3] to the case of nonhomogeneous Dirichlet boundary conditions, that is, g ≡ 0 in this paper. Since the proof in [3] is difficult to be adapted for the nonhomogeneous boundary conditions, we will present a new proof in this paper. Before we state out our main result, for convenience, we give the following definition first. If the dimension of S x is n − 1, we call x is a flat point of Ω and otherwise, we call x is a corner point of Ω.
In Definition 1.1, C x is the blow-up of Ω at x and it is easy to see that S x is a subspace of R n−1
and Ω ⊂ x + C x . The main result of this paper is (1) and that |g(y) − g(x) − Dg(x)( y − x)| rσ (r) for any y ∈ ∂Ω ∩ B r .
(i) If x is a corner point, then the solution u is differentiable at x, and Du(x) = Dg(x).
(ii) If x is a flat point and 
, we call h is differentiable at x with derivative a and denote a = Dh(x).
According to Theorem 1.2, more conditions are needed to guarantee the differentiability of the solution at flat points than at corner points that coincides with the intuition that for convex domain the boundary sets more limits to the solution near corner points than near flat points. This kind of phenomenon also appears when we prove Theorem 1.2, that is, the proof of (i) is much simpler than that of (ii). Furthermore, near the corner point, we have the estimate of the solution (cf. Theorem 2.1) while near the flat point, we have no estimate.
The Dini condition (1.2) is essential for the case of flat points. We will give a counterexample in Section 4 to show that u may not be differentiable at flat points without this condition.
No continuity of ∇u along the boundary can be expected even if we assume g, f and (a ij (x)) n×n are analytic. In fact, a convex domain with corner points is given in [3] such that ∇u is not continuous along the boundary for g ≡ 0, f ≡ 1 and (a ij (x)) n×n ≡ I . Furthermore, another convex domain without corner points is also constructed in [3] to show no continuity of ∇u along its boundary.
In Section 2, we will prove the first part of Theorem 1.2 (in fact a more strong conclusion, Theorem 2.1) and the method is similar to that in [3] and [4] . In Section 3, we will prove the second part of Theorem 1.2, where a new method is adopted. We first show that at each scale, the graph of the solution can be bounded by two hyperplanes; and then that the two hyperplanes will close to each other as the scale tends to zero. At last, we prove that if the hyperplanes have two different limit positions then they cannot shift from one to another if the scale tends to zero. In Section 4, we will give a counterexample to show that the Dini condition (1.2) for the case of flat points cannot be removed.
Notations. We will use standard notations in this paper.
For any x ∈ R n , denote x ∈ R n−1 and
and x n > 0}, the upper half-space in R n ; and
the standard basis in R n . (We will not distinguish with center the origin and radius r.
for any positive number a and b; w + = max{w, 0} and w − = max{−w, 0} for any real number or function w; and dist(x, D) = inf{|x − y|: y ∈ D} for any point x and any set D.
Differentiability at corner points
In this section, we will prove Theorem 1.2(i). By shifting the coordinate system, we assume that the corner point x is the origin 0. Since Ω is convex, there is a supporting hyperplane through the origin 0. Therefore by rotating the coordinate system if necessary, we can and we do assume that Ω ⊂ R n + . Since 0 is a corner point, C 0 = R n + (recall C 0 := R + · Ω is the blow-up of Ω at 0) and thereby there exists x ∈ R n−1 such that (x , 1) ∈ ∂C 0 . Let
It is easy to see that
Since Ω ⊂ C 0 , there exists h 0 > 0 such that
Without the loss of generality, we assume that h 0 = 
dt, L'Hospital's rule can be used to deduce the conclusion.)
) and consider the strong solution of (1.1). It is easy to see that for this case, u is also differentiable at 0 with derivative Dg(0).
For convenience, we will instead prove the following.
Lemma 2.3. Assume that
(ii) u and f
Then there exist three positive constants C, α and Λ depending only on λ, n and τ such that Since Eq. (1.1) is linear, Theorem 2.1 follows easily from Lemma 2.3. We will establish Lemma 2.3 by iteration method which is based on the following Lemmas 2.5 and 2.6. In the following Lemma 2.4, we introduce two barrier functions which are important for our proof. 
respectively.
where > 0 such that
Then Ψ Mδ,δ and ψ Mδ,δ are second differentiable. Since the proofs of (2.4) and (2.5) are similar, we only prove (2.4) in the following.
By the definition of Ψ Mδ,δ , (2.4(i)), (2.4(ii)) and (2.4(iv)) hold clearly. Since |x | = Mδ implies
, if |x | = 1 and 0 x n δ, we deduce (2.4(iii)) by
where (2.6) is applied. 
for some positive constants k and b, then
(2.8)
Proof. We divide the proof into three steps.
Step I. There exist constants M, δ 1 and C 1 depending only on λ and n such that
(2.9)
λ ) and Ψ = Ψ 1,δ 1 be defined by Lemma 2.4. We claim that
In view of (1.1(i)) and (2.4(v)),
According to the Alexandroff-Bakelman-Pucci maximum principle [1, 2] , (2.10) and (2.11), there exists a positive constant C 1 depending only on λ and n such that
Therefore by (2.4(iv)) and setting M = 2 δ 1
, we obtain (2.9). 2
Step II.
There exist positive constants C 2 and C 3 depending only on λ, n and τ such that
Proof. In view of (2.1)
where d is a constant depending only on λ and n and is determined by the following way. Since Ω[δ 1 × δ 1 ] is convex, and u and g 0, by Corollary 9.28 in [2] , we have
for any x ∈ Γ 0 and y ∈ Γ 0 ∩ ∂Ω, where C 2 and γ are positive constants depending only on λ and n.
. Therefore we deduce from (2.13) that
Combining with (2.9), we have
(2.14)
Next we assume that Γ 1 = ∅, otherwise (2.12) will be obtained from (2.14) with C 3 = 1. Since Γ is convex and then connected, we have Γ 0 ∩ Γ 1 = ∅ and thereby
(2.15) (2.16) where C 3 is a constant depending only on λ, n, τ , δ and d. Combining (2.14)-(2.16) and v 0, we obtain (2.12). 2
Step III. Proof of (2.8).
Let ψ = ψ M 1 δ,δ be defined by Lemma 2.4. We claim that
where a is defined by (2.11). In fact, ∂(Ω[M 1 δ × δ]) can be separated into three parts: x n δ by (2.5(ii)) and
By (1.1(i)) and (2.5(v)),
(2.18)
According to the Alexandroff-Bakelman-Pucci maximum principle, (2.17) and (2.18),
where C 4 is a constant depending only on λ, n, M 1 and δ. From (2.5(iv)), it follows that
Therefore (2.8) holds with
and B = ( 
and by the induction assumption,ũ
Therefore by Lemma 2.5, we havẽ 
).
In view of Lemma 2.6, 
Differentiability at flat points
In this section, we will prove Theorem 1.2(ii). As in Section 2, for convenience, we also assume that x = 0 ∈ ∂Ω is a flat point and Ω ⊂ R n + . Since Eq. (1.1) is linear, it is enough for us to prove the following.
Lemma 3.1. Assume that
t dt 1; and
rσ (r) for x ∈ ∂Ω with |x| r, where σ : [0,
Then the solution u of (1.1) is differentiable at 0.
We will establish 
3)
where eitherk
Proof. We prove the following claim first.
Claim. There exist positive constants M, δ 1 and C 1 depending only on λ and n such that
and Ψ = Ψ 1,δ 1 be defined by Lemma 2.4. By the same arguments to derive (2.9), we have the second inequality in (3.6) holds. If we can prove
then according to the Alexandroff-Bakelman-Pucci maximum principle,
and then the first inequality in (3.6) follows from (2.4(iv)), that is, Ψ (x)
Now we are left to show (3.7). Indeed, we first conclude (3.7(i)) by −a
x n = |x |γ (x ) |x |γ |x | γ (1) ,
by (3.1). Next we will show (3.3) according to two cases: u(δe n )
corresponding to which (3.4) and (3.5) will hold respectively. (1) .
by (3.6), from (3.8) and the Harnack inequality, it follows that (3.10) where C 2 is a constant depending only on λ, n, δ 1 and δ. Combining (3.9), (3.10) and v 0, we have
Let ψ = ψ Mδ,δ be defined by Lemma 2.4 and we claim that
Indeed, the first inequality is clear from −a x n δ , we have
where we use x n = |x |γ (x ) γ (1) .
According to the Alexandroff-Bakelman-Pucci maximum principle,
From (2.5(iv)), it follows that
Combining (3.6), (3.12), (3.13) and u 0, we have (3.3) and (3.4) hold.
The proof is similar to that of Case (i). Let
By the Harnack inequality
Indeed, the first inequality is clear from −a
For the second inequality, we also separate the boundary into three parts as (3.11). On the first two parts, by the same arguments to derive (2.17), we have the equality holds. On the last part, by ψ(x)
Therefore according to the Alexandroff-Bakelman-Pucci maximum principle,
That is,
(3.14)
Combining (3.6), (3.13) and (3.14), we have (3.3) and (3.5) hold. 2
As the proof of Lemma 2.6, by 0 u 1, scaling and Lemma 3.2, we have 
and either Indeed, since 0 < μ < 1, we haveK m k m for any m 0 by induction. Therefore (3.17) for any m 1. It follows that
Let 1 − μ = δ α . As same as to deduce (2.20), we have (3.18) for any m 0, where
For any m 0, by (3.16), we also havẽ
δ , (3.19) for any m 1. From (3.18), it follows that for m 1, It is easy to see that 
where
We conclude that {K m +k m } ∞ m=2 is a convergent sequence by the right-hand side of (3.25) tends to 0 as m → ∞. 
Proof. By induction, it is easy to see that K m k m for any m 0. Therefore 
dr , (3.26) for any m 0, where
). By L'Hospital's rule, the right-hand side of (3.26) tends to 0 as m → ∞. This completes the proof of Claim 3. 2 
A counterexample
In this section, we will give a counterexample to show that the Dini condition (1.2) is essential for the differentiability of solutions at flat points.
The domain for the counterexample is the upper half-space in R 2 and the boundary function is |x − t| 2 + y 2 dt.
We claim that u is continuous at the origin, that is, where we fix δ > 0 which is small enough such that for the given > 0, | s ln |s| | < if |s| < 2δ. It is clear that the first two integrals in the right-hand side of (4.1) will tend to 0 if y → 0 + . For the last integral, we take |x| < δ and then |x − t| < 2δ. Therefore by Levi's Theorem, the second limit is ∞. That is u is not differentiable at 0.
