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Big Variety at 
EOSDIS
NASA Earthdata Datasets in 
2019
➔ 12 NASA centers of 
domain expertise
➔ 8,900 distinct data 
collections online
➔ 420 million cataloged 
ﬁles
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~ 23 TBs/day generated
Soon
 ~126 TBs/day generated
https://earthdata.nasa.gov 
NASA’s 
Earth Observing System Data and Information System
...
Our Goals and Motivations
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➔ Provide scientiﬁc data stewardship for all data collections and 
insure data integrity
➔ Provide a uniﬁed and simpliﬁed environment for a diverse 
and distributed community of Earth Science and Applications 
users
➔ Evolve, grow and adapt to new sources of data and new data 
systems technologies
➔ Expand the user community and engage with users to 
enhance and improve user access to data and other 
resources.
➔ Partner with other organizations, US agencies, and Nations to 










archive, search and 
distribution
Expert user support





Uneven levels of service and 
performance
Signiﬁcant time to 
coordinate interfaces
Limited on-demand product 
generation and end-user 
processing capabilities 
Duplication of storage
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End-Users
We are on the cusp of opportunity. 
Can we do better? We are targeting:
- Better support for interdisciplinary Earth 
science researchers
- Reduced burden of data 
management/preparation for end-users
- More insightful, interactive data for 
research and commercial development
- More seamless interoperability with other 
institutional, international, and commercial 
providers
- Reducing overall monetary footprint and 
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Towards a Streamlined Cloud-Based Architecture
Cloud-Native
Ingest/Archive/Distribution System
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Unifying Ingest and Archive in the Cloud:
Cumulus
16
EOSDIS DAACs all operate and maintain 
their own archive and distribution 
systems. This will also be how we 
operate in the future. However, as we 
work towards a cloud-based system, 












within their own 
AWS account.






Unifying Services in the Cloud:
Harmony
20
Historically, EOSDIS DAACs have all 
provided their own tooling with diverse 
interaction patterns and APIs. Harmony 
is our ongoing eﬀort to revisit these 
siloed capabilities in a more harmonized 
manner.
The Harmony Elevator Pitch
Common 
Transformations
e.g., Subsetting L3 NetCDF
DAAC-Unique 
Transformations
e.g., SWOT water feature averaging
DAAC-Supplied DAAC- or Core-Team-Supplied
Service Execution Framework(s)
Enterprise Integration: Login, Metrics, Egress, Metadata Catalog
Common Interface:  Common API, Earthdata Search UI
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https://earthdata.nasa.gov 
NASA’s 













● 420 million ﬁles
Current EOSDIS and Partner Data in the AWS Cloud
24
Global Hydrology Research Center
 https://ghrc.nsstc.nasa.gov/home/ 
Alaska Satellite Facility
ESA’s Sentinel 1 Archive Mirror  
https://search.asf.alaska.edu/ 
https://media.asf.alaska.edu/uploads/home-cards/satellite-dish-scenic.jpg
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➔ GPM IMERG L3
PODAAC Sentinel 6 Preparation
Parallel Operations Prep
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“What if you have to move the data?”
Right now, AWS is the only 
NASA-approved commercial cloud 
vendor. As more options become 




Most of the tools we are using are not a unique 
problem that Amazon alone has solved. 
There are usually (many) free and open source, 
alternatives. 
As we continue to evolve cloud functionality, 
we continue to examine trade-oﬀs between 























What about ECS, Lambda, SQS, etc
Again, these are not unique problems. Every 
major competitor in the cloud space has 
alternatives, or open source alternatives 
exist.







“We are training everyone in AWS”
This is a real problem. Eﬀectively 
leveraging the AWS console is its own 
skillset. People may become unwilling to 
be retrained if we have to migrate. But 










If the data is in the 
cloud, we would like to 
encourage users to 
work with that data in 
place.
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Code Security Working Group
Security is every team member’s 
responsibility. We are working 
towards automating as much as 
possible to remain productive and 
safe as we migrate to the cloud.
We regularly test and implement 
new tools to protect our code 
bases, dependency trees, and 
operational systems and 
vulnerabilities.




Other Opportunities for 
Big Data in the Cloud
42
Much of our work over the last 
24-36 months has been about 
coping with a oncoming data 
onslaught. We still have much 

































serves as head ofserves as chair for
EOSDIS Funded
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Tackling 
Egress
Monitoring
