Abstract: In this paper we prove global well-posedness and scattering for the defocusing, cubic, nonlinear wave equation on R 1+3 with radial initial data lying in the critical Sobolev spaceḢ 1/2 (R 3 ) ×Ḣ −1/2 (R 3 ).
Introduction
In this paper we study the defocusing, cubic nonlinear wave equation This scaling symmetry completely determines local well-posedness theory for (1.1). Positively, [14] proved Theorem 1.1 The equation (1.1) is locally well-posed for initial data in u 0 ∈ H 1/2 (R 3 ) and u 1 ∈Ḣ −1/2 (R 3 ) on some interval [−T (u 0 , u 1 ), T (u 0 , u 1 )]. The time of well-posedness T (u 0 , u 1 ) depends on the profile of the initial data (u 0 , u 1 ), not just its size.
Additional regularity is enough to give a lower bound on the time of wellposedness. Therefore, there exists some T ( u 0 Ḣs , u 1 Ḣs−1 ) > 0 for any
Negatively, [14] proved Theorem 1.2 Equation (1.1) is ill-posed for u 0 ∈Ḣ s (R 3 ) and u 1 ∈Ḣ s−1 (R 3 ) when s < 2. The solution u is continuous in time, u ∈ C(I;Ḣ 1/2 (R 3 )), u t ∈ C(I;Ḣ −1/2 (R 3 )).
3. The solution u depends continuously on the initial data in the topology of item one.
Given this fact, it is natural to inquire as to the long-time behavior of solutions to (1.1) with initial data at theḢ 1/2 -critical regularity. Do they continue for all time, and if they do, what is their behavior at large times?
Global well-posedness for initial data inḢ By the Sobolev embedding theorem and Hölder's inequality,
u(0)
, (1.4) and therefore, E(u(0)) u0 Ḣ1/2 u 0
(1.5)
By (1.3), E(u(t)) = E(u(0)) controls the size of u(t) Ḣ1 + u t (t) L 2 , which by Theorem 1.1 gives global well-posedness. Comparing (1.1) to the quintic wave equation in three dimensions, u tt − ∆u + u 5 = 0, u(0, x) = u 0 , u t (0, x) = u 1 , (1.6) a solution to (1.6) is invariant under the scaling symmetry u(t, x) → λ 1/2 u(λt, λx), a symmetry that preserves theḢ 1 × L 2 norm of (u 0 , u 1 ). Observe that the conserved energy for (1.6), E(u(t)) = 1 2 u t (t, x) 2 dx + 1 2 |∇u(t, x)| 2 dx + 1 6 u(t, x) 6 dx (1.7)
is also invariant under the scaling symmetry. For this reason, (1.6) is called energy-critical, and it is possible to prove a result in the same vein as Theorems 1.1 and 1.2 at the critical regularityḢ 1 × L 2 . This fact combined with conservation of the energy (1.7) is insufficient to prove global well-posedness for (1.6). The reason is because the time of local well-posedness depends on the profile of the initial data (u 0 , u 1 ) ∈Ḣ 1 × L 2 , and not just its size. Instead, the proof of global well-posedness for the quintic problem uses a non-concentration of energy argument. This result has been completely worked out, proving both global well-posedness and scattering, for both the radial ( [7] , [21] ) and the nonradial case ( [2] , [10] , [17] ). where S(t)(f, g) is the solution operator to the linear wave equation. That is, if (u(t), u t (t)) = S(t)(f, g), then
u tt − ∆u = 0, u(0, x) = f, u t (0, x) = g.
(1.10)
Similar results for (1.1) may also be obtained if one assumes a uniform bound over u Ḣ1/2 (R 3 ) + u t Ḣ−1/2 (R 3 ) for the entire time of existence of the solution.
Theorem 1.3 Suppose u 0 ∈Ḣ
1/2 (R 3 ) and u 1 ∈Ḣ −1/2 (R 3 ) are radial functions, and u solves (1.1) on a maximal interval 0 ∈ I ⊂ R, with sup t∈I u(t) Ḣ1/2 (R 3 ) + u t (t) Ḣ−1/2 (R 3 ) < ∞.
(1.11)
Then I = R and the solution u scatters both forward and backward in time.
Proof: See [6] .
In this paper we remove the a priori assumption on uniform boundedness of the critical norm in (1.11), proving, Theorem 1. 4 The initial value problem (1.1) is globally well-posed and scattering for radial initial data u 0 ∈Ḣ 1/2 (R 3 ) and u 1 ∈Ḣ −1/2 (R 3 ). Moreover, there exists a function f : [0, ∞) → [0, ∞) such that if u solves (1.1) with initial data (u 0 , u 1 ) ∈Ḣ 1/2 ×Ḣ −1/2 , then
The proof of Theorem 1.4 combines the Fourier truncation method and hyperbolic coordinates. Previously, [12] applied the Fourier truncation method to the cubic wave equation, (1.1), proving global well-posedness of (1.1) with initial data lying in the inhomogeneous Sobolev spaces
. This argument was improved and modified in many subsequent papers, for both radial and nonradial data. In particular, see [3] for a proof of global well-posedness for (1.1) with radial initial data lying in
for any s > 1 2 , as well as for a description of other results along this line.
Remark:
The method used in [3] was the I-method, a modification of the Fourier truncation method.
In this paper, using the Fourier truncation method, global well-posedness is proved for (1.1) with radial initial data lying inḢ 1/2 (R 3 ) ×Ḣ −1/2 (R 3 ). The idea behind the proof is that at low frequencies, the initial data has finite energy, and a solution to (1.1) with finite energy is global. Meanwhile, at high frequencies, theḢ 1/2 ×Ḣ −1/2 norm is small, and for such initial data, (1.1) may be treated using perturbative arguments. The mixed terms in the nonlinearity are then shown to have finite energy, proving global well-posedness.
Proof of scattering utilizes hyperbolic coordinates. Hyperbolic coordinates were used in [22] to prove weighted Strichartz estimates that were proved in [8] . More recently, [18] , working in hyperbolic coordinates, was able to prove a scattering result for data lying in a weighted energy space. Later, [4] combined the result of [18] with the I-method argument in [3] to prove scattering data lying in the subspace ofḢ
(1.14) Here, the Fourier truncation global well-posedness argument in hyperbolic coordinates shows that (1.1) is globally well-posed and scattering for any (u 0 , u 1 ) ∈ H 1/2 ×Ḣ −1/2 . This fact still falls short of (1.12), since the proof does not give any uniform control over the u L 4 t,x (R×R 3 ) norm. To remedy this deficiency, and complete the proof of Theorem 1.4, a profile decomposition is used. The profile decomposition shows that for any bounded sequence of initial data 15) and if u n (t) is the global solution to (1.1) with initial data (u
is uniformly bounded. Then by Zorn's lemma, the proof of Theorem 1.4 is complete.
The author believes this to be the first unconditional global well-posedness and scattering result for a nonlinear wave equation with initial data lying in the critical Sobolev space, with no conserved quantity that controls the critical norm. Previously, [5] proved global well-posedness and scattering for (1.1) with radial initial data lying in the Besov space B . These spaces are also invariant under the scaling (1.2). Later, [15] proved a similar result in five dimensions.
There are two main improvements for this result over the results of [5] and [15] . The first is that, while scale invariant, the Besov spaces are only subsets of the critical Sobolev spaces. The second improvement is that theḢ 1/2 ×Ḣ −1/2 norm is invariant under the free evolution of the linear wave equation. Whereas, for initial data lying in a Besov space, the proof of scattering simply meant that the solution scattered in theḢ 1/2 ×Ḣ −1/2 norm.
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Local well-posedness
The local well-posedness result of [14] may be proved via the Strichartz estimates of [20] .
Theorem 2.1 Let I ⊂ R, t 0 ∈ I, be an interval and let u solve the linear wave equation
Then we have the estimates
whenever s ≥ 0, 2 ≤ p,p ≤ ∞, 2 ≤ q,q < ∞, and
Proof: Theorem 2.1 was proved for p = q = 4 in [20] and then in [9] for a general choice of (p, q).
To prove local well-posedness of (1.1), (2.2) when p = q = 4 will suffice. Indeed, (2.2) implies that for any I,
is locally well-posed on the interval I.
For u 0 Ḣ1/2 + u 1 Ḣ−1/2 sufficiently small, (2.2) and (2.4) imply that (1.1) is well-posed on I = R. For generic (u 0 , u 1 ) ∈Ḣ 1/2 ×Ḣ −1/2 , the dominated convergence theorem and (2.2) imply that for any fixed (u 0 , u 1 ) Equation (2.4) also implies that (1.1) is locally well-posed on an interval I on which an a priori bound u L 4 t,x (I×R 3 ) < ∞ is obtained. This may be seen by partitioning I into finitely many pieces I j on which u L 4 t,x (Ij ×R 3 ) is small, and then iterating local well-posedness arguments on each interval. This argument also shows that scattering is equivalent to u L 4 t,x (R×R 3 ) < ∞.
Strichartz estimates also yield perturbative results. 
and
, and for all t ∈ I,
Proof: The method of proof is by now fairly well-known. See for example lemma 2.20 of [11] .
The proof of Theorem 1.4 also utilizes some additional Strichartz estimates that only appear for radially symmetric data. First, [13] proved that the endpoint case of Theorem 2.1 also holds. Theorem 2.3 For (u 0 , u 1 ) radially symmetric, and u solves (2.1)
Additionally, the proof will rely very heavily on the estimates of [19] for radially symmetric initial data, extending the range of (p, q) in (2.3) for radial initial data. Theorem 2.4 Let (u 0 , u 1 ) be spherically symmetric, and suppose u solves (2.1) with F = 0. Then if q > 4 and 12) 3 Virial identities for the wave equation
The proof of Theorem 1.4 will also use some weighted Strichartz-type estimates. These estimates could actually be proved using Proposition 3.5 of [19] after making a Bessel function-type reduction from three dimensions to two dimensions using radial symmetry. However, these estimates will instead be proved using virial identities. There are at least two reasons for doing this. The first is that, in the author's opinion, the exposition is cleaner and more readable using virial identities. The second reason is that many of the computations may be applied equally well to defocusing problems as to linear problems.
Suppose u solves the equation
where µ = 0, 1. The case when µ = 0 is a solution to the linear wave equation and µ = 1 is the defocusing nonlinear wave equation (1.1).
Proof: Define the generic Morawetz potential
Computing the time derivative,
Integrating by parts,
If we choose a(|x|) = 1 |x| , then
When u is radial, |∇u| 2 − |∂ r u| 2 = 0. For a general u,
Also, by direct calculation, ∆
Now by Hardy's inequality, when a(x) = 
This takes care of (3.2). Replacing a(|x|) by a(|x − y|) and x with x − y, (3.13) implies
which takes care of (3.3). To prove (3.4), choose a smooth function χ :
for |x| ≥ 2, and such that
is a smooth function, φ(|x|) ≥ 0, φ(|x|) = 1 for |x| ≤ 1, and φ(|x|) is supported on |x| ≤ 2. Take a(|x|)
Also, a(|x|) 1 |x| , so again by Hardy's inequality,
Plugging (3.14) and (3.18) into (3.17) proves (3.4).
Corollary 3.2 If u is an approximate solution to the cubic wave equation,
(3.23) Theorem 3.1 also gives some nice estimates for the linear wave equation (µ = 0). Corollary 3.3 For any j ∈ Z, let w be the solution to the linear wave equation
Then for any 2 < p < ∞,
where
]. (3.26)
Proof: Let ψ be a smooth, radial function supported on an annulus, ψ(r) = 1 for 1 ≤ r ≤ 2, and ψ(r) is supported on 1 2 ≤ r ≤ 4. By Bernstein's inequality,
Therefore, by (3.3), (3.4) , and the radial Sobolev embedding theorem,
Next, by the Fourier support properties of w,
Combining (3.29) with (2.10),
Then when R ≥ 2 −j ,
Finally, when R ≤ 2 −j , a straightforward application of the endpoint Strichartz estimate yields
(3.32) Since there are ln(R 1 ) − ln(R) + 1 dyadic annuli overlapping R ≤ |x| ≤ R 1 , (3.28)-(3.32) directly yields (3.26).
To prove (3.25), interpolating (3.32) with the radial Sobolev embedding theorem, for any 2 < p < ∞,
Meanwhile, by (2.10) and the Sobolev embedding theorem,
35) This finally proves the theorem.
Remark: Also observe that by the radial Sobolev embedding theorem, Corol-
The virial identities in Theorem 3.1 commute very well with LittlewoodPaley projections.
Lemma 3.4 For any j,
Proof: Let ψ be the Littlewood-Paley kernel.
When |y| |x|,
When |y| ≫ |x| and |x| ≥ 2 −j , since ψ is rapidly decreasing, for any N ,
Combining (3.39) and (3.40),
When |y| ≫ |x| and |x| ≤ 2 −j , since ψ is rapidly decreasing, for any N ,
so by (3.39), (3.43), Young's inequality, and Hölder's inequality,
This proves (3.37).
Then, by the triangle inequality, Hölder's inequality, and the Cauchy-Schwartz inequality,
By the Littlewood-Paley theorem,
49) and by the Sobolev embedding theorem,
This takes care of the first term on the right hand side of (3.49).
To handle the commutator, observe that
When |y| ≫ |x|, the kernel
When |y| |x| and |x| ≤ R, by the fundamental theorem of calculus,
When |y| |x| and |x| > R, interpolating
|y| 1/2 (3.55) with the fact that
The kernel estimates (3.18), (3.54), and (3.23) imply that
proving Lemma 3.5.
Global well-posedness
To prove global well-posedness of (1.1) using the Fourier truncation method, decompose the initial data into a finite energy piece and a small data piece, u 0 = v 0 + w 0 and u 1 = v 1 + w 1 , where
A solution u to (1.1) may then be decomposed into u = w + v, where w solves
and v solves
If w 0 Ḣ1/2 + w 1 Ḣ−1/2 < ǫ for some ǫ > 0 sufficiently small, then the small data arguments in (2.4) implies that (4.3) is globally well-posed, and moreover, by Theorem 2.4,
(4.5)
Following (1.3), let E(t) denote the energy of v, where
To prove global well-posedness it suffices to prove that E(t) < ∞ for all t ∈ R. 
Therefore, for c > 0 sufficiently small, independent of E(0), 
Proof: To compute the time derivative of E(t), by Hölder's inequality,
Therefore, by the Cauchy-Schwartz inequality,
If only the second term on the right hand side of (4.10) were present, global boundedness of E(t) would be an easy consequence of (4.5) and Gronwall's inequality. However, the bound
is not enough to exclude blow up in finite time. Instead, we will use a modification of E(t), E(t), which has much better global derivative bounds, and satisfies E(t) ∼ E(t).
To simplify notation, rescale by (1.2) so that 11) and then let v 0 = P ≤1 u 0 and v 1 = P ≤1 u 1 . Following (3.21), (3.22) , and (3.23), let 12) where c 1 , c 2 , c 3 > 0 are small constants and let
Then by (3.12), (3.14), and (3.19), and the Sobolev embedding theorem, which implies
we have E(t) ∼ E(t). 16) where F = −3v 2 w − 3vw 2 . By the support properties of ∆χ( |x| R ), it is possible to choose c 2 , c 3 > 0 such that
By Hardy's inequality and the Sobolev embedding theorem,
Also by Hölder's inequality and Hardy's inequality,
Therefore,
Because χ(|x|) 1 |x| , the same argument also implies
(4.24)
Next, splitting F = −3v 2 w − 3vw 2 , the Sobolev embedding theorem implies that
Analysis of the other terms involving −3v 2 w is similar. 
Next, by the product rule,
Making a Littlewood-Paley decomposition,
By Fourier support properties,
(4.33)
Using Lemma 3.4, 
By Bernstein's inequality and Young's inequality,
).
(4.37) By (3.14), Hölder's inequality, and the Cauchy-Schwartz inequality,
(4.38) Following (4.36),
Next, following (4.36), by the Cauchy-Schwartz inequality, and Lemma 3.5,
(4.40) Therefore,
(4.41)
Following (4.22),
may be estimated using exactly the same arguments as in the estimates for (4.34). Now, the Fourier support of (∇w j )(P ≤j−3 v) 3 is |ξ| ∼ 2 j , so integrating by parts, Then by the Cauchy-Schwartz inequality,
and then by Bernstein's inequality,
). are also bounded, radial functions satisfying 50) and therefore, the analysis of
may be carried out in much the same manner as
). Doing some algebra,
.
(4.56)
This proves that for any t, E(t) ∼ E(t) (1 + t) Cǫ .
Proof of scattering
By time reversal symmetry, it suffices to prove Theorem 5.1 For any radial initial data (u 0 , u 1 ) ∈Ḣ 1/2 ×Ḣ −1/2 , the solution to (1.1) scatters forward in time.
This theorem is proved using hyperbolic coordinates. By the dominated convergence theorem, there exists R(ǫ) < ∞ such that
Then by finite propagation speed and small data arguments, if u is a global solution to (1.1), then
The quantity
is estimated using hyperbolic coordinates, which combined with (5.3) proves
Make a time translation so that
After time translation, (5.3) implies
Switching to hyperbolic coordinates for the region inside the cone, let
Then making a change of variables,
which after undoing time translation, implies (5.5). Also, by direct computation, A solution to (5.12) has the conserved energy,
For now, assume the following lemma. Proof of Theorem 5.1: Letṽ andw solve
Lemma 5.2 There exists a decompositioñ
(5.21) Define the energy,
As in the proof of global well-posedness, define the quantity Then by direct computation, making a slight modification of (3.43) and (3.21),
(5.26) By Hardy's inequality,
(5.27) Also, by Hardy's inequality and the Cauchy-Schwartz inequality,
Next, following (4.33)-(4.35) and using Lemma 3.4,
Next, by Hölder's inequality,
(5.34) Following (4.45) and (4.46),
into the left hand side,
Now by direct computation,
If I is an interval on which (
ǫ, then by (2.10) and (
and therefore,
) can be absorbed into the left hand side of (5.40), proving
This implies a uniform bound on E(T ). Plugging the uniform bound on E(τ ) for all τ further implies a uniform bound on
This proves scattering, assuming Lemma 5.2 is true.
Proof of Lemma 5.2: For t > 1,
First take the Duhamel term u nl . Because the curve t 2 −r 2 = 1 has slope
(5.50)
The last inequality follows from global well-posedness of u, which implies u L 4 t,x ([1,3]×R 3 ) < ∞, (5.7), Strichartz estimates, and the radial Sobolev embedding theorem, which implies
Also by a change of variables and Hölder's inequality, since (t − e −s ) 1 for s ≥ 1 and t ≥ 1,
(5.52) Also, by the radial Sobolev embedding theorem and Young's inequality, 
for any s ∈ [0, ∞), and χ(s−k) is supported on (k −1)·ln(2) ≤ s ≤ (k +1)·ln(2), and split
(5.59)
Taking the derivative,
Then by a change of variables, Hardy's inequality, and Young's inequality,
The computation of ∂ s (sũ (1) l (τ, s))| τ =0 is similar, except that, in addition, it is necessary to compute
Again, by a change of variables,
By the product rule,
By the support properties of χ(s − k) and the Sobolev embedding theorem,
(5.66) Also, by the support properties of χ(s − k) and (5.65),
l (τ, s)| τ =0 has finite energy.
Next, for any k ≥ 0, j > −k, by the product rule and change of variables,
(5.68)
is a radial function, by Bernstein's inequality,
(5.69) Summing up, by Young's inequality, Bernstein's inequality,
Next, by a change of variables,
(5.71) By the product rule,
Then by Bernstein's inequality,
Also, by the product rule, and a change of variables
Then by Bernstein's inequality and Young's inequality,
(5.89) Therefore, by Young's inequality,
(5.90) Therefore, by the Fourier support ofũ
Integrating by parts, by (5.90),
Finally, takeũ (6) l (τ, s). Take f ∈Ḣ 1/2 supported in Fourier space on |ξ| ≥ 1. Then by the product rule and (5.90),
(5.96) Also, by (5.90) and (5.89),
(5.97) Therefore, by Young's inequality,
Also, by Bernstein's inequality,
Therefore, we have finally proved that if u 1 = 0,
To compute the contribution of
Plugging in the formula for a solution to the wave equation when r > t, let w(t, r) = cos(t √ −∆)f . Then,
(5.105)
may be analyzed in exactly the same manner as the contribution of S(t)(u 1 , 0). Therefore,ũ when s < 1. By direct computation, 
Therefore, since χ(s) is supported on s ≤ 1, t,x (R×R 3 ) ≤ M j . (6.14)
Next, suppose that after passing to a subsequence, λ j n t j n ր +∞. Theorem 5.1 also implies that for any (φ 0 , φ 1 ) ∈Ḣ 1/2 ×Ḣ −1/2 , there exists a solution u to (1.1) that is globally well-posed and scattering, and furthermore, that u scatters to S(t)(φ 0 , φ 1 ) as t ց −∞. Then by the decoupling property (6.7), (6.14), (6.21), and Lemma 2.2,
t,x (R×R 3 ) < ∞. 
