I review theoretical approaches to understanding how syn re processing works, including an analysis of the stability of spike synchronisation, a description of Hebbian learning of syn re chains, and an estimate of the capacity of a network the size of a cortical column. Most of the treatment is at the level of simple signalto-noise analyses. NMDA-receptor synaptic currents are found not to a ect the dynamical stability or the capacity severely.
Introduction: the Neural Code
Suppose that, instead of trying to understand how the brain works, we just wanted to understand how a computer works. a If we open it up, identify components like the the motherboard, disk drives, etc., and nd out how they are connected, we have answered the question at one level. Another relevant level is that of the software, studied independent of the machine itself. It is important to understand a computer at both these levels (especially if it is broken and we have to x it), but, in the view I take here, the really basic answer would be: There is a CPU chip which does boolean computations using transistors in integrated circuits. In these computations, all information is encoded as bit strings which are acted on by the processor using a speci c instruction set.
Unfortuantely, we don't even know how to pose the question precisely for the brain. One hypothesis 1 holds that the brain can be thought of as a multiprocessor system, with cortical columns as the processors. A cortical column covers about a mm 2 and contains of the order of 10 5 neurons. In this analogy, the neurons play the role of the transistors on a chip. Within a column, neurons are highly interconnected (here the analogy with chips breaks down), with each one receiving inputs from something of the order of 10 4 others within the same column (plus a comparable number of inputs from the rest of the brain). But what are the signals between neurons, and how are they processed?
We know that neurons communicate with each other by spike trains, but we do not know how their messages are encoded. For a long time, neurophysa I am indebted for this analogy to M. Abeles, who proposed it in a discussion at the conference \Supercomputing in Brain Research", Forschungszentrum J ulich, November 1994.
iologists generally assumed that the precise timing of the spikes did not carry information, though neurons could obviously be far more e cient if they did so. The rate coding hypothesis is evidently adequate in many situations, at least as far as spike timing relative to sudden changes in an external stimulus is concerned, 2;3;4 but there is also increasing evidence that the timing of spikes relative to others emitted by the same or other neurons may be reproducible on signi cantly shorter timescales. 4;5;6;7;8;9;10;11 Here I will review brie y one set of experiments 5;6 which suggest that some temporal structure in cortical neuronal spike trains may be reproducible from trial to trial with a precision at the 1-ms level. I will then describe a class of models, inspired by these observations, for how a cortical column might function. As the name suggests, these feature the synchronized ring of successive pools of neurons { so-called \syn re chains". I will address two basic questions:
How this syn re activity can maintain its coherence with millisecondlevel timing precision, despite the order-of-magnitude-larger membrane time constant and the presence of noise and inhomogeneities.
How such a network might function as a kind of associative memory for encoding a erent stimuli.
Experimental background
The experiments of the Jerusalem group 5;6 were done in the frontal cortex of macaque monkeys performing a simple behavioral task. In response to a visual cue, the animal was supposed to make a hand movement to the one (of two possible) keys which had been illuminated brie y earlier in the trial. The delay periods during which the animal had to remember which key had been illuminated ranged from 1 to 32 seconds, varying randomly from trial to trial. Blocks of trials of this task (\GO" trials) were alternated with blocks of \NO-GO" trials, which had the same format except that the animal was to refrain from making the hand movement. Spike trains were isolated from 8-10 neurons at a time and measured throughout each trial. (Variations on this experimental paradigm were used in some of the experiments, but the present description is su cient for our purposes here.)
A rst glance at the measured spike trains does not suggest strongly reproducible temporal structure. The overall ring rate of some neurons rises signi cantly at some points in the task (e.g. around the time the hand movement is planned or executed), but the individual spike times in di erent trials do not appear to coincide.
However, such an analysis will only be sensitive to temporal structure which is reliably locked to the laboratory clock (i.e. to external stimuli). There is the alternative that the neurons are sending the same signals in each trial, but starting at di erent times. That is, one should look for internal locking of temporal structure in the neuronal signals, rather than locking to external events. One therefore has to try varying the temporal reference point for di erent trials and testing in what degree spike timing is then reproducible from trial to trial.
Carrying this program out reveals that such structure does exist. In particular, one nds triplets of spikes with interspike intervals up to 100 ms or so occuring reliably in most trials. The second and third spikes in these triplets may come from the same neuron as the rst or from di erent ones. In any case, their relative timing appears precise to within a millisecond or two. In between these spikes are many others whose timing appears random. Thus, so far, it looks as if a small part of the spike train (e.g. 3 spikes out of 30 or so in the period of enhanced activity just before the hand movement) has surprisingly precise temporal structure, but the rest still looks random.
But there is more to the story. One can nd di erent shifts of the internal reference times for di erent trials, for which di erent triplets appear to repeat. That is, it is as if the neuronal signals contains many of these triplets, each with precise internal timing, but initiated at times which are random with respect to each other. In some cases, it proves possible to account for almost all the activity in a 500-ms long portion of the data in terms of such triplets. Furthermore, the data can be described in this way for both the \GO" and \NO-GO" blocks of trials, but the particular triplets found for the two conditions are di erent, suggesting that these signals are functionally signi cant, not just some side e ect of the cortical dynamics.
Mathematically, this kind of temporal structure is revealed in singular structure in the 3-time correlation function C ijk (t 1 ; t 2 ; t 3 ) = hS i (t 1 )S j (t 2 )S k (t 3 )i: (1) Here i, j, and k label neurons; these indices can in general all be di erent, but they need not be. In a period with temporal homogeneity (in practice, 500 ms or so during which the overall ring rate is fairly constant), C ijk (t 1 ; t 2 ; t 3 ) is a function only of the time di erences, say, t 2 ? t 1 and t 3 ? t 2 . A perfectly reproducible triplet will appear as a delta-function spike in C at particular values of these time di erences.
To estimate C ijk (t 1 ? t 2 ; t 2 ? t 3 ), one simply makes a two-dimensional histogram of spike time di erences from the data. Because of the nite sample size, there will be some random variation in the population of the bins, and some large peaks might appear by chance. However, if there are su cient data to get a good estimate of the probability of such random uctuations, it is a fairly simple matter to pick out (by eye) the peaks that represent real repeating triplets.
Why is the analysis concentrated on triplets of spikes, rather than pairs, quartets, etc? Pairs are uninteresting for the simple reason that the triplets which have been found appear to contain a broad range of rst and second interspike intervals. Quartets and higher-order multiplets would be very interesting, but they are are hard to observe for two reasons. First, if succesive spikes in a multiplet are separated by 100 ms or so, we cannot hope to nd many large multiplets if the data we analyze only cover 500 ms or so. Second,if we want to look for, say, quartets, we have to construct our histogram with a three-dimensional array of bins rather than a two-dimensional one. The correspondingly larger number of bins makes the statistical problem of distinguishing real peaks from chance uctuations more di cult, and this barrier is reached already for quartets (for the present data set sizes).
I will not say anything else about statistical issues here, except that they are nontrivial. I will instead adopt the attitude that if these apparent e ects are real, they are very interesting from a biophysical and network dynamical point of view.
Dynamical Stability
One way to achieve reproducible temporal structure in a network was proposed by Abeles. 1 Start with a pool of neurons that all re simultaneously (i.e. within a millisercond or so of each other). Suppose that these are all (or at least mostly) connected by strong excitatory synapses to a second pool, those are connected similarly to a third pool, and so on. The synchronized ring of each pool will lead to synchronized ring of the succeeding one, and thus to a well-de ned wave moving through the system. This is the picture called a \syn re chain". In this form it is essentially a feed-forward layered neural network. If the dynamics of this network followed an external clock, the synchronization of the ring in successive pools would be trivial. However, in real life there is no such clock, and the stability of this synchronization becomes an interesting problem. The rst analysis of this problem was given by Abeles; 1 the discussion here is based on that.
We make the analysis using leaky integrate-and-re neurons. The postsynaptic potential (PSP) u i (t) of neuron i obeys
Here is the membrane leakage time constant, J ij the synaptic strength, t ij D the transmission delay time between neuron j and neuron i, and t j m the time of the mth spike emitted by neuron j. Thus, each spike of neuron j produces a jump in u i of size J ij (positive for excitatory synapses, negative for inhibitory ones), and in between these jumps u i decays toward its resting value (de ned to be zero) at a rate 1= . When u i reaches the neuron's threshold i , the cell res a spike, the potential is reset to zero and Eq. (2) takes over again. Actually, the PSP does not change discontinuously. It takes a nite time (of the order of a ms) for the synaptic current to ow, so the delta-functions in Eq. (2) have to be smeared out over a time of this order. It is conventional to model the time course of the current by a simple form like (At= ij 0 ) exp(?t= ij 0 ). However, 0 is an order or magnitude or so smaller than the membrane time constant , so, viewed on the timescale of , the jumps in u i (t) are quite sudden.
Cortical neurons have low spontaneous activity rates of a spike per second or so. This comes about because the 10 4 or so inputs to a given neuron e ectively make u i (t) execute a random walk around some equilbrium level. Occasionally, u i reaches threshold and the cell res, after which the potential is reset and the random walk begins anew.
If a neuron is a member of one of the pools (call it pool 1) in a syn re chain, as described above, it receives an unusually strong positive input (i.e. it gets a sudden net increase in PSP) just after the cells in the previous pool (call it pool 0) in the chain re. If their ring was nearly synchronous and the transmission delay times for all the synaptic connections between cells in the two pools are nearly the same, the total rise in PSP will just be P j J ij , where the sum is over the neurons that red in the previous pool. That is, there is no time for the potential to decay signi cantly while the incoming volley raises it toward threshold. The condition for this to be true is simply that the spreads in presynaptic ring times and transmission delays, as well as the synaptic current time 0 , be small compared to the membrane time constant, which is about 10-20 ms.
We suppose that P j J ij is su cient to make the cell i re. Now consider how u i (t) rises toward threshold in di erent cells i in pool 1, considering rst the limit where all the neurons in this pool are identical, all delay times and synaptic strengths from pool 0 to pool 1 are equally strong, and there is no input to pool 1 other than that from pool 0. In that case, u i (t) is exactly the same for all i, so all the pool 1 cells will re simultaneously, irrespective of how spread-out the ring times of the pool 0 are, provided only that the leakage decay of the PSP does not weaken its rise so much that it does not reach threshold. Thus, under these conditions, ring synchronization in pool 0 at the 10-ms level would be su cient to produce perfect synchronization in pool 1 (and, by extension, in all successive pools). The reason for this simply that the pool 1 cells have common imput. Now let us relax some of the idealizations made in this argument. First, the synaptic strengths are not uniform (indeed, some of them may be zero), and pool 1 neurons can have di erent thresholds and receive part of their input from di erent sources than pool 0. These inhomogeneities produce a variation across the population of pool 1 cells in the value (relative to threshold) of u i , with some characteristic size u. It is simple to estimate u from simple models of the inhomogeneity in these parameters; the details are not important here. What is important is that they lead to a spread of ring times in pool 1, equal approximately to ( t) 1 = u _ u ; (3) where _ u is the rate of rise of the PSP, which we estimate as
with the average threshold and ( t) 0 the spread of ring times in pool 0.
Combining Eqs. (3) and (4), we nd
That is, the synchronization is improved from one pool to the next by what is essentially a signal-to-noise factor: the ratio of the PSP needed to reach threshold to the rms PSP uctuations. If this were the whole story, the network would approach perfect synchronization exponentially. What limits this precision is the variability of the transmission delays t ij D and the times ij 0 for synaptic current ow. Calling the rms uctuations of these t D and 0 , respectively, putting them into Eq. (3) and using Eq. (4) again leads to
where p labels the successive pools in the chain. The extra spreading from t D and 0 counteracts the tendency toward better synchronization that we saw in Eq. (5). For p ! 1, the resulting precision is
provided the signal-to-noise ratio = u is bigger than 1. We see that the ring can be synchronized much better than the spreads in transmission times or synaptic current ow times if the signal-to-noise ratio is large. This level of timing precision is compatible with known values of transmission delays, synaptic current durations, and membrane potential uctuations. 1;5;12 If the signal-to-noise ratio is less than one, on the other hand, ( t) p increases from pool to pool and synchronization is lost.
We can now see how ms-level spike timing precision can be achieved despite the initial naive expectation based on the argument that neurons are sloppy temporal integrators. The dynamics in the syn re regime are governed by a di erent set of characteristic times, notably synaptic current ow times and transmission delays, all in the ms-level range. The membrane time constant does not come into play at all, provided the synchrony is maintained at a precision much shorter than itself. This only requires that be large enough that leakage not signi cantly weaken the PSP as it rises during the input volley from the previously-ring pool. A larger actually helps synchronization, rather than weakening it, as the naive argument would have held. Closely related arguments for a di erent model have been made by Gerstner and coworkers. 13;14 Large signal-to-noise ratios can be achieved if the pool size n is large. If J is a typical synaptic strength, the critical signal magnitude = O(Jn) / n, while the contribution to u from inhomogeneity in synaptic strength and dilution scales with n like p n. As we will see later, a part of the contribution to u from noisy inputs also scales like p n, while the rest of it is n-independent, as is the part coming from threshold variability. So the signal-to-noise ratio can always be improved by taking larger pools.
In the large signal-to-noise ratio limit, the system e ective functions as if it had a clock. In section 4 we will investigate how a syn re network can function as a memory device for encoding external signals.
Many of the synapses (so-called AMPA synapses) on cortical excitatory neurons have fast currents, as described above. However, many others, the so-called NMDA receptors, have a di erent dynamics. First, NMDA channels open only when the cell is already rather strongly depolarized. Thus, they have rather little e ect if there are no inputs through the AMPA channels, but they can strongly enhance the ring of cells which would otherwise only re weakly. In a syn re volley, the rst incoming spikes will produce only AMPA currents, but as the PSP rises the NMDA currents can become strong, a good fraction of the strength of the AMPA ones. Second, NMDA channels tend to stay open for a long time, so once they turn on they can continue to drive the PSP up for a long time. Thus, these receptors can have a considerable net in uence on the PSP and, as a consequence, on when the neuron res.
However, despite their potentially long persistence time, NMDA currents probably do not seriously degrade the temporal precision of syn re processing. When they open, NMDA channels do so just as fast as AMPA ones, so they can actually increase the rate of rise of the PSP above what it would be with only AMPA synapses. When AMPA currents alone are not su cient to make the cell re, the persistent NMDA currents can continue to drive the PSP up after the AMPA currents have died out, at a rate governed by their peak conductance. This is somewhat weaker than that of AMPA synapses 15 , but only by a factor of 2 or 3. Thus the temporal precision of the ring synchrony in a syn re pool would be reduced, very roughly, by this factor. 4 Recurrent Syn re Networks: Associative Memory and Capacity
The foregoing description of a syn re chain was essentially as a feedforward network. This is unrealistic, for cortical processing is done in networks with extensive interconnection and feedback. Here we examine some simple models that incorporate feedback but are still easily soluble.
These model encodes stimuli as syn re chains. That is, one imagines there is a set of stimuli, each of which activates a certain subset of neurons in the network. From thiese initial conditions, the network evolves through a particular syn re sequence of states. The basic idea is that these spatiotemporal activity patterns aren the encodings of the stimuli, to be read by later processing stages. We do not concern ourselves here with how this reading is to be carried out. Our only concerns are that
The di erent stimuli should be encoded by distinguishable syn re sequences. This is necessary if the rest of the brain is to be able to distinguish between the di erent stimuli. Very small changes in a stimulus should not lead to di erent encodings, i.e. the network should perform error correction on its inputs. To put it another way, syn re chains should be attractors of the dynamics. Of course, these two demands are complementary: the better error correction we insist on, the fewer distinct stimuli the network can encode. This is a case of the classic problem of associative memory. Readers may be familiar with it in the context of the Hop eld model, 16 where the attractors are static xed points of the dynamics. The original Hop eld model was formulated for attractor patterns for which half the neurons were active. A version of the Hop eld model in which very few neurons were active at a time was given by Tsodyks and Feigel'man. 17;18;19 
with synaptic strengths J ij , threshold , and ( ) the unit step function. We are taking time to be digital; that is, we are assuming the synchronization mechanism described in the preceding section provides us with an e ective clock. Note that these neurons are not integrate-and-re ones like those described by Eq. (2); they have no memory of the previous time step at all. We will see later how to take account the possible buildup of PSP from previous steps (at least approximately); for now we stick to the simple memoryless model.
The synaptic weights J ij have two parts. The rst, which is totally excitatory, is constructed in such a way as to make particular syn re sequences fS i (t)g attractors of the dynamics, and the second is a global inhibition term whose strength is chosen so as, on average, to balance the excitation created by the rst term. The P di erent attractor sequences fS i (t)g, = 1; : : : ; P, are each taken to be T time steps long (t = 0; : : : ; T). We take each S i (t) to be randomly 1 or 0 with probabilities f and 1 ?f, respectively, independently for di erent t or . The number f, which we call the sparseness of the patterns, is much less than 1 (for application to real cortical tissue it is O(10 ?3 )). We denote the pool size (the number of neurons active at a time in one pattern sequence) fN by n. We take the total number PT of pools to be of order N. Thus, di erent pools have small mutual overlap (a fraction f), but there are so many other pools they can overlap with that this \crosstalk" can be a major problem. It will be convenient to de ne a \load parameter" = PT N (9) as a measure of how strong a demand we are placing on the network. Ultimately, we will nd that for large networks (N ! 1) there is a critical value of beyond which the memory breaks down.
The formula for the synaptic weights is
That is, there are excitatory connections of strength J between successive pools (labeled by the index t) for each sequence . As described above, this tends to make the di erent pools active in the speci ed sequences.
To see how this happens mathematically, let us suppose that a fraction m of the neurons in pool 1 in sequence 1 are active. We compute the PSP in Eq. 
In the limit of small f, the quantity u i is a zero-mean Gaussian random variable. It is straightforward to compute its variance:
h u 2 i i = J 2 fQ(1 + nfQ); (12) where
is the average activity in the entire network. We will take the sparseness f to be of O(1= p N), so the pool size n = O( p N), and both Q and the variance (12) are O(1).
The meaning of Eq. (11) is this: The neurons in pool 2 of the active sequence (1) have a strong excitatory PSP because they get input from the currently active pool 1. In addition, every neuron, whether in this pool or not, has an additional random PSP which originates from the random overlaps between di erent pools in the second line of Eq. (11) . Becasue the standard deviation of this e ective noise is of O(1), some neurons in the pool that should re next have subthreshold PSP's, while others not in that pool have high enough PSP's to re. For a given threshold , this reduces the average pool activity m at the next time step while increasing the average activity measured by Q. As time goes on, m and Q change in response to each other.
Perfect propagation of a prescribed syn re chain fS i (t)g is not possible, since the Gaussian PSP distributions have tails extending out to 1. However, m and Q may approach nite, stable xed point values, with m not too much less than 1. If at some time m is reduced (say, by some extrinsic noise) to a value slightly below its xed-point one, it will increase on the next step and approach the xed-point value again. Thus, the dynamics perform a kind of error correction.
We can write self-consistent (mean-eld) equations for m and Q: These are the same equations as those derived by Tsodyks 19 for static attractor patterns. For our time-dependent patterns, we simply have to measure the overlap m at time t with respect to the pool fS i (t)g that should be active at that time (working in the \moving frame").
Equations (14)- (15) describe a state with one active chain. However, several chains can be active at a time. They do not interfere severely with each other because pools overlap so weakly. The experimental ndings described above suggest that 10 or more chains can be simultaneously active in real cortical processing. It is simple to extend the above analysis to multichain states. The only change is that the rst term on the right-hand side of Eq.
(15) acquires an extra factor of s, the number of simultaneously active chains.
We may also consider another version of this model, which we call the nwinner-take all (n-WTA) model. In this model, there is no explicit inhibition.
Instead, at each time step, the threshold is adjusted so that exactly n neurons re. This is equivalent to the constraint Q = 1 (or, for multichain states, Q = s) in Eq. (15) . The two equations then have to be solved for m and .
It is apparent that if we try to make the network capable of running through too many or too long sequences, the e ective noise variance (12) will grow, and its performance (as measured by the order parameter m) will be degraded. A detailed analysis shows that this degradation actually occurs as a sudden breakdown: There is a critical value c of , below which m is quite close to 1, but above which it drops suddenly to zero. Here I give a quick heuristic calculation of c , considering, for simplicity, the n-WTA model with one active chain.
Consider the total PSP distribution. At any time, it is the sum of two Gaussians, one of weight 1 ? f (from all the neurons except those in the pool about to re) and the other of weight f (from those in that pool). Their means di er by Jm, and their standard deviation is given by Eq. (12), which for the n-WTA model is just J 2 f(1 + nf). The threshold has to be placed so that the total weight above it is equal to f. That is, the weight in the tail below of the higher-mean Gaussian has to be equal to that above of the lower-mean one.
An obvious necessary condition for stability is that the tail of the big PSP distribution for neurons outside the current pool should not overwhelm the small-weight distribution for neurons in the pool. That is, 
we nd
A more careful analysis 12;17;18;19 gives the same result (asymptotically for small f).
Notice that a naive signal-to-noise analysis (the separation between the means should be greater than the standard deviation) would just give c f(1+ nf) = 1, i.e. without the logarithmic factor found in the result above. The log factor enters because the weight of the Gaussian for the PSP of neurons outside the current pool is so much larger than that of the neurons in the pool (i.e. because the pool is a very small part of the network). We can express the result by saying that in this case the means have to be separated by log(1=f 2 ) standard deviations instead of just one. This calculation can be extended simply in several directions. First, it is simple to add extrinsic noise to the intrinsic term u i in Eq. (11) (representing inputs to our local cortical network from the rest of the brain). Let this extra noise have variance B 2 . Then the modi ed signal-to-noise criterion reads J 2 c f(1 + nf) + B 2 = J 2 log(1=f 2 ) : (20) leading to a reduced capacity c = 1 ? (B 2 =J 2 ) log( 1=f 2 ) f(1 + nf) log(1=f 2 ) :
A little noise goes a long way: to give a nite c for f ! 0 requires that B 2 scale like 1= log(1=f 2 ). It is also possible to estimate qualitatively how the capacity would be changed if we replaced the memoryless neurons used in this analysis with integrate-and-re ones, which accumulate changes in their PSP over time. Returning to the case of zero extrinsic noise, an e ective noise with variance given by Eq. (12) acts for the entire time between rings, and in this interval the PSP obeys u i (t + 1) = u i (t) + h i (t)]e ?1= ; (22) so the accumulating variance A(t) evolves according to A(t + 1) = A(t) + A 0 ]e ?2= ; (23) with A 0 = J 2 c f(1 + nf). In the limit t 1, A(t) ?! A 0 =2, i.e. the e ective accumulated noise variance saturates at a value =2 times greater than the one-step noise variance. Thus, if the interval between rings is much greater than (as it will certainly be for small enough f), the capacity is simply reduced from the previous estimate by this factor (about 5 in real cortex if we take the basic time step as 1 ms and as 10 ms).
Hebbian Learning of Syn re Chains
In real life, synaptic weights are determined by a self-organizing process that depends on the experience of the animal. Years ago, Hebb 21 proposed that a general principle of this process might be that synapses that got \used" (i.e. for which presynaptic ring was followed by postsynaptic ring) would get strengthened at the expense of those that were not. The biology underlying such processes is complex and far from fully understood, but recent investigations reveal strikingly Hebbian synaptic dynamics. 22 They show that when presynaptic ring is followed by postsynaptic ring within a time window of about 10 ms, synaptic strength is enhanced, while if the time order is reversed, it is weakened. This temporal feature of Hebbian learning makes learning sequences, rather than stationary attractors, natural. 23 NMDA receptors are implicated in the biochemistry of learning, since the current through them is Ca +2 ions, the in ux of which sets o biochemical reactions that lead to long-term changes in synaptic strength. The details of these reactions are not all known, but the popular current picture is that Hebb learning is implemented by a combination of the Ca +2 through the NMDA receptors and that through other voltage-gated (but not transmitter-gated) channels which open in response to action potentials back-propagated from the soma. 24 .
In this learning scenario we expect that the maximal long-term synaptic strengthening occurs when the combination of AMPA and NMDA contributions to the PSP are just enough to make the cell re (because it is then that the NMDA current ows for the longest time before threshold is reached). Assuming that this learning strengthens the AMPA currents, later presentation of the same stimulus will evoke weaker NMDA currents, and therefore weaker synaptic changes, since the AMPA currents by themselves will take the neuron closer to its ring threshold. Thus, this learning mechanism is self-limiting. A corollary of this picture is that the precision of the spike synchronisation within a pool should improve during learning (if the learning is gradual enough). This prediction might be testable.
Consider a network described by our n-WTA model, with initially random synapses. Suppose it is put into some initial state by an external stimulus. (We assume for the sake of simplicity here that the stimulus is very short-lived, and that its only relevant e ect on our network is xing its initial condition. This condition will have to be relaxed in future, more realistic treatments.) The network will then evolve through a sequence of states S 1 i (t). A second stimulus will produce a di erent sequence, S 2 i (t), and so on. These sequences will be almost completely di erent, because the dynamics of a network with completely random synapses is chaotic. Thus, even stimuli which are quite similar (i.e. which put the network into initial conditions which are quite similar) will lead to sequences which are quite di erent after a few time steps. These sequences are not suitable as syn re chains for just this reason.
However, with Hebbian learning, the synapses from the sets of neurons active at one time step to those active at the next will be strengthened, and repetitions of the stimulus will strengthen them further. This can make these sequences into syn re attractors that encode the di erent stimuli.
Of course, the net learning strength should not be too small (the chains will not be stable attractors in the presence of noise), or too big (the basins of attraction of di erent chains will overlap, with the result that the corresponding stimuli cannot be distinguished). In this section I study the n-WTA model with sequences learned in this fashion on top of random initial synapses.
The net synaptic strength for P stimuli encoded with equal strength J is
S i (t + 1)S j (t) + J 0 ij : (24) Before learning (J = 0), for su ciently random J 0 ij the resulting PSP's will be Gaussian, by the central limit theorem. We choose the parameters of the 
For the sparse activity limit we are studying, the asymptotic form (18) of the error function H leads to = p log(1=f 2 ): (26) At di erent times, di erent sets of neurons have PSP's in the tail, but the PSP distribution does not change unless the synapses do.
After learning, there is an extra contribution to the PSP u i , like that in Eq. (11) . Therefore, the PSP distribution P(u) changes in two ways. First, at any time, the PSP's of the set of neurons which should be active at the next time step are increased by Jm. This introduces a gap of this size into the PSP distribution. In addition, the crosstalk noise u i of variance J 2 f(1 + nf) smears the PSP distribution out. For J 1 (learning weak compared to the original random synapses) and 1 (learning very few or very short sequences), we can take the distribution to be approximately symmetric about the gap (Fig. 1) .
It is now a simple matter to estimate the capacity of the network for syn re chains learned in this way. 25 Here, in contrast to the situation in the preceding section, the PSP distribution around the pseudogap near is symmetric; the large asymmetry present there between the parts of the distribution above and below is absent. Therefore, a simple signal-to-noise criterion is su cient, and we get c = 1 Note that the learning strength J cancels out.
This analysis is for a single active sequence. It is straightforward to extend the analysis to a system with s simultaneously-active sequences. Then f just gets replaced by fs in (27) .
A closer look at the mean eld equations 26 reveals no sudden instability at c , just a gradual degradation. Formally, the capacity appears to diverge / J ?2 at small J. However, beyond a value of the signal-to-noise ratio of order 1, the dynamical stability will disappear, as described in Eq. (7), and the clocked model on which the mean eld equations are based is not valid. Therefore, the simple signal-to-noise analysis is the physically relevant one.
Plugging in appropriate numbers for a cortical column (N 5 10 4 , n 50, s 20 give an c 50. Several e ects will reduce this estimate, however.
First, the connectivity within a cortical column is not complete. This reduces the signal-to-noise ratio by the square root of the connection probability c, since both the gap and the variance of the crosstalk noise distribution get multiplied by c. Estimates of c vary, but taking c = 0:25 will reduce the capacity estimate by a factor 2. Second, as we discussed earlier, the crosstalk noise will build up between rings to an e ective value about =2 5 times larger than what one would have in the model with memoryless neurons. Together, these two e ects reduce the capacity by a factor of 10, so c cannot be bigger than about 5.
Thus, if we take sequences of length T 1000 steps ( 1000 ms), we nd a maximum number P max < 250 of stimuli that can be encoded in this fashion.
Thus, a cortical column has a reasonable capacity.
This estimate is only valid if the width over which the distribution is smeared out is small compared to the width of the high-PSP tail, which can be estimated simply as P( )=P 0 ( ) = 1= . This constrains the strength of learning: J 2 fp(1 + nfp) < 1= = log(1=f 2 ); (28) leading to a capacity limit c (J) = 1
for J between about 1= log(1=f 2 ) and about 1. For large J, we can just ignore the J 0 ij in the analysis and recover the tabula rasa result of the preceding section, which is the same as (29) with J replaced by 1. The maximum enhancement above the tabula rasa result is a factor log(1=f 2 ), which is 14 for typical realistic values f = O(10 ?3 ).
We can also examine the sensitivity of this model to extrinsic noise. We simply repeat the above analysis with a total noise variance of fs(1 + nfs) + B 2 . In the small-J (J < 1= log(1=f 2 )) range, this places a limit 
We see that B c (J) reaches a maximum at an optimal learning strength J opt 1= log(1=f 2 ). All this was for AMPA-receptor synapses only. We now see how the analysis is a ected by the presence of NMDA receptors. The important feature of these receptors in the present analysis is the fact that their contribution to the synaptic strength J ij depends (nonlinearly) on the PSP u i . We can describe this e ect by the equation u i = 1 + g(u i )]u 0 i ; (32) where u 0 i = P j J ij S j is the PSP in the absence of the NMDA receptors and the nonlinearity can be modeled by g(u) = b=(1+exp (u 0 ?u)). 15 For a given input u 0 i , (32) has to be solved for u i .
We can then go through the capacity analysis again, using the solution of (32) as the PSP. The PSP distributions are now distorted from their previous Gaussian forms. However, we only anticipate minor quantitative changes in the results, since at any value of the PSP, the signal (gap in P(u)) and the noise (smearing of P(u)) will be a ected in the same way. Thus signal-to-noise ratios will not change, and at our level of analysis we nd the same capacity as before.
Discussion
The description given here is highly incomplete. More work is needed, both in the direction of more realistic microscopic modelling (beyound the simple integrate-and-re model) and more complete mathematical analysis (beyond mere signal-to-noise analyses). However, precisely because the conclusions only rely on such general features and principles and not on details of particular models, we gain useful insight into the mechanisms of syn re processing. We have at least a zero-order estimate of the computational capacity of a network the size of a cortical column, and, even more important, we understand qualitatively the stability mechanism { how learned spatiotemporal ring patterns can have reproducible temporal structure on ms-level timescales. Furthermore, we have also seen that the computational capacity and dynamical stability of the system are not destroyed when NMDA receptor dynamics are included in the analysis, though the timing precision may be degraded to some degree, particularly during learning.
There is currently a lot of interest in short-term (O(0:1 ? 1 s)) synaptic dynamics, 27;28;29 and these e ects might be important for syn re dynamics. Synaptic adaptation tends to destabilize stationary attractors, leaving timevarying activity patterns as the only obvious alternative. Indeed, recent work 30 shows how synaptic adaptation can enhance the on-line learning of syn re attractors, which otherwise would be di cult. 31 
