Radial Distribution of Dose
Track theory describes the interaction of a charged particle with a detector through the joint application of the radial distribution of dose and the dose-response function after irradiation with gamma rays. In the 20 years since this model was introduced, 1-3 a number of measurements and calculations of the radial dose distribution have been made. To introduce these results into our calculations a semi-empirical formula for the radial distribution of dose has been developed, as shown in Table 1.
Our dose formula, Equation 1, Table 1 , is based on a power law representation of the electron range-energy relationship, Equation 4 , fitted separately to data for electrons below 4 and above 5 1 keV, in aluminum. We assume the Rutherford cross section for delta ray production from atoms having ionization potential I = 10 eV, Equation 8 , normal ejection, and the Barkas formula for effective charge, Equation 10 . While these procedures are somewhat arbitrary, the equation fits the available measurements 6-9 and calculations 10 rather well, as shown in Figure 1 . We use this equation interpolatively to calculate the inactivation cross sections for dry enzymes and viruses, and, with trepidation, extrapolatively to calculate ion-kill cross sections for the inactivation of biological cells in the track width regime with ions up to uranium, well outside the region in which we can have confidence in the formula (Katz et al., this conference).
Our model needs extensive further measurements and calculations of the radial distribution of dose. At the very least we hope for experiments which lead to evaluation of an effective charge formula, based on stopping power, which is everywhere valid. An experimental program to determine the total cross section for delta ray production would also be helpful. But most important to us is the measurement of the radial distribution of dose, at all distances from the path of an energetic ion, from 10 -10 m to the maximum radial penetration of delta rays. Effective charge from stopping power in emulsion, Z<18 
Inactivation Cross Sections
Such has been the advance of computing technology that the calculation of the inactivation cross sections for dry enzymes and viruses in the point target model 2 can now be made on the Hewlett-Packard HP-41 hand held programmable calculator.
The work displayed here is done with an extended target model, with the enzyme or virus represented as a short cylinder whose axis is parallel to the ion's path. The average dose to the cylinder, whose axis is at radial distance t from the path is E(t). The cross section is then given as the radial integral of the inactivation probability, given for the 1-hit detector as
where E 0 is the D 37 dose for gamma rays and T is the greatest radial penetration of delta rays. The original motive for the measurement of enzyme and virus inactivation cross sections was to determine the physical size of these entities. It was assumed that a high LET particle passing through an enzyme would always inactivate it, while if the particle passed outside, the enzyme would remain unharmed. This interpretation ignored the dominant effect of delta rays. In the present model target size plays a secondary role in the track width regime, where the inactivation cross section exceeds the physical size of the enzyme molecule. We have therefore assigned nominal target radii for calculational purposes of 10, 30, and 100 Å, when E 0 lies in the decades 10 5 , 10 4 , and 10 3 Gy, respectively, to approximate target volumes. Target size is more significant in our calculations in the grain count regime, and in the region of thindown, where there is little available data.
For simplicity in the presentation we have fitted the cross section data by assigning values of E 0 . Where an experimental D 37 dose is available we compare the fitted to the experimental value. The average ratio of D 37 (experimental) to E 0 (fitted to cross section data) is 1.07 ± 0.18. This agreement is a substantial improvement over our earlier work, and is principally due to the improved expression for the radial dose distribution.
Our principal results are presented in Figures 2 and 3 . Here we show the calculated cross sections as open circles or squares, and the measured cross sections as + or ×, all plotted against LET. To nest the results for a more compact presentation, the data are shifted multiplicatively, by powers of 10. The data are all identified by the first two letters of the name of the first author and the year of publication, for mnemonic purposes. The average ratio of the experimental to calculated cross sections is 0.96 ± 0.11. In Figure 2 we note a persistent trend in the enzyme data of Brustad (Br60, Br67) 11, 12 where the calculated cross section under-estimates the measured cross sections at low LET when E 0 is fitted by matching the cross sections at high LET. No D 37 dose is reported for these data. Fairly large and unexplained differences also exist at the low LET value for the ribonuclease data of Marshall et al. (Ma70) 17 and for the trypsin data of Dolphin and Hutchinson (Do60). 14 With the new expression for the radial dose distribution our calculations lie within approximately 15% of the experimental data.
Comments
There are some puzzling aspects of these results. Our dose formula fits the experimental data rather well. Experimentally there is no hint of a track core. Radial integration of our dose formula yields about half the stopping power. Thus the experimental radial dose measurements must also integrate to about half the stopping power. How is it that the dose measurements do not reveal all the deposited energy? How is it that a dose formula that produces only half the deposited energy is able to account for the entire cross section? Perhaps in answer to the second question there is already sufficient overkill from delta rays close to the ion's path for the additional energy from primary ionizations and excitations to have no influence on the cross section.
Many microdosimetrists believe that the resolution of radiobiological problems lies in knowledge of the detailed spectrum of energy depositions in nanometer or micrometer sub-volumes, and in the spectrum of separations of near neighbor ionizations. The present work demonstrates that to 15% accuracy, that is, to the accuracy of much of this experimental data, such detail is superfluous.
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