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Abstract. We derive all eighteen Gauss hypergeometric representations for the Ferrers
function of the second kind, each with a different argument. They are obtained from the eigh-
teen hypergeometric representations of the associated Legendre function of the second kind
by using a limit representation. For the 18 hypergeometric arguments which correspond
to these representations, we give geometrical descriptions of the corresponding convergence
regions in the complex plane. In addition, we consider a corresponding single sum Fourier
expansion for the Ferrers function of the second kind. In four of the eighteen cases, the
determination of the Ferrers function of the second kind requires the evaluation of the hy-
pergeometric function separately above and below the branch cut at [1,∞). In order to
complete these derivations, we use well-known results to derive expressions for the hyperge-
ometric function above and below its branch cut. Finally we give a detailed review of the
1888 paper by Richard Olbricht who was the first to study hypergeometric representations
of Legendre functions.
1 Introduction
In 1888, Richard Emil Olbricht, a student of Felix Klein, gave a list of 72 solutions of the associated Legendre
differential equation [10, §3] (see Appendix A for a detailed description of Olbricht’s analysis ) [2, (14.2.1)]
(1− x2)d
2y
dx2
− 2xdy
dx
+
(
ν(ν + 1)− µ
2
1− x2
)
y = 0, (1.1)
in terms of the Gauss hypergeometric series [2, Chapter 15]. For instance, the first entry of the list is(
1− x
2
) 1
2
µ(1 + x
2
) 1
2
µ
2F1
(
µ− ν, ν + µ+ 1
µ+ 1
;
1− x
2
)
.
In fact, as Olbricht has pointed out, there are 18 possible arguments w of this type of hypergeometric series.
Olbricht has arranged these arguments into three separate groups which we now list.
Group I:
w1 =
1− x
2
, w2 =
1 + x
2
, w3 =
x− 1
x+ 1
, w4 =
x+ 1
x− 1 , w5 =
2
1 + x
, w6 =
2
1− x ;
Group II:
w7 = 1− x2, w8 = 1
1− x2 , w9 = x
2, w10 =
1
x2
, w11 =
x2 − 1
x2
, w12 =
x2
x2 − 1;
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Group III:
w13 =
−x+√x2 − 1
2
√
x2 − 1 , w14 =
x−√x2 − 1
x+
√
x2 − 1 , w15 =
2
√
x2 − 1
x+
√
x2 − 1 ,
w16 =
2
√
x2 − 1
−x+√x2 − 1 , w17 =
x+
√
x2 − 1
2
√
x2 − 1 , w18 =
x+
√
x2 − 1
x−√x2 − 1 .
The associated Legendre functions of the first kind Pµν (x) and of the second kind Q
µ
ν (x) are solutions of (1.1)
with simple behavior at the regular singularities x = 1 and x = ∞, respectively. In Magnus, Oberhettinger
and Soni [9, pp. 155-163] (see also [3, pp. 124-139]) these associated Legendre functions are expressed as linear
combinations of one or two of Olbricht’s 72 solutions for every of the 18 possible wj . The hypergeometric
representations of the associated Legendre function Pµν (x) involving wj , 1 ≤ j ≤ 18, is labelled by the number
j, and the corresponding formulas for Qµν (x) are labelled by j + 18.
The purpose of this paper is to generate a complete list of 18 such hypergeometric representations for the
Ferrers function of the second kind Qµν (x) which is also a solution of (1.1). Some of these 18 representations
can be found in the literature but we have not seen a complete list. We will also discuss a related Fourier
expansion and some relevant geometric topics. We pay special attention to a precise formulation of the
domains of validity of the stated representations in the complex plane including a discussion of branch cuts.
Of course, the theory of the associated Legendre differential equation is a very classical topic. For instance,
we refer to Heine [4, 5], Hobson [6], Lebedev [8], Scha¨fke [11], Magnus, Oberhettinger and Soni [9], and
Andrews, Askey and Roy [1]. In such a well-investigated area one cannot claim to have new results. This is
a review paper that, as we may hope, throws a new light on the theory of the Ferrers function of the second
kind.
This paper is organized as follows. In Section 2 we provide definitions and properties of the special
functions used in this paper. In Sections 3 (group I), 4 (group II), and 5 (group III), we give the list of 18
Gauss hypergeometric representations of Qµν (x) in terms of Olbricht’s solutions and include some discussion
of these results. In Section 6 we look at the Fourier expansion of the function (sin θ)−µQµν (cos θ), and in
Section 7 we list the regions in the complex x-plane where the hypergeometric arguments |wj | < 1 for each
j = 1, 2, . . . , 18.
2 Special Functions
We will use the following notations. Let N := {1, 2, 3, . . .}, N0 := N ∪ {0}, Z := {0,±1,±2, . . .}, R real
numbers, C complex numbers.
2.1 The gamma and Gauss hypergeometric functions
The gamma function Γ : C \ −N0 → C generalizes the factorial n! = Γ (n + 1), n ∈ N0 (see [2, Chapter 5]).
We will use Euler’s reflection formula [2, (5.5.3)]
Γ (z)Γ (1− z) = pi
sin(piz)
, (2.1)
and the duplication formula [2, (5.5.5)]
Γ (2z) =
22z−1√
pi
Γ (z)Γ (z + 12).
The hypergeometric function 2F1 : C2 × (C \ −N0)× (C \ [1,∞))→ C can be defined in terms of the infinite
series for |w| < 1,
2F1
(
a, b
c
;w
)
:=
∞∑
n=0
(a)n(b)n
(c)n
wn
n!
, (2.2)
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where (a)n = a(a + 1) · · · (a + n − 1) is the Pochhammer symbol [2, (5.2.4)], and elsewhere by analytic con-
tinuation. Frequently, we will use the following linear transformations of the Gauss hypergeometric function,
valid for w ∈ C \ [1,∞), namely Euler’s and and Pfaff’s transformations [2, (15.8.1)]
2F1
(
a, b
c
;w
)
= (1− w)c−a−b2F1
(
c− a, c− b
c
;w
)
(2.3)
= (1− w)−a2F1
(
a, c− b
c
;
w
w − 1
)
(2.4)
= (1− w)−b2F1
(
b, c− a
c
;
w
w − 1
)
. (2.5)
We will use the domains
D1 := C \ ((−∞,−1] ∪ [1,∞)), (2.6)
D+1 := D1 ∩ {x : <x > 0}, (2.7)
D2 := C \ (−∞, 1], (2.8)
D+2 := D2 ∩ {x : <x > 0}, (2.9)
D3 := C \ (−1,∞) = −D2. (2.10)
Unless stated otherwise the complex power xy denotes its principal value defined for x ∈ C \ (−∞, 0].
2.2 The associated Legendre and Ferrers functions
We will follow the notation for Legendre functions as used in [2, Chapter 14]. The associated Legendre
functions of the first kind Pµν (z) is given by [2, (14.3.6)]
Pµν (z) :=
1
Γ (1− µ)
(
z + 1
z − 1
) 1
2
µ
2F1
(−ν, ν + 1
1− µ ;
1− z
2
)
.
It is defined for all ν, µ ∈ C and all z ∈ D2. The associated Legendre function of the second kind Qµν (z) is
given by [2, (14.3.7)]
Qµν (z) :=
√
pi eipiµΓ (ν + µ+ 1)(z2 − 1) 12µ
2ν+1Γ (ν + 32)z
ν+µ+1 2
F1
(
ν+µ+2
2 ,
ν+µ+1
2
ν + 32
;
1
z2
)
, (2.11)
where z ∈ D2 and ν + µ ∈ C \ −N. Note that for any expression of the form (z2 − 1)α, read this as
(z2 − 1)α := (z + 1)α(z − 1)α,
for any fixed α ∈ C and z ∈ D2.
The Ferrers functions of the first and second kind respectively Pµν (x), Q
µ
ν (x), can be defined by [2,
cf. (14.23.4-5)]
Pµν (x) = e
1
2
ipiµPµν (x+ i0), (2.12)
Qµν (x) =
1
2
[
e−
1
2
ipiµ
(
e−ipiµQµν (x+ i0)
)
+ e
1
2
ipiµ
(
e−ipiµQµν (x− i0)
)]
, (2.13)
for x ∈ (−1, 1). They can be extended analytically to the domain D1. The following relations expressing the
Ferrers function of the second kind Qµν in terms of the associated Legendre functions P
µ
ν and Q
µ
ν will be useful.
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Theorem 2.1. (a) For =x > 0, we have
Qµν (x) = e
− 3
2
piiµQµν (x) +
1
2
piie
1
2
piiµPµν (x) (2.14)
=
1
2
pi cot(µpi)e
1
2
piiµPµν (x)−
pie−
1
2
piiµ
2 sin(µpi)
Γ (ν + µ+ 1)
Γ (ν − µ+ 1)P
−µ
ν (x) (2.15)
= e−
1
2
piiµ
(
cos(µpi)− isin((µ− ν)pi)
2 cos(νpi)
)
Qµν (x) + ie
− 1
2
piiµ sin((µ− ν)pi)
2 cos(νpi)
Qµ−ν−1(x). (2.16)
(b) For =x < 0, we have
Qµν (x) = e
− 1
2
piiµQµν (x)−
1
2
piie−
1
2
piiµPµν (x) (2.17)
=
1
2
pi cot(µpi)e−
1
2
piiµPµν (x)−
pie
1
2
piiµ
2 sin(µpi)
Γ (ν + µ+ 1)
Γ (ν − µ+ 1)P
−µ
ν (x) (2.18)
= e−
3
2
piiµ
(
cos(µpi) + i
sin((µ− ν)pi)
2 cos(νpi)
)
Qµν (x)− ie−
3
2
piiµ sin((µ− ν)pi)
2 cos(νpi)
Qµ−ν−1(x). (2.19)
Proof. Equations (2.14), (2.17) are given in [2, (14.23.6)]. The other equations follow from [2, (14.9.12),
(14.9.15)]. 
3 Group I hypergeometric representations for Qµν(x)
The following result appears in [9, p. 167] in a slightly different form. However, it is claimed therein that the
result is only valid for x ∈ (0, 1), where in fact it is valid for x ∈ (−1, 1). On the other hand, the same formula
is reproduced in terms of trigonometric functions in [9, p. 169], where the full range x ∈ (−1, 1) is indicated.
This result is also stated in [2, (14.3.2)].
Theorem 3.1. Let x ∈ D1, ν ∈ C, µ ∈ C \ Z, ν + µ 6∈ −N. Then
Qµν (x) =
pi
2 sin(piµ)
[
cos(piµ)
Γ (1− µ)
(
1 + x
1− x
) 1
2
µ
2F1
(−ν, ν + 1
1− µ ;
1− x
2
)
− Γ (ν + µ+ 1)
Γ (µ+ 1)Γ (ν − µ+ 1)
(
1− x
1 + x
) 1
2
µ
2F1
(−ν, ν + 1
µ+ 1
;
1− x
2
)]
.
Proof. According to [2, (14.3.20)] and [9, Entry 19, p. 160], the associated Legendre function of the second
kind satisfies
e−ipiµQµν (z) =
Γ (−µ)Γ (ν + µ+ 1)
2Γ (ν − µ+ 1)
(
z − 1
z + 1
) 1
2
µ
2F1
(−ν, ν + 1
µ+ 1
;
1− z
2
)
+
1
2
Γ (µ)
(
z + 1
z − 1
) 1
2
µ
2F1
(−ν, ν + 1
1− µ ;
1− z
2
)
,
where z ∈ D2. This can be rewritten as
e−ipiµQµν (z) =
−Γ (ν + µ+ 1)
2Γ (ν − µ+ 1) sin(piµ)Γ (µ+ 1)
(
z − 1
z + 1
) 1
2
µ
2F1
(−ν, ν + 1
µ+ 1
;
1− z
2
)
+
pi
2 sin(piµ)Γ (1− µ)
(
z + 1
z − 1
) 1
2
µ
2F1
(−ν, ν + 1
1− µ ;
1− z
2
)
,
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using the reflection formula (2.1). Using (2.12), we derive from this equation an expression for Qµν (x), namely
Qµν (x) =
pi
4 sin(piµ)
[
−2Γ (ν + µ+ 1)
Γ (ν − µ+ 1)Γ (µ+ 1)
(
1− x
1 + x
) 1
2
µ
2F1
(−ν, ν + 1
µ+ 1
;
1− x
2
)
+
e−ipiµ + eipiµ
Γ (1− µ)
(
1 + x
1− x
) 1
2
µ
2F1
(−ν, ν + 1
1− µ ;
1− x
2
)]
=
pi
2 sin(piµ)
[
cos(piµ)
Γ (1− µ)
(
1 + x
1− x
) 1
2
µ
2F1
(−ν, ν + 1
1− µ ;
1− x
2
)
− Γ (ν + µ+ 1)
Γ (ν − µ+ 1)Γ (µ+ 1)
(
1− x
1 + x
) 1
2
µ
2F1
(−ν, ν + 1
µ+ 1
;
1− x
2
)]
,
which is true for all x ∈ (−1, 1). Since both sides of the claimed identity are analytic functions on D1, the
identity is true for all x ∈ D1. 
Theorem 3.2. Let x ∈ D1, ν ∈ C, µ ∈ C \ Z, such that ν + µ /∈ −N. Then
Qµν (x) = −
1
2
[
cos(piν)Γ (µ)
(
1− x
1 + x
) 1
2
µ
2F1
(−ν, ν + 1
1− µ ;
1 + x
2
)
+ cos((ν + µ)pi)Γ (−µ)Γ (ν + µ+ 1)
Γ (ν − µ+ 1)
(
1 + x
1− x
) 1
2
µ
2F1
(−ν, ν + 1
µ+ 1
;
1 + x
2
)]
.
Proof. According to [9, Entry 20, p. 160], the associated Legendre function of the second kind satisfies
e−ipiµQµν (z) = −
1
2
e∓ipiνΓ (µ)
(
z − 1
z + 1
) 1
2
µ
2F1
(−ν, ν + 1
1− µ ;
1 + z
2
)
−1
2
e∓ipiν
Γ (ν + µ+ 1)Γ (−µ)
Γ (ν − µ+ 1)
(
z + 1
z − 1
) 1
2
µ
2F1
(−ν, ν + 1
µ+ 1
;
1 + z
2
)
,
when ±=z > 0. Using (2.12), we derive from this equation an expression for Qµν (x), namely
Qµν (x) = −
1
4
[
e−ipiνΓ (µ)
(
1− x
x+ 1
) 1
2
µ
2F1
(−ν, ν + 1
1− µ ;
1 + x
2
)
+ e−ipi(ν+µ)
Γ (ν + µ+ 1)Γ (−µ)
Γ (ν − µ+ 1)
(
x+ 1
1− x
) 1
2
µ
2F1
(−ν, ν + 1
µ+ 1
;
1 + x
2
)
+ eipiνΓ (µ)
(
1− x
x+ 1
) 1
2
µ
2F1
(−ν, ν + 1
1− µ ;
1 + x
2
)
+ eipi(ν+µ)
Γ (ν + µ+ 1)Γ (−µ)
Γ (ν − µ+ 1)
(
x+ 1
1− x
) 1
2
µ
2F1
(−ν, ν + 1
µ+ 1
;
1 + x
2
)]
= −1
2
[
cos(piν)Γ (µ)
(
1− x
1 + x
) 1
2
µ
2F1
(−ν, ν + 1
1− µ ;
1 + x
2
)
+ cos((ν + µ)pi)
Γ (ν + µ+ 1)Γ (−µ)
Γ (ν − µ+ 1)
(
1 + x
1− x
)µ
2
2F1
(−ν, ν + 1
µ+ 1
;
1 + x
2
)]
.
This completes the proof. 
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Theorem 3.3. Let x ∈ D1, ν ∈ C, µ ∈ C \ Z, such that ν + µ /∈ −N. Then
Qµν (x) =
(1 + x)ν
2ν+1
[
cos(piµ)Γ (µ)
(
1 + x
1− x
) 1
2
µ
2F1
(−ν,−ν − µ
1− µ ;
x− 1
x+ 1
)
+
Γ (ν + µ+ 1)Γ (−µ)
Γ (ν − µ+ 1)
(
1− x
1 + x
) 1
2
µ
2F1
(−ν, µ− ν
µ+ 1
;
x− 1
x+ 1
)]
.
Proof. This follows from [9, Entry 21, p 160]. 
Theorem 3.4. Let x ∈ D1, ν ∈ C, µ ∈ C \ Z, such that ν + µ /∈ −N. Then
Qµν (x) =
−2ν
(1− x)ν+1
[
Γ (µ) cos(piν)
(
1− x
1 + x
) 1
2
µ
2F1
(
ν + 1, ν − µ+ 1
1− µ ;
x+ 1
x− 1
)
+
Γ (−µ) cos(pi(ν + µ))Γ (ν + µ+ 1)
Γ (ν − µ+ 1)
(
1 + x
1− x
) 1
2
µ
2F1
(
ν + 1, ν + µ+ 1
µ+ 1
;
x+ 1
x− 1
)]
.
Proof. This follows from [9, Entry 22, p. 160]. 
Theorem 3.5. Let ν, µ ∈ C such that ν + µ /∈ −N0, 2ν /∈ Z. If ±=x > 0 then
Qµν (x) = 2
ν
(
cos(µpi)∓ isin((µ− ν)pi)
2 cos(νpi)
)
Γ (ν + 1)Γ (ν + µ+ 1)
Γ (2ν + 2)
×(1 + x)−1+ 12µ−ν(1− x)− 12µ2F1
(
ν − µ+ 1, ν + 1
2ν + 2
;
2
1 + x
)
± ipi2−ν−2 sec(νpi) Γ (−ν)
Γ (−2ν)Γ (ν − µ+ 1)
×(1 + x)ν+ 12µ(1− x)− 12µ2F1
(−ν,−ν − µ
−2ν ;
2
1 + x
)
.
Proof. We represent Qµν (x) by (2.16) if =x > 0 and by (2.19) if =x < 0. Then we use [9, Entry 23, p. 161],
namely
e−ipiµQµν (x) = 2
ν Γ (ν + 1)Γ (ν + µ+ 1)
Γ (2ν + 2)
(x+ 1)
1
2
µ−ν−1
(x− 1) 12µ 2
F1
(
ν + 1, ν − µ+ 1
2ν + 2
;
2
1 + x
)
,
for x ∈ D2 and the desired result follows. 
Theorem 3.6. Let ν, µ ∈ C such that ν + µ /∈ −N0, 2ν /∈ Z. If ±=x > 0 then
Qµν (x) = 2
νe∓pii(ν+1)
(
cos(µpi)∓ isin((µ− ν)pi)
2 cos(νpi)
)
Γ (ν + 1)Γ (ν + µ+ 1)
Γ (2ν + 2)
×(1 + x) 12µ(1− x)−ν− 12µ−12F1
(
ν + µ+ 1, ν + 1
2ν + 2
;
2
1− x
)
± ipi2−ν−2e±piiν sec(νpi) Γ (−ν)
Γ (−2ν)Γ (ν − µ+ 1)
×(1 + x) 12µ(1− x)ν− 12µ2F1
(−ν, µ− ν
−2ν ;
2
1− x
)
.
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Proof. We represent Qµν (x) by (2.16) if =x > 0 and by (2.19) if =x < 0. Then we use [9, Entry 24, p. 161],
namely
e−ipiµQµν (x) = 2
ν Γ (ν + 1)Γ (ν + µ+ 1)
Γ (2ν + 2)
(x+ 1)
1
2
µ
(x− 1)ν+ 12µ+1 2
F1
(
ν + 1, ν + µ+ 1
2µ+ 2
;
2
1− x
)
,
for x ∈ D2 and the desired result follows. 
Remark 3.7. The hypergeometric representations of Qµν (x) given in the previous six theorems can be written
in slightly different forms by applying Euler’s transformation (2.3). For instance, the result of Theorem 3.1
can be written as
Qµν (x) =
pi
2 sin(piµ)
[
2µ
cos(piµ)
Γ (1− µ)(1− x
2)−
µ
2 2F1
(
ν − µ+ 1,−µ− ν
1− µ ;
1− x
2
)
−2−µ Γ (ν + µ+ 1)
Γ (µ+ 1)Γ (ν − µ+ 1)(1− x
2)
µ
2 2F1
(
ν + µ+ 1, µ− ν
µ+ 1
;
1− x
2
)]
.
We observe that by applying Pfaff’s transformation (2.4), (2.5), the results of Theorems 3.3, 3.4, 3.6 follow
immediately from those of Theorems 3.1, 3.2, 3.5, respectively.
Each of the previous six theorems represents Qµν (x) as a sum of two functions each of which is itself a
solution of the associated Legendre equation (1.1). In the following we identify these solutions.
Remark 3.8. In Theorems 3.1 and 3.3, Qµν (x) is expressed as a linear combination of P
µ
ν (x) and P
−µ
ν (x).
This follows from the connection formula [2, cf. (14.9.2)]
2
pi
sin(µpi)Qµν (x) = cos(µpi)P
µ
ν (x)−
Γ (ν + µ+ 1)
Γ (ν − µ+ 1)P
−µ
ν (x), (3.1)
and the hypergeometric representation [2, (14.3.1)] of the Ferrers function of the first kind
Pµν (x) =
(
1 + x
1− x
) 1
2
µ 1
Γ (1− µ)2F1
(−ν, ν + 1
1− µ ;
1− x
2
)
. (3.2)
Analogously, in Theorems 3.2 and 3.4, Qµν (x) is written as a linear combination of P
µ
ν (−x) and P−µν (−x).
This follows from the connection relation
2
pi
sin(µpi)Qµν (x) = − cos(νpi)Pµν (−x) + cos((ν + µ)pi)
Γ (ν + µ+ 1)
Γ (ν − µ+ 1)P
−µ
ν (−x), (3.3)
which is a consequence of [2, (14.9.7), (14.9.10)]. We will use this observation to derive additional hypergeo-
metric representations of Qµν (x).
The connection relation [2, (14.9.10)]
2
pi
sin((ν + µ)pi)Qµν (x) = cos((ν + µ)pi)P
µ
ν (x)− Pµν (−x), (3.4)
and (3.2) lead to the following result.
Theorem 3.9. Let x ∈ D1, µ, ν ∈ C such that ν + µ /∈ −Z. Then
Qµν (x) =
pi
2
cot(ν + µ)pi
(
1 + x
1− x
) 1
2
µ 1
Γ (1− µ)2F1
(−ν, ν + 1
1− µ ;
1− x
2
)
−pi
2
csc(ν + µ)pi
(
1− x
1 + x
) 1
2
µ 1
Γ (1− µ)2F1
(−ν, ν + 1
1− µ ;
1 + x
2
)
.
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Remark 3.10. The hypergeometric representation in Theorem 3.9 involves two hypergeometric functions with
the same parameters a = ν + 1, b = −ν, c = 1 − µ but two different arguments (1 ± x)/2 while the previous
results in this section involve two hypergeometric functions with two different set of parameters but the same
argument. By representing Qµν (x) in terms of {Pµν (−x),P−µν (x)}, {P−µν (−x),Pµν (x)}, {P−µν (−x),P−µν (x)},
respectively, we can obtain three additional hypergeometric representations of Qµν (x).
Remark 3.11. In Theorem 3.5, Qµν (x) is expressed as a linear combination of Q
µ
ν (x) and Q
µ
−ν−1(x) in the
upper and lower half-plane. The argument of the hypergeometric function is w5 = 2/(1 + x). If one considers
x ∈ (−1, 1), then this function maps to (1,∞), where the hypergeometric function takes two values depending
on whether the value is approached from above or below the ray [1,∞). These values can be computed by
Theorems B.1–B.4 which are given in Appendix B. We map w5(x± i0) to (1+x)/2, (x−1)/(x+1), (1−x)/2,
(x + 1)/(x − 1), which have already been encountered in Theorems 3.2, 3.3, 3.1, 3.4, respectively. Similar
remarks apply to Theorem 3.6.
4 Group II hypergeometric representations for Qµν(x)
Theorem 4.1. Let x ∈ D1, <x > 0, µ ∈ C \ Z, ν + µ ∈ C \ −N. Then
Qµν (x) =
2µ−1Γ (µ) cos(piµ)
(1− x2) 12µ 2
F1
(
ν−µ+1
2 ,
−ν−µ
2
1− µ ; 1− x
2
)
+
Γ (−µ)Γ (ν + µ+ 1)(1− x2) 12µ
2µ+1Γ (ν − µ+ 1) 2F1
(
ν+µ+1
2 ,
µ−ν
2
µ+ 1
; 1− x2
)
.
Proof. Use the Gauss hypergeometric representation of the associated Legendre function of the second kind
[9, Entry 25, p. 161],
e−ipiµQµν (z) = 2
µ−1Γ (µ)(z2 − 1)− 12µ2F1
(
ν−µ+1
2 ,
−ν−µ
2
1− µ ; 1− z
2
)
+
Γ (ν + µ+ 1)Γ (−µ)
2µ+1Γ (ν − µ+ 1) (z
2 − 1) 12µ2F1
(
ν+µ+1
2 ,
µ−ν
2
µ+ 1
; 1− z2
)
,
valid for z ∈ D2 with <z > 0. Now (2.12) gives the desired representation for x ∈ (0, 1). Since both sides of
the equation are analytic for x ∈ D1, <x > 0. The full statement follows. 
Theorem 4.2. Let ν, µ ∈ C such that ν + µ /∈ −N and ν + 12 /∈ Z. If ±=x > 0 then
Qµν (x) =
√
pi 2−ν−1e±
1
2
ipi(−ν+µ−1)
(
cos(µpi)∓ isin((µ− ν)pi)
2 cos(νpi)
)
Γ (ν + µ+ 1)
Γ (ν + 32)
×(1− x2)− 12ν− 12 2F1
(
ν−µ+1
2 ,
ν+µ+1
2
ν + 32
;
1
1− x2
)
+pi
3
2 2ν−1
e±
1
2
ipi(ν+µ+1) sec(νpi)
Γ (ν − µ+ 1)Γ (12 − ν)
(1− x2) 12ν2F1
(
−ν+µ2 , µ−ν2
1
2 − ν
;
1
1− x2
)
.
Proof. We represent Qµν (x) by (2.16) if =x > 0 and by (2.19) if =x < 0. Then we use [9, Entry 26, p. 161]
e−ipiµQµν (z) =
√
pi 2−ν−1
Γ (ν + µ+ 1)
Γ
(
ν + 32
) (z2 − 1)12 (ν+1)2F1( ν−µ+12 , ν+µ+12
ν + 32
;
1
1− z2
)
,
for z ∈ D2 and the desired result follows. 
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Theorem 4.3 ((14.3.12) in [2]). Let x ∈ D1 and ν, µ ∈ C, such that ν + µ /∈ −N. Then
Qµν (x) =
√
pi 2µ−1
(1− x2) 12µ
[
− sin (pi2 (ν + µ))Γ (ν+µ+12 )
Γ (ν−µ+22 )
2F1
(
−ν+µ2 , ν−µ+12
1
2
;x2
)
+
2 cos
(
pi
2 (ν + µ)
)
Γ (ν+µ+22 )x
Γ (ν−µ+12 )
2F1
( −ν−µ+1
2 ,
ν−µ+2
2
3
2
;x2
)]
.
Proof. By [9, Entry 27, p. 161], the associated Legendre function of the second kind satisfies
e−ipiµQµν (z) =
pi
1
2 2µΓ (ν+µ+22 )z
Γ (ν−µ+12 )(z
2 − 1) 12µ
e±
1
2
i(µ−ν)pi
2F1
( −ν−µ+1
2 ,
ν−µ+2
2
3
2
; z2
)
+
pi
1
2 2µ−1Γ (ν+µ+12 )
Γ (ν−µ+12 )(z
2 − 1) 12µ
e±
1
2
i(µ−ν−1)pi
2F1
( −ν−µ
2 ,
ν−µ+1
2
1
2
; z2
)
,
where the upper and lower sign holds according to ±=z > 0. Using this equation with (2.12), one derives
Qµν (x) =
pi
1
2 2µ−2
(1− x2) 12µ
[
2x
(
e
1
2
ipi(ν+µ) + e−
1
2
ipi(ν+µ)
) Γ (ν+µ+22 )
Γ (ν−µ+12 )
2F1
( −ν−µ+1
2 ,
ν−µ+2
2
3
2
;x2
)
+
(
e−
1
2
ipi(ν+µ+1) + e
1
2
ipi(ν+µ+1)
) Γ (ν+µ+12 )
Γ (ν−µ+22 )
2F1
( −ν−µ
2 ,
ν−µ+1
2
1
2
;x2
)]
.
Since this is equivalent to the claimed result, we have completed the proof. 
Theorem 4.4. Let ν, µ ∈ C such that ν + µ /∈ −N and ν + 12 /∈ Z. If ±=x > 0 then
Qµν (x) =
√
pi 2−ν−1e±ipiµ
(
cos(µpi)∓ isin(pi(µ− ν)
2 cos(νpi)
)
Γ (ν + µ+ 1)
Γ (ν + 32)
×x−ν−µ−1(1− x2) 12µ2F1
(
ν+µ+1
2 ,
ν+µ+2
2
ν + 32
;
1
x2
)
+pi
3
2 2ν−1
e±pii(
1
2
+µ) sec(νpi)
Γ (ν − µ+ 1)Γ (12 − ν)
xν−µ(1− x2) 12µ2F1
(
µ−ν
2 ,
µ−ν+1
2
1
2 − ν
;
1
x2
)
.
Proof. We represent Qµν (x) by (2.16) if =x > 0 and by (2.19). Then we use [9, Entry 28, p. 162] which agrees
with (2.11), and the desired result follows. 
Theorem 4.5. Let x ∈ D1, <x > 0, ν ∈ C, µ ∈ C \ Z such that ν + µ /∈ −N. Then
Qµν (x) =
2µ−1 cos(piµ)Γ (µ)
(1− x2) 12µ
xν+µ2F1
( −ν−µ
2 ,
−ν−µ+1
2
1− µ ;
x2 − 1
x2
)
+
Γ (ν + µ+ 1)Γ (−µ)
2µ+1Γ (ν − µ+ 1) (1− x
2)
1
2
µxν−µ2F1
(
µ−ν
2 ,
µ−ν+1
2
µ+ 1
;
x2 − 1
x2
)
.
Proof. The hypergeometric representation [9, Entry 29, p. 162],
e−ipiµQµν (z) =
2µ−1Γ (µ)zν+µ
(z2 − 1)µ2 2F1
( −ν−µ
2 ,
1−ν−µ
2
1− µ ; 1−
1
z2
)
+
Γ (ν + µ+ 1)Γ (−µ)zν−µ(z2 − 1)µ2
2µ+1Γ (ν − µ+ 1) 2F1
(
µ−ν
2 ,
−ν+µ+1
2
µ+ 1
; 1− 1
z2
)
,
is valid for <z>0, z 6∈ (0, 1] (then 1− 1
z2
/∈ [1,∞)). Using (2.12), the result follows. 
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Theorem 4.6. Let x ∈ D1, µ, ν ∈ C such that ν + µ /∈ N. Then
Qµν (x) =
√
pi 2µ
[−Γ (ν+µ+12 ) sin (pi2 (ν + µ))
2Γ
(
ν−µ+2
2
)
(1− x2)12 (ν+1)
2F1
(
ν−µ+1
2 ,
ν+µ+1
2
1
2
;
x2
x2 − 1
)
+
Γ
(
ν+µ+2
2
)
cos
(
pi
2 (ν + µ)
)
x (1− x2) 12 (ν−1)
Γ
(
ν−µ+1
2
) 2F1( µ−ν+12 , −ν−µ+123
2
;
x2
x2 − 1
)]
.
Proof. The hypergeometric representation of the associated Legendre function of the second kind [9, Entry
30, p. 162],
e−ipiµQµν (z) =
√
pi 2µΓ (ν+µ+22 )
Γ (ν−µ+12 )
e∓
1
2
i(ν− 1
2
)piz(z2 − 1) 12 (ν−1)2F1
( −ν−µ+1
2 ,
µ−ν+1
2
3
2
;
z2
z2 − 1
)
+
√
pi 2µ−1Γ (ν+µ+12 )
Γ (ν−µ+12 )
e∓
1
2
i(ν+ 1
2
)pi(z2 − 1) 12ν2F1
( −ν−µ
2 ,
µ−ν
2
1
2
;
z2
z2 − 1
)
,
holds with the upper and lower sign chosen according to ±=z > 0. Then (2.12) yields the desired result. 
Remark 4.7. Theorem 4.3 (or 4.6) writes Qµν (x) as a sum of an even and an odd solution of the associated
Legendre equation.
Remark 4.8. The hypergeometric representations of Qµν (x) given in the previous six theorems can be written
in slightly different forms by applying Euler’s transformation (2.3). For instance, the result of Theorem 4.3
can be written as
Qµν (x) =
√
pi 2µ−1(1− x2) 12µ
[− sin (pi2 (ν + µ))Γ (ν+µ+12 )
Γ
(
ν−µ+2
2
) 2F1( ν+µ+12 , µ−ν21
2
;x2
)
+
2 cos
(
pi
2 (ν + µ)
)
Γ
(
ν+µ+2
2
)
Γ
(
ν−µ+1
2
) x2F1( ν+µ+22 , µ−ν+123
2
;x2
)]
.
Remark 4.9. We observe that by applying Pfaff’s transformation (2.4), (2.5), the results of Theorems 4.5, 4.4,
4.6 follow immediately from those of Theorems 4.1, 4.2, 4.3, respectively. The hypergeometric representation
of Qµν (x) stated in Theorem 4.1 (or 4.5) is of the form (3.1) with the Ferrers function P
µ
ν (x) replaced by the
hypergeometric representation
Pµν (x) =
2µ
Γ (1− µ)(1− x
2)−
1
2
µ
2F1
(−12µ− 12ν, 12 − 12µ+ 12ν
1− µ ; 1− x
2
)
.
Remark 4.10. Theorem 4.2 expresses Qµν (x) in terms of the associated Legendre functions Q
µ
ν (x) and
Qµ−ν−1(x). The argument of the hypergeometric function is w8 = 1/(1 − x2). If one considers x ∈ (−1, 1),
then this function maps to (1,∞), where the Gauss hypergeometric function takes two values depending on
whether the value is approached from above or below the ray [1,∞). Hence, to compute these values, one
must use Theorems B.1–B.4. Then the arguments of the hypergeometric functions are transformed to 1− x2,
x2/(x2 − 1), x2, (x2 − 1)/x2, and we obtain the results that are already contained in Theorems 4.1, 4.6, 4.3,
4.5, respectively. Similar remarks apply to Theorem 4.4.
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5 Group III hypergeometric representations for Qµν(x)
In this section we focus on hypergeometric functions listed in Section 1, with arguments wj , j = 13, . . . , 18,
Since we want to represent the Ferrers functions (defined on D1), we replace
√
x2 − 1 by i√1− x2. The latter
is an analytic function on D1. We note that i
√
1− x2 = ±√x2 − 1 if ±=x > 0.
The following result in terms of trigonometric functions appears in [9, p. 168] in a different form.
Theorem 5.1. Let x ∈ D1, ν, µ ∈ C, ν + µ /∈ −N, ν + 12 /∈ Z. Then
Qµν (x) =
√
pi
2
3
2 (1− x2) 14
[
e±
ipi
2
(µ+ 1
2
) Γ (ν +
1
2)
Γ (ν − µ+ 1)
(
x±i
√
1− x2
)ν+ 1
2
2F1
(
1
2 + µ,
1
2 − µ
1
2 − ν
;
∓x+i√1− x2
2i
√
1− x2
)
+e∓
ipi
2
(µ+ 1
2
)Γ (ν+µ+1)
Γ (ν+ 32)
(
1+e±ipi(ν+µ)
cos(piµ)
cos(piν)
)(
x∓i
√
1− x2
)ν+ 1
2
2F1
(
1
2 + µ,
1
2 − µ
ν + 32
;
∓x+i√1− x2
2i
√
1− x2
)]
,
or equivalently with < θ ∈ (0, pi),
Qµν (cos θ) =
√
pi
2
3
2
√
sin θ
[
e±
ipi
2
(µ+ 1
2
) Γ (ν +
1
2)
Γ (ν − µ+ 1)e
±i(ν+ 1
2
)θ
2F1
(
1
2 + µ,
1
2 − µ
1
2 − ν
;
1
2
± i
2
cot θ
)
+e∓
ipi
2
(µ+ 1
2
)Γ (ν + µ+ 1)
Γ (ν + 32)
(
1 + e∓ipi(ν+µ)
cos(piµ)
cos(piν)
)
e∓i(ν+
1
2
)θ
2F1
(
1
2 + µ,
1
2 − µ
ν + 32
;
1
2
± i
2
cot θ
)]
.
Proof. We first prove the result with the upper sign. We claim that
w13 =
−x+ i√1− x2
2i
√
1− x2
is a conformal map from D1 to the complex plane cut along the rays (−∞, 0] and [1,∞). To see this let
x = cos θ. This is a conformal map from the strip S = {θ : 0 < <θ < pi} onto D1. Then
w13 =
1
2
+
i
2
cot θ.
Now cot θ is a conformal map from S to C \ ((−i∞,−i] ∪ [i, i∞)) which establishes the claim. Hence, using
the principal value of the hypergeometric function, the composition of the hypergeometric function with w13
is an analytic function on D1. Further, we note that x ± i
√
1− x2 /∈ (−∞, 0] for x ∈ D1. Therefore, the
right-hand side of the stated identity is an analytic function on D1, so it is sufficient to prove this identity
for =x > 0. For =z > 0, we insert the hypergeometric representation of the associated Legendre function [9,
Entry 31, p. 162]
e−ipiµQµν (z) =
√
pi Γ (ν + µ+ 1)
(
z −√z2 − 1
)ν+ 1
2
√
2Γ (ν + 32)(z
2 − 1) 14 2
F1
(
1
2 + µ,
1
2 − µ
ν + 32
;
−z +√z2 − 1
2
√
z2 − 1
)
, (5.1)
in (2.16), We obtain the desired result by using (2.1) and the identity
2eipiµ
(
sin(νpi)− isin((µ− ν)pi)
2 cos(νpi)
)
= 1 + eipi(ν+µ)
cos(µpi)
cos(νpi)
.
The proof of the result with the lower sign is similar. The function
w17 =
x+ i
√
1− x2
2i
√
1− x2 ,
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is also a conformal map from D1 to the complex plane cut along the rays (−∞, 0] and [1,∞). Hence the right-
hand side of the claimed identity is again an analytic function on D1, so it is sufficient to prove it for =x > 0
or =x < 0. The desired result follows from (2.16) and the hypergeometric representation of the associated
Legendre function cf. [9, Entry 35, p. 162] in the half-plane =x > 0, However, it is easier to use (2.19) and
(5.1) in the half-plane =x < 0. In this half-plane √x2 − 1 = −i√1− x2 and the desired representation follows.
In order to obtain the trigonometric form of the representation set x = cos θ with 0 < <θ < pi and note that
i
√
1− x2 = sin θ. This completes the proof. 
The following result in terms of trigonometric functions appears in [9, p. 168] in a different form.
Theorem 5.2. Let x ∈ D1, ν, µ ∈ C, ν + µ /∈ −N, ν + 12 /∈ Z. Then
Qµν (x) =
√
pi 2µ−1(1− x2) 12µ
[
e±ipi(µ+
1
2
) Γ (ν +
1
2)
Γ (ν − µ+ 1)
(
x± i
√
1− x2
)ν−µ
2F1
(
1
2 + µ, µ− ν
1
2 − ν
;
x∓ i√1− x2
x± i√1− x2
)
+
Γ (ν + µ+ 1)
Γ (ν + 32)
(
1 + e±ipi(ν+µ)
cos(piµ)
cos(piν)
)(
x∓ i
√
1− x2
)ν+µ+1
2F1
(
1
2 + µ, ν + µ+ 1
ν + 32
;
x∓ i√1− x2
x± i√1− x2
)]
,
or equivalently with < θ ∈ (0, pi),
Qµν (cos θ) =
√
pi2µ−1(sin θ)µ
[
e±ipi(µ+
1
2
) Γ (ν +
1
2)
Γ (ν − µ+ 1)e
±i(ν−µ)θ
2F1
(
1
2 + µ, µ− ν
1
2 − ν
; e∓2iθ
)
+
Γ (ν + µ+ 1)
Γ (ν + 32)
(
1 + e±ipi(ν+µ)
cos(piµ)
cos(piν)
)
e∓i(ν+µ+1)θ2F1
(
1
2 + µ, ν + µ+ 1
ν + 32
; e∓2iθ
)]
.
Proof. We first prove the result with the upper sign. We note that the function
w14 =
x− i√1− x2
x+ i
√
1− x2 =
w13
w13 − 1
is a conformal map from D1 to the complex plane cut along the ray [0,∞). Hence the right-hand side of the
stated identity is an analytic function on D1, so it is sufficient to prove it for =x > 0. Now we insert the
hypergeometric representation [9, Entry 32, p. 162]
e−ipiµQµν (z) =
√
pi 2µ
Γ (ν + µ+ 1)
Γ (µ+ 32)
(z2−1) 12µ
(
z +
√
z2 − 1
)ν+µ+1
2F1
(
1
2 + µ, ν + µ+ 1
ν + 32
;
z −√z2 − 1
z +
√
z2 − 1
)
(5.2)
in (2.16), and obtain the desired result. To prove the result with the lower sign we can either use the
hypergeometric representation [9, Entry 36, p. 163] of Qµν (z) in the half-plane =z > 0 or (5.2) in the half-
plane =z < 0. This completes the proof. 
Theorem 5.3. Let x ∈ D1, <x > 0, ν, µ ∈ C, 2µ 6∈ Z, ν + µ /∈ −N. Then
Qµν (x) =
√
pi 2µ
Γ (−2µ)Γ (ν + µ+ 1)
Γ (12 − µ)Γ (ν − µ+ 1)
(1− x2) 12µ
(
x± i
√
1− x2
)ν−µ
2F1
(
1
2 + µ, µ− ν
1 + 2µ
;
2i
√
1− x2
±x+ i√1− x2
)
+
√
pi cos(piµ)Γ (2µ)
(
x± i√1− x2
)ν+µ
2µΓ (12 + µ)(1− x2)
1
2
µ
2F1
(
1
2 − µ,−ν − µ
1− 2µ ;
2i
√
1− x2
±x+ i√1− x2
)
,
or equivalently with <θ ∈ (0, pi),
Qµν (cos θ) =
√
pi 2µ
Γ (−2µ)Γ (ν + µ+ 1)
Γ (12 − µ)Γ (ν − µ+ 1)
(sin θ)µe±i(ν−µ)θ2F1
( 1
2 + µ, µ− ν
1 + 2µ
; 1− e∓2iθ
)
+
√
pi cos(piµ)Γ (2µ)e±i(ν+µ)θ
2µΓ (12 + µ)(sin θ)
µ 2
F1
( 1
2 − µ,−ν − µ
1− 2µ ; 1− e
∓2iθ
)
.
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Proof. We first prove the result with the upper sign. We observe that the function
w15 =
2i
√
1− x2
x+ i
√
1− x2 =
1
w17
,
maps the imaginary axis to the branch cut [1,∞) of the hypergeometric function. Then w15 is a conformal
map from D1 ∩ {x : <x > 0} to the upper half-plane. Therefore, the right-hand side of the stated identity
is analytic on D1 ∩ {x : <x > 0}, so it is sufficient to prove it for x ∈ (0, 1). We obtain the desired result
by using (2.12) and the hypergeometric representation of Qµν (x) given in [9, Entry 33, p. 163]. However, it is
much simpler to use (2.15) and the hypergeometric representation [9, Entry 15, p. 158]
Pµν (z) =
2µ(z +
√
z2 − 1)ν+µ
Γ (1− µ)(z2 − 1) 12µ 2
F1
(
−ν − µ, 12 − µ
1− 2µ ;
2
√
z2 − 1
z +
√
z2 − 1
)
. (5.3)
In order to derive the result with the lower sign, use [9, Entry 34, p. 163] or (2.18) and (5.2) in <x > 0,
=x < 0, respectively. This completes the proof. 
Remark 5.4. The hypergeometric representations of Qµν (x) given in the previous three theorems can be writ-
ten in slightly different forms by using Euler’s transformation (2.3). We observe that by applying Pfaff’s
transformations (2.4), (2.5), Theorem 5.2 follows from Theorem 5.1. Moreover, the result of Theorem 5.3
with the lower sign follows from the same theorem with the upper sign.
Remark 5.5. Theorem 5.1 with the upper sign represents Qµν (x) in the upper half-plane as a linear combination
of Qµν (x) and Q
µ
−ν−1(x) (cf. (2.16)). In particular, if x ∈ (−1, 1), Qµν (x) is given by a linear combination of
Qµν (x+ i0) and Q
µ
−ν−1(x+ i0). The argument w13, x ∈ (−1, 1), of the hypergeometric functions lies on the line
<w = 12 . Theorem 5.1 with the lower sign represents Qµν (x) in the lower half-plane as a linear combination
of Qµν (x) and Q
µ
−ν−1(x). In particular, if x ∈ (−1, 1), Qµν (x) is given by a linear combination of Qµν (x − i0)
and Qµ−ν−1(x − i0). Again the argument w17, x ∈ (−1, 1), of the hypergeometric functions lies on the line
<w = 12 . Similar results hold regarding Theorem 5.2. In this case the argument w14, x ∈ (−1, 1), of the
hypergeometric functions lies on the unit circle |w| = 1 excluding w = 1. Theorem 5.3 represents Qµν (x) as
a linear combination (3.1) of P−µν (x) and Pµν (x) for x ∈ D1, <x > 0, using an appropriate hypergeometric
representation of the Ferrers functions of the first kind. The argument w15, x ∈ (0, 1), lies on the circle
|w − 1| = 1 excluding w = 2. The range of values of wj, j = 13, . . . , 18, x ∈ (−1, 1), is depicted in Figure 1.
6 A Fourier series representation
Theorem 6.1. Let x ∈ D1 and ν, µ ∈ C such that ν + µ 6∈ −N. Then
Qµν (x) =
√
pi 2µ−1(1− x2) 12µΓ (ν + µ+ 1)
Γ (ν + 32)
×
(
uν+µ+12F1
(
µ+ 12 , ν + µ+ 1
ν + 32
;
u
v
)
+ vν+µ+12F1
(
µ+ 12 , ν + µ+ 1
ν + 32
;
v
u
))
,
where
u:=x+ i
√
1− x2, v:=x− i
√
1− x2 = 1
u
.
Proof. Both sides of the stated identity are analytic functions on D1, so it is sufficient to prove it for
x ∈ (−1, 1). If x ∈ (−1, 1) we use (2.12) with Qµν (x+ i0) and Qµν (x− i0) both expressed through (5.2). Then
the desired identity follows noting that
√
(x± i0)2 − 1 = ±i√1− x2. 
14 H. S. Cohl, J. Park, H. Volkmer
Figure 1. This figure represents a plot in the complex plane of the complex arguments which appear in Theorems
5.1, 5.2, 5.3 when x ∈ (−1, 1). The symbol O represents the origin of the complex w-plane, with the dashed horizontal
and vertical lines emanating from it being the real and imaginary axes respectively. The symbol A represents the line
parallel to the imaginary axis w = 12 ± i2 cot θ in Theorem 5.1, where θ ∈ (0, pi). The symbol B represents the unit circle
centered at the origin excluding the point located at w = 1 in Theorem 5.2. The symbol C represents the unit circle
centered at the point w = 1 excluding the point located at w = 0 in Theorem 5.3. The point w = 2 (D) corresponding
to x = 0 is excluded in Theorem 5.3. The symbol E represents the branch cut of the hypergeometric function located at
w ∈ [1,∞). The symbols F and G represent the two points where all three curves intersect each other at w = 12 ±
√
3
2 i
respectively.
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If we set x = cos θ, <θ ∈ (0, pi), then Theorem 6.1 gives
Qµν (cos θ) =
√
pi 2µ−1(sin θ)µ
Γ (ν + µ+ 1)
Γ (ν + 32)
(6.1)
×
(
ei(ν+µ+1)θ2F1
(
µ+ 12 , ν + µ+ 1
ν + 32
; e2iθ
)
+ e−i(ν+µ+1)θ2F1
(
µ+ 12 , ν + µ+ 1
ν + 32
; e−2iθ
))
.
If θ ∈ (0, pi) then the arguments w = e±2iθ of the hypergeometric function lie on the unit circle |w| = 1.
Provided the hypergeometric series converges at e±2iθ we obtain (using Abel’s theorem on power series) [2,
(14.13.2)]
Qµν (cos θ) =
√
pi 2µ(sin θ)µ
∞∑
k=0
Γ (ν + µ+ k + 1)
Γ (ν + k + 32)
(µ+ 12)k
k!
cos((ν + µ+ 2k + 1)θ). (6.2)
Regarding the convergence of the series in (6.2) we have the following result. Statement (b) of Theorem 6.2
is more precise than the corresponding statement in [2, §14.13].
Theorem 6.2. Let θ ∈ (0, pi), ν, µ ∈ C such that ν + µ ∈ C \ −N.
(a) If <µ < 0 then the series in (6.2) converges absolutely.
(b) If 0 ≤ <µ < 12 then the series in (6.2) converges, but, if θ 6= 12pi, it does not converge absolutely.
(c) If <µ ≥ 12 and θ 6= 12pi, then the series in (6.2) diverges.
Proof. (a) It is known [2, §15.2(i)] that the Gauss hypergeometric series 2F1
(
a,b
c ;w
)
converges absolutely on
the unit circle |w| = 1 if <(c− a− b) < 0. In our case a = µ+ 12 , b = ν + µ+ 1, c = ν + 32 so c− a− b = −2µ.
If <µ < 0 it follows that the series in (6.2) is the sum of two absolutely convergent series and so is itself
absolutely convergent.
(b) Suppose that 0 ≤ <µ < 12 . If −1 < <(c − a − b) ≤ 0 then the Gauss hypergeometric series converges
conditionally at |w| = 1, w 6= 1 [2, §15.2(i)]. It follows that the series in (6.2) is the sum of two convergent
series and so is itself convergent. However, it is not true that the sum of two conditionally convergent series is
conditionally convergent. We still have to show that the series in (6.2) does not converge absolutely if θ 6= 12pi.
According to [2, (5.11.12)],
Γ (a+ z)
Γ (b+ z)
∼ za−b
as z → +∞. Therefore, as k →∞,
Γ (ν + µ+ k + 1)
Γ (ν + k + 32)
(µ+ 12)k
k!
=
Γ (ν + µ+ k + 1)
Γ (ν + k + 32)
Γ (µ+ 12 + k)
Γ (k + 1)Γ (µ+ 12)
∼ k
µ− 1
2kµ−
1
2
Γ (µ+ 12)
=
k2µ−1
Γ (µ+ 12)
.
Since 1/Γ (µ+ 12) 6= 0, there are positive constants κ and K such that∣∣∣∣∣Γ (ν + µ+ k + 1)Γ (ν + k + 32) (µ+
1
2)k
k!
∣∣∣∣∣ ≥ κk ,
for k ≥ K. The second part of statement (b) now follows from Lemma 1.
(c) Suppose that <µ ≥ 12 and the series in (6.2) converges. Then the terms of the series must converge to 0. It
follows that cos((ν + µ+ 2k + 1)θ)→ 0 as k →∞. By Lemma 2 this is impossible unless θ = 12pi. Therefore,
the series in (6.2) will diverge for θ 6= 12pi. 
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Lemma 1. Let a ∈ C and θ ∈ (0, pi), θ 6= 12pi. Then
∞∑
k=1
1
k
| cos((a+ 2k)θ)| =∞.
Proof. Since | cos z| ≥ | sinh(<z)| for all z ∈ C it is enough to consider a ∈ R. Then | cos((a + 2k)θ)| ≥
cos2((a+ 2k)θ). Therefore, it is enough to show that
∞∑
k=1
1
k
cos2((a+ 2k)θ) =∞.
Now
1
k
cos2((a+ 2k)θ) =
1
2k
+
1
2k
cos(2(a+ 2k)θ).
The series
∑∞
k=1 1/(2k) diverges. The series
∑∞
k=1 cos(2(a+2k)θ)/(2k) converges by the Dirichlet test provided
the partial sums
∑n
k=1 cos(2(a + 2k)θ) form a bounded sequence. This is true for θ ∈ (0, pi) except when
θ = pi2 . 
Lemma 2. Let a, b ∈ C and sin b 6= 0. Then the sequence cos(a+ bn) does not converge to 0 as n→∞.
Proof. Suppose that cos(a+ bn)→ 0 as n→∞. We have
cos(a+ b(n+ 1)) = cos(a+ bn) cos b− sin(a+ bn) sin b.
If we let n → ∞ and use sin b 6= 0 we obtain that sin(a + bn) → 0. Since cos2 x + sin2 x = 1 this is a
contradiction. 
7 Convergence regions of the Gauss hypergeometric series
In the hypergeometric representations of Qµν (x) derived in Sections 3,4,5 we worked with the principal value
of the hypergeometric function defined on C\ [1,∞). If we wish to use the hypergeometric series (2.2) we have
to add the condition |wj | < 1. Therefore, it is of interest to determine the regions in the x-plane on which
|wj | < 1. In most cases these regions are obvious but not in all of them.
7.1 Group I
• The hypergeometric functions in Theorem 3.1 have the argument w1 = (1− x)/2.
Now |w1| < 1 gives the condition |1− x| < 2 describing a disk centered at x = 1 with radius 2.
• The hypergeometric functions in Theorem 3.2 have the argument w2 = (1 + x)/2.
Then |w2| < 1 is satisfied if and only if |1 + x| < 2.
• The hypergeometric functions in Theorem 3.3 have the argument w3 = (x− 1)/(x+ 1).
Then |w3| < 1 is satisfied if and only if <x > 0.
• The hypergeometric functions in Theorem 3.4 have the argument w4 = (x+ 1)/(x− 1).
Then |w4| < 1 is satisfied if and only if <x < 0.
• The hypergeometric functions in Theorem 3.5 have the argument w5 = 2/(1 + x).
Then |w5| < 1 is satisfied if and only if |1 + x| > 2.
• The hypergeometric function in Theorem 3.6 have the argument w6 = 2/(1− x).
Then |w6| < 1 is satisfied if and only if |1− x| > 2.
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7.2 Group II
• The hypergeometric functions in Theorem 4.1 have the argument w7 = 1−x2. Then |w7| < 1 is satisfied
if and only if |1− x||1 + x| < 1. This is the shaded region in Figure 2 bounded by a lemniscate.
Figure 2. The region |w7| < 1. The hyperbola
∣∣∣ x2x2−1 ∣∣∣ = 1.
• The hypergeometric functions in Theorem 4.2 have the argument w8 = 1/(1 − x2). Then |w8| < 1 is
satisfied if and only if |1 + x||1− x| > 1, that is, if x lies in the unshaded region in Figure 2.
• The hypergeometric functions in Theorem 4.3 have the argument w9 = x2. Then |w9| < 1 is satisfied if
and only if |x| < 1.
• The hypergeometric functions in Theorem 4.4 have the argument w10 = 1/x2. Then |w10| < 1 is satisfied
if and only if |x| > 1.
• The hypergeometric functions in Theorem 4.5 have the argument w11 = (x2 − 1)/x2. Then |w11| < 1 is
equivalent to <x2 > 12 or (<x)2−(=x)2 > 12 . This determines the shaded region bounded by a hyperbola
depicted in Figure 3.
• The hypergeometric functions in Theorem 4.6 have the argument w12 = x2/(x2 − 1). Then |w12| < 1 is
satisfied if and only if (<x)2− (=x)2 < 12 . This determines the unshaded region in the x-plane in Figure
3.
7.3 Group III
For abbreviation, let
y = i
√
1− x2
for x ∈ D1.
• The hypergeometric functions in Theorem 5.1 (upper sign) have the argument
w13 =
−x+ y
2y
=
w14
w14 − 1 ,
where
w14 =
x− y
x+ y
.
Therefore, |w13| < 1 is equivalent to <w14 < 12 . Let x ∈ D1. Then x = cos θ, θ = α+iβ, where α ∈ (0, pi)
and β ∈ R, so
w14 =
cos θ − i sin θ
cos θ + i sin θ
= e−2iθ = e−2iαe2β.
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Figure 3. The region |w11| < 1. The curve
∣∣∣y2−x2y2 ∣∣∣ = 1.
Hence, |w13| < 1 is equivalent to e2β cos(2α) < 12 . Then 14pi ≤ α ≤ 34pi or β < −12 log(2 cos(2α)). In the
x-plane the curve β = −12 log(2 cos(2α)), for 0 < α < 14pi is given by
x = cos(α+ iβ) =
1
2
(t+ t−1) cosα+
1
2
i(t− t−1) sinα, (7.1)
where t =
√
2 cos(2α). This curve and the corresponding curve for 34pi < α < pi are shown in Figure 4.
Therefore, for x ∈ D1, |w13| < 1 is satisfied if and only if x lies in the unshaded region in Figure 4.
• The hypergeometric functions in Theorem 5.1 (lower sign) have the argument
w17 =
x+ y
2y
.
The condition |w17| < 1 is satisfied if and only if x lies in the unshaded region of Figure 5.
• The hypergeometric functions in Theorem 5.2 (upper sign) have the argument
w14 =
x− y
x+ y
.
Then |w14| = e2β so |w14| < 1 is satisfied if and only if =x > 0.
• The hypergeometric functions in Theorem 5.2 (lower sign) have the argument
w18 =
x+ y
x− y .
Then |w18| < 1 if and only if =x < 0.
Gauss hypergeometric representations of the Ferrers function of the second kind 19
Figure 4. The region |w13| > 1. The curve
∣∣∣ 2y2y2+x ∣∣∣ = 1.
Figure 5. The region |w17| > 1.
• The hypergeometric functions in Theorem 5.3 (upper sign) have the argument
w15 =
2y
x+ y
=
1
w17
.
Then |w15| < 1 is equivalent to |w17| > 1 and this means that x lies in the shaded region of Figure 5.
• The hypergeometric functions in Theorem 5.3 (lower sign) have the argument
w16 =
2y
−x+ y =
1
w13
.
Then |w16| < 1 is equivalent to |w13| > 1 and this means that x lies in the shaded region of Figure 5.
We close this paper with the following interesting observations. In the arguments wj , j = 13, . . . , 18,
we replaced
√
x2 − 1 by i√1− x2 because Ferrers functions are naturally defined on the domain D1.
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However, if we are interested in hypergeometric representations of the associated Legendre function
Qµν (x) we will use
√
x2 − 1: = √x− 1√x+ 1 which changes the domains on which |wj | < 1. Let us
denote these modifications of wj by w
∗
j . Since w13(x) = w
∗
13(x) for =x > 0 the part of the curve |w∗13| = 1
lying in the region <x > 0,=x > 0 is given by (7.1) for 0 < α < 16pi. The parts of the curve in the other
quadrants are reflections of this arc at the real and imaginary axis. The curve surrounding 1 is shown
in Figure 6. This means that the hypergeometric representation (5.1) with the Gauss hypergeometric
Figure 6. The curve |w∗13| = 1. Note that by analyzing the equation of the curve one can see that the innermost
points occur at x = ±
√
3
2 ≈ ±0.866025 and the outermost points occur at x = ± 3
√
2
4 ≈ ±1.06066. Also, the points
with the largest absolute value of their imaginary parts on the curve occur at <x = ±
√
15
32 +
7
√
5
32 ≈ 0.978718 and
=x = ±i
√
− 1132 + 5
√
5
32 ≈ 0.0750708.
series in place of 2F1 holds for all z that lie outside these curves. Moreover, we obtain that |w∗14| < 1 for
all x ∈ D2. Therefore, the hypergeometric representation (5.2) with the Gauss hypergeometric series in
place of 2F1 holds for all z ∈ D2. This appears to be the only representation of Qµν valid on D2 by the
Gauss hypergeometric series.
A Olbricht’s 72 solutions of the associated Legendre equation
Richard Olbricht [10, pp. 17-20] gave a list of 72 solutions of the associated Legendre equation (1.1) in terms
of the Gauss hypergeometric function 2F1(a, b; c; z). He does not state the domains of definition of these
solutions and does not identify them in terms of known solutions. Therefore, it might be useful to go through
the list and add a few remarks to each entry.
We will regularly use Euler’s and Pfaff’s transformations (2.3)-(2.5) and the domains (2.6)-(2.10). Olbricht’s
solutions will be denoted by LIj , L
II
j , L
III
j , j = 1, 2, . . . , 24.
A.1 The Group I arguments
Consider
LI1(x) :=
(
1− x
2
) 1
2
µ(1 + x
2
) 1
2
µ
2F1
(
µ− ν, ν + µ+ 1; 1 + µ; 1− x
2
)
. (A.1)
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If we use principal values of the powers and also of the hypergeometric function 2F1 then L
I
1 is analytic on
the domain D1. Using (2.3) and [2, (14.3.1)] Olbricht has
LI1(x) = Γ (1 + µ)P
−µ
ν (x)
for x ∈ D1. If LI1 denotes the right-hand side of (A.1) with 2F1 replaced by Olver’s F(a, b; c; z) := 1Γ (c) 2F1(a, b; c; z)
[2, (15.2.2)] then
LI1(x) = P
−µ
ν (x)
and this equation is true for all ν, µ ∈ C. The function
LI2(x) :=
(
1− x
2
)− 1
2
µ(1 + x
2
) 1
2
µ
2F1
(
−ν, ν + 1; 1− µ; 1− x
2
)
. (A.2)
is analytic on D1. By applying (2.3) to L
I
1 and changing µ to −µ,
LI2(x) = Γ (1− µ)Pµν (x),
for x ∈ D1. Olbricht has
LI3(x) :=
(
1− x
2
) 1
2
µ(1 + x
2
)− 1
2
µ
2F1
(
−ν, ν + 1; 1 + µ; 1− x
2
)
, (A.3)
and by (2.3), LI1 = L
I
3. Also,
LI4(x) :=
(
1− x
2
)− 1
2
µ(1 + x
2
)− 1
2
µ
2F1
(
−µ− ν, ν − µ+ 1; 1− µ; 1− x
2
)
, (A.4)
and by (2.3), LI2 = L
I
4. One also has
LI5(x) := L
I
1(−x), (A.5)
LI6(x) := L
I
2(−x), (A.6)
LI7(x) := L
I
3(−x), (A.7)
LI8(x) := L
I
4(−x), (A.8)
LI9(x) :=
(
2
1− x
)−ν (x+ 1
x− 1
) 1
2
µ
2F1
(
−ν, µ− ν;−2ν; 2
1− x
)
. (A.9)
Using principal values, LI9 is analytic on D3. Using [9, Entry 24, p. 161] and (2.3) with [2, (14.9.14)]
Qµν (x) = Q
−µ
ν (x)
and [2, (14.3.10)]
Qµν (x) := e
−µpii Q
µ
ν (x)
Γ (ν + µ+ 1)
,
we find
LI9(x) =
4−ν√
pi
Γ (12 − ν)Qµ−ν−1(−x),
for x ∈ D3. We also have
LI10(x) :=
(
2
1− x
)ν+1(x+ 1
x− 1
) 1
2
µ
2F1
(
ν + µ+ 1, ν + 1; 2ν + 2;
2
1− x
)
, (A.10)
22 H. S. Cohl, J. Park, H. Volkmer
and LI10 is obtained from L
I
9 by replacing ν by −ν − 1. Hence
LI10(x) =
4ν+1√
pi
Γ (32 + ν)Q
µ
ν (−x).
for x ∈ D3. Also,
LI11(x) :=
(
2
1− x
)−ν (x+ 1
x− 1
)− 1
2
µ
2F1
(
−ν,−ν − µ;−2ν; 2
1− x
)
, (A.11)
and LI11 is obtained from L
I
9 by replacing µ by −µ. Hence LI11 = LI9. One also has
LI12(x) :=
(
2
1− x
)ν+1(x+ 1
x− 1
)− 1
2
µ
2F1
(
ν + 1, ν − µ+ 1; 2ν + 2; 2
1− x
)
, (A.12)
where LI12 is obtained from L
I
10 by replacing µ by −µ, so LI12 = LI10. Also,
LI13(x) := L
I
9(−x), (A.13)
and using principal values, LI13(x) is analytic on D2, and therefore
LI13(x) =
4−ν√
pi
Γ (12 − ν)Qµ−ν−1(x)
for x ∈ D2. For x ∈ D2, we also have
LI14(x) := L
I
10(−x), (A.14)
LI15(x) := L
I
11(−x), (A.15)
LI16(x) := L
I
12(−x), (A.16)
LI17(x) :=
(
x− 1
x+ 1
) 1
2
µ( 2
1 + x
)−ν
2F1
(
−ν, µ− ν; 1 + µ; x− 1
x+ 1
)
. (A.17)
This function is analytic on D2. By [9, §4.1.2, Entry 3]
LI17(x) = Γ (1 + µ)P
−µ
ν (x),
for x ∈ D2. One also has
LI18(x) :=
(
x− 1
x+ 1
)− 1
2
µ( 2
1 + x
)−ν
2F1
(
−ν,−µ− ν; 1− µ; x− 1
x+ 1
)
, (A.18)
where LI18 is obtained from L
I
17 by replacing µ by −µ. Hence
LI18(x) := Γ (1− µ)Pµν (x),
for x ∈ D2. Also,
LI19(x) :=
(
x− 1
x+ 1
) 1
2
µ( 2
1− x
)ν+1
2F1
(
ν + µ+ 1, ν + 1; 1 + µ;
x− 1
x+ 1
)
, (A.19)
and by (2.3), LI19 = L
I
17. Also,
LI20(x) :=
(
x− 1
x+ 1
)− 1
2
µ( 2
1 + x
)ν+1
2F1
(
ν + 1, ν − µ+ 1; 1− µ; x− 1
x+ 1
)
, (A.20)
and by (2.3), LI20 = L
I
18. Also,
LI21(x) := L
I
17(−x), (A.21)
LI22(x) := L
I
18(−x), (A.22)
LI23(x) := L
I
19(−x), (A.23)
LI24(x) := L
I
21(−x). (A.24)
Gauss hypergeometric representations of the Ferrers function of the second kind 23
A.2 The Group II arguments
The first function in group II of Olbricht’s list is
LII1 (x) := (1− x2)
1
2
µ
2F1
(
1
2µ− 12ν, 12ν + 12µ+ 12 ; 12 ;x2
)
. (A.25)
It is an even solution of (1.1) on D1 uniquely determined by the initial conditions y(0) = 1, y
′(0) = 0. By [2,
(14.5.1)],
LII1 (x) = 2
−µ−1pi−
1
2Γ (12ν − 12µ+ 1)Γ (−12ν − 12µ+ 12) (Pµν (x) + Pµν (−x))
for x ∈ D1. We also have
LII2 (x) := x(1− x2)
1
2
µ
2F1
(
1
2µ− 12ν + 12 , 12ν + 12µ+ 1; 32 ;x2
)
. (A.26)
This function is analytic on D1. It is an odd solution of (1.1) on D1 uniquely determined by the initial
conditions y(0) = 0, y′(0) = 1. Using [2, (14.5.2)],
LII2 (x) := 2
−µ−2pi−
1
2Γ (12ν − 12µ+ 12)Γ (−12ν − 12µ) (Pµν (−x)− Pµν (x)) ,
for x ∈ D1. Also,
LII3 (x) := (1− x2)−
1
2
µ
2F1
(−12ν − 12µ, 12ν − 12µ+ 12 ; 12 ;x2) , (A.27)
and by (2.3), LII3 = L
II
1 . Furthermore,
LII4 (x) := x(1− x2)−
1
2
µ
2F1
(−12ν − 12µ+ 12 , 12ν − 12µ+ 1; 32 ;x2) , (A.28)
and by (2.3), LII4 = L
II
2 . Also,
LII5 (x) := (1− x2)
1
2
µ
2F1
(
1
2µ− 12ν, 12ν + 12µ+ 12 ; 1 + µ; 1− x2
)
. (A.29)
This function is analytic on D1 \ iR. By [9, §4.1.2, Entry 5],
LII5 (x) = 2
µΓ (1 + µ)P−µν (x),
for x ∈ D+1 . One also has
LII6 (x) := x(1− x2)
1
2
µ
2F1
(
1
2µ− 12ν + 12 , 12ν + 12µ+ 1; 1 + µ; 1− x2
)
, (A.30)
and by (2.3), LII6 = L
II
5 for x ∈ D+1 . Also,
LII7 (x) := (1− x2)−
1
2
µ
2F1
(−12ν − 12µ, 12ν − 12µ+ 12 ; 1− µ; 1− x2) , (A.31)
and LII7 is obtained from L
II
5 by replacing µ by −µ. Therefore,
LII7 (x) = 2
−µΓ (1− µ)Pµν (x)
for x ∈ D+1 . Also,
LII8 (x) := x(1− x2)−
1
2
µ
2F1
(
1
2ν − 12µ+ 1,−12ν − 12µ+ 12 ; 1− µ; 1− x2
)
, (A.32)
and by (2.3), LII8 (x) = L
II
7 (x) for x ∈ D+1 . Also,
LII9 (x) := x
ν−µ(x2 − 1) 12µ2F1
(
1
2µ− 12ν, 12µ− 12ν + 12 ; 12 − ν;
1
x2
)
. (A.33)
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We use (x2 − 1)α as an abbreviation for (x − 1)α(x + 1)α, so (x2 − 1)α is analytic on D2. Olbricht has
(1− x2) 12µ in place of (x2 − 1) 12µ but this has the disadvantage that when using principal values the function
is not analytic for any real x. LII9 is analytic on D2. By [9, §4.1.2, Entry 28],
LII9 (x) = 2
−νpi−
1
2Γ (12 − ν)Qµ−ν−1(x),
for x ∈ D2. Also,
LII10(x) :=
(
1
x
)ν+µ+1
(x2 − 1) 12µ2F1
(
1
2ν +
1
2µ+
1
2 ,
1
2ν +
1
2µ+ 1;
3
2 + ν;
1
x2
)
. (A.34)
Olbricht has (1− x2) 12µ in place of (x2− 1) 12µ, and LII10 is obtained from LII9 by replacing ν by −ν − 1. Hence
LII10(x) = 2
ν+1pi−
1
2Γ (32 + ν)Q
µ
ν (x)
for x ∈ D2. Also,
LII11(x) := x
µ−ν−1(x2 − 1)− 12µ2F1
(
1
2ν − 12µ+ 12 , 12ν − 12µ+ 1; 32 + ν;
1
x2
)
. (A.35)
Olbricht has (1 − x2) 12µ in place of (x2 − 1) 12µ, and LII11 is obtained from LII10 by replacing µ by −µ. Hence
LII11 = L
II
10. Also,
LII12(x) := x
ν+µ(x2 − 1)− 12µ2F1
(
−12ν − 12µ,−12ν − 12µ+ 12 ; 12 − ν;
1
x2
)
. (A.36)
Olbricht has (1 − x2) 12µ in place of (x2 − 1) 12µ, and LII12 is obtained from LII9 by replacing µ by −µ. Hence
LII12 = L
II
9 . Also,
LII13(x) := (x
2 − 1) 12ν2F1
(
1
2µ− 12ν,−12µ− 12ν; 12 − ν;
1
1− x2
)
. (A.37)
Olbricht has (1−x2) 12ν in place of (x2−1) 12ν , and LII13 is analytic on D2. By (2.4), LII13 = LII9 . More precisely,
we use (2.4) for x > 1 and then apply the identity theorem for analytic functions. Also,
LII14(x) := (x
2 − 1)− 12ν− 12 2F1
(
1
2ν +
1
2µ+
1
2 ,
1
2ν − 12µ+ 12 ; 32 + ν;
1
1− x2
)
. (A.38)
Olbricht has (1− x2)− 12ν− 12 in place of (x2 − 1)− 12ν− 12 , and by (2.4), LII14 = LII10. Also,
LII15(x) := x(x
2 − 1) 12ν− 12 2F1
(
1
2µ− 12ν + 12 ,−12ν − 12µ+ 12 ; 12 − ν;
1
1− x2
)
. (A.39)
Olbricht has (1− x2) 12ν− 12 in place of (x2 − 1) 12ν− 12 , and by (2.4), LII15 = LII12. Also,
LII16(x) := x(x
2 − 1) 12ν−12F1
(
1
2ν +
1
2µ+ 1,
1
2ν − 12µ+ 1; 32 + ν;
1
1− x2
)
. (A.40)
Olbricht has (1− x2) 12ν−1 in place of (x2 − 1) 12ν−1, and by (2.4), LII16 = LII11. Also,
LII17(x) := (1− x2)
1
2
ν
2F1
(
1
2µ− 12ν,−12µ− 12ν; 12 ;
x2
x2 − 1
)
, (A.41)
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and by (2.4), LII17 = L
II
1 . Also,
LII18(x) := (1− x2)−
1
2
ν− 1
2 2F1
(
1
2ν +
1
2µ+
1
2 ,
1
2ν − 12µ+ 12 ; 12 ;
x2
x2 − 1
)
, (A.42)
and by (2.4), LII18 = L
II
3 . Also,
LII19(x) := x(1− x2)
1
2
ν− 1
2 2F1
(
1
2µ− 12ν + 12 ,−12ν − 12µ+ 12 ; 32 ;
x2
x2 − 1
)
, (A.43)
and by (2.4), LII19 = L
II
2 . Also,
LII20(x) := x(1− x2)−
1
2ν−12F1
(
1
2ν +
1
2µ+ 1,
1
2ν − 12µ+ 1; 32 ;
x2
x2 − 1
)
, (A.44)
and by (2.4), LII20 = L
II
4 . Also,
LII21(x) := x
ν−µ(1− x2) 12µ2F1
(
1
2µ− 12ν, 12µ− 12ν + 12 ; 1 + µ;
x2 − 1
x2
)
, (A.45)
and by (2.4), LII21 = L
II
5 . Also,
LII22(x) := x
−ν−µ−1(1− x2)12µ2F1
(
1
2ν +
1
2µ+
1
2 ,
1
2ν +
1
2µ+ 1; 1 + µ;
x2 − 1
x2
)
, (A.46)
and by (2.4), LII22 = L
II
6 . Also,
LII23(x) := x
µ−ν−1(1− x2)−12µ2F1
(
1
2ν − 12µ+ 1, 12ν − 12µ+ 12 ; 1− µ;
x2 − 1
x2
)
, (A.47)
and by (2.4), LII23 = L
II
7 . Also,
LII24(x) := x
µ+ν(1− x2)−12µ2F1
(
−12ν − 12µ+ 12 ,−12µ− 12ν; 1− µ;
x2 − 1
x2
)
, (A.48)
and by (2.4), LII24 = L
II
8 .
A.3 The Group III arguments
In this section there appears the function
√
x2 − 1. There are three versions of this function:
y1 := i
√
1− x2, for x ∈ D1,
y2 := x
√
1− x−2, for x ∈ C \ [−1, 1],
y3 := −y2, for x ∈ C \ [−1, 1],
where the root denotes its principal value. If ±=x > 0 then y1 = ±y2. Each entry in Olbricht’s list has three
versions depending on whether
√
x2 − 1 has the meaning y1, y2 or y3. We will denote these functions by LIIIj,k ,
where 1 ≤ j ≤ 24, 1 ≤ k ≤ 3.
In Entries 1, 2, 3, 4 of Olbricht’s list the hypergeometric function has the argument
z =
√
x2 − 1 + x
2
√
x2 − 1 .
If we use y1 for
√
x2 − 1 then the function
z1 =
y1 + x
2y1
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for x ∈ D1 is a conformal map from D1 to the complex plane cut along the rays (−∞, 0] and [1,∞). To see
this let x = cos θ. This is a conformal map from the strip S = {θ : 0 < <θ < pi} onto D1. Then
y1 + x
2y1
=
1
2
− i
2
cot θ.
Now cot θ is a conformal map from S to C \ ((−i∞,−i] ∪ [i, i∞)). Therefore, using the principal value of the
hypergeometric function 2F1 the function 2F1(a, b; c; z1) is analytic on D1. If we use y3 for
√
x2 − 1 then the
function
z3 =
y3 + x
2y3
for x ∈ D3 is analytic and its range is {z ∈ C : <z < 12} \ (−∞,−12). Therefore, 2F1(a, b; c; z3) is analytic on
D3. If we use y2 then the values of
z2 =
y2 + x
2y2
lie on the ray [1,∞) for x > 1, so 2F1(a, b; c; z2) cannot be defined on D2 by the principal value of 2F1. In
the following 24 solutions of Olbricht the factors in front of the hypergeometric function are rewritten. This
is necessary in order to obtain reasonable branch cuts. For example, solution 7 of Olbricht is(√
x2 − 1− x
2
√
x2 − 1
) 1
2
ν+ 1
2
(√
x2 − 1 + x
2
√
x2 − 1
)− 1
2
ν
2F1
(
1
2 − µ, µ+ 12 ; 32 + ν;
√
x2 − 1− x
2
√
x2 − 1
)
.
If we choose y2 for
√
x2 − 1 then, up to a constant factor, this solution should agree with the associated
Legendre function Qµν (x). However, the basis of the first power is a negative number for x > 1. Using that
(x−
√
x2 − 1)(x+
√
x2 − 1) = 1,
we rewrite the solution as
(2y2)
− 1
2 (x+ y2)
−ν− 1
2 2F1
(
1
2 − µ, µ+ 12 ; 32 + ν;
y2 − x
2y2
)
.
This function is now analytic on D2 as it should be.
LIII1,k (x) := (2yk)
ν
2F1
(
µ− ν,−µ− ν; 12 − ν;
yk + x
2yk
)
. (A.49)
Olbricht has
LIII1,1 (x) =L
III
5,1 (−x),
LIII1,2 (x) =L
III
5,3 (−x),
LIII1,3 (x) =L
III
5,2 (−x).
For results on LIII5,k see below. Also,
LIII2,k (x) := (2yk)
− 1
2 (yk − x)ν+
1
2 2F1
(
1
2 − µ, µ+ 12 ; 12 − ν;
yk + x
2yk
)
, (A.50)
and by (2.3), LIII2,k = L
III
1,k . Also,
LIII3,k (x) := (2yk)
− 1
2 (yk − x)−ν−
1
2 2F1
(
1
2 − µ, µ+ 12 ; 32 + ν;
yk + x
2yk
)
, (A.51)
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and LIII3 is obtained from L
III
2 by replacing ν by −ν − 1. Also,
LIII4,k (x) := (2yk)
−ν−1
2F1
(
ν − µ+ 1, ν + µ+ 1; 32 + ν;
yk + x
2yk
)
, (A.52)
and by (2.3), LIII4,k = L
III
3,k . Also,
LIII5,k (x) := (2yk)
ν
2F1
(
µ− ν,−µ− ν; 12 − ν;
yk − x
2yk
)
, (A.53)
and the function LIII5,2 is analytic on D2. By [9, §4.1.2, Entry 31] and (2.3),
LIII5,2 (x) = pi
− 1
2Γ (12 − ν)Qµ−ν−1(x),
if x ∈ D2. The function LIII5,1 is analytic on D1. Since y1 = y2 for =x > 0,
LIII5,1 (x) = pi
− 1
2Γ (12 − ν)Qµ−ν−1(x),
if =x > 0. We know from [11, p. 147, (21)] that
Qµ−ν−1(1 + (x− 1)e2pii) = e−piiµQµ−ν−1(x)−
pii
Γ (−ν − µ)P
−µ
−ν−1(x).
Therefore,
LIII5,1 (x) = pi
− 1
2Γ (12 − ν)
(
e−piiµQµ−ν−1(x)−
pii
Γ (−ν − µ)P
−µ
ν (x)
)
if =x < 0. The function LIII3 (x) is analytic on C \ R. We find
LIII5,3 (x) =
{
LIII5,1 (x) if =x < 0,
e−ipiνLIII5,1 (−x) if =x > 0,
LIII6,k (x) := (2yk)
− 1
2 (x+ yk)
ν+ 1
2 2F1
(
1
2 − µ, µ+ 12 ; 12 − ν;
yk − x
2yk
)
. (A.54)
By (2.3), LIII6,k = L
III
5,k . Also,
LIII7,k (x) := (2yk)
− 1
2 (x+ yk)
−ν− 1
2 2F1
(
1
2 − µ, µ+ 12 ; 32 + ν;
yk − x
2yk
)
, (A.55)
and LIII7,k is obtained from L
III
6,k by replacing ν by −ν − 1. Also,
LIII8,k (x) := (2yk)
−ν−1
2F1
(
ν − µ+ 1, ν + µ+ 1; 32 + ν;
yk − x
2yk
)
, (A.56)
and by (2.3), LIII8,k = L
III
7,k . The hypergeometric function in Olbricht’s solutions 9,10,11,12 has the argument
z =
2
√
x2 − 1√
x2 − 1 + x.
If
√
1− x2 = y2 purely imaginary x are mapped to the branch cut z ≥ 1 of the hypergeometric function, so
we cannot work on D2. Also,
LIII9 (x) := (2y2)
µ(x+ y2)
ν−µ
2F1
(
µ− ν, µ+ 12 ; 1 + 2µ;
2y2
y2 + x
)
. (A.57)
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LIII9 is analytic on D
+
2 . By [9, §4.1.2, Entry 15],
LIII9 (x) = 4
µΓ (1 + µ)P−µν (x)
for x ∈ D+2 . Also,
LIII10 (x) := (2y2)
−µ(x+ y2)µ+ν2F1
(
−µ− ν, 12 − µ; 1− 2µ;
2y2
y2 + x
)
. (A.58)
and LIII10 is obtained from L
III
9 by replacing µ by −µ. Hence
LIII10 (x) = 4
−µΓ (1− µ)Pµν (x)
for x ∈ D+2 . Also,
LIII11 (x) := (2y2)
−µ(y2 + x)µ−ν−12F1
(
ν − µ+ 1, 12 − µ; 1− 2µ;
2y2
y2 + x
)
, (A.59)
and LIII11 is obtained from L
III
10 by replacing ν by −ν − 1. By (2.3), LIII11 = LIII10 on D+2 . Also,
LIII12 (x) := (2y2)
µ(y2 + x)
−ν−µ−1
2F1
(
ν + µ+ 1, µ+ 12 ; 1 + 2µ;
2y2
y2 + x
)
, (A.60)
and LIII12 is obtained from L
III
9 by replacing ν by −ν − 1. By (2.3), LIII12 = LIII9 on D+2 . Entries 13, 14, 15, 16
in Olbricht’s list use the argument
z =
2
√
x2 − 1√
x2 − 1− x.
Again purely imaginary x are mapped to the branch cut z ≥ 1 of the hypergeometric function. Olbricht has
LIII13 (x) := (2y2)
µ(x− y2)ν−µ2F1
(
µ− ν, µ+ 12 ; 1 + 2µ;
2y2
y2 − x
)
, (A.61)
and by (2.4), LIII13 = L
III
9 on D
+
2 . Also,
LIII14,k(x) := (2y2)
−µ(x− y2)µ+ν2F1
(
−µ− ν, 12 − µ; 1− 2µ;
2y2
y2 − x
)
, (A.62)
and by (2.4), LIII14 = L
III
10 on D
+
2 . Also,
LIII15 (x) := (2y2)
−µ(x− y2)µ−ν−12F1
(
ν − µ+ 1, 12 − µ; 1− 2µ;
2y2
y2 − x
)
, (A.63)
and by (2.4), LIII15 = L
III
11 on D
+
2 . Also,
LIII16 (x) := (2y2)
µ(x− y2)−ν−µ−12F1
(
ν + µ+ 1, µ+ 12 ; 1 + 2µ;
2y2
y2 − x
)
, (A.64)
and by (2.4), LIII16 = L
III
12 on D
+
2 . Also,
LIII17,k(x) := (2yk)
µ(yk − x)ν−µ2F1
(
µ− ν, µ+ 12 ; 12 − ν;
x+ yk
x− yk
)
, (A.65)
and by (2.4), LIII17,k = L
III
1,k . Also,
LIII18,k(x) := (2yk)
−µ(yk − x)µ+ν2F1
(
−µ− ν, 12 − µ; 12 − ν;
x+ yk
x− yk
)
, (A.66)
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and by (2.4), LIII18,k = L
III
2,k . Also,
LIII19,k(x) := (2yk)
µ(yk − x)−ν−µ−12F1
(
1
2 + µ, ν + µ+ 1;
3
2 + ν;
x+ yk
x− yk
)
, (A.67)
and by (2.4), LIII19,k = L
III
3,k . Also,
LIII20 (x, k) := (2yk)
−µ(yk − x)µ−ν−12F1
(
1
2 − µ, ν − µ+ 1; 32 + ν;
x+ yk
x− yk
)
, (A.68)
and by (2.4), LIII20,k = L
III
4,k . Also,
LIII21,k(x) := (2yk)
µ(x+ yk)
ν−µ
2F1
(
µ− ν, µ+ 12 ; 12 − ν;
x− yk
x+ yk
)
, (A.69)
and by (2.4), LIII21,k = L
III
5,k . Also,
LIII22,k(x) := (2yk)
−µ(x+ yk)µ+ν2F1
(
−µ− ν, 12 − µ; 12 − ν;
x− yk
x+ yk
)
, (A.70)
and by (2.5), LIII22,k = L
III
6,k . Also,
LIII23,k(x) := (2yk)
µ(x+ yk)
−ν−µ−1
2F1
(
1
2 + µ, ν + µ+ 1;
3
2 + ν;
x− yk
x+ yk
)
, (A.71)
and by (2.4), LIII23,k = L
III
7,k . Also,
LIII24 (x, k) := (2yk)
−µ(x+ yk)µ−ν−12F1
(
1
2 − µ, ν − µ+ 1; 32 + ν;
x− yk
x+ yk
)
, (A.72)
and by (2.4), LIII24,k = L
III
8,k .
B Values on the cut [1,∞) of the Gauss hypergeometric function
The hypergeometric function has a branch cut along the ray [1,∞). Along this branch cut it has limiting
values 2F1
(
a,b
c ;x± i0
)
, x > 1, that are usually different when we approach the branch cut from above or
below. Since these limiting values play a role in this paper, we note the following results.
Theorem B.1. Let a, b ∈ C, c ∈ C \ −N0, x ∈ (1,∞). Then
2F1
(
a, b
c
;x± i0
)
=
Γ (c)Γ (b− a)
Γ (b)Γ (c− a)e
±ipiax−a2F1
(
a, a− c+ 1
a− b+ 1 ;
1
x
)
+
Γ (c)Γ (a− b)
Γ (a)Γ (c− b)e
±ipibx−b2F1
(
b, b− c+ 1
b− a+ 1 ;
1
x
)
.
Proof. The connection relation [2, (15.8.2)] and (2.1) give
2F1
(
a, b
c
; z
)
=
Γ (c)Γ (b− a)
Γ (b)Γ (c− a)(−z)
−a
2F1
(
a, a− c+ 1
a− b+ 1 ;
1
z
)
+
Γ (c)Γ (a− b)
Γ (a)Γ (c− b)(−z)
−b
2F1
(
b, b− c+ 1
b− a+ 1 ;
1
z
)
.
This identity holds for all z ∈ C \ [0,∞). Setting z = x + i, x > 1,  ∈ R \ {0}, and letting  → 0+ and
→ 0−, we obtain the stated result. 
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We note that the limiting values of the generalized hypergeometric function on the branch cut have recently
been investigated by Karp and Prilepkina [7]. Using [2, (15.8.3), (15.8.4), (15.8.5)], one may also obtain
alternative representations of the limiting values of the hypergeometric function on the branch cut.
Theorem B.2. Let a, b ∈ C, c ∈ C \ −N0, x ∈ (1,∞). Then
2F1
(
a, b
c
;x± i0
)
=
Γ (c)Γ (c− a− b)
Γ (c− a)Γ (c− b)x
1−c
2F1
(
a− c+ 1, b− c+ 1
a+ b− c+ 1 ; 1− x
)
+e±ipi(a+b−c)
Γ (c)Γ (a+ b− c)
Γ (a)Γ (b)
(x− 1)c−a−b2F1
(
c− a, c− b
c− a− b+ 1; 1− x
)
.
Theorem B.3. Let x ∈ (1,∞). Then
2F1
(
a, b
c
;x± i0
)
=
Γ (c)Γ (c− a− b)
Γ (c− a)Γ (c− b)x
−a
2F1
(
a, a− c+ 1
a+ b− c+ 1; 1−
1
x
)
+e±ipi(a+b−c)
Γ (c)Γ (a+ b− c)
Γ (a)Γ (b)
(x− 1)c−a−bxa−c2F1
(
1− a, c− a
c− a− b+ 1; 1−
1
x
)
.
Theorem B.4. Let x ∈ (1,∞). Then
2F1
(
a, b
c
;x± i0
)
= e±ipia
Γ (c)Γ (b− a)
Γ (b)Γ (c− a)(x− 1)
−a
2F1
(
a, c− b
a− b+ 1;
1
1− x
)
+e±ipib
Γ (c)Γ (a− b)
Γ (a)Γ (c− b)(x− 1)
b
2F1
(
b, c− a
b− a+ 1;
1
1− x
)
.
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