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Abstract—We present a sparse and invariant representation
with low asymptotic complexity for robust unsupervised transient
and onset zone detection in noisy environments. This unsuper-
vised approach is based on wavelet transforms and leverages
the scattering network from Mallat et al. by deriving frequency
invariance. This frequency invariance is a key concept to enforce
robust representations of transients in presence of possible
frequency shifts and perturbations occurring in the original
signal. Implementation details as well as complexity analysis
are provided in addition of the theoretical framework and the
invariance properties. In this work, our primary application
consists of predicting the onset of seizure in epileptic patients
from subdural recordings as well as detecting inter-ictal spikes.
I. MOTIVATIONS
In multiple contexts, and in particular with electroen-
cephalography (EEG) signals, it is necessary to have an unsu-
pervised pre-processing technique to highlight relevant features
in noisy environments. In fact, to obtain an intra-cranial EEG
(iEEG) signal, electrodes are implanted underneath the dura
and in some cases deep inside brain tissues in order to record
the average electrical activity over a small brain region. This
results in unbalanced and noisy datasets of small sizes putting
supervised approaches aside. When considering the task of
seizure prediction, the key unsupervised representation should
be sparse and parsimonious [19] but most importantly invariant
to seizure independent events we denote as ”noise” for our task
[21][24]. This last property will be the key to ensure the robust-
ness of the technique since it implies stability of the transient
detection despite the presence of frequency-shift perturbations.
For iEEG data of epileptic patients, we are dealing with signals
such as presented in Fig. 1,2 and 3. In this context, we wish
to highlight transients i.e. local bursts of energy embedded
in ambient but not necessarily white noise generated through
a possibly nonstationary process. These breaking points in
the intrinsic dynamical structure of the signals are thus our
features of interests, the ones we aim to capture. Biologically,
they represent inter-ictal spikes which are often sign of an
upcoming seizure or other types of neuro-features s.a. high-
frequency oscillations (HFO), pre-ictal activity. The complete
absence of learning of the scattering network leads to robust
representations even with only few observations. It has also
been shown that representations using the scattering network
are very efficient when dealing with stationary processes as
those encountered in music genre classification [7] and texture
classification [6] due to the global time invariance property.
This ability to well capture the ambient signal is thus the key
of our approach which, simply put, will extract transients by
comparing the signal and its scattering representation.
II. SCATTERING NETWORK
The scattering network is a signal processing architecture
with multiple processing steps. It is based on cascades of
linear transforms and nonlinear operations on an input signal x.
Commonly, this is achieved by successive wavelet transforms
followed by the application of a complex modulus [2]. One
can notice that several approaches in machine learning aim
to bring linear separability between the features of interest
through the application of many linear and nonlinear operators
usually followed by dimensionality reduction aiming to bring
local invariance. This is exactly what the scattering network
does to its input x. Moreover, this framework can be seen
as a restricted case of a Convolutional Neural Network [16]
where the filters are fixed wavelets, the activation function is
the complex modulus and the translation invariance is obtained
through time averaging.
A. Preliminaries
In order to perform a wavelet transform, we first create the
bank of filters used to decompose the signal. A wavelet filter-
bank results from dilation and contraction of a mother wavelet
ψ0. This mother wavelet, by definition, satisfies the following
admissibility condition:∫
R
ψ0(t)dt = 0 ⇐⇒ ψˆ0(0) = 0, (1)
where we define by ψˆ0 the Fourier Transform of ψ0 as
ψˆ0(ω) =
∫
R
ψ0(t)e
−iωtdt. (2)
The dilations are done using scales factors λ ∈ Λ following a
geometric progression parametrized by the number of wavelets
per octave Q and the number of octave to decompose, J . This
is defined explicitly as the set of scale factors
Λ = {21+j/Q, j = 0, ..., J ×Q− 1}. (3)
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We can now express our filter-bank as a collection of dilated
version of ψ0 by the scale λ as
ψλ(t) =
1
λ
ψ0
(
t
λ
)
∀λ ∈ Λ, (4)
or in the Fourier domain with
ψˆλ(ω) = λψˆ0(λω) ∀λ ∈ Λ. (5)
Wavelets are defined as band-pass filters with constant
ratio of width to center frequency and they are localized in
both the physical and the Fourier domain [17]. Since all the
children wavelets are scaled version of the mother wavelet,
they also integrate to 0. Therefore, even with an infinite
number of wavelets, none will be able to capture the low
frequencies, the mean, in the limit. A complementary filter
is thus introduced, namely, the scaling function φ. In order to
capture these reaming low frequencies, this filter satisfies the
following criteria:∫
R
φ(t)dt = 1 ⇐⇒ φˆ(0) = 1. (6)
The basis used to transform x is thus the collection {φ, ψΛ}
made of all the band-pass filters as well as the scaling function,
the latter giving rise to the scattering coefficients per say.
B. Scattering Decomposition
We now present the scheme used to decompose a signal
through multiple layers of the scattering networks via multiple
bank-filters each one being specific to each layer. Since we will
now have successions of wavelet transforms, we define by Λi
the ith set of scales as
Λi = {21+j/Qi , j = 0, ..., Ji ×Qi − 1}, (7)
for each of the layer dependent hyper-parameters Ji, Qi.
We now describe formally the scattering network operations
summarized in Fig. 4 up to the second layer, where transients
are encoded, as shown in [2].
The decomposition of the given signal x with all the band-
pass filters ψ is now defined with the U operator recursively
for all the layers where ∗ denotes the convolution operator as
U0x = x,
Uix := {|Ui−1x ∗ ψλ|, ∀λ ∈ Λi} . (8)
This operator applies all the band-pass filters to the output
of the previous operator starting from the input signal. For
example, U1x and U2x are defined explicitly as:
U1x(t, λ1) =
∣∣∣∣∫ x(τ)ψλ1(t− τ)dτ ∣∣∣∣ ,
∀λ1 ∈ Λ1 (9)
and
U2x(t, λ1, λ2) =
∣∣∣∣∫ (∫ x(τ)ψλ1(ξ − τ)dτ)ψλ2(t− ξ)dξ∣∣∣∣ ,
∀λ1 ∈ Λ1,∀λ2 ∈ Λ2
(10)
One can notice that U1x coefficients correspond to the scalo-
gram, a standard time-scale representation. We define similarly
the scattering operators as
S0x := x ∗ φ,
Six := Uix ∗ φ, (11)
Fig. 1. Three different channels showing the pre-ictal, ictal and post-ictal
phase for a patient.
Fig. 2. Three channels on another patient during seizure where the middle
plot depicts discontinuities due to human movements and are thus artefacts
induced by the happening seizure.
which brings time invariance by smoothing its input via the
scaling function φ. In term of dimensionality, for the ith layer,
Uix and Six depend on the parameters (t, λ1, ..., λi), λ1 ∈
Λ1, ..., λi ∈ Λi and thus are of index-dimension i+ 1.
We now describe our representation which is based on the
scattering coefficients obtained from S2x to end up with a
representation suited for transient detection in noisy environ-
ments.
Fig. 3. Three channels during a normal brain activity, no seizure happening,
yet the middle plot depicts discontinuities implied by natural human move-
ments.
Fig. 4. Scattering network architecture leading to S2x which we used in
building our representation.
III. SPARSE REPRESENTATION FOR TRANSIENT
DETECTION
Using the scattering network coefficients S2x, two main
transformations are applied leading to our final representation
Lx, defined below. The first operator ρ(S2x) is the application
of a thresholding followed by a nonlinearity improving the
SNR by highlighting transients while collapsing to 0 the am-
bient background texture. The second transformation defined
as l (ρ(S2x)), brings frequency invariance through application
of local dimensionality reduction. These two stages will lead
to the new 2D representation with index-dimension t and λ2
S2x→ ρ(S2x) := Rx→ l (ρ(S2x)) := Lx, (12)
Fig. 5. From the second layer of the scattering network S2x, a threshold
ρ is applied leading to Rx, followed by local dimensionnality reduction to
obtain our final representation Lx
Fig. 6. Example of different expansive nonlinearities with threshold at 1
applied to the black line.
also presented in Fig. 5. We now describe each of these two
transformations in detail.
A. Nonlinear Thresholding Through Scattering Coefficients
The scattering coefficients S2x(t, λ1, λ2) are capturing the
transients diluted in the ambient signal activity. In order to em-
phasize transient structures, a Lipschitz nonlinearity denoted
as ρ is applied to detect bursts of energy [1]. In fact, we
need to weight the S2x representation such that outliers, i.e
transient structures, are emphasized from the ambient signal.
By considering the ambient signal as a centroid, transients
become outliers and thus a point-wise comparison of the
coefficients and the centroids will measure the intensities of
these events leading to Rx.
We define the ρ operator which will include the threshold-
ing and the polynomial nonlinearity as
ρ(p)m (x) =
{
0 if x ≤ m
(x−m)p if x > m . (13)
When applied to time-series, the output will also be normalized
so that the array before and after the application of ρ will have
the same infinite-norm. The nonlinearity ρ(p)m is depicted in Fig.
6 for different values of p and m = 1. The p parameter can
be seen as the p−norm distance used after application of the
threshold to weight the coefficients based on their distances
from the given threshold value m. With great p, only clear
outliers are kept whereas with p < 1, the operator ρ is a
Fig. 7. Top: S2x(t, λ1, λ2 = 11) coefficients with λ2 fixed to be the 11th
filter. Middle: Rx(t, λ1, λ2 = 11) representation highlighting the background
to foreground thresholding increasing the SNR. Bottom: the median (centroid)
for each scale used as the threshold value. The input signal is a iEEG recording
with a seizure starting at the end.
compressive nonlinearity. In our approach, the threshold value
m will represent the centroid of each scale and is defined as
the median in order to provide a robust estimate of the ambient
signal energy. We thus define the threshold value m as
m(λ1, λ2) := mediant S2x(t, λ1, λ2),∀(λ1, λ2) ∈ Λ1 × Λ2.
(14)
The threshold value is time-invariant but not constant over λ1
nor λ2 leading to level specific thresholding with independent
estimations of the ambient signal centroids. As a result, our
first stage transform Rx is defined in the following way
Rx(t, λ1, λ2) :=ρ
(p)
m(λ1,λ2)
(S2x (t, λ1, λ2)) ,
∀(λ1, λ2) ∈ Λ1 × Λ2 (15)
The use of the median ensures that we reach a sparsity of at
least 50% since by definition this threshold will have as many
coefficients below it than above it. However, this also means
that the transients we are trying to detect should not be present
in more than 50% of the time otherwise the less energetic
ones will be cut off. We thus obtain a sparse representation,
illustrated by Fig. 7. This new representation is able to capture
the nonstationary structure while removing the ambient noise
leading to a higher SNR. In fact, because of the compressive
property of the nonlinearity for small coefficients, the values
close to the threshold will collapse to 0. In all our experiment,
setting p = 2 led to efficient weighting parameter to achieve
our sparse representation.
B. Local Dimensionality Reduction
Transients are defined as bursts of energy being localized
in time with a broad active frequency spectrum [27]. A time-
frequency representation of a lone transient will lead to a
Dirac function in the time domain versus an almost uniform
representation in the frequency domain. Since by construction
Rx captures transient structures, this resulting representation
is highly redundant over λ1 due to the structure of transients
as shown in Fig. 7. In fact, when fixing λ2 = k, the 2D
representation Rx(t, λ1, k) is sparse in time and redundant
over the λ1 frequency dimension. In other word, because
of their intrinsic structures, events captured in Rx are over-
sampled in the λ1 dimension. As a result, we are able to
reduce this redundancy by aggregating, combining, the λ1
dimension of Rx with respect to each λ2. In order to do so,
two general dimensionality reduction techniques are studied:
PCA and max-pooling. PCA performs an optimized linear
dimensionality reduction over all λ1 for each λ2. This leads to
a linear and time-invariant dimensionality reduction. In order
to do this, we compute the covariance matrix of Rx(t, λ1, λ2)
with respect to the λ1 dimension for each λ2 fixed. This
results in |Λ2| matrices of size |Λ1| × |Λ1|. By mean of
the spectral theorem [23] we diagonalize these matrices, and
obtain their spectrum. The eigenvector corresponding to the
highest eigenvalue is used to project our data onto the direction
with most variability[14] for each of the matrices leading to
the new representation only indexed on t and λ2. We define the
projection achieved by the PCA of Rx on the corresponding
eigenvector as follows:
Lx(t, λ2) = PCAλ1 [Rx(t, λ1, λ2)] , (16)
In order to provide a nonconstant dimensionality reduction
scheme over time, we also introduce the max-pooling over
all the λ1 for each λ2 leading to nonlinear dimensionality
reduction. Note that max-pooling is a standard nonlinear
dimensionality reduction technique widely used in neural net-
works [10][20] and is defined here as:
Lx(t, λ2) = max
λ1
(Rx(t, λ1, λ2)). (17)
Since we applied one PCA for each λ2 and kept each first
projected vector, we can evaluate the projections by analyzing
the normalized eigenvalues. In order to clarify the following
notations, we now denote by θλ2 the first eigenvalue for each
of the performed PCA. Considering variance as a feature of
interest is not always justified. However, since in our case
PCA is applied on Rx, variance results from the present
transient structures. And since θλ2 represents the amount of
variance retained by the first eigenvector, it follows that greater
θk implies presence of nonstationary structures in R(t, λ1, k)
with no frequency modulations i.e. transients. In Fig. 9 the
use of PCA reveals inter-ictal activities (0-3 min) without
interfering with the pre-ictal (3-3:30 min) and ictal detection
(3:30-4:10 min) whereas max-pooling makes these coefficients
become negligible. In Fig. 10, both dimensionality reduction
algorithms are able to catch different events but sharper
transitions appear when using PCA. For our application, the
case presented in Fig. 11 is particularly interesting since the
PCA allows to clearly observe that the tempo at which the
transients occur is decreasing as the seizure happens [22].
Thus, the main difference between max-pooling and PCA
results from the fact that for max-pooling, the pooled coef-
ficient for each point in time t1 is computed independently
from past or future points t2 6= t1. In fact, the compu-
tation of Lx(t1, λ2) is independent from the computation
Fig. 8. Top: S2x(t, λ1, λ2 = 11) coefficients with λ2 fixed to be
the 11th filter. Middle : Rx(t, λ1, λ2 = 11) representation highlighting
the background to foreground thresholding increasing the SNR. Bottom :
aggregation of information over λ1 using PCA for a the fixed λ2 leading
to Lx(t, λ2 = 11)
Fig. 9. Top: EEG signal example with a seizure starting at about 3
min. Middle: Lx representation computed using local PCA. Bottom: Lx
representation computed using local max-pooling.
Lx(t2, λ2),∀ t1 6= t2. On the contrary, for PCA, the linear
combination leading to Lx(t, λ2) =
∑J1Q1
i=1 αiRx(t, i, λ2)
Fig. 10. Top: noisy EEG signal example with a seizure starting at about
3 min. Middle : Lx representation computed using local PCA. Bottom : Lx
representation computed using local max-pooling.
Fig. 11. Top: EEG signal example with a seizure starting at about r min and
showing inter-ictal spikes prior to it. Middle : Lx representation computed
using local PCA. Bottom : Lx representation computed using local max-
pooling.
uses the same weighting coefficients αi for all the time domain
and treat each of these arrays entirely when computing the
best projection as opposed to a Mixture of Probabilistic PCA
approach [26].
C. Feature Vector
Since the aim of this approach is to provide an unsu-
pervised efficient feature extraction algorithm, there is still a
need to use the obtained representation in a machine learning
algorithm either for unsupervised clustering with a k-NN as
will be done below or for a supervised classification task
with a SVM for example [8]. As a result, we now present
what are the obtained features from our approach as well
as their respective dimensionality. We denote by V the fea-
ture vector composed with the standard scattering coefficients
(S0x(t), S1x(t, λ1), S2x(t, λ1, λ2)) , the ambient signal levels
m(λ1, λ2), the first eigenvalue of each PCA done for each
λ2 on Rx(t, λ1, λ2) and finally the corresponding projections
Lx(t, λ2). The total dimension disregarding the time-index is
thus O(Q1J1 +Q2J2 +Q1J1Q2J2) and exactly:
dim(V ) = 1 + J1Q1 + 2J1Q1J2Q2 + 2J2Q2. (18)
For the EEG cases shown here, the baseline parameters are
(J1, Q1, J2, Q2) = (2, 10, 2, 10) leading to a feature vector
of size 861. Note that this size can be reduced by using the
max-pooling approach thus dropping the θλ2 coefficients.
D. Computational Complexity
In addition of providing a tractable feature vector, this
approach is also suited for large scale problems. We detail here
the asymptotic complexity of each step that is performed in
addition of using an efficient implementation presented in [4].
The scattering transform is of complexity O(n log(n)) with n
being the size of the input signal. The median computation is
O(n) when using the selection algorithm and the fact that the
median is the n2
th order statistic. Finally, PCA is O(p2n+p3)
where n is the size of the input signal and here p = λ1 where
for our examples we have λ1 = 20. But for extreme cases, the
PCA could be replaced by the max-pooling. We now present
in the next two sections the invariance properties present in Lx
as well as some possible uses of the eigenvalues θλ2 as robust
descriptors of the different behaviors of the studied signals in
order to perform onset zone detection and transient detection.
In short, local change in the underlying generative process of
the observed signals while moving through time.
E. Invariants
By definition, the suggested representation Lx based on
S2x will inherit the local time-invariance property from the
scattering network but will also provide a global frequency
invariance over the λ1 dimension. In fact, if we rearrange the
λ1 dimension in U1x the resulting Lx will not change with
either of the two dimensionality reduction techniques: PCA or
max-pooling. Frequency invariance is important since we seek
a sparse representation of transients. We thus seek stability
with respect to changes in the λ1 dimension. We will prove for
the max-pooling case that the representation is the same when
applied to U1x or U˜1x where U˜1x is a random permutation
of the λ1 of U1x, the proof for the PCA case is similar with
the reordering of the covariance matrix. Thus it will include
the simple frequency translation case as well as any kind of
bijection s.a. reordering. The random permutation is denoted
by σ.
Proof: By considering U1x′(t, λ1) := U1x(t, σ(λ1)) we
can derive S2x′(t, λ1, λ2) := S2x(t, σ(λ1), λ2). We also
require σ to be bijective.
Lx′(t, λ2) = max
i∈λ1
ρpmediantS′2(t,i,λ2)
(S′2(t, i, λ2))
= max
i∈λ1
ρpmediantS2(t,σ(i),λ2) (S2(t, σ(i), λ2))
= max
i∈σ−1(λ1)
ρpmediantS2(t,i,λ2) (S2(t, i, λ2))
= max
i∈λ1
ρpmediantS2(t,i,λ2) (S2(t, i, λ2))
= Lx(t, λ2)
Note that the dimensionality reduction can be done over
parts of the λ1 dimension to only bring local frequency
invariance instead of global frequency invariance.
F. Analysis of the Eigenvalues
The distribution of the eigenvalues of the signal of interest
over λ2 also contain meaningful information on the presence
of transients for each frequency. In fact, if for some λ2,
the representation Rx(t, λ1, λ2) contains primarily background
residuals and no transients, then, the corresponding PCA will
be ineffective at reducing this representation to one vector and
thus the corresponding first eigenvalue will be small relative to
other eigenvalues of different λ2 containing transients. For the
case in Fig. 12, it is in fact possible to see two main clusters
which have been circled. The separation between these two
clusters is easily seen through the succession of small and high
eigenvalues. The first cluster λ2 = 0 − 5, is correlated with
interictal activities (0-3:50 min) whereas the second cluster
λ2 = 6− 17 is related to pre-ictal and ictal events (3:50:4:45
min). In the second example presented in Fig.13 one can see a
first cluster λ2 = 0−7 related to High Frequency Oscillations
[12] (HFO) whereas the second one λ2 = 8 − 11 is linked
to inter-ictal activities. The last two ones λ2 = 11 − 17 are
related to pre-ictal and ictal activities.
Since we have some structure in the distribution of the θλ2
we can use only the ”representatives” of each cluster as seen
in Fig. 14 and Fig. 15 allowing us to reduce the number of λ2
coefficients according to the eigenvalue cluster centroids. This
results in a truncated representation Lx(t, λ2) where only the
λ2 corresponding to the best θλ2 are kept as depicted in Fig. 14.
The best θλ2 are taken to be the local maximum or the cluster
best representative as shown in Fig. 15. A soft version of this
λ2 sub-sampling can be done through a weighting of the Lx
representation with respect to their corresponding eigenvalues
leading to
Lx(t, λ2 = i) = Lx(t, λ2 = i)× θλ2=i. (19)
This a posteriori weighting aims to emphasize the projections
containing the more transients by again using the eigenvalues
as qualitative measures.
Fig. 12. Top: Seizure happening at time 4-4:40 min. Middle: Lx representa-
tion showing two types of events, inter-ictal spikes and ictal activities. Bottom:
Clustering of the first eigenvalues of each applied PCA.
IV. APPLICATION ON IEEG DATA
A. EEG Data Presentation
EEG data are recordings of neural activities through elec-
trodes. In our cases these electrodes were intra-cranial and with
a frequency sampling of 1000Hz. These signals might contain
important artifacts created by sharp moves of the patients.
Concerning the parameters, we selected (J1, Q1, J2, Q2) =
(2, 10, 2, 10) and p = 2. The first four parameters are standard
in the literature for EEG analysis J1 should lead to a high
pass decomposition from the Nyquist frequency to 1Hz. We
also used Q1 = Q2 = 2 wavelets per octave to have a more
precise and redundant representation in the frequency domain
without sacrificing computation time. Then the J2 parameter
is taken the same as J1. The p = 2 parameter is taken so that
sparsity is increased and we effectively have a nonlinearity
leading to the best result in term of increasing the SNR. A
coefficient p ≤ 1 improves the noise energy while p ≥ 3 is
too discriminant only highlighting the event of best energy in
the signal.
B. Real-Time Seizure Prediction
A challenging problem in signal processing deals with
iEEG data specifically for the task of seizure prediction. This
challenge is crucial in order to develop electro-stimulation
devices with the goal to treat epileptic patients. We thus use the
developed framework for this task since the frequency invari-
ance property as well as the design of the Lx representation
Fig. 13. Top: Seizure activities starting at 5min. Middle: Representation
showing the start of ictal activities prior to the 5min seizure start.
are suited for detecting the kind of change in the underlying
generating process of the observed signal one aims to detect. In
order to perform our approach in a real-time prediction setting,
we will apply it on overlapping chunks of the signal. The idea
is to show a presentation over the whole signal but at point t
only information of the past is used. We chose a window size
of 60000 bins corresponding to 1 minute of signal given our
frequency sampling of 1 kHz and with a large overlapping of
58s in order to model changes happening in a 2s window. Since
we don’t have yet labeled data to measure our performances,
it will be done qualitatively and visually.
In Fig. 16, the state transition is clear from inter-ictal (0-2
min) to pre-ictal (2-2 : 20 min) if we consider the medium
to low frequencies. In fact, the high-frequency part is always
active since inter-ictal spikes are always present. In addition we
also distinguish the pre-ictal state from the ictal state (2 : 20-
2 : 55 min) clearly. In the second case presented in Fig. 17
the state transition is sharp and it is interesting to note that it
appears ahead in time of the seizure highlighting the pre-ictal
state (3-3 : 30 min). This kind of representation can easily be
used for prediction with a simple energy threshold for example.
In the last case of Fig. 18, the change is more subtle around 3
min. Taking a bigger window size or different parameters could
lead to better representations or in this case, we might need
information from S1 to give better confidence in the pre-ictal
hypothesis. In fact by looking at Fig. 19 one can see the change
in frequency representation. This is why all the coefficients
should be kept ultimately. As demonstrated, the eigenvalue
Fig. 14. Example where we only keep the best representatives based on θλ2
reducing by a factor of 3
Fig. 15. Top: Seizure happening at time 4-4:40 min. Middle: Full represen-
tation showing the inter-ictal activities, and the changes happening during the
seizure activities. Bottomn: Subsample representation only kipping the best
λ2 according to the best eigenvalues.
distribution changes over time due to the appearance in the
pre-ictal phase of clear frequency events leading to an efficient
PCA implying in turn the change on the eigenvalues amplitude.
We now demonstrate that the Lx representation can also be
used for transient detection.
Fig. 16. Evolution of the distribution of the eigenvalues over time with
pre-ictal activities emphasized at time 2-2:20min and ictal activities at time
2:20-2:50min.
Fig. 17. Evolution of the distribution of the eigenvalues over time showing
the start of the ictal activities at 3min.
Fig. 18. Evolution of the distribution of the eigenvalues over time highlighting
the pre-ictal phase at time 3min.
C. Inter-Ictal spike detection
Another standard signal processing challenge is the one of
transient detection which can be reformulated as a onset zone
detection with the property that this zone is very localized
in time and that the system returns to an ambient behavior.
Inter-ictal spike detection belongs to this class of problem, for
which, we present a solution through the Lx representation
and the use of a clustering technique. If performed well, the
dynamics of inter-ictal spikes can also provide meaningful
information for tackling the seizure prediction task presented
above and is therefor critical. The signal and the features
we are interested are presented in Fig. 20. Firstly, one can
Fig. 19. Using Lx to be sure of the inter ictal phase. Clear change in the
medium to low frequencies.
Fig. 20. Treated EEG Signal and zoom on the feature of interest (the inter-
ictal Spike)
notice that the SNR in Lx is low due to the thresholding
applying through ρ. In fact, when compared to the scattering
coefficients, we are able to obtain a sparse representation with
the transients only, without any background encoding. We
thus show that this nonlinearly separable problem of transient
detection can be solved using our new representation.
As a qualitative measure we first show the sparsity of
the representation in this noisy environment. Note that all
the default parameters have been kept identical to the seizure
prediction framework. In this case (Fig. 21) the raw scattering
coefficients S2x are noisy and do not react to the actual
transients (by construction) but capture the energy response of
the signal to the used filters. With our representation , a new
kind of information about transients is highlighted as seen in
Fig. 21. One can distinguish two clear clusters regarding the
λ2 dimension. It seems to show one kind of neural activity
happening with small λ2 (high frequency) and another cluster
with slower transients. It seems that inter-ictal spikes belong to
the latter. In order to effectively detect and cluster the spikes
without a priori knowledge we will perform an unsupervised
clustering based on the k-NN clustering. This techniques will
cluster observation based on pairwise distances evaluation and
group together close points. However, it is necessary to first
Fig. 21. Treated signal, standard Scattering Coefficients S2x(t, λ1) and
Lx(t, λ2).
Fig. 22. Optimal number of cluster selection based on a qualitative criteria.
specify the number of clusters to use. Since we do not know a
priori this quantity k, we resolve to cross-validate it with some
qualitative measure of the clustering. We set k ∈ {1, ..., 6}
and apply this technique on the raw scattering first to show
the absence of transient structures and then apply it on Lx to
analyze the improvement and the correctly clustered transients.
We used the city-block distance in our experiment.
a) Unadapted Standard Scattering Coefficients: Using
the standard Scattering Coefficients Lx, we found that the
optimal number of cluster is 2 (Fig. 22) thus we can now
perform the clustering (Fig. 23). Clearly the optimal clustering
is based on the repartition energy over time and indeed perform
the clustering : activity/silence. The transients however are not
detected. In the case where we forced k = 3, we can see that
during the activity part of the signal, the two ”activity” states
alternate continuously between each other randomly.
b) Efficiency of Lx: On the other hand, when using
Lx as an input for our clustering algorithm, we found the
optimal k = 3 (Fig. 24). Given this optimal number of cluster,
we perform once again the clustering (Fig. 25). This time,
we end up with a clustering on 3 states with the following
possible interpretation. First, the normal brain activity will
Fig. 23. Treated Signal, clustering using 2 clusters and 3 clusters respectively.
Fig. 24. Optimal number of cluster selection based on a qualitative criteria
(k = 3)
Fig. 25. Treated signal and the optimal clustering (using 3 clusters).
be denoted by s1, the background noise as s2 and finally
inter-ictal spikes as s3. The result is robust to noise and to
non transient activities. Note that when forcing a clustering
with k = 2 we have an aggregation of s1 and s2, but s3
is unchanged showing the clear cleavage between inter-ictal
spikes and other activities when using this representation. If
we now look at the spikes position in the signal (Fig. 26)
and the extracted spikes (Fig. 27) we can see the accuracy
of this approach. Human analysis is matching this detection,
there are no other inter-ictal spikes in the treated signal (no
false negative) and each detected spike is indeed an inter-ictal
spike (no false positive).
Fig. 26. Treated Signal with the inter-ictal spikes detection in red
Fig. 27. Detected spikes shown individually in a larger time window
V. CONCLUSION
A new representation based on the scattering network
was constructed and presented with the aim to highlight the
transient structures present in a given signal. By construction, it
is possible to discriminate different transient structures which
in our case led to an optimal inter-ictal spike detection. The
frequency invariance in addition of the time invariance property
is a key feature of this new representation and should be
considered as a key feature for this pre-processing technique.
Even though the new representation by itself can’t encode
background information, when coupled with the standard
scattering coefficients, it is possible to leverage both repre-
sentations and have complementary information, about the
stationary background and transients. We hope to further use
this algorithm for different tasks where labeled data and bigger
dataset are available in order to have a more quantitative way to
express its usefulness and impact. On the other hand, a possible
improvement is the use of Mixture of Probabilistic PCA
instead of the standard PCA allowing nonlinear dimensionality
reduction and possibly a better Lx representations. Concerning
the threshold, looking at a moving average or moving median
instead of the median could bring more flexibility over time
and better onset detections by not assuming a global stationary
background but rather piecewise stationarity.
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