In today's modern datacenters, the waiting time spent within a server's queue is a major contributor of the end-to-end tail latency of µs-scale remote procedure calls. In traditional TCP, congestion control handles in-network congestion, while flow control was designed to avoid memory overruns in streaming scenarios. The latter is unfortunately oblivious to the load on the server when processing short requests from multiple clients at very high rates. Acknowledging flow control as the mechanism that controls queuing on the end-host, we propose a different flow control mechanism that depends on the application-specific service-level objectives and controls the waiting time in the receivers queue by adjusting the incoming load accordingly. We design this latency-aware flow control mechanism as part of TCP by maintaining a wire-compatible header format without introducing extra messages. We implement a proof-of-concept userspace TCP stack on top of DPDK and we show that the new flow control mechanism prevents applications from violating service-level objectives in a single-server environment by throttling the incoming requests. We demonstrate the true benefit of the approach in a replicated, multi-server scenario, where independent clients leverage the flow-control signal to avoid directing requests to the overloaded servers.
RPCs. The reliable, ordered byte stream provided by TCP serves as the basis for other higher-level, application abstractions and guarantees, such as exactly-once RPC semantics. Non-commodity alternatives, e.g., RDMA over Infiniband and RDMA over Lossless Ethernet (RoCE) have specific hardware requirements or expose alternative APIs, that limits their wide adoption, despite potentially reduced round-trip times (RTT).
A datacenter, though, differs radically from the assumptions considered during the initial TCP design [13] . Specifically, modern datacenters are uniformly designed and built upon low-latency Ethernet fabrics in Clos topologies. Those fabrics comprise of commodity cut-through switches with shallow buffers that have a few hundreds of nanoseconds of switching latency. Such a design guarantees unloaded RTTs in the scale of µs and a few Pbps of bisection bandwidth [40] . Despite TCP's extensive use within a datacenter, most of its mechanisms remain as originally designed, such as the sliding window. TCP's sliding window is managed by both the congestion and flow control logic. We make the distinction between congestion control algorithms focusing on in-network congestion, while flow control focusing on queueing on the end-hosts. Improvements throughout the networking stack, though, have mostly focused on the in-network congestion. Approaches such as [2] [3] [4] reduced congestion and buffer utilisation, nearly eliminated packet drops, improved fabric utilisation, and reduced latency jitter.
In contrast, the endpoints have received less consideration. In particular, the core flow-control mechanism of TCP is used today primarily to prevent packet loss at the end-hosts, but without any particular consideration for end-to-end latency. The initial purpose of flow control is to avoid overwhelming the receiver, which can lead to packet drop. This was a significant concern during the initial design of TCP due to the limited amount of DRAM in computers of a few decades ago. Modern servers nowadays have abundant DRAM, and can potentially accommodate a large number of packets. Applications with strict tail-latency SLOs, though, require minimal queueing on the server side. For a datacenter RPC server that handles µs-level requests from multiple sockets (fan-in), the queuing on the server side will account for a significant proportion of the client end-to-end latency, given that the service time and the RTT combined account for a few µs. Latency-critical RPCs, such as key-value stores, usually depend on short requests and responses of a few bytes [6] . So, an in-memory, latency-sensitive RPC server will violate a strict SLO after queuing only a few dozens of short messages, which collectively require only a tiny fraction of the server's memory.
This paper suggests to revisit the notion of flow-control specifically for latency-sensitive, µs-scale, kernel-bypassed RPC services on top of TCP. According to our proposal, the destination signals its availability back to the source in an application-independent manner, as with TCP's standard flow control. Unlike the standard approach, though, the signal is based on the expected wait and service times of the server and takes into consideration the specific application-level tail-latency SLOs (rather than available memory).
Our flow-control mechanism uses a token bucket per connection to control the incoming request rate and maintain it at a level so that the application SLOs are not violated. The clients self-pace their requests based on available tokens. The server controls the size and the fill-rate of the bucket based on (a) the trailing estimate of the service time distribution of RPCs, (b) the SLO, and (c) the number of connections.
We implement a proof-of-concept TCP stack with a latencyaware flow control mechanism by simply re-purposing the TCP sliding window. The new mechanism requires no changes to the TCP header format or additional messages. Our implementation on top of Intel's DPDK [15] is suitable to evaluate the effectiveness of the approach for µs-scale tasks. Our evaluation of the mechanism in a series of synthetic microbenchmarks with different service time distributions shows that it can accurately identify the load that will violate the latency SLO and maintain the throughput at that level. Moreover, we show the benefits of using this mechanism in cases of replicated services in order to avoid overloaded servers.
MOTIVATION
Flow control is one of the profound examples of Salzer's end-to-end argument [38] . In a latency-aware flow control mechanism, the two ends, client and server, communicate, so that the client adjusts their offered load after the server's directives, based on how the server performs and the agreed SLO. In a scenario with replicated RPC-servers, this mechanism can be used to dynamically adjust the incoming load to the servers, so that the application tail-latency SLOs are not violated. Figure 1 provides a motivating example that applies the end-to-end argument for replicated RPC services: 8K clients are split into two groups, where the first group can interchangeably select between server 1 (S1) and server 2 (S2), but the second group (for some reason) can only use S2. The relative arrival rate of requests from the two groups is unknown and varying, and the service time to process each request is also unknown. By incorporating tail-latency awareness into flow control, each client should be able to independently determine when and where to send requests so that the SLO is never violated.
BACKGROUND
Existing TCP Flow Control: TCP, as a connection-oriented transport protocol, implements flow control per connection. The flow control mechanism depends on the size of the available receive socket buffer communicated between the two endpoints with every packet exchanged. The sender uses this information in conjunction with the current congestion window size to decide how many bytes to send, and sends the maximum amount allowed.
From an implementation perspective, flow control is implemented via a 16-bit header field, with window-scale option exchanged during the 3-way handshake [21] . On each endpoint the size of the receive buffer can be configured per connection during runtime through a setsockopt() call. However, it can not be configured to less than 4kB. A server with a high client count (high fan-in) must therefore accept potentially multiple RPCs from each client, before the existing flow control starts throttling each client independently. Figure 2a summarises the existing TCP flow control mechanism. It shows a connection between a server and a client. The server also has second connection to another client. There are buffers on both ends of the connection that are partially occupied. TCP's existing flow control mechanism signals back the available per connection buffer space (B) as part of the packets exchanged.
TCP Flow Control in KBNets:
Kernel-bypass networking introduces additional issues related to the implied semantics of flowcontrol. TCP's flow control accounts for the bytes processed by the TCP stack but not processed by the application. Thus, it assumes certain asynchrony between network and application processing. This assumption is invalid for kernel-bypass implementations with a symmetric, run-to-completion design inspired by middlebox dataplanes [8, 37] . Because of the tight coupling of network and application processing, there are no buffered data between the two stages. Thus, the semantics of TCP's flow control become vague. It appears as if receiver buffers are never filled up, despite incoming packets being queued or dropped before TCP and application processing. The alternative approach dedicates threads to network processing, other threads to application processing, and the two groups communicate over interprocess communication, e.g., shared memory [22] . Here, the TCP flow control semantics remain unchanged.
DESIGN
Our goal is to reduce and control buffering on the path of an RPC on top of TCP. To do so, we design a latency-aware flow control mechanism for TCP, specifically targeting latency-critical RPC services. Figure 2b summarises the proposed design. On the RPC-client side, buffering is limited to the sliding window, which ensures that requests can be sent without delay to the server. On the server side, we change the semantics of the flow control signal to take into consideration the total amount of connections on the server, and the application SLOs and service time. The flow-control logic on the server should be able to predict the overall incoming load that will violate the latency SLO and maintain throughput below that level across all connections. We set the following design requirements: (a) There should not be extra messages specifically for flow control. (b) The TCP header format should remain intact. (c) The mechanism should be agnostic to the service time distribution.
Predicting the SLO-violating load: Since we want to leverage flow control, a throughput-oriented mechanism, to control the endto-end request latency, we need to understand and approximate the correlation between the incoming rate of requests and the end-toend latency of each request. To do so, we use some basic queueing theory. Although TCP is a connection-oriented transport protocol, we focus on RPC services and abstract the basic system functionality. Thus, a system can be described by its service time distribution, the incoming distribution of requests, and the number of workers and queues. We use Kendall's notation to describe queuing models, where in the following expression A/S/n, A is the inter-arrival distribution, S is the service time distribution, and n is the number of workers. The scheduling policy implied is first-come-first-served (FCFS). The end-to-end request latency is the sum of the propagation delay, the wait time in the queue, and the service time. The propagation delay depends on the request size and the network characteristics. The service time distribution depends on the application. Thus, we focus on how to control the wait time and provide wait time SLOs (WSLOs), namely an upper limit on the time each request might wait to be served.
According to queuing theory, the average wait time in an M/G/1 system can be expressed in a closed form that depends on the system load, and the average and standard deviation of the service time. This implies that in any system with a Poisson inter-arrival distribution and a single worker, we can control the average wait time by controlling the system load, independently of the service time distribution. Equation 1 expresses the average wait time (T w ), as a function of the system load (ρ), and the service time standard deviation (σ T s ) and average (T s ) [27] .
SLOs, though, are expressed at some percentile. Since there is no closed form that expresses the wait time percentiles, we will use the central limit theorem for heavy traffic queueing systems [24] to approximate them. According to that, in any G/G/N queuing system under heavy traffic load, the wait time distribution could be approximated by an exponential distribution. Based on that we can approximate any percentile of the wait time distribution, since we know the distribution to be exponential and its average from Equation 1. Vice versa, we can set an upper limit in the wait time for a certain percentile, and predict the system load that will violate this WSLO. To do so, first we need to estimate the average wait time Tw t ar дet at the SLO. Equation 2 computes the average of an exponential distribution whose value at the p-percentile is Tw slo . β is the scale parameter of the exponential distribution. If we substitute Tw with Tw t ar дet in Equation 1, and solve for ρ, we get the load that will violate the WSLO. For example, for a fixed service time distribution (σ T s = 0) with Ts = 10, and a 99-th percentile WSLO of 100(Tw slo = 100 and p = 0.99), we predict that the WSLO will be violated when ρ = 0.81
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Flow-control Mechanism: We incorporate the above result in the existing TCP's flow control infrastructure. The operator should only define the WSLO as the amount of wait time allowed at a certain percentile and the system should adjust accordingly. Although TCP connections are symmetric, in the following explanation we focus on the case of an RPC server (receiver) that needs to apply flow control to the incoming requests from different clients (senders).
We first describe the functionality of the receiver running a single RPC service. For simplicity, we consider a single-threaded RCP server and we analyse the multi-threaded case at the end of the section. The receiver calculates the maximum allowed incoming rate according to the WSLO, based on the formulas in Section 4, and prevents the clients from sending faster than this rate. To estimate the average and standard deviation of the service time, every receiver maintains a global moving average of the application service time per request. Moreover, to avoid unnecessary client throttling, every receiver maintains a moving average of the request inter-arrival time across all connections, and throttles only when the overall load is close to the maximum allowed one.
The throttling mechanism depends on a per-connection token bucket algorithm controlled by the receiver. Every token corresponds to a request. If the incoming rate is lower than a certain percentage of the maximum allowed load, the receiver allocates a fixed number of tokens per connection. For our experiments we set the threshold at 80% of the maximum allowed load. After that threshold throttling is necessary. The receiver distributes the maximum allowed load across all connections. Load distribution can consider any connection priority scheme depending on the application logic. The receiver translates the per connection load to a number of tokens per connection that periodically replenishes, and communicates the amount of available tokens to the receiver through the TCP header. If there are no tokens available, the sender should remain silent till the new replenishment. To do so without the need of extra messages, the receiver notifies the sender about the duration it should remain silent, again through the TCP header.
Unlike the existing TCP semantics that depend on the socket API with intermediate buffering on the send path, we assume a zerosized send buffer other than the sliding window. If there is a request to be sent, the sender immediately sends it as long as there are available tokens (one token per request). If not the send fails. Thus, the application can decide whether it should drop the request, buffer it in the application space and wait, or try using another connection, if any. Compared to the existing TCP implementation, sends will fail more often. A failed send, though, now implies that if this request was actually send, it would probably be an SLO violation. The sender can send again either after a token replenishment, or at the end of the idle period as defined by the receiver.
A multi-threaded server would operate on a similar rational. We assume that every thread serves incoming requests independently from the others, and there is a static mapping of connections to threads. Every thread runs a run-to-completion loop. This is a popular design adopted by latency critical applications, such as NGINX [34] and memcached [30] , and operating systems, such as IX [8] . In this design, every thread maintains its own moving averages for service time and inter-arrival distribution that correspond to the connections it is responsible for, and implements flow control based on the load it individually receives.
Assumptions and Limitations:
The use of closed forms in the above design depends on the two following assumptions: (1) the RPC inter-arrival distribution is Poisson; (2) the system is modelled as M/G/1, namely each core operates as a standalone entity and there is no connection sharing across cores. If either of the two assumptions is violated, we can still use heuristics to correlate the incoming load with the queueing delay as part of a training phase, and then use the same mechanism to keep the incoming load below the threshold that emerged after the training phase.
Finally, note that our latency-aware flow control logic is integrated within TCP without using any extra packets, but is in fact independent of the actual transport used. For example, it could trivially be implemented on top of RDMA by using either extra control messages from the server back to the clients, or by having the clients read the load from the server using one-sided remote read operations.
IMPLEMENTATION
We implemented the above design in a userspace TCP/IP stack and used it in a sample RPC client and server that are built on top of Intel's DPDK [15] . The TCP/IP stack does not make any assumption about the kernel-bypass paradigm, namely, how to split network and application processing across threads, and can be used both in a symmetric and an asymmetric setup. We built the client and server applications after the symmetric paradigm, where every thread runs both network and application processing.
Since we specifically target latency-critical RPC services, we didn't expose a POSIX-like API for our proof of concept TCP stack. Instead, we implemented an event-based API similar to IX [8] . In this API, the application has direct access to the packets received.
Whenever there is an incoming packet, the application gets notified and receives a pointer and the length of the received payload. Similarly, whenever the application wants to send a packet, writes directly to the mbuf to avoid extra copies. Before sending, every sender explicitly asks for a new mbuf to put the data to be sent at the right offset. Finally, we implemented two extra function calls to collect the per RPC application processing time. The application calls these two functions at the beginning and end of processing each individual RPC, equivalently.
We implemented the proposed flow-control mechanism by leveraging the existing 16-bit receive window without introducing any extra messages or changing the TCP header. Unlike the existing semantics though, where this field carries a number of bytes, we need to overload it with dual semantics, since it can represent either a number of tokens or the duration of idle time. We use the most significant of the 16 bits as a mode switch. If not set, the lower 15 bits encode the number of available tokens. If set, they carry the number of µs for which this particular connection should remain idle. By configuring the token replenishment rate equivalently, 15 bits are enough to carry the available tokens per connection. In our experiments we replenished each connection's tokens every 500 µs. For the idle time, we assume that no connection should remain idle for more than 32 ms, which is approximately the maximum duration in µs encoded in 15 bits. If for any reason, the 15 bits are not enough, we can employ the existing window scaling mechanism.
We didn't implement any congestion control in our proof-ofconcept TCP stack, since our experiments are application-throttled. Existing window-based congestion control schemes are not effective for this particular type of workload consisting of very small messages [6] that fit in a single packet, across a large number of connections, in an environment with µs RTTs. Congestion control for such workloads is an open research problem [11, 12, 31, 47] with recent research proposals [33] suggesting a generic congestion control agent that can be used in kernel-bypass networking stacks. Such an approach is a good fit for our networking stack, but we leave this for future work.
EVALUATION
To evaluate our design we implemented a synthetic RPC service based on our experimental TCP stack. We use fixed-size requests and responses of 8 bytes. Each request encodes the amount of processing time required by the server. Once the server receives the request, spins for the amount of time specified and echoes the received value back. This way we can emulate any service time distribution and evaluate whether our system can adjust accordingly.
Our experimental setup consists of a cluster of 4 client and 2 server machines connected by a Quanta/Cumulus 48x10GbE switch with a Broadcom Trident+ ASIC. The client machines are Xeon E5-2637 @ 3.5 GHz with 8 cores (16 hyperthreads), and the server machines are Xeon E5-2650 @ 2.6 GHz with 16 cores (32 hyperthreads). All machines are configured with Intel x520 10GbE NICs (82599EB chipset). We connect the clients and the server to the switch through a single NIC port each. On both clients and servers we use only the one NUMA node.
We run two types of experiments. In the first type we emulate multiple independent clients having a single connection to the RPC server and we show how the system can identify the load that will violate WSLO, and maintain the incoming request rate lower than that level. In the second type of experiment, we show how this mechanism can be used in a replicated RPC service, so that clients avoid overloaded replicas, and thus achieving better tail-latency.
Single-node RPC service: In this experiment we use 4 client machines and 1 server machine. Each client machine opens 1024 connections spread across 8 threads. Every client thread generates requests with a Poisson inter-arrival distribution, randomly chooses one of the available connections, and sends the request to the server. This workload is equivalent to 4096 independent clients generating requests with a Poisson inter-arrival against the RPC server. If flow control allows it, the client sends the request to the server. Otherwise, the request is dropped. Note, that this is an extreme case that will help us evaluate the maximum throughput loss because of the new flow control mechanism. In a more realistic scenario, the client could decide to wait for a certain amount of time for the connection to become available before dropping the request depending on the application SLOs. We use three different service time distributions with the same average of 10µs, but different dispersion. We consider a fixed, an exponential and a bimodal distribution where 90% of the requests require 5 µs of processing time and the rest 10% requires 55 µs. We run the client and the server both with the standard TCP flow control mechanism and with the proposed latency-aware flow control mechanism, and we set a WSLO of 100µs at the 99-th percentile. Figure 3 shows the 99-th percentile end-to-end latency in µs measured at the client as a function of the achieved throughput in million requests per seconds for the two flow control mechanisms, TCP and latency-aware. The server runs on 16 cores, so with an average service time of 10µs, the theoretically maximum possible throughput is 1.6 million requests per second. We limit the y-axis at 300 µs. The red dashed line is the WSLO defined as 100 µs above the unloaded latency. Firstly, we observe that in the case of TCP flow control, latency can increase beyond the SLO. TCP is agnostic to the application SLO and and there are multiple clients with outstanding requests. In the case of latency-aware flow control, the system manages to throttle the incoming rate according to the WSLO. Moreover, we can see that the maximum allowed load changes according to the service time distribution. This load increases as the service time dispersion decreases.
In this experiment we traded the drop rate for better tail-latency, since clients instantly drop their request if the connection is not available. Figure 4 shows the drop rate as a function of the offered request rate for the same three distributions of service time. In this plot, it becomes obvious that our mechanism can decide when to start throttling based on the different service times. Clients start dropping requests at different request rates across the three service time distributions. As expected, as the service time dispersion increases, client start dropping requests earlier.
Multi-node RPC service: This experiment addresses the motivating example of Figure 1 by showing how the mechanism can be used by clients of a replicated RPC service to avoid the overloaded replicas. We assume a replicated RPC service across two servers where the two servers, S1 and S1, can be used interchangeably. We split the client machines into two groups. GroupA emulates 4096 independent clients that have one connection to each server and generate requests with a Poisson inter-arrival (λ A ). According to the client logic, each client randomly chooses between the two connections. If the chosen connection can be immediately used for sending, they send their request. Otherwise they try their other connection. If this one is available, they use this to send the request, else they drop it. GroupA generates a constant load of 800 kQPS with a 10-µs exponential service time against the two servers. The second group of clients, groupB, again consists of 4096 independent clients but they can only use S2. GroupB clients generate a constant load of 800 kQPS with a 10-µs exponential service time starting at t 0 = 20 for 10 seconds and then they stop. We measure and plot the throughput and latency achieved by groupA for the two flow control mechanisms, TCP and latency-aware. Figure 5a shows the achieved throughput for groupA, and how it is distributed across the two servers. In the case of TCP, groupA selects both S1 and S2 with the same likelihood, independently of groupB's behaviour. However, in the case of the latency-aware flow control mechanism, groupA starts showing preference to S1 at t 0 = 20. After groupB starts loading, S2 operates beyond its WLSO, so it starts throttling. As a result groupA's connection to S2 can not support the same load as before. Thus, S1 is chosen more often. GroupA's request rate to S1 increases, and the rate to S2 decreases, while the aggregate throughput remains the same. The drop rate for groupA is close to zero. Regarding groupB throughput, although not shown in the graph, it is 800 kQPS in the case of TCP, while it drops to around 660 kQPS in the case of latency-aware flow control. This is in accordance with the results in Figure 3b for S2, since 1 MQPS (330 kQPS from groupA and 660 kQPS from groupB)is approximately the maximum allowed load for the exponential distribution with a WSLO of 100 µs. We could avoid dropping groupB's throughput by choosing a different load allocation policy in S2 that favours groupB connections. Figure 5b shows the end-to-end tail-latency as it is measured by the groupA clients, by choosing either S1 or S2 according to the client logic. The red dashed line is the WSLO for the exponential distribution as shown in Figure 3b . As expected, groupA tail-latency increases when groupB starts loading server2. In the case of TCP, though, the WSLO is violated since S2 is still selected with the same likelihood. As a result, S2 serves approximately 1.2 MQPS (800 kQPS from groupB and 400 kQPS from groupA) resulting in a 99-th percentile latency around 230 µs. This result is in accordance with the TCP result in Figure 3b . The latency-aware flow control mechanism manages to adjust the S2 throughput so that the WSLO is not violated, given that groupA's 99-th percentile latency is kept below 160 µs.
RELATED WORK
Several kernel-bypass systems implement TCP/IP stacks [8, 16, 17, 22, 28, 29, [35] [36] [37] 39] , and remain fully compatible with the exact TCP semantics. Similarly to TCP, protocols such as QUIC [26] and HTTP2 [9] , also, implement flow control mechanisms based on buffer occupancy, and remain agnostic to latency SLOs.
Token bucket algorithms are the canonical way of implementing flow control in any kind of communication in fields such as widearea networks [43] , networks-on-chip [23] , storage [25, 42, 44, 46] , and network congestion control [12] .
There are several research proposals on changing the semantics or implementation of TCP, according to application needs, such as sharing the congestion window [20] for faster convergence, advertising the send buffer occupancy for better load balancing and network utilization [1] , or adaptively changing the send buffer size for streaming [18] .
Finally, there a several research proposals dealing with selecting servers in a replicated service and reducing tail-latency because of strugglers [5, 14, 19, 32, 41, 45] We presented a latency-aware flow control mechanism specifically for latency-critical RPCs that use TCP. We introduced the notion of wait time SLO and we showed how our flow control mechanism prevents applications from violating their WSLOs. Finally, we showed how this mechanism can benefit clients of replicated services to avoid overloaded replicas, and thus reduce the end-to-end tail-latency.
