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Abstract
In this paper we propose a global collocation method for the integration of the special second-order ordinary initial
value problem (IVP) y00 = f(x; y). The presented method is based on quintic C2-splines s(x) as an approximation to the
exact solution y(x) of the (IVP). Analysis of stability shows that the method possesses (0; 36) [ (54; 110:2) as interval
of periodicity and absolute stability. Moreover, the method has phase-lag of order four with actual phase-lag H 4=18(6!).
Error bounds, in the uniform norm, for ks(i) − y(i)k = O(h4); i = 0(1)2, if y 2 C6 [0; b], together with illustrative test
examples will also be considered. c© 2000 Elsevier Science B.V. All rights reserved.
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1. Introduction and description of the method
In this paper we will be concerned with the numerical integration of the special IVP
y00(x) = f(x; y); y(0) = y0; y0(0) = y00; x 2 [0; b]; (1.1)
which occurs frequently in Celestial Mechanics and, for example in mechanical problems, without
dissipation. Theoretical solutions of (1.1) are normally highly oscillatory.
The basic idea is to generate a quintic spline s 2 C2[0; b] which satises (1.1) at the interior
knots xi−2=3; xi−1=3 as well as at xi where Ii = [xi−1; xi] with xi = ih; h is the stepsize. This global
collocation method is essentially a one-step method associated to a multi-step method (cf. [6]). Let
S(2)n;5 = fs(x): s 2 C2[0; b]; s 2 5, for x 2 Ii; i = 1(1)ng where 5 denotes the collection of all
polynomials of degree 65.
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Given the real numbers s00i−1; s
00
i−2=3; s
00
i−1=3; s
00
i ; i=1(1)n, s0 and s
0
0, then the unique quintic spline
s 2 S (2)n;5 dened in [xi; xi+1] will be
s(x) = si + hA(t)s0i + h
2B(t)s00i + h
2C(t)s00i+1=3 + h
2D(t)s00i+2=3 + h
2E(t)s00i+1; (1.2)
where
A(t) = t; B(t) = 12 t
2 − 1112 t3 + 34 t4 − 940 t5; C(t) = 32 t3 − 158 t4 + 2740 t5;
D(t) =− 34 t3 + 32 t4 − 2740 t5; E(t) = 16 t3 − 38 t4 + 940 t5
and x = xi + th; t 2 [0; 1], with a similar expression for s(x) in [xi−1; xi].
Since s 2 S(2)n;5, we have
si = si−1 + hs0i−1 +
13
120h
2s00i−1 +
3
10h
2s00i−2=3 +
3
40h
2s00i−1=3 +
1
60h
2s00i ;
s0i = s
0
i−1 +
1
8hs
00
i−1 +
3
8hs
00
i−2=3 +
3
8hs
00
i−1=3 +
1
8hs
00
i ; i = 1(1)n;
(1.3)
and hence s is uniquely determined in [0; b]. Scheme (1.3) can be exploited to generate successively
a quintic spline s 2 C2[0; b], to nd an approximation to the exact solution of (1.1). Assume that
f 2 C4([0; b])xR ) and satisfy the Lipschitz condition:
jf(x; y)− f(x; ~y)j6Ljy − ~yj;
in [0; b]xR . The approximate spline solution s(x) to the exact solution y(x) of (1.1) will be con-
structed as follows: for i = 1(1)n
si−2=3 = si−1 + 13hs
0
i−1 +
97
3240h
2s00i−1 +
19
540h
2s00i−2=3 − 131080h2s00i−1=3 + 1405h2s00i ; (1.4a)
si−1=3 = si−1 + 23hs
0
i−1 +
28
405h
2s00i−1 +
22
135h
2s00i−2=3 − 2135h2s00i−1=3 + 2405h2s00i ; (1.4b)
si = si−1 + hs0i−1 +
13
120h
2s00i−1 +
3
10h
2s00i−2=3 +
3
40h
2s00i−1=3 +
1
60h
2s00i ; (1.4c)
s0i = s
0
i−1 +
1
8hs
00
i−1 +
3
8hs
00
i−2=3 +
3
8hs
00
i−1=3 +
1
8hs
00
i ; (1.4d)
where s00 =f(x; s); = i− 1; i− 23 ; i− 13 ; i with s0 =y0; s00 =y00, and si−1=3; si−2=3; si; i>1 can be
found by solving (1.4a){(1.4c) using a quasi-Newton method or the contraction mapping principle.
It can be easily veried that s is uniquely determined if 310Lh
2< 1.
Global methods for solving (1.1) have been investigated in 1973 by Micula (see [8]), in 1980 by
Kramarz [7]. Similar procedures based on the use of polynomial splines, were considered after that
by many authors (see, e.g. [9,10] and the references cited therein).
The outline of this paper is as follows: Necessary and sucient conditions for the convergence
of the method are given in Section 2. An interesting relation is revealed between s0(x) and the
well-known Simpson’s three-eighths rule, which is of order four, and it turns out that the pro-
posed method is of order four as well. Moreover, the method may be regarded as a continuous
extension of an implicit four-stage Runge{Kutta{Nystrom method for solving Eq. (1.1) in the sense
that it provides a global approximation whose derivative reproduces the values given by Simpson’s
three-eighths rule at the mesh points. In addition to that, the method provides continuous approxi-
mations to y0 and y00 as well. The stability of the method is fully studied in Section 3. We devote
Section 4 to numerical illustrations and concluding remarks. These numerical results reect the ef-
cacy of this new approach compared with the extant multi-step methods of the same order (cf.
[2,4,5,11,12]).
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2. Convergence and order of convergence
In this section the emphasis is on conditions for convergence of the proposed method. It is shown
that the method is a continuous extension of a multi-step method, and its derivative reproduces
the values given by the well-known three-eighths{Simpson’s formula at the mesh points. A priori
error estimates in L1-norm shows that the method is a fourth order as well as its rst and second
derivatives, according to the following:
Lemma 2.1. Let y 2 C6[0; b]; then
(i)
e
j
=O(h4); i = 0; 1; j = 0(1)n;
where
(i)
e
j
=s(i)j − y(i)j ; with y(i)j = y(i)(xj).
Proof. Since
s0i = s
0
i−1 +
1
8h(s
00
i−1 + 3s
00
i−2=3 + 3s
00
i−1=3 + s
00
i );
which is the well-known Simpson’s three-eighths rule (or closed Newton{Cotes formula) of order
four, applied to y00(x), if y 2 C6[0; b], then it follows that
e00i =O(h
4):
But
ei = ei−1 + he0i−1 + i;
where
i = 1120h
2[13e00i−1 + 36e
00
i−2=3 + 9e
00
i−1=3 + 2e
00
i ] + O(h
7); e0 = 0;
and
e0i = e
0
i−1 + i;
where
i = 18h[e
00
i−1 + 3e
00
i−2=3 + 3e
00
i−1=3 + e
00
i ] + O(h
6); e00 = 0;
thus
e0i =
iX
j=1
i;
or
e0i =O(h
4);
and consequently
ei =O(h4):
The proof of the lemma is now completed.
We now turn to prove the following main theorem, which provides estimation for the global error
for s(x)− y(x) and its rst and second derivatives.
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Theorem 2.1. Let y 2 C6[0; b]; then for all x 2 [0; b]; we have
js( j)(x)− y( j)(x)j<kjh4; j = 0(1)2; (2.1)
where kj denote generic constants independent of h; but dependent on the order of the various
derivatives.
Proof. On [xi−1; xi], we have
e00(x) = s00(x)− u00(x) + u00(x)− y00(x);
where u00(x) is the cubic interpolant of y00(x) at xi−1; xi−2=3; xi−1=3 and xi. It can be easily veried
that
u00(x) = y00i−1B
00(t) + y00i−2=3C
00(t) + y00i−1=3D
00(t) + y00i E
00(t):
But
s00(x)− u00(x) = e00i−1B00(t) + e00i−2=3C 00(t) + e00i−1=3D00(t) + e00i E00(t):
Consequently,
js00(x)− u00(x)j6 je00i−1jjB00(t)j+ je00i−2=3jjC 00(t)j+ je00i−1=3jjD00(t)j+ je00i jjE00(t)j;
6 je00i−1j+ je00i−2=3j+ je00i−1=3j+ j3e00i j:
Now, by virtue of Lemma 2.1, js00(x) − u00(x)j = O(h4). Also from the construction of u00(x), it
follows that ju00(x)− y00(x)j=O(h4), provided that y 2 C6[0; b]. Hence je00(x)j6k2h4.
On [xi−1; xi], we have
e0(x) =
Z x
xi−1
e00(x) dx + e0i−1;
or, using Lemma 2.1, we get
je0(x)j6k1h4;
which proves Eq. (2.1) for j = 1. Integrating once more over [xi−1; xi], it follows that je(x)j6k0h4.
This completes the proof of the theorem.
3. Stability analysis
To investigate the periodic stability and absolute stability of the presented method (1.4a){(1.4d),
we apply the method to the test equation
y00 =−2y; y 2 R (H 2 = 2h2);
to get
si−1=3 = si−1 + 23hs
0
i−1 − 28405H 2si−1 − 22135H 2si−2=3 + 2135H 2si−1=3 − 2405H 2si;
si−2=3 = si−1 + h3hs
0
i−1 − 973240H 2si−1 − 19540H 2si−2=3 + 131080H 2si−1=3 − 1405H 2si;
si = si−1 + hs0i−1 − 13120H 2si−1 − 310H 2si−2=3 − 340H 2si−1=3 − 160H 2si;
hs0i = hs
0
i−1 − 18H 2si−1 − 38H 2si−2=3 − 38H 2si−1=3 − 18H 2si:
(3.1)
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Introducing the vector Si = (si; hs0i)
T, then (3.1) will be
Si = ASi−1;
where the amplication matrix
A=M−1N
with
M =

583 200 + 21 600H 2 + 390H 4 + 20h6 0
−4860H 2 + 9H 4 − 10H 6 −38 880− 792H 2 − 56H 4

and
N =

583 200− 270 000H 2 + 13 890H 4 − 130H 6 583 200− 75 600H 2 + 1650H 4
34 020H 2 − 3249H 4 + 37H 6 −38 880 + 13 788H 2 − 461H 4

;
where (; H 2) = 2 − 2R33(H 2) + 1 = 0 is the characteristic equation of A, with the associated
stability function (see [3])
R33(H 2) =
58 320− 27 000H 2 + 1389H 4 − 13H 6
58 320 + 2160H 2 + 39H 4 + 2H 6
: (3.2)
The eigenvalues 1;2 of the amplication matrix A are
1;2 = R33(H 2)
q
R233(H 2)− 1
and 1;2 are complex conjugate if R233(H
2)< 1, i.e., if
15H 2(H 2 − 36)(H 2 − 54)(11H 2 − 108)(H 4 − 120H 2 + 1080)< 0;
that is, if H 2 2 (0; 36) [ (54; 110:2).
Now, the stability function
R33(H 2) =
1− 2554H 2 + 46319 440H 4 − 1358 320H 6
1 + 127H
2 + 1319 440H
4 + 258 320H
6
;
or
R33(H 2) = 1− H
2
2!
+
H 4
4!
− 19
18(6!)
H 6 + O(H 8);
is the [ 66 ] rational approximant for cosH and the order of the phase-lag (or dispersion) is four (see
[3]), with the actual phase-lag H 4=18(6!).
In view of the previous discussion we arrive at the following:
Denition 3.1. The quintic C2-spline approximation method dened by (1.4a){(1.4d), for solving
(1.1), is said to have interval of periodicity (0; H 2p), if the eigenvalues i of the amplication matrix
A satisfy
1;2 = ej(H
2); j =
p−1;
where  is a real function of H 2.
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Table 1
Absolute maximum error for s(x) and its continuous derivatives for Problem 4:1
h e De D2e
0.10 1.2(−8) 3.0(−8) 1.4(−7)
0.05 7.4(−10) 1.8(−9) 8.9(−9)
0.01 1.1(−12) 2.8(−12) 1.4(−11)
0.005 7.2(−14) 1.8(−13) 9.1(−13)
Table 2
Absolute maximum error for s(x) and its continuous derivatives for Problem 4:2
h e De D2e
0.100 8.8(−5) 1.5(−4) 1.3(−3)
0.050 5.6(−6) 1.0(−5) 1.0(−4)
0.010 9.2(−9) 1.6(−8) 2.1(−7)
0.005 5.8(−10) 1.0(−9) 1.3(−8)
Thus, the quintic C2-spline method, which is a fourth order and has a phase-lag H 4=18(6!), is
characterized by the following:
Theorem 3.2. The quintic C2-spline method; dened by the above construction; has (0; 36) [
(54; 110:2) as interval of absolute stability. Moreover; the method has (0; 36)[(54; 110:2) as interval
of periodic stability.
Remark 3.1. The phase-lag for Chawla’s method [1], for example, is eighteen times as big as the
phase-lag of the proposed method. Furthermore, the interval of periodicity of the proposed spline
method is about nine times as big as the interval of periodicity of Chawla’s explicit method.
4. Test examples and concluding remarks
In what follows three test problems will be considered. These problems have exact solutions, thus
we can compute their actual error. The algorithm will be as follows:
 Use (1.4a){(1.4d) to compute s, = i − 1; i − 2=3; i − 1=3; i; i = 1(1)n.
 Use (1.2) to compute s(x) and hence s0(x) at n equally spaced points in each subinterval
[xi−1; xi]; i = 1(1)n.
In Tables 1{3, the notation Dje stands for the maximum magnitude error j ( j)s(x)− ( j)y(x) j;
j = 0(1)2.
Problem 4.1. First, we test the linear problem
y00 = x + y; y(0) = 1; y0(0) = 0; x 2 [0; 1];
with exact solution: y = exp(x)− x.
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Table 3
Absolute maximum error for s(x) and its continuous derivatives for Problem 4:3
h e De D2e
2=1000 1.0(−7) 1.0(−6) 1.0(−5)
2=2000 6.6(−9) 6.4(−8) 6.6(−7)
2=4000 4.2(−10) 4.1(−9) 4.2(−8)
Table 4
The SD-values for the methods given in [12] and the present method
Method h p q SD(1000) SD(4000)
Nystrom 1=20 4 4 −0.30 −0.3
(3.13) 1=30 2 4 0.60 0.00
(3.15) 1=15 2 8 1.40 1.40
(3.17) 1=20 3 6 2.40 1.70
Present method 1=50 4 4 2.76 2.16
Present method 1=60 4 4 3.08 2.47
Problem 4.2. Second, we consider the nonlinear equation:
y00 =
8y2
1 + 2x
; y(0) = 1; y0(0) =−1; x 2 [0; 1];
whose exact solution is: y = 1=(1 + 2x).
Problem 4.3. Next, we consider the inhomogeneous [12] equation:
y00 =−!2y + (!2 − 1)sin x; y(0) = 1; y0(0) = 1 + !; x 2 [0; 2]
the exact solution of which is (periodic with period 2)
y(x) = cos(!x) + sin x;! 1 (here we take != 10):
This solution consists of a rapidly and slowly oscillating function; the slowly varying function is
due to the inhomogeneous term. Table 4 shows that the proposed spline method is able to integrate
this problem with \relatively" large integration steps. The results given in Table 4 show the deviation
of the computed solution produced by the various methods from the exact one, where the accurancy
is measured by (cf. [12, Table 4])
SD(T ):=− log10(max jy(xi)− yij);
where T is the considered interval. Also since the proposed method possess small phase error for
free oscillations in the numerical solution, therefore it is suitable for long interval integration.
In summary, we developed a global C2-quintic spline approximant to the exact solution of (1.1).
The proposed method is essentially a one-step, self-starting and is a fourth-order method as well,
provided that y 2 C6[0; b]. Moreover, the method possesses (0; 36) [ (54; 110:2) as interval of peri-
odicity and absolute stability. In addition to that, s0(x), may be regarded as a continuous extension
of Simpson’s three-eighths rule, in the sense that it provides a global approximation, which repro-
duces the values given by Simpson three-eighths-rule at the mesh points. It seems that relaxing the
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continuity condition together with considering more interior points in each subinterval guarantees
longer intervals of periodic stability and/or intervals of absolute stability. It is worth noting that the
attainable phase-lag (or dispersion) is too small compared with the extant methods having the same
order. In fact, the proposed method give approximations to y(x), y0(x), and y00(x) as well, for x not
a nodal point, whereas for Runge{Kutta (Nystrom) method some kind of interpolation is needed.
The costs for solving the nonlinear systems are reduced by considering an inner iteration process,
which requires the solution of a linear system.
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