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Abstract
TextiPad is a smart-textile prototype, seamlessly embedded into everyday clothing.
It is a thin, flexible, and relatively cheap touch-sensing surface that allows the con-
trol of software applications. TextiPad has a multi-layer architecture, where three of
the layers serve as the basis for sensing touches. It is a resistive touch sensor, there-
fore only a single location of touch can be identified. Its continuous monitoring
over time allows for extracting gestures, which can be forwarded to a recognizer,
comparing them to a predefined set. Due to the affordances of smart textiles and
wearable technology, it is certain that such a device is to be used in a mobile con-
text and for this reason we designed it to be wearable. Furthermore, all design and
implementation steps depicted in this thesis, take the surrounding environment for
mobile usage in account. This work describes two prototypes and their evaluation:
TextiPad, which represents the bare sensing element, and GestiPants, which is a pair
of trousers with a sensor embedded in each leg. The evaluation consists of a proof
of functionality study, conducted with a few users, as well as two formal assess-
ments, completed by large groups of participants. The first one served to confirm
the proper functioning of the hardware and software, while the other two aimed at
gathering usability data for different usage scenarios. Aside from having aworking
and usable product, among our objectives were reliability, robustness and low-cost
of the sensor that potentially encourage adoption by the market.

xix
Acknowledgements
This thesis would not have been possible without the support from a number of
people and organizations.
First I would like to thank the Media Computing Group at RWTH-Aachen and all
my friends and colleagues there for the support and constant feedback onmywork.
I would also like to thank Mr. Carsten Classe from AMOHR Technische Textilien
GmbH for the provided conductive tape samples for my final prototype.
I would like to thank Prof. Jan Borchers and FlorianHeller for their supervision and
guidance. I would like to thank Chatchavan Wacharamanotham for his remarks
on the design of my user studies and help in analyzing the data collected, and to
Dominik Poppe for helping me to get started with the sensor construction.
In the end, I would like to thank my family and friends for the moral support and
their belief in me and my work and to all the participants in my user studies for
their priceless feedback.

xxi
Conventions
Throughout this thesis we use the following conventions.
Text conventions
Definitions of technical terms or short excursus are set off
in colored boxes.
EXCURSUS:
Excursus are detailed discussions of a particular point in
a book, usually in an appendix, or digressions in a writ-
ten text.
Definition:
Excursus
Source code and implementation symbols are written in
typewriter-style text.
myClass
The entire thesis is written in American English.
Download links are set off in colored boxes.
Download file: File namea
ahttp://media.informatik.rwth-aachen.de/⇠ACCOUNT/thesis/folder/file name.file

1Chapter 1
Introduction
The miniaturization of digital technology in the past few
decades afforded the development of lightweight, pow-
erful mobile devices that are presently very widespread.
However, research about mobile systems, and wearable
computing in particular, dates back a few decades with
works done in the early 80’s by pioneers like Mann [1997].
His initial prototypes were hardly wearable but they were
the first that one can refer to as smart clothing.
SMART CLOTHING:
Garment with embedded electrical components that en-
hance its features
Definition:
Smart Clothing
Many years have passed since then, and when one tracks
the vast number of iterations made on his prototype, he can
see how his most recent work is wearable and unobtrusive
indeed. Interesting about his design is that it continuously
extracted information about the condition of its wearer and
tried to make some sense of it in order to react. This idea
of sensing body parameters, without the need for the ob-
server to be physically present, has proven to be relevant to
many areas of human activity. Rantanen et al. [2002] have Wearable systems
that measure
environment or body
parameters.
designed a survival garment, consisting of snow jacket and
pants, and a special vest to be worn under the jacket, tar-
geting snowmobile drivers in the arctic. Their prototype is
intelligent indeed but its bulkiness prevents it from being
applied to other usage scenarios. Farringdon et al. [1999]
2 1 Introduction
have created a couple of sensing prototypes able to deter-
mine body position and dynamics. Even though their work
can be used quite well to observe movements of the body,
it is only limited to this. Smart clothing showed to be ap-
plicable even in medicine with prototypes like the one cre-
ated by Loriga et al. [2005]. Unlike the systems so far, the
one that they presented aimed at sensing only cardiopul-
monary signs .
As wearable computing is a very creative and highly in-
terdisciplinary area of research, there have been a number
of workshops to get people interested in the field, as well
as some construction kits to help enthusiasts get started.
Buechley [2006] used standard electronic components andSmart clothing
construction kits. adopted them for usage with textiles, while Perner-Wilson
et al. [2011], on the other hand, relied on what they refer
to as a more ”artistic” approach for creating smart textile
components. The latter work also describes a number of
workshops that aimed to educate people with no previous
knowledge about smart textiles and assist them in the cre-
ation of some simple prototypes. Hurford et al. [2006] have
put the stress on the differences between standard engi-
neering tasks and the design and evaluation of wearables.
McCann et al. [2005] even describe the whole process forWearables
development
process.
developing smart clothes, stressing on some critical points
like identifying end user needs, textile and garment devel-
opment, integration, manufacture, product launch, and end
of life recycling. The above authors have focused on the
creation of guidelines for designing smart textile products,
standardizing components for their manufacture, and rais-
ing general awareness of society about the possibilities in
this area.
Aside from the mentioned so far, but very relevant to any
wearable prototype, is designing it for eyes-free interac-
tion. Since such designs are mostly intended for use in a
mobile context, different interaction paradigms have to be
employed due to the fact that the visual channel is occu-
pied with the surrounding environment most of the time.
There are two ways to provide feedback under the givenDesign for eyes-free
interaction. context that are usually identified - through touch and
through sound. Therefore, we will present a few different
approaches for each of them and reason about the selection
made for our system.
3In the course of this thesis two prototypes were constructed
and user-tested. The first one, named TextiPad, was a
13.5cm⇥13.5cm square patch, representing our bare proto-
type that could be attached with double-sided tape to par-
ticipants’ clothing. The touch sensitive area was a 8cm ⇥ Two prototypes that
were created in the
course of this thesis.
8cm square that was located in the middle of the patch. The
second prototype, named GestiPants, was a pair of jeans
with a sensing area on each leg that was again a square
with 8cm side. The former was used for target acquisition
tasks that were presented to the user as a game, namely
an adapted desktop version of the ”Wack-a-mole” game.
The latter was used for a menu navigation task similarly to
the evaluation of EarPod done by Zhao et al. [2007]. The
navigation commands were invoked through performing a
simple gesture on any of the sensing surfaces. The two user
studies that we conducted served not only to evaluate our
current work but also pointed us to a number of topics for
future research. Additionally, we would like to point out
that for our prototypes we used highly available hardware
and software in order to make it easier for those who are
interested to replicate our work.
In conclusion is a brief summary of the remaining chapters
in this work in order to give an overview to the reader.
2—“Related work” lists other publications that discuss Next chapter,
presenting related
work.
wearable input devices and work that served as back-
ground knowledge, guiding force and source of motivation
for this thesis.
3—“Prototype requirements” offers a detailed discussion Requirements for our
system.on the requirements that were set prior to design and fabri-
cation.
4—“Design” discusses concepts, suggested by publications Software and
hardware design.prior to our work that influenced the design, the sensor’s
evolution in a number of iterations, and details about its
final architecture. It also describes the design of the various
software tools that were needed in the course of our work.
5—“Implementation” provides information about the fab- Realization of
prototypes and
gesture recognition.
rication of both TextiPad and GestiPants. It also explains
the algorithm that was used for identifying and recogniz-
ing gestures in our last application.
4 1 Introduction
6—“Evaluation” describes a preliminary and two final userUser studies for
evaluating our work. studies that we conducted to evaluate our work. It also
presents some findings and insights that we came across
while conducting the studies and after analyzing the data.
7—“Post-study optimization” depicts a possible softwareOptimization of
algorithm for gesture
recognition.
improvement, affecting the final user study, and demon-
strates how it could improve the usability of our prototype.
8—“Summary and future work” sums up the work thatContribution of our
work and
suggestions for
consequent
research.
has been done in this thesis and discusses topics of interest
for future research that can be done with wearable textile
touchpads.
5Chapter 2
Related work
There is a number of other publications that influenced this
work and alsomotivated us to design a prototype that com-
pensates for some of their drawbacks. The most relevant
are, of course, the ones depicting textile-based devices that
handle user input to a primitive software application. Nev-
ertheless, since our ultimate goal is gesture articulation on
the sensing surface, we also discuss this topic briefly. This
chapter provides an overview of the different approaches
for the creation of textile input devices. We have grouped
theseworks in three categories ”Discrete input prototypes”,
”Continuous input prototypes” and ”Gesture articulation
on garments”.
2.1 Discrete input prototypes
One of the major directions, of fabrication of smart clothing
prototypes, is through the utilization of conductive embroi-
dery. When mentioning this technique, one usually imag- Electrical
connections via
conductive
embroidery.
ines replacement of the wire connections between compo-
nents with electrical thread stitched along the fabric, akin
to the research done by Linz et al. [2005]. However, much
more can be done with conductive embroidery and a num-
ber of prototypes have demonstrated that. Komor et al.
[2009] have experimented with a variety of spatial layouts
for buttons that were realized through raised embroidery
6 2 Related work
with conductive thread on a non-conductive foundation.
Thereafter, they have built two prototypes, one with three
and another with four buttons, utilizing the button design
that proved to be the best in their preliminary tests. Then
the authors focused their attention on anchoring interfaces,
where one finger is held on a special key while another
interacts with the remaining ones (conceptually similar to
cut, copy, and paste shortcut commands on a keyboard).
They were interested whether such an interaction would
be less error prone than a single button press. A large num-Conductive
embroidery buttons. ber of prototypes has also been constructed by Holleis et al.
[2008], who sewed conductive thread buttons on a phone
bag, glove, and apron. Additionally, they experimented
with the use of conductive foil to devise buttons on a bi-
cycle helmet. However, most of their research was focused
on the apron, where three different button designs were re-
alized with different visibility, and that was also the proto-
type subjected to user evaluation. Orth et al. [1998] and the
consequent research by Post et al. [2000] went even further
by creating more elaborate prototypes. Among the ones
they fabricated were: a row and column fabric keyboard
and a keypad with 12 buttons done via conductive embroi-
dery; a dress and a necklace, whose contact with each other
resulted in the dress emitting light; a ball gown also emit-
ting light, where all the circuitry wasmadewith conductive
embroidery; toy balls that play music when pressure was
applied; an electronic tablecloth, allowing people around
the table to interact; and a keypad, transmitting radio sig-
nals when its keys were pressed. The first two imply con-
trolling through touch-sensitive buttons, and the focus of
the others is either on expressiveness or social interaction.
The authors also offer a very detailed discussion on a num-
ber of materials and techniques for realizing connections
between components, thus, serving as a very firm founda-
tion for following researchers to base their designs upon.
Another interesting prototype has been presented by Mar-
culescu et al. [2003]. Their research included a music player
embedded in a sweatshirt, with a control keypad fabricated
with conductive foil. Even though this prototype also em-
ploys a textile button interaction, of large interest is the ap-
proach taken for realizing the interconnections between dif-Conductive tape for
realizing electrical
connections.
ferent components. This was accomplished with conduc-
tive tape, which is much more robust and requires very lit-
tle previous experience to utilize compared to conductive
2.2 Continuous input prototypes 7
embroidery. Unlike any of the works so far, Gilliland et al.
[2010] created a number of widgets through embroidery, Conductive
embroidery widgets.akin to the ones found in many modern desktop toolkits,
employing a plug and play architecture for their use. Thus
they had a variety of buttons, sliders, and menus but only
one widget could be used at a time, limiting the interaction
to only corresponding graphical user interface elements.
Despite their large number, two significant drawbacks
come to the foreground for the prototypes discussed so far
- their limited input resolution and lack of dynamics. Since Drawbacks of
conductive
embroidered
prototypes - low input
resolution and lack of
dynamics.
they are capable of providing digital, rather than analog in-
put, the limit of possible values for the device is determined
by the number of elements incorporated. Therefore, there
is no possibility for producing input, similar to the one of a
standard computer mouse for example, by employing the
techniques mentioned above. Furthermore, all listed sys-
tems lack dynamics since any given element is statically
incorporated and tailored only to a particular type of in-
teraction, e.g., button to be pressed or slider to be slid in
one dimension. In this line of thought it is interesting to
note a phenomenon that we have witnessed over the past
decade - the very prominent shift in the way we provide
input for one of the most widespread devices. The change
from standard screen and keyboard layout to touchscreen
on mobile devices afforded the development of new in-
teraction metaphors that complement this new technology.
We believe that a similar shift for textile input prototypes
is necessary in near future in order for them to keep with
the technology trends and this has motivated the creation
of Textipad.
2.2 Continuous input prototypes
There have been a few research groups that either built
or proposed architectural designs for continuous, textile,
touch-sensing surfaces. Since our work is also focused on
the creation of a two-dimensional sensor with such prop-
erties, we would like to briefly discuss their publications
here. Swallow and Thompson [2001] propose two solu-
tions with similar architecture - a fabric switch, similar to
8 2 Related work
a standard switch with two states and a fabric position sen-
sor, which actually can identify the exact location of touch
across the surface. Both designs incorporate a three-layerFabric positional
sensor suggested
but not implemented.
model, where two conductive layers are separated with
a non-conductive mesh from each other. When sufficient
pressure is applied, contact through the mesh occurs and
touch is registered. In the case of the fabric switch this
means that the button is pressed, and in the case of the posi-
tion sensor we can obtain the location of the touch through
triangulation of the readings at the four corners of the sur-
face. The authors construct a number of prototypes, incor-
porating fabric switches in soft surfaces like a remote con-
trol cushion and a TouchTone musical keyboard. However,
none of their systems utilizes a positional sensor, but they
still recognize its importance, suggesting that a fabric po-
sitional mat would be a ”dramatic alternative” to the stan-
dard computer mouse. Schiphorst et al. [2005] designed aSchiphorst et al.
[2005] mention touch
interaction possibility
for their prototype but
did not utilize it.
number of prototype skirts with conductive fabric patterns
on their surface. Interesting here is to note that instead of
registering touches with finger, the prototypes detect con-
tact with one another, thus having the focus shifted to-
wards the social aspect of the interaction. To enhance their
prototype further, the authors also embedded vibrator mo-
tors in the skirts that gave varying feedback to the wearer
when body interaction patterns between people were rec-
ognized. Karrer et al. [2011] created a continuous sensorContinuous
unidimensional
sensor.
based on conductive embroidery, allowing the user to pro-
vide input by pinching and rolling folds in the textile. Nev-
ertheless, one must note that their system was unidimen-
sional and its resolution was dependent on the number of
embroidered lines. Furthermore, the interaction metaphor
employed was different, involving deformation of the sen-
sor. Sergio et al. [2002] proposed a capacitive, textile pres-
sure sensor. Conceptually, their system is very similar toMatrix of elements
working as capacitive
position sensor.
ones where the sensor is fabricated through embroidery of
rows and columns of conductive traces. However, what
distinguishes their work is that the patterns were actually
painted on the fabric. Similarly to other embroidered solu-
tions, the limited input resolution of the prototype is once
again a limitation to its utilization for more complex tasks.
The creation of the systems, discussed above, has served to
prove that it is possible to produce a sensor capable of reli-
ably locating touch on a textile surface. However, none of
2.3 Gesture articulation on garments 9
the publications aimed to create a high-resolution, continu-
ous, touch-sensing surface that can be used for tasks similar
to the ones achieved with the computer mouse or the touch
screen. With the fabrication of TextiPad we aim to address
this issue and provide a reliable solution for it.
2.3 Gesture articulation on garments
The concept of performing gestures on a worn piece of
clothing is not new for the research community. Further-
more, the applicability of this interaction metaphor has al-
ready beenwidely recognized. This fact is supported by the
extremely rapid adoption of the gestural input metaphor
by the mobile device industry. Early works by Pirhonen
et al. [2002] have experimented with gestures, articulated
on the touch screen of a Microsoft Pocket PC. Presently the Initial work in gesture
recognition on touch
screen.
majority of smartphones being manufactured, are comple-
mented with a touch screen, and gestures like pinching and
panning have become common even in everyday interac-
tion between people. This fact serves as a starting point for
research oriented towards implementation of textile-based
systems that support gesture articulation. Saponas et al.
[2011] devised a prototype, incorporating a capacitive grid
sensor that recognized gestures articulated on it. Despite Typing letters via
gestures on the back
of a smartphone.
the system was placed in the pocket and the user actually
performed gestures on a garment, it was a stiff, rectangu-
lar device, mounted on the back of the casing of a mobile
phone. This rigidity afforded machine fabrication, allow-
ing to have high precision and possibility for small size of
each capacitive sensor, resulting in a small grid with resolu-
tion high enough to allow recognition of letters, drawn on
its surface. Nevertheless, one must point out that it would
not be possible to embed such a stiff element in a garment
without causing discomfort to the wearer. Komor et al.
[2009] claim that their button system, which was already
discussed, also supported pinching gestures, but one must
not forget that there were only a few buttons on their proto-
types. Even though that from user’s perspective a gesture Two button systems
that pretend to
support gesture
recognition.
could indeed be performed, the system obtained very few
samples along the articulation. Therefore, the resolution of
the gesture was low and applicability to a real world sce-
10 2 Related work
nario is questionable. Cheng et al. [2008] are among the
very few to design a textile prototype that supports pseudo
gestures to allow doctors to browse documents in a hospi-
tal system. However, their work has one major drawback
that we would like to point out. Their sensor is a set of
seven fabric switches, aligned in linear fashion, thus limit-
ing the variety of gestures to a small number of very similar
ones. Moreover, gestures can be articulated only in a sin-
gle dimension due to the linear alignment, which imposes
further limitations to the gesture set. The number of their
switches, although larger than that of Komor et al. [2009],
is still too low and also results in a low-resolution gesture.
Probably the most notable piece of research has been done
by Schmeder and Freed [2010]. They have built a fabricSystem allowing
articulation of
gestures but not
trying to distinguish
them.
touch surface and used different approaches in order to im-
prove the quality of data of their prototype. Unlike Swal-
low and Thompson [2001], who attached the connections
to the microcontroller in the corners of their sensor, here
there are two electrodes along opposite edges on one con-
ductive layer, and another two for the other dimension on
the other conductive layer. Then, an algorithm for applying
andmeasuring voltage was applied to estimate the location
of touches. Even though their experiment involved a ges-
ture being performed on the surface of the sensor, they did
not explore the possibility for differentiating between artic-
ulations. The discussion of the systems above shows that so
far no flexible, textile sensor has been produced, support-
ing recognition of a number of two-dimensional gestures,
articulated by its wearer. This has further inspired the cre-
ation of a sensor that ultimately supports articulation and
recognition of gestures on its textile surface.
Some of the prototypes mentioned above, have a relatively
small resolution, mainly because they are constructed as a
one- or two-dimensional grid of relatively large switches,
which renders the recognition of gestures on them to be
practically impossible. Others have sufficient resolution
but either lack the flexibility required for a sensor embed-
ded into clothing, or do not aim at distinguishing simple
touches from gestures at all. A number of prototypes with
designs similar to TextiPad have been built before, but there
were no attempts made to recognize a variety of gestures
and try to make sense of them in a way similar to what
modern touch screen mobile devices do. Also, none of
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the publications above, discussing two-dimensional sens-
ing areas like TextiPad, identified that such devices are sup-
posed to be part of a piece of clothing. Therefore, many
of the sensors were rigid or mounted in a planar fashion,
when people interacted with them and the effects of flexi-
bility and curvature were not observed. Also the fact that
the human body has a much softer surface, compared to
a table for example, may suggest that interaction with a
worn sensor is different than when it is lying on a hard
surface or mounted in a frame. With this work we aim to
answer these questions and ultimately produce a prototype
system that supports gesture articulation, recognition and
mapping to commands that the user invokes to complete
standard tasks.
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Chapter 3
Prototype requirements
During the initial stages of this work some general require-
ments for our sensor were identified, and they should also
be applicable to the design of any other smart garment.
First, the resulting system should be wearable, meaning
that its physical properties should cause minimal discom-
fort to the wearer (3.1—“Requirements related to physical
characteristics”). Second, the design should support eyes-
free interaction with the sensing surface in order to afford
usage in a mobile context (3.2—“Designing for eyes-free in-
teraction”). Third, it should not break any guidelines al-
ready established by other researchers (3.3—“Guidelines”).
Lastly, we will strive to use widespread materials so that
others are able to repeat our work, which will also al-
low to keep the price of the sensor relatively low (3.4—
“Materials”). We are confident that only if our prototypes
satisfy the requirements listed above, they have the poten-
tial to become ubiquitous in real-life situations - perceiv-
able when utilized and vanishing in the background when
not needed. In order to assure a good understanding for
the readers of this publication, we will discuss the listed
requirements in more detail below.
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3.1 Requirements related to physical char-
acteristics
Just as the creation of a tool for use on the top of a desk
has a number of constraints, so does the production of one
that is attached on or very close to the human body. WeList of physical
requirements. have identified requirements, specific to our device, related
to common physical characteristics like size, shape, weight,
thermal and electrical properties, and flexibility. They will
be discussed in more detail in the following paragraphs.
The size of the device both in terms of thickness and sens-
ing area of the prototype is of high importance. Common
knowledge dictates that for a given material the lower its
thickness is, the more flexible it will be. This suggests that
a thin sensor will be able to merge better into the remain-Appropriate
thickness to support
flexibility.
ing garment for a mobile scenario compared to a thicker
one. However, one must note that having thicker borders
is an advantage, since they provide tactile feedback to the
user about the size and location of the prototype.
At the same time the sensor should be broad enough
to allow the user to achieve his intended tasks, with-
out having the feeling that the borders hinder his actions.
Nevertheless, it makes no sense if the area is excessivelyAppropriate size of
the sensing area. large such that major parts are not utilizedmost of the time.
To determine the proper size and shape for our sensor,
we conducted a small, informal user study with five male,
right-handed participants. They were given a thimble with
some graphite glued on the tip, and empty sheets of paper.
We allowed them to put the thimble on whichever finger
they preferred and then place the paper on their thigh at a
comfortable location for drawing gestures with the thimble.
This location was chosen for reasons that will be discussed
in 3.2—“Designing for eyes-free interaction”. Neither the
amount of gestures drawn, nor their variety were limited
and in case the user was uncertain about what to articulate,
the investigator suggested some standard gestures like cir-
cle, square, or a cross. This procedure was performed twice
- once when the participant was sitting and once when he
was standing.
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During the study we came across a few interesting observa-
tions that are noteworthy. Firstly, all participants, without
exception, placed the thimble on the index finger of their
predominant hand. Therefore, it was quite likely that dur- Findings from
preliminary study,
collecting size
requirements.
ing our consequent studies the majority of people would
use that finger as well. Interestingly, all participants artic-
ulated with their hand loose by the side of the body, thus
the drawing area, with respect to their trousers, seemed to
be located just below the pocket. Most participants did the
same set of gestures across the two treatments and nobody
performed the same gesture twice within the same condi-
tion. After comparing the sheets from the different partic-
ipants, we distinguished one user, who performed larger
and one, who performed smaller gestures compared to the
rest. Additionally, the variety of gestures was large for the
small number of people that were involved, and therefore,
we suspected that our results would be applicable to the
majority of the population and also support a versatile ges-
ture set.
Regarding the shape of the sensing area we already had
some expectations based on the fact that the majority of
touch input surfaces are rectangular. In order to define Appropriate shape
for the sensing area.this shape further and to determine its most appropriate
size, we decided to process the collected images by draw-
ing a bounding box around each gesture. Then we calcu-
lated the average boxwidth and height for each participant,
and consequently the mean values among all participants
for the two conditions that were offered. The final results
showed a size of 75mm ⇥ 83mm for the sitting condition
and 76mm ⇥ 82mm for the standing one. Detailed infor-
mation about the results and their computation is provided
in B—“Detailed results from user studies”. Based on these Results showed
square-shaped
sensor with side
80mm.
findings we decided that the most appropriate shape for
our sensor should be a square with side 80mm. Finally, we
should also note that due to the placement of our proto-
type, we must avoid any sharp points or edges to reduce
the level of discomfort for the wearer to a minimum.
Weight of the sensor is obviously an important property as
well. Diverse fabrics differ in density and materials used Low weight desired.
in the weaving process, therefore their weight also varies.
However, in clothing lightness is often desirable, and in this
spirit our sensor should not notably influence the overall
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weight of the garment.
Thermal and electrical properties of the sensor are proba-
bly the most important physical characteristic due to the
fact that extreme values can inflict pain. The sensing areaThermal and
electrical
requirements for
unobtrusiveness.
should have thermal characteristics similar to the rest of
the garment at any point in time. The sensor should not
produce heat that could result in unpleasant feeling for the
wearer. All hardware should be selected very carefully to
avoid any discomfort or potential harm that electricity may
cause. Furthermore, the connections should be insulated
appropriately in order to completely eliminate any distress
for the wearer.
Lastly, flexibility is also very relevant and some researchers,
like Gemperle et al. [1998], have suggested that the form of
a wearable should be such that it complies with the curva-
ture of the human body. We are confident that a flexibleFlexibility in order to
support dynamic
wearability.
sensor is much more suitable than a robust one, especially
in a mobile scenario, guaranteeing good dynamic wearabil-
ity of the system.
DYNAMIC WEARABILITY:
The interaction between the human body in motion and
the wearable object [Gemperle et al., 1998]
Definition:
Dynamic Wearability
We believe that the physical requirements discussed so far
are applicable to the design of any wearable prototype and
they should be taken in account by future researchers. With
our designs we will strive to satisfy them as much as possi-
ble and, therefore, people replicating our work should also
comply to them with great attention. A short overview of
all requirements related to physical properties is provided
in Table 3.1.
3.2 Designing for eyes-free interaction
When designing a wearable prototype, it is not only the
physical characteristics that matter. One has to pay extreme
attention to the usage scenario that he envisions for his de-
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Size and shape optimal area of the sensing surface
minimal thickness
raised borders with higher thick-
ness
square shape like other touch pads
no sharp points and edges
Weight no notable influence on the overall
weight of the garment
Thermal and electrical properties thermal characteristics like the rest
of the garment
minimal heat production
low electrical values for safety
good insulation of connections
Flexibility sufficient flexibility to afford free
movement
Table 3.1: Wearables requirements related to physical characteristics
vice. For a huge number of wearables, their very nature Context determines
additional
requirements for the
system.
implies usage in a mobile context, where the visual chan-
nel is predominantly occupied with the surrounding envi-
ronment. Therefore, a few additional constraints related
to designing a product for eyes-free interaction come into
the foreground. In the next few paragraphs we will discuss
proper placement of the prototype and various approaches
for providing appropriate feedback.
In order for a wearable system to be easy to use, it is very
important to place the sensors such that they are gropable.
GROPABLE:
Property of a manual interface to allow its user to access
and use it with little to no visual attention [Komor et al.,
2009]
Definition:
Gropable
Additionally, the location of the sensing area is influenced
by its appropriateness in terms of cultural peculiarities and
gender. Gemperle et al. [1998] have identified the following Previous works
investigating
appropriate locations
for wearables.
areas to be the most unobtrusive for the wearer: collar area;
rear of upper arm; forearm; rear, side, and front ribcage;
waist and hips; thigh; shin and top of the foot. Since our ul-
timate goal is the design of an input device that is to be
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operated via gestures articulated with hands, we can al-
ready reject the last two locations, shin and top of the foot,
due to the fact that they are not easily reachable by hand
for body positions like standing or walking. Holleis et al.
[2008] provided a list of appropriate locations for placing
wearable touch controls based on results from their study.
Their participants identified neck, forearm, hips, hands and
thighs as preferred locations, and the thigh area was men-
tioned most often. Karrer et al. [2011] confirmed the loca-
tions identified above as being appropriate for placing tex-
tile elements and also added the pocket areas to the list. It
is interesting to note that the results from the three works
listed so far mostly comply with one another. Thomas et al.
[2002] conducted a slightly different study focusing on the
appropriateness of the location of a standard touchpad for
different body postures. He found that for three of his four
defined positions, the front of the thigh was the best one,
and for the remaining position - the forearm was superior.
He also suggested that if only one location is to be selected,
then it should be the forearm, but that would also depend
on the assumed context of use. However, digging deeper
into his results, one finds that the reason for the forearm
supremacy was because one condition involved the user
to lie face down on the floor that would render the front
of the thigh area absolutely unusable. Moreover, since ourThigh selected as
most appropriate
location for placing
the sensor.
prototype is envisioned to be used in a mobile, therefore
also social context, we tend to believe that lying on the
ground is not likely to happen and consider the front of the
thigh to be fitting better our usage vision. Summarizing all
sources mentioned above, it becomes obvious that the posi-
tion most likely to be suitable for our case is the front of the
thigh. Therefore, we have selected it as the location, where
sensing elements will be placed. For determining the pre-
cise location and orientation of sensors for our final proto-
type, where theywould be embedded, we gave a set of sim-
ple tasks to participants in our preliminary study and also
during the user study for target acquisition (6.1—“Proof of
functionality study” ; 6.2—“Target acquisition study”).
An inherent drawback of the mobile context is the fact that
the visual channel is mostly occupied with the surround-
ing environment. Even though providing visual feedback
to the user is usually necessary, due to the high percep-
tive resolution of that channel, one must not solely rely
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on it. A number of researchers have identified this limi-
tation of the mobile environment and addressed it in their Suggestion for 3D
spatial audio as
output modality of
the system.
systems. Some, like Brewster et al. [2003], designed a sys-
tem that utilized 3D spatial audio for providing feedback
to the user. The input modality for their system were ges-
tures, done with head or hand, and in response to that ap-
propriate feedback was provided through audio. Similarly,
the Nomadic Radio, designed by Sawhney and Schmandt
[2000], uses 3D spatial audio and the location of the sound
source is relevant to its occurrence in time. They also uti-
lize varying levels for presenting a textual message to the
user starting from silence, ambient sounds, auditory icons
and extending to the full body of the message, presented in
the background or foreground. For initial prototypes, like Different levels of
audio feedback are
possible.
ours, that are tested on relevantly simple tasks, we believe
that auditory icons are appropriate to inform the user about
an occurring event and, therefore such cues will be incor-
porated in the design to enhance the overall feedback qual-
ity. A slightly different approach was taken by Kamel and
Landay [2002] in their sketching tool for visually impaired
people. They designed the canvas to be recursive and each
of its nodes was labelled, so that when the user navigated,
he received audio feedback with his current location spo-
ken by the system. Another appropriate channel for giv-
ing feedback in a mobile environment is the tactile one. Li
[2008] explored the the possibility of mapping music to vi-
brations in two desktop prototypes, simulating two typical
touch interactions between people - tapping and rubbing. Suggestion for
providing tactile and
vibrotactile feedback
to the user.
On the other hand, Oakley and Park [2007] designed a mo-
bile system that used vibrotactile feedback in a menu selec-
tion task. The vibrations were applied on the wrist of the
wearer, where the whole system was located.
The different approaches for providing feedback listed
above are a very valuable addition to any prototype de-
signed for mobile usage. Therefore, we decided to use au- Selection of audial
feedback as
additional output
channel of the
system.
ditory icons to mark events important for the user to en-
hance his overall experience with the system. However, we
decided to opt out of the provision of tactile feedback due
to the fact that our prototype constituted a piece of cloth-
ing. For that reason it would need many vibrating motors,
which would result in increased complexity and weight of
the system.
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3.3 Guidelines
There are prior publications that list a number of guidelines
for designing wearables. Since they are based on experi-
ence and feedback, collected during evaluation of the re-
spective system described, we have taken them in account
for the design of our own prototype. Gemperle et al. [1998]List of guidelines for
the development of
smart-textile
prototypes prior to
our work.
provided a list of general guidelines for wearability, appli-
cable also to smart clothing prototypes. They discuss the
unobtrusive placement of the wearable, support for free-
dom of movement, small distance from the body and com-
fortable attachment. The authors also point out that the
concavity of the inside surface should match the convex-
ity of the human body. They suggest that wearables should
fit as many users as possible and, at the same time, support
the physical constraints of used digital technology. Addi-
tionally, the authors place importance on weight that does
not hinder movement, accessibility of the product, simple
and intuitive interaction, aesthetics, thermal aspects and
long term use. Another set of guidelines is discussed by
Holleis et al. [2008]. They suggest that even simple inter-
faces assure no clear expectation about arrangement, lay-
out and meaning, thus the localization and identification of
controls should also be quick and easy. They also propose
that one hand interaction should be assured and immedi-
ate feedback provided. Due to the fact that our sensor is a
continuous surface, the former requirements are not really
applicable since they are specified for discrete input wid-
gets, like the textile buttons of their system. Nevertheless,
we will make sure that the location and size of our sensors
are perceived easily by the user. The latter rules will also
be taken in account by design of a sensor to be operated
with one hand only, and provision of immediate feedback
about location of the touch visually and important events
both through image and sound.
3.4 Materials
The last requirement for our system was to use materials
that are largely available on the market, in order for our
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work to be reproducible by others. Therefore the micro- Materials used for
the fabrication of our
two prototypes.
controller, used in our design, is an Arduino1 Duemilanove
that is very popular for rapid prototype creation. The ma-
terials used for some of the layers of our sensor, are not
so widespread but they can be ordered online. For one
of the layers, we used conductive fabric MedTex1802 that
proved to be quite robust and fit very well in our sensor.
We also used 6mm wide, self-adhesive, conductive, cop-
per tape to realize the connections between the wiring and
the appropriate layers of the sensor. The last less-common
material was piezo-resistive foil3, which is usually used for
bags to package electronic components. Interestingly, the
resistance between two points increases the further they
are from each other and this effect is observed simultane-
ously in both dimensions. The non-conductive mesh fab-
ric and the thin rubber material that we used to keep the
conductive layers apart, were bought from a local shop for
textiles but their exact type is not that important as long
as they have appropriate thickness. For TextiPad we used
mesh that was 0.20 mm thick, while forGestiPantswe opted
for thicker mesh, which was 0.45 mm thick, due to the ex-
pected mobility in the setup of our user study. On the other
hand the thickness of the rubber sheet was approximately
1 mm, but one must also note that it is quite elastic in all di-
mensions. For connecting the sensor to the microcontroller
in our last prototype we used Amohr conductive tape4 that
is not very common yet, but standard wires suffice as we
observed in our earlier prototypes.
1www.arduino.cc
2www.sparkfun.com/products/10055
3www.caplinq.com
4www.amohr.com
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Chapter 4
Design
This chapter will describe the design process for both the
hardware architecture of the sensing area and the software
used in evaluation sessions with users. Details about the
construction of the sensor, according to its final design will
be discussed in more detail in the following chapter (5—
“Implementation”).
4.1 Hardware design
In this section we will describe in detail the design deci-
sions that had to be made for the hardware part of our sys-
tem. We will start by presenting factors that influenced the
selection of an architecture for the sensing surface. Then
wewill proceed by explaining some initial experimentation
that wasmade to compare different materials and construc-
tion techniques. We will continue by showing the improve-
ments that were made during each iteration of the proto-
type and conclude by listing the main features of our final
sensor design.
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4.1.1 Architecture
Before starting with the construction of the hardware, there
was one major decision about our prototype that had to be
made - whether it would be a resistive or capacitive touch
sensor. In order to decide for one approach or the other,Deciding whether to
create a capacitive or
resistive sensor.
we had to determine what would be feasible under the re-
quirements that were specified. The major limitation was
that due to the lack of any specialized textile machinery
and equipment, we had to stick to a handmade solution.
If we opted for a capacitive sensing area, we had to create a
large number of tiny capacitive sensing elements by hand,
on which the overall size and resolution were dependent.
Furthermore, these miniature sensors had to give consis-
tent readings when compared to one another. We already
had some initial results, showing that the size of the sens-
ing area would be 8 ⇥ 8 cm and wanted to achieve a high
resolution of at least 50⇥ 50 points. This meant that the to-
tal number of sensing elements, in the case of a capacitive
approach, would be 2500 with approximate size of 1.6⇥1.6
mm, that would be infeasible under the technology limita-
tions mentioned above. Also, such a large number of el-
ements would increase the complexity of their connection
to a microcontroller. Therefore, we decided to build a re-
sistive sensor, that would take much less time and effort,
while being far more simple at the same time. It would also
allow us to have a large number of sampling points in both
dimensions, resulting in a high resolution for the resulting
sensor.
Having selected the type of sensor, there were a couple of
other constraints including materials to use for construct-
ing it and duration of the whole project. It was clear to us
that using materials that are more easily available, meant
that their quality might not be as high as desired, since they
were not tailored for our purpose. Therefore, we set one of
our main goals to be simplicity in order to have a rapid fab-
rication process that would allow for making slight modifi-
cations and repairs on the sensor very quickly. In this line ofStrive for simplicity.
thought it is also appropriate to mention a few different ar-
chitectures for the construction of a resistive, textile, touch-
pad that have been proposed so far. Schmeder and Freed
[2010] suggested an architecture with two piezo-resistive
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fabric layers. Each of them had long contact areas on two Architecture with two
piezo-resistive
layers.
opposite edges, and the layers were positioned in such a
way that the electrodes of one were orthogonal to those of
the other. Thus, when one pressed anywhere on the sur-
face, contact through the standoff layer, separating the two
conductive layers, occurred and location was estimated by
means of an algorithm for applying and reading voltage in
a prescribed manner. A number of designs have been sug-
gested by Hannah Perner-Wilson in an online community
for sharing ideas - instructables1. Similarly to the design Three suggested
architectures for
location sensor.
above, all her proposals for a location sensing area have
two conductive layers, separated by spacing material. The
former vary across the three architectures suggested, but
there is one that employs a piezo-resistive and a conductive
layer. The difference from the previous design is that the
electrodes are located in the corners, rather than along the
whole edge and also all four of them are on the same layer.
However, the functioning principle is also based on contact
through the spacing layer in the area of touch. A very simi-
lar idea is proposed by Swallow and Thompson [2001], who
have the connections in the corners as well, but there is also
a fifth one on the other conductive layer for applying volt-
age. Thus readings from the other four are triangulated to Another proposed
architecture with
connections in the
corners.
determine the location of the touch. The common between
all the designs suggested above is that they constitute of
two conductive layers, separated with a stand-off one, and
when pressure is applied electrical contact occurs through
it. Therefore, we decided to use this as a foundation for
the architecture of our prototype as well, and have a layer
of piezo-resistive foil with four connections at the corners
and conductive fabric one with the fifth connection. For
spacing material between the two we decided to use non-
conductive mesh material. The sensor area is placed in a
textile pocket, constituted by the garment fabric and lining
material that help for perceptually merging the sensor with
the remaining of the clothing. The complete architecture is
represented on Figure 4.1.
1www.instructables.com/id/EJKTF3WGV490JGK
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Figure 4.1: Initial layered architecture. The three layers in
the middle allow sensing touch and determining its loca-
tion.
4.1.2 Initial experimentation
After selecting a design, we had to do some initial experi-
mentation with different approaches for realizing the con-
nections to the sensor and a few diverse spacing materials
that we had. Regarding the former there were two solu-
tions at our disposition - via conducive thread or via wires.
We had to select one that assured reliable and robust con-
tact with the sensor. Obviously conductive thread had toExperimentation with
possibilities for
realizing the
connection with the
prototype.
be sewn and we experimented with a few different pat-
terns, but none of them managed to assure good and ro-
bust contact. Furthermore, the thread had relatively high
resistance compared to a wire with the same length. There-
fore, we decided to use standard wires, which required sol-
dering. However, piezo-resistive foil has a relatively low
melting temperature and soldering a wire directly to it was
impossible. As a first attempt we used small, flat, rectan-
gular pieces of metal that had some holes at one end. So
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the wire was soldered to the other end and we used the
holes to sew the piece to the piezo-resistive foil. This ap-
proach led to much better contact than before, but it was
still not reliable enough and we were also afraid that the
metallic partsmight cause discomfort to thewearer because
of their stiffness. Therefore, we opted for another solution
that proved to be good enough to be our final one - self-
adhesive, conductive copper tape. Soldering to it was very
easy and the consequent sticking to the piezo-resistive foil
was quite simple, forming a very reliable electrical connec-
tion compared to previous attempts.
Next we had to select one of the three samples of spacing
mesh material that we had. We had one piece of robust
blue mesh with thickness 0.45 mm and two samples with
thickness 0.20 mm - a very flexible black and a less elas-
tic white one. The reader can find all of them on Figure Experimentation with
different spacing
mesh materials.
4.2, where lining, piezo-resistive foil with connections in
the corners and spacing mesh are held together in a frame
structure. In order to determine the most appropriate one,
Figure 4.2: Comparison of different mesh materials. The
left material is blue, the one on the middle - white, and the
right one - black mesh.
we placed conductive fabric on top of the frame, having
the fifth wire attached to it, and observed how much pres-
sure had to be applied until contact is registered. We were
not surprised that the black mesh required the least pres-
sure and the blue one - the most. However, the white mesh
seemed to have a good balance between keeping the lay-
ers apart well enough, when no touch was present, and al-
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lowing contact to occur without too much pressing force
needed. Despite this finding, we decided to create one fin-
ished prototype, sewn with a sewing machine along the
perimeter, with each type of spacing mesh before making
the final decision.
There was one last thing to be done. Having a function-
ing surface, even though it was only held together by the
casing, we were ready to connect it to the microcontroller.
The four corners of the piezo-resistive foil were connected
to digital pins and either 0V or 5V were applied on each
according to an algorithm that will be discussed in 4.2.1—
“Design of the microcontroller software”. The fifth wire
was plugged in the analog input pin and thus we received
a value that was an integer number between 0 and 1023.
When no pressure was applied on the sensing area, there-
fore no contact between the two conductive layers took
place, the value read was slightly above the middle of the
interval. As a consequence, we had to select a touch thresh-
old that was very close to the upper endpoint of the inter-
val, which was not a good solution. To reduce the reading
value we did some further experimentation. We doubled
the piezo-resistive foil layer by using a second sheet and
placing it back to back with the first one, which actually
made the situation even worse. Then we tried to pull the
digital pins up, which also did not work well. As a final
attempt we pulled the analog reading pin down, and us-
ing a 22K⌦ resistor for that proved to be the optimal solu-
tion. We also connected the unused analog input pins of
the microcontroller together through another 22K⌦ resistor
to ground, to reduce noise in the readings. This approachEnhancing the
readings by pulling
down the analog
input pin.
resulted in reading 0 when no touch was present and num-
bers above the middle of the interval for the other state.
These values were very satisfactory, so we were ready to
proceed with fabrication.
4.1.3 First iteration of the hardware
The next step was creating a finished prototype, encapsu-
lated in a fabric pocket, as it would appear in its final form.
This was achieved by placing the layers in the order shown
in Figure 4.1, with wires connected, and sewing the periph-
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ery with standard thread with a sewing machine. This re- Sewing the sensor
resulted in unwanted
contact at the
periphery where
sewing took place.
sulted in three sensors, one for each different type of mesh,
that we placed in casings similar to the frames in Figure 4.2.
We proceeded by positioning each encased sensing element
on a robust, flat surface and connecting it to the microcon-
troller to measure when touch was present. Two of them,
the ones using black and white mesh as spacing material,
registered very high touch values even in relaxed state that
did not increase much when pressure was applied on the
sensing area. This small difference for the values between
the two states meant that there was undesirable connection
between the conductive layers. However, when the casing
was removed, the sensor utilizing white mesh did not show
contact for relaxed state and seemed to work as expected,
but the one with black spacing material was still registering
erroneous touches. On the other hand, the prototype that
used blue mesh did not have the casing problem, but it still
required a lot of pressure to be applied before touch could
be registered. We then decided to go one step further by re-
moving each of the three sensors from the casing and bend-
ing them to observe whether connection between the con-
ductive layers will occur. For the element with black mesh Contact occurring for
sensor realized with
the most flexible
mesh.
there were high values for contact most of the time while
for the other two it occurred only under extreme bending.
Based on these findings, we decided to build our further
sensors with the white mesh material, although some im-
provements had to be done to completely eliminate false
readings. This meant that a second iteration of the design
of our sensor had to be performed.
4.1.4 Second iteration of the hardware
The second iteration of the sensor did not involve general
changes but just a few improvements. The reason for the
unwanted contacts seemed to be caused mostly by the cas-
ing and, possibly, also by the sewing applied around the
periphery of the surface. To eliminate this we first cut some
conductive fabric away from the periphery of the sensor,
but since it proved not to be sufficient, we also decided to Adding rubber
outline to solve the
problem with contact
at the periphery.
add some rubber stripes in that same area, whose width
was approximately the same as that of the removed electri-
cal garment. The improved scheme for the architecture of
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the sensor after the second iteration can be seen in Figure
4.3. We proceeded by performing the same finishing proce-
Figure 4.3: Improved layered architecture. Conductive fab-
ric is removed in periphery area of the sensor and replaced
by a rubber outline.
dures as before and the final result was much better, result-
ing in a prototype that was reliably functioning. Therefore,
we decided to proceed by creating some more sensors and
writing a calibration tool, running on the microcontroller,
that mapped the readings to a 100⇥100 points grid. Details
about the software will be discussed later (4.2—“Software
design”). However, instead of getting an equally sampled
square area, like our touch-sensing surface, we observed
values fitting in a warped square like the one on Figure 4.4
At first we came up with a naive solution to use a 10 ⇥ 10
grid and measure representative values for each location
on it that we would later use to compute the exact touch
location by means of triangulation. Even though this ideaExtensive calibration
due to warped shape
of the readings.
worked to some extent, it was not satisfactory due to the
extensive calibration process that had to be done manually
for each of the 100 points. Thus, it became clear that further
improvements to the sensor architecture had to be done.
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Figure 4.4: Approximate range of sample points. Extreme
deformation of readings is present around the center of all
four sides.
4.1.5 Third iteration of the hardware
We were certain that the reason for the shape of the sample
range was in the placement of electrodes in the four corners
of the sensing area. In order to solve this problem, we revis-
ited the publication by Schmeder and Freed [2010], which
used long electrodes along the whole edge, and we decided
to apply his approach. However, we must point out that Changing electrode
shape and
placement to obtain
proper range for the
readings.
since all four electrodes were to be attached to the same
layer in our case, we positioned the vertical on one side of
the foil and the horizontal on the other, which can be seen
on Figure 4.5. There were also a couple of other changes
that were related to enhancing the visibility and tactility of
the borders of the sensing area. Changing electrode shape
and locations meant that we had to do slight modifications
to our measuring logic, but on the other hand it removed
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garment
conductive  fabric
reading  electrode
spacing  mesh
piezo-­resistive  foil
electrode  for  applying
horizontal  voltage
electrode  for  applying
vertical  voltage
lining
paper  tape  marking
not  usable  area
raised  outline  for  tactile
feedback  of  borders
spacing  rubber  outline
Figure 4.5: Final layered architecture. Electrodes are not
placed in the corners anymore, but along the sides of the
piezo-resistive layer.
the need for extensive calibration, since the range of read-
ings had the shape of a square. Next, we would like to dis-
cuss some general characteristics of our sensor, and the dif-
ferent steps for constructing it, as per the final design, will
be discussed in 5—“Implementation”.
4.1.6 Sensor characteristics
Here we will discuss the properties of our final design of
a textile, touch-sensing surface. Since our prototype is an
input device, it makes sense to compare it to other gadgets,
serving similar tasks that are common nowadays. In this
respect it makes sense to position it in the design space for
input devices developed by [Card et al., 1990], which can
be found in Figure 4.6. From this figure one can concludePrototype shown in
the design space for
input devices.
that the sensor relies on absolute positional readings for the
location of touches and on absolute force reading for the
amount of pressure applied. However, we must note that
the values for location of touch can be used in a way that
gives the user the impression of a relative positional sensor,
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Figure 4.6: Prototype with respect to the design space for input devices [Card et al.,
1990]. TextiPad is similar to standard touchpad and touch screen with the difference
that it also allows obtaining a value for the force applied when touching.
similarly to the way standard touchpad works. At the same
time, we obtain theoretically infinite number of values in
all three dimensions, since our device is resistive surface,
thus, it is up to the microcontroller and code running on it
to determine in how many samples the range will be split.
The microcontroller that we used applied 10-Bit analog-to-
digital conversion, providing a set of 1024 sample values
for each dimension. However, in our case this range was Final input resolution
of 300⇥ 300 points.not completely covered and we usually obtained around
300 distinct values for the X and Y dimensions, and around
500 for the Z dimension. In addition to the functional char-
acteristics, our sensor employed raised borders of the sens- Tactile feedback for
location and size.ing area for tactile feedback about its size and location. It
was also very thin and flexible in order to cause minimal
discomfort to the wearer and afford free motion. Despite
being hand-made, the sensor proved to be quite robust and
accurate, but onemust note that there were some areas with
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deteriorated precision, compared to the rest of the surface,
probably due to the fabrication process or local irregulari-
ties in the building materials.
This section should have provided a general understand-
ing to the reader about the different iterations of the design
of our prototype, as well as an idea of what the sensing
surface is capable of. The process of building a sensor, ac-
cording to our final design, will be discussed step by step
in 5—“Implementation”. Next we would like to discuss the
software design for the applications that were necessary in
order to employ our sensing element in a meaningful task.
4.2 Software design
In this chapter we will discuss the various pieces of soft-
ware that were developed in the course of our work and,
more specifically, the design of each of them. We will be-
gin with a discussion on the software that was written for
the microcontroller and an initial implementation that dis-
played the location of touches. Then we will proceed with
short explanation of the applications that were used to log
and display touch patterns and paths. We will conclude
with a discussion of the design decisions relevant to the ap-
plications that were implemented for our user studies.
4.2.1 Design of the microcontroller software
Our software design began with a few pieces of code that
were very important for the consequent applications - a cal-
ibration tool, the microcontroller code and a simple appli-
cation displaying the locations of touches in an empty can-
vas. The former two were written for and ran on the Ar-
duino microcontroller, while the latter was written in Pro-
cessing2. Both development environments are very similar
since Arduino is actually based on Processing. These small
applications will be described individually.
2www.processing.org
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The calibration tool employed an algorithm for applying
voltage in a given pattern and reading the value on the ana-
log input pin and displaying it. The same algorithm was
used in all further applications, running on the microcon-
troller, to obtain a reading from the analog input pin and,
thereafter, determine presence and location of touches. For
this reason we will describe it in more detail here. The logic Five-step scheme for
applying voltage.consists of five steps that have predefined order and exe-
cute at the beginning of each run loop. These steps are vi-
sualized on Figure 4.7. The first step puts all digital pins
digital
pin  5
digital
pin  7
digital
pin  4
digital
pin  6
analogue
pin  5 Step  1
4,5,6,7  HIGH
Step  2
4,6,7  LOW
5  HIGH
Step  5
5,6,7  LOW
4  HIGH
Step  3
4,5,7  LOW
6  HIGH
Step  4
4,5,6  LOW
7  HIGH
Figure 4.7: Measurement algorithm executed in the begin-
ning of each run loop. On the left is shown the attachment
of electrodes to the microcontroller, and on the right - a vi-
sualization of the algorithm.
on 5V and reads the value on the analog one in order to de-
termine whether touch is present. The second and fourth
steps serve to obtain values for the location of the touch on
the horizontal axis, while the third and the fifth - for the
location on the vertical axis. All five values, upon being
output, serve for calibrating the sensor according to Fig-
ure 4.8. First part of the calibration involves pressing the
two corners at the top and writing down values measured
on steps 3 and 5. Then two means are calculated - one for
measurement on step 3 and one for that on step 5 and they
are written at the respective places near the top border as
per the diagram. Same is done for the bottom border and
height can be computed according to the formula:
height =  measurement3+ measurement52
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Figure 4.8: Scheme for calibrating the sensor. Two values
for each border are extracted and consequently width and
height can be computed.
In a similar manner one can compute the two pairs of val-
ues for the measurements on steps 2 and 4 for left and rightCalibration of the
sensor. borders and, thereafter, calculate the width in the same
fashion as above. One can also experiment with apply-
ing various amount of pressure and observe the reading on
step 1 of the algorithm in order to determine an appropri-
ate threshold for touch registration. With this all calibration
values are obtained and one can proceed with the remain-
ing pieces of code.
The next tool was used once the calibration values for
the hardware were obtained and did additional enhance-
ment of the data like conversion, clamping, filtering and,
if needed, displaying the location of touch. The first stepAlgorithm describing
the measurement for
presence and
location of touch.
after reading the five values as per the algorithm above, in-
volved converting these readings to meaningful data with
the help of the calibration measurements. On one hand,
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the value about the presence of touch at the current cycle
was determined as the mean of the four latest readings and
compared to the threshold before doing anything else. On
the other, we used the calibration measurements for the top
and left borders and replaced them in the following formu-
las:
bottom-to-top = 100(currentmeasurement3 calibrationvalue3)calibrationheight
top-to-bottom = 100(calibrationvalue5 currentmeasurement5)calibrationheight Four measurements
for determining the
location of touch.left-to-right = 100(calibrationvalue4 currentmeasurement4)calibrationwidth
right-to-left = 100(currentmeasurement2 calibrationvalue2)calibrationwidth
The second step involved clamping to assure that touch lo-
cation values fit within the interval [0, 100]. Then the mean Clamping the values.
of the values computed according to the first two formulas
was used as location of the touch on the vertical axis, and
the one of the values computed according to the other two
formulas - as location of the touch on the horizontal axis. Final location values
computed and
filtered over time.
The fourth step involved applying a software filter on the
touch locations and below we will reason for our filter se-
lection. Lastly, one must mention that for displaying the
touches, a transformation of the coordinate system had to
be done, since the prototype assumed that the origin was in
the bottom right corner.
The tool that was written in Processing, on the other hand,
was used very briefly to get a visualization of touches be-
fore we were able to interface the microcontroller with the
development environment, used in our later applications. Initial tool visualizing
the location of touch.It was a very simple application that read the incoming val-
ues and when touch was present, displayed it as a circle
on an empty canvas, resembling the sensor area. For fur-
ther details about the implementation of the different tools
please refer to the source code on the DVD, accompanying
this thesis.
Having made the sequence of steps mentioned above, it be-
came obvious that we had to determine the optimal sepa-
ration of code - parts running on the microcontroller and
ones that ran on a desktop computer. On one hand it was
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obvious that conversion and clamping were cheap opera-Separation of code
between micro
controller and
desktop computer.
tions, so we decided to always have them on the microcon-
troller, and on the other, drawing had to always take place
on the desktop computer. To decide for the filtering, we
used the Processing tool and experimented between doing
it on the microcontroller, and on the desktop computer and
came across the following findings. Touch-down and ges-
ture articulation lag times were not perceivably different,
but when filtering was done on the microcontroller, there
was long, perceivable lag on the touch-up event. At the
same time, touch near borders did not show on the visual-
ization under this condition, but was present when filter-
ing was done on the desktop computer. Thus the optimal
solution proved to be when the microcontroller code only
transformed and clamped the readings to form a 3-tuple
of integer numbers. It included two values in the intervalFormat for the
location data. [0, 100] for the location of the touch and a third value that
served as a flag showing whether touch was present or not,
based on the predetermined threshold. These values were
then passed further to the desktop computer, where filter-
ing was applied and additional steps for visualization took
place.
Nevertheless, since we were also looking for a filter that
was optimal in terms of performance and noise removal,
we did some further research. We compared a number of
filters like a simple low-pass, Kalman, low-pass and then
Kalman, and a recently suggested 1AC filter by Casiez et al.
[2012], which also uses low-pass filtering to pre-process the
data. The last two approaches provided much better qual-Comparison of
different filters. ity in contrast to the previous two, so we focused on them
in our further comparison. When inspecting them with our
Processing tool, we observed that the Kalman filter caused
the visualization to lag from the actual position of the fin-
ger, which was often perceivable and could go up to a sec-
ond for quick articulations. On the other hand, no lag was
present with the 1AC filter and for that reason we decided
to use it in all further implementations. Since the filtering1AC filter selected for
final implementation. approach was relatively new, there were not many avail-
able solutions yet, therefore, we developed one non-object-
oriented implementation and one written in Objective-C,
that are also part of the contribution of this work and can
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be found on the 1AC filter website3. After achieving real-
time response from the system, we were ready to proceed
with implementing more meaningful software.
4.2.2 Design of an application for drawing input
paths
One of the first tools that were developed, was a simple ap-
plication, showing the location of contact in real time on Simple applications
showing touch
location in real time
and drawing its path.
a canvas. Upon pressing a button, the path of consequent
touches was drawn. Screenshots from the application are
provided in Figure 4.9 For communication between the mi-
Figure 4.9: Screenshot of application visualizing touch
paths. Left image is real time display of touch and right
one shows its path.
crocontroller and the desktop computer, we used a class
provided on the Arduino website4 that needed some slight
modifications to use the data format mentioned earlier. The
same interfacing code was used also for the other two ap-
plications, which will be discussed next. More details are
available in the source code, provided on the DVD, accom-
panying this thesis.
3www.lifl.fr/⇠casiez/1euro/
4www.arduino.cc/playground/Interfacing/Cocoa
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4.2.3 Target acquisition application design
For our first large user study, we decided to present a tar-
get acquisition task with circular targets to the participants.
The goal of the study and its setup will be discussed in
detail in 6.2—“Target acquisition study”, and here we will
only focus on the application design. It is relevantly easy
to design a spartan user interface for such a task, but we
wanted to present an application that would serve the pur-
pose of the study and, at the same time, be fun to use and
immerse our participants. Therefore, we decided to imple-Hiding the target
acquisition task in a
simple game.
ment a variant of the ”Wack-a-mole” game, where the user
had to hit a mole, by pointing at it using the sensor. When
a hit occurred, the next mole showed up and this happened
from a random hole every time, where the total number
of possible positions was 25. Our solution involved two
windows, displayed on the screen, where one was show-
ing an instructional video and the other was the game itself.
Screenshots of the latter are shown in Figure 4.10. Since the
Figure 4.10: Screenshot of application for target acquisition
- variant of ”Wack-a-mole” game. Left image shows touch
far from the mole and right one shows hitting in progress.
shape of a mole is not circular, we processed the image to
stress that the target area is a circle, which can be seen on
the image. We used a crosshair image for showing the cur-
rent location of touch, when it was present, and hid it if
participant was not interacting with the sensor at the mo-
ment. When the crosshair entered the target zone, its color
changed to red and a two-second animation showed the
4.2 Software design 41
progress of the hitting, informing the user how long he had
to remain there. Upon leaving the target zone, the crosshair
changed back to black, and in case it was before hit oc-
curred, the animation was invalidated and started from the
beginning the following time. There was also audio feed-
back provided, when the events of mole appearing from
the hole and being hit took place. The whole visual part of
the application was realized through layers, timers and an-
imations. For measuring the usability of our prototype, we Recorded
information for
analysis.
logged task completion time for each individual hit and the
location of the touch every 33ms, which was our keyframe
rate.
4.2.4 Design of gestural menu navigation applica-
tion
The final user study involved navigating a menu through
gestures. Here we will describe the selection of items con-
stituting the menu, its layout, and appropriate gestures for
navigating it and depict some further relevant details.
We decided to have a hierarchical menu with two levels
like the one used by Zhao et al. [2007] in their user study.
The individual items for the menu were the same, but for
the final implementation we decided to have eight items
on the top level, instead of two, each of which had eight
subitems that represented the second level. The complete Selection of items for
the menu.collection of menu items is shown in Table 4.1. The top
row contains the elements on the top level of the hierarchy,
or the categories, and the column beneath each of them lists Further
considerations
relevant to the menu.
the respective items for the second level of the hierarchy,
or subitems for that particular category. For simplicity, we
also decided that each articulation will move the current
location in the menu by with one position.
In order to determine the most appropriate layout for the
menu, we had short, informal discussions with five stu-
dents about their preferences and expectations. We ex- Layout selection
based on user
preferences.
plained what the task would consist of and that navigation
had to be achieved through gestures, one step in the menu
at a time. For four participants this resulted in a layout sim-
ilar to that of a standard command bar, where all top-level
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Clothing Fish Instrument Job Animal Color Country Fruit
Apron Carp Bassoon Actor Ants Black Brazil Apple
Brief Cod Cello Cook Apes Blue China Banana
Cloak Eel Clarinet Doctor Bats Grey Denmark Cherry
Coat Haddock Drums Driver Bears Green Egypt Grape
Dress Pollock Flute Farmer Eagles Lime England Guava
Hat Redfish Guitar Hunter Zebras Navy Finland Kiwi
Jacket Salmon Organ Lawyer Elephants Olive France Lemon
Sweater Sardine Piano Soldier Horses Purple Greece Mango
Table 4.1: Items used for the menu
items appear as a horizontal list and upon opening a par-
ticular one, its subitems are displayed as a column under-
neath. The fifth interviewee indicated preference toward
two parallel vertical lists of items. We selected the former
layout due to the higher number of people requesting it.
Additionally, we asked for suggestions about suitable ges-
tures to navigate the menu, and everybody proposed linear
ones that map to commands in the fashion listed below:
gesture from knee towards the waist - one item down
gesture from waist towards the knee - one item upGesture to command
mapping.
gesture from left to right - one item to the right
gesture from right to left - one item to the left
Here , we should note two things - first the list above uti-
lizes direction of gesture from user’s point of view, and sec-
ond, all interviewees were seated during the conversation.
The uniformity of the replies determined our choice for a
”command-bar-like” layout of the menu, the set of gestures
to recognize, and their mapping to commands as already
shown. As an example, Figure 4.11 shows the articula-
tion of a gesture from the knee towards the waist, which
when done three consequent times results in opening the
list of subitems and changing the current position in the
menu to the third one of them. There one can also see that
the application had a quite simple interface, in which the
present position in the menu was indicated by highlight-
ing the respective item background. The menu had struc-
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Figure 4.11: Articulating a gesture from knee towards the
waist. Left image shows state before and right one - after
performing three consequent articulations of this type.
ture such that when current position was in the top level
of the hierarchy, the participant did not see the subitems
and in order to do so, he had to drill down a particular cat-
egory. Thereafter, all subitems became visible until going
back to the top level. There was also a square view show-
ing the location of touches in real time. The complete user
interface of the application can be seen in greater detail on
Figure 4.12. Like before, we provided audio feedback that
this time enhanced the articulation process. Thus, different Audial feedback for
articulations.sounds were played upon recognizing a gesture, belonging
to the known set, and when gesture was identified but was
not included in it. For measuring the usability of our proto-
type, we logged the events of beginning and end of touches
on the sensor, the number of touch samples for each ges-
ture, and whether it was recognized or not and its type. Fi- Recorded events for
consequent analysis.nally, position in the menu, when change from one item to
another occurred, was recorded, and location of the touch
every 33ms as in the previous application.
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Figure 4.12: Screenshot of application for gestural menu
navigation. Position in the menu is indicated by highlight-
ing the respective item and a real time view of the touches
is shown at the central bottom area of the window.
All the applications mentioned so far were implemented
and ran either on the microcontroller or on a desktop Mac.
We will not discuss any further details of the implementa-
tion, therefore in case of interest the reader is encouraged to
have a look at the source code, available on the accompany-
ing DVD. The following chapter will depict the hardware
construction for the two prototypes used in our user stud-
ies: TextiPad and GestiPants and offer a short discussion on
the gesture recognition algorithm.
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Chapter 5
Implementation
In this chapter we will offer a detailed discussion on the
fabrication of TextiPad and GestiPants - the two prototypes
that were evaluated in our user studies. The whole process
for creating them, as per the final sensor design that was
discussed earlier, will be shown step by step. With this we
hope to make it easier for follow-up researchers to replicate
our work. In the end we will also describe the steps that
were taken for identifying and recognizing gestures, which
was part of the menu navigation application for evaluating
GestiPants.
5.1 TextiPad
TextiPad is a prototype with square shape that consisted of
a sensing area and small periphery region. The different
steps for creating it are depicted in Figure 5.1 and described
in detail next. First, we had to cut a square piece of conduc-
tive fabric, whose size would determine the sensing area,
and mark its borders on both sides of the standard garment
5.1 a), which was the topmost layer. Next, we applied spe- Steps for the creation
of TextiPad.cial paper that had heat-activated adhesive on one side, by
ironing it with the glue facing the garment - b). On c) one
can see that after cooling down, the paper could be peeled
off, leaving adhesive on the garment. Next, the conduc-
tive fabric was sticked on top, again through ironing - d).
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e)  attach  the  connection f)  add  mesh  and  rubber  outline g)  add  foil  with  connections h)  add  lining  fabric
i)  sew  the  periphery  on  front j)  sewn  sensor  on  the  back k)  sewn  sensor  on  the  front  with
tape  outside  the  sensing  area
l)  raised  borders
with  hot  glue
a)  marking  sensing  area b)  apply  glue  on  back c)  remove  paper d)  glue  conductive  fabric
Figure 5.1: Steps for creating TextiPad. a) to e) depict adding the first layer, f) to h)
the other ones, and the remaining steps are the finishing procedures.
Image e) shows how a piece of copper tape with wire sol-
dered to it is glued to the conductive fabric, such that it is
situated between it and the other garment. As a next step
we placed a slightly larger spacing mesh sheet and the rub-
ber outline that had to be just on the outside of the conduc-
tive fabric - f). We used metal binder clips to make sure
that the structure stays aligned from here on. Next, one
could add a square sheet of piezo-resistive foil with con-
nections attached according to Figure 4.5, whose size had
to match exactly the area that the rubber outline defined -
g). Then, the final layer of lining material was added and it
had to be approximately of the size of the spacing mesh one
- h). After final checks of proper alignment of the layers one
could proceed with sewing along the periphery of the sen-
sor, which is shown in i). Since this step was critical, one
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had to make sure that the stitches only went through the
areas where the rubber outline and copper tape electrodes
were located. Having stitches that went on the inside of the
copper tape decreased the accuracy and could even render
the whole sensor not functional. Image j) shows the back
of the sensor with lining material facing up. We did two
additional steps to enhance the visual and tactile feedback
provided by the sensing surface that are depicted on k) and
l). For the visual part we covered the periphery that was
not sensitive to touches with paper tape, and for the tactile
part we added a thin raised border of hot glue on the in-
side edge of the tape. We bundled the wires together and
connected them to the microcontroller pins as previously
discussed. The prototype in its finished form can be seen
on Figure 5.2. For attaching it to the wearer’s clothing we
Figure 5.2: Finished prototype ready for evaluation. Left
image shows the bare prototype and the right one - its at-
tachment to the right leg of the wearer’s jeans.
used double-sided adhesive tape that was applied directly
on the lining material at the back of the sensor. Such an at-
tachment to the right leg of the wearer’s jeans is shown on
the same figure. The remaining of this chapter will give a
detailed description of the steps taken to produce an em-
bedded sensor in a pair of trousers.
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a)  mark  sensing  area b)  sew  raised  borders  on  front c)  apply  glue  on  back d)  remove  paper
e)  glue  conductive  fabric f)  attach  the  connection g)  add  mesh  and  rubber  outline h)  add  foil  with  connections
i)  add  lining  fabric j)  sew  the  periphery  on  front k)  sewn  sensor  on  the  back l)  sewn  sensor  on  the  front
Figure 5.3: Steps for embedding a sensor inGestiPants. The difference with TextiPad
is that sensor borders are done in the very beginning - step b), and the trousers’
fabric replaces the textile patch used there.
5.2 GestiPants
GestiPants is a pair of trousers that has an embedded sens-
ing area on the front of each leg. Before describing the dif-
ferent steps for the fabrication process, we would like to
shortly mention the preparation of the jeans. They were
cut at the back, and then along the inside stitches of the
legs and elastic velcro straps were sewn at six locations,
two at the back and two on the inside of each leg, to al-
low easy putting on and taking off of the prototype. Also, a
small textile pocket was added to hold the microcontroller
board. The different steps for creating GestiPants are de-
picted in Figure 5.3 and described in detail next. Similarly
to TextiPad, the first step involved cutting a square piece of
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conductive fabric and marking its borders both on the in-
side and outside surface of each leg - a). Next, we added
borders on the outside, via raised embroidery, using a thin
stripe of rubber like the one that was part of the spacing
layer - b). Then, we glued the piece of conductive fabric Steps for creating
GestiPants.and added its connection in the same way as it was done
for TextiPad - c) to f). The remaining steps are the same as
before, with the only exception that this timewe used paper
tape to preserve the alignment of layers while sewing with
the machine. However, there is one more difference with
respect to TextiPad that we must point out. Since this time Realizing the
connections to the
microcontroller with
conductive tape.
we wanted to enhance the wearability further, we decided
to realize the connections to the microcontroller with flexi-
ble conductive tape with five copper threads. The exact one
that we used was conductive tape model 030231. However,
the increased flexibility came to the price of reduced robust-
ness and the areas of the tape close to the sensor tended to
break very easily. To solve this issue we used short pieces of
standardwire, with removed insulation, that were soldered
to the sensor electrodes in one end and to the respective
thread from the conductive tape in the other. Then both
pieces of tape, one for each sensor, were connected to the
microcontroller in a similar fashion as before. Figure 5.4
shows the finished jeans, ready to be used. One can see
Figure 5.4: GestiPants - pair of jeans with a sensor embed-
ded in each leg. Left images show the two sensors and right
one - the microcontroller placement and insulation.
1www.amohr.com
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both sensors and the pocket holding the micro controller,
sewn in the belt area at the back. We additionally used a
special fleece that contained some heat activated adhesiveInsulating the
conductive tape. to cover all wires and the conductive tape in order to re-
duce potential discomfort to the wearer, which can also be
seen on the image. To insulate the two pieces of tape from
each other, where they connected to the microcontroller, we
wrapped them with paper tape. Lastly, Figure 5.5 shows
the finished prototype trousers worn, with the two sensors
clearly visible. To conclude the implementation part, in the
Figure 5.5: GestiPants worn. The two images illustrate that
articulation with the same hand on both sensors is possible.
following section we will provide a short discussion on the
algorithm used for identifying and recognizing gestures as
part of the menu navigation tool.
5.3 Gesture identification and recognition
Here we will offer an overview of the algorithm for iden-
tifying and recognizing gestures from the stream of touch
readings, received by the microcontroller in real time. The
concrete implementation details will not be discussed due
to the fact that they are platform and language dependent,
thus, in case of interest, we would like to point the reader
to the source code available in the accompanying DVD.
First, we would like to point out the difference between
identifying and recognizing a gesture. Identification takes
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place constantly and it observes the stream of readings Difference between
identification and
recognition.
for sequences that distinguish touch-down and touch-up
events. Only after a gesture is identified, it is forwarded for
recognition, i.e., it is compared to a set of criteria in order
to match it to one of the gestures that are part of the known
set. In the following paragraphs we will discuss each of
these steps in more detail.
For identifying a gesture there are two prerequisites: dis-
covering its start and end points, and thereafter confirming
that sufficient time has passed between those two events.
Detecting start and end of touch on the sensor was done
based on the current and previous seven readings, which
were put in a queue. Start of touch was identified when all Detecting start and
end of touch.predecessors indicated lack of touch and the current state
showed its presence. End of touch was distinguished when
all predecessors indicated presence of touch and the cur-
rent state showed lack of it. Our selection for this particular
amount of readings as a threshold was based on the ”closed Determining minimal
duration of gesture to
be 240ms based on
the ”closed loop”.
loop” by Card et al. [1986]. Since a reading was obtained
every 33ms, we determined that seven samples had length
of approximately 240ms, thus indicating intentional press-
down or press-up event by the user. Then we did some
basic experimentation with the sensor to determine appro- Determining duration
constraint through
experimentation.
priate threshold for duration of a gesture and decided that
twenty readings were a good choice for our system. Next
we will discuss how the identified gestures were compared
to a number of criteria during the recognition process.
In order for a gesture to be recognized, it had tomatch some
criteria that defined our recognition set. Due to the fact that
we had to recognize only horizontal and vertical lines and
their orientation, these criteria were not that complex. For
more information on the reasons for the selection of these
types of gestures please refer to 4.2.4—“Design of gestural
menu navigation application”. The first recognition con- Requirement for
linear gesture.straint required from the identified gesture to have range
along one axis that was at least two times larger than the
range on the other. Then, depending on which axis had Distinguishing
vertical and
horizontal gestures.
larger range, the gesture was classified either as horizontal
or vertical. To assure that it was a line rather than a steady,
noisy touch, matching the mentioned criterion, another re-
quirement stated that the superior range had to span over Span of gesture
requirement.at least 40 points (out of 100 possible). With this the recogni-
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tion procedure was almost complete and only determining
the orientation was left: top to bottom or bottom to top for
a vertical gesture and left to right or right to left for a hori-
zontal one. For this the smallest and largest value along the
predominant axis were taken and compared with respect toDetermining the
direction of the
gesture.
the order in which they were registered by the sensor. This
step was also the final one for the complete algorithm for
gesture identification and recognition.
With this thewhole implementation process for the creation
of both TextiPad and GestiPants has been described. Ad-
ditionally, we offered a discussion on the algorithmic ap-
proach for identifying and recognizing gestures. Having
both hardware and software at our disposal, we were ready
to put them to a test and verify their usability. The follow-
ing chapter will provide a discussion on the various user
studies that were conducted in the course of this work, and
the findings and conclusions that emanate from them.
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Chapter 6
Evaluation
In order to evaluate our prototypes we conducted three
user studies which will be discussed in detail in this chap-
ter. We will begin with a preliminary study, aiming to con-
firm the proper functioning of our sensor. Then, we will
discuss a large, formal study with main focus on target ac-
quisition, which employed Textipad. We will conclude with
another large, formal study that presented a menu naviga-
tion task, which had to be completed by articulating ges-
tures on the sensors of Gestipants.
6.1 Proof of functionality study
The first of a series of formal studies served to prove that
our prototypewas properly functioning and also to provide
us with insights on how people interacted with it. Six par- Participants
overview.ticipants took part in the study, four male and two female,
with an average age of 24 years. One was left-handed and
the remaining five users were right-handed. The experi-
ment they were involved in consisted of three parts: ini-
tially, the participant articulated on a standard piece of fab-
ric, and the remaining two parts involved actual use of the
sensor. Before starting the study, participants signed a con-
sent form, which can be found in A—“Templates used in
evaluation”.
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The first part of the study required from the user to wrapArticulating gestures
on a piece of fabric
to determine precise
sensor placement
and orientation.
a large piece of dark fabric around her thigh and draw a
sequence of gestures on it, after dipping a finger in bak-
ing flour (Figure 6.1). The textile had a few markers that
Figure 6.1: Garment wrapped around participant’s thigh
for articulatingwith baking flour. Right hand on right thigh
on the left and right hand on left thigh on the right.
were used to assure that the placement is consistent across
participants, and attachment was accomplished with vel-
cro fasteners. Participants were first asked to articulate a
square and then three vertical and three horizontal lines,
performing all of them eyes-free. We observed whether the
user guessed the directional mapping on the sensor as per
our assumption and noted it down, took a photo of the gar-
ment at the end of the session, and cleaned the flour before
the next participant. The results from this part of the exper-
iment were expected to provide precise information about
the exact placement and orientation of the prototype on the
thigh. The findings will be discussed in 6.2—“Target ac-
quisition study” since the same task was presented there
in order to increase our sample number and obtain results
with higher authenticity.
The second part involved the application for drawing input
paths previously discussed in a scenario where the partici-
pants had to perform a predefined set of activities with the
sensor attached to their thigh. Users were asked to performMeasuring undesired
contact in sensor for
different activities.
the following tasks: type a short text while sitting, sit and
stand sequentially five times, walk around for about ten
seconds, jog in place for about ten seconds, jump five times,
and do five squats. All tasks were done in the same or-
der across all participants and the occurrence of unwanted
contact in the sensor was observed. Its path was recorded
as an image at the end of each activity. Undesired contact
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a)            b) c)
Figure 6.2: Unwanted contact paths. Image a) is recorded for typing, b) for sit and
stand sequence, and c) for squats.
was registered for the typing task for all participants and
for half of them it was present for long periods of time. The
remaining actions showed only occasional occurrences of
such signals, which happened most often during the sitting
and standing sequence and the squat performance. During
all activities contact appeared to be wobbling in the central
area, but as one can see on Figure 6.2 there are two main
trends for this noise signal. First there is always a diag-
onal line between the center and the bottom right corner
that seems to appear quite consistently in all images. For
this reason we assumed that it was either the starting or the
ending line in each path, whichmeant that first and last few
readings had to be ignored in future implementations, so
that only the actual touches remain. Second is the pattern, Findings from the
unwanted contact
paths uncovered
concerns for
following
implementations.
occuring as a horizontal line near the center of the canvas
that actually represents an unwanted connection. However
it seems to be short-timed and occur with high frequency,
therefore such patterns had also to be taken care of in our
further work.
The third part of the study required from our participants
to articulate a set of gestures on the prototype while seated.
Like before, the prototype was attached to the user’s thigh
and the path for each articulation was recorded as an im-
age. The set of gestures included: vertical line, horizon- Observing initial
articulations on the
sensor.
tal line, check, circle and x gesture. Each of them was per-
formed five consequent times and in the same order across
participants. With this part of the experiment we aimed
not only to identify gestures that were easy for people to
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a) b) c)
Figure 6.3: Registered gestural paths. Image a) is recorded for vertical line articu-
lation, b) for horizontal line articulation, and c) for circle articulation.
perform, but also ones, whose path of touches most closely
resembled the expected trace. We came across a few inter-
esting findings. First, all users articulated rapidly, which
was possibly due to their previous experience with stan-
dard touch-sensing hardware. Second, the amount of pres-
sure applied on the sensor was too little, and even though
we instructed the latter three participants to exercise more
force, they hardly reached the value required by our sens-
ing element. Thus, we identified the necessity for providing
detailed explanations about how the sensor should be used
in the beginning of our consequent user studies. Lastly, we
must note that most of the image data showed paths of ran-
dom shape rather than the expected one. Figure 6.3 shows
samples of vertical and horizontal lines, which occasion-
ally were registered as anticipated, and a circle gesture that
looks more like random one. Therefore, it became clear toOnly simple linear
gestures can be
articulated well.
us that for any implementation, requiring gesture recogni-
tion, we should stick to simple, linear gestures, since our
prototype was likely to recognize them better.
To conclude each session, a short questionnaire was pro-
vided that can be found in A—“Templates used in eval-
uation”. The results showed that four participants notedQuestionnaire about
subjective perception
of the sensor.
the size of the sensing area to be appropriate for the tasks
presented. Additionally, the visible and tactile feedback
that the borders provided was rated very high. People an-
swered differently to the question comparing the sensing
surface with standard garment, but there was a small trend
pointing towards similarity between the two. Half of the
people marked that they were not able to feel the sensor
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with the skin of their thigh and the oneswho could stated in
the follow-up question that this feeling was neither pleas-
ant nor unpleasant. Based on this feedback we decided to
employ the prototype in its current state for the next study,
which would involve pointing to a target. Since the same
set of questions was asked in its end, one can find details
about the replies of both groups of participants in a com-
mon table in B—“Detailed results from user studies”. The
first six rows, with identifiers US1P1-US1P6, contain the an-
swers given by participants in this study. Graphical repre-
sentations of the results can also be found in B—“Detailed
results from user studies”. In conclusion, it is important to
note that our observations showed that most participants
had no problem with the mapping of sensor to screen co-
ordinates. Everybody guessed the left-right mapping cor-
rectly and four participants did so for the bottom-top map-
ping as well.
This small study provided us with some initial idea of how
users would interact with our sensor. The remaining of the
chapter will discuss the two formal, large-scale user studies
that incorporated our prototypes in scenarios representing
real-world situations.
6.2 Target acquisition study
This section will discuss the first of two formal user studies
that were focused on completing standard tasks by using
our textile touchpad as an input device. A target acquisi-
tion task was presented in order to estimate the usability
of TextiPad for such interaction. We will start with a de-
tailed discussion on the design of the study and proceed
with the procedure for conducting it. We will conclude by
presenting the results and describing our observations and
findings.
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6.2.1 Study design
The target acquisition study consisted of two parts. The
first part, similarly to 6.1—“Proof of functionality study”,Articulating gestures
on a piece of fabric
to determine precise
sensor placement
and orientation.
required from the user to wrap a large piece of dark fab-
ric around her thigh and draw the same sequence of ges-
tures on it, after dipping a finger in baking flour. In 6.2.4—
“Results and analysis” we will discuss the overall outcome
from this task based on both groups of users.
The second part involved using TextiPad for pointing to aPointing to a target in
the ”Wack-a-mole”
game.
target under two different conditions: when it was placed
on a desk in front of the user and when it was attached to
her thigh. Therefore, we set the following hypothesis to be
tested with our experiment:
H1:There will be no significant difference between the timeHypothesis to be
checked with the
study.
to complete a task with the prototype placed on a desk, and when
it is attached to the user’s thigh.
To test the hypothesis, we recorded completion time for
each individual target acquisition task, which would allow
the calculation of average time for each participant under
each of the two conditions. However, in order to have the
opportunity for more precise analysis, we also recorded in-
formation about the presence and location of touch on the
sensor every 33ms.
The target to be acquired had circular shape with radius 35
pixels, which mapped to 3.5mm on the sensing surface. InTarget shape and
size. order to complete a task, the participant had to keep the
crosshair within the target area for two seconds, without
leaving it. For this study we selected a within-subject de-
sign due to the simplicity of the task, and the order of con-
ditions was randomized in a balanced fashion. In order
to reduce learning effects, training was offered in the be-
ginning of each condition. Next we will discuss the study
setup and the procedure for conducting it.
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Figure 6.4: Setup for target acquisition study. Left and middle images depict pro-
totype attached to thigh and the right one when it is placed on the desk.
6.2.2 Setup and procedure
During the first part of the study, participants were stand-
ing next to a table, on which a bowl with flour and a screen,
with slides to mimic the gestures required from them to
perform, were placed. For the second part, our users were Setup for both parts
of the study.sitting in front of another desk with a screen on top for dis-
playing the game, and enough space to place the sensor
where it would be most comfortable to use. The setup for
the second part is shown on Figure 6.4, where both condi-
tions are clearly visible.
At the start of the session, the user had to sign a consent
form, which can be found in A—“Templates used in evalu- Consent form and
handedness
questionnaire.
ation”. Next, he was asked to fill a questionnaire for deter-
mining his handedness, based on the Edinburgh inventory
by Oldfield [1971], which can also be found there. Back-
ground information was noted down by the investigator
and then the first part of the study took place, being con-
ducted in the very same fashion as in 6.1—“Proof of func-
tionality study”. We again took a photo of the articula- Take a photo of flour
articulations.tion paths for consequent analysis, and marked whether
the user guessed the directional mapping on the sensor as
per our assumption. Next, the second part of the study took
place, involving playing a variant of the ”Wack-a-mole”
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game that constituted our target acquisition task. For eachTarget acquisition
task for two
conditions with
training before each.
of the two conditions, the user first exercised ten times and
then performed twenty hits, for which data was recorded.
The order of treatments across participants was assigned
according to a randomization table, generated prior to run-
ning the study. After completing both conditions, our users
answered the same questionnaire as for the proof of func-
tionality study.
6.2.3 Participants
The target acquisition study involved 26 participants, eight
of which were female. The majority were university stu-Summary of the
participants in the
study.
dents and some recent graduates. Five left-handed and one
ambidextrous users took part in the study and they were all
male. A table with the laterality indices for the handedness
of all participants is available in B—“Detailed results from
user studies”. One female and one left-handed male used
their non-predominant hand for the second part of the ex-
periment. The average age was 25 years, the youngest par-
ticipant was 18 and the oldest - 34 years old. A question-
naire, answered in the end of the session, required mark-
ing one’s experience with touch-sensing surfaces of vari-
ous types and sizes. We selected three sensors, presently
available on the market: touchpad, touch screen and touch-
sensing table. The responses are summarized in Figure 6.5.Much experience
with touchpad and
touch screen but
very little with
touch-sensing tables.
From the box plots one can conclude that on one hand the
majority of participants had a lot of experience with touch-
pad and touch screen technology, but on the other hand
touch-sensing tables were not that familiar to them. How-
ever, we should point out that our sensor’s size is similar to
that of the first two, rather than the last one.
6.2.4 Results and analysis
We will first present and analyze the results from the first
part of the study that involved articulation with baking
flour on standard fabric, and consequently discuss the find-
ings from the second part, involving usage of TextiPad in a
target acquisition task. To conclude, we will shortly present
6.2 Target acquisition study 61
?
?
?
?
?
???????? ???????????? ???????????????????
Figure 6.5: Experience with touch-sensing technology for the target acquisition
study. The majority of participants have a lot of experience with touchpad and
touch screen technology but lack such with touch-sensing tables.
the questionnaire responses regarding the subjective per-
ception of the sensor.
As previously mentioned, the first part of the study incor-
porated the results from our initial evaluation, 6.1—“Proof
of functionality study”, and those from the current group
of users. Almost all participants guessed correctly the left-
right mapping of sensor to screen coordinates. However,
approximately one third of the users were not able to do so
for the top-bottom one. Nevertheless, we should stress that
this observation was made while participants were stand-
ing. We also summarized the image data by creating two
maps: a placement and an orientation map. The former
overlaid the rectangular shapes, defined by the articulation
of a square on the garment, in a semi-transparent manner.
This served to produce a map image for the proper loca-
tion of the sensor on the thigh. The latter incorporated all
the linear gestures to determine the correct way to align the
sensor with respect to the thigh. We overlaid both maps
on top of each other as can be seen on Figure 6.6, in case
of interest in the original images, they can be found in B—
“Detailed results from user studies”. On the resulting im-
age one can see that the precise location of a sensor, accord- Precise location for
embedding the
sensor defined.
ing to our findings, has its center placed 285mm down from
the edge of the pants on the front of the thigh, and 10mm
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Figure 6.6: Combined placement and orientation map. The image shows that the
center of the sensor has to be 285mm down from the waist and 10mm away from
the top of the thigh towards its outside with vertical borders parallel to the thigh.
on the outside of the leg, relevant to an axis on its top, con-
necting the knee and the waist. At the same time the sensor
should be oriented in a fashion such that its vertical bor-
ders are parallel to the thigh. We came across another unex-
pected, but quite interesting, observation. Six participants,
two right-handed and one left-handed male and three fe-
male users, employed an unexpected interaction technique,
when articulating gestures with flour. They used their pre-”Cross interaction”
articulating with
predominant hand on
the opposite thigh.
dominant hand to articulate on the opposite thigh, there-
fore, we called this phenomenon ”cross interaction”. On
Figure 6.1 one can see a comparison of standard interaction,
right hand on right thigh for this user, with ”cross interac-
tion” where the right hand draws gestures on the left thigh.
Thus, this part of the study served not only to provide in-
formation about precise placement and orientation of the
prototype, but also to show the necessity for embedding a
sensor in each of the two legs of a pair of trousers in order
to facilitate all possible use cases.
During the second part of the study we came across some
other interesting observations. First, nine participants
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played the whole game without looking at the prototype
at all, which was also occasionally noticed by themselves
- one user commented ”When playing I didn’t look at the
prototype”. The fact that we came across this with a user Appropriateness for
eyes-free interaction
proven.
group, encountering the sensor for the first time, serves to
support its appropriateness for eyes-free interaction. Aside
from this we came across a few less common findings that
also deserve some attention. Five participants noted that
pressing harder resulted in the crosshair to become more
stable. Two users shortly lifted their finger off the surface
and then pressed on the same place as before in order to
improve the stability of the crosshair. Another pair of par- Findings about
different interaction
approaches across
the user group.
ticipants noted that they could tilt their finger while press-
ing in order to make a slight movement in that direction,
similarly to modern touch screens. Additionally, we noted
that participants, who used the very tip of their finger for
pressing, were able to achieve a less wobbly crosshair, and
as a result be more accurate. One participant even pointed
out this fact on his own, saying, ”When I use my fingertip I
ammuch more precise”. Nevertheless, it was also noted by
some users that different areas of the sensing surface had
different accuracy, probably due to the hand fabrication of
the prototype. We also saw signs of fatigue in a number of
participants. These findings meant that first, future studies
should not be more extensive than the current one, and sec-
ond, the prototype seems to fit the occasional, short-term
usage scenario envisioned, but might not to be applicable
for a different one in its current state. Additionally, many
of the observations made, served as a source for providing
more accurate interaction instructions to the participants in
our following sessions.
Since the main focus of the study was to compare the us- Difference between
the two conditions
noted by participants.
ability of our device under two different treatments, it is
interesting to note that for 17 participants the subjectively
perceived difficulty, when switching from one condition
to the other, also changed. Most of the time this was ac-
companied with comments like ”Here I think it is easier
and more precise”, and ”That is much easier, much, much,
much easier”, in case the desk placement was the second
condition, and ”It seems less stable now”, and ”You should
really hold your breath”, in case the thigh placement was
the second one. These observations were also supported by
the data we collected during the sessions. Wilcoxon Signed
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Ranks test showed that task completion times were signif-
icantly worse when the prototype was placed on the thigh
(Mdn = 21.03s.) than on the desk (Mdn = 7.75s.) with
z =  4.432, p < 0.05, r =  0.61. We can, therefore, con-Thigh condition
results in significantly
higher time needed
to complete a task.
clude that placing the prototype on the thigh increased the
time needed to complete a task, compared to the case where
it was located on a desk, resulting in rejection of the null hy-
pothesis H1. In order to get a better idea about the possible
reasons for this effect, we extracted information about ini-
tial pointing accuracy from our log files. It was determined
by the distance between the location at the moment when
stable touch-down on the sensor occurred, and the one
when task was completed. We also ran a Wilcoxon SignedUnable to identify
significant difference
for the initial pointing
accuracy.
Ranks test on the results for initial pointing accuracy and
it was not able to discover significant difference between
thigh (Mdn = 9.80mm) and desk (Mdn = 9.28mm) place-
ment with z =  0.978, p = 0, 328, r =  0, 14. In case of in-
terest about further details on the data and the test results,
we would like to point the reader to B—“Detailed results
from user studies”. The last finding indicated that the rea-
son for the worse performance was in the prototype’s accu-
racy when placed on a curved, soft surface. However, the
design of the study did not allow us to identify whether
the curvature, or the softness of the surface, or possibly
both factors together affected negatively the performance
of our participants. To address this drawback, some small
improvements were made in the fabrication of GestiPants,
namely, replacing the spacing mesh with a thicker one, ad-
justing the threshold for registering touches, and altering
the combination of parameters for the filtering further, in
order to obtain more accurate readings.
In conclusion we would like to provide a short discussion
on results from the questionnaire that was answered in the
end of each session. Box plots with the replies of the first
three questions can be found in Figure 6.7. Almost every-
body rated the size of the sensing area to be appropriate for
the task presented. The visibility and tactility of the bordersSize and feedback of
the sensor received
high subjective
ratings.
also received high ratings, rewarding our effort to design
a surface for eyes-free interaction. The box plots with the
replies of the remaining questions can be found in Figure
6.8. When participants were asked to compare the feel-
ing of the sensing surface to that of a standard garment,
they indicated perceived similarity between the two. Even
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Figure 6.7: Subjective perception of the sensor for the target acquisition study for
questions 1-3. Size of the sensing surface was found to be appropriate and the
visual and tactile feedback offered by the borders receive very high ratings.
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Figure 6.8: Subjective perception of the sensor for the target acquisition study for
questions 4-6. Participants identified similarity between the surface and standard
garment and did not indicate to be able to sense it with the skin of their thigh.
though this finding is not as strong as the ones before, it Sensor affords
merging in a garment
and does not cause
discomfort when
worn.
supports one of the requirements that were set in the begin-
ning - designing a sensor that allows its unobtrusive merg-
ing with the rest of a garment. Most people indicated that
they were not able to sense the prototype with their thigh
and the very few who did so, indicated that the feeling was
neutral, i.e., neither pleasant nor unpleasant. However, we
must note that in all cases the sensor was attached on top
of one’s own clothing, therefore, these results are not sur-
prising. For this reason, we decided to remove these two
questions from future questionnaires, since it seemed too
obtrusive to ask our participants to replace their own cloth-
ing with our prototype, which would be the only solution
to render trustworthy answers. The exact questionnaire re-
sponses, provided by the participants, can be found in a
common table with those for 6.1—“Proof of functionality
study” in B—“Detailed results from user studies”. The rel-
evant entries for this study have identifiers US2P1-US2P26.
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With this we have covered all aspects of the target acqui-
sition study, employing TextiPad as an input device. In the
following section we will offer a detailed discussion on our
final user study, which involved navigation in a hierarchi-
cal menu through GestiPants.
6.3 Study for menu navigation through
gestures
This section will discuss the final user study, which was fo-
cused on performing another standard task - menu navi-
gation. This was achieved by doing gestures on the sens-
ing area of Gestipants, and we evaluated the usability of our
sensor in such a task. We will start with a detailed discus-
sion on the design of the study, and proceed with the pro-
cedure according to which it was conducted. In conclusion
we will present findings and results from the experiment,
as well as some general observations made during the ses-
sions.
6.3.1 Study design
We will begin with a detailed discussion about the two
parts of the study. Then, we will briefly explain how we
designed a path for the walking condition. We will con-
clude with a discussion on our approach to reduce learning
effects between the treatments in the second part of the ex-
periment.
The first part of the study was very brief, and involved theArticulating sample
gestures, whose
paths were recorded.
application for drawing input paths in a scenario where
participants articulated a sequence of horizontal and ver-
tical lines on GestiPants’ sensors, while sitting and wearing
it. The captured images would serve to create a visualiza-
tion, showing the area of the sensor where such gestures
were mostly articulated.
Previous work by Komor et al. [2009] compared station-
ary and mobile treatment for their conductively embroi-
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dered button prototypes. Therefore, for the second part, Comparing
articulation
parameters under
sitting, standing and
walking treatments.
which constituted the actual menu navigation, we defined
three conditions: two stationary ones - sitting in a chair and
standing in front of the screen, and a mobile one, involving
walking along a predetermined path. During all conditions
the participant was wearing GestiPants on top of his own
clothing, and articulated on the sensors embedded in its
legs. For this part of the study we wanted to test the fol-
lowing two hypotheses:
H2:There will be no significant difference in the average
gesture duration when user is sitting, standing, or walking along
a predefined path. Main hypotheses for
the menu navigation
study.H3:There will be no significant difference in the recogni-
tion rate when user is sitting, standing, or walking along a pre-
defined path.
However, we were able to distinguish between two types
of gestures - recognized, and identified but not recognized
ones. Therefore, to obtain additional insights, we formu-
lated similar hypotheses for each of them stating:
H4:There will be no significant difference in the average
duration of recognized gestures when user is sitting, standing, or
walking along a predefined path. Complementary
hypotheses for H2.
H5:There will be no significant difference in the average
duration of identified but not recognized gestures when user is
sitting, standing, or walking along a predefined path.
The recognition rate, on the other hand, was also depen-
dent on two parameters - amount of recognized gestures,
and total amount of identified gestures. Therefore, two
more hypotheses were formulated with the hope to get
more fine-grained insights on the data, which are listed be-
low:
H6:There will be no significant difference in the amount
of recognized gestures when user is sitting, standing, or walking
along a predefined path. Complementary
hypotheses for H3.
H7:There will be no significant difference in the amount
of identified gestures (both recognized and not recognized) when
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user is sitting, standing, or walking along a predefined path.
To test these six hypotheses we recorded the events of be-Dependent variables
for the study. ginning and end of touches on the sensor, the number of
touch samples for each identified gesture to determine its
duration, andwhether it was recognized or not and its type.
Additionally, the position in the menu, when transition
from one item to another occurred, was recorded in order
to determine navigation errors. Similarly to 6.2—“Target
acquisition study”, the presence and location of touch ev-
ery 33ms was also logged.
We already mentioned that one of our conditions involved
walking along a predefined path, while articulating on the
sensor. Previous work by Pirhonen et al. [2002] and by Ko-Concerns about the
path for the walking
condition.
mor et al. [2009] offered such a treatment to the participants
in their user studies. Therefore, we designed a path similar
to theirs, which can be seen on Figure 6.9, describing the
study setup.
We applied two different techniques in order to reduce
learning effects between the different conditions. First,Reducing learning
effects by offering
training before each
treatment and using
different task sets
across conditions.
we offered a short training at the start of each treatment,
and second, each condition consisted of a different task se-
quence. Here we should note that training consisted of
three tasks, and an actual condition - of seven, where each
taskwas a targetmenu item that the user had to navigate to.
However, each sequence of tasks was uniformly mapped to
a single treatment for all participants. In order to make sure
that the set of tasks for a given condition was comparable
to that for the others, we defined some requirements. First,Balancing the three
task sets. the overall number of gestures that had to be performed in
a run free of errors, had to be the same - 60 in our case. Sec-
ond, the number of vertical gestures in a perfect run had to
be approximately the same - 13 for sitting, 14 for standing,
13 for walking. Third, the number of horizontal gestures
in a flawless run had to also be approximately the same -
47 for sitting, 46 for standing, 47 for walking. To further
restrict the navigation path and assure uniformity across
participants, we agreed that on one hand, when on the top
menu level, only a step to left, right, or down (for opening
the subitems list) resulted in change of the state. And on
the other hand, when on the bottom level, only a step up or
down resulted in change of the state. Further details about
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the tasks for training and the three conditions are available
in A—“Templates used in evaluation”.
With this the discussion of the study design is complete
and we will proceed with a presentation of the experiment
setup and the procedure for conducting it.
6.3.2 Setup and procedure
During the first part of the study participants were sitting
in front of a desk, on which a screen with slides, mimicking
the gestures required from them to perform, was placed.
The second part consisted of three different conditions, the
overall setup for which is schematically shown on Figure
6.9. It involved a computer screen and a large projection
?????
???????????????
?????????????????
Figure 6.9: Scheme of the setup for the menu navigation
study. Arrows indicate the path for the walking condition
and the locations of both screens are also shown.
screen a few meters behind it. We opted for additional Description of the
study setup.large screen projection to improve the visual feedback for
the walking condition, expecting that some participants
might find it difficult to see the menu on the smaller one.
However, to assure consistency across all conditions, both
displays were duplicated during the whole session. For
the sitting treatment, our users were sitting in front of the
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computer screen and for the standing condition they were
standing at approximately the same distance from both dis-
plays. For the walking condition, they were walking along
a path, marked with arrows on the floor, a few meters fur-
ther from both the computer and projected displays, com-
pared to the other two treatments (Figure 6.10).
Figure 6.10: Photos taken of the setup for the menu naviga-
tion study. Image on the left depicts the path for the walk-
ing condition, while the one on the right shows the displays
locations.
Like in the other formal studies, at the start of each session,
users had to sign a consent form, which can be found in
A—“Templates used in evaluation”. Participants were alsoConsent for and
handedness
questionnaire.
required to fill the same handedness questionnaire as for
6.2—“Target acquisition study”, and questioned about their
general background. Next, GestiPants was presented, users
had to put it on, with assistance from the principal investi-
gator if needed, and they was asked to select the hand that
they would use for the remaining of the session. Then, the
first part of the study took place, requiring from the partic-
ipants to perform gestures that would allow them to move
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the cursor in the following directions:
from the bottom to the top of the screen
from the left to the right of the screen Sample gestures for
first part of the study,
whose paths were
recorded as images.
from the top to the bottom of the screen
from the right to the left of the screen
This procedure was done twice in the sequence of the list-
ing above and an image of the gesture path was recorded
after each articulation, resulting in eight images per partic-
ipant. At this point we also noted down whether the user
guessed the directional mapping of the sensor correctly. Be-
tween the first and second attempt the participants were
given instructions to use the tip of the finger, and find a bal-
ance between pressure and articulation speed that would
suit them the best. After completing this part of the study,
participants were explained that the same four gestures
would be used to navigate in a menu under three different
conditions for the second part of the experiment which fol-
lowed. The order of conditions for it was assigned to every
participant, according to a balanced randomization table,
generated prior to the study. Before each treatment, a short Conditions
performed in a
random order.
training sequence of tasks had to be completed, and then
the actual one, for the respective condition, was started.
A log file was created for each participant and treatment,
containing both training and the actual sequence of tasks.
The latter would be used for statistical analysis, while the
combination of the two would serve in plotting the learn-
ing curve for each of the conditions. After completing both
parts of the study, users answered a questionnaire, which
can be found in A—“Templates used in evaluation”.
6.3.3 Participants
The menu navigation study involved 18 participants, three
of which were female. The majority were university stu- Summary of the
participants in the
study.
dents and a few recent graduates. Three left-handed par-
ticipants took part in the study. A table with the laterality
indices for the handedness of all participants is available
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Figure 6.11: Experience with touch-sensing technology for the menu navigation
study. The majority of participants have a lot of experience with touchpad and
touch screen technology but lack such with touch-sensing tables.
in B—“Detailed results from user studies”. Session results
for one right-handedmale were declared invalid, upon him
completing the study, due to the fact that he ignored the in-
vestigator’s guidance and violated the study requirements
numerous times. Therefore, from this point on all discussed
results and findings will be based solely on the other 17
users. Their average age was approximately 26 years, the
youngest one was 21 and the oldest - 34 years old. Like be-
fore, the questionnaire, answered in the end of the session,
required marking one’s experience with the same touch-
sensing surfaces. The responses are summarized in Fig-Much experience
with touchpad and
touch screen but
very little with
touch-sensing tables.
ure 6.11 and overall the results are very similar to the ones
for the group, participating in the target acquisition study.
Once again we would like to stress that our sensor’s size is
similar to that of a touchpad or a touch screen, rather than
a touch-sensing table.
6.3.4 Results and analysis
Here we will first present and analyze the results from the
first part of the study, and consequently discuss the find-
ings from the one, involving usage of GestiPants in a menu
navigation task. In conclusion we will shortly present the
learning curve of our sensor for each treatment and the
questionnaire responses, regarding the experience users
had during the session.
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Figure 6.12: Image maps for the two vertical gestures for the menu navigation
study. The left one shows bottom to top, and the right one top to bottom articula-
tions.
The findings from the first part of the study can be grouped
in two sets. First were the observations of whether partic-
ipants guessed sensor to screen coordinate mapping cor-
rectly. This was true for all users without a single excep-
tion during this part of the study, even though later on oc-
casional errors were noted in a couple of cases. However,
relating these results to the findings in 6.2—“Target acqui-
sition study” is not possible due to the fact that this time
participants were articulating while sitting in a chair, rather
than standing. Nevertheless, this could possibly mean that
the mapping selected is easier to comprehend in a sitting
scenario, thus suggesting that such a setting is probably
better for one’s first encounter with a prototype like Gesti-
Pants. Second was a summary of the image data, achieved
by creating an overlay map for each of the four gestures.
The ones for the two vertical gestures are shown on Figure
6.12. If we hypothetically split each image along the hori-
zontal axis in three areas with equal size, most of the paths
will be contained in the middle one. Therefore, it seems
quite likely that users tend to articulate vertical gestures in
the central area of the surface. If we compare bottom to
top with top to bottom gestures, we can see that the former
has a larger spread along the horizontal axis, compared to
the latter one. The maps for the two horizontal gestures
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Figure 6.13: Image maps for the two horizontal gestures for the menu navigation
study. The left one shows left to right, and the right one right to left articulations.
are shown on Figure 6.13. If this time we split along
the vertical axis in a similar manner, most of the paths will
again be contained in the central third. This suggests that
users tend to articulate horizontal gestures in the central
area of the surface as well. If we also compare left to right
with right to left gestures, we can see that the former has a
smaller spread along the vertical axis, compared to the lat-
ter. Therefore, we can conclude that it is likely for peopleTendency for
articulating vertical
and horizontal lines
in the central third of
the surface.
to perform linear gestures, both vertical and horizontal, in
the respective central third of our sensor. It is interesting
to note that left to right and top to bottom gestures seem to
be more concentrated towards the respective central axis of
the sensing surface compared to the other two.
During the second part of the study we came across some
other interesting observations. For four participants it was
noted that articulation took place without looking at the
prototype under all three conditions. Other seven looked atAppropriateness for
eyes-free interaction
confirmed.
the surface prior to touching it only while sitting, and one
did so only while walking, but they all interacted eyes-free
for the remaining two treatments. This finding supports
further the ones in 6.2—“Target acquisition study”, related
to the appropriateness of our design for eyes-free interac-
tion. Another observation showed that participants some-
times used their other hand to hold the prototype, outside
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the sensing area, when it was moving too much and inter-
fered with their articulations. We would also like to men-
tion that unlike 6.2—“Target acquisition study”, ”cross in-
teraction”was not present here, with the single exception of Lack of ”cross
interaction” this time.one user, who preferred the opposite leg sensor under one
of the conditions. Our observations also showed that for
five participants, articulating a gesture from bottom to top
seemed to be the hardest. Nevertheless, four users seemed
to articulate vertical gestures more easily than horizontal
ones, and for one participant it was the other way around.
Since the main focus of the study was to compare the us-
age of our prototype under three different conditions, we
must mention that this was explicitly noted by a few par-
ticipants. While sitting one user commented, ”I am really Difference between
conditions
commented by a few
participants.
terrified for walking”, however, when he started that con-
dition, he said, ”It is actually working quite well”. Another
one, upon completing the study, commented that he found
sitting to be harder than the other two treatments. How-
ever, such comments were not made that often, so results
from statistical analysis of the measured variables, accord-
ing to our hypotheses, will be discussed next.
A Friedman test discovered statistically significant differ-
ence in the average gesture duration, depending on the
activity while articulating,  2(2) = 12.706, p = 0.002.
Thus, for the between condition comparison a new signif-
icance level of 0.05/3 = 0.017 had to be be used. Conse-
quent Wilcoxon Signed Rank tests identified lack of signif-
icant difference for the average gesture duration between
the sitting (Mdn = 1.76seconds) and standing (Mdn =
1.75seconds) conditions, z =  0.095, p = 0.925, r =  0.02.
However, the average gesture duration for thewalking con-
dition (Mdn = 1.51seconds) was identified to show statisti-
cally significant difference to both sitting (z =  3.006, p =
0.003 < 0.017, r =  0.52) and standing (z =  2.817, p =
0.005 < 0.017, r =  0.48). We can, therefore, conclude that
walking condition elicits a statistically significant decrease Gestures are done
significantly faster
when walking
compared to both
sitting and standing.
of the average duration of gestures and reject H2. Subse-
quently, we ran tests on the average duration of recognized
gestures, and the average duration of identified but not rec-
ognized ones. Friedman test identified a statistically signif-
icant difference for the average duration of recognized ges-
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 2(2) = 7.373, p = 0.025. Thus, for the between condi-
tion comparison we had to use again a significance level of
0.017. Post hoc Wilcoxon Signed Rank tests showed signifi-
cant difference in duration of recognized gestures between
the standing (Mdn = 1.99seconds) and walking (Mdn =
1.74seconds) conditions, z =  2.533, p = 0.011 < 0.017, r =
 0.43. However, no statistically significant difference was
found between sitting (Mdn = 1.98seconds) and standing
conditions (z =  0.155, p = 0.877 > 0.017, r =  0.03), and
between sitting and walking conditions (z =  2.344, p =
0.019 > 0.017, r =  0.40). For the average duration ofNo condition stands
out for average
duration of
recognized gestures
and average duration
of identified but not
recognized gestures.
identified but not recognized gestures a repeated measures
ANOVA test could not discover statistically significant dif-
ference between activities, F (2, 32) = 3.136, p = 0.057. The
results from the additional statistical analysis determined
the rejection of H4 on one hand, but failed to reject H5 on
the other.
A repeated measures ANOVA test, with ln data correction
to obtain normal distribution, showed statistically signif-
icant difference for the recognition rate between activities,
F (2, 32) = 9.170, p = 0.001. Post hoc tests, using the Bonfer-
roni correction, revealed a slight degradation of recognition
rate from sitting to standing activity (59% vs. 55% respec-
tively), which was not statistically significant, p = 0.685.
However, recognition rate degraded to 46% for walking,
which resulted in a statistically significant difference com-
pared to sitting (p = 0.011) and standing (p = 0.017). We
can, therefore, conclude that walking as an activity elicits aRecognition rate is
significantly worse
when walking
compared to both
sitting and standing.
statistically significant degradation of the recognition rate
and reject H3. Subsequently, we ran tests on the amount
of recognized gestures, and the amount of identified ones.
Friedman test did not show statistically significant differ-
ence for the amount of recognized gestures, depending on
the activity,  2(2) = 2.981, p = 0.225. A repeated mea-
sures ANOVA test determined that the amount of identi-
fied gestures (both recognized and not recognized) differed
significantly between activities, F (2, 32) = 6.414, p = 0.005.
Post hoc tests, using the Bonferroni correction, revealed
that significant difference in the amount of identified ges-No condition stands
out for amount of
recognized gestures
and amount of
identified gestures.
tures was present between sitting (Mdn = 113.64) and
walking (Mdn = 141.86) conditions, p = 0.024. How-
ever, no significant difference was found between standing
(Mdn = 125.71) and walking (p = 0.105), and between sit-
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ting and standing (p = 0.416). The results of this part of
the statistical analysis failed to reject H6, but succeeded in
rejecting H7. Further details are available in B—“Detailed
results from user studies”.
Another goal was to obtain a learning curve for our pro-
totype under each treatment. The most appropriate quan-
tifier for measuring the learning effect on our participants
seemed to be the recognition rate. It was chosen because of
the fact that it was a measure showing the amount of recog-
nized gestures, related to the total number of articulations.
In order to obtain an accurate learning curve, we took only
measures from the first condition that a given participant
was subjected to. Then, the results for each of the ten tasks, Learning curves
obtained for the three
treatments.
three for training and seven for the actual treatment, were
averaged across participants and a graph was plotted from
the resulting values. This graph constituted our learning
curves for each of the three conditions and can be seen on
Figure 6.14. Interesting to note here is that the 50% recog-
Figure 6.14: Learning curves for all treatments for Gesti-
Pants. Sitting condition has the steepest curve, suggesting
that users grasp the interaction faster while sitting.
nition barrier is first passed with the second task for the
sitting condition, the fifth for the standing, and the ninth
for the walking one. Due to the relatively small number
of samples, the curves have some variation, but one can
still see that those for sitting and standing treatments are
steeper than that for walking.
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Figure 6.15: Subjective perception of the embedded sensor for the menu navigation
study for questions 1-3. Size of the sensing surface was found to be appropriate and
the visual and tactile feedback offered by the borders received high ratings.
Figure 6.16: Subjective perception of the embedded sensor for the menu naviga-
tion study for questions 4-6. Participants identified similarity between the sensing
surface and the rest of the prototype, and found the gesture to command mapping
to be intuitive, but indicated to have difficulties with the articulation itself.
In the end of this section we would like to discuss the
responses to the questionnaire, answered by participants
upon finishing the session. Bar graphs, visualizing the
replies of the first three questions, can be found in Figure
6.15. Once again, the majority of participants rated the
size of the sensing area to be appropriate for the task pre-
sented. The visibility and tactility of the borders were onceSize and feedback of
the sensor received
high subjective
ratings again.
more highly appreciated by the users, rewarding our ef-
fort to design a surface for eyes-free interaction. The bar
graphs with the responses of the remaining questions can
be found in Figure 6.16. When participants had to compare
the feeling of the sensing surface to that of the remainingMerging of the
sensor with the rest
of the garment was
accomplished.
of GestiPants, the responses indicated similarity between
the two. Since the sensor is embedded beneath the actual
fabric, this finding confirms that our goal for unobtrusive
merging with the rest of the garment has been reached.
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Additionally, users rated the intuitiveness of the selected
mapping between gestures and navigation commands to be
high, which supports the gesture set applicability for the se-
lected task. Lastly, most of them indicated that performing
gestures on the sensor was rather difficult. If we relate this Gesture mapping
was done well but
the articulation was
difficult because of
the sensor
properties.
to the results from the previous question, we could suppose
that the reason for this perceived hindrance lies in the sen-
sor itself, rather than the gesture set selected. With this all
aspects of themenu navigation study, employingGestiPants
as an input device, have been covered.
In this chapter we offered a detailed discussion on the var-
ious user studies that were conducted in the course of our
work. We began with a small study, aiming to prove the
proper functioning of our sensor. Then, the design and
findings from two evaluative user studies were discussed
in greater detail. The following chapter will present a small,
post-evaluation experiment that aimed to discover what
the recognition rate would be, if a small optimization of the
algorithm was employed.
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Chapter 7
Post-study optimization
While conducting the menu navigation study, the principal
investigator noted numerous times that participants tended
to loose touch in the center of the sensing surface. One Drawbacks of the
gesture algorithm
identified due to
hardware specifics.
participant even commented on this in the following way:
”The wrinkles in the textile make it a bit difficult. Vertical
gestures are OK but the horizontal ones ...” Our suspicions
were also confirmed by the audial feedback, which some-
times soundedmore than once as the user made a single ar-
ticulation. For this reason we developed a small script that
parsed the log files from the sessions and tried to merge not
recognized gestures, supposedly part of the same articula-
tion, to obtain one, which would be recognized. Obviously
two consequent gestures could be merged only if their ori-
entations matched, i.e., they were both either vertical or
horizontal. Moreover, their central axes had to be not too Requirements for
merging two
consecutive
gestures.
far from each other, which is shown on the left part of Fig-
ure 7.1. The axis was based on the bounding box around the
gesture and we decided that the distance between the ones
of articulations being tested, had to be less than 30% of the
length of the side of the sensing area. However, there were
a couple of other parameters that also had to be decided.
First, was the amount of time between the end of the first
gesture and the start of the second one. Second, was the Parameters varied in
the merging process
like time between
gestures and degree
of overlapping.
distance between the two or in case they were overlapping,
the extent of this overlap along the central axis. We added
constraints regarding these two parameters, so for the first
one we compared the amount of time between the two can-
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Figure 7.1: Merging gestures that are part of the same articulation. Left pair of ges-
tures denotes the necessity for not too huge distance between gestural axes, one in
the middle shows gestures that do not overlap, and one on the right - overlapping
ones.
didates with a preselected value. For the second parame-
ter, on one hand if the gestures had the same direction, e.g.,
they were both top to bottom, they had to either be not too
far from each other, or barely overlap. The former is shown
in the middle of Figure 7.1. On the other hand, if the direc-
tion was opposite, e.g., one was top to bottom and the other
bottom to top, they could bemerged only if the overlapwas
significant, visualized on the right in Figure 7.1. We were
interested in the number of non-recognized gestures that
could be merged to form a recognizable one, when vary-
ing the combination of these two parameters. Therefore,
we selected six values equally far from one another for the
first one spanning from zero to one second. For the other
one we selected ten values, also equally sampling the inter-Optimal values
identified and small
improvement of the
recognition
demonstrated.
val between zero and 50% of the length of the side of the
sensing surface. The algorithm was run for each combina-
tion of parameters issuing satisfying results when overlap
spacing was 35% and the time between the gestures was
either 0.50 or 0.67 seconds. Lower values for any of the
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Figure 7.2: Enhancement of recognition rate by merging relevant gestures. A slight
increase is visible for each of the three conditions from left (original rate) to right
(rate after merging optimization).
parameters resulted in smaller amount of merged gestures,
while too high values could result in converging articula-
tions that were meant to be separate. Greater details about
the exact results from the optimization can be found in C—
“Optimization results”. We believe that such merging step
could cause an increase in the amount of gestures recog-
nized, which would also positively affect the recognition
rate. A graph comparing the original results with ones in
case the improvement was applied can be found in Figure
7.2. There one can see that the recognition rate increases
for all three conditions, as a consequence of our optimiza-
tion. The overall improvement is not huge, but it is a step
towards better performance, and potentially an improved
user experience. Lastly, we should note that even after the
improvement, the overall recognition rate remained rela-
tively low - around 50% to 60%, depending on the condi-
tion. This suggests two approaches for further enhance-
ment of the prototype. First, further advancements of the
hardware are necessary to obtain more accurate readings.
And second, additional care to improve the software is also
required. The combination of the two should result in a
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significant increase of the recognition rate and, therefore, a
more usable system.
In this chapter we have shown one possible way to im-
prove the performance of our prototype for the menu nav-
igation task. This also concludes our work on both Texti-
Pad and GestiPants. Nevertheless, we are certain that fur-
ther improvements can be made, ultimately resulting in a
very accurate sensor and positive user experience with it.
In the next chapter we will summarize our work and sug-
gest some directions for consequent research.
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Chapter 8
Summary and future
work
This chapter offers a summary of our work, denoting is-
sues and reviewing the contributions for the field of human
computer interaction. We will also discuss some ideas for
future work that mean to point the interested reader to ex-
pected further research, and hopefully serve as inspiration
for improved implementations of our prototypes.
8.1 Summary and contributions
The main contribution of this work lies in the creation of We built a wearable,
textile touchpad
allowing mobile
usage.
a wearable, textile touchpad that can be used as an input
device in a mobile context. Upon looking at present day
products, one can see that the majority of them employ
firm controls with various sizes. All of them lack dynamic
wearability due to their stiffness, which also impedes the Present day products
lack wearability.possibility for a seamless embedding in standard garments.
Several other textile, touch-sensing solutions, described in
2—“Related work”, have been proposed, but they either
lacked flexibility, being mounted in a frame, or offered rel- Our prototype has
higher resolution and
better characteristics
for mobile setting
than previous ones.
atively low resolution. With our work we have shown that
it is possible to create a relatively high-resolution, flexible,
wearable input device that can be seamlessly embedded
in standard fabric and at the same time provide sufficient
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feedback to allow eyes-free interaction, which is an essen-
tial requirement for usage in a mobile setting.
Further goals for the sensor, which we struggled to achieve
throughout our work, were specified in 3—“Prototype re-
quirements”. We specified requirements related to theA number of
requirement for our
prototypes.
physical characteristics of the sensor, for example about its
size, shape, weight, precise location, flexibility, and thermal
and electrical properties. We also aimed to comply with
previously proposed guidelines and usedmaterials that are
easy to find. Last but not least, we strived for simplicity of
our overall design.
4—“Design” discussed the sensor hardware design and
that of the different applications implemented. We de-
scribed the various iterations that led to our final sensorDefining architecture
and designing
applications for
evaluating the
prototypes.
architecture and offered detailed discussion on it. The soft-
ware architecture and design were also discussed in great
detail, varying from the low-level tools, running on the mi-
crocontroller, to the applications that were presented to the
participants in our user studies.
5—“Implementation” then described the realization both in
terms of hardware and software. We demonstrated the pro-
duction of a sensing element, according to the final designFabrication of
TextiPad and
GestiPants, and
description of
gesture recognition.
specified in the previous chapter. Furthermore, detailed in-
structions with the steps required to fabricate both TextiPad
and GestiPants were provided. We also explained the algo-
rithm for recognizing gestures from the stream of readings,
arriving from the microcontroller.
6—“Evaluation” described a number of user studies that
were conducted in the course of our work. The design,Description of the
complete evaluation
from formulating
hypotheses and
designing user
studies, to analyzing
the results and
summarizing our
findings.
methodology and results from a preliminary user study
were discussed, as well as those for the two, involving
larger groups of participants and constituting the final eval-
uation of our work. The preliminary study served to con-
firm the sensor’s proper functioning once it was assembled.
Then, a formal user study involving 26 participants, took
place to compare table with thigh placement of the sensor
for a target acquisition task. The thigh placement elicited
significant difference to the table placement for task com-
pletion time, showing that more time was needed under
the former treatment. Another formal study involving 18
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participants investigated the influence of the activity per-
formed, while articulating gestures in a menu navigation
task. A walking treatment elicited significant difference for
both average duration of identified gestures and recogni-
tion rate, compared to sitting and standing ones. More
specifically, we identified faster articulation of gestures and
lower recognition rate for the walking condition. At the
same time, questionnaire replies from both studies showed
that the size of the prototype, determined from previous
findings, was found to be appropriate and the feedback of-
fered by its surface supported eyes-free interaction.
7—“Post-study optimization” offered a short discussion on
an approach to improve our gesture recognition algorithm Small optimization
for increasing the
recognition rate was
done.
and tried to suggest what the results could look like, com-
paring recognition rate for the enhanced case with that for
the original one.
8.2 Future work
Certainly, the most immediate work to be done, would in-
volve improving the usability of our sensor when located
on the thigh. For this reason we would suggest the design
of an experiment, aiming to find the reasons for the dis-
cussed deterioration. From the two conditions for the tar- Further study to
identify the reason
for the decreased
performance for the
thigh placement.
get acquisition study it is possible to identify two factors
that varied. First is the curvature of the underlying sur-
face, and second, its relative softness. Therefore, we sup-
pose that either the change of shape, or that of rigidity, or
both at the same time resulted in decreased usability of our
prototype for thigh placement. For this reason we believe
that a further experiment, comparing the accuracy under
the suggested conditions, has the potential to identify po-
tential weaknesses of the current design and show how it
could be improved.
Other interesting aspects could involve precise interaction
with the sensor when placed on the thigh. Figure 8.1 shows Observing the
precise interaction
with the sensor when
placed on the thigh.
two possible ways for such interaction. On the left a user
approaches the surface always from the same direction, rel-
evant to the rest of the body, while on the right this is done
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Figure 8.1: Two approaches for interacting with a convex
curved surface. Approaching it always from the same di-
rection with respect to the rest of the body on the left, and
with finger orthogonal to the thigh on the right.
in a manner, in which the finger is always orthogonal to
the tangent plane to the thigh in the point of touch. Other
projects, like BendDesk byWeiss et al. [2010], have explored
touch interaction with curved surfaces. Since their curve is
concave, unlike ours, we propose a similar exploration to
be done for our prototype. In this line of thought it would
be also interesting to observe the precise orientation of dif-
ferent gestures, articulated on GestiPants. A few examples
are shown on Figure 8.2. On the left one can see articu-
Figure 8.2: Variance in the orientation of gestures articu-
lated on thigh. Left image shows articulations parallel to
the sensor’s horizontal borders, and remaining two images
depict varying degree with respect to them.
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lations of a line, parallel to the horizontal borders of the
sensor, while on the middle and right the line is displaced
towards the diagonal of the sensing element.
An improved design would also allow for more complex
gestures to be reliably recognized, resulting in a larger Improving the sensor
to allow recognition
of more complex
gestures and
possibly 3D gestures.
recognition set. This would also present the opportunity
to use established gesture recognizers like the ones pre-
sented by Wobbrock et al. [2007] and Anthony and Wob-
brock [2010]. Further improvements might make it possible
to obtain a more stable reading of the value for presence of
touches, and instead of using it as a threshold, map it to
a third dimension, allowing 3D gestures to be reliably reg- Addition of a textile
display once such
technology is
available.
istered. In the future it would also be interesting to see a
textile screen incorporated in the top layer of our sensor,
which would allow the creation of a textile, mobile com-
puting device.
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92 A Templates used in evaluation
Figure A.1: Informed consent form provided to participants prior to the start of the
proof of functionality study
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Figure A.2: Questionnaire filled by participants in the end of the proof of function-
ality study
94 A Templates used in evaluation
Figure A.3: Informed consent form provided to participants prior to the start of the
target acquisition study
95
Figure A.4: Handedness questionnaire according to the Edinburgh inventory [Old-
field, 1971]
96 A Templates used in evaluation
Figure A.5: Sets of tasks used in the menu navigation study for: top-left - sitting
condition; top-right - standing condition; bottom-left walking condition; bottom-
right - training condition
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Figure A.6: Informed consent form provided to participants prior to the start of the
gestural menu navigation study
98 A Templates used in evaluation
Figure A.7: Questionnaire filled by participants in the end of the gestural menu
navigation study
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Figure B.1: Results from study on size and shape of the sensing area
101
Figure B.2: Results from proof of functionality study
102 B Detailed results from user studies
Figure B.3: First questionnaire responses: identifiers US1P1 - US1P6 proof of func-
tionality participants, identifiers US2P1 - US2P26 target acquisition participants
103
Figure B.4: Proof of functionality questionnaire graphs: top-left - size percep-
tion; top-right - visibility of sensing area borders; middle-left - tactility of sensing
area borders; middle-right - tactility of sensing area compared to standard fabric;
bottom-left - Perceive the sensor with the skin of the thigh; bottom-right - classifi-
cation of the feeling in case sensor was perceived with the thigh
104 B Detailed results from user studies
Figure B.5: Proof of functionality participants’ experience graphs: top-left - with
touchpad devices; top-right - with touchscreen devices; bottom - with touch-
sensing tables
105
Figure B.6: Table with laterality indices for participants’ handedness for the target
acquisition study
106 B Detailed results from user studies
Figure B.7: Summary of results extracted from the log files for target acquisition
study
107
Figure B.8: Placement map for precisely locating sensor on the thigh
Figure B.9: Orientation map for precisely aligning the sensor with respect to the
thigh
108 B Detailed results from user studies
Figure B.10: Detailed statistical results about task completion time for target acqui-
sition study
109
Figure B.11: Detailed statistical results about initial pointing error for target acqui-
sition study
110 B Detailed results from user studies
Figure B.12: Table with laterality indices for participants’ handedness for the menu
navigation study (US3P6 results declared invalid)
111
Figure B.13: Summary of results extracted from the log files for menu navigation
study
112 B Detailed results from user studies
Figure B.14: Detailed statistical results about average gesture duration for menu
navigation study
113
Figure B.15: Detailed statistical results about average recognized gesture duration
for menu navigation study
114 B Detailed results from user studies
Figure B.16: Detailed statistical results about average not recognized gesture dura-
tion for menu navigation study
115
Figure B.17: Detailed statistical results about recognition rate for menu navigation
study
116 B Detailed results from user studies
Figure B.18: Detailed statistical results about the amount of recognized gestures for
menu navigation study
117
Figure B.19: Detailed statistical results about the amount of identified gestures for
menu navigation study
118 B Detailed results from user studies
Figure B.20: Second questionnaire replies
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Figure C.1: Optimization results: top - number of gestures merged; bottom - recog-
nition rate improvement
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