Abstract-A successful handwritten word recognition (HWR) system using Variable Duration Hidden Markov Model (VDHMM) and the PD-HMM strategy is easy to implement. The central theme of this paper is to show that if the duration statistics are computed, it could be utilized to implement an MD-HMM approach for better experimental results. This paper also describes a PD-HMM based HWR system where the duration statistics are not explicitly computed, but results are still comparable to VDHMM based HWR scheme [1] .
INTRODUCTION
THE HMM and its application to HWR and related problems have been the subject of many recent research endeavors [1] , [2] , [3] , [4] , [5] . The Variable Duration Hidden Markov Model (VDHMM) described in [1] is a successful PD-HMM approach for handwritten word recognition (HWR). In this scheme, with one model, the entire lexicon is modeled. Thus, there are 26 states associated with 26 letters of the English alphabet. Before recognition, handwritten words are segmented into a number of segments. It is assumed that there exists at least one segmentation point between every two consecutive handwritten letters. Obviously, to satisfy this requirement, the segmentation algorithm gives rise to many spurious segmentation points. The rationale for variable duration state is to overcome the segmentation ambiguity by identifying all spurious segmentation points as part of a state, i.e., a letter of the alphabet. The important question we explore in this correspondence is: Can we construct one-model-per-word (MD-HMM strategy) where all system parameters for the new model are derived from the parameters of the VDHMM as described in [1] ? To distinguish this model from the VDHMM, the proposed model is called a Non-Ergodic HMM (NEHMM) as the states of any character model can only be reached from left to right. As the word models are derived by concatenating the required character models, the NEHMM does not have the tough training requirement or the "poor portability" characteristic generally associated with the MD-HMM strategy. However, the main advantage of the MD-HMM strategy, namely, higher recognition accuracy, is largely retained.
The problem with the VDHMM system (and for all other systems derived from it) is the need for reliable computation of duration probabilities given limited databases available at the present time. In the second phase of this correspondence, a scheme has been presented to avoid the computation of duration probabilities altogether. Because of oversegmentation created by segmentation algorithms, this scheme considers many different subsets of segmentation points. Each subset leads to one distinct observation sequence. The recognition task is to find the best segmentation, i.e., find the subset that contains the correct segmentation points, and find the associated optimal state sequence, i.e., the letter sequence of the word. This philosophy is similar to that of VDHMM but the added complexity of computing the duration probability in each state is avoided in this approach by making a simplifying but realistic assumption. This assumption can be broadly stated as follows: Assuming that a character can be broken into at most four segments, there are four discrete duration probabilities for each state. Instead of assigning precomputed duration probabilities to each state, only one winning duration is selected (during recognition) by considering one, two, three, and four consecutive segments as symbols to find the maximum symbol probability in the feature space, and then selecting the duration, i.e., number of segments, corresponding to this maximum symbol probability. In this way, the computation of duration probability in each state is avoided. However, the structure of the Viterbi algorithm used during recognition is substantially altered. The overall performance of this scheme, as expected, is quite similar to the VDHMM based word recognition system described in [1] . We call this new HMM "variable sequence length HMM" (VSLHMM). The new HMM implementations are described in Sections 2 and 3. Section 4 describes experimental results and conclusions.
NEHMM SYSTEM: AN MD-HMM APPROACH
Given a word image, a segmentation procedure and some preliminary preprocessings [1] are applied to split the word into several segments. Any segment may be a whole character or a partial character as shown in Fig. 2 . The feature extraction transforms these segments to the feature space, i.e., feature vectors. Then this sequence of feature vectors is applied in parallel to every NEHMM as shown in Fig. 1 . For all the details regarding feature extraction and segmentation, see [1] . Finally, the model which has the highest likelihood probability (LP) is our top choice. Other choices can be made based on ordering of LP values.
Non-Ergodic HMM: Topology and Training
The word model can be interpreted as a HMM which contains a sequence of character HMMs. We also show that all NEHMM parameters can be totally derived from VDHMM parameters as defined in Section 2.4.
Character Model
Since our segmentation algorithm can always segment a character into at most four segments [1] , five states are needed for each character model as shown in Fig. 2 
where a represents a letter of the alphabet, and Pr(d|a) is the state duration probability as defined in (5). In Fig. 2 , the last state "0" is a null state which is the only legal exit point. Except for the null state, each state is tied with a special probability, B, which can be estimated by
It can been seen that B j is somewhat like the symbol probability defined in [1] except that it has to be normalized by B j-1 at the previous time instant. For example, assuming that f in Fig. 2 has been segmented into two parts at t -1 and t, i.e., o t-1 and o t , the symbol probability for this character should be equal to b O f t t −1 2 4 9 . 1 The symbol probability for path f 0 -f 1 -0 given by
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is exactly what we want. This somewhat strange expression can be better understood from the multiplicative nature of HMM probabilities. When the character is divided into two segments, the symbol probability corresponding to state transition probability a 14 (f) is obtained by combining two consecutive segments (not by a single segment). This requires that the preceding probability should be cancelled from the multiplicative form. Thus, this probability becomes and should be interpreted as a conditional probability. This viewpoint explains why it is a ratio of two probabilities. The power of this probability, however, is ad hoc in nature. Without this power, hidden Markov modeling would prefer combining more segments as this is a foolproof way to reduce the number of multiplicative probabilities (all < 1). The powers j and j + 1 are essentially derived from (9) (see Section 2.4). Duration and symbol probabilities are obtained directly from VDHMM statistics as shown below, i.e., no iterative optimization algorithm is necessary.
Word Model
For every word in the given dictionary, we build up one NEHMM by cascading each character model as shown in 
1. The power of two here is to balance the symbol probability for different number of segments [1] .
if is the last null state otherwise (4)
Relevant VDHMM Statistics
VDHMM and related NEHMM statistics are computed from two sources: training images and a given dictionary.
Duration Probability
The state duration probability P(d|q i ) is estimated as:
= no. of times is split into parts no. of times appears
where /(.) function transforms the state to its representative member of the alphabet. Since the segmentation algorithm ensures that the maximum duration for all 26 states is four [1] , we have to estimate only 104 (= 26 ¥ 4) discrete probabilities for state duration.
Symbol Probabilities
The most general representation of a continuous pdf is a finite mixture of the form [1] :
where 1 represents a Gaussian distribution with mean vector m jm and covariance matrix U jm for the mth mixture component in state j, x is the vector being modeled, M j is the number of Gaussian components in state j, c jm is the mixture coefficient for the mth Gaussian component in state j. The mixture gains satisfy the stochastic constraint as given below so that the pdf is properly normalized, i.e., b x dx
The pdf of (6) 
where + jm is the set of all training samples of the mth group of state q j . For each group in state q j , associated Gaussian distribution parameters, i.e., mean vector and covariance matrix, are estimated. The covariance matrix U jm is assumed to be diagonal, that is, 35 features [1] are assumed to be independent of each other. Because of the limited amount of available training data, a small constant r is added to the diagonal elements of the covariance matrix to prevent it from becoming singular [1] . It is relevant to mention that the observation O in VDHMM is composed of one or several segments. The symbol probability is defined as
... 
Recognition Using NEHMM
Our objective is to find the word model W i* which has the highest likelihood probability (LP) Pr W O i T 1 4 9 given the observation sequence O T 1 , and this can be found using the Viterbi algorithm [1] . By ordering LPs, suboptimal choices are generated. In MD-HMM, no postprocessing strategy is used as any recognition output is identified with a valid word.
VARIABLE SEQUENCE LENGTH HMM
For clarity, we will hereafter use character or actual character to mean a correctly segmented handwritten alphabet, we will use letter to mean the true alphabet that the character represents, and we will use segment to mean a portion of the word image. A segment can be a character or a fraction of a character. In this HWR system, the whole set of words in the dictionary is modeled as a single Markov model, i.e., a PD-HMM approach. Each word in the dictionary is a realization of the Markov chain and is a unique state sequence. Because of oversegmentation, our scheme considers many different subsets of these segmentation points. Each subset leads to one distinct observation sequence. As noted before, the recognition task is to pick the most probable sequence, i.e., find the subset that contains the correct segmentation points, and find the associated optimal state sequence, i.e., the letter sequence of the word.
The system diagram is shown in Fig. 4 . In the following, we describe the training and the recognition phases in detail.
Training
In the training phase, after preprocessing and segmentation [1] , individual characters are manually selected or combined from constituent segments. This set is appended by available databases of single characters useful for handwriting recognition. An interesting point is that only whole characters are needed for training. This assertion is also true for the NEHMM system. From the training set, feature vectors are extracted. Using these feature vectors, one Gaussian mixture density is computed as the symbol probability for each state (see Section 2 for details). Following probabilities are then calculated from the dictionary. 
The reestimation algorithm is not used to reestimate model parameters, as the reestimation algorithm does not always preserve the correspondence of a given training character image to its known state as mentioned before and generally leads to inferior recognition results [1] .
Recognition
In the recognition phase, the output of the preprocessing and the segmentation procedure is fed to a block image generator that generates all possible subimages composed of one, two, three, and four consecutive segments. These subimages are called block images. Since the actual characters are composed of up to four segments, it is obvious that all actual characters are included in the block image set. An example of block images is shown in Fig. 5. 
Separation
If words are written discretely, characters are usually separated by distinct gaps. To distinguish this separation from those gaps which sometimes occur inside a multiple-stroke character or a small gap between two characters, only gaps wider than a threshold are identified. This threshold, called the separation threshold, is carefully selected such that it does not break any character. If the image is separated into two parts, they are denoted as s1, s2, and so on, according to its horizontal position in the word. If all characters are connected, the separated image is the word itself. For example, the word in Fig. 5a is separated into two parts, as shown in Fig. 5b . Fig. 5c shows the block images. For simplicity, only block images of up to three segments are shown. Each block image in the first row of Fig. 5c is also a segment. Each block image in the second row of Fig. 5c consists of two consecutive segments, and each block image in the third row consists of three consecutive segments, and so on. In Fig. 5c , we give each block image a three-tag notation in the following manner:
• If the block image is extracted from the kth separated image, its s-tag is s k .
• If the block image starts from the lth segment of that separated image, its c-tag is c l .
• If the block image contains n segments, its b-tag is b n .
In addition, a global segment sequence index is shown below all block images. After all block images are generated, the feature vectors are extracted from these block images. We call these feature vectors "block observations." These block observations are the input to the adaptive length Viterbi algorithm which recovers the most likely word. The formal algorithm is explained next.
From the whole set of block observations, we can form a number of block observation sequences according to the following rule:
• The sequential order of block observations is the same as the sequential order of their corresponding block images in the word image.
• For a given block observation sequence, there is a corresponding block image sequence. In this corresponding block image sequence, any segment of the image appears once and only once.
In this way, we guarantee that in any sequence, any segment of the word image belongs to only one actual character. It is obvious that the whole set of observation sequences covers all possible ways of segmenting the word image. After all block observation sequences are formed, a straightforward idea is to run the Viterbi algorithm over all the block observation sequences and pick the sequence with the maximum path probability. This approach is computationally very expensive because of large number of possible block observation sequences. To reduce the computations, in ALVA, we do not compute the path probability over all possible block observation sequences. Instead, we exclude some sequences by making an assumption. This assumption is as follows: If one of possible four block images consisting of either one or two or three or four consecutive segments (starting from the same segment) is an actual character image of a real letter, then if we compare all four images with that letter in the feature space, the actual character image always has the best match.
EXAMPLE. In Fig. 5 With this assumption, we can simply choose the largest symbol probability from up to four possible ones as the symbol probability for each state at each step in the Viterbi forward pass. For example, in Fig. 5 , at step 1, for state 2, we choose the symbol probability of s 1 c 1 b 1 as the symbol probability b 2 (o 1 ); and at step 2, for state 21, we choose the symbol probability of s 1 c 2 b 2 as b 21 (o 2 ). Please note that at step 2, for state 12 (l), s 1 c 2 b 1 is the most likely winner. So, the letter l is not excluded; it will follow another segmentation track, i.e., another sequence or another realization of HMM. In this way, many paths with small symbol probabilities are ruled out. And, as long as the assumption holds, the block image sequence corresponding to the correct segmentation is included in the paths under consideration.
At any step and for different states, we may use different block images with different number of segments to calculate the symbol probability. That means that at any step of the algorithm, state paths leading to different states in that step may have covered different number of segments. As a rule, we cannot use any segment in two consecutive block images in any path in the Viterbi trellis. So, in the next step, we have to start from the segment next to the last one that has been covered by the path so far. Therefore, at each step of the algorithm, for each state, we need to record the path length in terms of the number of segments covered by the path up to that step and that particular state. This aspect is very different from conventional Viterbi algorithm. Because they cover different lengths, some paths may terminate earlier than others. Each terminated path corresponds to one subset of the segmentation points and a possible recognized word, and the current step index is the length of the word in terms of letters. So, at each step, for all terminated paths, we calculate the highest path probability, normalize it with respect to its step index, and compare it with the largest terminated path probability in the previous step in order to save the larger one (along with its state sequence and the word length). When all the paths terminate, this value is the maximum path probability, i.e., MAP probability, among all possible block observation sequences. The block image sequence leading to this path is the result of the optimal dynamic segmentation. Its underlying state sequence (obtained by backtracking) represents the recognized word.
EXAMPLE. Fig. 6 shows an example of the trellis structure of the adaptive length Viterbi algorithm. All block images of up to three segments are shown on the top of Fig. 6 . To make the figure more legible, we use a number id to denote each block image (one through 18 in this case). The first number at each node denotes the block image chosen for that node by ALVA; the second number, inside the parentheses, is the length in number of segments for that node. Two particular paths, or state sequences, are shown in the trellis. Along each path, the numbers in parentheses should add to eight, the total number of segments. If a path is chosen as the optimal path by the adaptive length Viterbi algorithm, the number of nodes covered by that path is the length of the recognized word.
Postprocessing for VSLHMM Based HWR Scheme
The ALVA output does not always give the best result in practice. It is desired, therefore, to have more than one choice (for the recognized word) for further consideration. In order to do so, we select only those letters present in the word from the output of the first run of ALVA. For each selected letter, we generate a list of words from the dictionary that contains the letter. For each list of words, we recalculate transition and the initial probabilities and run the recognition procedure again. The rationale for this method is that we want to reduce the dictionary size as much as possible without excluding the true word from the dictionary. This requires that at least one true letter in the word must be correctly recognized in the first run of ALVA, i.e., recognition procedure. This assumption is almost always satisfied in practice. The output (one for each list of words) of the second pass (or any pass) of ALVA is not guaranteed to be a legal word from the given dictionary. Postprocessing is necessary and its objective is to find 
where w l-th is the weight factor for the l-th output of ALVA. The normalized path probability associated with the state sequence I l-th is used as w l-th . To calculate the edit distance, error probabilities of insertion, deletion and substitution for a certain letter (or a pair of letters for conditional error probabilities) are taken from [1] . Note that if the state sequence I l-th exactly matches W j in the given dictionary, that is, min_edit_distance = 0, this word is said to be directly recognized as W j . Otherwise, hypotheses based on top n choices are generated.
EXPERIMENTAL RESULTS AND CONCLUSIONS

Performance of NEHMM System
Character models are trained with 21,000 characters. The performance of the system is evaluated using 3,000 postal words, including city words, firm names, personal names, street names, and state names. Given a test word image, dictionaries are randomly generated with size 10, 100, and 1,000 words and having the same categorical attribute. To compare performances of the PD-HMM and the MD-HMM based systems, we have tested our NEHMM based system with the same training/testing set vis-a-vis the VDHMM based system described in [1] . Top n-words for the NEHMM system are picked by ordering LP (likelihood probability) values, and for the VDHMM scheme, top n choices are picked by the modified Viterbi algorithm. It should be noted that if the correct word is included in this select group of words (top n), the word is assumed to be correctly recognized. Here, DR means direct recognition.
As expected, the NEHMM based HWR system outperforms the VDHMM based system [1] . It should be noted that since the VDHMM and the NEHMM share same statistics and databases, the new scheme is incrementally more expensive in terms of computation.
Performance of VSLHMM System
The training character set contains about 30,000 whole character samples. This set is used for computing the symbol probabilities. In the training phase, we have used two different dictionaries to calculate transition and initial probabilities for two different experiments. The first dictionary (Dictionary 1) has 271 while the second dictionary (Dictionary 2) has 1,000 different city name entries. The first experiment replicates the experiment reported in [1] using the same set of test words, i.e., in the recognition phase, we have used samples from 94 different city names. Up to top 20 output words of the postprocessing procedure are selected as top 20 choices.
For the second experiment, we have used approximately 200 samples of city names and a 1,000-word dictionary. All other experimental details are as described in the previous experiment. Analyzing results described in Table 2 , we find that the overall performance of the VDHMM system is similar to that of the VSLHMM based system for a typical medium size dictionary. For large dictionaries, the VSLHMM performs somewhat better than the VDHMM based system. This is largely due to the difference in postprocessing included in two systems. The net effect of postprocessing in VSLHMM system is to reduce the dictionary size, i.e., trim a large dictionary size to a medium size dictionary. On the other, in VDHMM system described in [1] , theoretically optimal second, third, etc., choices are generated by the modified Viterbi algorithm. Clearly, reduction of dictionary size is more meaningful than obtaining suboptimal theoretical choices as candidate words.
In conclusion, we would like to put forward these suggestions.
• The NEHMM is the best strategy though computationally more expensive. Computations and the recognition time grow linearly with the dictionary size.
• The VSLHMM is a good alternative when databases are limited and accurate estimation of duration statistics is not possible.
• Selection of dictionary and its size is very important.
APPENDIX: ADAPTIVE LENGTH VITERBI ALGORITHM
Step 1: Initialization 
