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Abst rac t - - In  this paper, a numericM method for solving 'fuzzy differential inclusions' is consid- 
ered. Fuzzy reachable set can be approximated by proposed method with complete rror analysis, 
which is discussed in detail. The method is illustrated by solving some linear and nonlinear fuzzy 
initial value problems. (~) 2004 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
The topics of numerical methods for solving fuzzy differential equations have been rapidly growing 
in recent years. The concept of fuzzy derivative was first introduced by Chang and Zadeh in [1]. 
It was followed up by Dubois and Prade in [2], who defined and used the extension principle. 
Other methods have been discussed by Purl and Ralescu in [3] and Goetschel and Voxman in [4]. 
The initial value problem for fuzzy differential equation (FIVP) has been studied by Kaleva 
in [5,6] and by SeikkMa in [7]. See [8-11] for further information. Recently, Hiillermeier [12] 
has suggested a different formulation of FIVPs based on a family of differential inclusions at 
each r-level, 0 < r < 1, 
x' (t) e [/(t,  x (t))L, x (0) e [x0]r, 
0898-1221/04/$ - see front matter (j~) 2004 Elsevier Ltd. All rights reserved. Typeset by .AA4S-TF~ 
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where now [f(.,-)]r : [0, T] x N n --~ nc n, and n2 is the space of nonempty convex compact subsets 
of 1R n. Our approach shows that the solution has the property that diam(supp x(t)) - ,  O, 
as  t --* oc .  
The paper is organized as follows. In Section 2, some basic results on fuzzy numbers  and the 
definition of a fuzzy derivative (see [7,13]) are given. In Section 3, we  define the fuzzy initial 
value problem, the numerical solution of which is the main  interest of this work. The  numerical 
method  for fuzzy differential equations are discussed in Section 4. The  proposed algorithm is 
illustrated by solving some examples in Section 5 and the conclusions are in Section 6. 
2. PREL IMINARIES  
Denote by ,~n the set of all nonempty compact subsets of R ~ and by n~ the subset of t~ n 
consisting of nonempty convex compact sets. Recall that 
p A) = IIx - 
is the distance from a point x E R ~ to A E ~ and that the Hausdorff separation p(A, B) of 
A, B E ~ is defined as 
p(A, B) = max p(A, B). 
Note that the notation is consistent, since p(a,B) = p({a},B). Now, p is not a metric. In 
fact, p(A, B) = 0, if and only if, A C B. The Hausdorff metric dH on Nn is defined by 
dg(A, B) = max{p(A, B), p(B, A)} 
and (~n dH) is a complete metric space. An open e-neighborhood of A E ~ is the set 
N(A, c) = {x E ~n: p(x, A) < e} = A + eB n, 
where B ~ is the open unit ball in R ~. A mapping F : R e --, ~'~ is upper semicontinuous (usc) at 
x0, if, for all e > 0, there exists 5 = 6(e, x0), such that 
F(x)  c N(F(Xo), = F(xo + eB"), V e N(Xo, a), 
Let D ~ denote the set of usc normal fuzzy sets on 1I~  with compact support. That is, if u E Ors, 
then, u : R n --+ [0, 1] is usc, supp(u) = {x e Nn : u(x) > 0} is compact and there exists at least 
one ~ E supp(u), for which u(() = 1. The r-level set of u, 0 < r < 1 is 
[u]r = {x e u (x) > r},  
and [u]0 = supp(u). Clearly, for c~ </3, [u]~ _D [u]~. The level sets are nonempty and compact. 
The metric ds  is defined on D ~ as 
doo(u,v)=sup{dH([Ul~,[v]r):O<r<l }, u, veD n, 
and (D n, do~) is a complete metric space. Denote by E n the subset of fuzzy convex elements of 
D '~. The metric space (E ~, d~) is also complete (see [14]). 
Let I = [0,T] be a compact interval, Y0 E Y0 C R ~, and G be a map from I x R ~ into the set 
of all subsets of IR ~, One must find an absolutely continuous function x(.) on I, such that 
x' (t) E G (t, z (t)), for almost all t 6 I, 
z(0) =Yo e Yo c ~.  
(1) 
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Recall that a continuous function x : I --* Y c R '~ is said to be absolutely continuous, if there 
exists a v • L I ( I ) ,  such that 
f, 8 v (~)  do = x (s )  - x ( t ) ,  Vt, s • I.  
The differential inclusion (1) is said to have a solution x(t) on I if x(.) is absolutely contin- 
uous, x(0) = Y0 and x(.) satisfies the inclusion a.e. in I. Let ~-~.(Yo) be the reachable set, that 
is, 
E (Y0) := {x:  I --* R" :  x is solution of (1)} C C ( I ) ,  
and let A(yo, T) = {Z(~-) : x(.) • ~(Y0)}, for T • (0, T], be the attainable set, that is, the set of all 
points x (.) that are ends of trajectories of (1). Obviously, A(y0, T) is a compact subset of ]~". As a 
rule, the set ~(Y0) consists of more than one element, that is, we have a bundle of trajectories. We 
use a finite difference scheme together with suitable selection procedures resulting in a sequence 
of approximate wlues Y0, Yl, . . . ,  YN say, on a uniform grid 0 = to < tl < . . .  < tg  = T with 
step size h = (T - to ) /N  = ti - ti-1, i = 1, . . . ,  N. In the Runge-Kutta method of order two, 
called method of Heun for (1), [15,16], 
Yo • ]So C ~,  
kl • G (ti, yi), 
k 2 • G (t i + h, yi + hk l ) ,  
h 
Yi+l = Yi + -~ (kl + k2), i = 0, . . .  ,N  - 1. 
(2) 
DEFINITION 1. The fuzzy number X • E n is cafled pyramidal i f  its r-level sets are n-dimensional 
rectangles for 0 < r < 1. 
3. A FUZZY IN IT IAL  VALUE PROBLEM 
Let us take f : I x E ~ --* E ~ and consider the fuzzy initial value problem (FIVP), 
x' (t) = f (t, x (t)) ,  t • x = [0, T] ,  
(0) = Yo • E ~, (3) 
interpreted as a family of differential inclusions. Set I f(t,  x)]~ = F(t ,  x; r) and identify the F IVP 
with the family of differential inclusions 
' F ( t ,  ( t ) ; r ) ,  xr (t) • xT 
x~ (0) = yo • [YoL, 
t • I = [0, T], 
0 < r < 1, (4) 
where F : 12 x [0, 1] ~ ~n and ~ is an open subset of I x E n containing (0, [Y0]T), r • [0, 1]. 
Denote the set of all solutions of (4) on I by ~-~r([Y0]r) and the attainable set by A~([Y0]~, T) -- 
{x(T) : x(.) • ~([Yo]~)}. Let 
ZT(~ ~) = {x(.) e C([0, T ] ;~) :  x'(.) • L°°([0, T] ; ]~)}.  
In general, these sets are not convex, but they are acyclic, which is stronger than simply con- 
nected [17]. The following theorem is a consequence of Theorem 3.1 and Definition 3.1 in [17]. A 
more complete account can be found in [17,18]. 
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THEOREM i. Let Yo E E n and let ~ be an open subset of ~ x ]~ containing {0} × supp (Yo). 
Suppose that f : f~ -~ E n is use and write F(t, x; r) = [f(t, x)]v c ~,  for MI (t, x, r) E R n+1 x 
[0, I]. Let the boundedness assumption hold,/:or all Yo e supp (Yo) and the inclusion 
x' (t) E F (t, x; 0), x (0) E supp (Y0). 
Then, the attainable sets A~([Yo],-, T), r E [0, 1], of the family of inclusions (4) are the level sets 
of a f~zr  set A(Yo,T) e D n. The solution sets ~r([Y0]r) of (4) are the level sets ofa  fu*zy set 
E(Yo) defined on ZT(Rn). 
In this section, we prove that the solution of (4) is unique, for each yo E supp(Y0) C ~n. 
Suppose that x(t) := z(t, yo) is a solution of (4), for each y0 E supp(Yo). In [19], the authors 
constructed n families of r-parameterized interval-vMued mappings gk (r):  I --+ [g~ (t; r), g~(t; r)] 
in the following way, 
g~ (t;r) = min {z k (t, yo): Yo e [Yo]r}, (5) 
g~(t;r)=max{zk(t ,  yo) :yoE[Y@},  r < [0,1], k= ! , . . . ,n ,  
where z(t, Yo) = (zl(t, Yo), ..., z~(t, y0)) E R *~. The minimum vector and maximum vector of 
z( t, Yo ) are, respectively, 
Zmi n (t, yo) --~ (91 (t; r ) , . . . ,9~ (t; r)) 
and 
Zmax (t, y0) --~ (0 O1 (t; r) . . . .  ,oO~ (t; ~')), 
where, obviously, 
z (t, Yo) E [Zmin (t, y0), Zmax (t, Y0)]. 
Let X : I --+ E = be a fuzzy process with 
[x (t)]r = ×L ,  [g~ (t; ~), g~ (t;,.)] (6) 
where x denotes the usual set-theoretical Cartesian product (see [19]). Then, for r E [0, 1] 
{ (z ~ (t; y0) , . . . ,  z ~ (t; y0)): z' (t; yo) c [gi (t; ~), g~ (t; ~)], i = 1 , . . . ,  ~} = [x (t)]~, 
and hence, the convex hull of corners of n-dimensional rectangles (6) is [X(t)]r for any r E [0, 1]. 
Set 
F( t ,x~(t ) ; r )=[ f ( t ,x ( t ) ) ] rEa  ~, x~(t) E[X(t)]r, rE [0 ,1] ,  
and 
f=  (f~,. . . , f~)*,  f, = ( f / , . . . , f~) t ,  f= = (f~,...,f~')e. 
We construct n families of r-parameterized interval-valued mappings, 
fk :  ~ × E ~ -~ [p  ( t ,~  (t) ;~),f~ (t, xr (t) ;~)], 
in the following way, 
f~ (t, xr (t);r) = fk (t, Ukmi,;r) = min{fk  (t ,U):  U e [X (t)]r}, 
(r) 
f~ (t, xr (t) ;r) = fk (t, Ukmax; r) = max {/¢ (t, U): U ~ [X (t)]~ }, 
for k = 1, . . . ,  n and r C [0, 1]. Obviously, the fuzzy set valued function F ' t2 x [0, 1] -* ~2 is as 
follows, 
F(t, xr (t);r) = x~= 1 [f~ (t, xr (t);r),f~ (t,x~ (t);r)] (8) 
--= [fl (t, xr (t) ; r ) , f2  (t,x~ (t);r)] E ~,  xr (t) e [X (t)]~, 0 < r < 1. 
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This means that 
{ ( f l  ( t ,X  r (~) ; r ) )  . . . .  , fn  (t, X r (t) ; r )  : f i  (t, Xv (t) ; 1") • 
[f~(t, x r ( t ) ; r ) , f~( t ,  xr ( t ) ; r ) ] ,  i= l , . . . ,n}=F( t ,  x r ( t ) ; r ) ,  r • [0,1], 
and also that 
[Vo]r = × ~k=, [y~ (0; r ) ,  y~ (0; r)] 
is the surface of n-dimensional rectangles, for any r • [0, 1]. By introducing the notation, 
Y~ (o; ~) = (y~ (0; ~) ) , . . ,  y~ (0; r), Y~ (o; ~) = (~ (0; ~) ) , . ,  ~ (o; ~), 
problem (4) for r • [0, 1] is transformed into 
• " (t) • [f~ (t, ~ (t) ;~), /2 (t, ~ (t) ;r)], ~ (0) • [v~ (0; ~), Y2 (0; ~)] = [Y0#. 
The initial condition xr(0) has been chosen randomly, and thus, the selection of x~(t) is random 
as well. By repeating this method, the reachable set we have constructed, and hence, (10), 
becomes a crisp differential inclusion, for any r • [0, 1]. Problem (10) might be a stiff differential 
equation. By considering the fact that ]('~ can be equipped with the scalar product (., .) and the 
corresponding induced norm I[. [[, we have the following theorem. 
THEOREM 2. Suppose that fk satisfies the one-sided Lipschitz condition, i.e., 
VU', g"eR '~, 3Lk>0,  suchthat l f k ( t ,V ' ) - - fk ( t ,V" ) [<LkHV' - -g" l [ ,  
for k = 1 , . . . ,  n. Then, the problem (10) has a unique solution. 
PROOF. Set U' = (U~l,.. ., u~n) t and U" -- (u~ , . . . ,  u"~t,~j. Then, 
<f (t, v') - / (t, v" ) ,  u'  - v"> = ( f  (t, u') - /~  (t, u")) (~i - ~') 
+ . . .  + (f~ (t, u') - f~ (t, u")) (~" - ~") 
_< If 1 (t, u') - f (t, U")l. [u~ - u~'l 
+. . .+  ]f~ (t,V') - f~ ( t ,U" ) l . lu~-u~]  
_~ (51 -[- • • • -]- i n ) .  IIU' - UHH 2 
<_ nL flU' - U"ll 2 , 
where L -- max{L1, . . . ,  L~}. 
4. RUNGE-KUTTA METHOD OF 
ORDER TWO- -HEUN'S  METHOD 
Let us suppose that xr(t~) ~ y~(r), for all r C [0, 1]. Then, the proposed numerical method is 
yo (~) • [Yo# c ~t ~, 
kl (r) • F (t,, y, (r) ;r),  
k2 (r) • F (ti + h, yi (r) + hkl (r) ; r) , 
Y~+I (~) = U s~ + g (ki (~) + k~ (r)) , i = o , . . . ,  N - 1, ~ • [o, 1], 
s~[g(tl)]~ 
where kl(r) = F(ti, st; r) and k2(r) = F(tg + h, s,. + hkl(r); r), and 
[y ( t , )# = ×~=1 [y~(t, ;r) ,U~(t, ;r)] ,  i=O, . . . ,W-1 ,  ~ • [0,1]. 
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LEMMA 1. Let us consider a sequence of numbers N {Wn }n=o, satisfying 
[w,+~[ _< A tW,.] + B, 0 < n < N - L, 
for some given positive constants A and B. Then, 
_A  '~ - 1 
lwnl _< A n IWol +~ ~- - i  ' O<n<N.  
PROOF. See [20]. 
THEOREM 3. Let F E 63(~'~) in (4) be a compact convex valued mapping satisfying the Lipschitz 
condition in x with Lipschitz constant L > 0 and let x~ be a solution of (4). Then, limh-~0 flY (r) = 
x~(T), for any  r e [0, 1]. 
PROOF.  Let 
x~ (t~+~) =
and 
h (k~ (~) + k2 (r)))  U 
( " )  = U ,~, + (k, (,1 + < (,t) + o (h ~) Yi+l I 
It is enough to prove that limh-~O tlgi+l(r) -- ~(t~+x)lI -- o, i = o , . . . ,  N - 1, r ~ [0, I]. Since 
h 
~+1 (r) = ~, (r) + ~¢ (t,, ~ (r) ; r) + O (h 3) 
and 
h 
we have 
IlYi+l ( r ) -  5:r (ti+1)ll < IlYi ( r ) -  :rr (ti)ll (1 -t- Lh)+ 0 (ha). 
By using Lemma (1), for all ti, in particular at T, the proof is completed 
5.  EXAMPLES 
EXAMPLE 1. Consider the fuzzy differential inclusions with constant coefficients, 
dx~ (t; r) 
dt 
dx2 (t;,9 
dt 
- -  e 3x l  ( t ; r )  -2x2  ( t ; r ) ,  
- -  C 2~ (t; ~) - x2 (t; ~) .  
0 < t < 0.01, 
(12) 
As the initial value for the fuzzy initial-value problem of (12), we take a number }To ~ E 2, such 
that 
[Yob = {(x~ (o; ~), x~ (o; ~)) 
c ]~2 : xl (0; r) 
[r - 1,1 - r], x2 (o; r) 
e [0.5 + 0.st, 1.5 - 0.5r]}, v~ ~ [0,i], 
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Figure 1. Reachable set. Figure 2. Runge-Kutta method order of two. 
Table 1. The distance between reachable set and its approximations. 
where 
et [xl (0; r) + 2t (x1(0; r) - x2 (0; T))l 
et [x2 (0; r) + 2t (21 (0; r) - x2 (0; r))] > ’ (13) 
where (51(%7-),x2(%7-)) E [Yo],. Fg i ures 1 and 2 show the r-level sets of 
IJ c uw.) T r 
and the approximation of it with h = 0.01 for T E {O,O.l, . . . , 1). 
Set C = U, C,([Ye],.) and let B be the approximation of C obtained by the numerical method. 
In Table 1, we compare d~(c, B) for the Runge-Kutta method of order two and for the explicit 
Euler’s method. 
EXAMPLE 2. Consider the following fuzzy differential inclusions 
x’1 (t; r) E -x2 (t; r) + 0.121 (t; r) (9 - xi (t; T)” - x2 (t; q) + w (r) 
x; (t; 7-) E -x1 (t; ?-) + 0.122 (t; 7.) (9 - 21 (t; 7)2 - x2 (t; r)“) + W (?.) 
and take a number Ye E E2, such that 
[Yo], = {(Xl (O;?-) ,x2 (0;r)) E lR2 : Xl (0;r) E [T - 1,1 - ?j ) 
x2 (0; r) E [0.5 + 0.5r, 1.5 - 0.54) ) 
w(r) E [r - 1,l - r] , VT E [O, 11. 
Then, 
fl (6 2, (t) ; r> = 
( 
-22 (t; T) + 0.121 (t; r) (9 - xi (t; ‘)2 - 22 (t; r)“) + T - 1 
-x1 (t; 7-) + 0.1x2 (t; 7-) (9 - xi (t; 7q2 - x2 (t; r)‘) + T - 1 ) 
and 
f2 (6 xv (t) ; r) = 
( 
-x2 (t; r) + 0.1x1 (t; ?-) (9 - 21 (t; T)2 - x2 (t; T)“) + 1 - T 
-x1 (t; 3-) + 0.122 (t; r) (9 - 51 (t; T-)2 - x2 (t; T,“) + 1 - T > . 
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-2 
t I I ~ I 
m 
 ul. L /  
1 __  I I I I 
-1.5 -i -0.5 0 0.5 
F igure  3. 
For example, if 
chosen from 
f l  (t, xr (t) ;r) + f2 (t, x~ (t) ;r) 
I (t, x~ (t) ; ~) = 2 ' 
If1 (t, ~r (t) ; r ) ,  A (t, ~r (t) ;~)] ,  
then, Figure 3 shows the r-level set of approximation of reachable set by using Heun's and Euler's 
methods at t = 0.3 with h = 0.003 for r = 0.1. 
EXAMPLE 3. (See [13].) Consider the FIVP in E 1, x' = -x ,  x(0) = Xo, where Xo is a symmetric 
triangular fuzzy number with support [-1, 1]. 
Since -x r  = {--Xr) is a singleton set in n 1, then, this is interpreted as a family of differential 
inclusions 
x~r(t) = -xr ( t ) ,  x~(0) e Xr = (1 - r ) [ -1 ,  1], r e [0, 1], 
which has the solution set ~-'~.r(Xr) on [0, T] comprising the functions 
xr (t) = xr (0) e-*, x~ (0) e x~.  
r r 
0:i 
°:87 ~ ~ o.~ ~- - - -~~.  
0.6 l- N ~  0.6 b " - ~ . ~ ~  
0.5 ~ ~  o:~ ~ _ o. F 
o°:~1:: ~- .~_ - -2~- -~- .~- - - - - - - -~  l.~ o:~ 
_o.  o1 t 
x ' u .~ 0.3 U.~ 
F igure  4. Reachab le  Set. F igure  5. Heun 's  method.  
r r 
09 0 °9 9,8 0.8 0.7 0.7 .6 0.6 
0.5 0.5 
0.4 0,4 
0.3 • 0.3 ' 
0.2 110 0.2 110 
0.1 0.1 5 
-i 0 ~ / I00 t -1 ~ ~__  100 t 
. . . .  xO ~ 95 - -0"5 ~ 9 5  
F igure  6. Reachab le  Set. F igure  7, Heun 's  method.  
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Table 2. The d~tance between the reachable set and its approximations. 
h Heun Euler 
1 0.0028 0.0209 
~o 0.0026 0.0097 
1 0.0024 0.0042 
I 0.0023 0.0030 
0.0022 0.0024 
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Now, we obtain the reachable set and its approximation at t = 1 with h = 0.1 in Figures 4 and 5, 
and at t = 100 with h = 0.01 shown in Figures 6 and 7. It can be seen that diam(x(t)) ~ 0, 
as t --~ oo. 
6. CONCLUSION 
The method presented in this paper to approximate the reachable set is based on pyramidal 
fuzzy numbers. The r-level sets of these fuzzy numbers are n-dimensional rectangles, uch that 
the convex hull of the corners, or the set of all points on them (in the n-dimensional space), 
forms the reachable set. In this paper, each point (n-dimensional vectors) in the reachable set is 
approximated by means of a Runge-Kutta method of order two called Heun's method, which, in 
contrast with the explicit Euler's method, has a higher order of convergence. 
In the future, and following the ideas of [9], we plan to consider the equations y'(t) = -y ( t ) ,  
y'(t) = - ty ( t ) ,  or y'(t) = cly2(t) + e2 with cl, c2 arbitrary constants. 
REFERENCES 
1. S.L. Chang and L.A. Zadeh, On fuzzy mapping and control, IEEE Trans, Systems Man Cybernet. 2, 30-34, 
(1972). 
2. D. Dubois and H. Prade, Towards fuzzy differential calculus: Part 3, differentiation, Fuzzy Sets and Systems 
8, 225-233, (1982). 
3. M.L. Puri and b.A. Ralescu, Differentials of fuzzy functions, J. Math. Anal. Appl. 91,321-325, (1983). 
4. R. Goetschel and W. Voxman, Elementary fuzzy calculus, Fuzzy Sets and Systems 18, 31~43, (1986). 
5. O. Kaleva, Fuzzy differential equations, Fuzzy Sets and Systems 24, 301-317, (1987). 
6. O. Kaleva, The Cauchy problem for fuzzy differential equations, Fuzzy Sets and Systems 35, 389-396, (1990). 
7. S. Seikkala, On the fuzzy initial value problem, Fuzzy Sets and Systems 24, 319-330, (24). 
8. J.J. Nieto, The Cauchy problem for continuous fuzzy equations, Fuzzy Sets and Systems 102, 259-262, 
(1999). 
9. P. Diamond, Brief note on the variation of constants formula for fuzzy differential equations, Fuzzy Sets and 
Systems 129, 65-71, (2002). 
10. S. Abbasbandy and T. Allah Viranloo, Numerical solution of fuzzy differential equations by Taylor method, 
Comput. Methods Appl. Math. 2, 113-124, (2002). 
11. D. O'Regan, V. Lakshmikantham and J.J. Nieto, Initial and boundary value problems for fuzzy differential 
equations, Nonlinear Analysis 54, 405-415, (2003). 
12. E. Hiillermeier, An approach to modelling and simulation of uncertain dynamical systems, Uncertainty, 
Fuzziness ~4 Knowledge-Based Systems 5, 117-137, (1997). 
13. P. Diamond, Stability and periodicity in fuzzy differential equations, IEEE Trans. Fuzzy Systems 8, 583-590, 
(2000). 
14. P. Diamond and P. Kloeden, Metric Spaces of Fuzzy Sets, World Scientific, Singapore, (1994). 
15. L. Fox and D.F. Mayers, Numerical Solution of Ordinary Differential Equations, Chapman 8z Hall, London, 
(1987). 
16. J.D. Lambert, Numerical Methods for Ordinary Differential Systems: The Initial Value Problem, John 
Wiley & Sons, Ltd., Chichester, (1991). 
17. F.S. deBlasi and J. Myjak, On the solution sets for differential inclusions, Bull. Aead. Polon. Sci. 33, 17-23, 
(1985). 
18. P. Diamond, Time dependent differential inclusions, cocycle attractors and fuzzy differential equations, IEEE 
Trans. Fuzzy Systems 7, 734-740, (1999). 
19. D. Vorobiev and S. Seikkala, Towards the theory of fuzzy differential equations, Fuzzy Sets and Systems 125, 
231-237, (2002). 
20. M. Ma, M. Friedman and A. Kandel, Numerical solutions of fuzzy differential equations, Fuzzy Sets and 
Systems 105, 133-138, (1999). 
