We argue that it should be possible to observe gap-soliton switching in a system composed of two channel waveguides coupled by microresonators, even when the system is only 50 m long. We differentiate between gaps that occur because of Bragg reflection and gaps that occur because of the resonance of the microresonators. The latter are characterized by anomalously small group-velocity dispersion and therefore by smaller nonlinear switching intensities.
INTRODUCTION
It is well known that photonic bandgaps-ranges of frequencies in which light cannot propagate-can occur in the dispersion of light in a linear, periodic, dielectric medium. 1, 2 In a one-dimensional system, these gaps always occur, regardless of the contrast between the high and the low regions of the index of refraction, and they are centered at or near a multiple of the Bragg frequency of the medium. Yet if Kerr nonlinearity is present it is still possible for optical pulses with their frequency content within the gap to propagate. 3, 4 This phenomenon has been analyzed in two ways: First, it has been shown that, when the frequency content of a pulse is narrow and centered near the edge of a photonic bandgap, the propagation of light is well described by a nonlinear Schrö-dinger equation [5] [6] [7] (NLSE). The NLSE is known to support soliton solutions in which the tendency of a pulse to disperse as a result of group-velocity dispersion (GVD) is counterbalanced by the nonlinear self-phase modulation induced by the Kerr nonlinearity. 8 The solitons are similar to those observed in a nonperiodic system, except that in the periodic system the main contribution to the GVD comes from the periodicity of the system itself, whereas in the nonperiodic system a frequency-dependent index of refraction must be relied on to provide the GVD. A second manner in which pulse propagation within the gap can be analyzed proceeds by a consideration of the nonlinear coupled-mode equations 6, 9 (CMEs). These equations explicitly consider the coupling between forwardand backward-propagating waves that is induced by the periodicity in the dielectric constant. In the context of the CMEs the propagation of pulses within the gap can be understood as the self-phase modulation of the pulse inhibiting the coupling condition between the counterpropagating waves. This analysis 10 demonstrates that solitary waves-although not solitons-can exist centered at frequencies deep within the gap. Whether the center frequency is near the gap edge or well within the gap, one of the most striking consequences of the periodicity of the medium is that the effect of material nonlinearity is greatly enhanced because of the low group velocity. This enhancement of the material nonlinearity arises because the ubiquitous coupling between forward-and backwardpropagating light leads to an effective distance of travel that is much larger than the apparent translation of the peak of a pulse.
Of course, physical systems are inherently three dimensional. But in many waveguiding systems it is possible to consider that light is propagating along the length of the waveguide and then to account for the transverse directions by introducing a mode profile. Therefore a fiber Bragg grating, or an etched dielectric waveguide, can be considered to have only one effective dimension. Indeed, most of the experiments on gap-soliton phenomena [11] [12] [13] [14] [15] [16] [17] have been conducted in optical fibers and have been effectively modeled by use of theories that consider the system to have one effective dimension. 12, 16 In 1992 bistable switching was observed by Sankey et al. 18 in a Si-SiO 2 waveguide in which the nonlinearity, although it was large, was associated with the creation of free carriers. In their experiments, they observed switching out of the gap, but their results were obscured by auxiliary effects such as that of the carrierrecombination time, which was only slightly shorter than the pulses. In 1996, Eggleton et al. 12 used a Bragg grating in an optical fiber to observe nonlinear effects associated with soliton formation in pulses whose frequency content was near, but not inside, the gap. These effects included significant nonlinear pulse compression over a propagation length of only 5.5 cm and a substantially reduced group velocity. Later, Eggleton et al. 19 performed extensive comparisons of experimental observations with the theoretical predictions of the NLSE. They found that the NLSE is an excellent quantitative guide to nonlinear effects for pulses whose group velocity is reduced to one half of the speed of light in the absence of a grating. The experiments of Eggleton et al. used picosecond pulses that were not transform limited. Another set of experiments in optical fibers, performed by Taverner et al. 15 and Broderick et al., 16 used transform-limited, nanosecond pulses. They observed self-switching and multiple-gapsoliton formation in an 8-cm grating 15 and in a 20-cm grating 16 ; the longer grating gave better transmission results and allowed the researchers to determine more conclusively what nonlinear effects were due to the formation of gap solitons. A set of experiments by Taverner et al. 14 and Slusher et al. 17 was performed to investigate the polarization properties of gap solitons, with an eye toward device applications. Recently, gap-soliton experiments were performed in AlGaAs waveguides with etched Bragg gratings. 20, 21 The advantage of the AlGaAs structure is that it allows for large effective index contrasts in the grating. Consequently the 5-cm gratings in a fiber can be replaced by 5-mm gratings in AlGaAs. Furthermore, the Kerr nonlinearity in AlGaAs is several hundred times larger than in glass, so a lower intensity is required for observing nonlinear effects. Multiple-gap-soliton formation was observed in the AlGaAs structures.
In two-or three-dimensional systems the linear problem becomes more complicated because the Bragg frequencies associated with different propagation directions are different. For a given periodic structure it is not always possible to find a full photonic bandgap, that is, a range of frequencies within which light cannot propagate regardless of the direction of propagation. Nevertheless, it is usually possible to find stopgaps-ranges of frequencies within which light cannot propagate for a limited range of propagation directions. There are, of course, structures that do possess full photonic bandgaps. 1 In either of these situations it should be possible to observe higher-dimensional gap-soliton-type effects. However, it is well known that, in more than one dimension the NLSE does not support stable soliton solutions 22 ; the pulses are unstable to collapse that is due to self-focusing. It is then necessary to extend the NLSE to include the effects of higher-order nonlinearities and higher-order dispersions, both of which tend to stabilize a pulse against collapse. 22 The investigation of pulse propagation within a three-dimensional photonic bandgap in the presence of nonlinearity is still an open field of research, although some results have been given from a weak-perturbation model. 23 In this paper, we consider a new class of material that is intermediate between the effectively one-dimensional fiber Bragg gratings or corrugated waveguides and the fully two-or three-dimensional photonic bandgap materials: side-coupled microresonator systems. [24] [25] [26] These systems, shown in Fig. 1(a) , consist of two channel waveguides that are side coupled through evanescent fields to a set of periodically spaced, circular microresonators. Following the terminology in the literature, we call these two-channel SCISSOR structures, where SCISSOR is an acronym for side-coupled integrated spaced sequence of resonators. For simplicity, we consider the situation in which the strength of the coupling between the top channel and the microresonator is the same as the coupling between the bottom channel and the microresonator. Light traveling in the forward (backward) direction in the bottom (top) channel can couple, through the resonator, to light traveling in the backward (forward) direction in the top (bottom) channel. In general, the coupling between the channel waveguides and the microresonators will be small. However, there are two distinct ways in which the consequences of the coupling can become significant. First, if the frequency is close to the Bragg frequency b of the structure, where the phase shift induced by one round trip in a unit cell of the system is an integer multiple of 2, weak coupling can be enhanced by means of a Bragg-type process of constructive interference of reflections. This process is completely analogous to Bragg reflection and leads to a gap in the dispersion relation that has the same character as a Bragg gap in a fiber Bragg grating. Second, if the frequency of the light is close to a resonant frequency of the resonator itself r , the effective coupling between the two channels can become quite large, and a gap will also arise. To differentiate this second type of gap from the Bragg gap, we label it a resonator gap. The characteristics of the two types of gap are completely different. Specifically, the curvature of the dispersion relation in the vicinity of the Bragg gap is high, so a pulse whose frequency is outside, but quite close to, the gap will experience a high GVD and higher-order dispersion. In contrast, the GVD at the band edge of the resonator gap can be many orders of magnitude smaller than that at the band edge of the Bragg gap. Thus these structures offer the flat-band features that are characteristic of higher-dimensional photonic crystals, yet with an ease of fabrication and apodization that is more characteristic of one-dimensional systems.
The goal of this paper is twofold: We seek first to gain a qualitative and then a quantitative understanding of gap soliton effects in the two types of gap associated with the two-channel SCISSOR structure. In Section 2, we present a physical model for light propagation in the system in the absence of nonlinearity. This model allows us to determine the dispersion relation and the Bloch functions of the system. Of course, Bloch functions and dispersion relations are concepts that, strictly speaking, apply only to an infinite medium, so understanding them can give us only a qualitative description of pulse propagation through a finite structure. Nevertheless, an examination of the dispersion relation suggests that the interesting linear effects in the vicinity of a resonator gap should be observable in a structure with only two or three microresonators; in contrast, the effects near a Bragg gap require hundreds of microresonators. In Section 3, we extend our examination of an infinite structure by including Kerr nonlinearity in our model. We then develop a set of equations to describe pulse propagation in the infinite structure, assuming that the pulses are slowly varying relative to a carrier frequency. This procedure leads to a NLSE that is valid for pulses whose frequency content is either outside the gaps of the system or even slightly inside either type of gap.
Use of the NLSE allows us to predict the formation of gap solitons in both types of gap. However, the gapsoliton effects are predicted to occur at a much lower energy in a resonator gap because the GVD is so much smaller. To verify these predictions, we turn, in Section 4, to a numerical simulation of pulse propagation in the structure. In doing so, we gain the ability to examine not only finite structures but also apodized structures in which the value of the coupling between the waveguide and the resonators varies from resonator to resonator. This apodization is necessary to remove the well-known Fabry-Perot-type oscillations that appear in the transmission spectrum of a finite structure. 27 Using our simulations, we demonstrate that the dispersion relation is an excellent guide to the linear properties of a finite structure, and we confirm that, for physically reasonable values of the coupling between the channel guides and the resonators, it requires only three resonators to observe a resonator gap with 99.9% reflectivity and more than 100 to observe a Bragg gap with the same reflectivity. We then demonstrate that gap-soliton switching out of a resonator gap can occur in a system with only three resonators, so the structure itself is only 50 m long. Furthermore, the energy required for switching is 2 orders of magnitude less than that required for switching out of a Bragg gap of comparable width. Using parameters that are characteristic of GaAs, we show that switching a pulse of width 100 ps out of a gap whose width is 0.2% of its central frequency requires a power of approximately 80 MW/cm 2 .
LINEAR THEORY
In this section, we review the Bloch theory for linear media with three spatial dimensions and with a periodicity in the dielectric permittivity in as many as three spatial dimensions. We then present a model with which we can determine the Bloch functions and the dispersion relation of the two-channel SCISSOR device, which has a periodicity in the dielectric permittivity in only one dimension.
We examine a system in which the index of refraction is periodic, n(r) ϭ n(r ϩ R), where r ϭ (x, y, z) and R is any lattice vector of the system. Because of this periodicity, Bloch's theorem guarantees that the stationary solutions to Maxwell's equations can be chosen to be of the form
where the crystal wave vector k lies in the first Brillouin zone, m is a band index in the reduced-zone scheme, h mk (r) ϭ h mk (r ϩ R), and e mk (r) ϭ e mk (r ϩ R). We normalize these Bloch functions such that
where ⍀ is a normalization volume. We now consider the specific model for the Bloch functions for the SCISSOR system shown in Fig. 1 . We assume that both the channel waveguides and the microresonators support a known mode profile with the electric field in the transverse direction (E ϭ Eŷ ), and the magnetic field H is everywhere orthogonal to E. Of course, in a physical system the light will not be exactly polarized in the ŷ direction, but such an approximation makes the nonlinear interactions more tractable, while maintaining the essential physics. We also assume that the coupling of light into and out of the microresonator occurs at only the points indicated by the filled circles in Fig. 1 (b) and that at each coupling point there is no reflection. There are two types of propagation mode: a bottom (top) mode, in which more intensity is contained in the bottom (top) channel than in the top (bottom) channel. Each of these two modes can be associated with forward or backward propagation, so there is a total of four types of mode in the system. However, in this paper we consider the relatively simple situation in which the cou-pling at the top and the bottom coupling points is equal and in which only one of the modes of the system is excited.
To determine the Bloch functions and the dispersion relation of the coupled microresonator system, we use a transfer-matrix technique to describe light within one unit cell of the system and then impose the translation symmetry of the periodic medium. We denote the electric field in the bottom channel L (r) ϭ S(x, y)l(z)ŷ , and in the top channel U (r) ϭ S(x, y)u(z)ŷ , where S(x, y) is the mode profile associated with the channel waveguides. We denote the electric field in the microresonator At the coupling points, we define the coupling coefficients, and , and assume that
with a ϭ d/2 and where we have introduced the notation a Ϯ ϭ a Ϯ ␦a, Ϯ ϭ Ϯ ␦, and 0 Ϯ ϭ Ϯ␦, where ␦a and ␦ are infinitesimal quantities. For conserving energy the value of the coupling coefficients must be chosen such that ͉ ͉ 2 ϩ ͉͉ 2 ϭ 1 and * ϭ *. If and are real the second condition is automatically satisfied.
Away from the coupling points the only effect of propagation is the accumulation of phase. Because we are using channel guides, the phase accumulation will be governed by the propagation constant associated with the mode profiles S(x, z) and T( y, R). We assume that the propagation constant is equal for the channel guides and the microresonator and denote it ϭ n eff /c, where is the frequency of the light and n eff is the effective index of refraction associated with the waveguide. Strictly speaking, n eff is a function of frequency, but, in what follows, we ignore its frequency dependence. We assume that light is traveling in the forward direction in the bottom channel and in the backward direction in the top channel, so for the channel guides
In the microresonator, q( Ϫ ) ϭ q(0 ϩ )exp(i) and q(0 Ϫ ) ϭ q( ϩ )exp(i), where is the radius of the microresonator. Combining these expressions for phase accumulation with coupling matrices (3), we find that
where f(z) is a column vector
and T() is the transfer matrix
To identify the Bloch functions we seek periodic solutions of the form
where k() is the Bloch wave number. We use a wave number rather than a wave vector because the periodicity of the structure is in only one dimension. Thus we are led to the eigenvalue problem
where I is the 2 ϫ 2 identity matrix. The eigenvalue problem leads to a dispersion relation
where T 11 () and T 22 () are the appropriate elements of matrix T. We can find the Bloch functions associated with a given k by determining the eigenfunctions of Eq. (7) and using the phase accumulation and the coupling matrices to determine the electric field everywhere in the system. We now turn to an examination of the dispersion relation of the microresonator structure, but first we define two quantities of interest: the resonance vacuum wavelength of a single resonator r and the vacuum Bragg wavelength b :
We determined the nominal value of the Bragg wavelength quoted here by assuming that the coupling between the channels is weak. In Fig. 2 , we plot the dispersion relation for a two-channel SCISSOR structure, using n eff ϭ 3.47, d ϭ 16 m, 2 ϭ 26 m, and ϭ 0.98. We plot the results in a small wavelength window that ranges from ϭ 1.525 m to ϭ 1.550 m.
As is common practice, we plot only those Bloch wave numbers that have no complex component. The value of the wave number at the edge of the plot is /d. We note the opening of the two types of gap: at Ӎ 1.529 m the 59th-order resonator gap opens (that is, 1.529 m Ӎ r /59), and at Ӎ 1.542 m the 72nd-order Bragg gap opens (1.542 m Ӎ b /72). In the vicinity of a Bragg gap the curvature of the dispersion relation is high, whereas
ͬ . (5) near a resonator gap the bands are almost completely flat. This relation means that the GVD of a pulse propagating with a frequency content near a Bragg gap is extremely large and that, when the frequency content is near a resonator gap, the GVD is extremely small. At the band edges of both types of gap the group velocity vanishes. The upper and the lower edges of the Bragg gap occur at k ϭ 0, whereas for the resonator gap they occur at k ϭ 0, /d. This difference between the band edges has important implications for the sorts of pulse-propagation equations that can be associated with the two types of gap. It is well known that a set of CMEs can be used to describe pulse propagation in the vicinity of a Bragg gap in a one-dimensional photonic crystal. We have verified that a set of CMEs can also be used to describe pulse propagation in the vicinity of a Bragg gap in the twochannel microresonator structure. However, the same equations cannot be used in the vicinity of a resonator gap because the standard CME approach requires a direct gap, i.e., one in which the edges of the gap occur at the same Bloch wave number in the reduced-band scheme.
In Fig. 3(a) , we plot the imaginary portion of the Bloch wave number k im as a function of the vacuum wavelength for a resonator gap. In Fig. 3(b) , we plot k im versus the vacuum wavelength for a Bragg gap. Outside either type of gap, k im ϭ 0. Note that the peak value of k im is 300 times larger in the resonator gap than in the Bragg gap (0.384 m
Ϫ1
, compared with 0.00126 m
). In an infinite structure, any wavelength that is associated with a nonzero k im cannot propagate because the effect of the lattice is to couple forward-going light completely to backward-going light and vice versa, so the net flow of energy is zero. The value 1/k im gives an indication of the length over which coupling occurs. So, for the Bragg gap, coupling occurs over a distance of (1/0.00126) m Ӎ 50 unit cells, whereas, for the resonator gap, it occurs over (1/0.384) m Ӎ 0.16 unit cell. Of course, for a field that varies over such a short distance a discussion in terms of Bloch function theory is somewhat suspect. Nevertheless, the value of k im in a resonator gap suggests that almost 100% reflection can be achieved by a resonator gap with a small number of resonators, whereas many resonators would be required for observation of a Bragg gap. These conclusions are confirmed in the simulations in Section 4 below.
In Fig. 4(a) , we plot the GVD, ‫ץ‬ 2 /‫ץ‬k 2 , as a function of the vacuum wavelength near a resonator gap; in Fig. 4(b) , we plot the GVD near a Bragg gap. For the lowwavelength edge of the two gaps the GVD drops to 19 m 2 /ps at the band edge of the resonator gap but peaks at 65 000 m 2 /ps at the band edge of the Bragg gap: The GVD at the Bragg gap edge is 3400 times larger.
NONLINEAR PROPAGATION EQUATIONS
In this section, we include the effects of nonlinearity in an infinite two-channel SCISSOR structure. To do so, we follow a theory 29 that deals with pulse propagation in the presence of nonlinearity in three-dimensional, periodic media. The theory is sufficiently general to handle any form of nonlinearity, but, in this paper, we consider Kerr nonlinearity. Because the mechanics of the derivation have been presented elsewhere, here we sketch the key points; then we present the resultant equation, which is a NLSE. The study in this section continues the assump- 30 It is not so straightforward to modify the NLSE to describe finite systems. Such a task has been performed by use of the nonlinear CMEs as the master equations from which the NLSE emerges. 31 However, as was discussed in Section 2, the CMEs are not valid in the presence of a resonator gap, so the previous study is not directly relevant to our system. In a later paper, we intend to discuss the issue of using effective differential equations to describe a finite microresonator structure; here we simply use the NLSE as a heuristic guide to the sorts of nonlinear effect that should be observable in our structure.
Rather than working directly with the electric and the magnetic fields, we find it convenient to introduce the potentials A and N (Ref. 29) , with
These potentials automatically satisfy the two Maxwell equations that involve divergence. It is easy to verify from the Maxwell equations that involve curl that the potentials can also be chosen to satisfy
Following Bhat and Sipe, 29 we introduce a column ⌿ of complex vector fields:
where the complex fields Ϯ (r, t) are the two elements of ⌿. Differential equations for the components of ⌿ can be derived from Eqs. (9) . 29 Note that not any arbitrary column ⌿ will represent real potentials A(r, t) and N (r, t). However, given an arbitrary column ⌿, we can construct a column ⌿ ϩ ⌿ whose elements do represent real potentials, where the physical conjugate ⌿ is defined as
and the relation between Ϯ (r, t) and A(r, t) and N(r, t) is defined in Eq. (10) . In what follows, we shall write a column [Eq. (10)] as ⌿ ϩ ϩ ⌿ Ϫ , where ⌿ Ϫ ϵ⌿ϩ , and then work with the ⌿ ϩ column.
In the absence of nonlinearity the general solution of Maxwell's equations is of the form
where m is the band index in the reduced-band scheme, f mk are dimensionless expansion coefficients, a has units of ⌿ ϩ , and column ⌽ mk (r), which is composed of the Bloch functions of the periodic medium, is
In the presence of nonlinearity, solution (12) cannot be used. Instead, we construct approximate solutions to Maxwell's equations by replacing the constant coefficients f mk in Eq. (12) with functions f mk (z, t) that vary slowly in space and time. We seek to describe the propagation of light pulses that vary slowly relative to a given carrier frequency. When the frequency content of the pulse is either outside a gap of the system or not too deep within the gap, we can derive a NLSE that governs the dynamics of the slowly varying pulse-envelope function. In this situation, we define a carrier frequency, , and the associated wave number, k ( ). We then make the ansatz
where the frequency content of the pulse is contained largely in band m, the main band, and where each term in the summation over q m is considered to be much smaller than the leading term.
Turning to the nonlinearity, we assume that it is weak and is due to a third-order response, which, at frequencies of interest, is far off resonance. Then an appropriate model for the nonlinear polarization P NL (r, t) is
We have assumed that the underlying material is nondispersive; whereas this assumption may be valid for frequencies near , it will likely not be valid for frequency ranges that extend to Ӎ 3 . Furthermore, the assumption of no absorption at the third harmonic will likely be in error. Therefore we expect, on physical grounds, that in many cases the actual material dispersion and absorption will make any buildup of the third harmonic unlikely, so we ignore the third harmonic. In light of this simplification, we introduce a complex envelope function, E(r, t), and write the electric field as E(r, t) ϭ E(r, t)exp(Ϫi t) ϩ c.c., where is the carrier frequency associated with E(r, t); we can then reduce the expression for the nonlinear polarization [Eq. (14) ] to
Inasmuch as we have assumed that our electric field is polarized in the ŷ direction, we find that
where E(r, t) ϭ E y (r, t). In Eq. (13), we separated what we consider to be the largest, hence the most physically relevant, components of ⌿ ϩ (r, t) from those that are much smaller. Furthermore, we consider the pulses to vary slowly relative to a carrier frequency and a wave number k . Also, we consider the nonlinearity to be weak. We carefully account for these strength, time, and space scales by using the method of multiple scales. 6 That is, we introduce a smallness parameter with which we define a series of length and time scales:
with n ϭ 0, 1, 2 ... . We then assume that the carrier frequency term and the Bloch functions vary only on the fundamental scales, t 0 and z 0 , so ⌽ mk (r) → ⌽ mk (x, y, z 0 ) and exp(Ϫi t) → exp(i t 0 ). We also assume that the envelope functions vary on all scales except the fundamental scales: f mk (z, t) → f mk (z 1 , z 2 ,...; t 1 , t 2 ,...). For mathematical purposes, we consider these different t n and z n to be independent variables. We then assume that the carrier functions and the envelope functions vary equally significantly as each of their arguments varies over a given length L. We use the same smallness parameter to define the strength scales in the problem. That is, we assume that
where q m and F mk (n) (z n ; t n ) are considered to be of roughly the same magnitude. This means that the envelope function in the main band, f mk , is larger than the envelope functions in the other bands by a factor of . The consistency of this method and the manner of carefully accounting for the nonlinearity are extensively discussed in the literature, as is the appropriate choice of a value for . 6, 9, 29 The technique has been used to derive a NLSE and nonlinear CMEs 6,9 for one-dimensional systems. For three-dimensional systems a NLSE 29 was derived. We now present the results of the technique.
Expression (13) for ⌿ ϩ was written in terms of a field f mk (z, t) that is mathematically convenient. To eventually compare our theory and experimental situations, we convert to the field
where we have introduced A eff , an effective area associated with the cross-sectional area of the channel and the resonator waveguides. To the first order, the energy in the electromagnetic field is
This g mk (z, t) field satisfies the differential equation 29, 30 0 
where e mk (r) is the periodic portion of the Bloch function [Eqs. (1)], and ⍀ cell is the volume of one unit cell of the structure. The region of validity of this NLSE has been extensively discussed. 4, 9 The NLSE (21) admits of soliton solutions, including solitons whose frequency content lies within a gap of the medium. The energy that is required for formation of a gap soliton scales as the square root of the GVD at the band edge, 33, 34 so (refer to Fig. 4 ) a gap soliton of a given frequency width should form at a much lower energy in a resonator gap than in a Bragg gap. Using the specific numbers for GVD from that figure, we expect a resonator gap soliton to form with 60 times less energy than a Bragg gap soliton. This estimate is verified, roughly, in Section 4 below. The agreement will not be exact because there we make no attempt to simulate exact soliton propagation. Instead, we look at transmission experiments through finite, apodized structures, and this approach complicates the comparison with the NLSE.
NUMERICAL SIMULATIONS
In this section, we use a numerical technique to simulate pulse propagation in the microresonator structure. We demonstrate that interesting nonlinear dynamics involving gap solitons can occur in a finite structure composed of as few as three unit cells. The numerical technique takes advantage of the fact that we ignore the frequency dependence of n eff . This means that, away from the coupling points, the propagation of light over a distance ␦z merely leads to the accumulation of a linear phase, L ϭ n eff ␦z/c, and a nonlinear phase, NL ϭ ␥I␦z, where is the carrier frequency of the light, I is its intensity, and the nonlinear coefficient is
where n 2 is the familiar index of refraction coefficient. For definiteness, we assume that light is traveling in the forward direction in the lower channel, backward in the upper channel, and counterclockwise in the resonator.
We then define a generalized length variable with ␦ ϭ ␦ in the resonator and ␦ ϭ Ϯ␦z in the channel waveguides, where the plus-and-minus sign obtains when the light is in the lower (upper) channel. We take ␦z to be positive, so ␦ will be negative in the upper channel.
We define a field A(, t), where ͉A(, t)͉ 2 represents the intensity in the field. We use the finite difference equation
to describe the evolution of the field within the system, where, for a given value of ␦z, we have ␦t ϭ n eff (␦z)/c.
Typically we use ␦z ϭ 1 m, which is sufficient for convergence. To simplify the numerics, we assume that there is no nonlinear phase accumulation in a small region about the coupling points. At the coupling points, we use matrices (3) to determine field propagation. The boundary conditions that we use are as follows: We set the field in the lower channel waveguide at the leftmost end of the structure. We assume that there are no other fields injected into the system. We then collect the output field at the rightmost end of the lower channel waveguide; this is the transmitted light. We also collect the output field at the leftmost end of the upper waveguide; this is the reflected light. This numerical technique is valid in both the presence and the absence of nonlinearity. However, in the absence of nonlinearity, we best determine the transmission properties of the two-channel SCISSOR structure by multiplying together a string of transfer matrices (5) and applying the appropriate boundary conditions. This approach is much less numerically intensive; hence we use it to investigate the fine structure of the linear transmission spectrum of the system. We use the following material parameters in our simulations:
n eff ϭ 3.47, d ϭ 16 m, 2 ϭ 26 m, ϭ 0.98, and n 2 ϭ 1.3 ϫ 10 Ϫ13 cm 2 /W. The values of n eff and n 2 are characteristic of GaAs. 35 In Fig. 5(a) , we plot the cw transmission spectrum of the structure with 3 unit cells (dashed curve) and 20 unit cells (solid curves) by using a sufficiently low intensity that the Kerr nonlinearity can be ignored. The dotted lines in the figure outline the bandgap predicted by the dispersion relation. Both the 3-cell and the 20-cell structures give a stopgap that corresponds well to the resonator gap predicted by the dispersion relation; but in both cases there are oscillations in the transmission just outside the gap. These oscillations are associated with Fabry-Perot-type resonances in the finite structure and are much more noticeable for the 20-cell structure; we show below that we can remove them by varying the value of across the structure, which effectively apodizes the structure. We also plot the simulated transmission of a Gaussian pulse, whose full width at half-maximum intensity is 100 ps, traveling through a 3-cell structure (squares) and a 20-cell structure (triangles), with the indicated center wavelength. The vacuum wavelength spread of a transform-limited 100-ps Gaussian pulse is ⌬ Ӎ 2.3 ϫ 10 Ϫ5 m, which means that the pulse width is 10% of the width of the gap. The transmission of the pulses closely matches the prediction of the cw spectrum; the small differences can be explained by the fact that the wavelength range contained within the pulse experiences a transmission that is a weighted average of the oscillations in the cw spectrum. The observed stop band is associated with the 59th resonance of the microresonator. We note, too, that there is an asymmetry between the red and the blue sides of the transmission spectra of the finite structure. For the 3-cell structure (dashed curves) a Fabry-Perot oscillation occurs on the low-wavelength side but not on the high-wavelength side; for the 20-cell structure (solid curves) both the number and the period of the Fabry-Perot oscillations are different on the low-and the high-wavelength sides. This asymmetry is related to the position of the resonator gap relative to the two nearest Bragg gaps. In the system that we are simulating, the nearest Bragg gap with a lower wavelength is closer to the resonator gap than the nearest Bragg gap with a higher wavelength, and this causes the observed asymmetry in the transmission spectrum. However, the detailed relation between the position of the Bragg gaps and the asymmetry in the transmission spectrum of the resonator gaps is somewhat involved, and we intend to return to this issue in a future publication.
In Fig. 5(b) , we plot the linear cw transmission spectrum of a 50-cell (dashed curve) and a 100-cell (solid curve) structure in the vicinity of the 72nd Bragg gap. As in Fig. 5(a) , the dotted lines outline the bandgap predicted by the dispersion relation. Again, there are the visible oscillations in the transmission spectrum of the finite structure that can be removed by apodization. We plot the simulated transmission of a 100-ps Gaussian pulse traveling through a 50-cell structure (squares) and through a 100-cell structure (triangles). The transmission of the pulses closely matches those predicted by the cw spectrum; in fact, the agreement between the pulses and the cw spectrum is better here than in the resonator situation because the period of the Fabry-Perot oscillations is much smaller. Note that, for the 50-cell structure, the minimum transmission is approximately 44% and, for the 100-cell structure, it is approximately 6%. This is a consequence of the fact that Bragg reflection is a distributed process, requiring a buildup of the reflected wave over many unit cells. In contrast, the resonator gap opens because, near a microresonator resonance, the light passes through each resonator many times, allowing the reflected wave to build up over only a few cells. This observation is consistent with the values of k im predicted by the dispersion relation (Fig. 3) . We note, too, that the asymmetry that is found in the transmission spectra of the resonator gap does not occur in the Bragg gap. Again, we intend to return to this issue in a future publication.
In Fig. 6(a) , we plot the cw transmission spectrum through an apodized structure with 3 unit cells (dashed curve) and with 20 unit cells (solid curve). For the 3-cell structure the apodization was as follows: The middle cell had ϭ 0.98, and the first and the third cells had ϭ 0.99. For the 20-cell structure, the middle 14 cells had ϭ 0.98, and the first and the last 3 cells of the structure were apodized, with cell 1 having ϭ 0.995, cell 2 having ϭ 0.99, and cell 3 having ϭ 0.985, and with the last three cells having the same apodization. We also plot the simulated transmission of 100-ps Gaussian pulses for the 3-cell structure (squares) and the 20-cell structure (triangles). These plots agree almost exactly with the cw spectrum; the small deviations are due to the finite width in the wavelength of the pulse. The wavelength range in Fig. 6(a) corresponds to a resonator gap. Of course, the shape of the gap in the 20-cell structure corresponds more closely to the width of the gap predicted by the dispersion relation for an infinite structure with ϭ 0.98. However, it is impressive that even with three unit cells the structure attains a transmission as low as 0.01%. Furthermore, the transmission minimum in the 3-cell structure is closer to the low-wavelength edge of the gap, which is consistent with the spectrum of k im for a resonator gap, as shown in Fig. 3 . The cw spectrum for the 20-cell structure still displays a few Fabry-Perot oscillations. These oscillations could be removed by a more sophisticated apodization profile, but we leave them in so we can discuss their effect on the nonlinear transmission characteristics of the structure. In Fig. 6(b) we plot the effective group velocity of light in the 20-cell apodized structure (filled circles) that were obtained by division of the length of the structure by the group delay. We also plot the group velocity predicted by the dispersion relation (solid curve) for an infinite structure. Again, the agreement is excellent.
We now turn our attention to nonlinear switching effects. Because pulse propagation in the structure can be described by use of the NLSE (21), we expect light to be able to switch out of the gap by formation of a gap soliton. However, the NLSE presented in Section 3 is more useful as a heuristic, rather than a quantitative, guide to nonlinear effects; its derivation assumed an infinite medium, whereas here we simulate propagation in short, apodized structures. We concentrate first on effects in the vicinity of a resonator gap, apodized as discussed above. We use 100-ps Gaussian pulses and tune the carrier wavelength to a point on the dispersion relation such that, at low intensities, we find 1% transmission ( ϭ 1.52910 m for the 3-cell structure; ϭ 1.52907 m for the 20-cell structure). Of course, 1% transmission can occur at either the low-or the high-wavelength side of the gap, but we use the 1% transmission point at the low-wavelength edge of the gap because at that wavelength we can effect alloptical switching for the positive nonlinearity that we use in our simulations. That is, the effect of positive nonlinearity is to shift the bandgap position such that a pulse near its low-wavelength side can propagate. Were the material to possess a negative nonlinearity, the bandgap would be shifted in the opposite direction, so a frequency at the high wavelength would instead be appropriate.
In Fig. 7 , we plot the transmission through the struc- ture as a function of the incident intensity for a 3-cell (dotted curve) and a 20-cell (solid curve) structure. Both structures exhibit nonlinear switching. Of course, the switching threshold for the 20-cell structure is sharper because the low-wavelength edge of its bandgap is much more sharply defined [see Fig. 6(a) ]. The 20-cell structure becomes 60% transmitting near 20 MW/cm 2 , whereas for attaining that transmission the 3-cell structure requires 45 MW/cm 2 . Note that, although the transmission of the 3-cell structure increases monotonically with the incident intensity, the transmission of the 20-cell structure exhibits peaks and dips. These properties can be understood by reference to the Fabry-Perot oscillations in the cw transmission spectrum of the apodized 20-cell structure shown in Fig. 6(a) . For linear intensities our pulse is within the stop gap. However, as we increase the intensity, the self-phase modulation induced by the intensity of the pulse changes the effective index seen by the pulse; this change means that, as we increase the intensity, the transmission of the pulse essentially traces out the cw spectrum. In fact, even were the structures to be completely unapodized, they would still exhibit switching behavior, but the interpretation of the switching is much clearer in the apodized structures. For this reason, we simulated an apodized structure even in the 3-cell situation, where the effect of the Fabry-Perot oscillations is relatively weak.
In Fig. 8 , we plot the output pulses for the 3-cell structure that are associated with incident intensities of 40 MW/cm 2 (solid curve), which corresponds to 52% transmission, of 85 MW/cm 2 (dashed-dotted curve), which corresponds to 80% transmission, and of 300 MW/cm 2 (dotted curve), which corresponds to 94% transmission. We normalize the intensity of the output pulse to the intensity of the appropriate incident pulse.
For the 40-MW/cm 2 incident intensity, the output intensity of the pulse is attenuated, and the pulse width is compressed to 56 ps. For the 85-MW/cm 2 incident intensity the main energy in the output pulse is compressed to 31 ps but has a much higher peak intensity relative to its incident intensity; furthermore, it is beginning to form a second soliton. Finally, for the 300-MW/cm 2 incident intensity the output pulse has formed into multiple solitons, each of which is narrower than 30 ps, and has a higher peak intensity than the incident intensity. These results assume a lossless medium. We also included the effects of material absorption and bending loss in our model and found that switching can be observed in the 3-cell structure with an intensity-loss parameter as high as 6 cm
Ϫ1
. The 20-cell structure is, of course, more susceptible to loss, and the switching effects are substantially reduced when the loss reaches 1 cm Ϫ1 . In Fig. 9 , we plot the switching curve for a Bragg gap. We again start by choosing a wavelength such that at low intensities the transmission is 1%. We find that, to achieve 25% transmission, we require an incident intensity of approximately 2.5 GW/cm 2 : 100 times more than is required to achieve 25% transmission out of a resonator gap. This result is consistent with the observation given in Section 3, where we compared the GVDs at the edges of a Bragg and a resonator gap and showed that the resona- tor gap would support a soliton with 60 times less energy. When we run our simulations to higher values of input energy, we achieve switching of approximately 50% from the Bragg gap, but the pulse breakup is so immense that the output pulse would be essentially useless.
CONCLUSION
We have presented a theoretical model that allows us to predict the dispersion relation and the Bloch functions of an infinite two-channel SCISSOR structure in the absence of nonlinearity. The dispersion relation revealed two types of bandgap: One associated with Bragg reflection, and another associated with the resonant frequency of the microresonators themselves. The dispersion relations in the vicinities of the two gaps have completely different characteristics. Near the familiar Bragg gap the GVD becomes large near the band edge, whereas near the band edge of the resonator gap the bands are flat and the GVD becomes extremely small. The flat bands in the resonator structure are reminiscent of the flat bands observable in two-and three-dimensional photonic crystals, but they appear here in a quasi-one-dimensional structure. We presented a NLSE in the presence of Kerr nonlinearity that can be used as a guide to nonlinear effects in the structure. Specifically, the different magnitudes of the GVD at the band edges of the two types of gap led us to predict that gap soliton effects should be observable at a much lower energy in the resonator gap.
We applied a numerical technique to examine pulsepropagation effects in a two-channel SCISSOR structure. We showed that strong resonator gaps are observable in an apodized structure with only three unit cells; for reasonable physical parameters the structure is only 50 m long. In contrast, Bragg gaps require hundreds of unit cells; admittedly 200 unit cells make for only a 3-mm device, but it might be difficult, given the present technology, to fabricate such long devices. We simulated nonlinear pulse propagation and showed that, for a comparable gap width, a resonator gap requires much less energy for switching than does a Bragg gap. We also showed that although a 3-cell device exhibits switching out of a resonator gap, the switching curve is much sharper for a 20-cell device.
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