In this paper we present our ic-NBC and ic-DBSCAN algorithms for data clustering with constraints. The algorithms are based on density-based clustering algorithms NBC and DBSCAN but allow users to incorporate background knowledge into the process of clustering by means of instance constraints. The knowledge about anticipated groups can be applied by specifying the so-called must-link and cannot-link relationships between objects or points. These relationships are then incorporated into the clustering process. In the proposed algorithms this is achieved by properly merging resulting clusters and introducing a new notion of deferred points which are temporarily excluded from clustering and assigned to clusters based on their involvement in cannot-link relationships. To examine the algorithms, we have carried out a number of experiments. We used benchmark data sets and tested the efficiency and quality of the results. We have also measured the efficiency of the algorithms against their original versions. The experiments prove that the introduction of instance constraints improves the quality of both algorithms. The efficiency is only insignificantly reduced and is due to extra computation related to the introduced constraints.
Introduction
Clustering is a well-known and often used data mining technique. Its goal is to assign data objects (or points) to different clusters so that objects that are assigned to the same cluster are more similar to each other than to objects assigned to other clusters [10] .
Clustering algorithms can operate on different types of data sources such as databases, graphs, text, multimedia, or on any other datasets containing objects that could be described by a set of features or relationships [2] . Performing a clustering task over a dataset can lead to a discovery of unknown yet interesting and useful patterns or trends in the dataset. Since clustering algorithms do not require any external knowledge as input (except certain parameters such as k in the k-Means algorithm), the process of clustering, in contrast to classification, is often referred to as an unsupervised learning. However, there has always been a natural need to incorporate already collected knowledge into algorithms to make them better both in terms of efficiency and quality of results. This need led to the construction of a new branch of clustering algorithms based on constraints. Constraintbased clustering algorithms utilize the fact, that in many applications, the domain knowledge in the form of, say, labeled objects is already known or could be easily specified by domain experts. Moreover, in some cases such knowledge can be automatically detected. Initially, researchers focused on algorithms that incorporated pairwise constraints on cluster membership or learned distance metrics. Subsequent research was related to algorithms that used many other kinds of domain knowledge [5] .
In [12] and [13] we presented the implementation of two neighborhood-based clustering algorithms ic-NBC and ic-DBSCAN. These two algorithms combined the well-known NBC [20] and DBSCAN [8] algorithms with two instance-level constraints, must-link and cannot-link. In this paper, we build upon our previous work. In particular, in Section 4, we provide a formal background behind the algorithms. The standard concepts used in ic-NBC and ic-DBSCAN (e.g. k-neighborhood, dense point, direct neighborhood-based density reachability, neighborhood-based density reachability, cluster, noise, nearest cluster, parent cluster, etc.) had to be adjusted to the new context of instance constraints and required new definitions. To improve readability, we have introduced a number of examples and figures illustrating the new concepts. Last but not least, we have added an entirely new section with experimental results to verify both quality as well as efficiency of the algorithms.
The paper is divided into six sections. In Section 2 we give a brief introduction to clustering with constraints and describe the related work in the field of constrained clustering -especially related to density-based clustering. In Section 3, the classic DBSCAN and NBC algorithms are described. In Section 4 we present our own method. Section 5 contains an experimental evaluation of our algorithms. Conclusions and further research is discussed in Section 6.
Constraints

Instance-level constraints
In clustering algorithms with constraints, background or expert knowledge can be incorporated into algorithms by means of different types of constraints. [5] . Several types of constraints have been identified so far, for example, instance constraints describing relations between objects or distance constraints such as inter-cluster δ-constraints and intra-cluster -constraints [2] . Nevertheless, the hard instance-level constraints seem to be most useful since the incorporation of just few constraints of this type can improve clustering accuracy. (We use the Silhouette score to measure clustering quality in our experiments.)
In [16] authors introduced two kinds of instance-level constraints, namely: the mustlink and cannot-link constraints. These constraints are simple yet have interesting properties. For example must-link constraints are symmetrical, reflexive and transitive: if two points, p 0 and p 1 are in a must-link relationship, that is, c = (p 0 , p 1 ) (see Table 1 for notation), then these points should be assigned to the same cluster. On the other hand, if two points r 0 and r 1 are in a cannot-link relationship, that is, c = (r 0 , r 1 ), then these points must not be assigned to the same cluster.
Consider the following example based on Figure 1 . In Figure 1 .a we present a sample dataset with two must-link constraints c = (p 0 , p 1 ) and c = (p 2 , p 3 ). Each pair of points should be assigned to the same cluster.In Figure 1 .b we present a sample dataset with one cannot-link constraint c = (p 0 , p 1 ). The dataset should be clustered so that points p 0 Table 1 . Notation related to instance-level constraints used in the paper and auxiliary variables used in pseudo-code of the algorithm.
Notation Description
C(p) The cluster to which a point p was assigned. If a point has not been decided yet to which cluster it should be assigned then C(p) returns UNCLASSIFIED. If p is a noise point, then C(p) = NOISE. C= The set of pairs of points that are in a must-link relation. c=(p 0 , p 1 ) Two points p 0 and p 1 are in a must-link relation (must be assigned to the same resulting cluster). C=(p) The set of points which are in a must-link relation with point p. C = The set of pairs of points that are in a cannot-link relation. c = (r 0 , r 1 ) Two points r 0 and r 1 are in a cannot-link relation (must not be assigned to the same resulting cluster). C = (r) The set of points which are in a cannot-link relation with point r. ClusterId The auxiliary integer variable used for storing currently-created clusters identifier. p.ClusterId By using such a notation we refer to a ClusterId related to point p.
p.ndf Such a notation is used to refer to a value of the NDF factor associated with point p. R d , Rt The auxiliary variables for storing deferred points. DP Set The variable for storing dense points. It is used for in an iterative process of assigning points to clusters.
and p 1 will not be assigned to the same cluster.In Figure 1 .c and Figure 1 .d we illustrate basic features of instance constraints such as transitivity, reflexiveness, symmetry as well as entailment.
Related Work
In constrained clustering algorithms, background or expert knowledge can be incorporated into algorithms by means of different types of constraints. Over the years, several methods of using constraints in clustering algorithms have been developed [5] . Constraintbased methods proposed so far employ techniques such as modifying the clustering objective function including a penalty for satisfying specified constraints [6] , clustering using conditional distributions in an auxiliary space, enforcing all constraints to be satisfied during clustering process [17] or determining clusters and constraints based on neighborhoods derived from already available labelled examples [1] . In the distance-based methods, the distance measure is designed so that it satisfies given constraints [11, 4] . Among algorithms proposed so far, a few represent modifications of density based algorithms, such as C-DBSCAN [15] , DBCCOM [7] or DBCluC [18] . C-DBSCAN [15] is an example of a density-based algorithm using instance-level constraints where constraints are used to dictate whether some points may appear in the same cluster or not. In the first step, the algorithm partitions the dataset into subspaces using the KD-Tree [3] and then enforces instance-level constraints within each tree leaf producing so-called local clusters. Next, under cannot-link constraints, adjacent local clusters are merged enforcing must-link constraints. Finally, adjacent clusters are merged hierarchically enforcing remaining cannot-link constraints.
DBCluC [18] which was also based on the DBSCAN [8] employs an obstacle modelling approach for density-based clustering of large two-dimensional datasets. By means of the modelling it is also capable of detecting clusters of arbitrary shape and is not sensitive to the order of points in a dataset, constraints and noise. The efficiency of clustering Fig. 1 . An illustration of (a) must-link constraints connecting points p 0 and p 1 as well as p 2 and p 3 . Points that are connected by must-link constraint have to be assigned to the same cluster; (b) cannot-link constraint connecting points p 1 and p 2 . In spite of the fact that points may be located relatively closely, if there is a cannot-link relation between them, they cannot by assigned to the same cluster; (c) transitive, reflexive and symmetrical features of must-link constraints. p 0 and p 1 as well as p 0 and p 2 are connected by must-link constraints, thus p 1 and p 2 are also connected by a must-link constraint; (d) entailed cannot-link constraints. All points from clusters s 0 and s 1 cannot be assigned to the same cluster because of c = (p 0 , p 1 ) constraint is leveraged by a reduction of polygons modelling the obstacles -the algorithm simply removes unnecessary edges from the polygons making the clustering faster in terms of number of constraints to be analysed. Nevertheless, the mechanism of obstacle reduction requires a complex preprocessing to be done before clustering.
The DBCCOM algorithm [7] pre-processes an input dataset by modeling the presence of physical obstacles -similarly to DBCluC. It also detects clusters of arbitrary shapes and size and is also considered to be insensitive to noise as well as an order of points in a dataset. The algorithm comprises of three steps: first, it reduces the obstacles by employing the edge reduction method, then performs the clustering and finally applies hierarchical clustering on formed clusters. The obstacles in the algorithm are represented as simple polygons and however the algorithm uses a more efficient polygon edge reduction algorithm than DBCluC. The results reported by the authors algorithm confirm that it can perform polygon reduction even faster than DBCCOM and can produce a hierarchy of clusters.
Density-based clustering
Density-based clustering algorithms use density functions to identify clusters. Clusters are dense regions separated by regions of empty space or low density called noise or outliers. Clusters generated in this way can be of arbitrary shape. In this section we describe two density-based algorithms: DBSCAN and NBC.
DBSCAN
The DBSCAN algorithm [8] is a well known density-based clustering algorithm. The algorithm takes three input parameters: D -the set of data points, -the radius of the neighborhood, M inP ts -the minimal number of points within -neighborhood. Each point in D has an attribute called ClusterId which stores the cluster's identifier and initially is equal to UNCLASSIFIED. The key definitions related to the DBSCAN algorithm shown below will be used in the sequel. Again, the general notation is given in Table 1 .
-neighborhood of point p is the set of all points q in dataset D that are distant from p by no more than ; that is,
where dist is a distance function.
Clusters in DBSCAN are associated with core points which can be considered as seeds of clusters.
Definition 2 (core point). p is a core point with respect to if its -neighborhood contains at least M inP ts point; that is, | N N (p)| ≥ M inP ts.
The point p 2 in Figure 3a is a core point as its -neighborhood contains 6 points (we assume M inP ts = 6 in this case).
Definition 3 (directly density-reachable points). Point p is directly density reachable from point q with respect to and M inP ts if the following two conditions are satisfied: a) p ∈ N N (q) b) q is a core point.
Figure 3a illustrates the concept of direct reachability.
Definition 4 (density-reachable points). Point p is density-reachable from a point q with respect to and M inP ts if there is a sequence of points p 1 , ..., p n such that p 1 = q, p n = p and p i+1 and is directly density-reachable from p i , i = 1 . . . n − 1.
Figure 3b illustrates the concept of reachability.
Definition 5 (cluster). A cluster is a non-empty set of points in D which are densityreachable from the same core point.
Although Definition 5 is formulated somewhat differently than the definition provided in [8] , the resulting clusters are identical in both cases.
Points that are not in dense areas are not associated with any clusters and are considered noise.
Definition 6 (noise). Noise is the set of all points in D that are not density-reachable from any core point.
DBSCAN proceeds as follows. Firstly, the algorithm generates a label for the first cluster to be found. Next, the points in D are read. The value of the ClusterId attribute of the first point read is equal to UNCLASSIFIED. While the algorithm analyzes point
Illustration of a sample execution of the DBSCAN algorithm. The neighborhood of the first core point is assigned to a cluster (a). Subsequent assignment of density-reachable points forms the first cluster; initial seeds are determined for the second cluster (b). The second cluster reaches its maximum size; the initial seeds are determined for the third cluster (c). The third cluster reaches its maximum size; the initial seeds are determined for the fourth cluster. Finally, DBSCAN labels noise points represented here by empty dots (d).
after point, it may happen that the ClusterId attributes of some points may change before these points are actually analyzed. Such a case may occur when a point is densityreachable from a core point examined earlier. Such density-reachable points will be assigned to the cluster of a core point and will not be analyzed later. If a currently analyzed point p has not been classified yet (the value of its ClusterId attribute is equal to UNCLASSIFIED), then the ExpandCluster function is called for this point. If p is a core point, then all points in C(p) are assigned by the ExpandCluster function to the cluster with a label equal to the currently created cluster's label. Next, a new cluster label is generated by DBSCAN. Otherwise, if p is not a core point, the attribute ClusterId of point p is set to NOISE, which means that point p will be tentatively treated as noise. After analyzing all points in D, each point's attribute ClusterId stores a respective cluster label or its value is equal to NOISE. An illustration of a sample execution of DBSCAN has been ploted in Figure 2 .
Neighborhood-based clustering
The Neighborhood-Based Clustering (NBC) [20] algorithm also belongs to the class of density based clustering algorithms. The characteristic feature of NBC compared to DB-SCAN is its ability to measure relative local densities. Hence, it is capable of discovering clusters of different local densities and of arbitrary shape. The algorithm has two parameters: the set of points D and the number k which is used to describe density of a point.
The key definitions related to the NBC algorithm are presented below; k-neighborhood and k + -neighborhood, defined below, are parameters used to describe dense neighborhoods.
Definition 7 (k-neighborhood, or kN N (p)). k-neighborhood of point p is a set of k (k > 0) points satisfying the following conditions:
However, is not a parameter given a priori to the algorithm, but a property of dense neighborhoods relative to a given data set.
The concept of k + -neighborhood of p is illustrated in Figure 4a .
(a) p0 is directly density-reachable from core point p1; p0 is density-reachable from p2 (M inP ts = 6).
(b) Both p0 and p5 are density-reachable from core point p2, so p0 and p5 belong to C(p2) (M inP ts = 6). Definition 11 (neighborhood-based density factor of a point -N DF (p)). Neighborhood-based density factor of a point p is defined as
Points having the value of the value of N DF factor equal to or greater than 1, are considered dense.
Definition 12 (dense point). Point p is called a local dense point if its N DF (p) is greater than 1.
Definition 13 (directly neighborhood-based density reachable). A point p is directly neighborhood-based density reachable from point q if p ∈ k + N N (q − ) and q is a dense (core) point. Figure 4a is directly neighborhood-based density reachable from point p.
Definition 14 (neighborhood-based density reachable). A point p is neighbor-hoodbased density reachable from r if p is directly neighborhood-based density reachable from q and r is directly neighborhood-based density reachable from q.
Point q 12 in Figure 4b is directly neighborhood-based density reachable from point q 3 .
Definition 15 (cluster). A cluster is a maximal non-empty subset of D such that for two points p and q in the cluster, p and q are neighborhood-based density-reachable from a local core point with respect to k, and if p belongs to cluster C and q is neighborhoodbased density connected with p with respect to k, then q belongs to C.
Definition 16 (noise). Noise is the set of all points in D that do not belong to any cluster. In other words, noise is the set of all points in D that are not neighborhood-based densityreachable from any local core point.
In order to find clusters, N BC starts with calculating values of NDF factors for each point p i in a database D, i = 0, 1, . . . , |D|. Next, for each p i , a value of NDF is checked. If it is greater than or equal to 1, then p i is assigned to the currently created cluster c (identified by the value of ClusterId). Next, the temporary variable DP Set for storing references to points, is cleared and each point, say q, belonging to k + N N (p − i ) is assigned to c. If q.ndf is greater than or equal to 1, then q is also added to DP Set. Otherwise, q is omitted and a next point from k + N N (p − i ) is analyzed. Further, for each point from DP Set, say r, k + N N (r − ) is computed. All unclassified points belonging to k + N N (r − ) are assigned to c and points having values of NDF greater than or equal to 1 are added to DP Set. Next, r is removed from DP Set. When DP Set is empty, ClusterId is incremented and a next point from D, namely p i+1 , is analyzed. Finally, if there are no more points in D having values of N DF factor greater than or equal to 1, then all unclassified points in D are marked as N OISE.
Clustering with Constraints
In this section we present two density-based algorithms with constraints based on DBSCAN and NBC. The main modification in both algorithms is the introduction of the DEFERRED points. The deferred points are in -neighborhood (for DBSCAN algorithm) or k + -punctured neighborhood (for the NBC algorithm) of points involved in cannot-link relationship. The original algorithms are then first executed without the deferred points after which the points are assigned to appropriate clusters to satisfy their cannot-link constraints.
The must-link constraints are handled in a simple way. In the original algorithms, the construction of clusters originates from the core points. These points are kept in appropriate lists which are then updated in subsequent iterations of the algorithm. If a given core point p is involved in a must-link relationship with another core point r, then r is added to the cluster originating in p. In this way, the algorithm can connect two remote regions via a bridge defined by the pair of points in a must-link relationship.
Our interpretation of the instance constraints is slightly different from most of the existing approaches which stop execution of the clustering algorithms upon the discovery of conflicting constraints. We believe that instance constraints do not necessarily have to be fully satisfied. ic-NBC and ic-DBSCAN use techniques similar to DBCluC [18] where the concept of so-called obstacle points was introduced. Obstacle points are ignored during the process of clustering. In our algorithms, we treat cannot-link constraints (along with their nearest neighbors) as points which constitute similar obstacles, but we do not ignore them completely during clustering Thus, in the process of clustering, if a conflicting constraints exists, the algorithm does not have to be stopped, and conflicting points are labeled as NOISE.
ic-DBSCAN
In this subsection we offer a modified version of DBSCAN with constraints. First we introduce a definition of deferred points (Definition 17) and then present modified definitions of cluster and noise -Definition 18 and Definition 21, respectively.
Definition 17 (deferred point). A point p is called deferred if it is in a cannot-link relationship with any other point or it belongs to a -neighborhood N N (q), where q is any point in a cannot-link relationship (q ∈ C = ). In the latter case we call q a parent point.
Definition 18 (cluster). A cluster is a maximal non-empty subset of D such that:
for two non-deferred points p and q in the cluster, p and q are neighborhood-based density-reachable from a local core point with respect to k, and if p belongs to cluster C and q is also neighborhood-based density connected with p with respect to k, then q belongs to C; a deferred point p is assigned to a cluster C if the 1st-nearest punctured neighbour of p belongs to C (1 − N N (p − ) ∈ C), otherwise, p is considered as a noise point.
Definition 19 (nearest cluster).
A nearest cluster of a given point p is a cluster C to which p belongs.
Definition 20 (parent cluster). A parent cluster of a given point p (g p ) is a cluster C to which a parent point of p belongs.
Definition 21 (noise). The noise is the set of all points in D such that each of them is: not density-reachable from any core point or is a deferred point that has two or more neighbours at the same distance from it and thus can not be unambiguously assigned to a cluster. In other words, noise is the set of all points in D that are not neighborhood-based density-reachable from any local core point and deferred points points that could not be assigned to any cluster.
In the first phase, ic-DBSCAN algorithm (Figure 6a ) omits all points which are involved in any cannot-link relationship and marks them as DEFERRED. Then, it adds those points to an auxiliary list called R d which will be later used in the main loop of the algorithm using the AssignDeferredPoints function. Then the algorithm iterates through all UNCLASSIFIED points from D except those which were added to R d . For all of those points it calls the ExpandCluster function ( Figure  6c ) and passes all necessary parameters. The main modifications of the ExpandCluster function (compared to the classic DBSCAN algorithm) is in how the must-link constraints are processed. When a must-link point is processed and it is a core point or belongs to a neighbourhood of a point which is a core point, then it is assigned to seeds or curSeeds lists (containing seed points) depending on which part of the ExpandCluster function is currently executed. ( The seeds and curSeeds are lists containing of points that belong to -neighborhoods of currently processed point in the ExpandCluster function and the number of points in the neighborhood is greater or equal to M inP ts.)
The last part of the algorithm is to process the set of DEFERRED points. This is done by means of the AssignDeferredPoints function (Figure 6b ). For each point q from R d (a list of points which were marked as DEFERRED in the main algorithm method) the function determines what would be the parent cluster g p of q. Next, it finds a point p = involved in cannot-link relationship and similarly determines its parent cluster g p = . Then, if those two parent clusters are the same (g p = g p = ) the DEFERRED point q cannot be assigned to the nearest cluster g p and is labeled as NOISE. Otherwise, if two parent clusters are different q is assigned to g p .
ic-NBC
In this subsection we offer our new neighborhood-based constrained clustering algorithm called ic-NBC. The algorithm is based on the NBC algorithm [20] but uses both must-link and cannot-link constraints for incorporating knowledge into the algorithm.
Below we present the definition of deferred point as well as modified definitions of cluster and noise -Definition 23 and Definition 24, respectively.
The ic-NBC algorithm employs the same definitions as NBC which are used in a process of clustering to assign points to appropriate clusters or mark them as noise. In NBC three types of points can be distinguished: unclassified, classified and noise points. In ic-NBC, we also employ a concept of DEFERRED points although defined slightly different than before. label all points in D as UNCLASSIFIED; 2.
ClusterId = label of a first cluster; 3.
for each point q involved in any constraint from C = do 4.
label q and points in N N (q) as DEFERRED; 5.
endfor; 6.
add all DEFERRED points to Rd; 7.
foreach point p in set D \ Rd do 8.
if (p.ClusterId = UNCLASSIFIED) then 9.
if ExpandCluster (D, p, ClusterId, , M inP ts) then 10.
ClusterId = NextId (ClusterId); 11.
endif ; 12.
endif ; 13.
endfor; 14.
AssignDefferedPoints(D, p, ClId, M inP ts, , C=, C =); 15.
(a) The ic-DBSCAN algorithm.
Function AssignDeferredPoints(D, Rd, C =) for each point q ∈ Rd do 1.
p ← GetParent(q); 2.
gp ← NearestCluster(p); 3. p = ← C =(p); 4. gp = = NearestCluster(p =); 5.
if gp = gp = then 6. mark q as NOISE; 7.
else if 8.
assign point q to gp; 9.
end if ; 10.
remove q from Rd; 11. end for; 12.
(b) Assigning deferred points to clusters. if |seeds| < M inP ts then 2.
p.ClusterId = NOISE; 3.
return FALSE; 4. else do 5.
for each point q in seeds do 6.
q.ClusterId = ClId; 7.
add C=(q) to seeds; 8. endfor 9.
delete p from seeds; 10.
while |seeds| > 0 do 11.
curP oint = first point in seeds; 12.
curSeeds = Neighborhood (D, curP oint , ); 13.
if |curSeeds| ≥ M inP ts then 14.
for each point q in curSeeds do 15.
add C=(q) to seeds; 16.
if q.ClusterId = UNCLASSIFIED then 17.
q (c) The ExpandCluster function. Fig. 6 . The pseudo-code of the ic-DBSCAN algorithm using instance constraints.
Definition 23 (cluster). A cluster is a maximal non-empty subset of D such that:
for two non-deferred points p and q in the cluster, p and q are neighborhood-based density-reachable from a local core point with respect to k, and if p belongs to cluster C and q is also neighborhood-based density connected with p with respect to k, then q belongs to C; a deferred point p is assigned to a cluster C if the nearest neighbour of p which is not in cannot-link relationship with p belongs to C, otherwise p is considered as a noise point.
Definition 24 (noise). Noise is the set of all points in D that:
have not been assigned to any cluster or each of them is a deferred point p whose 1 + N N (p − ) neighborhood contains points assigned to different clusters and thus can not be unambiguously assigned to a particular cluster.
In other words, noise is the set of all points in D that are not neighborhood-based densityreachable from any local core point and deffered points points which could be assigned to two or more clusters.
ic-NBC (Figure 7a ) can be divided into two main steps. In the first step the algorithm works very similarly to NBC. It calculates NDF factors and performs clustering. The main difference between ic-NBC and NBC is that the former:
label all points in D as UNCLASSIFIED; 3.
CalcNDF (D, k); 4.
for each point q involved in any constraint from C= or C = do 5.
label q and points in k + N N (q − ) as DEFERRED 6. add q to Rd; 7. endfor 8. ClusterId = 0; 9.
for each unclassified point p in D such that p.ndf ≥ 1 do 10.
p.ClusterId = ClusterId; 11.
clear DP Set; 12.
for each point q ∈ k + N N (p − ) \Rd do 13.
q.ClusterId = ClusterId; 14.
if (q.ndf ≥ 1) then add q to DP set; endif 15.
add all points r from C=(q) such that 16.
r.ndf ≥ 1 to DP set; 17.
endfor 18.
while (DP Set = ∅) do 19. s = first point in DP set; 20.
for each unclassified point t in k + N N (s − ) \Rd do 21.
t.ClusterId = ClusterId; 22.
if (t.ndf ≥ 1) then add t to DP set; endif 23.
add all points u from C=(t) such that 24.
u.ndf ≥ 1 to DP set; 25.
endfor 26.
remove s from DP set; 27.
endwhile 28.
ClusterId + +; 29.
endfor 30.
label unclassified points in D as NOISE; 31.
AssignDeferredPointsToClusters(D, Rd, k, C =); 32.
(a) The ic-NBC algorithm.
Function AssignDefferedPointsToClusters(D, Rd, C =) Input:
D -the input dataset (not clustered) Rd -the set of points marked as deferred k -the parameter of the C-NBC algorithm C = -the set of cannot-link constraints Output:
The clustered set with clusters satisfying cannot-link and must-link constraints. Rt ← Rd; 1.
do begin 2.
Rt ← Rd; // a temporary set for storing deferred points 3.
// assigned to any cluster 4.
foreach point p in Rt do begin 5.
foreach point q in k + N N (p − ) do 6.
if (q.ndf ≥ 1 and q.ClusterId > 0 and q ∈ Rd) 7.
if (CanBeAssigned (p, q.ClusterId)) and 8.
// checking if p can be assigned 9.
// to a cluster identified by q.clusterId 10.
(CanBeAssigned ( 11.
p.nearestCannotLinkP oint, 12.
q.ClusterId)) then 13.
p.ClusterId = q.ClusterId; 14.
add p to Ra; 15.
break; 16. endif 17. endif 18. endfor 19.
remove Ra from Rt; 20.
endfor 21.
while (Ra = ∅) 22.
(b) The AssignDefferedPointsToClustesrs function. Fig. 7 . The pseudo-code of the ic-NBC algorithm.
determines which points will be considered as DEFERRED; excludes these points from all calculations (except to compute the values of N DF factors); and merges areas of clustered dataset according to must-link constraints.
The ic-NBC algorithm starts with the CalcNDF function. After calculating the NDF factors for each point from D, the deferred points are determined by scanning pairs of cannot-link connected points. These points are added to an auxiliary set R d .
Then, the clustering process is performed in the following way: for each point p which was not marked as DEFERRED, it is checked if p.ndf is less than 1. If p.ndf < 1, then p is omitted and a next from DP Set is checked. If p.ndf ≥ 1, then p as a dense point is assigned to the currently-created cluster identified by the current value of ClusterId.
Next, the temporary variable DP Set is cleared and each non-deferred point, say q, belonging to k + N N (p − )\R d is assigned to the currently-created cluster identified by the current value of the ClusterId variable. Additionally, if q.ndf ≥ 1, then it is assigned to DP Set as well as all dense points which are in a must-link relation with q.
Next, for each unclassified point from DP Set, say s, its punctured k + -neighborhood is determined. Each point, say t, which belongs to this neighborhood and has not been labeled as deferred yet is assigned to the currently created cluster and if its value of N DF is equal to or greater than 1, is added to DP Set. Moreover, all dense points which are in a must-link relation with t are added to DP Set as well. Later, s is removed from DP Set and next point from DP Set is processed. When DP Set is emptied, then ClusterId is incremented. After all points from D are processed, unclassified points are marked as noise by setting the values of their ClusterId attribute to NOISE. However, in order to process the deferred points, the AssignDeferredPointsToCluster function is invoked. The function performs so that for each deferred point p it finds the nearest point q assigned to any cluster and checks whether it is possible (in accordance with cannot-link constraints) to assign p to the same cluster as q. Additionally, the function checks if the assignment of p to a specific cluster will not violate previous assignments of deferred points.
Experiments
In this section we present results of the experiments we performed to test the quality and efficiency of the proposed methods. We divided the experiments into two parts. First we focused on quality of clustering, then on the efficiency. Datasets. For the experiments we used three standard two dimensional clustering benchmarking datasets (Birch) [19] with 100 000 points and 100 clusters. We examined three different versions of the Birch dataset containing clusters in regular grid structure (Birch1 - Figures 8-9 ), clusters at a sine curve (Birch2 - Figures 10-11 ) and random sized clusters in random locations (Birch3 - Figures 12-13 ). Implementation. Both implementations of the algorithms employ the same index structure -the R-Tree [9] . We implemented them in Java and performed the experiments on MacBook Pro 2.8GHz eight-core Intel Core i7, 16GB RAM. The source code can be found under the following link: http://github. com/piotrlasek/clustering Quality.
To examine how quality of clustering could be improved by means of instance constraints, we used the Silhouette score [14] , a method of interpretation and validation of consistency within clusters. The Silhouette score for a point i is given by the following formula s(i) = (b(i)−a(i)) max{a(i),b(i)} , where a(i) is the avarage dissimilarity of i with all other points within the same cluster, b(i) is the lowest average dissimilarity of i to any other cluster to which i does not belong. The silhouette value measures cohesion and separation that means of how similar an object is to its own cluster compared to other cluster. The values of the silhouette score can range from −1 to +1, where a higher value indicates that the object was correctly assigned to its cluster. We report the mean Silhouette value over all objects in a dataset. Times and values of the Silhouette score are reported in Table 2a and Figures 8-14 .
The introduction of instance constraints improves the quality of both DBSCAN as well as NBC; in most cases, the improvement is substantial. However, the clustering quality rises much more for DBSCAN than for NBC. NBC is designed -contrary to DBSCAN -to discover clusters with varying local densities (thanks to how the N DF factor was defined). In other words, DBSCAN mines clusters based on a global notion of density, NBC determines clusters using density calculated locally. For this reason, we do not see as much improvement in employing constraints in NBC compared to DBSCAN. Efficiency. In the second part of the experiments we focused on time efficiency of clustering with respect to the number of constraints as well as values of algorithms' parameters (Table 2b , Figures 14a-b) .
When performing experiments using ic-NBC we were changing the number of mustlink and cannot-link constraints from 10 to 100. Since the additional operations must have been be performed in order to take the constraints into account, this was obvious that constrained versions of the algorithms had to be less effective than the original ones. However, as plotted in Figures 14a-b , the algorithms' execution times are almost constant with respect to the number of constraints used.
Conclusions
In this paper we have presented two clustering algorithms with constraints, ic-NBC and ic-DBSCAN, which were designed to let users introduce instance constraints for specifying background knowledge about the anticipated groups. In our approach we treat must-link constraints as more important than cannot-link constraints. Thus, we try to satisfy all must-link constraints (assuming, of course, that all of them are valid) before incorporating any cannot-link constraints. When processing cannot-link constraints, points which are contradictory (in terms of satisfying both must-link and cannot-link constraints) are marked as noise.
We have performed a number of experiments to test the quality of clustering and the efficiency of our algorithms by comparing them to their original versions. The results of the experiments clearly show that constraints are useful in clustering.
The experiments proved that the introduction of instance constraints improved the quality of clustering in both cases. At the same time, due to additional computations needed to process constraints, the performance of the algorithms was reduced but only marginally. The experiments also showed that the number of constraints does not have a critical impact on the algorithms performance.
In this work we have focused on of incorporating instance-level constraints into clustering algorithms by modifying the algorithms. Nevertheless, there are other ways of incorporating constraints into the process of clustering. For example, the constraints can be used to modify a distance matrix so that it reflects must-link and cannot-link relationships. Such a matrix can then be used as an input to the original algorithm without constraints. We believe that this is a promising area of research and we plan to explore it in future.
