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Abstract--In this paper we propose a self learning approach which utilizes artificial intelligence methods 
in air combat. It is based on the generation and evaluation of situations and on the subsequent 
construction of optimal missions. The choice of the evaluation function depends on the partner's and the 
opponent's priorities which are not necessarily known in advance. A learning algorithm is proposed in 
order to determine these unknown priorities. Furthermore an algorithm is proposed which enables one 
to decide if the learnt information is sufficient o win. Implementation of these algorithms and their 
similarities with well known pattern recognition algorithms are outlined. The use of learning algorithms 
in games involving competing roups of cooperating players (air combats in particular) is new. 
1. INTRODUCTION 
In future air combat and in medium range combat in particular, target information would be 
gathered principally by electronic sensors. The crucial questions will be: (1) how to transmit 
information to the pilot? (2) how to use computers to assist he pilot in playing the combat game? 
Because of the overall complexity of the air combat problem and human information processing 
limitations the pilot may not be able to play the game effectively, even if a perfect way of displaying 
tactical situations is found. 
The prerequisite for a computer to play the game is the mathematical solution of the air combat 
game problem in real time [1]. However, air combat pursuit and evasion games have shortcomings 
and present computer technology may not be able to handle the speed and memory requirements 
needed for the real-time computation of solutions. 
Most of the currently available pursuit--evasion algorithms suffer from overly simplistic 
formulation and too many abstractions in order to permit appropriate mathematical solutions. For 
example, it is usually assumed that at every moment during the fight, roles of pursuer or evader 
can be assigned to every aircraft and that, according to the role assigned, a suitable (i.e. optimal 
in some sense) trajectory is computed. 
In reality however, these roles are not necessarily fixed during a mission and a fighting plane 
may switch several times from a pursuing to an evasive maneuver and vice versa. Hence, the 
question of choosing an optimal trajectory under this situation is more difficult. In this paper, we 
circumvent this difficulty by considering the proposed game as a multiplayer positional game, which 
we now describe. 
A multiplayer positional game is a multistage game, where every player tries to select an optimal 
sequence of actions corresponding to the remaining stages of the game via the following static 
approach. 
The static approach is based on the philosophy that "the cause justifies the means". This 
approach assumes that a real number epresenting the value of a situation can be computed at any 
stage of the game and the main objective is to choose a sequence of actions that would maximize 
the value of the final situation. Many different functions can be constructed to compute the value 
of a situation. For example, one might use the following: 
value -- expected gain 
-expected loss 
+ weight for having fight at enemy side 
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+ weight for being able to pursue either from behind or form the front of the enemy 
+weight for the number of possible straight attacks without initial maneuvering 
+weight for the threat on the enemy 
-weight for the threat on our party. 
Now, in order to find the mission (i.e. the sequence of actions), the following principle of Zermelo 
[2], widely used in computer chess games, can be applied: 
The value of the situation is the maximal value over the expected values of the 
situations that can develop using all possible actions. 
The mathematical model of the proposed game is a tree. The solution involves choosing the best 
action (branch) in the tree so as to maximize the value of the terminal situation (node). 
The value of a situation is computed using a set of weights assigned to a set of features which 
we are hoping to find in the situation. These weights are assumed to be unknown in advance and 
during the game each player tries to make the best estimate of the weights corresponding toevery 
other player. The use of an erroneous et of weights will result in a wrong prediction of the 
opponent's or partner's action. Consequently this will result in a wrong choice of action for the 
player. 
Since these sets of weights are unknown in advance we propose to learn them during the game. 
The learning algorithm which we suggest has the following structure: initially every player 
constructs an arbitrary matrix where a row corresponds toa particular player's et of weights. For 
every player the algorithm isapplied to choose abest action. In a particular game the actual action 
of every player is observed and is compared with the computed best action. A row is updated only 
when a discrepancy is found. In this way the sets of weights used by different players would be 
gradually learned by every player. The players would be able to better predict both the opponents 
and the partners' actions. The latter prediction will result in better cooperation between the 
players. 
A player applying the proposed learning algorithm would like to learn only as long as it is 
necessary to win the game. Thus in this paper we introduce two possible modes of operation that 
a player might assume during the game: the playing mode and the experimental mode. A player 
will apply different strategies for the best move selection depending on the mode he is playing in. 
In the playing mode the objective of the player is to maximize the value of the terminal situation, 
whereas in the experimental mode the objective of the player is to maximize his knowledge about 
the weights used by other players. 
2. THE MODEL 
Our model uses some graph-theoretic as well as some game-theoretic erminology. We now give 
the necessary overview. 
Definitions 
A tree is a set of nodes and branches uch that it consists of (a) a single node, or (b) an old 
tree with added node and a branch which starts in an old node and ends in the new node. 
Root of the tree is the node such that no branch ends in it. Leaf of the tree is a node such that 
no branch starts in it. 
A subtree is a subset of a tree if it is a tree. A node B is called subordinated to node A 
if (a) B = A; (b) B is the end of a branch that starts in a node which is subordinated to A. 
Branches that start at "subordinated to A nodes" are called subordinated to A branches. Set 
of subordinated nodes and branches to A is a tree with root A. This tree is called A-subtree of 
the main tree. 
Let A be a node of a tree and B be node of A-subtree. Path W(A, B) is defined by the sequence 
of nodes Ao, AI . . . . .  Ak such that Ao=A, Ak=B and there exist branches (A,A~+~), 
i - -0  . . . . .  k - l .  
Automated learning by tactical decision systems in air combat 153 
Let us assign a color to every node---white or black. Also assign two real numbers, vw(F), vb(F), 
tO some leaves F. Such a tree is called game tree of two opponents. 
The nodes are called the situations. The leaves are the final situations. The branches are the 
moves. The moves starting at white nodes are white moves, the moves starting at black nodes are 
black moves. 
A game is a sequence of situations tarting at the root and ending at a leaf. The value of that 
leaf defines the result of the game. Whites and blacks choose moves so as to maximize v~,(F) and 
Vb(F) respectively. Now define v(F) = vw(F) - vb(F). It follows that whites want to maximize v and 
blacks want to minimize v. When choosing a move, both players are interested in the values of 
a the non-leaf nodes that are directly below the root node. The Principle of Zermelo [2] may now 
be used to compute the value of a non-leaf node. 
The Principle of Zermelo [2] 
If U is a finite game tree and all its leaves have value, then every situation has a value which 
is completely described by a A-subtree for a suitable choice of a node A. Furthermore let A be 
the root of game tree U with white moves A~ . . . . .  At. If all situations As (s = 1 . . . . .  k) have value 
v(A,) then 
v (A)= max v(As). 
s=l  . . . . .  k 
Similarly, if the moves A~ . . . . .  A~ are black then 
(A)= min 
s~l  . . . . .  k 
v(A,). 
Once we have defined the necessary terminology, we can return to differential games. First of 
all, however, we need the following interesting result: 
Theorem 
To every pursuit-evasion game there exists a corresponding game tree. 
Proof. Define a situation via the set of all player's locations, actions, ammunition, etc. that 
are given at any starting time to. If the player which corresponds to to belongs to the white 
party then the corresponding tree node is white, otherwise it is black. All the possible actions 
of that player available to him from that situation define the branches which terminate at 
the new situations or nodes in the game tree. If during the execution of some action (branch), 
some other player had terminated his action, then split the branch into two, by inserting 
a new node corresponding to the situation arising after termination of that action. The color of 
the new node corresponds to the color of the player which terminated his action. In the most general 
case every player i terminates his current action after a time delays At~ which is needed for him 
to recognize that a new situation arose. The process of the game tree construction for the 
pursuit-evasion game is illustrated in Figs 1-3. Note that different players may have different ime 
delays. 
In summary, discretization of the pursuit-evasion game is achieved by 
- -  generation of the game tree nodes at the time instances defined by the players' delay times; 
- -  generation of the game tree branches via grid attachment to the field of play. A move 
corresponds to a transition from one square of the grid to another; 
t, 
~'  t z 
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Fig. I. Tree construction (A). 
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Fig. 2. Tree construction (B). 
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Fig. 3. Tree construction (C). 
- -  the evaluation function to be used is determined by the player who created the root of the 
game tree, i.e. the one who takes the decision. The evaluation function in the two-player game 
is the difference between the corresponding evaluation functions. 
Additionally the whole game tree can be further transformed into a two-player game tree using 
the following: 
- -  aggregate all one party players to a super player; 
- -  assign the super player with the evaluation function, whose weights are determined by 
q~=max{q~}; k ~ own party players; i= l , . . . ,n .  
Having described the discrete game tree as a model of the differential game we now turn to the 
question of constructing the best mission. The following algorithm can now be used for this 
purpose. 
Mission generation algorithm 
1. Read mission length d. 
Initialize object of concern counter to 0. 
2. Repeat 
2.1. Generate all possible outcome situations of the current level. 
2.2. For every outcome situation determine the minimal final time. 
2.3. Call the outcome situation as current situation and the player, correponding to the 
minimal final time as current player (object). 
2.4. If the current player is our initial object of concern, increment the counter by 1. 
until the original object of concern counter equals d. 
3. Evaluate the outcome situations, using the evaluation function for the leaves and the Principle 
of Zermelo for the intermediate situations. 
4. Determine the sequence of actions of the players leading to the situation with the highest 
value. 
5. The subsequence of actions of the latter sequence, corresponding to the actions of the initial 
object of concern is the best mission. 
Execution of the above algorithm requires evaluation of the entire game tree. In particular, note 
that in step 2 of the above algorithm every situation has to be evaluated. Such a technique iscalled 
"full evaluation" which has been illustrated in Fig. 4. 
Full evaluation requires construction ofw- and b-pruned subtrees ( ee [3] for details) with roots 
in the initial situation. Therefore, time-complexity of the evaluation is defined by the number of 
situations in these subtrees. In the next section we illustrate apartial evaluation method which does 
not require full evaluation of the game tree. 
3. PARTIAL EVALUATION 
The first heuristic method that does not require full evaluation was proposed by Shannon [4] 
in 1950. His idea is to call all the situations that are at a predefined depth from the root as leaves 
and then to use Zermelo's rule. These "leaves" are evaluated using an heuristic evaluation function. 
Shannon's idea has been elaborated since then in several different directions [5]. All of them, 
however, assume the use of some evaluation function to evaluate the non-terminal situations. 
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Fig. 4. Full  evaluation. 
Most of the evaluation functions in the currently working game programs are either linearly 
dependent on a set of some simply recognizable properties of situations, or they are superposed 
from linear and logical functions. The simplest way to construct such a function is as follows: 
Let/7 = { Pi(" )}i= I..... t¢ be a set of properties of situations viz. the predicates. Then 
1, if situation A has property i,
pi(A)= 0, otherwise. 
Let qi be the weights, reflecting the relative importance of these properties. Then an evaluation 
function is defined by 
N 
vb(A) &- ~ qbp,(A), 
i= l  
N 
vw(A) ~- ~ qWp,(A) •
i= l  
The predicates themselves can be also be defined in several sophisticated ways. The question of 
how to assign the weights q, attracted the attention of many researchers [6, 7] and different heuristics 
had been suggested. Consequently, the assumption that one player knows the weights of the other 
is too strong. In this paper we drop this assumption and propose to learn the weights in real time. 
The following is a mathematical formulation of the proposed learning algorithm. 
Let (B~ . . . . .  B,) be the set of actions that player "black" can take at a given situation A. Let 
player "white" know the set of intervals Q~ . . . . .  Q~e •, where 
q~EQ~, i= l . . . . .  N, 
and let player "black" use the evaluation function 
N 
vb(A)= ~ q~p,(A). 
t= l  
The structure of vb(A) is assumed known to white, i.e. the set of properties 17. However, the 
exact values of the weights q~ are not known to white. His objective is to define these weights on 
the basis of the observations of the moves that black performed in the past. The idea is to assume 
some values ~ ~ Q~, construct he evaluation function 
v(A) = vw(A) - vb(A) 
and use it to find that best moves both for blacks and for whites. Then compare the observed black 
moves with the predicted ones and adapt correspondingly the weights ~.  This process can be done 
repeatedly until the predicted and the observed moves coincide. 
Discussion 
The above idea of learning during a game was originally proposed by Samuel in [6, 7]. Two 
methods were proposed: the linear polynomial scheme and the signature-table procedure. The 
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linear polynomial scheme involves building and maintaining a move-values table, where the rows 
correspond to the available moves in the given situation and the columns correspond to the 
parameters, or, in our terminology, weight coefficients of the evaluation function. The most 
effective procedure to evaluate the parameters was found to be "to simply count the number of 
moves, for each parameter separately, for which the parameter value is larger than the value 
associated with the book move (in our case with the opponent's response) and the number of moves 
for which the parameter value is smaller than the value associated with the book move. If these 
cumulated counts over all board situations examined to date are designated H and L, then one 
measure of the goodness of the parameter in predicting the book move is given by 
C = (L - H)/(L + H)." 
The signature-table procedure is an extension of the above procedure by accumulating infor- 
mation on C over many different board situations. The results were promising. However, it 
seems that the greatest disadvantage of the above technique is in the need to provide the playing 
program with enough meaningful situations in order to obtain somewhat reliable coefficients 
estimates. 
Our approach differes from the above first of all at the problem statement level. We are not 
interested so much in achieving evaluation of the best weights, so that the best move will always 
be chosen. We rather want to achieve the weights o that they will discriminate the situation which 
our opponent would prefer if he would be given a possibility to choose. Second, at the problem 
solution level we propose a learning technique which has been proved mathematically toconverge 
[8] and to achieve the result on finite number of steps, whereas the correlation based approach will 
always preserve a probabilistic nature of the outcome. 
Now we turn our attention to the main algorithm proposed in this paper. 
4. LEARNING ALGORITHM 
Let A = {At . . . . .  A,} be the set of prcdefined features that the parties arc looking for in any 
situation sj ~ S, j = 1, . . . ,  m. Let us partition the set S into two subsets Sl and S2 such that St 
consists of a single situation observed to be chosen by the opponent and $2 consists of all the rest 
of the situations. 
Let the predicate p~j be defined by 
PU 
1, if A~ holds in sj, 
0, otherwise. 
Assume that there exists a vector Q* of weights on features where 
Q*=(q* . . . .  ,q* )vR  n. 
The value of a situation is defined as follows via the inner product 
v?ffi ~ q*pu, J= l  . . . . .  m, 
i - I  
&(Q*,Pj), i = 1 . . . . .  m, 
where Pj is the jth column of the matrix {Pu}. 
Assume that the weight vector Q* has the property that 
and 
(Q*,PI)>O if sjESt 
(Q*,Pj)~<O if s~$2. 
Since Q* is unknown, our aim is to determine Q* by a finite number of computations which is 
explained in the following learning algorithm. 
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Learning algorithm 
Assume Q. If Q is the true weight vector then for any Pj where sj ~ St, the product (Q, Pj) > 0. 
Otherwise the new weight vector 
Q' = Q+~tPj  
is introduced, where 0t is the correction increment. On the other hand, if sj~ S: then (Q, P j )< 0. 
Otherwise, the new weight vector 
Q' = Q-  ~tPj 
is introduced for all j. 
Three rules for choosing 0t are suggested: (1) fixed increment rule: 0t is any fixed positive number. 
(2) Absolute correction rule: 0t is taken to be the smallest integer so that 
l ip 
(3) Fractional correction rule: 
~=a I(Q' v)l 0<~2.  
II P II ' 
The convergence and finiteness of the three error-correction rules are proved in [8]. 
5. AN EXAMPLE OF THE LEARNING ALGORITHM 
Assume two players and two features: At, A2. Thus we have four possibly distinguishable 
situations: st . . . . .  s4. Let Q* = (1, -4) .  Then in the most general case we have 
v(sO = v(O, O) = O, 
v(st) = v(1, 0) = 1, 
v(ss) = v(0, 1) = -4 ,  
v(s4) = v(l, 1) = -3 ,  
so that the opponent would choose the move leading to st. Therefore, St = (st), St = {st, s3, &}. 
However we do not know Q*. Hence we assume an initial value of Q and update. 
Learning algorithm 
Step: Q = (1, 1) 
Check: v(st) = 0 
V(S2) 
V(Ss) 
V(S,) 
V(S~) 
Adapt: Let 
Q, 
St Q,, 
Check: v (st) 
v(st) 
v(s3) 
v(s,) 
Adapt: Q' 
=1 
=1 
=2 
=2 
=1 
=Q-Ps  
-- (1, 1) - (0, 1) -- (1, 0) 
= Q' -P~ = (1 ,0) - (1 ,  1)= (0, 1) 
=0 
•0 
- - -1  
-------l 
-- Q + Pt--  (0, - 1) + (1,0) = (1, -1 )  
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Check: v (sl) = 0 
V(S2 ) m. 1 
v(s3) = - 1 
v(s4) = 0 
End. Because v(s2) > 0 and v(sj) <~ O, j = 1, 3, 4. 
Note that for both Q = (1, - 1) and Q* -- (1, -4) ,  the same situation s: is preferred. 
6. LEARNING MODE SELECTION 
Now we address the question of when and for how long should we learn during the game. This 
question is related closely to the question of measuring the knowledge about the evaluation 
function. 
We approach this question using information theory. We define experiment as our move leading 
to situations m . . . . .  sk, each of them having some probability P(si), i = 1 . . . . .  k, of being chosen 
by the opponent. 
The entropy of the experiment is defined to be 
k 
H(~) = - ~ p(si) logp(si). 
i= l  
It measures the uncertainty of the experiment. As the entropy increases, the amount if information 
that we gain by knowledge of the final outcome increases. When a player had more than one choice 
of possible experimental branches, the question about choosing the optimal experimental branch 
can be posed. Choosing an experimental branch is like posing an experiment ~ in order to learn 
about the hypothetical experiment/3 which defines the complete knowledge about our evaluation 
function, viz. the experiment which contains all the possible situations. Few additional definitions 
are needed before we can state our strategy. 
The conditional entropy of experiment/3 given experiment ~is 
H~(/3) = H(~/3) - H(~), 
where a/3 is the experiment performing both ~ and /3 at the same time. Information about the 
experiment/3 which is contained in the experiment a is defined by 
I(~,/3) = H(/3) - H,(/3) 
and can be used as a measure of value of the experiment. We would like to choose a move that 
would lead to a set of situations defining the experiment ~which would maximize l(x,/3), where 
13 is the experiment containing the set of all possible situations. 
Note in particular that if all situations are equiprobable then, when learning, a player should 
always choose the move leading to the maximal number of new situations. 
However, the main goal of the players participating in the game is to win. Therefore, at every 
stage of the game, every player has to decide, whether it is still worthwhile to learn about the 
evaluation function. The decision depends on the two factors: (1) the knowledge of the evaluation 
function; and (2) the possibility to win based on the current knowledge. 
We define two modes of operation in which a player can operate at any given stage: active 
mode and experimental mode. In the active mode, a player will perform an ordinary partial 
evaluation of the game tree and choose the best move accordingly. In the experimental mode, a 
player will always choose the move that would maximize I(~, 13) where ~,/3 has been previously 
defined. 
Two threshold values Y and S obtained by experience are used in the mode switching algorithm: 
Mode switching algorithm 
I. Construct he game tree. 
2. For every move leading to al . . . . .  ~n, compute H(gm) . . . . .  H(~D. 
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3. For the moves leading to ~t~ . . . . .  ct~k such that H(ct~)< J, j = 1 . . . . .  k perform partial 
evaluation. 
For the unknown weights choose the worst possible values. 
4. I f  there exists a move leading to ct~j of the above so that the value of the root A, v(A) > S 
then enter the active mode 
else enter the experimental mode. 
The experimental mode is the mode in which the player starts to play the game. However, the 
player might want to enter the experimental mode again after realizing that there is no really 
promising move among the ones leading to the situations with known values. The rationale behind 
this rule is that even the unsuccessful experience (in the game-playing sense) is still worthwhile 
learning for the future games. 
7. SUMMARY 
Currently available differential games techniques are not sufficient for complex air combat 
modeling and decision making. An attempt o use artificial intelligence methodology in order to 
generate optimal missions for the aircraft is presented. 
Our approach is based on discretization of a differential game leading up to a game tree and 
subsequent selection of the best move using the constructed game tree. 
The issue of choosing an optimal grid which was used in the discretization process is under 
current investigation. The move selection is performed by applying general game playing AI 
techniques. The situations arising in the game are generated and then evaluated using a heuristic 
evaluation function. 
The evaluation function depends on the players' priorities to some set of features that the 
players look for in the resultant situations. The quantitative knowledge of those priorities, 
represented by a set of weights, permits the players to predict he opponents' as well as the partners' 
future actions. 
A learning algorithm, similar to the one used in the pattern recognition area, is proposed to be 
used in order to learn the players priorities during the game. This technique can be used both at 
the level of the weights determination and at the level of the evaluation function determination. 
Two modes, the experimental nd the active mode, that a player can assume during the game 
are formualted. An algorithm to decide in which mode to play during the game is proposed. The 
proposed approach integrates AI and optimal control areas in the following sense: The AI methods 
are used at the goal determination level while the OC methods are used at the level of optimal 
trajectory determination. 
Our approach can be successfully used for combat analysis with more than two players. In fact, 
some of the players may even cooperate when achieving some goals. 
A tactical decision aid expert system implementing the above ideas is under development. An 
overview of such an expert system can be found in [9] and [10]. 
Here we would like to comment that, in general, implementation of such systems is a difficult 
task. The main difficulty stems from the need to manipulate both numeric and symbolic data on 
the one hand and from the lack of sufficiently adequate programming environments on the other. 
A compromise can be achieved when fusing a mix of tools. In particular, Prolog language has been 
used to deal with issues of the game tree construction and goal selection. As far as the optimal 
trajectory computation and the learning algorithm implementation are concerned, it seems that 
Pascal is quite adequate, since at this stage, only purely numerical data has to be processed. 
Another important issue when considering implementation of such systems is concerned with 
data and knowledge representation. This issue has been considered in detail elsewhere [11]. 
Finally, the issue of knowledge acquisition, i.e. determination of the features that the players are 
evaluating during the game, as well as initial determination of the associated weights is a matter 
of primary importance. Currently there are no mechanized techniques to obtain such information 
except for the usual interviewing of pilots. It is important to note here that the technique proposed 
in this paper can be used as an automated knowledge acquisition tool of the associated weights, 
once the features have been determined. 
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