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Mode Switching Decentralized Multi-Agent Coordination under Local
Temporal Logic Tasks
Christos K. Verginis and Dimos V. Dimarogonas
Abstract—This paper presents a novel control strategy for
the coordination of a multi-agent system subject to high-
level goals expressed as linear temporal logic formulas. In
particular, each agent, which is modeled as a sphere with
2nd order dynamics, has to satisfy a given local temporal
logic specification subject to connectivity maintenance and
inter-agent collision avoidance. We propose a novel continuous
control protocol that guarantees navigation of one agent to a
goal point, up to a set of collision-free initial configurations,
while maintaining connectivity of the initial neighboring set
and avoiding inter-agent collisions. Based on that, we develop a
hybrid switching control strategy that ensures that each agent
satisfies its temporal logic task. Simulation results depict the
validity of the proposed scheme.
I. INTRODUCTION
The integration of temporal logic planning and multi-agent
control systems has gained significant amount of attention
during the last decade, since it provides planning capabilities
that allow achievement of complex goals (see e.g., [1]–
[16]). Firstly, an abstracted discrete version (e.g., a transition
system) of the multi-agent system is derived by appropriately
discretizing the workspace and finding the control inputs
that navigate the system among the discrete states. A task
specification is then given as a temporal logic formula (e.g.,
linear temporal logic (LTL) or metric-interval temporal logic
(MITL)) with respect to the discretized version of the system,
and by employing formal verification techniques, a high-
level discrete plan is found that satisfies the task. Finally,
the control inputs associated with the transitions between
the discrete states are applied to achieve the plan execution.
An appropriate abstraction of the continuous-time system
to a transition system form necessitates the design of appro-
priate control inputs for the transition of the system among
the discrete states. Most works in the related literature, when
designing such discrete representations, either assume that
there exist such control inputs or adopt simplified dynamics
and employ optimization and input discretization techniques.
Moreover, when deploying multi-robot teams, it is crucial
to guarantee inter-agent collision avoidance. The latter is
usually not taken into account in the related works, most
of which unrealistically consider point-mass agents.
The authors are with the KTH Center of Autonomous Systems, School
of Electrical Engineering and Computer Science, KTH Royal Institute
of Technology, SE-100 44, Stockholm, Sweden. Email: {cverginis,
dimos}@kth.se. This work was supported by the H2020 ERC Starting
Grant BUCOPHSYS, the European Union’s Horizon 2020 Research and
Innovation Programme under the GA No. 731869 (Co4Robots), the Swedish
Research Council (VR), the Knut och Alice Wallenberg Foundation (KAW)
and the Swedish Foundation for Strategic Research (SSF).
Collision avoidance properties during the multi-agent tran-
sitions are incorporated in [5] and [4], where the authors
adopt single-integrator models and appropriately constructed
potential fields, namely navigation functions. These results,
however, are not extendable to higher order dynamics in a
straightforward way and are based on gain tuning, which
might be problematic for real robot actuators. They also
guarantee the multi-agent transitions from almost all (except
for a set of measure zero) collision-free initial conditions,
implying that there are initial configurations that drive the
multi-agent system to local minima. Potential-based collision
avoidance was also incorporated in our previous works [16],
where a centralized controller was employed, and [10], where
no explicit potential field was given. In the latter, the agents
also start their transitions simultaneously, which induces a
centralized feature to the scheme.
In this paper, we propose a novel hybrid control strategy
for the coordination of a multi-agent system subject to
complex specifications expressed as linear temporal logic
(LTL) formulas over predefined points of interest in the
workspace. We first use formal verification methodologies
to derive a high-level navigation plan for each agent over
these points that satisfies its LTL formula. Then, we design
a continuous control protocol that guarantees the global
navigation of an agent to a goal point while guaranteeing
inter-agent collisions and connectivity maintenance of the
initially connected agents. By “global”, we mean up to a set
of collision-free and connected (in the sense of a connected
communication graph) initial configurations. The control
scheme is decentralized, based on limited sensing capabilities
of the agents, as well as robust to modeling uncertainties.
Finally, by introducing certain priority variables for the
agents, we develop a switching protocol that guarantees the
sequential navigation of the agents to their goal points of
interest and the satisfaction of their respective formulas.
This work can be considered as an extension of [11],
where a similar strategy is followed. In [11], however, point-
mass agents are considered and no inter-agent collision
avoidance is taken into account. Moreover, the multi-agent
transitions are not guaranteed globally; appropriate gain
tuning achieves transitions from almost all initial conditions,
except for a set of measure zero.
The rest of the paper is organized as follows. Section II
introduces notation and preliminary background. Section III
provides the problem formulation and Section IV discusses
the proposed solution. Simulation results are given in Section
V and Section VI concludes the paper.
II. NOTATION AND PRELIMINARIES
A. Notation
The set of natural and real numbers is denoted by N, and
R, respectively, and R≥0, R>0 are the sets of nonnegative
and positive real numbers, respectively. The notation ‖x‖
implies the Euclidean norm of a vector x ∈ Rn. The
identity matrix is In ∈ R
n×n and, given a sequence s1 . . . sn
of elements in S, we denote by (s1 . . . sn)
ω the infinite
sequence s1 . . . sns1 . . . sn . . . created by repeating s1 . . . sn.
B. Task Specification in LTL
We focus on the task specification φ given as a Linear
Temporal Logic (LTL) formula. The basic ingredients of
a LTL formula are a set of atomic propositions Ψ and
several boolean and temporal operators. LTL formulas are
formed according to the following grammar [17]: φ ::=
true | a | φ1 ∧ φ2 | ¬φ | © φ | φ1 ∪ φ2, where a ∈ Ψ, φ1
and φ2 are LTL formulas and ©, ∪ are the next and until
operators, respectively. Definitions of other useful operators
like  (always), ♦ (eventually) and ⇒ (implication) are
omitted and can be found at [17]. The semantics of LTL are
defined over infinite words over 2Ψ. Intuitively, an atomic
proposition ψ ∈ Ψ is satisfied on a word w = w1w2 . . . ,
denoted by w |= ψ, if it holds at its first position w1, i.e.
ψ ∈ w1. Formula©φ holds true if φ is satisfied on the word
suffix that begins in the next position w2, whereas φ1 ∪ φ2
states that φ1 has to be true until φ2 becomes true. Finally,
♦φ and φ holds on w eventually and always, respectively.
For a full definition of the LTL semantics, the reader is
referred to [17].
III. PROBLEM FORMULATION
Consider N > 1 autonomous agents, with N :=
{1, . . . , N}, operating in Rn and described by the spheres
Ai(xi) := {y ∈ Rn : ‖xi − y‖ < ri}, with xi ∈ Rn
being agent i’s center, and ri ∈ R>0 its bounding radius.
We consider that there exist K > 1 points of interest in the
workspace, denoted by ck ∈ Rn, ∀k ∈ K := {1, . . . ,K},
with Π := {c1, . . . , cK}. Moreover, we introduce disjoint
sets of atomic propositions Ψi, expressed as boolean vari-
ables, that represent services provided by agent i ∈ N in
Π. The services provided at each point ck are given by the
labeling functions Li : Π → 2Ψi , which assign to each
point ck, k ∈ K, the subset of services Ψi that agent i can
provide in that region. Note that, upon the visit to ck, agent
i chooses among Li(ck) the subset of atomic propositions to
be evaluated as true, i.e., the subset of services it provides
among the available ones. These services are abstractions of
action primitives that can be executed in different regions,
such as manipulation tasks or data gathering. In this work,
we do not focus on how the service providing is executed
by an agent; we only aim at controlling the agents’ motion
to reach the regions where these services are available.
The agents’ motion is described by the following dynam-
ics, inspired by rigid body motion:
x˙i = vi, (1a)
Biv˙i + fi(xi, vi) + gi = ui, (1b)
where vi ∈ Rn are the agents’ generalized velocities,
Bi ∈ R
n×n are positive definite matrices representing inertia,
gi ∈ Rn are gravity vectors, ui ∈ Rn are the control
inputs, and fi : R
2n → Rn are terms representing modeling
uncertainties, satisfying the following assumption.
Assumption 1: It holds that ‖fi(xi, vi)‖ ≤ aif¯i(xi)‖vi‖,
∀(xi, vi) ∈ R
2n, i ∈ N , where ai are unknown positive
constants and f¯i : R
2n → R≥0 are known continuous
functions.
Moreover, we consider that each agent has a certain
priority pri ∈ N in the multi-agent team, with higher
pri denoting higher priority. Without loss of generality, we
assume that these variables have been normalized so that
∃i ∈ N : pri = 1 and |prℓ−prj | = 1, ∀ℓ, j ∈ N , with ℓ 6= j.
The priority variables can be given off-line to the agents.
In addition, we consider that each agent has a limited
sensing radius dcon,i ∈ R>0, with dcon,i > maxj∈N {ri+rj},
which implies that the agents can sense each other without
colliding. Based on this, we model the topology of the
multi-agent network through the undirected graph G(x) :=
(N , E(x)), with E(x) := {(i, j) ∈ N 2 : ‖xi − xj‖ ≤
min{dcon,i, dcon,j}}. We further denote M(x) := |E(x)|.
Given the m edge in the edge set E(x), we use the notation
(m1,m2) ∈ N 2 that gives the agent indices that form edge
m ∈ M(x), where M(x) := {1, . . . ,M(x)} is an arbitrary
numbering of the edges E(x). By also denoting m1 as the
tail and m2 as the head of edge m, we define the N ×M
incidence matrix D(G(x)) := [dim], where dim = 1 if i is
the head of edge m, dim = −1 if i is the tail of edge m, and
dim = 0, otherwise. Note that, for a connected graph G, the
sum of the rows of D(G) equals zero. Next, we assume that
the agents form initially a collision-free connected graph.
Assumption 2: The graph G(x(0)) is nonempty, connected
and Ai(xi(0)) ∩ Aj(xj(0)) = ∅, ∀i, j ∈ N , with i 6= j.
As mentioned before, the agents, apart from satisfying
their local LTL formulas, need to (a) preserve connectivity
with their initial neighbors, and (b) guarantee inter-agent
collision avoidance. More specifically, we will guarantee
that the initial edge set E(x(0)) will be preserved and that
Ai(xi(t))∩Aj(xj(t)) = ∅, ∀i, j ∈ N , with i 6= j, t ∈ R>0.
In order to proceed, we need the following definitions:
Definition 1: An agent i ∈ N , at configuration xi ∈ Rn,
can provide a service at a point ck ∈ R
n, among the set
Li(πk), if ck ∈ Ai(xi).
Definition 2: Let xi(t) ∈ Rn, t ∈ R≥0, be a trajectory
of agent i ∈ N . The behavior of agent i is the tuple βi :=
(ci1, σi1), (ci2, σi2), . . . , with ciℓ ∈ Π, ∀ℓ ∈ N, i ∈ N , and
ciℓ ∈ Ai(xi(t)), ∀t ∈ ∆tiℓ := [tiℓ, t′iℓ] ⊂ R≥0, tiℓ < t
′
iℓ <
ti(ℓ+1), ck /∈ Ai(xi(t)), ∀k ∈ K, t ∈ (t
′
iℓ, ti(ℓ+1)), σiℓ ∈ 2
Ψi ,
σiℓ ∈ (Li(ciℓ) ∪ ∅).
Loosely speaking, a behavior consists of the sequence of
points ci1ci2 . . . where agent i can provide services at, at
the time intervals ∆tiℓ, ℓ ∈ N. In every point ciℓ, agent i
chooses to provide the set σiℓ of services among the Li(ciℓ)
available ones. Note that σiℓ can be the empty set, implying
that the agent may choose not to provide any services. Given
the agent’s behavior βi, the satisfaction of a task formula φi
is defined as follows:
Definition 3: A behavior βi satisfies φi if there exists a
subsequence σ˜i := σki1 σki2 . . . of σi1 σi2 . . . , with ki1, ki2,
. . . being a subsequence of i1, i2, . . . , such that σ˜i |= φi.
The problem treated in this paper is the following:
Problem 1: Consider N spherical autonomous agents
with dynamics (1) and K points of interest in the workspace.
Given the sets Ψi and N LTL formulas φi over Ψi, as well
as Assumptions 1-2, develop a decentralized control strategy
that achieves behaviors βi, that yield the satisfaction of φi,
∀i ∈ N , while guaranteeing inter-agent collision avoidance
and connectivity maintenance, i.e., Ai(xi(t))∩Aj(xj(t)) 6=
∅, ∀i, j ∈ N , with i 6= j, and ‖pm1(t) − pm2(t)‖ ≤
min{dcon,m1 , dcon,m2}, ∀t ∈ R≥0,m ∈ M(x(0)).
IV. MAIN RESULTS
In this section we present the proposed solution, which
consists of three layers: (i) an off-line plan synthesis for the
discrete plan of each agent, i.e., the path of the goal points
and the sequence of services to be provided; (ii) a distributed
continuous control scheme that guarantees the navigation
of one of the agents to a goal point of interest from all
collision-free and connected (in the sense of E(x(0))) initial
configurations; (iii) a decentralized hybrid control layer that
coordinates the discrete plan execution via continuous con-
trol law switching, to ensure the satisfaction of each agent’s
local task.
A. Discrete Plan Synthesis
The discrete plan can be generated using standard
techniques from automata-based formal synthesis. We first
model the motion of each agent as a finite transition system
Ti := (Π′, ci,0,→i,Ψi,Li), where ci,0 represents the agent’s
initial position xi(0), Π
′ := Π ∪ {ci,0} is the set of points
of interest defined in Section III, expanded to include ci,0,
→i:= Π×Π is a transition relation, and Ψi, Li are the sets
of atomic propositions and labeling function, respectively,
as defined in Section III. Note that, by the definition of the
transition relation, we consider that there can be transitions
between any pair of points of interest. This is achieved
in the continuous time motion by the proposed control
scheme of the subsequent section. Next, each agent i ∈ N
translates the LTL formula φi into a Bu¨chi automaton Aφi
and builds the product T˜i := Ti ⊗ Aφi . The accepting runs
of T˜i (that satisfy φi) are projected onto Ti and provide
for each agent a sequence of points to be visited and
services to be provided in the prefix-suffix form: plani :=
(ci1G , σi1G) . . . (cilGi , σilGi ) ((ci(li+1)G , σi(li+1)G) . . .
(ciLG
i
, σiLG
i
))ω , where li, Li ∈ N, with li < Li, and
ciℓG ∈ Π, σiℓG ∈ 2
Ψi , (Li(ciℓG) ∪ ∅), ∀ℓ ∈ {1, . . . , Li},
i ∈ N . More details regarding the followed technique are
beyond the scope of this paper and can be found in [17].
Note that, in our work, LTL formulas are interpreted over
the provided services along a trajectory, not the available
ones. Hence, crossing of points of interest not included
in plani (which might happen due to the collision and
connectivity constraints, as explained in the next sections)
does not influence the local LTL task satisfaction.
B. Continuous Control Design
In this section we propose a decentralized control protocol
for the transition of the agents to the points of interest, while
guaranteeing inter-agent collision-avoidance and connectivity
maintenance. More specifically, given a collision-free and
connected (i.e., connected graph G(x(t0))) configuration of
the agents at a time instant t0 ∈ R≥0, the proposed control
scheme guarantees that exactly one agent j ∈ N navigates
to a desired point, while preserving connectivity of the
initial edge set and avoiding inter-agent collisions. Loosely
speaking, connectivity maintenance forces the whole multi-
agent team to navigate towards the desired point of agent
j, while avoiding collisions. This is motivated by potential
cooperative tasks of the agents at the points of interest (e.g.
object transportation). Then, the hybrid coordination of the
next section guarantees that all the agents will eventually
reach their desired goals by an appropriate switching protocol
based on the priority functions pri.
Let the points ci ∈ R
n, ∀i ∈ N , be some desired
destinations of the agents. Consider the initial connected
graph G0 = (N , E0) := G(x(t0)) = (N , E(x(t0))), with
M0 := M(x(t0)) and edge numbering M0 := M(x(t0)).
Consider also the complete graph G¯ := (N , E), with E¯ :=
{(i, j), ∀i, j ∈ N with i < j}, M¯ := |E¯ |, and the edge
numbering M¯ := {1, . . . ,M0,M0 + 1, . . . , M¯}, where
{M0+1, . . . , M¯} corresponds to the edges in E¯\E0. In other
words, we assume that the numbering of the extra edges E¯\E0
starts from M0 + 1.
Next, we construct the collision functions for all the edges
m ∈ M¯. Let βcol,m : R≥0 → [0, β¯col], with
βcol,m(x) :=
{
ϑcol,m(x) 0 ≤ x < d¯col,m,
β¯col d¯col,m ≤ x
, (2)
where ϑcol,m : R≥0 → [0, β¯col] is a continuously differen-
tiable strictly increasing polynomial that renders βcol,m con-
tinuously differentiable, with ϑcol,m(0) = 0, ϑcol,m(d¯col,m) =
β¯col, ∀m ∈ M¯, and β¯col, d¯col,m are positive constants to
be appropriately chosen. Then, for each edge m ∈ M¯,
we can choose βcol,m := βcol,m(ιm), where ιm := ‖pm1 −
pm2‖
2− (rm1 + rm2)
2 and d¯col,m := d
2
con,m− (rm1 + rm2)
2,
dcon,m := min{dcon,m1 , dcon,m2}, that vanishes when a col-
lision between agents m1,m2 occurs. The term β¯col can be
any positive constant.
Next, we construct the connectivity functions for all the
edges m ∈M. Let βcon,m : R≥0 → [0, β¯con], with
βcon,m(x) :=
{
ϑcon,m(x) 0 ≤ x < d
2
con,m
β¯con d
2
con,m ≤ x
,
where ϑcon,m : R≥0 → [0, β¯con] is a cont. differentiable
strictly increasing polynomial that renders βcon,m continu-
ously differentiable, with ϑcon,m(0) = 0, ϑcon,m(d
2
con,m) =
β¯con, ∀m ∈ M. Then, for each edge m ∈ M, we choose
βcon,m := βcon,m(ηm), with ηm := d
2
con,m − ‖pm1 − pm2‖
2,
that vanishes at a connectivity break of edge m. The term
β¯con can be any positive constant. The aforementioned func-
tions take into account the limited sensing capabilities of the
agents, since the derivatives of βcol,m and βcon,m are zero
when ‖pm1 − pm2‖ ≥ dcon,m, ∀m ∈ M¯. Note that all the
necessary parameters for the construction of βcol,m, βcon,m
can be transmitted off-line to the agents m1,m2. Similarly
to [11], we propose now the following decentralized control
scheme, parameterized by the goal and mode of the agents:
ui(ci,mdi) :=
∑
m∈M¯
αcol(i,m)β
′
col,m
∂ιm
∂xm1
+
+
∑
m∈M0
αcon(i,m)β
′
con,m
∂ηm
∂xm1
−mdiγi(ci) + gi
−
(
aˆif¯i(xi) + µi
)
vi, (3)
where ci ∈ Rn is agent i’s desired destination, mdi ∈ {0, 1}
is the agent’s mode (active or passive); the functions αcol,
αcon are defined as αcol(i,m) = −µcol,m if i = m1 (agent i
is the tail of edge m), αcol(i,m) = µcol,m if i = m2 (agent
i is the head of edge m), and αcol(i,m) = 0 otherwise,
αcon(i,m) = −µcon,m if i = m1, αcon(i,m) = µcon,m if
i = m2, and αcon(i,m) = 0 otherwise, i ∈ N ; β′col,m :=
∂
∂ιm
(
1
βcol,m(ιm)
)
, β′con,m :=
∂
∂ηm
(
1
βcon,m(ηm)
)
, γi(ci) :=
µc,i(xi− ci); the constants µcol,m, µcon,m, µc,i, µi ∈ R>0 are
positive gains, ∀m ∈ M¯, m ∈ M0, i ∈ N , and the terms
aˆi are adaptation signals that evolve according to
˙ˆai = µa,if¯i(xi)‖vi‖
2, (4)
with arbitrary bounded initial conditions aˆi(t0), and positive
gains µa,i ∈ R>0, ∀i ∈ N . The intuition behind the
parameters mdi is that only one of them can be true at time,
meaning that only one agent navigates towards its desired
point. After a successful navigation, the variable is activated
for another agent, and so on. Section IV-C describes the
coordination strategy that decides about the activation of
the variables mdi. The navigation of the agent j for which
mdj = 1 is guaranteed by the next theorem.
Theorem 1: Consider a multi-agent team N , described by
the dynamics (1), at a collision-free and connected configu-
ration at t = t0 ∈ R≥0, with desired destinations ci, ∀i ∈ N .
Then, under Assumptions 1-2, the application of the control
laws (3) with uj = uj(cj , 1) for a j ∈ N and ui = ui(ci, 0),
∀i ∈ N\{j} guarantees that cj ∈ Aj(xj(tf )) for a finite tf ,
as well as Ai(xi(t)) ∩ An(xn(t)) = ∅, ∀i, n ∈ N , with
i 6= n, and ‖pm1(t) − pm2(t)‖ ≤ min{dcon,m1 , dcon,m2},
∀t ≥ t0,m ∈M0, with bounded closed loop signals.
Proof: By taking into account that ∂ιm
∂xm1
= − ∂ιm
∂xm2
,
∀m ∈ M¯, ∂ηm
∂xm1
= − ∂ηm
∂xm2
, ∀m ∈ M0, we can write the
control laws (3) in vector form:
u =(D(G0)⊗ In)µconβcon + (D(G¯)⊗ In)µcolβcol − γmd(x)
+ g − h(x)v (5)
where g := [g⊤1 , . . . , g
⊤
N ]
⊤, x := [x⊤1 , . . . , x
⊤
N ]
⊤,
v := [v⊤1 , . . . , v
⊤
N ]
⊤ ∈ RNn, h(x) = diag{[aˆif¯i(xi) +
µi]i∈N } ∈ RNn×Nn, γmd(x) ∈ RNn is a vector
of zeros except for the rows nj, . . . , n(j + 1), which
are γj(cj); µcon := diag{[µcon,mIn]m∈M0}, µcol :=
diag{[µcol,mIn]m∈M¯} ∈ R
Nn×Nn, D(·) is the graph in-
cidence matrix, as defined in Section III, and βcon :=[
β′con,1
(
∂η1
∂x11
)⊤
, . . . , β′con,M0
(
∂ηM0
∂x(M0)1
)⊤]⊤
∈ RnM0 ,
βcol :=
[
β′col,1
(
∂ι1
∂x11
)⊤
, . . . , β′
col,M¯
(
∂ιM¯
∂xM¯1
)⊤]⊤
∈ RnM¯ .
Consider the positive definite Lyapunov candidate
V (x, v, aˆ) :=
µc,j
2 ‖xj − cj‖
2 + 12
∑
i∈N
(
v⊤i Bivi +
1
2µa,i
a˜2i
)
+
∑
m∈M¯
µcol,m
βcol,m(ιm)
+
∑
m∈M0
µcon,m
βcon,m(ηm)
, where
aˆ = [aˆ1, . . . , aˆN ]
⊤ ∈ RN , and a˜i := aˆi − ai, ∀i ∈ N . The
connectedness of M0 and collision-free initial conditions
imply the existence of a finite constant V¯ such that V (t0) ≤
V¯ . By taking the derivative of V we obtain V˙ = γj(cj)
⊤vj+∑
i∈N
{
a˜if¯i(xi)‖vi‖2 + v⊤i (ui − gi − fi(xi, vi))} −(
β˜⊤con(D(G0)⊗ In)
⊤ + β˜⊤col(D(G¯)⊗ In)
⊤
)
v, where β˜con :=
µconβcon, β˜col := µcolβcol. By substituting the control and
adaptation laws (5), (4) and employing Assumption 1, we
obtain V˙ ≤
∑
i∈N {‖vi‖‖fi(xi, vi)‖ − aˆif¯i(xi)‖vi‖
2 +
a˜if¯i(xi)‖vi‖2 − µi‖vi‖2} ≤
∑
i∈N {aif¯i(xi)‖vi‖
2 −
aˆif¯i(xi)‖vi‖2 + a˜if¯i‖vi‖2 − µi‖vi‖2} = −
∑
i∈N µi‖vi‖
2.
Hence, we conclude that V˙ ≤ 0, which implies that V (t) ≤
V (t0) ≤ V¯ . Therefore, we conclude that βcol,m(ιm) ≥
µcol,m
V¯
βcon,m(ηm) ≥
µcon,m
V¯
, and ‖xj − cj‖ ≤
2V¯
µc,j
, i.e., the
boundedness of xj (since cj is finite), the boundendess of
vi, aˆi, ∀i ∈ N , as well as that the multi-agent trajectory is
free of collisions and connectivity breaks, ∀t ≥ t0. Since the
multi-agent system stays connected and xj is bounded, we
conclude that the rest xi, i ∈ N\{j} are also bounded, ∀t ≥
t0. Moreover, by invoking LaSalle’s invariance principle, we
conclude that the system will converge to the largest invariant
set contained in L := {(x, v, aˆ) ∈ R2Nn : vi = 0, ∀i ∈ N},
which is the set L˜ := {((x, v, aˆ)) ∈ R2Nn : v˙i = 0, vi =
0, ∀i ∈ N}. By considering the closed loop system (1)-(5)
and taking into account the positive definiteness of Bi, we
conclude that the system will converge to the configuration
(D(G0)⊗ In)β˜con + (D(G¯)⊗ In)β˜col − γmd(x) = 0. (6)
Note that G0 and G¯ are connected graphs, and hence the sum
of the rows of D(G0) and D(G¯) is zero. In particular, let
D(G0) = [d0,1, . . . , d0,N ]⊤, D(G¯) = [d¯1, . . . , d¯N ]⊤, where
d⊤0,i ∈ R
M0 , d¯⊤i ∈ R
M¯ , i ∈ N , are the rows of D(G0)
and D(G¯), respectively. Then it holds that
∑
i∈N d0,i =∑
i∈N d¯i = 0. We can then write D(G0) ⊗ In = [d0,1 ⊗
In, . . . , d0,N ⊗ In]⊤, D(G¯)⊗ In = [d¯1 ⊗ In, . . . , d¯N ⊗ In]⊤
and hence (6) becomes
[d0,i ⊗ In]
⊤β˜con + [d¯i ⊗ In]
⊤β˜col = 0, ∀i ∈ N\{j}, (7a)
γj(cj)− [d0,j ⊗ In]
⊤β˜con − [d¯j ⊗ In]
⊤β˜col = 0. (7b)
From (7b) we obtain that γj(cj) − [(−
∑
i∈N\{j} d0,i) ⊗
In]
⊤β˜con− [(−
∑
i∈N\{j} d¯i)⊗ In]
⊤β˜col = 0, which implies
γj(cj) +
∑
i∈N\{j}{[d0,i ⊗ In]
⊤β˜con + [d¯i ⊗ In]⊤β˜col} = 0
and in view of (7a), γj(cj) = 0. Therefore, it holds that
limt→∞ xj(t) = cj , which implies that, for every ε, there
exists a tf > t0 such that ‖xj(t)− cj‖ < ε, ∀t ≥ tf . Hence,
since xj is the center of Aj(xj), we conclude that there
exists a finite tf such that cj ∈ Aj(xj(tf )), which leads to
the conclusion of the proof.
C. Hybrid Control Strategy
In this section, we propose a decentralized switching
strategy for each agent to decide on its own activity or
passivity. Through this strategy, we integrate the discrete
plan execution from Section IV-A and the continuous control
scheme from Section IV-B into a hybrid control scheme,
which monitors the plan execution online. The desired
plans for the agents, from Section IV-A, are plani :=
(ci1G , σi1G) . . . (cilG
i
, σilG
i
) ((ci(li+1)G , σi(li+1)G) . . .
(ciLG
i
, σiLG
i
))ω , i.e., agent i ∈ N , has to pass through
the points ci1G , . . . , ciLG
i
and provide the corresponding
services σi1G , . . . , σiLG
i
, which satisfy formula φi, i.e,
σi1G . . . σilG
i
(σi(l1+1)GσiLGi )
ω |= φi.
Let each agent have a counter variable si initiated at
si = 1, as well as a cycle counter κi, initiated at κi = 1,
∀i ∈ N . Then, given the agent priority variables pri, each
agent executes ui = ui(cisG
i
, 1) if κi = pri and ui(cisG
i
, 0)
if κi 6= pri. The agents update the cycle counter κi every
time the current active agent reaches its desired point, and
the variable si every time they reach their current desired
point. Each agent provides the services σilG if cilG ∈ Ai(xi)
and κi = pri, otherwise he does not provide any services.
More specifically, we construct the following algorithm:
Algorithm 1: Hybrid Control Strategy
κi ← 1, si ← 1, ∀i ∈ N
for i ∈ N do
if κi = pri then
cur← i, ui ← ui(cisG
i
, 1)
else
ui ← ui(cisG
i
, 0)
for i ∈ N do
if cscur ∈ Acur(xcur) then
Agent cur provides services σisG
i
κi ← (κi + 1) mod N
if scur < L
G
cur
then
scur ← scur + 1
else
scur ← (scur + 1) mod LGcur + l
G
cur
Loosely speaking, agent i provides the services σisG only
if cisG
i
∈ Ai(xi), i.e., if it is in the respective desired point
of interest, and κi = pri, i.e., it is its turn to be active.
As soon as it reaches the point and provides the services, it
updates its progressive goal index si, and everyone in the
team updates the cycle counter κi, so that another agent
becomes active. Note that the agents need to know when
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Fig. 1: The distance errors mdiγi, ∀i ∈ N , t ∈ [0, 10
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Fig. 2: The functions βcon,m(ηm), ∀m ∈ E0, t ∈ [0, 10
3].
the current agent reaches its progressive goal and provides
its services so that they update the counter variable κi. To
that end, the current agent can simply communicate this
information as soon as it provides its services. Since the
communication graph is always connected, the information
can propagate to all agents. Note that potential time delays
in this inter-agent communication do not affect the overall
strategy. A communication-free solution could be the use
of state and input estimators along with the discontinuous
change of the control law of the current agent [11].
In that way, all the agents eventually reach their goal
points of interest and provide the corresponding services.
More specifically, the resulting time trajectory of each agent
yields the behavior βi = (ci1, σi1)(ci2, σi2) . . . , and the
desired behavior plani is a subsequence of βi, with σiℓ = ∅,
∀ℓ : σiℓ 6= σiℓG , i.e., agent i does not provide any services
in unplanned crossing of points of interest (while navigating
to a desired point or being in passive mode), providing only
the desired services at the corresponding desired points.
V. SIMULATION RESULTS
We consider N = 5 holonomic spherical agents in
R
3, with ri = 1m, dcon,i = 4m, priorities as pri = i,
∀i ∈ N , and initial positions x1 = [0, 0, 0]⊤m,
x2 = [−2.1,−2.3, 2]
⊤m, x3 = [1.3, 1.3, 1.5]
⊤m,
x4 = [−2, 3.25, 2.2]⊤m, x5 = [2, 2.4,−0.15]⊤m, which
give the edge set E0 = {(1, 2), (1, 3), (3, 4), (3, 5), (1, 5)}.
The complete edge set is E¯ = {(1, 2), (1, 3), (3, 4), (3, 5),
(1, 5), (1, 4), (2, 3), (2, 4), (2, 5), (4, 5)}. We choose
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Fig. 3: The functions βcol,m(ιm), ∀m ∈ E¯ , t ∈ [0, 10
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Fig. 4: The adaptation signals αˆi, ∀i ∈ N , t ∈ [0, 10
3].
Bi = bmiI3 and fi(xi, vi) = αi‖xi‖ sin(wi,1t + wi,2)vi,
with bmi , wi,1, wi,2 randomly chosen in the interval (1, 2),
∀i ∈ N . The points of interest are c1 = [10, 10, 10]⊤m,
c2 = [−5, 0, 5]⊤m, c3 = [5,−2,−7]⊤m, c4 = [0,−6, 2]⊤m.
For simplicity, we consider that each agent can provide
the services Ψi = {“ri”, “bi”, “gi”, “mi”}, ∀i ∈ N , and
Li(c1) = {“ri”}, Li(c2) = {“bi”}, Li(c3) = {“gi”},
Li(c4) = {“mi”} ∀i ∈ N . The LTL formulas were taken
as φ1 = ♦(“r1” ∧ “r1” © “g1” © m1 © “b1”), φ2 =
♦“m2”∧♦(“r2”∧“b2”), φ3 = ♦“m3”∧♦(“r3”∧“b3”),
φ4 = ♦(“g4” ∧ “g4” © “b4” © m4 © “g4”), and
φ5 = “r5” ∧ ♦(“b5” ∧ “m5”© “g5”). By following the
procedure described in Section IV-A, we obtain the desired
plans plan1 = ((c1, “r1”)(c3, “g1”)(c4, “m1”)(c2, “b1”))
ω,
plan2 = (c2, “b2”)(c4, “m2”)((c1, “r2”)(c2, “b2”))
ω,
plan3 = (c4, “m3”)(c3, “g3”)((c1, “r3”)(c2, “b3”))
ω,
plan4 = ((c3, “g4”)(c2, “b4”)(c4, “m4”)(c3, “g4”))
ω , and
plan5 = (c1, “r5”)((c4, “m5”)(c3, “g5”)(c2, “b5”))
ω. We
assume that the services are provided instantly by the
agents. The control gains are chosen as µc,i = 3, µi = 25,
µα,i = 0.1, ∀i ∈ N , and µcon,m = µcol,m = 0.1, ∀m ∈M0,
m ∈ M¯. The simulation results are depicted in Fig. 1-4.
for t ∈ [0, 103]sec. More specifically, Fig. 1 shows the
distance functions mdiγi, ∀i ∈ N . In the total time duration,
all the agents execute their first goal of their respective
plans, according to their assigned priorities, whereas agent
1 executes its second goal as well; Fig. 3 and 2 illustrate
the collision- and connectivity- associated terms βcolm(ιm),
∀m ∈ M¯, βconm(ηm), ∀m ∈ M0, which are always
positive, verifying the collision avoidance and connectivity
maintenance properties. Finally, Fig. 4 depicts the adaptation
variables αˆi, ∀i ∈ N , which are always kept bounded.
VI. CONCLUSIONS AND FUTURE WORKS
This paper presented a hybrid coordination strategy for the
motion planning of a multi-agent team under high level spec-
ifications expressed as LTL formulas. Inter-agent collision
avoidance and connectivity maintenance is also guaranteed
by the proposed continuous control protocol. Future efforts
will be devoted towards addressing timed temporal tasks as
well as including workspace obstacles.
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