Let G = (V, E) be a simple graph of order n. The total dominating set of G is a subset D of V that every vertex of V is adjacent to some vertices of D. The total domination number of G is equal to minimum cardinality of total dominating set in G and is denoted by γ t (G). The total domination polynomial of G is the polynomial
Introduction
Let G = (V, E) be a simple graph. The order of G is the number of vertices of G. For any vertex v ∈ V , the open neighborhood of v is the set N (v) = {u ∈ V |uv ∈ E} and the closed neighborhood is the set N [v] = N (v) ∪ {v}. For a set S ⊂ V , the open neighborhood of S is the set N (S) = v∈S N (v) and the closed neighborhood of S is the set N [S] = N (S) ∪ S. The set D ⊂ V is a total dominating set if every vertex of V is adjacent to some vertices of D, or equivalently, N (D) = V . The total domination number γ t (G) is the minimum cardinality of a total dominating set in G. A total dominating set with cardinality γ t (G) is called a γ t -set. An i-subset of V is a subset of V of cardinality i. Let D t (G, i) be the family of total dominating sets of G which are i-subsets and let d t (G, i) = |D t (G, i)|. The polynomial D t (G; x) = n i=1 d t (G, i)x i is defined as total domination polynomial of G. A root of D t (G, x) is called a total domination root of G. We denote the set of distinct total domination roots by Z(D t (G, x)).
The corona of two graphs G 1 and G 2 , as defined by Frucht and Harary in [12] , is the graph G 1 • G 2 formed from one copy of G 1 and |V (G 1 )| copies of G 2 , where the i-th vertex of G 1 is adjacent to every vertex in the i-th copy of G 2 . The corona G • K 1 , in particular, is the graph constructed from a copy of G, where for each vertex v ∈ V (G), a new vertex v ′ and a pendant edge vv ′ are added.
Recurrence relations of graph polynomials have received considerable attention in the literature. It is well-known that the independence polynomial and matching polynomial of a graph satisfies a linear recurrence relation with respect to two vertex elimination operations, the deletion of a vertex and the deletion of vertex's closed neighborhood. Other graph polynomials in the literature satisfy similar recurrence relations with respect to vertex and edge elimination operations [13] . In contrast, it is significantly harder to find recurrence relations for the domination polynomial and the total domination polynomial. The easiest recurrence relation is to remove an edge and to compute the total domination polynomial of the graph arising instead of the one for the original graph. Indeed, for the total domination polynomial of a graph there might be such irrelevant edges, that can be deleted without changing the value of the total domination polynomial at all. An irrelevant edge is an edge e ∈ E of G, such that
The roots of graph polynomials reflect some important information about the structure of graphs. There are many papers on the location of the roots of graph polynomials such as chromatic polynomial, matching polynomial, independence polynomial, characteristic polynomial and domination polynomial. We refer the reader to [14] and its references for more information in roots of graph polynomials. In [2] we have shown that all roots of D t (G, x) lie in the circle with center (−1, 0) and the radius δ √ 2 n − 1, where δ is the minimum degree of G. Also we proved that for a graph G of order n, if δ ≥ 2n 3 , then every integer root of D t (G, x) lies in the set {−3, −2, −1, 0}. As usual we denote the complete graph, path and cycle of order n by K n , P n and C n , respectively. Also S n is the star graph with n vertices. A leaf (end-vertex) of a graph is a vertex of degree one, while a support vertex is a vertex adjacent to a leaf.
In the next section, we characterize irrelevant edges for the total domination polynomial. We consider regular graphs in Section 3 and study their total domination polynomials. Finally we study graphs with exactly two total domination roots {−3, 0}, {−2, 0} and {−1, 0} in Section 4.
Irrelevant edges
The easiest recurrence relation for total domination polynomial of a graph is to remove an edge and to compute the total domination polynomial of the graph arising instead of the one for the original graph. Indeed, for the total domination polynomial of a graph there might be such irrelevant edges, that can be deleted without changing the value of the total domination polynomial at all. In this section, we study these edges. total dominating sets of G \ v are exactly those total dominating sets of G not including the vertex v.
The proofs of Theorems 2.2 and 2.3 follow the proofs in [13] with some minor changes:
Proof. To dominate u, the vertex u or a vertex adjacent to u must be in each total dominating set of G \ v. Since every vertex adjacent to u is also adjacent to v in G, so we have the result. Theorem 2.3 Let G = (V, E) be a graph. If e = {u, v} ∈ E is an irrelevant edge in G, then u and v are total domination-covered in G \ e.
Proof. By contradiction, suppose that at least one vertex (say u) is not total dominationcovered in G \ e. Then there exist a total dominating set of G \ e which is not a total dominating set of G, and this implies that
Note that the converse of Theorem 2.3 is not true. As an example for the graph in Figure 1 , the vertices u and v are total domination-covered, while e is not irrelevant edge. Because D t (G, x) = x 5 + 5x 4 + 8x 3 + 5x 2 but the total domination polynomial of G \ e is x 5 + 5x 4 + 6x 3 + 4x 2 .
We need the following theorem to obtain more results.
By Theorem 2.4, we have the following result. Proof. By theorem 2.4, we have 
Note that the graph G\N [u] has at least an isolated vertex, therefore D t (G\N [u], x) = 0 and we have the result.
Theorem 2.6 Let G be a graph and e = {u, v} is an edge of G. If the vertices u and v are adjacent to the support vertices, then e is an irrelevant edge.
Proof. Suppose that the vertices u, v are adjacent to the support vertices w and z, respectively. Then, every total dominating set of G include support vertices w and z. So the vertices on edge e, under any total dominating set of G are dominated and adjacency between them is ineffective. Therefore
and e is an irrelevant edge.
Let to compute the total domination polynomial of a family of graphs which has shown in Figure 2 using the irrelevant edges. An (n, k)-firecracker F (n, k) is a graph obtained by the concatenation of n, k-stars S k by linking one leaf from each. See figure 2. The following easy theorem gives the total domination number of this kind of graphs: Theorem 2.7 For every natural numbers n and k, we have γ t (F (n, k)) = 2n.
Proof. Let D be a minimum total dominating set of F (n, k). Then {v 1 , v 2 , . . . , v n } ⊆ D and for every v i , the set D contains exactly one vertex that is adjacent to v i . So γ t (F (n, k)) = 2n. Theorem 2.8 For every natural numbers n and k ≥ 3,
Proof. By Theorem 2.6, every edge that linking k-stars together is an irrelevant edge. Therefore D t (F (n, k), x) = (D t (S k , x)) n and we have the result. Now, we generalize the definition of firecracker graphs. An (k 1 , k 2 , . . . , k n )-firecracker F (k 1 , . . . , k n ) is a a graph obtained by the concatenation of k i -stars S k i by linking one leaf from each (see Figure 3) . If k i ≥ 3 (1 ≤ i ≤ n), then every edge that linking k i -stars's together, is an irrelevant edge. Therefore
Here, we are interested to examine the effect on the total domination polynomial of a graph when we remove a vertex. Recall that a vertex v ∈ G is called essential vertex, 
where G ⊙ v is the graph obtained from G by removing all edges between vertices of N (v) and
Lemma 2.11 Let G = (V, E) be a graph and v is a support vertex of G. Then
Proof. Since the vertex v is a support vertex, so
Therefore, by Theorem 2.10, we have the result.
Total domination polynomial of regular graphs
In this section, we study some coefficients of the total domination polynomial of regular graphs and then compute the total domination polynomial of cubic graphs of order 10.
We denote the family of all total dominating sets of G with cardinality i and contain a vertex v by D v t (G, i) and d v t (G, i) = |D v t (G, i)|. Two graphs G and H are said to be total dominating equivalent or simply D t -equivalent, if D t (G, x) = D t (H, x) and written G ∼ H. It is evident that the relation ∼ of D t -equivalent is an equivalence relation on the family G of graphs, and thus G is partitioned into equivalence classes, called the
If [G] = {G}, then G is said to be total dominating unique or simply D t -unique. In this section, similar to [4] , we determine the D t -equivalence classes for cubic graphs of order 10. The proofs of Theorems 3.1 and 3.2 follow the proofs in [4] with some minor changes: 
Proof. If D is a total dominating set of vertex transitive graph, G, with size i and θ ∈ Aut(G), then θ(D) is also a total dominating set of G with size i. Also, because G is a vertex transitive graph, so for every vertices v and u,
) and the proof is complete.
Proof. Let G be a k-regular graph of order n with vertex set V . Each vertex of G is adjacent to k vertices. Let S be a (k − 1)-subsets of V , and V ′ = V \ S. Then V ′ is a total dominating set for G of size n − k + 1 and the number of total dominating set of size n − k + 1 for G is equal to number of ways of choosing k − 1 vertex of V .
and the proof is complete. In the study of the total domination polynomial of regular graphs, it is natural to ask about the total domination polynomial of Petersen graph and its D t -equivalence class. To answer to this question, we consider exactly 21 cubic graphs of order 10 given in Figure 4 (see [4] ). There are just two non-connected cubic graphs of order 10. Note that the graph G 17 is the Petersen graph. The following theorem gives the total domination polynomial of the Petersen graph.
Theorem 3.3
The total domination polynomial of Petersen graph P is
Proof. We have γ t (P ) = 4. Since the Petersen graph P is a 3-regular graph of order 10, by Lemma 3.2, we have d t (P, i) = 10 i , for i = 8, 9, 10. On the other hand, since P is a vertex transitive graph, we calculate d t (P, i), for i = 4, 5, 6 using Lemma 3.1. So we have the result.
Using Maple we computed the total domination polynomial of cubic graphs of order 10. As some consequences we stat the following results for graphs in Figure 4 . (ii) The three graphs G 1 , G 8 and G 9 are D t -equivalent.
On the graphs with exactly two total domination roots
Graphs whose certain polynomials have few roots can sometimes give interesting information about the structure of graph. The characterization of graphs with few distinct roots of characteristic polynomials (i.e., graphs with few distinct eigenvalues) have been the subject of many researchers [6, 7, 8, 9] . Also the first authors has studied graphs with few domination roots in [1] . In [2] we have shown that all roots of D t (G, x) lie in the circle with center (−1, 0) and the radius δ √ 2 n − 1, where δ is the minimum degree of G. Also we proved that for a graph G of order n, if δ ≥ 2n 3 , then every integer root of D t (G, x) lies in the set {−3, −2, −1, 0}. Motivated by these integer roots, and a conjecture in [2] which states that for every integer root r of D t (G, x), r ∈ {−3, −2, −1, 0}, we study graphs with exactly two total domination roots {−1, 0}, {−2, 0} and {−3, 0}, in this section.
Graphs with exactly two total domination roots {−1, 0}
In this subsection, first we state and prove the following theorem to present a necessary condition for a graph to have exactly two total domination roots −1 and 0.
is a graph of order n with r support vertices, then
Proof. Let A ⊆ V be the set of all support vertices of G. For every vertex v ∈ V \ A, the set V \ {v} is a total dominating set of G. So d t (G, n − 1) = n − r. Proof. Let G be a graph of order n and D t (G, x) = x a (x + 1) b , such that a + b = n and a = γ t (G) ≥ 2. By Theorem 4.1, d t (G, n − 1) = n − r, where r is the number of support vertices. So n − r = b and a = r. Therefore we have result.
Graphs with exactly two total domination roots {−2, 0}
In this subsection, we present a necessary condition for graphs two total domination roots {−2, 0}. We recall that a vertex cut of a graph G is a subset V ′ of V (G) such that G − V ′ is not connected and a k-vertex cut of G is a vertex cut of k vertices. The connectivity, κ(G) of a connected graph G (which contains no complete graph factor) is the smallest integer k for which G has a k-vertex cut. To obtain our result, we introduce graphs in Figure 5 which denoted by H.
Infinite family H are connected cubic graphs. For k ≥ 2, let H k be the graph constructed as follows. Consider two copies of the path P 2k with respective vertex sequences
For each i ∈ {1, 2, . . . , k}, join a i to d i and b i to c i . To complete the construction of the graph H k , join a 1 to b k and c 1 to d k . We note that H k are cubic graphs of order 4k. 
Proof. Let G be a 3-connected graph and D t (G, x) = x γt (x + 2) β , where γ t + β = n. So by Theorem 4.1, we have d t (G, n − 1) = n = 2β, and so β = 3 +28x 2 +48x+30) 2 , and so G = K 4 , GP . On the other hand, for every k = 2, . . . , m, H k ∈ H is a 3-regular graph of order 4k with γ t (H k ) = 2k. So by Lemma 3.2 we have d t (H k , 4k − 2) = 2k(4k − 1). By the assumption, we shall have
, which is a contradiction. Therefore G / ∈ H and we have result. As an example of family of graph G with Z(D t (G, x)) = {−2, 0}, let H be an arbitrary graph of order n and consider n copies of graph P 3 . By definition, the graph H(3) is obtained by identifying each vertex of H with an end vertex of a P 3 ([3] ). See Figure 7 . By Theorem 2.6 we compute the total domination polynomial of H(3) (see also [3] ).
Theorem 4.5 For any graph H of order n, we have
Proof. Let D be a total dominating set of H(3) of size k ≥ n in Figure 7 . Obviously {v 1 , v 2 , . . . , v n } ⊂ D and for any v i , the set D contains exactly one vertex that is adjacent to v i , so γ t (H(3)) = 2n. On the other hand, for all i, j, 1 ≤ i = j ≤ n and e = {u i , u j }, the vertices u i , u j are adjacent to support vertices v i , v j . Therefore each edge in H is an irrelevant edge, and so we have D t (H(3), x) = (D t (P 3 , x)) n = x 2n (x + 2) n .
Graphs with exactly two total domination roots {−3, 0}
In this subsection, we shall characterize graphs whose total domination polynomial have exactly two roots −3 and 0. To do this, we need the following result. Theorem 4.6 [6] Let G be a connected graph of order n ≥ 3. Then γ t (G) = 2n 3 if and only if G is C 3 , C 6 or H(3) (in Figure 7) for some connected graph H.
The next theorem classifies all connected graphs without end-vertices, whose total domination polynomial have just two roots {−3, 0}.
Theorem 4.7 Let G = (V, E) be a graph of order n with δ(G) ≥ 2. Then Z(D t (G, x)) = {−3, 0} if and only if G is C 3 or C 6 .
Proof. First note that D t (C 3 , x) = x 2 (x+3) and D t (C 6 , x) = x 4 (x+3) 2 . Let D t (G, x) = x α (x+3) β . Therefore α+β = n and α = γ t (G). By Theorem 4.1 we have d t (G, n−1) = n − r where r is the number of support vertices of G. Therefore d t (G, n − 1) = n . On the other hand
Therefore we have d t (G, n − 1) = n = 3β and so γ t (G) = 2n 3 . By Theorem 4.6, G is C 3 , C 6 or H(3) for some connected graph H. Since δ(G) ≥ 2 and by Theorem 4.5, G is C 3 or C 6 .
