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Artificial spin ices are ensembles of geometrically-arranged, interacting nanomagnets which have
shown promising potential for the realization of reconfigurable magnonic crystals. Such systems al-
low for manipulating spin waves on the nanoscale and potentially using them as information carriers.
However, there are two general obstacles to the realization of spin ice-based magnonic crystals: the
magnetic state of spin ices is difficult to reconfigure and the magnetostatic interactions between the
islands are often weak, preventing mode coupling. We demonstrate, using micromagnetic modeling,
that coupling a reconfigurable spin ice geometry made of weakly interacting nanomagnets to a soft
magnetic underlayer creates a complex system exhibiting strongly coupled modes. These give rise to
spin wave channels, which can be reconfigured by the magnetic state of the spin ice. These findings
open the door to the realization of reconfigurable magnonic crystals with potential applications for
data transport and processing in magnonic-based logic architectures.
I. INTRODUCTION
In magnonics1–4, spin waves are utilized as carriers of
information to perform logic operations. A key ingre-
dient is the design of magnetic superlattices supporting
spin wave band structures, which exhibit band gaps or
prohibited propagating energy bands5. Furthermore, in-
tense research has focused on reconfigurable6 band struc-
tures based on approaches that manipulate the energy
landscape7–9, the magnetic ground state10,11 as well as
current-induced chiral magnetization states12.
In this context, artificial spin ices have shown po-
tential as reconfigurable superlattices13. Artificial spin
ices were originally designed to mimic the frustration
found in rare earth Pyrochlore compounds, thereby cre-
ating geometric frustration by design14. Hence, artifi-
cial spin ices have typically been studied in the con-
text of massively degenerate ground states, geometric
frustration, and constrained disorder15. Recently, it
has become clear that artificial spin ices show promise
for creating functional materials, such as ratchets16, re-
programmable superconducting flux diodes17 or logical
gates18,19. In particular, reconfigurable magnonic crys-
tals, whose properties can be tailored based on the mag-
netic state of the system10,20–30, have been demonstrated
for spin ice geometries based on square or hexagonal
arrays. Recently, nanomagnets subject to interfacial
Dzyaloshinskii-Moriya interaction have been shown to
give rise to topologically nontrivial magnon bands26 as
well as to comprise building blocks for complex synthetic
magnetic states and structures, including an artificial
kagome lattice31. The experimental demonstration of
these chiral nanomagnets would be promising for the cre-
ation of magnonic crystals that exhibit topological edge
modes.
However, a shortcoming of such systems so far is
that desired global magnetic states can only be achieved
through careful thermal annealing or demagnetizing
field protocols32–34, while local magnetic states can be
achieved by manipulating the state of individual nano-
magnets using a magnetized tip35. In order to achieve
practical reconfigurable systems, global as well as local
magnetic states should be accessible through simple and
well-defined protocols.
Recent efforts in this direction have led to the creation
a fully reconfigurable artificial spin ice17,36. This system,
called magnetic charge spin ice36 (charge ice), reproduces
the magnetic volume charge distribution in the artificial
square ice (square ice), while introducing diagonal ele-
ments, which enable straight-forward field control of the
magnetic state. Schematics of the square and charge ices
FIG. 1. Geometries of (a) square ice and (b) charge ice. The
respective simulated super-cells are highlighted in blue.
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2are shown in Fig. 1a and b, respectively. In order to repli-
cate the magnetic volume charge distribution in square
ice, the charge ice is subject to a geometrical constraint
between the length, l, of the islands and the inter-island
distance d:
d = l
(
1 +
√
2
)
. (1)
This constraint results in a relatively large distance d,
leading to a weak dipolar coupling between the islands.
In the context of magnonics, such a weak coupling limits
the effect of the lattice periodicity on the resulting spin
wave band structure. Essentially, the spin wave band
structure is that of the bulk and edge modes of a single,
isolated island37 and the advantage of using an artificial
spin ice as a reconfigurable magnonic crystal is lost.
In order to enhance the coupling between the nano-
magnets while respecting the geometric constraints of
charge ice, we consider an artificial spin ice on top of
a soft magnetic thin film underlayer. This underlayer
couples to the individual islands, mediating magnetic in-
teractions between different islands while allowing the
magnetization of each island to be reconfigurable. To
achieve such a balance, we consider a soft magnetic un-
derlayer separated from the nanoislands by a thin non-
magnetic layer, such that the interlayer exchange inter-
action between the magnetization in the underlayer and
the islands is weak. In this way, the interactions between
the spin ice and the underlayer give rise to spin wave
modes supported by the underlayer, providing an addi-
tional dynamic coupling between the nanoislands. To
allow for the islands to be reversibly reconfigurable while
maintaining controlled dynamics in the underlayer, we
impose a preferential orientation of the magnetization in
the underlayer by applying an exchange bias38. The ex-
change bias is strong enough so that the underlayer equi-
librium magnetization is not significantly disturbed when
the magnetization in the islands is reconfigured – and at
the same time sufficiently weak that it does not pin the
magnetization in the islands.
Based on micromagnetic simulations, we investigate
the eigenmodes of square and charge ices coupled through
a soft magnetic underlayer. We find that the imposition
of coupling a uniaxially anisotropic magnetic thin film
to the spin ice lattice leads to interesting and complex
modes. Indeed, the eigenmode spectrum of the coupled
system is a combination of dipolar-dominated modes fa-
vored in the artificial spin ice and exchange-dominated
dynamics favored in the underlayer. Remarkably, cou-
pling a uniaxially anisotropic magnetic thin film to the
spin ice lattices quenches the bulk modes in the islands
and spin wave channels are established in the under-
layer, similar to those present in antidot magnonic crys-
tals39,40. The system thus acts as a magnonic waveg-
uide (the underlayer), which can be reconfigured by an
array of nanoantennas (the artificial spin ice superlat-
tice). These channels may have potential applications for
data propagation and manipulation41 as they are highly
FIG. 2. Magnetic states in the simulated super-cell of (a)
square ice and (b) charge ice. Both Type-I and Type-II states
are depicted. The arrows schematically indicate the direction
of the magnetization in each island while the color map codes
the magnitude of the projection of the magnetization along
the (11) diagonal.
anisotropic and depend on the configuration of the spin
ice system.
II. RESULTS AND DISCUSSION
A. Square ice and charge ice
As described in the Introduction, the constraint Eq. (1)
for building a charge ice leads to a large inter-island sepa-
ration, such that the islands are weakly coupled. We con-
sider throughout this study nanoislands made of Permal-
loy (Py) with saturation magnetization MS = 790 A/m,
exchange constant A = 10 pJ/m and negligible mag-
netocrystalline anisotropy. The nanoislands have width
w = 35 nm, thickness t = 15 nm, and length l = 100 nm.
The nanoisland spacing is then of d ≈ 240 nm following
Eq. (1).
We consider two different magnetization states. In
square ices, shown in Fig. 2(a), the ground state is la-
beled Type-I. This configuration has been shown to only
be reachable through careful thermal annealing32,33. The
Type-II is a remanent state that can be obtained by ap-
plying an external field along the (11) diagonal direction,
and then letting the magnetization relax. The corre-
sponding charge ice Type-I and Type-II configurations
are shown in Fig. 2 (b). In contrast to the square ice, the
3FIG. 3. (a) Spectra of square ice and charge ice in the Type-
I and Type-II configurations. The spatially-resolved modes
are shown in (b) for square ice and (c) for charge ice. In
both cases, the lowest-frequency mode corresponds to an edge
mode and the highest-frequency mode corresponds to a bulk
mode.
charge ice can relatively easily be reconfigured between
Type-I and Type-II by applying an external field along
the (1¯1¯) and (11) directions, respectively17,36.
The spectra for Type-I and Type-II spin ices are shown
in Fig. 3(a). Both the square and charge ices exhibit es-
sentially the same response, independently of their mag-
netization state as a result of the weak coupling between
nanoislands. In Fig. 3(b), the spatially-resolved modes
for the square ice modes S1 (6.3 GHz) and S2 (11.9 GHz)
are shown. The spatially-resolved modes in the charge
ice, C1 (6.2 GHz) and C2 (11.8 GHz), are shown in
Fig. 3(c). In both cases, the lowest-frequency mode corre-
sponds to an edge mode and the highest-frequency mode
corresponds to a bulk mode, in agreement with earlier
studies20,22,23. We note that the diagonal elements in
the charge ice are essentially unperturbed because the
perturbation field was applied along the (1¯1¯) direction.
B. Single island on underlayer
In this section, we consider a single nanoisland cou-
pled to an in extended soft magnetic underlayer. The
underlayer is a Py film with thickness 10 nm and the
same nominal parameters as in Section A. The exchange
bias38 is numerically modeled as an external field of 5 mT
along the +x axis applied only at the bottom edge of the
film, mimicking the interfacial nature of exchange bias.
The 5 mT effective field corresponds to an interfacial ex-
change bias of 40 µJ/m2. This reduced exchange bias
can be achieved in practice by dusting or inserting a thin
spacer layer between an antiferromagnet, such as IrMn,
and the Py underlayer42–44. A Py nanoisland is placed at
the geometric center of a circular underlayer with radius
480 nm. This geometry is chosen to minimize reflections
at the boundaries. To avoid strong exchange interaction
between the nanoisland and the underlayer, we assume a
90% reduced exchange coupling, Ac = 1 pJ/m
2. This can
be realized in practice, e.g., via Cu or Ta dusting of the
underlayer-island interface45,46. While direct exchange
is minimized, stray fields still provide a strong coupling
mechanism between the nanoisland and the underlayer.
The static configurations of the underlayer’s magne-
tization in this system are shown in Fig. 4(a) and (b)
for, respectively, nanoislands with their easy axis paral-
lel or perpendicular to the exchange bias direction. In
the case illustrated in Fig. 4(a), the parallel magnetiza-
tion direction in both the nanoisland and the underlayer
leads to small changes in the underlayer in-plane magne-
tization, represented by red arrows. However, in the case
illustrated in Fig. 4(b), the coupling to the nanoisland
induces a smooth non-uniform texture in the underlayer
magnetization. In both cases, the magnetization tilts by
ca. 12◦ out-of-plane at the nanoisland edges, as quanti-
fied by the gray colormap.
In general, the magnetization dynamics is perpendic-
ular to the equilibrium magnetization. Therefore, we
would expect induced dynamics in the underlayer near
the nanoisland to be anisotropic and to depend strongly
on the relative orientation between the nanoisland and
the underlayer equilibrium magnetizations. Magnetiza-
tion dynamics are excited by applying a magnetic field
pulse of amplitude 1 mT and duration 50 ps along the
(11) direction. Snapshots of the out-of-plane component
of the magnetization (mz) 50 ps after the pulse are shown
in Fig. 4(c) and (d): in both cases, the nanoislands act
as spin wave sources. In Fig. 4(c), excitation of the mag-
netization at the nanoisland edges leads to the emission
of spin waves in the underlayer. The spin wave pattern
is reminiscent of the electric field generated by a half-
wave dipole antenna. In contrast, in the case depicted in
4FIG. 4. Static magnetization structure resulting from cou-
pling between the underlayer and a single island oriented (a)
parallel and (b) perpendicular to the underlayer exchange
bias. A snapshot of the spin waves generated in the un-
derlayer is shown for each case in (c) and (d), respectively,
following application of a field pulse along the (11) direction.
The snapshot is taken 50 ps after the field pulse.
Fig. 4(d), the distorted texture in the underlayer together
with the orientation of the nanoisland magnetization give
rise to anisotropic spin wave propagation, also originat-
ing in the vicinity of the nanoisland edges. It is expected
from these results that spin waves in the underlayer can
in general propagate a large enough distance to mediate
coupling between islands in a lattice. Moreover, the very
different nature of the propagation in the two illustrated
cases clearly indicates that the coupling in spin ice lat-
tices will strongly depend on the local magnetization of
individual islands as well as the geometrical arrangement
of the islands.
C. Artificial spin ices coupled to an
exchange-biased underlayer
In this section we investigate the modes in spin ices
coupled to an underlayer. We follow the simulation pro-
cedure of section II A with the addition of an extended
underlayer that is exchange-biased along the +x axis, as
described in section II B.
The spectra of the coupled systems (spin ices with un-
derlayers), are shown in Fig. 5(a) and (b) for the square
and charge ices, respectively. The inclusion of the un-
derlayer leads to dramatic changes to the spectra when
comparing to Fig. 3(a). Clearly, the coupling to the
underlayer lifts the degeneracy of the spectra for the
Type-I and Type-II configurations. These spectra are
characterized by relatively large shifts between the low-
est frequency modes of Type-I and Type-II configura-
tions for both the square and charge ices. These features
are indicative of an increased interaction between the
nanoislands mediated by the underlayer. Interestingly,
FIG. 5. Spectra of Type-I and Type-II configurations in (a)
square ice and (b) charge ice coupled to an exchange-biased
underalyer.
the high-frequency bulk mode (previously at ca. 12 GHz
in Section II A) in the nanoislands is suppressed in all
cases. We conjecture that bulk modes are suppressed due
to exchange-mediated waves excited in the underlayer. In
other words, the spectra are the result of the combina-
tion between coupled exchange-dominated modes in the
underlayer and dipole-dominated modes in the spin ices.
Inspection of the spectra also shows that the Type-
I configuration exhibits a richer spectral content for
both the square and charge ices. See, e.g., modes SI2-
SI6 and C
I
2-C
I
5. This is in contrast to the relatively
monotonous spectrum of Type-II configurations. When
the nanoislands in a spin ice interact, degeneracies of
non-interacting modes are lifted and give rise to a more
complex spectrum (cf. Figs. 3 and 5). The Type-I ASI
configuration has four islands in the unit cell, and the
exchange-biased underlayer breaks the mirror symmetry
of the horizontal nanoislands. The external magnetic
pulse and the underlayer further break the mirror sym-
metry of the vertical nanoislands. This means that the
four nanoislands in the primitive unit cell of Type-I will
all respond differently, and interactions between modes
will give rise to a rich manifold. In contrast, the Type-
II lattice only has two nanoislands in the unit cell so
here the manifold of modes that arises from interactions
will not be as rich as that of the Type-I configuration.
To gain a deeper insight, we investigate the spatially-
resolved profile of the modes in the following sections.
1. Type-I spatially-resolved modes
The spatially-resolved modes of the Type-I square ice
are shown in Fig. 6 for both the nanoislands and the
underlayer within the simulated super-cells. The dom-
inant mode SI1 is an edge mode of the nanoislands and
5FIG. 6. Spatially-resolved modes for the square ice Type-I configuration excited by a field pulse along the (1¯1¯) direction,
corresponding the spectrum in Fig. 5(a). The colormap represents the mode amplitude. The top row shows the mode
distribution and amplitude in the spin ice, while the bottom row shows the mode distribution and amplitude in the underlayer.
The direction of the exchange bias in the underlayer is indicated by the blue arrow.
FIG. 7. Spatially-resolved modes for the charge ice Type-I configuration excited by a field pulse along the (1¯1¯) direction,
corresponding the spectrum in Fig. 5(b). The colormap represents the mode amplitude. The top row shows the mode
distribution and amplitude in the spin ice, while the bottom row shows the mode distribution and amplitude in the underlayer.
The direction of the exchange bias in the underlayer is indicated by the blue arrow.
the anisotropic propagation of the spin waves in the un-
derlayer gives rise to spin wave channels perpendicular
to the external field. These channels connect horizontal
and vertical islands along every second diagonal of the
spin ice array (along the (1¯1) direction), thus providing
an underlayer-mediated dynamical coupling between the
islands. Note that the power of this mode is mainly con-
centrated in the underlayer, indicating the robustness of
these channels. The mode SI2 is similar in nature to S
I
1,
however, its power is concentrated in the spin ice while
the spin wave channels in the underlayer are replaced
by nodal lines linking horizontal islands along every sec-
ond diagonal. Modes SI3 and S
I
4 are higher-order modes
characterized by a large number of nodal lines within
the underlayer as well as by the presence of nodal lines
within the horizontal islands along every second diagonal
along the (1¯1) direction. The locations of nodal lines in
the nanoislands suggest that SI3 is odd in the horizontal
nanoislands. We note that the power distribution in the
underlayer for SI4 is similar to that of S
I
3: the main dif-
ference is the power distribution in the spin ice islands.
At higher frequencies, modes SI5 and S
I
6 are higher-order
6FIG. 8. Spatially-resolved modes for the square (a) and charge (b) ices in the Type-II magnetic configuration excited by a field
pulse along the (1¯1¯) direction. The modes correspond the spectra in Fig. 5(a-b). The colormap represents the mode amplitude.
The top row shows the mode distribution and amplitude in the spin ice, while the bottom row shows the mode distribution
and amplitude in the underlayer. The direction of the exchange bias in the underlayer is indicated by the blue arrow.
modes, which give rise to localized spin wave patterns
(’patches’) in the underlayer, while the power of these
modes is concentrated in the spin ice.
The spatially-resolved modes for Type-I charge ice are
shown in Fig. 7. Similar to the square ice, the dominant
mode CI1 exhibits diagonal spin wave channels in the un-
derlayer. However, these channels are mediated by the
diagonal nanoislands in the charge ice (which are parallel
to the applied field pulse), providing a natural direction
for coupled edge-mode excitations between the nanois-
lands and spin wave propagation in the underlayer. We
note that the the power distribution along these channels
is not uniform and that the strongest spin wave excitation
in the underlayer occurs in regions between neighboring
diagonal nanoislands, where constructive spin wave in-
terference is achieved. As for the square ice, CI2 is in
many respects similar to CI1, with additional channels
between the diagonal and vertical islands and with nodal
lines along the direction of the spin channels found in
CI1. The modes C
I
3 and above are higher-order modes
localized both in the spin ice and the underlayer, where
the modes equally exhibit a patched distribution. The
mode CI3 can be seen as a transition between the lower
frequency modes in which the underlayer displays spin
wave channels and higher order modes in which the un-
derlayer modes are localized.
2. Type-II spatially-resolved modes
For square ice, the spatially-resolved modes for SII1 and
SII2 are shown in Fig. 8(a). There are pronounced differ-
ences between these modes and those of Type-I. Mode
SII1 is associated to oscillations of the horizontal nanois-
lands (along the (01) direction) which give rise to spin
wave channels connecting the edges of horizontal nanois-
lands. Oscillations of the vertical nanoislands have al-
most no amplitude. In contrast, mode SII2 is associated
to oscillations of the vertical nanoislands and the mode
power distribution in the underlayer is opposite of that
in mode SII1 : the vertical spin wave channels are replaced
by nodes, while regions with low power in SII1 now dis-
play maxima, resulting in zig-zagging bands that origi-
nate from the anisotropic excitation of spin waves from
the nanoislands.
For the Type-II charge ice, shown in Fig. 8(b), the
dominant mode is also noticeably different from its Type-
I counterpart. In CII1 , most nanoislands oscillate estab-
lishing a more segmented spin wave pattern in the under-
layer, which could nevertheless define spin wave channels
along the (10) direction. While the power distribution of
the CI2 mode is promarily along the (01) direction, the
power distribution pattern of CII2 follows a ∼ 60◦ canted
direction, connecting diagonal nanoislands to neighbor-
ing horziontal or vertical nanoislands. Higher-frequency
modes correspond to preferential symmetries excited in
the charge ice, leading to well-defined spin-wave patterns
in the underlayer. Notably, for mode CII4 the mode am-
plitude displays a large number of modes and the dy-
namics consists of localized patches containing adjacent
ends of diagonal islands with nodes extending through
the centers of these islands.
III. SUMMARY AND CONCLUSIONS
We have demonstrated the emergence of complex dy-
namical behavior when artificial spin ices are coupled to
a soft magnetic underlayer, each of which exhibits rela-
tively trivial dynamics on its own. In particular, square
7and charge ices, coupled to a magnetic underlayer can
potentially give rise to a reconfigurable magnonic lat-
tice. The lowest frequency modes in such coupled sys-
tems lead to the creation of spin wave channels in the
underlayer, which can effectively act as waveguides and
can be reconfigured through the magnetic state of the
superjacent spin ice lattice. In particular, the charge
ice, which has been demonstrated to be flexibly reconfig-
urable using global magnetic fields, can allow for switch-
ing between distinctly different spin wave propagation
directions as the ice is toggled between Type I and Type
II magnetic states. The experimental realization of the
spin ice-underlayer system depends in practical terms on
achieving a weak exchange bias on the underlayer42–44,
and a reduced exchange coupling between the islands of
the artificial spin ice and the underlayer45,46.
Our micromagnetic modeling shows that magnetiza-
tion dynamics in the underlayer, at frequencies below
the ferromagnetic resonance frequency, can propagate a
long enough distance (several hundreds of nm in Permal-
loy) without severe attenuation to couple adjacent is-
lands of the spin ice lattice. The combination of the
anisotropy induced by the exchange bias of the under-
layer and the geometrical arrangement, as well as the
magnetic configuration, of the islands gives rise to com-
plex channels of magnetization dynamics, separated by
nodes characterized by strongly suppressed or zero am-
plitude of the magnetization dynamics. The directions
of the channels depend on the magnetic configuration of
the superlattice. While our modeling of the spin ice-
underlayer system technically does not directly demon-
strate dispersive propagating magnons in the system, our
results showing propagating dynamics in the underlayer,
and coupled modes in the spin ice-underlayer system,
strongly suggest that these systems indeed support prop-
agating magnons, and therefore comprise magnonic lat-
tices. These results define a path to the realization of
reconfigurable magnonic crystals with potential applica-
tions in novel spintronic and magnonic-based logic archi-
tectures41. These could enable simultaneous waveguiding
and data processing through time-dependent spin-wave
channel reconfiguration, enabling e.g. new schemes for
computing19,47 using artificial spin ices.
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Appendix A: Micromagnetic simulations
We used the Mumax348 code set to utilize an adaptive-
step, 4th order Runge-Kutta algorithm. The temperature
was set zero for all simulations. We have also used an in-
house code49 for cross-validation of some of the results
from the Mumax3 code.
Appendix B: Relaxation of the magnetic
configurations
The simulations are initialized with a prescribed mag-
netization state (e.g., Type-I or Type-II with the mag-
netization in each nanoisland uniform along its length)
and allowed to relax to its energy minimum by use of a
combination of high damping α = 1 for 10 ns and a re-
alistic damping of α = 0.01 for 20 ns. This approach is
taken to eliminate ringing that might originate from the
relaxation at low α. The criterion for equilibrium was
based on fluctuations of the magnetization vector on the
order of single-precision.
Appendix C: Single nanoisland spin wave excitation
In this case, the underlayer is assumed to be a disk
with a radius of 480 nm. The simulated domain is dis-
cretized in cells of size 1.8 nm×1.8 nm×5 nm. Once the
ground state is achieved following the procedure outlined
in Appendix B, spin waves are excited by applying an ex-
ternal field pulse Bext = 1 mT for 50 ps along the (11)
direction. The spin wave evolution is simulated for a to-
tal of 100 ps with magnetization snapshots captured at
each ps.
Appendix D: Spin ice and coupled systems
eigenmodes
To accurately resolve the dynamics of a lattice,
we discretize the simulated domains in cells of size
0.93 nm×0.93 nm×5 nm. The form factor of the cells
has been shown to have negligible effect on the spec-
tra26 while the small lateral size is required to accurately
resolve the edge modes in the Py islands21 in a finite
differences approach. Once the magnetization has been
relaxed following the procedure outlined in Appendix B,
the system is excited by applying an external field pulse
8Bext = 1 mT for 50 ps along the (11) direction. A suf-
ficient frequency resolution of ca. 50 MHz is achieved
by sampling the magnetization every 10 ps for 25 ns. By
Fourier transforming the magnetization dynamics in each
discretization cell, we obtain the spectra shown in, e.g.,
Fig. 3. The spatial and temporal profile of each mode
is obtained by selecting the frequency ranges of interest
and transforming back from the frequency domain to the
time domain.
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