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Abstract
Recent advances in the fabrication of nanoscale structures have enabled the production
of almost arbitrarily shaped nanoparticles and so-called optical metamaterials. Such
materials can be designed to have optical properties not found in nature, such as negative
index of refraction. Noble metal nanostructures can enhance the local electric field,
which is beneficial for nonlinear optical effects. The study of nonlinear optical properties
of nanostructures and metamaterials is becoming increasingly important due to their
possible uses in nanoscale optical switches, frequency converters and many other devices.
The responses of nanostructures depend heavily on their geometry, which calls for versatile
modeling methods. In this work, we develop a boundary element method for the modeling
of surface second-harmonic generation from isolated nanoparticles of very general shape.
The method is also capable of modeling spatially periodic structures by the use of
appropriate Green’s function. We further show how to utilize geometrical symmetries to
lower the computational time and memory requirements in the boundary element method
even in cases where the incident field is not symmetrical.
We validate the boundary element approach by the calculation of second-harmonic
scattering from gold spheres of different radii. Comparison to analytical solution reveals
that under one percent relative error is easily achieved. The method is then applied
to model second-harmonic microscopy of single gold nanodots and second-harmonic
generation from arrays of L- and T-shaped gold particles. The agreement between the
calculations and measurements is shown to be excellent.
To provide a more intuitive understanding of the optical response of nanostructures, we
develop a full-wave spectral approach, which is based on boundary integral operators.
We present a theory which proves that the resonances of a smooth scatterer are isolated
poles that occur at complex frequencies. Other types of singularities, such as branch-cuts,
may occur only via the fundamental Green function or material dispersion. We propose a
definition of an eigenvalue problem at fixed real frequencies which gives rise to modes
defined over the surface of the scatterer. We illustrate that these modes accurately
describe the optical responses that are usually seen for certain particle shapes when using
plane-wave excitations. With the spectral approach, the resonance frequencies and the
modal responses of a scatterer can be found as intrinsic properties independent of any
incident field. We show that the spectral theory is compatible with the Mie theory for
spherical particles and with a previously studied quasi-static theory in the limit of zero
frequency.
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1 Introduction
Nano-optics is the science of optical phenomena at and beyond the diffraction limit of light.
Its roots can be traced back to 1928 when a sub-wavelength near-field optical microscope
was proposed by Synge1. Due to technical challenges, the first practical implementations
of such microscopes took place in the early 1980’s, which led to increasing interest towards
optics at the nanoscale2. More recent advances in other nanosciences and nanotechnologies
have increased the need for optical imaging and characterization techniques for nanoscale
objects. On the other hand, nanolithographic fabrication techniques have enabled the
study of the interaction of light with tailored nanostructures.
One of the most prominent branches of nano-optics is plasmonics, the study of the
optical properties of noble metal surfaces and nanoparticles3. Light incident on such
structures induces coherent oscillations of the conduction electron gas, i.e., plasmons.
These oscillations exhibit resonances that depend on the size, shape and material of the
structure as well as the environment4. The resonances dictate the optical properties of,
e.g., liquid suspensions of plasmonic particles. This was already utilized by the ancient
Romans, who were able to mix gold and silver nanoparticles in glass to produce items with
vivid colors. This technique was also used to fabricate the stained glass of Notre Dame.
The plasmon resonances lead to enhancement of the local electric field, which is then
sensitive to changes in the properties of the particle and its environment. Consequently,
this has lead to the development of near-field sensors, culminating in the detection of
single molecules5.
Nanolithographic fabrication methods have enabled the tailoring of nanoparticles and
arrays of such particles, which can be used to create so-called optical metamaterials6.
Such materials can have optical properties that do not occur in nature, e.g., negative index
of refraction and the properties usually arise from the structure instead of composition7.
These materials hold promise for many applications, such as the perfect lens8, optical
cloaking9 and hyperbolic materials10.
The ability to fabricate increasingly complex nanostructures has introduced the need
for accurate modeling of their optical responses. Numerical electromagnetic modeling
dates back to the earliest days of computers and has been strongly driven by the desire to
improve radars and antennas and to study scattering cross-sections of conducting bodies.
The Mie theory of light scattering from a sphere, reported in 1908, has provided the
basis for a simplified understanding of light scattering from nanoparticles in general11,12.
However, its predictive power for distinctly non-spherical particles is limited, which calls
for more general-purpose methods. The seminal paper by Yee in 1966 introduced the finite-
difference time-domain (FDTD) method13 for the direct discretization of the Maxwell
partial differential equations (PDEs). However, its efficient application to scattering
problems became truly appealing only after the development of perfectly matched layers
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by Berenger in 1996.14
The method of moments (MOM) discretization of integral operator equations that arise
from the Maxwell PDEs was first described carefully by Harrington in his classical book15
in 1968, although the use of MOM must well predate the book. The first practical
applications of MOM for open domain problems were limited to thin wire structures
(Pocklington’s and Halle’s equations) and bodies of revolution16. However, the rapid
development of computers in the past decades has enabled the modeling of complex 3D
structures17,18. The numerical performance of integral operator methods was significantly
improved by Greengard and Rokhlin in 1987 by the development of the fast multipole
method (FMM)19–21.
This work applies boundary integral operators and the MOM to the study of the linear
and the nonlinear optical properties of nanoparticles. The nonlinear optical effects were
first observed in 1961, almost immediately after the first demonstration of a laser22.
These effects occur when the intensity of light is extremely high, leading to a myriad of
optical responses, such as harmonic generation and intensity-dependent refractive index23.
However, nonlinear effects are inherently weak and scale as powers of the electric field
intensity. Due to the local electric field enhancement by plasmonic nanoparticles, the
study of nonlinearity in nanoparticles and nonlinear metamaterials has received growing
interest in recent years24,25.
1.1 Aims and scope of this work
Scattering of light from particles is a broad topic and can be described from many points
of view. Interaction of light with macroscopic objects, such as lenses, mirrors and even
large water droplets, can often be described satisfactorily by geometrical optics, where the
wave nature is neglected, i.e., light propagates without diffraction. From the quantum-
mechanical point of view, light can be understood as a stream of photons, each having
quantum of energy and momentum. Scattering from material bodies is then described
by excitation of virtual electronic states and re-emission of photons. Scattering from
nanoparticles is a domain where it may be difficult to identify the most successful model.
Surprisingly, an electromagnetic wave-propagation model, where the constitutive relations
describe the light-matter interaction averaged over atomic dimensions, is quite successful
in modeling the scattering of light from particles with linear dimensions exceeding a few
nanometers. The methods for modeling such wave propagation depend on the ratio of
geometrical dimensions to wavelength. This Thesis focuses on electromagnetic scattering
from particles, whose dimensions are on the order of wavelength. Additionally, field
enhancement due to plasmon resonances and sharp geometrical features is considered
important.
The Thesis also studies the parametric nonlinear scattering response of nanoparticles.
The focus is on surface second-harmonic generation from nanoparticles made of materials
with centrosymmetric crystal structure, although bulk effects from multipolar microscopic
light-matter interactions are also discussed. The nonlinear effects are considered in the
undepleted-pump approximation, because these effects are inherently weak in nanoparticles.
The numerical schemes will consequently be substantially less time consuming. Some of
the discussed methods are also easily extended for modeling other nonlinear effects, such
as bulk second-harmonic generation (SHG) and third-harmonic generation (THG).
When the Author joined the Nonlinear Optics Group in 2008 as a research assistant, the
group had already carried out several pioneering experimental and theoretical studies
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of the second-order nonlinear response of metal surfaces and nanoparticles. The recent
findings regarding surface SHG from arrays of T-shaped gold nanoparticles were strikingly
nontrivial and it was clear at the time that modeling of such a response would be essential
for gaining further understanding26. Even before this study, it had been found that
fabrication defects had a notable effect on SHG from L-shaped particles27. It also became
clear that understanding even the linear optical properties of such nanoparticles required
more detailed modeling and theory. Other nanoparticle shapes, such as rods28, triangles29,
rings30, shells31, split-rings32,33, dimers34, oligomers35 and dolmens36, have also been
studied by other groups, but for the study of SHG, the simplest non-centrosymmetric
shapes, such as L- and T-shapes, have offered the most straightforward starting point.
Initially, the group relied on an implementation of the Fourier modal method to model
the linear scattering from arrays of nanoparticles. While the method appeared to be ideal
for periodic structures, it was unsuitable for modeling the near-fields of metal structures
with adequate precision. Furthermore, the group had not yet established an in-depth
understanding of electromagnetic modeling methods on both theoretical and algorithmic
level. To gain more understanding of numerical schemes and to model the near fields
more accurately, the Author started implementing an FDTD algorithm. This led to
some useful modeling results explaining the linear response of L-shaped nanoparticles37.
However, it was realized that FDTD would not be suitable for modeling surface SHG
due to the coarse representation of geometry. Furthermore, the modeling of material
dispersion, spatial periodicity, open domains and focused Gaussian-beam sources was
inherently difficult in FDTD. In response to the increasing interest towards the full-wave
boundary element method (BEM) in the field of plasmonics38–44, the Author dedicated
his Master’s thesis for the study and implementation of BEM. The driving motivation
was that BEM would be ideal for modeling surface SHG. This was then set as the first
main goal of this Thesis.
General purpose software has long been available for the solution of electromagnetic
boundary value problems (BVPs). During the research work presented in this Thesis,
software such as Comsol and Lumerical have been equipped with functionality for optical
scattering simulations and thus have started to gain popularity in nano-optical research. In
the beginning of the Author’s work, it was very common for researchers in nano-optics and
plasmonics to author their own modeling tools, as the available software was considered
too immature. Even though today it is advisable to take advantage of the well-tested
established software, the Author’s approach to write the code himself has given invaluable
understanding of the methods and complete control over the modeling tools. The most
striking advantage of this approach was the capability to study the plasmon resonance
and mode theory in a novel way via boundary integral operators. This formed the second
main goal of this research.
In this Thesis, the Author will demonstrate the effectiveness and robustness of BEM
for the modeling of surface SHG from metal/plasmonic nanoparticles in isolation and
in arrays. The method is evaluated by comparing its results to analytical solution for
a spherical particle and by comparing to experimental data. Consequently, the method
developed by the Author has already been evaluated by peers by applying it to model
various systems. The topic has also become very timely as several research groups have
shown interest in similar modeling approaches. In addition, the Thesis outlines the theory
of modes and resonances of scatterers to give a more fundamental and mathematically
precise understanding of scattering from nanoparticles in general.
4 Chapter 1. Introduction
1.2 Structure of the Thesis
This Thesis outlines the work presented in five peer-reviewed articles on the modeling of
surface SHG and on the theory of modes and resonances of nanoparticles. Chapter 2 covers
the fundamentals of electromagnetic theory and nonlinear optics. SHG in centrosymmetric
media is discussed in detail with the introduction of the interface conditions. The chapter
is concluded with the theory of plasmons and material dispersion of noble metals.
Chapter 3 is devoted to the theory of scattering and diffraction of electromagnetic waves
from isolated particles and particle arrays. The scattering problem is formulated precisely
by giving a proper notion of constraints for the geometry and function spaces. The Green
functions and Stratton-Chu integral operators are introduced and used for reformulating
the scattering problem in terms of integral equations. Finally, the boundary integral
formulation of surface SHG is presented.
Chapter 4 introduces the spectral theory of Hilbert spaces combined with the theory
of analytic and meromorphic functions to take a novel perspective on the modes and
resonances of plasmonic scatterers. A boundary integral operator formulation of the
scattering problem is used to obtain a mathematically precise definition for resonances
and modes. The resonances and modes are then unambiguously identified as intrinsic
properties of a scatterer. The theory is shown to reduce to the Mie theory in the case
of spherical particles and to the well-understood quasi-static theory in the limit of zero
frequency.
Chapter 5 begins by presenting the multipole solutions to linear and surface second-
harmonic scattering from spheres. Then, the discretization of a boundary integral equation
formulation via MOM and Rao-Wilton-Glisson (RWG) basis functions is presented and
its performance is evaluated by comparison to exact results for a sphere. The method
is applied to model second-harmonic microscopy of isolated nanodots and to model the
second-harmonic response of L- and T-shaped nanoparticles.
Chapter 6 is devoted to symmetry in electromagnetic BVPs. Symmetry predicates are
derived for the quantities of interest in boundary integral formulations and the utilization
of geometrical symmetry in BEM is presented.
In Chapter 7, conclusions from the work are drawn and an outlook for future improvements
and advances for the methods and theory is given.
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1.3 Author’s contribution
The research of the Thesis has been published in five papers. Paper I presents the first
main goal of the Thesis: the boundary element method for surface SHG. In Paper II,
the theory and numerical modeling of modes and resonances of plasmonic scatterers
is presented, completing the second main goal of the Thesis. Paper III governs the
utilization of geometrical symmetry in linear and surface second-harmonic scattering
problems. In Papers IV and V, BEM is applied to model experiments on surface SHG
from gold nanostructures.
Paper I This paper presents a boundary integral operator formulation of surface
SHG from isolated nanoparticles, which is suitable for plasmonic scatterers
under resonant conditions. The equations are discretized by MOM with
the use of RWG basis functions and Galerkin’s testing. A semi-analytical
solution is derived for spherical particles by the use of multipoles that result
from separation of variables. This solution is used to estimate the accuracy
of the integral operator approach. Second-harmonic radiation properties of
an isolated gold L-shaped particle are studied as an example.
Paper II This paper presents the theory of resonances and modes of plasmonic scat-
terers through boundary integral operators. It is shown that the Müller
formulation allows the use of the Fredholm operator theory to show that
the plasmon resonances correspond to isolated poles of the inverse integral
operator. A modal expansion of solutions is presented. The theory is shown
to be compatible with the Mie theory for spherical particles and with the
well-understood quasistatic theory in the zero-frequency limit. Resonances
and modes of a gold disk, a bar and a disk dimer are studied numerically.
Paper III In this paper, it is shown how geometrical symmetry of scatterers can be
utilized in BEM to lower the required computation time and memory even if
the excitation is not symmetrical. The paper shows that symmetry can also
be utilized in BEM for surface SHG. The use of symmetry and modeling of
surface SHG is considered for an arbitrary number of scatterers, which may
also be in contact. The method is used to model the linear and second-order
responses of multiply split gold nanorings.
Paper IV This paper describes the microscopic second-harmonic imaging of gold
nanodots and nanocones by linearly, radially and azimuthally polarized
tightly focused Gaussian beams. The experimental results show that the
use of SHG can reveal minute differences in the microscopy images of the
structures, even though the precision of the image itself is diffraction limited.
The BEM simulations agree qualitatively with the findings and are used to
assess the shape of defects.
Paper V In this paper, SHG from arrays of L- and T-shaped gold nanoparticles
is investigated experimentally and computationally. It is shown that the
diffracted SHG does not depend trivially on the resonances of the structures:
sometimes it may be favourable to avoid resonant excitation in order to
induce asymmetry in the local response and consequently amplify the far-
field signal. The BEM modeling of both linear and second-order responses
display unprecedented agreement with experimental results.
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As is common in scientific research, the published work is the result of collaboration.
In this case, the Author has had the privilege to work with theoreticians to develop
the mathematical tools and with experimentalists to apply the tools to actual existing
problems. Table 1.1 shows the Author’s contributions to each published article. The
contributions listed are divided into three categories relevant to the nature of the Author’s
work. The preparation consists of discovering the scientific problem and planning out
the research strategy to address the problem. The theory and calculations category
consists of working out the required theory, the formulation of the model, a computer
implementation of solution methods for the model, and running the required calculations.
The reporting category includes writing the manuscript, plotting the results and handling
the manuscript submission.
Table 1.1: Summary of author’s contribution to articles included in this Thesis.
Paper Preparation Theory and calculations Reporting
I 50 % 80 % 80 %
II 80 % 70 % 80 %
III 80 % 60 % 70 %
IV 10 % 100 % 20 %
V 10 % 100 % 30 %
2 Electromagnetic theory and
nonlinear optics
This Chapter presents the fundamental electromagnetic theory that provides the starting
point for the forthcoming integral operator developments. We introduce the Maxwell
equations and constitutive relations with focus on nonlinear optical response and metals
at optical frequencies.
2.1 Maxwell’s equations and constitutive relations
Since the ground-breaking treatise on electricity and magnetism by James Clerk Maxwell
in 1873, the classical electromagnetism has been understood on the basis of Maxwell’s
equations45. In the differential operator form and the SI units, they are
∇× E˜ = −∂B˜
∂t
, (2.1)
∇× H˜ = J˜+ ∂D˜
∂t
, (2.2)
∇ · D˜ = ρ˜, (2.3)
∇ · B˜ = 0. (2.4)
Here the electric field E˜, the electric displacement D˜, the magnetic field H˜, the magnetic
induction B˜, the electric current density J˜ and the electric charge density ρ˜ are time-
dependent macroscopic quantities that average the responses over atomic dimensions. It
follows directly from Eqs. (2.2) and (2.3) that ∇ · J˜ = −∂ρ˜∂t holds, which is a statement
of conservation of charge.
Let us assume that the field quantities can be expanded in terms of complex Fourier
components with respect to time. Because the time-domain fields are real-valued, their
Fourier spectra are conjugate-symmetric. If we denote the Fourier component of E˜
with frequency ω by E(ω), then the time-domain field is obtained by summing over or
integrating E(ω) exp(−iωt) +E∗(ω) exp(iωt) over non-negative real ω.§
For each time-harmonic component with implied time-dependence exp(−iωt), which we
§The Fourier component E can actually be seen as a meromorphic function of complex ω. Its
singularities in the complex plane determine its time-domain response via the Laplace transform.
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adopt for the entirety of the Thesis, the Maxwell equations are
∇×E = iωB, (2.5)
∇×H = J− iωD, (2.6)
∇ ·D = ρ, (2.7)
∇ ·B = 0, (2.8)
where the fields E,D,H,B,J are mappings from R3 to C3 and the charge density ρ is a
mapping from R3 to C.
The relations between the fields and flux densities and the fields and current densities
are called the constitutive relations. If these relations are linear, any time-domain
solution expandable in Fourier components can be solved in the frequency-domain for
each component separately. Thus in principle, we may concentrate on formulating our
electromagnetic problem for a single but arbitrary Fourier component.
In this work, we consider materials, whose constitutive relations can be written in the
frequency-domain as46
D = E+Pnl, (2.9)
B = µH, (2.10)
where , µ : R3 → C are the spatially-varying electric permittivity and magnetic perme-
ability with =,=µ ≥ 0. The nonlinear polarization Pnl describes the nonlinear optical
material response, which is discussed in the next Section.
In principle, the current density may have the form J = σE + J0, where σ ∈ R is the
Ohmic conductivity and J0 is some a priori known driving current density. However, in
the frequency domain, Ampère’s law takes the form ∇×H = J0 + σE− iωE− iωPnl.
This can be written as ∇ ×H = J0 − iω( + iσ/ω)E − iωPnl, where ( + iσ/ω) may
be considered as just another complex permittivity. Therefore we may, without loss of
generality, assume that σ is part of =. In scattering problems, the excitation is usually
modeled as an incident field, although a localized current density J0 can also act as an
excitation. In this work, we don’t consider such current density excitations. In total, we
may then set J = 0 and ∇×H = −iωE− iωPnl.
2.2 Nonlinear parametric processes
The laser was first demonstrated in 1960 by Maiman47. A year after that, Franken
et al. discovered that illumination of a sample with high-intensity laser light of certain
frequency led to emission of light at doubled frequency22. This, so-called second-harmonic
generation (SHG), is one example of nonlinear optical effects, which may occur if the
incident light has sufficiently high intensity.
Such nonlinearities may often be described as parametric processes, where the nonlinear
polarization assumes a series expansion23
P˜nl = 0(χ(2) : E˜E˜+ χ(3)
...E˜E˜E˜+ . . .), (2.11)
where χ(n) are electric susceptibility tensors of rank n + 1. Nonlinear optical effects
are inherently weak: typical values of χ(2) are in the order of pm/V. With a nonlinear
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constitutive relation, the electromagnetic analysis can no more be considered for the
individual Fourier components separately. Assume that our incident electric field consists
of two frequency components, i.e., E˜ = 2<(E1 exp(−iω1t) + E2 exp(−iω2t)). If we
consider second-order nonlinearities, with χ(2) non-zero, then the electric flux density
will have components oscillating at frequencies ω1, ω2, 2ω1, 2ω2, ω1 + ω2, ω1 − ω2. This
means that our solution for the electric field will contain all these frequency components.
The terms corresponding to the last two components are called sum-frequency and
difference-frequency generation, respectively.
In this work, we concentrate on SHG, where an incident field of single frequency ω gives
rise to a field oscillating at frequency 2ω. In this case, both frequency components are
subject to Maxwell’s equations and are coupled by their constitutive relations
D(ω) = (ω)E(ω) + 20χ(2) : E(2ω)E∗(ω), (2.12)
D(2ω) = (2ω)E(2ω) + 0χ(2) : E(ω)E(ω). (2.13)
In general it may be the case that the second-harmonic field becomes so strong that the
back-coupling term 20χ(2) : E(2ω)E∗(ω) of Eq. (2.12) modifies the field at frequency ω,
the so-called pump field or fundamental field. Then the pump field transfers significant
amount of energy to the second-harmonic field and the pump field becomes depleted23.
However, when considering SHG in nanoparticles, as is the case in the present work,
the nonlinear interaction is usually so weak that depletion doesn’t occur. Thus we may
approximate that the constitutive relation (2.12) is simply D(ω) = (ω)E(ω). This is the
so-called undepleted-pump approximation23. In this case, the problem for the fundamental
field is linear and can be solved for independently. Then, the term 0χ(2) : E(ω)E(ω)
provides a one-way coupling to the second-harmonic field: it acts as an excitation for
second-harmonic fields that satisfy linear constitutive relations.
2.3 SHG in centrosymmetric media
In the electric-dipole approximation of the light-matter interaction, all even-order nonlinear
optical responses vanish in the bulk of materials of centrosymmetric crystal structure48.
However, this symmetry is always broken on the surface, which gives rise to surface
response, originating in an atomically thin layer49.
The second-order surface response is described by a spatially varying susceptibility
function χ(2) that is a delta distribution over the material interface. Let the surface be
characterized by the locus function Θ, which is a continuous function that maps a position
to a scalar that is zero only over the surface. In the case of SHG in centrosymmetric
materials, the second-order polarization is
P(2)(2ω) = 0χ(2) : E(ω)E(ω), (2.14)
where χ(2) = δ ◦Θχs holds and χs is defined as the second-order susceptibility over the
surface and ◦ denotes function composition, i.e., (δ ◦Θ)(r) ∀r is a delta distribution with
respect to position r. For brevity, we define the surface polarization as
P(2ω) = 0χsE(ω)E(ω) (2.15)
so that P(2) = δ ◦ΘP holds.
Because the normal component of the electric field may be discontinuous at material
interfaces, the definition of the surface polarization is ambiguous. Clearly it cannot be
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E1,H1
E2,H2
1, µ1
2, µ2
Pδ ◦Θ
′
n
Figure 2.1: Planar interface between two media with surface polarization distribution. The
loop path is used to construct interface conditions for E and H.
defined exactly on the interface. One may define that the polarization is located just
inside either of the domains and the electric fields are evaluated either on the same side
or the opposite. This choice fixes the value of χs but is not important otherwise. In this
work, we agree to use the standard convention that the fields are evaluated inside the
nonlinear material and the polarization is placed on the other side.
Consider two domains V1, V2 ⊂ R3 sharing a smooth interface S with unit-length normal
vector n pointing into V1. We may decompose the surface polarization into normal and
tangential parts as
P = nPn + Pt, (2.16)
where Pn = P · n and Pt = n× P × n hold. Denote the electric and magnetic fields of
frequency 2ω over domain V1 by E1,H1 and over domain V2 by E2,H2. By applying
the Maxwell line-integral equations to a path illustrated in Fig. 2.1, a set of interface
conditions can be derived for the electric and magnetic fields49:
(E1 −E2)t = − 1
′
∇tPn, (2.17)
(H1 −H2)t = −i(2ω)Pt × n, (2.18)
where ∇t is the tangential gradient over S and ′ is the so-called ”selvedge” region
permittivity. The selvedge region is an auxiliary region introduced between the domains
V1 and V2. In the original derivation of the interface conditions by Heinz in Ref. 49, the
fields are evaluated in this domain, and a limit of zero thickness it determined. However,
one may question the meaningfulness of a macroscopic quantity ′ in a vanishingly thin
layer. Thus, in line with the previous discussion, the value of ′ may be chosen according
to the exact location of the polarization and the choice only affects the value of χs.
The interface conditions for the flux densities are
(D1 −D2) · n = −∇t · P, (2.19)
(B1 −B2) · n = 0. (2.20)
However, in a time-harmonic setting, these normal conditions follow from the tangential
conditions for fields that satisfy the Maxwell equations in the two domains.
The interface conditions can be used to model surface second-harmonic generation in
electromagnetic boundary-value problems. This way, no additional sources exist in any
of the domains. We note that due to the surface gradient, a constant normal surface
polarization does not yield any SHG. On the other hand, high spatial variations in the
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polarization, and thus in the local fields at the fundamental frequency, can generate
significant second-harmonic signal. This also makes surface SHG an inherently scale-
dependent process: at nanoparticle surfaces, the gradient can yield a factor 0.1/nm, which
can compensate for the typical values of χs, which are on the order of 100 (nm)2/V.
In general, the surface susceptibility tensor χs has 27 complex-valued components, but in
practice local symmetry in the crystal structure at the surface lowers this number. An
important case is local surface isotropy, which occurs for the noble metals gold and silver
and is described by the group C∞ν . In this case, only seven components are non-zero
and three of these are independent. The components are50
χsnnn, χ
s
nss = χsntt, χssns = χstnt = χsssn = χsttn, (2.21)
where s and t refer to two orthogonal directions tangential to S. These directions are
otherwise arbitrary, thus it’s better to write the constitutive relation without direct
reference to specific tangent vectors as
Pn = 0(χsnnn(E(ω) · n)2 + χsnttEt(ω) ·Et(ω)), (2.22)
Pt = 20χsttn(E(ω) · n)Et(ω). (2.23)
Beyond the electric-dipole approximation, SHG may take place in the bulk due to magnetic
dipole and electric quadrupole interactions. In this case, the constitutive relations for the
second-harmonic fields read46,51
D = E−∇ ·Q, (2.24)
B = µH+M, (2.25)
where Q is the electric quadrupolarization, a rank 2 tensor, and M is the magnetization.
In the undepleted-pump approximation these only act as sources that depend on the
known fundamental field. In the case of isotropic homogeneous medium, the bulk response
can be described by an effective electric polarization of the form51
P(2ω) = βE(ω)∇ ·E(ω) + γ∇(E(ω) ·E(ω)) + δ′(E(ω) · ∇)E(ω), (2.26)
where β, γ and δ′ are scalar constants that depend on the material. The first term
vanishes for homogeneous media. It turns out that a bulk source that is a gradient of a
scalar function can be equivalently presented by a surface source, which yields the same
response outside the nonlinear medium52. Thus the γ-term is indistinguishable from the
surface response, and we can define an effective surface second-order susceptibility as
χs,effnnn = χsnnn +
γ′

, (2.27)
χs,effntt = χsntt +
γ′

, (2.28)
χs,effttn = χsttn, (2.29)
where  is the permittivity of the nonlinear medium. Notice that ′ is cancelled in the
interface conditions as expected from a bulk source.
In this work, we assume that the γ-term is included in the surface susceptibility tensor χs
without explicit notion of effective quantity. The δ′-term of the bulk response may also
be important for some scatterers, but it will not be thoroughly analyzed in this work.
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Figure 2.2: Analytic continuation of electric or magnetic susceptibility. Arc tends to infinity.
2.4 Optical response of metals
In the macroscopic electromagnetic formulation, the constitutive relations take into account
all aspects of the underlying microscopic light-matter interaction. In the frequency domain,
the electric permittivity  and magnetic permeability µ are functions of complex-valued
frequency, which are analytic in the upper complex frequency plane. Causality is imposed
by requiring that the corresponding susceptibilities /0 − 1 and µ/µ0 − 1 decay at least
at the rate 1/|ω| with |ω| → ∞ in the upper half of C. Thus, they can be analytically
continued from the real axis to the upper-half of the complex frequency plane. This is
governed by the Cauchy integral formula53: for any function f : U → C analytic in the
open set U ⊂ C with boundary ∂U , identity
f(z0) =
1
2pii
∫
∂U
f(z)
z − z0 dz, (2.30)
holds for z0 ∈ U . If we set f = /0 − 1 and U is the upper half-plane, then ∂U reduces
to the real axis, where measured data is available. This is illustrated in Fig. 2.2. One
may consider the Cauchy integral formula as a boundary integral representation of f over
U . From this result, one can also find for  (and µ) a one-to-one correspondence of the
real part to imaginary part, results known as the Kramers-Kronig relations. The analytic
continuation may appear artificial for such physically intuitive quantities as  and µ, but
its importance becomes evident when one seeks the resonance frequencies of a scattering
system, as these frequencies are complex valued in general.
In the case of nanoparticles, one may question the validity of interfacing the electro-
magnetic fields and the microscopic response with the presented type of constitutive
relations. For nanoparticles consisting of only a few thousand atoms at most, a full
quantum mechanical treatment may be done with, e.g., the density functional theory.
In this regime, wave retardation can be neglected and the microscopic response is the
essence. However, nanoparticles with linear dimensions on the order of 100 nm consist
of millions of atoms, thus radiation and wave retardation become important. Then a
continuum electromagnetic model is more practical. However, some nanoparticle systems
may have features, whose size is 1 nm or less, yet have a total size of 100 nm. In this case,
one may consider macroscopic electromagnetic treatment with nonlocal constititutive
relations, that is54
D(r, ω) =
∫
V
(r− r′, ω)E(r′, ω)dV ′, (2.31)
2.4. Optical response of metals 13
where V is the domain with permittivity , which now depends on two positions: observa-
tion and source. This convolution can be performed in the spatial Fourier domain, where
the quantities depend on wave-vectors k. A major challenge here is finding a suitable
model for the k-dependence of . For nanoparticles with all linear dimensions above a
few nm, the bulk material models seem to work quite well. However, noble metals are an
exception in one aspect: the scattering of free electrons from nanoparticle boundaries may
increase the damping. For gold, the mean free-path of electrons is roughly 52 nm. Kreibig
and Vollmer studied the size dependence of permittivity for small nanoparticles and found
that at least for spherical particles, a size correction can be incorporated to a simplified
material model55. Recently, the incorporation of nonlocal effects in nanoplasmonic models
has received increasing interest56. It has also been demonstrated that nonlocality can
enhance optical nonlinearity in plasmonic metamaterials, which can be used to engineer
ultrafast all-optical modulation and switching57.
The optical response of most materials, especially metals, is practically entirely described
by the electric permittivity, while the magnetic permeability is that of vacuum. Physically,
one may think that the permittivity is the volume average of a density N of microscopic
dipole polarizabilities. To obtain ab initio prediction for the permittivity, quantum
mechanical treatment may be necessary. In this approach, the Schrödinger equation is
solved for the electron wavefunction ψ defined over a crystal unit cell and subject to
periodic boundary conditions. The permittivity is then calculated as23
 = 0(1 +N 〈ψ|µ|ψ〉), (2.32)
where µ is the dipole-moment operator. Of course solving for ψ may prove to be a
formidable task and in practice it may be difficult to obtain accurate results. If accurate
predictions are required from the macroscopic electromagnetic model and the microscopic
response by itself is of no interest, it is practical to consider  as a parameter that can be
measured by, for example, ellipsometry.
Sometimes even simplified classical models of the light-matter interaction can yield rather
accurate results. Noble metals are a good example of this as the material response at
near-infrared frequencies is dominated by the free electrons. The Drude model considers
the classical dynamics of non-interacting free electrons, and yields the following result12
(ω)/0 = ∞ −
ω2p
ω(ω + iγ) , (2.33)
where ∞ is the limiting value at infinite frequency, ωp is the bulk plasmon frequency and
γ is the damping constant. This model works surprisingly well for gold and silver around
its intended frequency range. For an ideal metal with γ = 0 and ∞ = 1, we see that at
ω = ωp there is a sharp transition from  < 0 to  > 0 as ω increases. This means that
theoretically a bulk metal turns from being a good reflector to a transparent material at
the bulk plasmon frequency§.
Near UV frequencies, the Drude model fails, especially for gold. This is due to the
interband transitions from the d band to the conduction band. This response can be
qualitatively predicted by the Lorentz model, which considers the dynamics of non-
interacting but bound electrons. The binding introduces pole resonances at a set of
§For  < 0 the refractive index n is purely imaginary (n = ini with ni ∈ R). The power reflection
coefficient for vacuum-metal interface is then R = |1− ini|/|1 + ini| = 1.
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isolated frequencies ωn with associated damping factors γn and oscillator strengths an.
The predicted permittivity is12
(ω)/0 = ∞ +
∑
n
an
ω2p
ω2n − ω2 − iγnω
. (2.34)
A semi-classical treatment yields the same result and links an and ωn to the wavefunction
of the quantum model of the material23.
A benefit of most frequency-domain electromagnetic models is that measured permittivity
data can be used directly and there is no need for material models, other than to
provide basic understanding of the response. However, the Drude and Lorentz models
are important for time-domain electromagnetic models, because calculating the time
convolution and evaluating the time-dependent susceptibility based on frequency-domain
data is very time consuming. Then it becomes appealing to simultaneously solve the
dynamic equations behind the Drude and Lorentz models. More importantly for the
present work, these models are also beneficial for solving the complex resonance frequencies
of scattering systems in frequency-domain formulations, because the models can be directly
evaluated with complex ω without evaluation of the integral (2.30).
In metals, the free electron gas can oscillate coherently and quanta of such oscillations are
called plasmons55. Plasmons are divided into three cathegories: bulk, surface and particle
plasmons. The bulk plasmons are longitudinal oscillations in an infinite bulk medium
and the resonance frequency, according to the free-electron model, is ωp =
√
Ne2/(0me),
where N is the electron density, e is the elementary charge and me is the electron mass.
According to the Drude model, the longitudinal nature of these plasmons prevents their
excitation by light. However, including non-local effects arising in the hydrodynamic
model predicts that bulk plasmons can be excited by light at frequencies exceeding ωp.58
A plane interface of a noble metal and a dielectric supports solutions to Maxwell’s equations
that describe charge density oscillations along the material interface. These are called
surface plasmons or surface plasmon polaritons59. The electric field propagates along the
interface and decays exponentially with increasing distance to the interface. Thus the
field is highly localized and may lead to significant enhancement of the field amplitude.
The dispersion relation for the tangential component of the plasmon wave-vector is59
ksppt (ω) =
ω
c
√
1(ω)2(ω)
1(ω) + 2(ω)
. (2.35)
Light incident from vacuum has a corresponding wave-vector component of magnitude
ω/c at most, which is smaller than ksppt . Thus additional coupling mechanisms, such as a
prism or a grating is required to excite a surface plasmon.
For this Thesis, the most relevant class of plasmons are the particle plasmons3. These
occur in particles, in which the oscillation of electrons is constrained in all directions.
These plasmons have isolated resonance frequencies, which depend on the size, shape and
material of the particles as well as the surrounding medium. Traditionally, a rigorous
definition of particle plasmon modes and the associated resonance frequencies has been
done only for simple geometries3 or in the quasistatic limit60. The simplest of all is a
sphere, whose diameter is a fraction of the wavelength. The quasistatic solution yields
a result that the response is unbounded, when 2(ω) = −21 holds, where 2 is the
permittivity of the particle and 1 is that of the surrounding medium12. Through the
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material relation, this defines a resonance frequency. For a small sphere, this frequency is
called the Fröhlich frequency. From this result, it is obvious that <(2) must be negative,
which is characteristic to noble metals. One major goal of this Thesis is to define plasmon
modes and associated resonances, without assumption of quasistatics, for particles of
smooth but otherwise arbitrary shape.
The values of χs for noble metals have been measured for gold using thin films and
a two-beam setup50. A free-electron hydrodynamic model has also been developed to
predict the values. In this model, one considers the velocity field v of an electron fluid
acted upon by electric and magnetic fields:
meN
(
∂v
∂t
+ (v · ∇)v+ v
τ
)
= −eNE− eN
c
v×B−∇p, (2.36)
where N is the electron density, τ the mean damping time and p the pressure due to the
Pauli repulsion, which in the Thomas-Fermi theory is related to the number density by
p = ζN5/3 with ζ = (3pi2)2/3~2/(5me). The velocity and number densities are further
related to the current and charge densities that appear in the Maxwell equations. The
model was originally developed by Rudnick and Stern61 without damping and later
complemented by Sipe with damping included (unpublished work, see Ref. 62). The
model predicts relations
χsnnn =
e3N0
4m2eω4
a, (2.37)
χsttn =
e3N0
2m2eω4
b, (2.38)
where N0 is the electron rest density. The factors a and b are
a = 4m
2
eω
4
e3N0(ω2o − Ω2)
[(
ω2
eN0
+ 2pie
me
)
(χF (ω))2 − e
me
χF (ω)F (ω)
]
, (2.39)
b = −2m
3
eω
4
e5N20
χF (Ω)
[
e
me
− ω
2χF (ω)
eN0
]
χF (ω), (2.40)
where χF and F are the electric susceptibility and permittivity as predicted by the Drude
model, Ω = 2ω and ωo is a potentially frequency dependent parameter that is related
to the exact behaviour of the electron density within the selvedge region. The model is
not expected to accurately reproduce the frequency dependence of χs, but may provide
qualitative insight.

3 Scattering and diffraction of
electromagnetic waves
Scattering of light is a phenomenon that is visible in our everyday life. Lord Rayleigh
(John Strutt) discovered already in 1871 that the colors of the clear sky are explained by
a theory of scattering of light by small particles and molecules. The awe-inspiring vistas
of rainbows and clouds are due to the scattering of light from water droplets, a much
more complicated phenomenon. This complication arises largely from the geometry of
the scatterers.
This Chapter first introduces a mathematical machinery to precisely define electromagnetic
scattering as a BVP. We then derive the quantities to characterize scattering and discuss
some of their general properties. The remainder of the Chapter is dedicated to the
boundary integral formulation of the scattering problem and concluded by the main result
of the Thesis: application of this formulation to model surface SHG.
3.1 Mathematical foundations
In order to formulate an electromagnetic problem, we need to specify a geometrical
solution domain. In this work, the domain is divided into subdomains that are selected
due to abruptly changing materials. For our purposes, these domains will be subsets of
R3. However, not all subsets are admissible for formulating physical models and thus
more constraints are required§. We need to be able to integrate and differentiate functions
to a certain degree in each subdomain. Next these requirements are made more precise.
A practical starting point for setting constraints to the geometry is the manifold. An
n-dimensional manifold is a topological space, which is locally homeomorphic with open
subsets of the Euclidean space Rn: it looks locally Euclidean. The homeomorphisms are
called charts, and the set of all chosen charts to cover the whole manifold is called an
atlas. A manifold is differentiable, if the charts of the atlas are differentiably related
(and the topological space is Hausdorff and second-countable). A manifold may have a
boundary, in which case the charts map to a half-space of Rn. In this Thesis, the solution
domains are differentiable manifolds (or submanifolds) with boundaries as illustrated in
Fig. 3.1a. See, e.g., Ref. 63 for detailed definitions.
In this Thesis, the results are mainly presented on manifolds embedded in the Euclidean
space R3 with the Pythagorean metric. Hence submanifolds can be locally described as
mappings of the form f : U → R3, where U ⊂ Rm is an open subset with m ≤ 3. For
§For an example of a subset of R3 that is clearly not amenable for setting up physically meaningful
BVPs see the Banach-Tarski paradox.
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electromagnetic problems, mere continuity of these mappings is not sufficient. Consider
the domain external to the union of two disks that intersect at a single point as shown
in Fig. 3.1b. The mapping f that represents this domain in the neighbourhood of the
intersection point is continuous, but it can be shown that the electromagnetic power
in a bounded region surrounding this point may be infinite. We need to preclude such
situations: Given two sets A and B with metrics dA and dB, a function f : A → B is
called Lipschitz continuous, if
dB(f(x), f(y)) ≤ KdA(x, y) (3.1)
holds for all x, y ∈ A and a real constant K.64 In this work, subdomains locally defined
by mappings f : U → R3 that satisfy the above criterion with the Pythagorean metrics
are called Lipschitz domains. The electromagnetic power in a bounded Lipschitz domain
is always finite if the power of the excitation is also finite. However, the fields may exhibit
square-integrable singularities, whose degree depends on wedge angles and media65.
We denote by L2(V ) a Hilbert space of square-integrable functions f : V → C3 endowed
with the inner-product:
〈f ,g〉 =
∫
V
f∗ · gdV (3.2)
for all f ,g ∈ L2(V ). Due to the form of the Maxwell equations, also the curls of the fields
are required to be square-integrable over bounded domains. Otherwise, e.g., E ∈ L2(V )
would not imply B ∈ L2(V ). This motivates the definition of the space66
L2(curl, V ) = {f ∈ L2(V )|∇ × f ∈ L2(V )}. (3.3)
The norm induced by the L2(curl, V ) inner-product applied to the electric and magnetic
fields is closely related to the variation of the stored electric and magnetic energies
according to the Poynting theorem46. However, plane-waves and the resulting scattered
waves carry infinite energy and are thus not in L2(curl, V ) when V is unbounded. This
motivates the definition of a Hilbert space of locally square-integrable functions L2loc(V ):
A function is in L2loc(V ), if it’s square-integrable over all bounded subsets of V .66 A local
version of L2(curl, V ) is then denoted L2loc(curl, V ).
Consider a Lipschitz domain V ⊂ R3 with boundary ∂V oriented so that the unit normal
vector n points into V . For a function f : V →W with W an Euclidean vector space, we
define the restriction to ∂V by
f |∂V (r) = lim
r′∈V
r′→r
f(r′), ∀r ∈ ∂V. (3.4)
(a) (b)
M
M0
h
R2− φ = 0 φ = 1
Figure 3.1: (a) Two-dimensional manifold M with boundary and submanifold M0. A chart
h :M → R2− is illustrated. (b) A continuous domain with non-Lipschitz continuous feature. The
two disks are held at different electric potentials φ. Electromagnetic power in the dashed domain
may be infinite.
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The tangential trace and the rotated tangential trace operators are then defined as
γtf = n× f |∂V × n, (3.5)
γrf = n× f |∂V . (3.6)
The BVPs defined for fields in L2(V ) and its subspaces impose traces at (subdomains
of) ∂V . It is therefore necessary to know the space of the traces of these functions. This
turns out to be non-trivial when considering boundary integral representations of electric
and magnetic fields: the space L2(∂V ) is too large, i.e., not all functions mapped from
this space to functions over V are square-integrable67. We invoke the standard notion of
a fractional order Sobolev space H−1/2(∂V ) of certain function of the type f : ∂V → C3
(see Refs. 66,67 for the detailed definitions). The spaces of divergence/curl conforming
traces are then defined as67
H−1/2(div, ∂V ) = {f ∈ H−1/2(∂V )|n · f = 0,∇t · f ∈ H−1/2(∂V )}, (3.7)
H−1/2(curl, ∂V ) = {f ∈ H−1/2(∂V )|n · f = 0,n · ∇ × f ∈ H−1/2(∂V )}. (3.8)
These spaces are L2(∂V ) duals to each other, i.e., the elements of H−1/2(div, ∂V ) are
functionals 〈f , ·〉 with f ∈ H−1/2(curl, ∂V ) and the inner-product is that of L2(∂V ).
In the analysis of partial differential equations and in the development of integral operator
equivalents of partial differential equations, it is often useful to invoke the concept of
distribution. Consider a space D(R) of test functions φ : R → R, that are infinitely
differentiable and have a compact support [a, b] ⊂ R with 0 ∈ [a, b]. A distribution T is a
linear functional over D(R). It is conventional to write the functional as
T (φ) =
∫ b
a
t(x)φ(x)dx, (3.9)
and identify t with the distribution, which then appears in expressions as if the distribution
was a function, but with the understanding that the equations only hold in the sense that
they are multiplied by a test function and integrated.
The delta distribution Tδ is defined as
Tδ(φ) =
∫ b
a
δ(x)φ(x)dx = φ(0). (3.10)
It is conventional to identify Tδ with δ for brevity.
3.2 Scattering problem and radiation conditions
In the scattering problem, we specify the incident fields Einc,Hinc ∈ L2loc(curl,R3) that
are solutions to Maxwell’s equations in a background medium (often vacuum). The task
is then to find the electric and magnetic fields that satisfy certain electromagnetic BVP,
which is obtained by making a compact perturbation to the medium. In this work, we
concentrate on spatially abrupt perturbations. Next we formulate this BVP in detail.
We formulate the time-harmonic electromagnetic scattering problem in the Euclidean space
R3 and decompose the space into Lipschitz continuous domains Vl with l = 1, 2, . . . , ND
according to the media. We specially identify V1 as the unbounded ”exterior” domain while
the other subdomains are compact. The domains are disjoint except for the interfaces
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Figure 3.2: Prototype geometry of the scattering problem.
and their union equals R3. The domain boundaries are denoted ∂V and are oriented
so that a normal vector is defined at each point (except in subdomains of zero surface
measure). We denote unit-length vectors that point into Vl and are normal to ∂Vl by
nl§. The boundary of V1 is the union of a compact part ∂V ′1 and a part ∂V∞ that will be
taken to infinity as a limiting process. A prototype geometry is illustrated in Fig. 3.2.
We assume that the material parameters l and µl are spatially constant within each
subdomain. For convenience, we also define the wave numbers kl = ω
√
lµl and wave
impedances ηl =
√
µl/l. We denote the electric and magnetics fields over the subdomains
by El,Hl and in V1 we decompose the fields as E1 = Es + Einc and H1 = Hs + Hinc,
where Es and Hs are the scattered fields.
From the Maxwell equations and the constitutive relations, we can then derive the
following BVP: given the geometry {Vi}, media {(l, µl)}, frequency ω and the incident
fields Einc,Hinc, find the scattered fields Es,Hs ∈ L2loc(curl, V1) and the internal fields
El,Hl ∈ L2(curl, Vl) for l = 2, 3, . . . , ND that satisfy
∇×∇×El − k2l El = 0, (3.11)
∇×∇×Hl − k2lHl = 0, (3.12)
lim
|r|→∞
Es × r+ |r|Hsη1 = 0, (3.13)
γtl′El′ = γtl′′El′′ , (3.14)
γtl′Hl′ = γtl′′Hl′′ , (3.15)
where l′ and l′′ refer to the two domains sharing the boundary. The definitions of the
traces are evidently domain-specific, which is made explicit by the indices. The incident
field appears via the interface conditions.
Equation (3.13) is called the Silver-Müller radiation condition, which in 2-D problems is
known as the Sommerfeld condition68. Physically it can be understood to impose that the
§The conventional right-handed orientation of R3 induces a surface orientation for a subdomain
V ⊂ R3 so that on ∂V normals point ”outwards”. However, due to the conventional definition of equivalent
surface current densities by ”inwards” normal vectors, we choose notation that is more convenient in this
aspect.
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scattered fields are asymptotically outwards-propagating spherical waves. This condition
turns out to be sufficient for the uniqueness of a solution to the scattering problem at
real frequencies66,68.
3.3 Scattering, absorption and extinction cross-sections
The solution to the scattering problem consists of the electric and magnetic fields. The
fields themselves are usually impractical for the explanation of various physical phenomena,
such as the intensity and directional variation of colors of the Lycurgus cup. Thus we
need to define certain figures of merit, which are functionals of the fields.
Consider a surface S ⊂ R3 that encloses the scatterer and is oriented so that its normal
n points away from the scatterer. We define a power functional W as
W (S) =
∫
S
S · ndS, (3.16)
where S = 12<(E1 × H∗1) is the time-averaged Poynting vector46. The functional W
quantifies the power into/out of the system enclosed by S. There should appear no
confusion regarding the unrelated but similarly denoted Poynting vector S and surface
S. We may decompose S as S = Ss + Sinc + Se, where Ss = 12<(Es × H∗s ), Sinc =1
2<(Einc ×H∗inc) and Se = 12<(Einc ×H∗s +Es ×H∗inc). It is also conventional to define a
cross-section σ = ±W/ |Sinc| that has the unit of area. To evaluate |Sinc| for plane-waves,
the norm |·| can be taken as the C3 norm as Sinc is spatially constant. However, for other
incident fields, such as Gaussian beams, the choice of norm is more problematic.
One may then define the absorption cross-section σa = −W (S)/|Sinc|, the scattering
cross-section σs = W (Ss)/|Sinc| and the extinction cross-section σe = −W (Se)/|Sinc|.
Physically σa and σs measure how efficiently a particle absorbs and scatters power,
respectively. It turns out that σe = σs + σa holds, i.e., extinction is the sum of absorption
and scattering12.
If the scatterer is lossless, then σa = 0 holds. For plasmonic nanoparticles, both absoprtion
and scattering are usually important, although the former tends to dominate for particles
that are small and the latter tends to dominate for particles that are large (with respect
to wavelength).
Far away from the scatterer, the scattered fields may be asymptotically written as12,46
Es(r) = A(rˆ)
exp(ik1|r|)
4pi|r| , (3.17)
Hs(r) = rˆ×Es/η1, (3.18)
where A is called the scattering amplitude, also known as the phase function, which
only depends on the direction of observation rˆ = r/|r|, but not on the distance from the
scatterer. Note that even if the incident field is linearly polarized, in general A may be
elliptically polarized.
Consider scattering of a plane wave propagating in direction d with polarization Einc. The
optical theorem states that the extinction cross-section σe is determined by <(A(d) ·Einc),
i.e., by the forward scattering amplitude12. This is peculiar considering that the cross-
section was defined as integration of Se over all directions. The extinction cross-section
has an intuitive interpretation. Consider a detector with ”small” aperture AD far away
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from the scatterer. It measures a power UD ≈ |Sinc|(AD − σe), where the accuracy of the
approximation increases as AD → 0 for a fixed distance12. Thus, loosely speaking, σe
indicates how much power is depleted from the incident wave by the particle that ”casts
a shadow” over AD. In practice, σe may considerably differ from the geometrical shadow
of the particle.
The extinction possesses another remarkable property known as the sum-rule. For a
spherical particle of radius a, it states that∫ ∞
0
σe(λ)dλ = 4pi3a3
s − 1
s + 2
, (3.19)
holds, where λ is the wavelength and s is the permittivity at zero-frequency (static
permittivity) of the particle12. Thus, even if σe may vary considerably with λ and a, its
integral is always bounded by the volume of the particle and the exact bound depends on
the static permittivity. Even though the result is found in closed form for the sphere, there
is good reason to believe that the extinction of more complicated particles is similarly
limited by the volume and the static permittivity of the particle12,69.
3.4 Green’s function of Helmholtz operator
Green’s function of the vectorial Helmholtz operator can be expressed as a dyadic-valued
mapping of two arguments: observation point r and source point r′ and is defined as the
response to the delta distribution source:
∇×∇×G(r, r′)− k2G(r, r′) = Iδ(r− r′), ∀r, r′ ∈ R3, (3.20)
which is required to hold in the distributional sense and where I is the unit dyadic. In
the case of free space, where k is a constant in r, the solution is
G(r, r′) =
(
I+ 1
k2
∇∇
)
G(r, r′), (3.21)
where G is the scalar Green’s function defined as G(r, r′) = exp(ikR)/(4piR) with
R = |r− r′|. For a point dipole at position rd with dipole moment p ∈ C3, the electric
field at r is simply E(r) = ω2µG(r, rd) · p.
In addition to scattering from single particles, scattering from regular arrays of particles is
often of interest in nanoplasmonics and other branches of optics. In this case, scattering is
φ
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Figure 3.3: Array of scatterers.
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often referred to as diffraction, although generally the two terms may be used synonymously.
We focus on a geometry that is periodic in a plane with lattice constants d and h and
lattice skew angle φ as illustrated in Fig. 3.3. We define the lattice translation vectors
ρnm by
ρnm = nd cosφx+ (mh+ nd sinφ)y for n,m ∈ Z (3.22)
and the ”unit cell” U
U = {(ud cosφ, (vh+ ud sinφ), z) ∈ R3|u, v ∈ [0, 1], z ∈ R}, (3.23)
which is compact in planes z = constant. We denote the unit cell area in such planes by
A = dh cosφ. The periodic solution domain R3 and its subdomains are regenerated by
r+ ρnm, where r ∈ U . For excitation by an incident plane wave with wave vector k0, the
solution is pseudo-periodic as70
E(r+ ρnm) = E(r)eik0·ρnm , (3.24)
H(r+ ρnm) = H(r)eik0·ρnm , (3.25)
for all r and n,m ∈ Z. For points r on the boundary of the unit cell, this sets constraints
to the solution, known as the Bloch boundary conditions. The scattering by point sources
is described by the periodic scalar Green’s function70
Gp(r, r′) =
1
4pi
∞∑
n=−∞
∞∑
m=−∞
eikRnm
Rnm
eik0·ρnm , (3.26)
where Rnm = |r− r′ − ρnm| holds.
The convergence of this series (3.26) is asymptotically O(1/min(n,m)), which is considered
very slow. Several series acceleration techniques have been developed to mitigate the
problem, including the spectral series71, the Kummer transformation72,73, the lattice sums
method74,75, integral identity based quadrature methods76 and the Ewald method77–84.
Combination of several methods was considered in Ref. 85 and a review is presented in
Ref. 86.
The Ewald method is the most prominent all-around approach at present. It’s based on
the integral representation of the spherical wave77,78,87
eikR
R
= 2√
pi
∫ ∞
0
e−R
2s2+ k24s2 ds, (3.27)
which exists as a Riemann integral only along a carefully chosen path in the complex s-
plane. Due to the asymptotic behaviour of the integrand with respect to R, the integration
is split into two parts at E ∈ (0,∞), the splitting parameter. The integration along [0, E]
is further Poisson transformed into a spectral series. Consequently, the Green function can
be written as the sum of ”spatial” and ”spectral” terms as Gp = Gspatp +Gspecp , where86
Gspatp (X,Y, Z) =
1
8pi
∞∑
n=−∞
∞∑
m=−∞
eik0·ρnm
Rnm
∑
±
e±ikRnmerfc
(
RnmE ± ik2E
)
, (3.28)
Gspecp (X,Y, Z) =
1
4A
∞∑
n=−∞
∞∑
m=−∞
eikt·R
−ikz
∑
±
e∓ikzZerfc
(−ikz
2E ± ZE
)
, (3.29)
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where X = x− x′, Y = y − y′, Z = z − z′ and erfc is the complementary error function.
The series in Eqs. (3.28) and (3.29) exhibit Gaussian convergence. The wave vector
components can be written as
kt =
(
k0x + 2pi
(
n
d cosφ −
m sinφ
h cosφ
))
x+
(
k0y + 2pi
m
h
)
y, (3.30)
kz =
√
k2 − kt · kt. (3.31)
Positive branch of the square root is chosen to impose decaying of the erfc. Note that in
Ref. 86 the opposite time convention exp(iωt) is utilized, but the results here are adopted
to the convention of this Thesis.
Challenges for the Ewald method are the efficient evaluation of erfc88, the optimal choice
of E 89 and the truncation of the series90. Especially for λ > max(d, h), the following
splitting parameter has been found optimal in the sense that the difference in the number
of terms in the two series, required for given error tolerance, is minimal86:
Eopt =
√
pi
dh cosφ. (3.32)
For most integral operator methods, it is necessary to evaluate the gradient of Gp, which
is given in the appendix. In the Ewald method, the gradient retains the Gaussian
convergence.
In addition to the free space and periodic media, the case of stratified media is of practical
interest and requires its special Green’s function91. In this case k is a function of a spatial
variable, say coordinate z. Because at material interfaces, reflection and refraction are
polarization dependent, it is clear that not only the scalar part G needs to be modified
from the free-space form. The free-space (wave number k1) Green dyadic has a plane-wave
representation2:
G(r, r′) = i8pi2
∫ ∞
−∞
∫ ∞
−∞
Mei(kx(x−x
′)+ky(y−y′)+kz1 |z−z′|)dkxdky, (3.33)
where the dyadic M depends on k1, kx, ky. The lateral wave vector components kx, ky are
continuous across layer interfaces, while kzn = (k2n − k2x − k2y)1/2 holds for layer n. This
dyadic can be decomposed into form M = Ms +Mp according to s- and p-polarizations.
For each plane-wave, one merely applies the Fresnel coefficients to arrive at Green’s
dyadics for each layer. By transforming to the spectral cylindrical coordinates, the results
can be expressed as various integrals of the Sommerfeld type91,92:∫ ∞
0
ξ(kρ, kzl)
kpρ
kqzl
eikzl(z±z
′)Jn(kρρ)dkρ, (3.34)
where ξ is the generalized reflection coefficient, Jn is the Bessel function of first kind
and order n=0,1 and p=0,1,2 and q=0,1. The integrand may have various poles and
branch-cuts in the upper-half of the complex kρ-plane, related to surface waves and
radiative continua. These singularities can be avoided by splitting the integration at
some kρ0 ∈ R and deforming the part 0 < kρ < kρ0 to the lower-half of the complex
plane92. The remaining part can be continued along the real axis or along the imaginary
axis (the Hankel transform). This latter integration is called the Sommerfeld tail. Many
approaches have been developed for efficient computation of this tail, but the ∇∇ operator
of the spatial form leads to rather high values of p in (3.34), making the integrand slowly
decaying for small |z ± z′| or small ρ. An efficient and practical evaluation of the Green
dyadic and the Sommerfeld tails is an ongoing research topic91–104.
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Figure 3.4: Relative solid angle at non-smooth and smooth boundary points.
3.5 Stratton-Chu equations
Consider a Lipschitz continuous domain V with boundary ∂V oriented such that the
normal n points into V . For the time-harmonic electric and magnetic fields in this domain,
there exists the following boundary representation105:
αE(r) =
∫
V
iωµG(r, r′)J(r′) +∇′G(r, r′)×M(r′) +∇′G(r, r′)ρ(r
′)

dV ′ (3.35)
+
∫
∂V
iωµG(r, r′)γrH(r′)−∇′G(r, r′)× γrE(r′) +∇′G(r, r′)n ·E(r′)dS′
αH(r) =
∫
V
iωG(r, r′)M(r′)−∇′G(r, r′)× J(r′) +∇′G(r, r′)ρm(r
′)
µ
dV ′ (3.36)
−
∫
∂V
iωG(r, r′)γrE(r′) +∇′G(r, r′)× γrH(r′)−∇′G(r, r′)n ·H(r′)dS′,
for all r ∈ V . In our notation ∇′G denotes the function that is the gradient of G with
respect to the second argument. The quantity α is one if r ∈ V − ∂V , zero if r /∈ V ∪ ∂V .
If r ∈ ∂V , then α is the relative solid angle subtended by the boundary at this position.
The relative solid angles of smooth and non-smooth boundary points are illustrated in
Fig. 3.4. All the integrations are defined in the Cauchy principal value sense. Equations
(3.35) and (3.36) are called the Stratton-Chu equations105,106.
The case α = 0 follows from the so-called jump conditions: as r passes from V to its
complement in R3, the kernel singularities yield factors that exactly cancel the left hand
side of Eqs. (3.35) and (3.36). This is called the extinction theorem§. Note that this does
not mean that the fields are zero in this complement region.
We define the following boundary integral operators
(Df)(r) = iωµ
∫
∂V
G(r, r′)f(r′)dS′ − 1
iω
∇
∫
∂V
G(r, r′)∇′t · f(r′)dS′, (3.37)
(K f)(r) =
∫
∂V
∇′G(r, r′)× f(r′)dS′. (3.38)
The following mapping properties have been established67,107:
γrD : H−1/2(div, ∂V )→ H−1/2(div, ∂V ), (3.39)
γtD : H−1/2(div, ∂V )→ H−1/2(curl, ∂V ) (3.40)
γr(K + 12I ) : H−1/2(div, ∂V )→ H−1/2(div, ∂V ), (3.41)
γt(K + 12I ) : H−1/2(div, ∂V )→ H−1/2(curl, ∂V ), (3.42)
§The extinction theorem should not be confused with the previously discussed extinction cross-section.
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where I is the identity operator.
It is conventional to define the equivalent surface current densities
Js = γrH, (3.43)
Ms = −γrE. (3.44)
In a current-free domain, the Stratton-Chu equations are then concisely written as
αE = DJs +KMs, (3.45)
αH = DMs/η2 −K Js. (3.46)
In the far-field, the scattering amplitude, defined in Eq. (3.17), due to Js and Ms follows
from the Stratton-Chu equations as
A(rˆ) = −rˆ× rˆ× iωµ
∫
∂V
e−ikrˆ·r
′
Js(r′)dS′ − ikrˆ×
∫
∂V
e−ikrˆ·r
′
Ms(r′)dS′, (3.47)
where the integrals are Fourier transforms of the equivalent surface current density
distributions.
For periodic structures, the spectral representation of Gp is exponentially convergent for
r far away from the source plane:
Gp(r, r′) =
1
2A
∞∑
n=−∞
∞∑
m=−∞
eikz|z−z
′|
kz
eikt·(r−r
′), (3.48)
where kt and kz depend on n and m even though this is not explicitly written. By
substituting Eq. (3.48) to Eqs. (3.45) and (3.46), we see that the response is given in
terms of plane-waves, whose amplitudes result from integration over the boundary of
the scatterer. It can be seen that at kz = 0 the Green function has a simple pole with
respect to ω, independent of the scattering object. This is the so-called Wood anomaly,
where the response of the periodic array vanishes108. It is noteworthy that even though
in Eq. (3.48) a summation over propagating waves (those with real kz) is required for
the far-field, in practice the summation is incorrect. This is because in reality a beam of
finite cross-section is used to illuminate the array. Thus the terms of the series actually
represent beams of finite cross-section, which become spatially separated in the far-field.
Each individual term is referred to as diffraction order and in calculations, these orders
are separately the quantities of interest.
3.6 Boundary integral operator formulations of scattering
problems
By the use of the representations (3.35) and (3.36), the scattering problem can be
formulated in terms of Js and Ms over the boundary of the scatterer. However, there
are many ways to combine the boundary integral equations and the unknowns to obtain
problem definitions, which yield the unique solution to the scattering problem in certain
frequency ranges.
The different boundary integral formulations can be categorized at the highest level into
direct and indirect methods109. The direct methods are based on the Stratton-Chu
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representations for the fields and in this case, there appear seemingly more equations
than unknowns (the equivalent surface current densities)§. The indirect methods are
based on the observation that any function f ∈ H−1/2(div, ∂V ) is mapped by D or K to
a function over V that satisfies the Helmholtz equation and the radiation condition. In
this case, there are more unknowns than equations, and the unknowns are combined in a
judicious manner to construct a well-defined problem.
The direct methods can be classified according to the way the Stratton-Chu equations in
the different domains are combined. These formulations include the electric field integral
equation (EFIE)109, magnetic field integral equation (MFIE)109, combined field integral
equation (CFIE)109, Poggio-Miller-Chang-Harrington-Wu-Tsai (PMCHWT)18,110–112
and Müller113,114 formulations. In each formulation, different traces of the equations
can be considered, which gives rise to, e.g., N-EFIE (γr trace) and T-EFIE (γt trace)
formulations115. Other formulations also exist and have been studied116,117. A somewhat
different formulation is the null-field method118, which is based on the extinction theorem.
In this method, the equations are usually enforced in an approximate manner on a
spherical shell enclosing the scatterer, whence the vector spherical wavefunctions can be
utilized. This approach works well only for smooth particles not very different from the
sphere, but the integral kernels are non-singular.
The PMCHWT formulation with proper discretization has been found accurate for the
modeling of the optical properties of plasmonic structures40,119. Thus we will concentrate
on this formulation. In the scattering problem defined in Section 3.2, we associate each
domain l = 1, 2, . . . , ND with the unknowns Jsl and Msl and operators Dl and Kl, where
it is understood that the index refers to the domain boundary ∂Vl, material parameters
and Green’s function.
The domain V1 requires some special care. In this case, the boundary of the infinite
exterior domain is the union of a compact part ∂V ′1 and a boundary at infinity, denoted
by ∂V∞. In Eqs. (3.45) and (3.46), the integration over ∂V∞ can be divided into two
parts: one due to the scattered fields and another due to the incident fields. The former
conveniently vanishes due to the radiation condition¶, i.e., Eq. (3.13) and the latter just
produces the incident fields. Thus in domain V1, we get
αE1 = Einc +D1Js1 +K1Ms1, (3.49)
αH1 = Hinc +D1Ms1/η21 −K1Js1, (3.50)
where it is understood that the integrations are over ∂V ′1 . At this point we have two
boundary integral equations and two unknown equivalent surface current densities in
each domain. The fields automatically satisfy the Helmholtz equations and the produced
scattered fields satisfy the radiation condition. We still need to impose the interface
conditions. This is done by requiring:
Jsl′ + Jsl′′ = 0, (3.51)
Msl′ +Msl′′ = 0 (3.52)
with the same index convention as in Section 3.2. In the simplest case of a single scatterer,
we would only need to solve for, e.g., Js1 and Ms1. Thus we end up with two boundary
§As we are dealing with infinite dimensional Hilbert spaces, the expression ”more equations than
unknowns” is not precise, but it has well-defined implications to the approximate solution via the method
of moments.
¶This can actually be seen as the reason for the very definition of the Silver-Müller condition.
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integral equations but only one unknown per domain. In the T-PMCHWT formulation,
the equations sharing the same boundary are added together to reduce the number of
equations: ∑
l
δl1γtEinc + γtlDlJsl + γtlK1Msl − αγrlMsl = 0, (3.53)∑
l
δl1γtHinc + γtlDlMsl/η2l − γtlKlJsl + αγrlJsl = 0, (3.54)
where we used γtE = γrMs and γtH = −γrJs. For Lipschitz domains, it is possible that α
takes different values on opposite sides of a surface as illustrated in Fig. 3.4. However, this
may only happen over zero- or one-dimensional submanifolds of the surface. Then again,
the weak forms of the equations are obtained by surface integration, hence integration
over such submanifolds vanishes due to zero surface measure. Thus upon summation in
Eqs. (3.53) and (3.54), the terms involving α will cancel due to the interface conditions.
For a single scatterer, the equations are then
γt1Einc + γt1D1Js + γt1K1Ms + γt2D2Js + γt2K2Ms = 0, (3.55)
γt1Hinc + γt1D1Ms/η21 − γt1K1Js + γt2D2Ms/η22 − γt2K2Js = 0. (3.56)
The PMCHWT formulation has a unique solution for all nonzero frequencies, but has no
zero-frequency limit. This has some implications for the method of moments approximate
solution scheme to be described in Section 5.2.
3.7 Second-harmonic scattering
We will now formulate the surface second-harmonic scattering problem in the undepleted-
pump approximation by the boundary integral operators. We assume that the fundamental
fields have been solved by the method outlined in the previous section and from the
solution we can conveniently calculate the surface polarization P. In this section, it is
understood that all quantities correspond to the second-harmonic frequency. In this case,
the α-terms in Eqs. (3.53) and (3.54) do not cancel, because the equivalent surface current
densities suffer a discontinuity due to the surface polarization P. Thus the equations
become ∑
l
γtlDlJsl + γtlK1Msl + α
1
′
∇tP ln = 0, (3.57)∑
l
γtlDlMsl/η2l − γtlKlJsl − iωαγrlP lt = 0, (3.58)
and the equivalent surface current densities are connected by
Msl′ +Msl′′ = −
1
′l′′
γrl′∇tP l
′
n −
1
′l′
γrl′′∇tP l
′′
n , (3.59)
Jsl′ + Jsl′′ = −iωγtl′P l
′
t − iωγtl′′P l
′′
t . (3.60)
There are several strategies to manipulate these equations when preparing to seek ap-
proximate solutions. In the first work by the author, two current densities were sought
for each domain and Eqs. (3.59) and (3.60) were imposed explicitly. In a later work, a
more efficient, but still accurate, approach was to use these equations to substitute half
of the unknowns in Eqs. (3.57) and (3.58). Thus the same complexity is achieved as in
the linear scattering problem.
4 Eigenmodes and resonances of
scatterers
Many physical systems exhibit resonant behaviour, where a weak excitation leads to
an enormous response. For example, a string fixed at both ends vibrates resonantly at
frequencies that are integer multiples of
√
T/µ/(2L), where T is the tension, µ is the
linear density and L is the length of the string. These frequencies can be associated
with eigenmodes, which are eigenfunctions of the pertinent differential operator. The
knowledge of these modes gives a very good idea of the possible outcomes when using a
specific excitation.
It is clear from observations that certain scatterers also exhibit resonant behaviour. It
has been found that electromagnetic pulse (EMP) excitation of aircraft and missiles
produces damped sinusoidal currents over the material bodies. The extinction spectrum
of monodisperse water droplets displays a ripple structure with very sharp spectral peaks.
The colors of liquid suspensions of gold and silver nanoparticles show a vivid dependence
on the nanoparticle shape and size. This Chapter analyses the mathematical properties
of a certain boundary integral formulation of the scattering problem to define resonances
and modes of scatterers, which are useful in explaining such observations.
4.1 Spectral theory
In Section 3.1 we presented the appropriate Hilbert spaces for the electric and magnetic
fields and their boundary traces. Next we invoke a few mandatory definitions and results
from Refs. 120,121 for the analysis of scattering resonances.
A metric space A is a set equipped with a metric d : A × A → R that measures the
distance between the elements of A. Let X and Y be subsets of a metric space A such
that X ⊂ Y . The set X is called dense in Y , if ∀y ∈ Y and ∀ > 0 there is x ∈ X such
that d(x, y) < .
A norm space is a linear space with the notion of a norm |·|. A Banach space is a complete
norm space. An operator L : A→ B mapping between norm spaces A and B is bounded,
if there exists a positive real number K such that
|L x|B < K |x|A ∀x ∈ A. (4.1)
A bounded operator L : A→ B is compact, if for each bounded sequence {xn} ⊂ A there
is a subsequence {xnm} such that {L xnm} converges in B.120 All matrix operators are
compact, but, e.g., the identity operator in infinite-dimensional norm spaces is not. For the
better understanding of compact operators, the following result is useful: Let L : A→ B
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be a compact linear operator. For any positive real , there exists a finite-dimensional
subspace M of the image§ of L , such that
inf
y∈M
|L x− y|B ≤  |x|A (4.2)
for x ∈ A.120 Thus the image of L is approximated by a finite-dimensional space to an
arbitrary precision .
For a bounded linear operator over Hilbert spaces L : A → B there exists a unique
operator L † : B → A, called the adjoint, which satisfies
〈L x, y〉B =
〈
x,L †y
〉
A
(4.3)
for all x ∈ A and y ∈ B.121 Operator L is called self-adjoint, if L = L † holds. Such
operators form a particularly well-studied class of operators over Hilbert spaces.
For a square matrix operator A, the eigenvalues λ are defined by the characteristic
polynomial det(A− Iλ) = 0. For linear operators in infinite-dimensional Hilbert spaces,
the determinant is not defined. For this reason, one defines for a linear operatorL : A→ A
over Hilbert space A and a complex number λ the resolvent operator Rλ(L ) = (L −
λI )−1. The values λ are classified according to the properties of the resolvent120:
1. Rλ(L ) does not exist for λ. These λ constitute the point spectrum σp(L ) and are
the familiar eigenvalues.
2. Rλ(L ) exists for λ:
a) The image of L − λI is dense in A:
i. Rλ(L ) is bounded. Then λ is called a regular value. These values
constitute the resolvent set ρ(L ).
ii. Rλ(L ) is unbounded (not continuous). These values λ constitute the
continuous spectrum σc(L ).
b) Closure of the image of L − λI is a proper (the sets are not equal) subset of
A. These values constitute the residual spectrum σr(L ).
The total spectrum σ(L ) is the complement of the resolvent set σ(L ) = C− ρ(L ) and
it can be shown that σ(L ) = σp(L ) ∪ σc(L ) ∪ σr(L ).
For an example, consider the differential operator L : L2(0,∞)→ L2(0,∞) defined as
(L x)(t) = x′(t) with domain {x|x, x′ ∈ L2(0,∞)}. It turns out that σp(L ) = {λ | <λ <
0}, σc(L ) = {λ | <λ = 0} and ρ(L ) = {λ | <λ > 0}.120 Hence σr is empty. Notice that
the values of the point spectrum are not isolated. It may also happen for some operators
that the continuous spectrum consists of isolated points so the names may be intuitively
misleading.
For matrix operators the spectrum equals the point spectrum and so the values λ ∈ σp(L )
are the familiar eigenvalues. All eigenvalues of a self-adjoint operator are real numbers121.
For compact operators, all nonzero spectral values are eigenvalues, which constitute a
discrete set121. If this set is not finite, the elements can be arranged to tend towards zero.
§For a function f : A→ B, A is called the domain and B the codomain. The set {f(x)|x ∈ A} ⊂ B
is called the image.
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For compact operators, the spectral value zero can be either in the point spectrum or in
the continuous spectrum.
A linear space A is called separable, if a countable set B is everywhere dense in A.120 In
a Banach space A, a Schauder basis is a sequence {xn} ⊂ A such that for any element
x ∈ A there exists a unique sequence of scalars {an} such that x =
∑
n anxn. A separable
Hilbert space has a Schauder basis. For example, the L2 space is separable. When
attempting to describe the responses of a physical model in terms of eigenmodes, a
burning question is whether the modes constitute a basis.
Let L : A → A be a compact self-adjoint linear operator. Then there exists an
orthonormal basis {xn} for A, where xn are the eigenvectors of L with associated
eigenvalues λn.120 Thus any x ∈ A can be expanded as x =
∑
n 〈x, xn〉xn, where the
summation includes all eigenvectors, also those corresponding to the eigenvalue zero.
For many physical systems with compact domain, such as the vibrating string and an
electromagnetic cavity resonator, the corresponding differential operator is self-adjoint
and the corresponding integral operator is compact, whence the spectral theorem is
directly applicable. On the other hand, in problems with unbounded domain, such as
the scattering problem, this is not so. The Silver-Müller condition renders the Helmholtz
operators non-self-adjoint, and the corresponding integral operators are not compact.
This may sound odd if one considers that ∇×∇×−k2 is the definition of the Helmholtz
operator. However, it does not describe any particular physical problem until its domain
and codomain are specified, and boundary conditions are inherent properties of the
domain.
Let A be a linear space and B its subspace. Let x, y ∈ A be called equivalent (denoted
by x ∼ y) if x− y ∈ B, i.e., y = x+ b with b ∈ B. This means that equivalent elements
of A can be obtained from one another by adding an element of B. Then the equivalence
class of x ∈ A is [x] = {y|y ∼ x}. The set of such equivalence classes is denoted A/B and
called the quotient space (a linear space) of A by subspace B.
The kernel of a linear operator L : A→ B is the linear subspace {x ∈ A|L (x) = 0}. The
co-kernel of L : A→ B is the quotient space of B by the image of L . The motivation
for these definitions is that the kernel describes the uniqueness of a solution to a problem
L x = y if one exists, whereas the co-kernel describes the constraints set on y for solutions
to exist.
An operator L : A→ B over Banach spaces A and B is called a Fredholm operator, if its
kernel and co-kernel are finite-dimensional. A compact operator is a Fredholm operator of
the first-kind. Operator of the form I +L , where L is compact, is a Fredholm operator
of the second-kind.
A function of complex variable is called analytic (holomorphic) in an open region of
the complex plane if it is complex differentiable in this region, i.e., satisfies the Cauchy-
Riemann equations. A function of complex variable is called meromorphic in an open
region of the complex plane if it is analytic in this region except at isolated points, where
it has pole singularities.
For operator-valued functions, which map a complex number ω to a second-kind Fredholm
operator I +L (ω), we have the following theorem (Analytic Fredholm Theorem122):
If L (ω) : A→ A is analytic and compact for each ω ∈ Ω, where Ω ⊂ C is an open and
connected set, then either (1) I +L (ω) is nowhere invertible in Ω or (2) (I +L (ω))−1
is meromorphic in Ω. In the second case, there exists a discrete set of numbers ωn, which
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are poles of (I +L (ω))−1 and the equation (I +L (ωn))x = 0 has non-trivial solutions
in A. For other ω this inverse exists and is analytic.
4.2 Boundary integral operator approach
The second case in the Analytic Fredholm Theorem defines exactly the resonances that a
Fredholm operator of the second-kind can have. Next we show how we can utilize this in
the case of electromagnetic scattering.
4.2.1 Resonances
Although the PMCHWT formulation leads to an accurate method for solving plasmonic
scattering problems, the associated integral operator is not of first or second kind Fredholm.
This happens, because the integral operator Dl (Eq. (3.37)) is of the form Dl = Dsl +Dhl ,
where Dsl is compact but
Dhl f(r) = −
1
iωl
∇
∫
∂Vl
Gl(r, r′)∇′t · f(r′)dS′ (4.4)
is not, due to the gradient operator. The operator K (Eq. (3.38)) is compact for smooth
surfaces120. Thus the existing spectral theories known to the author are not directly
useful. On the other hand, the Müller formulation for scatterers with smooth boundary
can be written in the second-kind Fredholm manner113,123
(I +A (ω))f = g, (4.5)
where
A (ω) = −2
 ξµ(−µ1γrK1 + µ2γrK2) η1ξµ(1γrD1 − 2γrD2)
ξ(−1γrD1 + 2γrD2)/η1 ξ(−1γrK1 + 2γrK2)
 (4.6)
and f = (η1Js,Ms), g = (2η1µ1ξµγrHinc,−21ξγrEinc) and ξ = 1/(1 + 2) and ξµ =
1/(µ1 +µ2) as detailed in Paper II. The operators γrD1 and γrD2 appear in combinations
1γrD1 − 2γrD2 so that the strong singularity is cancelled123.
The Analytic Fredholm Theorem then implies that in open and connected subsets Ω
of C where the Müller integral operator is analytic, the resonance frequencies ωn and
associated modes f0n are defined by
(I +A (ωn))f0n = 0 (4.7)
and the resonance frequencies occur at isolated points. In the notation f0n the zero is
used to denote that the functions are in the kernel of I +A (ωn). The Fredholm property
itself assures that the eigenspace {f0n} for each n is finite-dimensional, i.e., there may be
only finite degeneracy. For material parameters independent of frequency, the operator
A is analytic in all bounded subsets of the complex plane. However, for metals with
Drude type dispersion (ω) as shown in Eq. (2.33), the Green function G takes the form
G(ω) = e
i
√
µ00f(ω)R
4piR (4.8)
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Figure 4.1: Resonance (angular) frequencies of flat gold nanostructures of thickness 20 nm
studied in Paper II. The numbers and colors refer to disk diameter, bar length and dimer gap
that are varied. Open circles correspond to down-scaling the disk. Encircled markers correspond
to higher-order resonances of disk and bar. The branch-cut of material refractive index is shown.
where f(ω) = ∞ω2 − ωω
2
p
ω+iγ . The branch-points of G are defined by f(ω) = 0 yielding
ω = 0 and ω = 12
(
±
√
4ω2p − γ2 − iγ
)
, (4.9)
which give rise to two branch-cuts for G and thus A (ω). These cuts restrict the region of
analyticity for A (ω). Apart from the material dispersion, the Green function can restrict
the region of analyticity. For example, the spectral form of the periodic Green function
(3.48) has pole singularities determined by kz =
√
ω2µ− kt · kt = 0. These correspond
to nulls of the inverse operator (I +A (ω))−1, whence at such frequencies the response
of the structure vanishes for all excitations. In the complex k-plane, the Green function
of the stratified medium (Eq. (3.33)) has branch-cuts related to radiative continua and
poles related to surface waves, which also restrict the region of analyticity.
We call the discussed approach the spectral Müller method. It allows one to find the
resonance frequencies of a scatterer without the specification of an incident field, thus
providing a direct way to characterize, e.g., plasmon resonances of metal particles.
In Paper II, we used the MOM to discretize the spectral Müller method and sought the
lowest order resonance frequencies of flat gold disks, disk dimers and bars. The results
are shown in Fig. 4.1. It is seen that the resonances shift according to the size and aspect
ratio of the particle. The degenerate resonance of the disk is broken, when it is elongated
into a bar shape or another disk is introduced.
4.2.2 Expansions
We next discuss the expansion of solutions in terms of eigenfunctions f0n following the
development by Baum, Marin et al. for the MFIE of perfectly conducting objects124–128.
If Eq. (4.7) holds for some ωn, then there exists h0n satisfying
(I +A †(ωn))h∗0n = 0. (4.10)
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We assume that both f0n and h0n are normalized in the norm induced by the L2 inner-
product. Assuming that the inverse (I +A (ω))−1 has only pole singularities, we can
expand f in the neighbourhood of ωn as
f(ω) =
P∑
p=1
M∑
m=1
Cnpm
f0npm
(ω − ωn)p + f
′
n (4.11)
where Cnpm are constants and the resonant mode has been assumed to have degeneracy
M and pole order P . The function f ′n is bounded but otherwise unspecified. Because
the excitation g and the operator A (ω) are analytic, they are expanded in Taylor series
around ωn:
A (ω) = A (ωn) +
∞∑
q=1
(ω − ωn)qBnq (4.12)
g =
∞∑
q=0
(ω − ωn)qgnq, (4.13)
where
Bnq =
1
q!A
(q)(ωn), gnq =
1
q!g
(q)(ωn) (4.14)
and the superscript (q) denotes the q:th derivative. The original developments by Baum
et al. were focused on delta distribution temporal excitation, whose Fourier transform can
be expanded in Taylor series without problems. For ideally time-harmonic excitations,
the expansion (4.13) does not exist, but in reality, one can consider that a sinusoidal
excitation has some finite spectral width.
Now consider the following127:
〈(I +A (ω))f ,hnpm〉 = 〈g,hnpm〉 (4.15)
By the use of 〈(I +A (ωn))f ,hnpm〉 =
〈
f , (I +A †(ωn))hnpm
〉
= 0 we get
〈(A (ω)−A (ωn)))f ,hnpm〉 = 〈g,hnpm〉 . (4.16)
By substituting the previous expansions, the coefficients Cnpm can be identified. To
simplify things, only poles of first order are considered, whence the index p is dropped.
Then it follows that
Cnm =
〈gn,h0nm〉
〈Bnf0nm,h0nm〉 . (4.17)
We may then expand the solution as
f(ω) =
∑
nm
Cnm
f0nm
ω − ωn + E (ω)g, (4.18)
where E is an entire operator valued function127. This is the so-called singularity expansion
method (SEM). The time-domain response is easily obtained by taking the inverse Laplace
transform, where the Bromwich contour encloses all poles. Each pole then gives rise to
a temporally decaying sinusoid, with decay rate related to =ωn. Although the entire
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function is generally unknown, it has been conjectured to only play a significant role for
the early-time response129. If the operator A is not analytic due to the presence of, e.g.,
branch-cuts from material dispersion, then integration over the cuts may appear as part
of Eq. (4.18)130. From this perspective, we may state that the modes f0nm constitute a
Schauder basis only if such branch-cuts don’t exist and if E vanishes.
It is noteworthy that the scattered fields obtained via the Stratton-Chu integral operators
from the modes f0nm are spatially exponentially growing away from the scatterer. This
follows directly from the fact that =ω < 0 and the Silver-Müller condition (3.13), i.e., far
away from the scatterer, the electric field is of the form
E = Ae
iωR/c
4piR = A
ei<ωR/ce−=ωR/c
4piR , (4.19)
where =ω < 0. For realistic time-domain analysis, this poses no difficulty due to causality,
which forces the scattered field to zero for distances greater than ct, where the origin of
time t corresponds to the incident wave first hitting the scatterer.
Another approach, which we presented in Paper II, was to define an eigenvalue problem
at a fixed real frequency ω as
(I +A (ω))fn = λnfn. (4.20)
These modes constitute a discrete set due to compactness ofA . The modes and eigenvalues
are now functions of ω. It is clear that λn(ω) tends to zero as ω → ωn. If one attempts
to expand the solution as
f =
∑
n
αnfn (4.21)
the expansion coefficients can be found by first considering the adjoint equation
(I +A †(ω))hn = λ∗nhn, (4.22)
and the application of the inner-product results in∑
n
αnλn 〈hn, fn〉 = 〈hn,g〉 . (4.23)
This is a finite linear system of equations. If there are no degenerate modes, we get simply
αn =
〈hn,g〉
λn 〈hn, fn〉 . (4.24)
This eigenmode expansion turned out to be a practical approach, but it has certain weak
points as compared to SEM. It is very difficult to shed any light into whether these
modes constitute a Schauder basis of L2. Secondly, for λn 6= 0, the modes are not fully
source-free solutions to the scattering problem: the fields they produce do satisfy the
Helmholtz equations and the radiation condition§, but they don’t satisfy the interface
conditions. The jump in the interface conditions can be thought to correspond to an
excitation source, which most suitably excites the mode.
§These are imposed by the use of the Stratton-Chu integral operators.
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Plasmon resonances and modes have been long understood on the basis of the quasistatic
theory, where a compact self-adjoint operator describes the response in terms the electro-
static potential φ or surface charge density σ.60,131–135 By using the result that in the
Müller formulation the zero frequency limit exists, we were able to deduce that the modes
fn tend towards electro- and magnetostatic modes in the limit ω → 0.
As the Mie theory has been extensively used to understand the scattering from spherical
particles as a superposition of multipole fields, it is important to see the connection
between the general integral operator mode theory and the Mie theory. We showed in
Paper II that transverse-electric (TE) and transverse-magnetic (TM) modes of the form
fTElm = (aln×∇tYlm, bl∇tYlm), (4.25)
fTMlm = (al∇tYlm, bln×∇tYlm) (4.26)
are eigenfunctions of Eq. (4.20). These are the tangential traces of the multipole fields
defined over R3 that appear in the Mie theory.
5 Solution methods
This Chapter considers methods for obtaining approximate solutions to the previously
discussed linear and nonlinear scattering problems. We first consider the important special
case of a spherical particle and the multipole solution. Then we the apply the method of
moments for other Lipschitz geometries in the boundary integral formalism. We discuss
the development of suitable basis functions to construct a finite-dimensional approximate
solution spaces and the linear algebraic properties of the resulting system of equations.
We also consider some aspects of the efficient evaluation of the periodic Green function
and the evaluation of boundary element near-interactions.
5.1 Multipole series: Mie theory
Consider the spherical coordinates θ ∈ [0, pi] and φ ∈ [0, 2pi] as illustrated in Fig. 5.1.
We denote the spherical harmonics by Ylm(θ, φ) with l = 0, 1, . . . ,∞ and m = −l,−l +
1, . . . , l−1, l.46 The angular momentum operator is defined as L = −ir×∇, which induces
the vector spherical harmonics Xlm = [l(l+ 1)]−1/2LYlm.46 Consider L2(S) as the Hilbert
space of S → C3 functions over a spherical surface S endowed with the inner-product
〈f ,g〉 =
∫ 2pi
0
∫ pi
0
f∗(θ, φ) · g(θ, φ) sin θdθdφ. (5.1)
The functions Xlm constitute an orthonormal basis of L2(S) with the following orthogo-
nality properties:
〈Xl′m′ ,Xlm〉 = δll′δmm′ , (5.2)
〈Xl′m′ , r×Xlm〉 = 0. (5.3)
The internal and scattered fields for a spherical scatterer can then be written in the
form46
E = η
∞∑
l=0
l∑
m=−l
i
k
Blm∇× fl(kr)Xlm +Almgl(kr)Xlm (5.4)
H =
∞∑
l=0
l∑
m=−l
− i
k
Alm∇× gl(kr)Xlm +Blmfl(kr)Xlm, (5.5)
where the terms associated with scalars Blm are the transverse magnetic multipoles and
the terms associated with scalars Alm are the transverse electric multipoles§. In general
§The multipole fields come in many disguises depending on the author. In Refs. 12,106 TE and
TM multipoles are denoted by Nlm and Mlm. Some authors use a set of three multipoles Ylm =
r/|r|Ylm,Ψlm = r∇tYlm,Φlm = r×∇tYlm.136
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Figure 5.1: The spherical coordinates.
fl and gl are each combinations of the form C(1)l h
(1)
l + C
(2)
l h
(2)
l , where h
(1)
l and h
(2)
l are
the spherical Hankel functions of the first and second kind, respectively. For the internal
fields of the scattering problem, fl = gl = jl, where jl is the spherical Bessel function
of the first kind and is bounded at zero. For the scattered fields fl = gl = h(1)l , which
is an asymptotically outwards propagating spherical wave for the Fourier components
exp(−iωt). This choice ensures that the Silver-Müller condition is satisfied.
We’ll briefly state a few of the remarkable properties of the multipole fields. The associated
moments are uniquely determined by the normal components of the electric and magnetic
fields over a spherical shell46:
Almgl(kr) =
k√
l(l + 1)
〈Ylmr,H〉 , (5.6)
ηBlmfl(kr) = − k√
l(l + 1)
〈Ylmr,E〉 . (5.7)
In general two different shells are required to determine the relative factors C(1) and
C(2) in fl and gl, but for the scattering problem these are already fixed46. A field f has
parity ±1, if f(−r) = ±f(r) for all r ∈ R3. The multipole fields have a well-defined parity.
Specifically, ∇× fl(kr)Xlm has parity (−1)l+1 and gl(kr)Xlm has parity (−1)l. This has
implications on how different multipoles interfere in forward and backward directions.
For example, the electric dipole and the magnetic dipole have opposite parities and thus
may interfere so as to suppress back-scattering and enhance forward-scattering137–140.
The application of multipole fields to study the response of non-spherical nanostructures
is also very common141–143.
To solve the problem of electromagnetic plane-wave scattering by a sphere, the strategy
is to express the incident, scattered and internal fields by Eqs. (5.4) and (5.5). Consider
a non-magnetic (µ = µ0) sphere of radius a with refractive index n2 and that of the
surrounding medium n1. The coefficients of a plane-wave incident field of the form
(x± iy) exp(ikz) are known in closed form46: Alm = Cl/η and Blm = ±Cl/(iη), where
Cl = il
√
4pi(2l + 1) and m = ±1. Finally the tangential continuity of the fields across the
particle surface is enforced. Here the orthogonality properties of the multipoles are used
5.1. Multipole series: Mie theory 39
to obtain the expansion coefficients for the internal and scattered fields. The latter read
Aslm =
(
Cl
η1
)
ψl(Nx)ψ′l(x)−Nψl(x)ψ′l(Nx)
Nξl(x)ψ′l(Nx)− ψl(Nx)ξ′l(x)
, (5.8)
Bslm = ±
(
Cl
iη1
)
ψ′l(Nx)ψl(x)−Nψ′l(x)ψl(Nx)
Nξ′l(x)ψl(Nx)− ψ′l(Nx)ξl(x)
, (5.9)
where we used the Riccati-Bessel functions ψl(x) = xjl(x) and ξl(x) = xh(1)l (x), the
relative index of refraction N = n2/n1 and the size parameter x = n1k0a.
Now consider surface second-harmonic generation due to polarization with only the
second-order surface susceptibility component χsnnn non-zero. The interface conditions
(2.17) and (2.18) become
(E1 −E2)t = − 1
′
∇tPn, (5.10)
(H1 −H2)t = 0. (5.11)
The solution proceeds the same way as for linear scattering, but when enforcing the
interface conditions, the orthogonality of the multipoles is not trivially exploited. Lets
first consider the TE fields, whose electric fields are linear combinations of Xlm. Enforcing
Eq. (5.10) leads to
Alm ∝ 〈Xlm,∇tPn〉 . (5.12)
By partial integration we get 〈Xlm,∇tPn〉 = −〈∇t ·Xlm,Pn〉, which is zero, because
∇t ·Xlm = 0 identically. Thus the component χsnnn gives rise to purely transverse magnetic
response and§
Blm ∝
〈
n×Xlm,∇t(e2n)
〉
= − i
√
l(l + 1)
a
〈
Ylm, e
2
n
〉
, (5.13)
where we used Pn = 0χsnnne2n, where en is the normal component of the fundamental
field. Because en is a linear combination of Ylm, we get
Blm ∝
∑
l1,l2,m1,m2
m1m2El1El2 〈Ylm, Yl1m1Yl2m2〉 . (5.14)
Now
〈Ylm, Yl1m1Yl2m2〉 = (−1)m
√
(2l + 1)(2l1 + 1)(2l2 + 1)
4pi
·
 l l1 l2
−m m1 m2
 l l1 l2
0 0 0
 , (5.15)
where the parenthesis factors are the Wigner 3-j symbols. They are non-zero only provided
that m = m1 + m2 and |l1 − l2| ≤ l ≤ (l1 + l2) and l + l1 + l2 is even. These work
as selection rules for surface SHG. For example, the last condition implies that purely
§Here it is useful to know that
√
l(l + 1)∇t · (n×X∗lm) = −ia∇2tY ∗lm and that
r2∇2tYlm = −l(l + 1)Ylm.
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Figure 5.2: Geometrical subsectioning and triangular basis functions for numerical computa-
tions.
dipolar fundamental field cannot produce dipolar second-harmonic field. Furthermore, in
general only m = 0,±2 values appear for the second-harmonic fields. Prior to Author’s
work, surface SHG from spheres has been studied in the small particle limit144,145 and
via reciprocity for arbitrary spheres146. Recently the full-wave single sphere case was
revisited147 and more advanced work has been done for shell structures148, focused beam
excitations149,150, systems of spheres151 and different types of surface sources152,153.
5.2 Boundary element method
We now consider the approximate solution to the linear and second-harmonic scattering
problems in the PMCHWT boundary integral formulation by the method of moments.
The task is to find a finite-dimensional space that can be made arbitrarily close to
H−1/2(div, ∂V ) for each domain V in the scattering problem. The equivalent surface
current densities are expanded in a basis of such a space and the expansion coefficients
are solved from a linear system of equations, which results by requiring that the residual
error is orthogonal to a so-called test space. The choice of the test space turns out to
be non-trivial. At first the most logical approach would appear to be to approximate
H−1/2(curl, ∂V ), which is the co-domain of the pertinent integral operators. However, it
has been shown that by choosing the test space also as a subspace of H−1/2(div, ∂V ), the
dual of the range, more accurate results are obtained117. The choice of equal sets of basis
and test functions is called the Galerkin method.
The construction of the finite-dimensional space starts by finding a suitable representation
of the boundary surface ∂V . For subsectional basis functions, the surface is usually split
according to the supports of the desired basis functions. We consider triangular supports.
Consider the canonical triangle T = {(u, v)|u, v ∈ [0, 1], u+ v ≤ 1}. From this domain, we
may construct a parametrization η : T → T ′ for a triangle T ′ ⊂ ∂V , which may be curved.
This is illustrated in Fig. 5.2(a). One computationally convenient way to construct such
parametrizations is by
η(u, v) =
Ns∑
n=1
Sn(u, v)rn, (u, v) ∈ T, (5.16)
where Sn are the shape functions and rn ∈ ∂V are constant nodes154. For a flat triangle
with vertices r1, r2, r3, the shape functions are S1 = u, S2 = v, S3 = 1− u− v. Surface
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integral of some function f over T ′ is then∫
T ′
f(r)dS =
∫ 1
0
∫ 1−u
0
f(η(u, v))
√
g(u, v)dvdu, (5.17)
where g(u, v) =
∣∣∣ ∂η∂u × ∂η∂v ∣∣∣2 is the determinant of the metric tensor of η.
For the construction of basis functions over the triangular domains, the tangent space
over T ′ should be judiciously presented. Consider the triangle in Fig. 5.2(b) and the
highlighted edge between nodes p1 and p2. Define the following tangent vectors:
t1 = − 1√
g
∂η
∂v
, t2 =
1√
g
∂η
∂u
, (5.18)
which are tangential to the two other edges. One may then define triangle edge basis
functions of zeroth and first degree assigned to the highlighted edge155:
N0 = ut2 − vt1, (5.19)
N1 = ut2 + vt1. (5.20)
These triangle basis functions do not by themselves yield a divergence-conforming space,
i.e., a space where the divergence is globally defined. For this reason, it is necessary
to define the basis functions as two-triangle patches that share a common edge. The
definition of Nn allows one to easily construct basis functions over such patches as linear
combinations with simple ±1 coefficients so that the edge normal component is continuous
as illustrated in Fig. 5.2(c). The space spanned by the patch functions is divergence-
conforming. The basis functions for the other edges can be defined by permuting the
node indices. For a triangle patch with shared edge length l, the function lN0 is the
original RWG basis function over a triangle of a patch17. It is straightforward to define
higher-order edge elements in the form f1(u, v)t1 + f2(u, v)t2, but full polynomial orders
higher than 1 also require interior basis functions, which vanish over the edges155. Note
also that the parametrization η does not have to be constructed via the shape functions.
The basis functions can be constructed for any diffeomorphic chart so that, in principle,
the geometry of the scatterer can be exactly described. The aforementioned functions
are hierarchical, meaning that polynomial order refinement (p-refinement) is possible155.
Similar divergence-conforming bases were developed in Refs. 156,157. Interpolatory bases
have also been developed for BEM158 and other supports, such as quadrangles159,160,
have been utilized. BEM has also been developed in the language of differential forms
with a generalized method for constructing basis functions by the cohomology theory161.
We associate a finite-dimensional subspace Tl ⊂ H−1/2(div, ∂V ) of dimension Nl spanned
by the RWG triangle patch basis functions for each domain Vl with l = 1, 2, . . . , ND. The
support of the basis function f ln associated with domain Vl and local edge n is denoted by
Sln. The equivalent surface current densities are then expanded as
Jsl =
Nl∑
n=1
αlnf ln, Msl =
Nl∑
n=1
βlnf ln (5.21)
with αln, βln ∈ C. We define the coefficient vectors xl = {αl1, . . . , αlNl , βl1, . . . , βlNl}T .
When dealing with multi-domain problems, it is convenient to consider the discretization
of the boundary integral equations for each domain Vl with closed boundary ∂Vl separately
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Figure 5.3: Constraints on equivalent surface current densities. (a) For adjacent domains
Jsn = −Jsm and Msn = −Msm for n,m = 1, 2, 3 and n 6= m.(b) In periodic domains, the Bloch
condition imposes α1f1 = α2f2 exp(ik0 ·ρ10) and similarly for βn and the other periodic dimension.
and then combine the results. Upon combination, one has to enforce the continuity of the
tangential electric and magnetic fields. We adopt the scheme of Ref. 162, where the basis
functions for each domain are ”oriented” with respect to one another as illustrated in
Fig. 5.3(a). Thus we next assume that the basis functions in the sets {f1n}, . . . , {fNDn } are
oriented in such a way. We then apply the Galerkin method by testing the PMCHWT
equations (3.53) and (3.54) with the RWG functions via the L2(∂Vl) inner-product to
obtain the weak form
Zlxl = bl, (5.22)
where (see Section 3.6)
Zl =
Dl −Kl
Kl Dl/η2l
 (5.23)
with matrix elements
(Dl)mn = −iωµl
∫
Slm
f lm(r) ·
∫
Sln
Gl(r, r′)f ln(r′)dS′dS (5.24)
− 1
iωl
∫
Slm
∇t · f lm(r)
∫
Sln
Gl(r, r′)∇′t · f ln(r′)dS′dS, (5.25)
(Kl)mn =
∫
Slm
f lm(r) ·
∫
Sln
∇′Gl(r, r′)× f ln(r′)dS′dS, (5.26)
where partial integration was used to lower the degree of singularity in Dl as is possible
when the basis functions belong to H−1/2(div, ∂V ).18 The source vector elements are
(bl)m = δl1
〈
f lm,Einc
〉
, (5.27)
(bl)Nl+m = δl1
〈
f lm,Hinc
〉
. (5.28)
The matrices Dl and Kl can be calculated separately. To obtain the final solvable problem
in the form
Zx = b (5.29)
the matrix elements of Dl and Kl are added to Z according to the edge child-parent
relations of the full mesh and the subdomain meshes as discussed in Ref. 162 and
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Paper III. The dimension N of the matrix Z is then 2Ne, where Ne is the total number
of unique edges in the mesh that contains all the domain boundaries.
For periodic problems, where the fields are constrained by the Bloch conditions (3.24) and
(3.25), the equivalent surface current densities must also satisfy such constraints163. This
is only relevant if some of the boundary surfaces ∂Vl touch the boundaries of the unit cell
of the periodic structure. This happens in practice for, e.g., nanoparticles on a substrate.
The coefficients related to the half-RWG functions that appear at the opposite sides of
the unit cell (see Fig. 5.3(b)) are linearly dependent and thus to obtain a non-singular
system matrix, one of them must be substituted out. Thus the dimension of the matrix Z
is reduced by half the number of edges on the unit cell boundary. For the RWG basis it’s
also important that the mesh has translational symmetry, so that edges map to edges
over the unit cell boundary.
The evaluation of Gp along with its gradient for periodic problems via Eqs. (3.28)
and (3.29) is still quite time-consuming due to the multiple evaluations of the erfc
function. Its pre-computation by direct ordered grid-based linear interpolation164–166
and approximation by orthogonal polygonal families, such as Chebyshev167, have been
proposed. The precomputation of Gp and ∇′Gp means precomputing four complex-valued
scalar functions of three variables, which easily requires a lot of memory and causes cache
issues. The Author’s approach was to instead use linear interpolation for the sum-term
functions in the form
Gspatps =
∞∑
n=−∞
∞∑
m=−∞
eik0·ρnmg1(Rnm), (5.30)
Gspecps =
∞∑
n=−∞
∞∑
m=−∞
eikt·Rg2(z − z′), (5.31)
where the subscript s means that the smooth part of the Green function after singularity
subtraction is considered. The truncation of the sums is first chosen and then appropriate
ranges for the domains of g1 and g2 are chosen. These functions are of the form R→ C,
which are easily pre-computed, stored and evaluated. A similar scheme is applied to ∇′Gp,
but the spectral part requires one scalar function for the xy-components and another for
the z-component. The drawback of this approach is that, for high truncation numbers,
the evaluation becomes increasingly time-consuming, although in practice n,m range
from -2 to 2 at most.
In Paper V, the linear and second-order response of L- and T-shaped gold nanoparticle
arrays were studied experimentally and numerically. The arrays had spatial periodicities
of length 500 nm along two orthogonal directions. Figure 5.4 shows the scanning electron
microscope images of the unit cells along with the measured optical density spectra
and their BEM simulations. The particle shapes used in the simulations were deduced
carefully from the images and the substrate was taken into account. This resulted in
almost quantitative agreement between the measurements and the simulations.
The evaluation of the matrix elements can be done by applying Gaussian quadrature for
the well separated source and test elements. The Author’s experience is that a 4-point
Gauss-Legendre quadrature is often sufficiently accurate, but this depends on the problem
type and the size of the triangles with respect to wavelength. In the evaluation of the
matrix elements that are nearby, care must be taken due to the singularities of the Green
function. In the PMCHWT method the situation is not too bad, because the Dl matrices
44 Chapter 5. Solution methods
0
0.5
1
– x
– y
0
0.5
1
400 600 800 1000 1200 1400 1600
0
0.5
1
Wavelength λ (nm)
O
p
ti
ca
l
d
en
si
ty
y
x
x
y
x
y
Figure 5.4: Scanning electron microscope images and optical densities of L- and T-shaped gold
nanoparticle arrays. Solid lines ( ) are measured data and dashed lines ( ) are BEM results.
Both x- and y-polarized incident plane-waves are considered and denoted by black and gray
colors respectively.
contain only weak singularities. For smooth surfaces, the Kl matrices also contain weak
singularities, but for sharp corners the singularities are strong and problematic. These
singularities pose grave difficulties for designing a general purpose boundary integral
solver, because the most efficient methods for evaluating the matrix elements require
specific knowledge of the basis functions and the geometrical elements. The singularity
subtraction method168, which is employed by the author, works only for flat geometrical
elements. The first derivations were for RWG and rooftop functions168–172, but the
method has been generalized to higher-order basis functions, while still assuming flat
geometry173,174. Note than when using the periodic Green function, it may be necessary
to also subtract more than one singularity. In the Author’s implementation, all the nine
singularities, that may be problematic, were subtracted.
The weakly singular integral kernels can be regularized by purely numerical means by
utilizing certain coordinate transformations, whose Jacobian cancels a weak singularity.
Such methods are, e.g., the Duffy175 and the Lachat-Watson176 transformations. They
work naturally for the self-elements (the diagonals of Z), but become cumbersome for
other nearby elements. Other numerical methods have been developed to handle these
nearby cases and higher singularities177–184, but they are inherently complicated and
contrived. Thus it is not clear, whether the use of curved elements or high-order basis
functions is in general beneficial for BEM.
The Author’s implementation is written in Fortran 90 and utilizes shared memory
parallelization via OpenMP. Even though the matrix elements are independent and the
element calculation thus amenable for direct parallelization, this is not the most efficient
method. It was recognized very early that it is more efficient to build the loops with
respect to triangles instead of matrix elements18. This is because each triangle supports
three RWG functions. Thus it is possible to minimize the amount of the Green function
evaluations, which usually dominates the matrix fill time. Parallelization can still be
utilized, but in a more delicate manner.
Once the system matrix Z (dimension N) and the source vector b are obtained, the
vector x is solved by the use of linear algebraic methods. From this point of view, it
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is essential to note that the matrix Z is full and non-Hermitian. In the PMCHWT
formulation, it also has a high condition number. Thus the memory requirements for
the storage scale as O(N2) and the solution time scales as O(N3) for direct methods,
such as the LU decomposition. It is the Author’s experience that the LU decomposition
with partial pivoting is a good choice when the highly optimized routines of the linear
algebra package (LAPACK) Fortran library are utilized. Due to the lack of Hermiticity
and other symmetry properties, the general minimal residual (GMRES) method185 with
restart is the only attractive iterative method, but due to the high condition number
resulting in the PMCHWT formulation, it may fail to reach a reasonable error level in
less than N steps. There are numerous preconditioner schemes that can be used to lower
the condition number185. The Calderón projector based preconditioners are one of the
most effective but also most arduous to implement186–188.
Due to the previously discussed scaling properties, the basic BEM implementation is only
practical if the dimension N is less than 104. However, for many scattering problems, the
full matrix Z has some type of redundancy. The FMM is based on the observation, that
for scatterers much larger than wavelength, the field due to a localized group of elements
sufficiently far away can be described accurately as a truncated sum of multipoles19–21.
This leads to a formulation, where only a fraction of the system matrix is stored in
memory and the solution time for iterative methods is O(N3/2) or even O(N logN)
for the so-called multilevel FMM. The FMM does not perform well in cases where the
structure is at most on the order of the wavelength, but geometrical features require
a large number of elements. The plane-wave FMM solves this problem, but is more
complex189. The FMM is based on a representation of the Green function and thus not
very versatile. Another method, called the adaptive cross-approximation (ACA)190, is
based purely on the linear algebraic properties of the system matrix, which are produced
by method of moments approximations of integral equations with asymptotically smooth
kernel. The matrix Z is ordered so that spatially nearby elements correspond to matrix
elements, which have indices of similar magnitude (a so-called cluster tree is constructed).
Then it can be shown that the matrix consists of blocks that can be approximated by very
low rank matrices and the rank does not significantly increase when the dimension of Z
increases. The singular value decomposition would yield the best low-rank approximants,
but it is more time consuming to construct than the use of direct solution methods. The
ACA essentially deals with finding such low-rank approximants with small computational
cost and low memory requirements. The method can yield O(N) solution time complexity.
Scattering problems have kernels which are not asymptotically smooth, but similar low-
rank structure exists and ACA has been successfully applied to wave scattering with
complexity O(N4/3 logN).191 The drawback as compared to FMM is that rigorous error
estimates for the low-rank approximations are difficult to obtain.
In this work the problems were small enough that full matrix storage and LU-decomposition
based solver were practical. Implementing FMM and ACA effectively requires careful
software engineering, so that the use of existing solutions is highly recommended. For
FMM, it is difficult to write widely usable implementations due to the kernel-dependency.
For ACA there is, e.g., the AHMED C++ library, written by M. Bebendorf, that could
be used in various BEM codes.
The MOM solution for the second-harmonic fields uses the same finite-dimensional
approximations of the integral operators, but at the second-harmonic frequency. The
major difference with respect to the linear problem is that there are no incident fields,
but the surface polarization acts as the excitation and now the equivalent surface current
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Figure 5.5: Second-harmonic scattering amplitudes from gold spheres of radii 50 nm and 200
nm. Upper plots show normalized scattering amplitudes A (solid line is multipole solution,
markers are BEM solutions). Lower plots show relative errors er (A) of BEM calculations
using different meshes (solid lines: 1280 triangles, dashed lines: 5120 triangles). Two azimuthal
directions are plotted for each case (black: φ = 0, gray: φ = 90°).
densities are discontinuous over the material interfaces according to Eqs. (3.59) and
(3.60). In the first approach presented in Paper I, one solves for Jsl and Msl in each
domain and Eqs. (3.59) and (3.60) are tested. The dimension of Z is then 4Ne and thus
the matrix storage is 4 times the linear problem storage.
The second method, utilized in Paper III, is to first expand the jumps in γtE and γtH
in the RWG basis:
−iωP lt =
Nl∑
n=1
γlnf ln,
1
′
γrl∇tP ln =
Nl∑
n=1
δlnf ln, (5.32)
where the expansion coefficients are arranged into vectors γl = {γl1, . . . , γlNl} and δl =
{δl1, . . . , δlNl} and are solved from
(Flγl)m = iω
〈
f lm,P lt
〉
, (5.33)
(Flδl)m =
1
′
〈
f lm, γrl∇tP ln
〉
, (5.34)
where (Fl)mn =
〈
f lm, f ln
〉
. Now one can choose to solve only one electric and one magnetic
equivalent surface current density per interface the same way as in the linear scattering
problem, only now the source vector elements become
(bl)m = −α 1
′
〈∇′t · f lm,P ln〉− (Dlγl −Klδl)m, (5.35)
(bl)Nl+m = −iωα
〈
f lm, γrlP lt
〉− (Klγl + Dlδl/η2l )m. (5.36)
The expansion (5.33) is not expected to be exact, because the RWG functions are first
order in one dimension and zeroth order in the second, whereas P lt can be second order.
Tests have shown that this can nevertheless be a good approximation in practice. Care
must be taken in the evaluation of Eq. (5.34), because ∇tP ln is only defined in the sense
of distributions and partial integration is not directly applicable due to the trace γrl.
One technique to overcome this problem is to first project ∇tP ln to RWG basis, which
is well-defined. Then the evaluation of (5.34) is also well-defined and results in good
accuracy.
5.2. Boundary element method 47
glass substrate
gold nanoparticle
microscope lens NA=0.8
incident beam
λ=1060 nm
scattered SH
λ=530 nm
Figure 5.6: Schematic of beam scanning experiment.
Figure 5.5 illustrates the accuracy of the BEM. Second-harmonic scattering amplitudes
A and their relative errors er (A) are plotted for gold spheres of radii 50 nm and 200
nm, which are illuminated at fundamental wavelength 1060 nm by a plane-wave that
propagates along the z-axis and is linearly polarized along the x-axis. Two different
triangular patch meshes are considered. When calculating the matrix elements, two-term
singularity subtraction was used and 4-point Gauss-Legendre quadrature used for the
remaining integral. Sub one percent relative error is achieved for most scattering directions
even with the sparser mesh.
A very specialized procedure was developed in Paper IV for the modeling of a microscopy
experiment illustrated in Fig. 5.6. Here a tightly focused Gaussian beam is scanned
over a nanoparticle and SHG is measured in reflection and collected over the whole
aperture of the focusing lens. It may appear problematic to model this experiment, as
one has to solve the second-harmonic scattering problem for all positions of the beam.
However, the following procedure was used: (1) Construct the system matrix Z1 for the
fundamental fields. (2) Factorize Z1 = P1L1U1 by the partially pivoted LU-decomposition.
(3) Compute the source vectors bi1 for all beam positions i. (4) Find the solution vectors
xi1 by direct substitution. (5) Construct the system matrix Z2 for the second-harmonic
problem and store the blocks Dl and Kl. (6) Factorize Z2 = P2L2U2. (7) Calculate source
vectors bi2 for each xi1 and make use of the stored block matrices in Eqs. (5.35) and (5.36).
Figure 5.7: Second-harmonic microscope images of gold nanobumps using radially polarized
focused beams. Leftmost: measured result over four particles. Right: simulated results using
ideal shape and two defected shapes.
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Figure 5.8: SHG from arrays of gold nanoparticles in different polarization configurations. The
results are normalized to yyy component of L.
(8) Solve for xi2 by direct substitution. The most time consuming tasks are (1), (2), (5)
and (6), but they are independent of the beam position and thus only computed once.
All other steps have at most O(N2) complexity and consist of fairly simple operations.
The procedure was also implemented to utilize isometric symmetries via the irreducible
group representations. It is then necessary to store and factorize the system matrices for
each representation and to project each beam into the symmetric constituents.
Some of the results of Paper IV are shown in Fig. 5.7. It turned out that radially
polarized focused beams combined with SHG are very effective in determining if a particle
has defects. Modeling the SHG response from different type of defected particles can be
used to estimate the type of defects in the real sample.
In Paper V, BEM was also utilized to model SHG from arrays of L- and T-shaped
gold nanoparticles. At normal incidence, the detected second-harmonic field components
Ei(2ω) can be related to the incident field components Einci (ω) via the nonlinear response
tensor A by
Ei(2ω) =
∑
j,k∈{x,y,z}
AijkEincj (ω)Einck (ω), i = x, y, z. (5.37)
Three absolute squares of three tensor components of A were measured at fundamental
wavelength 1060 nm. We denote these quantities simply by yyy, yxx and xxy. Simulations
were done with BEM using the same structures as was shown in Fig. 5.4. Both measured
and simulated results are shown in Fig. 5.8. The agreement is very good, considering
that the quantities are squares of results obtained from a nonlinear model.
6 Symmetry
Many objects and phenomena that occur in nature display symmetry of some kind. In
mathematics, symmetry is very concisely defined in terms of the group structure and
group action. This Chapter considers the symmetry under a finite group of isometric
diffeomorphisms and reviews its implications for electric and magnetic fields. We then
apply these concepts to derive symmetry predicates for the equivalent surface current
densities. We show that these results can be utilized in BEM to decrease the computational
cost of solving linear and second-order nonlinear scattering problems in the undepleted-
pump approximation. It is often the case that the media are symmetrical, but the
excitation and consequently the solution are not. By the use of group representation
theory, only the media, not excitations, need to be symmetrical in order to exploit the
symmetry. Finally, we show that the modes discussed in Chapter 4 have symmetry that
matches the geometric symmetry.
6.1 Group theory and representations
A group G is a set equipped with a binary operation · : G × G → G that satisfies the
group axioms192: 1) For all a, b ∈ G, a · b ∈ G. 2) For all a, b, c ∈ G, (a · b) · c = a · (b · c).
3) There exists an element e ∈ G (identity) such that e · a = a · e = a holds for all a ∈ G.
4) For each a ∈ G there exists b ∈ G such that a · b = b · a = e. Then b is called the
inverse of a and denoted by a−1. If a · b = b · a for all a, b ∈ G, the group is commutative
(or Abelian). The number of elements nG in a finite group G is called the order of the
group. For element a ∈ G, if there exists na ∈ N so that ana = e, then na is the order of
the element. A cyclic group is one whose elements are generated by powers of a single
element (called the generating element). A simple geometrical symmetry is mirror with
respect to a plane, which is represented by a group {e, σ}, where σ is the mirror operation.
This group is clearly Abelian. The rotations of the Rubik’s cube of three rows constitute
a non-Abelian group of order exceeding 43 quintillion (1018).
Abstract groups are often difficult to work with. That’s why it may be useful to identify
the group as something that we know how to work with. This is achieved with so-
called linear representation of a group. In this work, such representations are used to
systematically synthesize non-symmetrical solutions from their symmetrical projections.
A linear representation of a group G on a finite-dimensional vector space V is a group
homomorphism f : G→ GL(V ), where GL(V ) is the group of all automorphisms of V .192
In this work, we assume that the scalar field of V is C. With such a representation, we can
work with invertible matrices that represent the elements of G and the binary operation is
the matrix multiplication. A subrepresentation is the restriction of f on a subspaceW ⊂ V ,
i.e. a mapping G→ GL(W ), such that gw ∈W for all g in the image of f and all w ∈W .
A representation is irreducible, if it only has the subrepresentations over V and {0} (trivial).
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Two representations f1 : G→ GL(V ) and f2 : G→ GL(W ) are equivalent, if there exists
a vector space isomorphism ι : V →W so that ι ◦ f1(g) ◦ ι−1 = f2(g) holds for all g ∈ G.
Finding the nonequivalent irreducible representations of an abstract group is a central
problem in group theory. An Abelian group of order nG has exactly nG nonequivalent
irreducible representations, which are complex scalars. For the rotation group CN , the
image of the mth irreducible representation is {exp(i2pinm/N)|n = 1, 2, . . . , N}.
6.2 Symmetry predicates in electromagnetic theory
We associate an abstract group to describe the symmetry of both geometry and fields.
The mappings of points must be such that they preserve the analytical properties of the
fields and constitute a finite group. For this purpose, we invoke the group action, which
associates a diffeomorphic mapping pg : V → V of points in V ⊂ R3 for each g ∈ G.
The mappings pg constitute a group under composition. An action is effective, if for
all g ∈ G, g 6= e there exists r ∈ V such that pg(r) 6= r. We require the actions to be
effective, implying that G and {pg|g ∈ G} are isomorphic. Furthermore, the mappings pg
are required to be isometric for simplicity.
We say that a domain V ⊂ R3 is G-symmetrical, if pg(V ) = V for all g ∈ G. For
our boundary integral formulation, it is essential to note that the boundary ∂V of a
G-symmetrical V is also G-symmetrical. To take advantage of such symmetry, the task is
to recognize the symmetry cell Γ ⊂ ∂V of smallest area and the group G of highest order
such that ∂V = ∪g∈Gpg(Γ).
The overwhelmingly popular notion of electromagnetic quantities is based on the Ricci
calculus, where physical laws are expressed in coordinates, but are required to hold in
any set of coordinates. The notion of the electric field E as a mapping R3 → C3 does not
by itself contain sufficient information of how the field transforms under such change of
coordinates. A notion of ”polar vector” must be implicitly associated with the definition of
E, meaning that it covaries with change of coordinates. On the other hand, the magnetic
field H covaries, except under improper change of coordinates, where a sign difference
occurs, thus the magnetic field is labelled ”an axial vector”.
These notions can be understood by recognizing that E appears in the integral form
of Faraday’s law in a contour integration
∫
C
E · tdC, where t is tangent to a curve
C. The product E · t is a measure of virtual work that E does on a test charge. Let
c : R → R3 be some differentiable parametrized curve. The group action induces an
image curve pg ◦ c for each g ∈ G. Tangent vectors then map as Jgc′, where Jg is the
Jacobian matrix of pg. The Jacobians are group actions for the tangent vectors and are
orthogonal matrices due to pg being required isometric. The E-field is G-symmetrical, if
E(c(t)) · c′(t) = E(pg(c(t))) · Jgc′(t) for all g ∈ G and all c : R→ R3. The transformation
of E thus follows directly from the group action. However, the time-harmonic Maxwell
equations also allow a phase-shift to occur under such group actions. Thus we introduce
another action that is a multiplication by a constant hg ∈ C for g ∈ G so that |hg| = 1.
This action is not required to be effective. The E-field is then called (G, h)-symmetrical,
if it satisfies the predicate
JTg OgE = hgE, ∀g ∈ G, (6.1)
where OgE(r) = E(pg(r)) ∀g ∈ G,∀r ∈ R3. The Maxwell equations with Eq. (6.1)
imply that the magnetic field must satisfy JTg OgH = hg|Jg|H, ∀g ∈ G, where |Jg| is
the determinant of the Jacobian that can only be ±1. The case |Jg| = −1 corresponds
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to change of orientation of the tangent space, which is often referred to as ”improper”
symmetry.
In the analysis of the symmetry of the Stratton-Chu boundary integral operators, it is
necessary to know how the equivalent surface current densities Js andMs and their surface
divergences transform. It follows from the Maxwell equations that ∇t · Js = iωn ·E and
∇t ·Ms = iωµn ·H. Then§
(∇t · Js)(pg(r)) = iωn(pg(r)) ·E(pg(r)) = iω(Jgn(r)) · (hgJgE(r)) (6.2)
= iωhgn(r) ·E(r) = hg(∇t · Js)(r).
Similar analysis can be carried out for ∇t ·Ms, thus we obtain
Og∇t · Js = hgJs, (6.3)
Og∇t ·Ms = hg|Jg|Ms. (6.4)
From the definition of the equivalent surface current densities
Js(pg(r)) = n(pg(r))×H(pg(r)) = (Jgn(r))× (hg|Jg|JgH(r)) (6.5)
= hgJgJs(r). (6.6)
Similar analysis applies to Ms yielding
OgJs = hgJgJs, (6.7)
OgMs = hg|Jg|JgMs. (6.8)
Here we obtained the symmetry predicates for the various electromagnetic quantities
by utilizing the various results for orthogonal matrices in dot and cross products. We
note in passing that the formulation of electromagnetic theory via differential forms over
differentiable manifolds with boundary has some unique commutation properties that
are especially convenient for the study of symmetries193. In this formalism, the electric
and magnetic fields are 1-forms while the corresponding flux-densities are 2-forms. These
can be defined in an abstract notion of a differentiable Manifold as a topological space,
hence no notion of metric nor coordinates is required. The symmetry predicates can
then be analyzed via the commutation properties of pull-backs (induced by the group
action), exterior derivative and trace63. The determinant of the Jacobian, that arises in
the classical vector analysis, is embedded in the Hodge star operator, which depends on
metric and arises in the constitutive relation between the 1-forms and 2-forms.
In practice, the excitation of the scattering problem may not have a well-defined symmetry
even if the geometry does. However, in the case of linear media (or in the undepleted-pump
approximation of SHG) we may utilize the non-equivalent irreducible group representations
to project the excitation and the corresponding solution into symmetrical constituents
that reside in orthogonal sub-spaces of L2(S). This is achieved with a projection operator
Pn =
1
nG
∑
g∈G
(ρng )∗JgO−1g , n = 1, 2, . . . , nG, (6.9)
which is idempotent and its range and null-space are orthogonal subspaces with respect
to the L2 inner-product194. The complex numbers ρng constitute the irreducible repre-
sentations. A symmetric constituent of the linear scattering problem is then calculated
§Useful identities: (Ax) · (Ay) = x · y and (Ax)× (Ay) = A|A|(x× y) for orthogonal matrix A and
vectors x,y.
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as E(n)inc = PnEinc, which then yields symmetrical solution E(n). The solution to the
problem with incident field Einc is then obtained via summation E =
∑
nE(n). Similar
approach can be used for the surface SHG problem, where the operator Pn is applied to
the surface source.
6.3 Application to boundary integral operators
Consider the scattering problem as defined in Section 3.6. In case the boundary ∂V of a
scatterer is generated by the actions pg from symmetry cell Γ ⊂ ∂V and we know the
symmetry predicates of Js and Ms, we may write an integral operator as∫
∂V
G(r, r′)Js(r)dS′ =
∑
g∈G
hg
∫
Γ
G(r, pg(r′))JgJs|Γ(r)dS′, (6.10)
where only the restriction of Js over Γ is required. Similar construction is possible for the
other type of integral operators. In the MOM scheme the system matrix corresponding
to a particular domain is then expressed in the form
Z =
∑
g∈G
hgZg, (6.11)
where matrices Zg consist of the weak forms of operators of the form (6.10) and the testing
is performed over Γ only. The above procedure was utilized in Paper III, where linear
and surface second-harmonic scattering problems were described with the PMCHWT
formulation of BEM that utilizes G-symmetry.
Because the matrices Zg are independent of the group representation, significant savings
in memory, matrix assembly time and linear system solution time can be achieved: If the
moment matrix of Eq. (6.10) has N2 elements, then the utilization of symmetry leads to
a moment matrix with (N/nG)2 elements. Because we need to sum over all g ∈ G in Eq.
(6.10), the matrix assembly time is only divided by nG. The solution time complexity of
direct solvers is O(N3). Thus solution time can at best be lowered by a factor n3G. In
Paper III, the memory and time scalings are discussed in more detail for the PMCHWT
formulation.
In case the contour boundary ∂Γ is not empty, boundary conditions arise for the equivalent
surface current densities. These follow directly from the symmetry predicates applied to
the fixed points of the group actions, i.e., for points r ∈ ∂Γ for which pg(r) = r holds for
some non-identity g ∈ G. For rotationally symmetrical geometry, boundary conditions
also arise via points r ∈ ∂Γ for which pg(r) ∈ ∂Γ for some non-identity g ∈ G. These
boundary conditions are imposed by removing and/or combining the rows and columns of
the system matrix according to the properties of the basis functions. The RWG functions
are specially convenient in this respect, because their normal-to-edge vector components
are constant over edges and the boundary conditions can be enforced via such components.
6.4 Symmetry of eigenmodes
The calculations in Paper II revealed that the modes defined by Eq. (4.20) appear to
be in some sense symmetrical, which leads to a search of general symmetry constraints
for the modes.
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Let us have two operators A ,B : A→ A over a separable Hilbert space A. Let’s further
assume that they commute, i.e., AB = BA . If x ∈ A is an eigenfunction of A with the
eigenvalue a, that is, A x = ax, then
BA x = aBx⇒ ABx = aBx, (6.12)
which means that Bx is an eigenfunction of A with eigenvalue a. If a is non-degenerate,
then Bx = bx for some scalar b. Then x is also an eigenfunction of B. We only consider
the case of non-degenerate eigenvalues here.
Consider now that operator A is the Müller integral operator and fn is its eigenfunction
with eigenvalue λn as in Eq. (4.20). Define B as the symmetry operator
B =
JTg Og 0
0 |Jg|JTg Og
 (6.13)
related to some group element g ∈ G. If a solution f is symmetrical as defined in the
preceding sections, it is an eigenfunction of B with eigenvalue hg with |hg| = 1. To
show that the eigenmodes fn are symmetrical in this sense, we must show that A and B
commute. Commutation of B with the identity operator, which appears in the Müller
formulation, is trivial.
Denote the operator matrix elements of A by Aij where i, j = 1, 2 and let B11 = JTg Og
and β = |Jg| = |JTg |. We assume that positions r ∈ R3 are position vectors with respect
to such origin that pg = Jg holds. For brevity, we consider explicitly only one of the
operators in Aij :
(B11n×K f)(r) = JTg
[
n(pg(r))×
∫
S
(∇′G)(pg(r), r′)× f(r′)dS′
]
= βn(r)×
∫
S
JTg [(∇′G)(pg(r), r′)× f(r′)]dS′
= β2n(r)×
∫
S
(JTg∇′G)(pg(r), r′)× [JTg f(r′)]dS′ (6.14)
= n(r)×
∫
S
(∇′′G)(r, r′′)× [JTg f(pg(r′′))]dS′′
= (n×K B11f)(r)
where we used β2 = 1, (JTg∇′G)(pg(r), r′) = (∇′G)(r, p−1g (r′)) and defined r′′ = p−1g (r′).
Similar procedure yields B11n × D = βn × DB11. Thus we obtain the following
commutation relations:
A11B11 = B11A11, A12B11 = βB11A12, (6.15)
A21B11 = βB11A21, A22B11 = B11A22. (6.16)
It then follows by direct calculation that A and B do commute, completing the proof
that the non-degenerate modes have a well-defined symmetry that matches the geometric
symmetry.

7 Discussion and outlook
In this work, boundary integral approaches were developed for the modeling of linear and
nonlinear optical properties of single nanoparticles and particle arrays. The work aimed at
two closely interrelated goals: (1) The boundary element method for modeling of surface
SHG, which was shown to be accurate and versatile by comparison to known reference
solutions and measured results. (2) The use of boundary integral operators to define
plasmon resonances and modes as intrinsic properties of scatterers. We demonstrated
that these quantities can be discovered without the specification of probe excitations in
contrast to the prevailing modus operandi of the nano-optics community.
The reliable modeling of the optical response of plasmonic nanoparticles has become
increasingly important in nano-optics. The boundary element method has been found
suitable for modeling the linear response of resonant scattering, which motivated the
effort of extending BEM to model nonlinear optical responses. We developed BEM
for the modeling of surface SHG from isolated nanoparticles of arbitrary shape and a
corresponding full-wave semi-analytical multipole solution for spherical particles. The
comparison showed that the BEM approach can yield sub one percent relative errors for
second-harmonic far-fields. After publication of the work, the method gained immediate
popularity in the modeling of several nano-optical systems: the detection of trapping of
metal particles195, nonlinear plasmonic nanorulers196, ultrasensitive optical shape charac-
terization of nanoantennas197, augmentation of SHG by the use of Fano resonances198
and SHG from coupled nanosphere systems199. The method was revisited and extended
for the modeling of bulk SHG from higher multipolar responses in Ref. 200 and it was
extended for periodic structures in Ref. 201 by other research groups.
Because nanoparticles often posses some geometrical symmetry and the memory require-
ment of BEM scales quadratically with respect to the number of unknowns, it was realized
that the symmetry should be utilized in the method. We used the group representation
theory to exploit isometric symmetries, described by finite Abelian groups, in both linear
and surface second-harmonic boundary integral formulations. The method was shown to
yield significant computational benefits and enable the study of large but highly symmet-
rical particles. The method was applied to the study of multiply-split gold ring-resonators,
which had been priorly studied experimentally.
The developed method was utilized to model the nonlinear microscopy of gold nanodots and
nanocones, while the microscopy experiments were carried out by the Author’s colleagues.
The model of the experiment was rather complex, because linearly, azimuthally and
radially polarized Gaussian beams were used as excitations and a nonlinear scattering
problem had to be solved for each point of the scanning beam. A specialized solution
method was developed to solve the problem efficiently. The results showed that the
experiments and modeling agreed qualitatively and that small defects in the nanoparticles
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can be detected by the combination of SHG and unconventionally polarized beams.
Another experimental work studied SHG from arrays of L- and T-shaped gold nanoparticles.
It was shown that exciting a plasmon resonance may not always lead to significant second-
harmonic far-field signal. Surprisingly, tuning the polarization of the incident wave off
the direction most preferable for the plasmon resonance may lead to increased second-
harmonic response. This was explained via BEM calculations by decreased symmetry
of the second-harmonic near-fields. The comparison of the linear extinction spectra and
second-harmonic signals to experimental results displayed unprecedented agreement, thus
also validating the method in practice.
In nano-optics, the Mie theory of spherical scatterers, the quasistatic mode theory and the
so-called mode hybridization model have provided intuitive but limited understanding of
the optical response of nanoparticles. Often they have been applied beyond their domain
of operation in an attempt to understand more complicated systems. We recognized
this issue and found a potential remedy in the theory of boundary integral operators of
the Fredholm kind. It was shown that the plasmon resonances are isolated poles of the
inverse Müller boundary integral operator and any other singularities must arise from the
material dispersion or Green’s function. A modal expansion was proposed and applied to
the study of common nanoparticle shapes. It was also proved that the mode theory is
compatible with the Mie theory and the quasistatic theory in the appropriate limits.
This research work has given rise to new theoretical and numerical tools to gain more
accurate understanding of the linear and nonlinear optical responses of nanoparticles
and metamaterials. However, many issues still remain for future work. Even though it
appears that the proposed BEM yields highly accurate far-field response, it was found
that the second-harmonic near-field tends to exhibit highly oscillatory behaviour. The
reason is not entirely clear, but it could be due to the basis functions lacking the ability
to represent the surface gradient of the normal electric field component. A more detailed
analysis of the function spaces is therefore needed. Another reason may be that the
interface condition model of surface SHG may be energetically plausible only for smooth
surfaces.
To model more complicated systems with over 104 degrees of freedom, the solver should
be coupled with the fast multipole method or the adaptive cross-approximation method.
To model the response of multiple but isolated particles, such as in Refs. 24,202,203, a
T-matrix approach could be built on top of the BEM solver. Moreover, it’s well-known
that a silica substrate can red shift plasmon resonances significantly. Unfortunately, the
evaluation of the Green function for stratified media is arduous and was not utilized in
this work. In the future, it would be essential to be able to utilize this function in order
to achieve quantitative predictions.
The mode theory, although demonstrated with practical examples, still presents many
challenges. The proposed modal expansion at real frequencies has not been rigorously
shown to constitute a Schauder basis of the solution space. Furthermore, the only
intuitive property found for the eigenvalues is that λ ≈ 0 signifies a resonance. In
contrast, for perfectly conducting scatterers, the corresponding eigenvalues have energetic
interpretations204. In this Thesis, the SEM was briefly outlined as another possibility for
modal expansions, but more work is required to evaluate the importance of the entire
function and that of the possible branch cuts due to material dispersion. There are also
certain computational challenges to overcome. It is very time consuming to seek for the
poles of the system, so more efficient pole search algorithms should be developed. It is
also well-known that many MOM implementations of the Müller formulation are not
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robust for high permittivity materials, although many improvements have been suggested.
This property shows in the highly oscillatory near-fields.
To summarize, the work has led to new advancements in the computational modeling
and theoretical understanding of optical response of nanoparticles. The modeling results
compared well against reference solutions and measurements, but there is still much room
for improvement. Many new ideas have also arisen to be explored. It is expected that the
presented developments will expedite the deployment of optical metamaterials and other
nanoscopic systems in future technologies and everyday applications.
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Appendix: Gradient of periodic
Green’s function
In Section 3.4, periodic Green’s function Gp was introduced. In BEM calculations, its
gradient is also required. The spatial series form of the gradient of Gp is
∇′Gp(R) = 14pi
∞∑
n=−∞
∞∑
m=−∞
(R − ρnm)eikRnm
(
1
R3nm
− ik
R2nm
)
eik0·ρnm ,
where R = r− r′. The complementary error function can be written as
erfc(z) = 1− 2√
pi
∫ z
0
e−ξ
2
dξ
and its derivative is
erfc′(z) = − 2√
pi
e−z
2
.
The gradient of the spatial part is then
∇′Gspatp =
1
8pi
∞∑
n=−∞
∞∑
m=−∞
(R − ρnm)eik0·ρnm
×
∑
±
e±ikRnm
[
1∓ ikRnm
R3nm
erfc
(
RnmE ± ik2E
)
+ 2E
R2nm
√
pi
e−(RnmE±ik/(2E))
2
]
.
The derivative of the spectral part with respect to x′ is
d
dx′
Gspecp =
1
4A
∞∑
n=−∞
∞∑
m=−∞
ktx
eikt·R
kz
∑
±
e∓ikz(z−z
′)erfc
(−ikz
2E ± (z − z
′)E
)
.
The derivative with respect to y′ is obtained by substituting ktx by kty. The derivative
with respect to z′ is somewhat more complicated:
d
dz′
Gspecp =
1
4A
∞∑
n=−∞
∞∑
m=−∞
eikt·R
−ikz
∑
±
±e∓ikz(z−z′)
×
[
ikzerfc
(−ikz
2E ± (z − z
′)E
)
+ 2E√
pi
e−(
−ikz
2E ±(z−z′)E)2
]
.
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We present a rigorous full-wave electromagnetic approach to analyze the modes and resonances of dielectric
and plasmonic nanoparticles of practically any geometry. Using boundary integral operators, we identify the
resonances as inherent properties of the particles and propose a modal expansion for their optical response. We
show that the resonance frequencies are isolated points on the complex plane. The approach allows the particles to
be analyzed without specifying an incident field, which can be separately tailored for the desired interaction with
the modes. We also connect the general theory to the Mie theory in spherical geometry and provide a connection
to the quasistatic theory. In comparison to earlier work on modes and resonances of scatterers, our approach
has the benefit that modes are defined entirely over a compact boundary surface of the scatterer. Furthermore,
the boundary integral operator is of second-kind Fredholm type, enabling the rigorous characterization of the
resonances.
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I. INTRODUCTION
The optical responses of metal nanoparticles arise from
the collective oscillations of their conduction electrons [1].
The responses are often discussed in terms of plasmon
resonances and modes, which give rise to enhanced local
fields near the particle surface, thereby amplifying optical
processes, such as Raman scattering [2] and second-harmonic
generation [3]. The resonances can be broadly tuned for a given
application by the size, shape, and dielectric environment of
the particles [4]. The concepts of mode and resonance are
routinely used to describe conventional optical systems, such
as cavities and waveguides, where the electromagnetic fields
are defined within bounded domains. Mathematically, such
problems are described by a self-adjoint Helmholtz operator,
whose corresponding integral operator is compact, leading to
a discrete modal eigenbasis, directly related to the resonances
of the system. Such characterization of the operator spectrum
is a central problem in the study of resonances.
In contrast, the electromagnetic interaction with nanopar-
ticles is essentially a scattering problem, defined over an
unbounded spatial domain. This makes it, mathematically
speaking, difficult to characterize the spectrum of the pertinent
operator and thus to define the resonances of the particle.
Furthermore, it is not clear whether the resonances can be
associated with any well-defined electromagnetic eigenmodes.
For plasmonic metal nanoparticles, the casual use of the
concept of resonance thus only implies that the plasmonic
responses become strong at certain frequencies. This is
commonly analyzed by relying on an incident probe field,
usually a plane wave. The resulting near-field patterns are then
qualitatively classified as modes. This approach depends on
the chosen incident field and may not find all resonances, e.g.,
ones related to dark modes [5]. Neither does the approach
reveal whether the field patterns are due to a single discrete
*jouni.makitalo@tut.fi
mode, a combination of modes, or possibly a continuum
of modes. Especially in the plasmonic community, previous
approaches to resonances and modes have been by and
large restricted to microscopic electron oscillation formalism
[6,7] or perturbation of macroscopic electric fields based on
quasistatics [8–12], only valid for scatterers much smaller
than wavelength. These approaches do not fully account
for radiation, i.e., time-dependent effects, which are very
important for many common nanosystems, especially large
particles.
Beyond the quasistatic regime, modes and resonances have
been considered by various approaches in other branches
of physics. One of the earliest theoretical works was by
Baum on the identification of perfectly conducting targets by
electromagnetic pulses relying on integral operators [13]. This,
so-called singularity expansion method, was complemented
by another approach, based on so-called characteristic modes
(eigenmodes) of conducting objects [14]. This work was
further developed in [15,16], and the theory has found
applications in, e.g., evaluating antenna quality factors in-
dependent of excitation [17]. Some studies based on the
volume integral operator have been done for dielectric [18–20]
and plasmonic [21–23] objects. The volume integral operator
involves a strongly singular kernel, which complicates the
characterization of the operator spectrum and thus the physical
resonances [24–26].
Further approaches include a coupled-dipole description
[27], inverse scattering matrix analysis in the Fourier modal
method [28,29], and modal solution of the Maxwell differential
equations [30,31]. Little to no spectral analysis was presented
in these cases.
Recently, the boundary integral operators have been found
powerful in the accurate modeling of the linear [32–35] and
nonlinear [36] optical properties of plasmonic nanoparticles.
Boundary integral operators have been utilized for analyzing
the resonances of two-dimensional dielectric bodies [37]
and the eigenmodes of three-dimensional dielectric objects
[38]. On the other hand, there has been increased interest in
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discovering modal expansions for plasmonic scattering prob-
lems, as this enables a meaningful approach to the evaluation
of mode volumes and the Purcell factor [39,40]. This factor
is proportional to the partial local density of states (LDOS),
which determines the spontaneous emission decay rate of a
dipole emitter [41]. The modes of the system determine the
LDOS, which is then a measurable quantity that is independent
of excitation. Thus a theoretically sound approach to modes
and resonances by boundary integral operators is called for.
In this paper, we present an approach that allows the
modes and resonances of essentially arbitrary nanoparticles
to be analyzed in the strict electromagnetic sense, fully
accounting for radiation effects. The approach treats the
modes and resonances as inherent properties of the particle
itself, independent of any incident field. By relying on
boundary integral operators, the modes are defined over the
spatially bounded surface of the particle and can be related
to its resonances. We further show that our approach is
compatible with the Mie theory for spherical particles and
show calculations for more complicated shapes. By separating
the particle properties from the incident field, our approach can
provide fundamental information on very general nanoparticle
systems. Our approach is applicable to particles made of any
piecewise homogeneous material. However, it has particular
importance in plasmonics, where the applications are based on
detailed tailoring of the near field at the particle surface.
II. BOUNDARY INTEGRAL OPERATORS
Our rigorous electromagnetic approach to modes and
resonances in scattering problems is based on a boundary
integral formulation, where the modes are defined over the
surface of the nanoparticle. The particle occupies a bounded
domain V2 with complex permittivity 2 and permeability
μ2 as illustrated in Fig. 1. The domain V1, external to V2,
is unbounded with real permittivity 1 and permeability μ1.
The particle surface S is assumed C2 smooth, i.e., a normal
n pointing into V1 exists at each point on S and varies
continuously.
First we consider the direct scattering problem, where
incident fields Einc and Hinc are known and the electric fields
El and magnetic fields Hl over domains Vl (l = 1,2) are
sought. The fields have complex time-harmonic dependence
exp(−iωt), satisfy the vector Helmholtz equations [42] in V1
and V2, and have tangential continuity on S. The scattered
fields Es = E1 − Einc and Hs = H1 − Hinc must be outwards
V2
V1
²2,μ2
n
S²1,μ1
FIG. 1. Prototype geometry and parameters of the scattering
problem.
propagating transverse spherical waves far from the particle,
lim
|r|→∞
√
1Es × r + |r|√μ1Hs = 0, (1)
which is called the Silver-Mu¨ller radiation condition. This
condition is sufficient to determine a unique solution to the
Helmholtz equations with given incident fields. However, the
condition renders the Helmholtz operators non-self-adjoint.
Furthermore, because the solution domain is unbounded, it
is difficult to analyze the modes and resonances using the
Helmholtz operator. Specifically, the fields involved are not
square-integrable over V1, as an infinite amount of energy has
been scattered in the steady state.
We avoid these issues by reformulating the problem using
integral operators, which bring the problem to the compact
(bounded and closed) surfaceS. This is done by introducing the
fundamental Green’s function Gl(r,r′) = exp(iklR)/(4πR)
(R = |r − r′|) for the two domains l = 1,2 with wave numbers
kl = ω√lμl . We define boundary integral operators, which
map functions f : ∂Vl → C3 defined over the surface to
functions defined over the domains Vl :
(Dlf)(r) = iωμl
∫
∂Vl
Gl(r,r′)f(r′)dS ′
− 1
iωl
∇
∫
∂Vl
Gl(r,r′)∇′t · f(r′)dS ′, (2)
(Klf)(r) =
∫
∂Vl
[∇′Gl(r,r′)] × f(r′)dS ′, (3)
where ∇t · f is the surface (tangential) divergence.
Through the use of Green’s function and Green’s identities
we may derive the so-called Stratton-Chu equations [42],
which give the fields over V1 and V2 from functions on S
through the integral operators:
lHl = δl1Hinc +DlEl × nl/η2l −Klnl × Hl , (4)
lEl = δl1Einc +Dlnl × Hl +KlEl × nl , (5)
where normals nl point into Vl and we introduced the
impedance ηl =
√
μl/l and the Kronecker delta, δnm. The
number l equals 1 if r ∈ Vl − ∂Vl , zero if r /∈ Vl ∪ ∂Vl , and
1/2 if r ∈ ∂Vl . The scattered fields given by the operators sat-
isfy the Silver-Mu¨ller conditions. The operators Dl , however,
have strongly singular kernels due to the gradient term, which
makes the analysis of modes and resonances more challenging.
It is conventional to introduce the equivalent surface current
densities to represent the boundary fields:
Jl = nl × Hl , (6)
Ml = El × nl . (7)
In terms of these quantities, we obtain the following boundary
integral equations:
1
2 Jl = δl1Jinc + nl ×DlMl/η2l − nl ×KlJl , (8)
1
2 Ml = δl1Minc − nl ×DlJl − nl ×KlMl , (9)
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where the integration in Kl is defined in the Cauchy principal
value sense [42].
There are various ways to formulate the scattering problem
by the use of the Eqs. (8) and (9). However, in the Mu¨ller
formulation [43], the strong singularities in the operators Dl
cancel out, enabling us to rigorously analyze the physical
resonances. Next we derive this formulation. Let ξ = 1/(1 +
2) and ξμ = 1/(μ1 + μ2). Then multiply Eq. (8) by μlξμ and
Eq. (9) by lξ and subtract the equations corresponding to
the two domains. Further, we impose the continuity of the
tangential field components as
J = J1 = −J2, (10)
M = M1 = −M2, (11)
and set n = n1 = −n2 to obtain [43,44]
1
2 J = ξμ[μ1Jinc + (1n ×D1 − 2n ×D2)M
+ (−μ1n ×K1 + μ2n ×K2)J], (12)
1
2 M = ξ[1Minc + (−1n ×D1 + 2n ×D2)J
+ (−1n ×K1 + 2n ×K2)M]. (13)
This can be arranged into a matrix form,
(I +A(ω))f = g, (14)
where I is the identity operator, f = (η1J,M) is the unknown
solution, and g = (2η1μ1ξμJinc,21ξMinc) is the tangential
component of the incident field on S and the matrix entries
can be deduced directly from Eqs. (12) and (13). We write the
frequency dependency of the operator A(ω) explicitly as we
are interested in the resonance frequencies.
III. ANALYSIS OF BOUNDARY INTEGRAL OPERATORS
In this section we review some results of functional analysis
of linear operators between Hilbert spaces. In the spectral
analysis, the concepts of adjoint operator and compact operator
are paramount. We denote by L2(S) a Hilbert space of square-
integrable functions over a surface S endowed with an inner
product 〈·,·〉. The adjoint of an operator L : L2(S) → L2(S),
denoted by L†, satisfies 〈Lf1,f2〉 = 〈f1,L†f2〉 for all f1 and f2
in L2(S). A particularly well-studied class of operators are the
self-adjoint operators, for which L = L† holds.
The inner product induces the norm |f| = √〈f,f〉. An
operator L is bounded if there exists a positive real number
K such that |Lf| < K|f| for all f. Bounded operators always
have a unique adjoint. A bounded operator is compact, if for
every sequence in the domain of the operator there exists a
convergent subsequence in the image sequence. The intuition
behind a compact operator L is that there exists a finite-
dimensional subspace M of the range ofL such that any image
Lf can be approximated to an arbitrary degree by an element
of M. Thus compact operators are among the best-understood
operators mapping between infinite-dimensional spaces.
The spectrum of an operator L is defined in terms of the
resolvent operator (L− λI)−1 [45]. The complex numbers λ
are generally divided into two disjoint subsets: the spectrum
σ (L) and the resolvent set ρ(L) = C− σ (L). A number λ is
defined to be in the spectrum σ (L), if the resolvent fails to
exist as a bounded operator for this number. Otherwise the
number λ is said to be in the resolvent set ρ(L). The spectrum
can be further decomposed into disjoint sets called the point
spectrum (the eigenvalues), the continuous spectrum, and the
residual spectrum. Finding these sets is a central problem in
the spectral theory of linear operators.
An important property of compact operators is that all
nonzero spectral values are eigenvalues [45]. Furthermore,
their point spectrum is discrete (despite the name, the point
spectrum of an operator is not a discrete set in general)
and the elements may be arranged so that they tend towards
zero. Operators of the form I + L, where L is compact, are
called Fredholm operators of the second kind [45]. For such
operators, resonances can be rigorously identified and this is
done in the next section.
We next consider the compactness of the operators Dl and
Kl . Consider a surface integral operator L of the form
(Lf )(r) =
∫
S
g(r,r′)f (r′)dS ′, (15)
which maps functions defined on an n-dimensional surface
S embedded in n + 1-dimensional Euclidean space. Such an
operator is compact in L2(S), if the kernel g is of the form
g(r,r′) = gb(R)
Rm
, R = |r − r′|, (16)
with 0 6 m < n and gb is bounded [45]. In our case n = 2
holds.
In the electromagnetic scattering problem, we come across
three different kinds of integral operators involving the kernel
G(r,r′) = exp(ikR)/(4πR). The first one is
(Dsf)(r) =
∫
S
G(r,r′)f(r′)dS ′. (17)
In this case m = 1 holds, so Ds is compact in L2(S).
The second one is
(Dhf)(r) = ∇
∫
S
G(r,r′)∇′t · f(r′)dS ′. (18)
The kernel is hypersingular (when the gradient is moved under
the integral) and the operator is noncompact, even for smooth
S. Thus the characterization of the spectrum of this operator
is difficult. However, in the Mu¨ller formulation, this operator
only appears as differences of the form Dh1 −Dh2 . The kernel
of the operator
Dh1 −Dh2 =
∫
S
Gd (r,r′)∇′S · f(r′)dS ′ (19)
is
Gd (r,r′) = 14π
∞∑
n=0
n − 1
n!
Rn−3[(ik1)n − (ik2)n](r − r′),
(20)
whose first nonzero element is n = 2 [44]. This term is of the
form (r − r′)/R, whence the operator is compact.
The third operator is of the form
(n ×Kf)(r) = n ×
∫
S
∇′G(r,r′) × f(r′)dS ′, (21)
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which is compact, provided that the surface is C2 smooth
[45]. The tangential trace n× lowers the degree of the strong
singularity in ∇′G.
The domain and range of the operator A in the Mu¨ller
formulation may be chosen as the Hilbert space of square-
integrable functions embedded with the inner product
〈f1,f2〉 =
∫
S
f∗1 · f2dS =
∫
S
(
η21J∗1 · J2 + M∗1 · M2
)
dS. (22)
IV. RESONANCES AND MODES
A. Full-wave theory
The system must have a resonance if Eq. (14) allows a
nonvanishing solution for no incident field,
(I +A(ω))f0 = 0. (23)
This can lead to nonzero solutions f0 only if the inverse
operator (I +A(ω))−1 is singular at certain frequencies ω,
which are generally complex. Due to the compactness of
A(ω) as was established in the previous section, the operator
I +A(ω) is second-kind Fredholm and the analytic Fredholm
theorem is applicable [45]. Consequently, the inverse can have
only pole singularities in the region of complex frequency
plane whereA(ω) is analytic. The poles occur at isolated points
[46], yielding the complex resonance frequencies, which we
denote by ωn. At all other frequencies, the inverse exists and
is analytic. The resonance modes f0n corresponding to a given
ωn constitute a finite-dimensional space, i.e., there can be
only finite degeneracy [45]. The resonance frequencies shift
continuously as S changes continuously [45]. After fixing the
geometry and media, the resonances can thus be solved from
Eq. (23) with no assumed incident field.
In the near-infrared and optical regimes, the permittivity of
plasmonic materials can be described by the Drude model:
(ω)/0 = 1 −
ω2p
ω2 + iγ ω , (24)
where ωp is the plasma frequency and γ is the damping
frequency [47]. This dispersion gives rise to branch-point
singularities at zero frequency and at ω = (±
√
4ω2p − γ 2 −
iγ )/2, which give rise to two branch cuts forA(ω) that restrict
the region of analyticity. The structure of the resonances
is illustrated in Fig. 2. The appearance of branch-point
singularities due to losses was predicted in [48].
FIG. 2. Illustration of the singularities of inverse boundary
integral operator for Drude-type dispersion.
Note that the resonance frequencies must reside in the lower
half of the complex plane. This requirement, together with
the radiation condition, implies that the scattered fields of
the resonance modes f0n grow exponentially with distance
as the waves propagate towards infinity [40]. Thus, instead
of using the resonance modes f0n directly, we will look
for eigenmodes defined at real frequencies to establish an
expansion of solutions and relate these modes to the resonance
modes found at complex frequencies.
We seek possible eigenmodes for a fixed real frequency ω
as
(I +A(ω))fn = λnfn, n integer. (25)
Although not explicitly indicated, these modes and eigenvalues
depend also on frequency. Thus for each fixed frequency, we
obtain a set of eigenmodes. This set is discrete due to the
compactness [45] of A(ω). It is then expected that if at a
particular frequency ω there exists an eigenvalue λn close to
zero, the corresponding mode fn is nearly resonant.
We then expand the solution at frequency ω in terms of the
modes
f =
∑
n
αnfn. (26)
To relate the excitation of the modes to a given incident field g,
we need the coefficients αn. The eigenmodes of operator I +
A are not necessarily orthogonal, as the operatorA is not self-
adjoint in general. To overcome this problem, we consider the
eigenmodes of the adjoint operator A†. If λn is an eigenvalue
from Eq. (25) for mode fn, then its complex conjugate λ∗n is an
eigenvalue of the adjoint operator with corresponding adjoint
mode hn [45]:
(I +A†)hn = λ∗nhn. (27)
The modes and the adjoint modes are biorthogonal in the sense
of (λn − λm)〈fn,hm〉 = 0 [45]. This implies 〈fn,hm〉 = 0 for all
λn = λm. Remember that this biorthogonality applies at a fixed
frequency ω.
Through substitution of Eq. (26) to Eq. (14) and using
Eq. (25), we obtain for all integers m,∑
n
αnλn〈hm,fn〉 = 〈hm,g〉. (28)
Symmetries in the shape of S may lead to degenerate modes,
sharing the same eigenvalue. In this case, the corresponding
modes and adjoint modes are not necessarily biorthogonal,
and we obtain a finite linear system for coefficients αn. In the
absence of degeneracy, we obtain
αn = 〈hn,g〉
λn〈hn,fn〉 . (29)
A small eigenvalue |λn| can clearly lead to an enhanced
response for the respective mode. This indicates a pole of the
inverse operator at complex frequency ωn near ω. To study the
response of a particle, we first find its modes fn, independent of
incident field, then evaluate αn to see how a particular incident
field g couples to the modes.
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B. Quasistatic limit
The off-diagonal operators in A(ω) [see Eqs. (12) and
(13)] are O(ω) polynomials of frequency, even though the
operators Dl are O(1/ω). This occurs for the same reason
as the cancellation of the strong spatial singularity in the
difference 1n ×D1 − 2n ×D2 [44]. For this reason, the
off-diagonal operators tend to zero as ω tends to zero. This
is in contrast to, e.g., the Poggio-Miller-Chang-Harrington-
Wu-Tsai (PMCHWT) formulation [49], for which the zero-
frequency limit does not exist due to a 1/ω factor. The limit of
the operator Kl is simply
lim
ω→0
(Klf)(r) = (Kf)(r) =
∫
∂Vl
∇′ 1
4πR
× f(r′)dS ′. (30)
Thus the static limit is
A(0) = 2
(
μ1−μ2
μ1+μ2 n × K 0
0 1−2
1+2 n × K
)
, (31)
where the electric and magnetic parts are decoupled.
Then the electrostatic (or quasistatic) formulation is ob-
tained via introduction of the electrostatic potential φ so that
E = −∇φ:
φ − λKφ = 21φinc, (32)
(Kφ)(r) = 1
2π
∫
S
∂
∂n′
1
R
φ(r′)dS ′, (33)
where λ = (2 − 1)/(2 + 1). This potential formulation has
been used to define plasmon resonances in the quasistatic limit
[9]. It can be shown that |λ| > 1 holds for the eigenvalues
λ. This condition is only met in practice if (2) < 0 holds,
which is characteristic of plasmonic materials. Note that in
the quasistatic regime, K is not frequency dependent, but 2 is
considered frequency dependent. Thus the eigenvalue λ yields
eigenpermittivity 2, which yields a resonance frequency
through a dispersion relation. In the time-harmonic case, the
operators depend on both 2(ω) and ω in a nontrivial way such
that the frequency dependence cannot be separated from the
operators as a simple multiplication by a constant.
The theory of resonances based on the Mu¨ller formulation
is then a generalization of the quasistatic theory [9]. A
curious difference in the spectral structure of the full-wave and
quasistatic cases can be observed: in the latter, the imaginary
part of a resonance frequency is directly determined by the
material damping constant γ . This is also true for all higher-
order perturbation corrections, as the quasistatic eigenvalue
is always real valued. Consequently, the quasistatics-based
perturbation predicts that all resonance frequencies reside on
the branch cut. This is not the case in general, and as we shall
see in Sec. VII, the resonance frequencies reside rather far off
from this branch cut, even for moderately sized nanoparticles.
This further suggests that the quasistatics-based perturbation
series does not converge towards a correct solution.
V. FINITE-DIMENSIONAL FORMULATION
A. Method of moments
In practice, the solution to Eqs. (23) and (25) may not be
found in closed form if the geometry is complicated. To obtain
approximate solutions to Eq. (14) by numerical computation,
we utilize the method of moments with Galerkin’s weighting
[50]. The space L2(S) is approximated by a finite-dimensional
space spanned by the Rao-Wilton-Glisson (RWG) functions
[51]. An RWG function bn is nonzero only over a pair of
triangles T +n and T −n of areas A+n and A−n and the triangles
have a common edge of length ln. The vertices off the common
edge are denoted r+n and r−n . With these notations,
bn(r) =
⎧⎪⎨
⎪⎩
ln
2A+n
(r − r+n ), r ∈ T +n
ln
2A−n
(r−n − r), r ∈ T −n
0, otherwise.
(34)
The surface divergence of RWG functions exists overT −n ∪ T +n
and thus the approximate space is divergence conforming.
We next seek solutions to Eq. (14) from the space spanned
by the RWG functions. By the use of the method of moments, a
linear system of equations is obtained. We define the following
basis moment matrix:
Bmn =
∫
S
bm · bndS; (35)
and the following functions:
b′n =
{
(bn,0)T , n = 1,2, . . . ,N
(0,bn)T , n = N + 1,N + 2, . . . ,2N ;
(36)
and the following matrix:
B′ =
(
B 0
0 B
)
. (37)
The solution is then expanded as
f =
2N∑
n=1
cnb′n. (38)
This expression is inserted into (I +A)f = g, which is then
tested by b′m via the inner product 〈·,·〉, which results in the
following linear system of equations:
(B′ + A)x = y, (39)
where x = {c1,c2, . . . ,c2N } and the components of y are ym =
〈b′m,g〉. The components of the matrix A are Amn = 〈b′m,Ab′n〉.
The linear system of equations is generally well conditioned
due to the second-kind Fredholm nature of the operator [44].
The matrix elements Amn involve the evaluation of integrals
with weakly singular kernels. The evaluation was done by the
use of the singularity subtraction technique [52], where the
singular parts are integrated analytically and a seventh-order
Gauss-Legendre quadrature is used for the remaining smooth
part.
The off-diagonal elements of the operator A require
evaluation of the expression
I =
∫
T ±m
bm · n × ∇
∫
T ±n
Gs(r,r′)∇′t · bndS ′dS, (40)
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where the subscripts 1 and 2 refer to the external and the
particle domains, respectively. We denote a combined kernel
as Gs = G1 − G2. The application of partial integration to the
outer integral yields
I =
∫
∂T ±m
bm · l
∫
T ±n
Gs(r,r′)∇′t · bndS ′dC
−
∫
T ±m
∇t · (bm × n)
∫
T ±n
Gs(r,r′)∇′t · bndS ′dS, (41)
where l is a unit vector tangent to ∂T ±m which has induced
orientation from that of S. The second integral vanishes
because ∇t · (bm × n) = 0 holds for RWG functions. This
implies that Galerkin’s method with RWG functions as test
functions may not be the most accurate discretization scheme
for the Mu¨ller formulation. This has been analyzed in [53],
where the use of the rotated Buffa-Christiansen functions are
suggested as test functions. For our purposes, however, the
results are sufficiently accurate. Thus
I =
∫
∂T ±m
bm · l
∫
T ±n
Gs(r,r′)∇′t · bndS ′dC. (42)
The combined kernel Gs is a continuous function due to the
cancellation of 1/R terms.
The approximate form of the eigenvalue problem becomes
(I + B′−1A)xn = λnxn. (43)
The resonances occur when det(I + B′−1A(ω)) = 0 holds. The
Fredholm property of I +A guarantees that if the approx-
imate operator converges towards the original operator with
respect to some discretization parameter, then the approximate
resonance frequencies also approach the exact resonance
frequencies [45].
Usually electromagnetic scattering can be formulated in
Lipschitz continuous domains, which allow for sharp corners,
but prevent such sharpness that would lead to infinite energy
in finite volumes. Being able to allow sharp features is
useful, as most numerical schemes consider flat polygonal
representations of the boundary surface. However, while the
compactness of the operatorA has been established for smooth
surfaces, the compactness with a Lipschitz continuous surface
is an open issue. Thus an additional spectral structure may be
present in the numerical solutions if polygonal surfaces are
used. In the approximate context, the matrix representation
of the operator has as many eigenvalues as is the dimension
of the matrix. Some of the eigenvalues may be related to
the additional spectral structure introduced by the numerical
scheme.
B. Matrix of adjoint operator
To obtain the modal expansion coefficients, we wish to
obtain approximations for the adjoint modes hn in the RWG
basis. We can use the matrix A for this instead of finding out
explicitly what A† is.
Let us have an operator A : H → H and a basis Hb =
{b1, . . . ,bN } in a finite-dimensional subspace of H . The
operator has an approximate matrix representation A in this
basis, so that Amn = 〈bm,Abn〉. The approximate matrix
representation of the adjoint operator A† in basis Hb is
A† = B−1A∗B, (44)
where Bmn = 〈bm,bn〉 holds and A∗ is the Hermitian transpose
of A. The dual basis is defined by 〈bm,bn〉 = δmn. The B
matrices correspond to change from the dual basis Hb =
{b1, . . . ,bN } to the primary basis Hb.
C. Evaluation of excitation coefficients
Next, we elaborate on the evaluation of the modal excitation
coefficients in the approximate context. Let us expand f in
terms of the eigenmodes as in Eq. (26). Then, in the case of no
degeneracy,
αn = 〈hn,g〉
λn〈hn,fn〉 (45)
are the coefficients for the solution to the problem
(I +A)f = g.
Let hn be expanded in the RWG basis as
hn =
∑
m
(
ah,nm bm,bh,nm bm
)
. (46)
Then
〈hn,g〉 =
∑
m
(
ah,nm
∗
cJm + bh,nm
∗
cMm
)
, (47)
where
cJm = 2η1μ1ξμ
∫
S
bm · JincdS, (48)
cMm = 21ξ
∫
S
bm · MincdS. (49)
The coefficients cJ/Mm are the excitation coefficients of the
vector y used in the approximate solution of the direct
scattering problem for a given excitation source [Eq. (39)].
Thus the summation in Eq. (47) represents the projection of
these coefficients to specific modes with index n.
Expand fn as
fn =
∑
m
(
af,nm bm,bf,nm bm
)
. (50)
Then the product 〈hn,fn〉 can be written as
〈hn,fn〉 =
∑
m
∑
m′
(
ah,nm
∗
a
f,n
m′ + bh,nm
∗
b
f,n
m′
)
Bmm′ . (51)
To summarize, the expansion coefficients αn can be evaluated
by the use of Eqs. (47) and (51).
VI. SPHERICAL GEOMETRY: CONNECTION
TO MIE THEORY
A. Theory
As an important example, we consider spherical particles.
This case can also be analyzed by the Mie theory, where
the internal and scattered fields are sought by the separation
of variables [47]. This leads to the expansion of the fields
in terms of transverse-electric (TE) and transverse-magnetic
(TM) multipoles and the resonances arise from the poles of the
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expansion coefficients [47]. For boundary integral operators,
the solution f is given in terms of tangential traces of the
multipoles over S [54].
In this section, we assume that the surface S of the particle
is a sphere of radius a. The surface current densities can be
expressed in an orthogonal basis of the Hilbert space L2(S)
spanned by functions ∇t Ylm and n × ∇t Ylm, where Ylm are
the spherical harmonics. The following properties have been
discovered [54]:
Di∇tYlm = αil∇t Ylm, (52)
Din × ∇t Ylm = βiln × ∇tYlm, (53)
Ki∇tYlm = γiln × ∇tYlm, (54)
Kin × ∇t Ylm = γil∇tYlm, (55)
where
αil = ηiψ ′l (xi)ξ ′l (xi), (56)
βil = ηiψl(xi)ξl(xi), (57)
γil = −i/2[ψl(xi)ξ ′l (xi) + ξl(xi)ψ ′l (xi)], (58)
where xi = kia and ψl,ξl are Riccati-Bessel functions [47].
We also define x = k1a and Nx = k2a, where N = k2/k1
is the relative index of refraction. Thus the vector spherical
harmonics are eigenfunctions of Di and n ×Ki .
The expansion of the solution in spherical harmonics is
f =
∞∑
l=1
l∑
m=−l
(alm∇tYlm + blmn × ∇t Ylm,
clm∇tYlm + dlmn × ∇tYlm). (59)
We seek transverse-electric and transverse-magnetic modes of
the form
fTElm = (aln × ∇tYlm,bl∇t Ylm), (60)
fTMlm = (al∇t Ylm,bln × ∇tYlm). (61)
The transversality is apparent from ∇t · J = iω1n · E1, ∇t ·
M = iωμ1n · H1, and that ∇t · (n × ∇tφ) = 0 holds for all φ.
Operating withA on the TE field gives rise to the eigenvalue
problem Ax = χx, where x = (al,bl)T and
A = 2
(
ξμ(μ1γ1l − μ2γ2l) ξμ(−1α1l + 2α2l)
ξ(−1β1l + 2β2l) ξ(−1γ1l + 2γ2l)
)
. (62)
The transverse-magnetic fields give rise to a similar eigenvalue
problem with matrix
A = 2
(
ξμ(−μ1γ1l + μ2γ2l) ξμ(−1β1l + 2β2l)
ξ(1α1l − 2α2l) ξ(1γ1l − 2γ2l)
)
. (63)
Note that a 2 × 2 matrix always has exactly two eigenvalues,
which we do not indicate explicitly in χ . A Mu¨ller eigenvalue
FIG. 3. Plot of the function log10 |I + A(ω)| at complex frequen-
cies for a gold sphere with radius 200 nm. The first three TM modes
with l = 1,2,3 are considered.
is then given as λ = 1 + χ . Thus we get two eigenvalues
for each l in the multipole formalism. This is most likely a
manifestation of the fact that the resonance frequencies appear
as pairs symmetric with respect to the imaginary axis. Complex
resonance frequencies ωn, which are poles of the inverse
operator, are found by solving det(I + A(ωn)) = 0. Even for a
sphere this procedure is iterative by nature.
In conclusion, we have the following results:
(I +A) fTElm = λTEl fTElm , (64)
(I +A) fTMlm = λTMl fTMlm , (65)
i.e., the TE and TM multipolar modes fTElm and fTMlm are
eigensolutions of Eq. (25). This rigorously links our general
theory of modes and resonances to the traditional Mie theory.
B. Results
Consider a gold sphere of radius 200 nm in vacuum. The
complex resonance frequencies defined by Eq. (23) can be
found with our numerical method. For complex frequencies,
we use the Drude model for the permittivity of gold with
parameters obtained from fit [55]. Our method shows that
the TM modes of order l = 1,2,3 are the most important,
with resonance frequencies of ω1 = 1.34 − i0.66 PHz, ω2 =
2.72 − i0.66 PHz, and ω3 = 3.68 − i0.27 PHz. These fre-
quencies match the nulls of the respective denominators of the
traditional Mie theory, illustrating that Eq. (23) is compatible
with it. In Fig. 3 we plot the quantity log10 |det(I + A(ω))| to
illustrate how the poles of the inverse operator occur in our
boundary integral approach.
We stress that these resonances were obtained without
specifying any incident field. Next we compare these results
to the traditional approach that uses an incident probe field.
We calculate the extinction spectrum and field enhancement
of the sphere for linearly polarized, incident plane-wave
and measured permittivity data [56]. The results shown in
Fig. 4 are typical for a large sphere: we see a very broad
dipole resonance (l = 1) and two relatively narrow peaks
corresponding to quadrupole (l = 2) and octupole (l = 3)
TM modes. Extinction and field enhancement peaks occur
at notably different frequencies, as known for large particles
[57]. The frequencies from our theory fall between the ones
obtained from extinction and field enhancement. Thus neither
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FIG. 4. (Color online) Extinction cross section (solid) and field
enhancement (dashed) of a gold sphere with radius 200 nm for a
linearly polarized incident plane wave. TM contributions are plotted
separately from the full-wave case.
the peaks in extinction nor the peaks in field enhancement
should be used to define resonance frequencies.
Next we analyze the eigenvalue spectrum defined by
Eq. (25) at a real frequency ω = 1.7 PHz, shown in Fig. 5. We
use the analytical equations (64) and (65) and the numerical
method of moments applied to Eq. (25) to validate the latter.
The eigenvalues computed by the two approaches agree well.
The smallest eigenvalues, making possible strong excitation,
correspond to the lowest-order modes. Interestingly, the
extinction of plane wave is highest due to the dipole mode
(TM1), even though its eigenvalue is not the smallest. In
addition, the TM2 mode is barely excited in spite of its
small eigenvalue. This is possible because coefficients αn also
depend on 〈hn,g〉, which depends on the form of excitation.
Thus the modal approach implies that generally TM2 has a
stronger response than TM1, but a plane wave is not optimal for
its excitation. Lastly, we clearly observe that the eigenvalues
accumulate towards the value 1, which follows directly from
the compactness of A(ω), as was discussed in Sec. III.
VII. RESONANCES AND MODES OF
NONSPHERICAL PARTICLES
The results for the sphere shown in Fig. 4 illustrate that it is
very difficult to distinguish individual modes in the extinction
FIG. 5. (Color online) Eigenvalues of I + A at frequency 1.7 PHz
for a gold sphere of radius 200 nm. Dots are calculated by method of
moments and circles by analytic theory.
FIG. 6. (Color online) Resonance frequencies in the complex
frequency plane. Numbers and colors indicate the varied parameter
of particular structure. Dotted lines illustrate the trends in resonance
shifts. The degenerate resonance of the disk clearly splits into
branches for the bar and dimer. Circles correspond to a down-scaled
disk that approaches the quasistatic limit, whence the resonances
approach the branch cut. The encircled marks correspond to higher-
order resonances.
spectrum. For spherical particles, we can resort to the multipole
expansion, but without our modal theory this is impossible
in other geometries. We next demonstrate the power of our
approach, without any assumed incident field, by considering
prototypical nonspherical structures. We consider three flat
gold nanostructures: a circular disk, a disk dimer, and a bar,
all with gold thickness of 20 nm. For the disk, we consider the
diameters of 120, 160, and 200 nm. For the dimer, we consider
the diameter of 120 nm and gap sizes of 20, 40, and 60 nm.
For the bar, we consider the width of 120 nm and lengths of
160, 200, and 240 nm.
We utilize the Drude model again to find the complex reso-
nance frequencies of the structures, which are shown in Fig. 6.
The resonances exhibit intuitive behavior: increasing particle
size or aspect ratio shifts the real part of resonance frequency
ωn to lower values. The disk resonance is degenerate, but
stretching it into a bar splits the resonance into two branches,
related to plasmon oscillations along two directions. For the
dimer, the degenerate resonances of the two disks produce
four branches. This is thus an exact electromagnetic treatment
of “mode hybridization” [6,7]. Notice that the resonance
frequencies are off the branch cut, where the resonance
frequencies are predicted to reside by the quasistatic theory.
This emphasizes the importance of radiative effects.
Next we discuss the modes and corresponding radiation pat-
terns, calculated numerically from Eq. (25), at real frequencies
close to the complex resonance frequencies of Fig. 6. At each
fixed frequency, there is a discrete set of modes, but we only
consider a few of those corresponding to lowest-in-magnitude
eigenvalues.
In Fig. 7 the modes of the disk of diameter 120 nm at
frequency 3.14 PHz are shown. Note that the charge densities
for all modes are normalized between −1 and +1, as the
eigenmodes as such do not have any inherent strength. The first
two modes are the typical dipole modes, which are degenerate
due to the rotational symmetry. Here the term “dipole mode”
is defined rigorously without relying on the multipole theory,
165429-8
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FIG. 7. (Color online) Mode charge densities and radiation pat-
terns at fixed real frequency 3.14 PHz for the gold nanodisk of
diameter 120 nm. The charge densities correspond to a time instant
of harmonic oscillation and are normalized to unity.
which is strictly defined only for spherical particles. These are
plasmon modes that are characterized by accumulating electric
surface charge ρ = 0n · E1. For the third mode, however,
the accumulating quantity is the equivalent surface magnetic
charge ρm = μ0n · H1. Such modes are due to eddy currents
and are analogous to TE modes of the sphere. It would be
difficult to find such responses by a plane-wave probe field
due to polarization mismatch and simultaneous excitation of
other modes. The last two modes are again degenerate plasmon
modes, but of higher order.
Figure 8 shows the modes of the dimer of gap length 20 nm
at frequency 3.14 PHz. The first two modes of the top row are
the “dark” hybridized plasmon modes with no radiation along
the disk axis. The third mode of the top row and the first mode
of the bottom row are the “bright” hybridized plasmon modes.
The last two modes of the bottom row are hybridized eddy
current, i.e., magnetic modes.
The modes of the bar of length 200 nm at frequency
2.38 PHz are shown in Fig. 9. The first two modes of the top
row are the plasmon modes related to oscillation of electrons
along the length and width of the bar, respectively. The third
mode of the top row is a magnetic mode. The three modes in
ρ ρ ρ
ρ ρm ρm
FIG. 8. (Color online) Mode charge densities and radiation pat-
terns at fixed real frequency 3.14 PHz for the gold nanodisk dimer of
gap length 20 nm. The color scale is that of Fig. 7.
ρ ρ ρm
ρ ρ ρ
FIG. 9. (Color online) Mode charge densities and radiation pat-
terns at fixed real frequency 2.38 PHz for the gold nanobar dimer of
length 200 nm. The color scale is that of Fig. 7.
the bottom row are higher-order plasmon modes, the first two
being “dark” and the last being “bright.”
VIII. DISCUSSION
We now turn to more subtle aspects of our approach.
The solution space over S is separable, and thus it has a
discrete basis (the so-called Schauder basis) [58]. However,
it is not yet proven that the eigenmodes fn constitute such
basis. Nevertheless, we have verified that only a few modes are
required to describe typical excited solutions very accurately.
The reason why one obtains an eigenbasis for cavity
resonator and waveguide problems is that the governing
operator is compact and self-adjoint. The operator K in
the quasistatic scattering theory, introduced in Sec. IV B,
is also compact and self-adjoint with respect to a certain
inner product, which is closely related to energy [59]. In the
full-wave scattering problem, the corresponding operator is
compact in the Mu¨ller formulation, but it is not self-adjoint.
The reason for this is that, in the full-wave case, the Green’s
function is complex valued due to the factor exp(ikR) as
opposed to the static case. This is true for the inner product
defined in Eq. (22), but that this is true for any other inner
product as well is suggested by the fact that, even for the sphere,
the eigenvalues are complex numbers. A prior study of modes
for dielectric scatterers considered the PMCHWT formulation,
from which a generalized eigenvalue problem was derived
[38]. The pertinent operators were pseudo-self-adjoint by
construction, but not compact. Thus the full-wave scattering
problem may not admit a description by a compact self-adjoint
operator.
On the other hand, a discrete basis can be found in the
Mu¨ller formulation: The Riesz-Schauder theory states that a
compact operator has a singular value decomposition (SVD)
[58]. Thus the range of our operator A may be rigorously
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expanded as
Af =
∞∑
n=1
sn〈f,xn〉yn, (66)
where A†Axn = s2nxn and AA†yn = s2nyn hold and the num-
bers sn are called the singular values. These composite
operators are compact because A is compact, and they are
also self-adjoint by construction. Unfortunately, our current
understanding is that the singular values sn are not strictly
related to the resonances given by Eq. (23).
The modes and resonances of scatterers have been studied
by various integral operator approaches, especially for per-
fectly conducting bodies. It is interesting how the different
formulations lead to different operator properties, allowing
resonances to be rigorously identified in one formulation but
not in the other. We believe that the resonances, as defined
by Eq. (23), are the true physical resonances and any other
formulation of the scattering problem should be able to find
these. Other formulations may predict additional nonphysical
resonances, which is known to happen for, e.g., the electric
field integral equation (EFIE) and magnetic field integral
equation (MFIE) formulations [49].
As we discussed above, even in the Mu¨ller formulation, we
may define modes in several ways: as eigenfunctions of the
operator I +A(ω) at fixed real frequency, as eigenfunctions
f0n corresponding to the complex resonance frequencies ωn
by (I +A(ωn))f0n, or as eigenfunctions yn appearing in the
SVD for a fixed real frequency. On the other hand, in, e.g.,
the volume integral operator formulation, the domain of the
eigenfunctions is the volume of the particle as opposed to the
surface in the boundary integral formulation. It is not clear
whether these modes map to each other in a trivial way. We
Helmholtz operators
Volume integral operators
inhomogeneous scatterer
Boundary integral operators
homogeneous scatterer
rellu¨M PMCHWTEFIEMFIE
Second-kind Fredholm
smooth S
Compact operator Fredholm theory
Isolated pole resonancesDiscrete spectrum
SVD
Eigenmodes fn(ω) Resonance modes f0n
ω → ωn
Mie Quasistatic modes
sphere ω → 0
FIG. 10. (Color online) Diagram of the strategy towards the def-
inition of modes and resonances in scattering problems by boundary
integral operators.
feel that understanding the relation between different mode
definitions is an open issue that should be investigated in the
future.
The various formulations of the scattering problem are
illustrated in Fig. 10. For the boundary integral approach,
various formulations exist and only a few of them are listed. We
emphasize that the Mu¨ller formulation leads to theoretically
the most rigorous approach to the definition of modes and
resonances.
IX. CONCLUSION
We have successfully defined modes and resonances for
dielectric and plasmonic scatterers by the use of boundary
integral operators in a full-wave approach. We concluded that
the Mu¨ller formulation admits a rigorous definition of the
resonances as properties of the scatterer by relying on the
second-kind Fredholm property of the pertinent boundary inte-
gral operator. The Fredholm theory allowed us to establish that
the resonance frequencies are isolated points in the complex
plane, and any other singularities are the possible branch cuts
from the material dispersion relation. We further proposed
an expansion of solutions with respect to eigenmodes, which
are independent of incident field and defined at fixed real
frequencies. The second-kind Fredholm property guaranteed
the discreteness of the modal expansion as well.
The modes and resonances were connected to the traditional
Mie theory in the case of spherical particles. This was
accomplished by proving that the boundary restrictions of the
multipole fields are eigenfunctions of the considered boundary
integral operator. We also showed that the general definition of
modes naturally reduced to the earlier quasistatic definitions
in the limit of zero frequency.
We presented illustrative examples for the sphere and
for nonspherical flat gold nanostructures. The resonance
frequencies were found to obey intuitive shifting and splitting
behaviors as the geometrical parameters were varied. The near
fields and radiation patterns of the corresponding modes at real
frequencies were presented and analyzed. The modes were
characterized as bright or dark modes and further classified as
plasmon or eddy current modes.
In conclusion, our theory provides a unifying framework
for the analysis of resonances as well as near and far fields
in scattering problems. The approach reveals the important
physics of scattering systems directly and can fundamentally
change the way these systems are optimized and understood.
The present paper has considered plasmonic systems as an
example of particular interest. However, the approach is
applicable to any material describable by complex permittivity
and permeability. Such materials are constantly emerging for
nanophotonic applications.
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ABSTRACT: We introduce an imaging technique based on second-harmonic
generation with cylindrical vector beams that is extremely sensitive to three-
dimensional orientation and nanoscale morphology of metal nano-objects. Our
experiments and second-harmonic ﬁeld calculations based on frequency-domain
boundary element method are in very good agreement. The technique provides
contrast for structural features that cannot be resolved by linear techniques or
conventional states of polarization and shows great potential for simple and cost-
eﬀective far-ﬁeld optical imaging in plasmonics.
KEYWORDS: Metal nano-object, second-harmonic generation, cylindrical vector beams, nonlinear microscopy,
boundary element method, plasmonics
The linear optical response of metal nano-objects is mostlygoverned by the lightning-rod eﬀect and localized surface
plasmon (LSP) resonances.1 The lightning-rod eﬀect arises
from the fact that the electric charges accumulate at the
geometrically sharp and pointed features of metal structures.
Such accumulation is primarily driven by the electric ﬁeld
polarized along the tip axis.2 On the other hand, the LSP
resonances arise from collective oscillations of electrons in the
nano-objects and are more sensitive to the excitation
wavelength. Furthermore, they depend on the properties of
the nano-objects, such as type of metal and geometry, and the
properties of the surrounding medium.1 In addition, they can
be controlled by particle interactions, for example, the
interparticle distance in an array,3 by the relative particle
orientation in dimers,4 and by Fano resonances.5−7
Imaging metal nano-objects poses a demanding task due to
their nanoscale dimensions. Scanning electron microscopy
(SEM) and atomic force microscopy (AFM) have been
typically used to directly inspect their morphology. Addition-
ally, electron energy-loss spectroscopy,8 cathodoluminescence,9
near-ﬁeld scanning optical microscopy,10 photoemission
electron microscopy,11 tip-enhanced photoluminescence12,13
and similar near-ﬁeld modalities14,15 have been applied to map
the distribution of LSPs and the resulting local-ﬁeld enhance-
ments. Although such techniques provide high-resolution
imaging, their implementation requires complicated instrumen-
tation. Alternatively, far-ﬁeld microscopy schemes exploiting
linear and nonlinear optical processes have been demonstrated.
The use of nonlinear optical processes has an advantage in
terms of resolution and provides additional sources of contrast
due to multiphoton interactions. Furthermore, these multi-
photon processes may even be ampliﬁed by the strong local
ﬁelds generated in the vicinity of metal nano-objects. Such
techniques have been demonstrated using two-photon excited
luminescence,16 nonlinear four-wave mixing,17 and harmonic
generation.18−23
Of the far-ﬁeld nonlinear techniques, second-harmonic
generation (SHG), which is the conversion of the incident
optical ﬁeld at frequency ω to the second-harmonic ﬁeld at
frequency 2ω, is the simplest and most common. In recent
years, SHG has been used to characterize various metal nano-
objects such as nanodots,24 L-shaped nanoparticles,25,26 T-
shaped nanodimers,27 split-ring resonators,28 G-shaped nano-
structures,29 twisted-cross nanodimers,30 and sharp tips.12,13,31
The main advantages of SHG lie in the added sensitivity toward
local fundamental ﬁelds due to the nonlinear interaction and in
its sensitivity to structural symmetry.1 Moreover, it has been
shown that subwavelength-sized deformations from ideal
structures can lead to undesired symmetry breakings and thus
aﬀect the overall nonlinear responses.19,32−37 This structural
sensitivity is very hard to achieve using other optical techniques.
Simultaneously, there has been growing interest in polar-
ization beam shaping particularly for doughnut-shaped
cylindrical vector beams (CVBs) with azimuthal (AP) and
radial polarizations (RP).38 When these beams are focused, the
intensity distributions of their transverse electric-ﬁeld compo-
nents preserve the doughnut-shaped intensity patterns and
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corresponding polarizations.1,39 However when all the electric-
ﬁeld components are considered, the RP beam focus exhibits a
Gaussian-like intensity distribution due to the presence of a
strong ﬁeld component along the optical axis, usually referred
to as longitudinal component.40 Although AP and RP beams
have been shown to be versatile orientation probes in far-ﬁeld
optical microscopy of single molecules,41 nanocrystals42,43 and
metal nanoparticles,44,45 these reports are mainly restricted to
the use of linear optical processes. On the other hand, SHG
microscopy using RP beams has been demonstrated for
orientation imaging of biological structures.46
In this Letter, we show that SHG with focused CVBs is
extremely sensitive to the three-dimensional (3D) orientation
and morphology of metal nano-objects. To verify this
technique, we image the SHG intensity distribution in
individual subwavelength-sized gold nanobumps and nano-
cones using focused AP and RP beams. To understand the
experimental SHG images, we provide SHG ﬁeld calculations
based on the frequency-domain boundary element method
(BEM). The technique is shown to provide contrast for
structural features that cannot be discriminated by linear
techniques or conventional states of polarization.
Arrays of gold nanobumps and nanocones with diﬀerent
particle-to-particle distances were fabricated on glass substrates
using ultraviolet-nanoimprint lithography (UV-NIL) combined
with electron-beam evaporation.31 The master template was
fabricated on a silicon wafer using electron-beam lithography.
The resulting patterns on the template were then transferred to
polydimethylsiloxane stamp. Next, a glass substrate was coated
with a 600 nm thick poly(methyl methacrylate) ﬁlm, a
germanium intermediate layer, and a UV-NIL resist layer
(Amonil, AMO GmbH). A mask aligner (EVG 620) using the
PDMS stamp was then used for nanoimprinting. Reactive ion
etching was used to form cylindrical hole patterns in the resist
exposing the substrate surface. Next, layers of titanium adhesion
(20 nm) and gold (100−400 nm) were deposited using an
electron-beam evaporator. Depending on the amount of the
gold used in the evaporation, nanobumps (height ∼ 100 nm) or
nanocones (height ∼ 300−400 nm) can be fabricated. Lastly,
lift-oﬀ was performed in Microposit Remover 1165 resist
stripper (Shipley Co.) with ultrasonic agitation. Shown in
Figure 1a is a SEM image of a region in the fabricated array of
gold nanobumps with a period of 2 μm. A SEM image of a
nanobump with a base diameter of 160 nm and a height of 80
nm is depicted in Figure 1b. The residual in-plane anisotropy of
the nanobump is used for sensitive 2D orientation imaging
using SHG with CVBs. On the other hand, a SEM image of a
nanocone with a base diameter of 150 nm, a height of 300 nm,
and a tip diameter of 20 nm is shown in Figure 1c. The
resulting conical geometry is used for 3D orientation imaging as
well as ﬁeld localization.
To characterize the nano-objects, we used a custom-built
stage-scanning SHG microscope operating in reﬂection. A
mode-locked femtosecond Nd:glass laser (wavelength 1060
nm, pulse length 200 fs, repetition rate 82 MHz) was used for
excitation. Upon polarization cleaning, collimation and
expansion, the output beam was directed to the back-aperture
of an inﬁnity-corrected (50×, 0.8 NA) and strain-free
microscope objective. The objective was used to focus the
beam onto the sample which is mounted on a three-axis
motorized translation stage. The reﬂected fundamental and
SHG signals were collected by the same objective and spectrally
discriminated by a dichroic mirror. To extract the backscattered
SHG signal, appropriate optical ﬁlters, a tube lens and a cooled
photomultiplier tube were used. The SHG origin of the signal
was veriﬁed before imaging by measuring the quadratic
dependence of the signal on the laser intensity. A bright-ﬁeld
imaging arm was also implemented to view the sample area of
interest. The 800 nm diameter of the beam focus permitted us
to collect signals from individual nanoparticles that are free
from coupling eﬀects due to indirect excitation of neighboring
particles.47 Moreover, the spot size used was always smaller
than the period of the imaged arrays. To achieve AP or RP laser
beams with high polarization purity, a radial polarization
converter (ARCoptix, S.A.) and a spatial ﬁlter in tandem before
the dichroic ﬁlter were used. Throughout the imaging
experiments, average power levels of less than 5 mW were
used. The power levels were veriﬁed to be below the damage
threshold of the samples by comparing the SEM images
acquired before and after SHG imaging.
To address the origin of the SHG response from the
nanobumps and nanocones, we performed surface SHG
modeling based on the frequency-domain BEM.48 Here, the
electromagnetic scattering problem was formulated by using
the Stratton−Chu integral operators and by enforcing the
interface conditions on the particle surface. To obtain
approximate solutions, the problem was discretized by using
the Method of Moments with Galerkin’s testing. The Rao−
Wilton−Glisson basis functions were chosen meaning that the
particle surface was described by a triangle mesh and the
representation of the tangential components of the electric and
magnetic ﬁelds on the surface was of ﬁrst order.
BEM allows a focused beam to be used as an excitation
source. Furthermore, the construction and factorization of the
dense system matrix, which are the most time-consuming parts
of the method, were done only once per beam scan image.
When the beam location was shifted, only the source vector
needed to be re-evaluated. Thus the measured beam scan
images could be simulated within reasonable computation
times. In the computations, the measured refractive index of
gold reported by Johnson and Christy was used.49 The
surrounding medium was taken to be vacuum and for
simplicity, the substrate was neglected. The far-ﬁeld optical
images for a nanobump and a nanocone with diﬀerent
Figure 1. (a) SEM image of an array of gold nanobumps on glass in
top view. Close-up SEM images of the (b) gold nanobump in the
boxed region in panel a and (c) a gold nanocone in oblique view.
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morphologies were calculated at the fundamental and second-
harmonic frequencies. The signal was collected in reﬂection as
the beam was scanned over a 1.5 × 1.5 μm2 sized area centered
on the particle. The NA was set to 0.8 and the ﬁlling factor was
set to 1. To qualitatively represent an ideal particle, the
dimensions of the nanobump and nanocone triangle meshes
were deduced from the SEM and AFM measurements.
For comparison, we also acquired SHG images of the array
depicted in Figure 1a using a linearly polarized (LP) beam
(Figure 2a). At the location of the nanobumps, single bright
spots are seen, which are associated with the excitation of LSPs
that oscillate at the plane of the nanobump base. These in-plane
LSP oscillations are induced by the transverse ﬁeld components
of the focused LP beam, which is dominantly polarized along
the polarization direction of the unfocused beam. Although the
observed variations of the SHG intensity levels can indicate
possible anisotropy due to the noncircular base, it is diﬃcult to
distinguish the direction of in-plane anisotropy of the individual
nanobumps based on a single image using a LP beam.
Conventionally, the in-plane orientation of an anisotropic nano-
object, for example, a nanorod, can be inferred from several
images acquired by varying the polarization direction of the LP
beam with the additional costs in measurement time and image
processing.
Shown in Figures 2b and 2c are the SHG images of the same
region using focused AP and RP beams. At the exact location of
the nanobumps, dark spots were observed due to the lack of
exciting transverse ﬁeld components of the focused beams. In
addition, the absence of SHG intensities at the exact location of
the nanobumps using the focused RP beam implied that the
excited out-of-plane LSP oscillations did not lead to signiﬁcant
SHG at the chosen excitation wavelength, due to the bluntness
of the tips of the nanobumps resulting in small and relatively
weak local-ﬁeld enhancements. This is in contrast with conical
structures with sharp tips, where the longitudinal ﬁeld
component of the focused RP beam couples strongly with
the tip axis.2 Thus, doughnut-shaped intensity patterns which
surround the dark spots are expected when an ideal nanobump
is imaged by focused CVBs. However, for AP excitation, we
also observed doughnut-shaped intensity patterns with two
enhanced lobes that surround the dark spot. Similar patterns
rotated by 90° were evident in the SHG images using the RP
beam. We associated these patterns with possible in-plane
anisotropy of the nanobump base.
We then calculated the SHG far-ﬁeld images for an ideal
nanobump and nanobumps with varied morphologies under
focused LP, AP and RP beams (Figures 2d−i). For the ideal
nanobump (Figure 2d), a height of 80 nm and a circular base
with diameter of 160 nm was chosen corresponding to an
average fabricated nanobump. For the defective nanobump
cases, we considered nanobumps with an asymmetric base
(Figure 2e) and nanobumps with a small defect at diﬀerent
conﬁgurations (Figures 2f−i). For the nanobump with
asymmetric base, a height of 80 nm and an ellipsoidal base
with a length ratio of 1.1 of the major (176 nm) and minor axes
(160 nm) was selected. For the nanobump with a small defect,
a small bump positioned at one side of the ideal nanobump was
used (Figure 2f). To demonstrate the eﬀect of defect size, an
additional nanobump case with a large bump (Figure 2g) defect
was used. To examine the role of multiple sources of anisotropy
that contribute to symmetry breaking, two nanobumps with
two small and same-sized defects that are locally positioned at
the base of the nanobump were used. Both of these nanobumps
exhibit a small bump positioned at one side of the ideal
nanobump along the y-axis and diﬀer only in the position of the
second small bump. Here, we only considered the cases where
the symmetry planes diﬀer by 22.5° with respect to the z-axis
(Figures 2h and 2i).
The diﬀerent nanobump cases are distinguished poorly by a
focused LP beam with strong polarizations along the x- and y-
axes. Although the use of a focused LP beam with strong
polarization along the y-axis changed slightly the maximum
intensity values and Gaussian-like images, a single SHG image
using a focused LP beam is not suﬃcient to discriminate ideal
and defective nanobumps. Moreover with LP, the ellipticity of
the image is in the range of 0−19%, where the actual value will
be diﬃcult to distinguish in practice.
Under focused CVBs however, the ideal and defective
nanobumps are clearly discriminated. The SHG images of an
Figure 2. Experimental SHG images of gold nanobumps using focused
(a) LP, (b) AP, and (c) RP beams. Calculated far-ﬁeld SHG images of
an (d) ideal nanobump, (e) nanobump with asymmetric base, and (f−
i) nanobumps with a bump defect at diﬀerent conﬁgurations using
focused LP along x, LP along y, AP, and RP beams. The calculated
images are normalized to the incident beam amplitude and their
maximum intensity values (au) are shown. The diﬀerent triangle
meshes used in the calculations are also shown.
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ideal nanobump resemble perfect doughnut-shaped patterns
(Figure 2d) as expected from the radial symmetry of the CVBs
and the highly symmetric nanobump. Moreover due to
nonlinear eﬀects, the SHG images appeared to have narrower
line widths than the scattering images obtained at the
fundamental wavelength (Supporting Information).18 On the
other hand, the SHG images of the defective nanobumps
(Figures 2e−i) corresponded to asymmetric and distorted
doughnut-shaped images, which can be correlated with the
properties and location of the defect.
When a nanobump with asymmetric base with a major axis
along the y-axis (Figure 2e) is considered, the AP and RP
beams resulted in diﬀerent images, which indicated the
presence of in-plane anisotropy at the nanobump base along
the y-axis. Furthermore due to the radial symmetry of the
CVBs, it is expected that a nanobump with asymmetric base
with a major axis along the x-axis results in similar SHG images
that are perpendicular to the previous case (Supporting
Information). For an asymmetric nanobump imaged by AP
(RP) beam, the line segment connecting the two enhanced
lobes in the doughnut-shaped SHG image was found to be
oriented perpendicular (parallel) to its longer axis. Similar
images were observed for a highly anisotropic structure as
exempliﬁed by a nanorod with an in-plane aspect ratio of 2
(Supporting Information). Analogously for a metal nanorod
imaged by a focused AP (RP) beam under linear excitation, the
line segment connecting the two intensity lobes was found to
be oriented perpendicular (parallel) to its longer axis.44,45
Although low degrees of in-plane asymmetry can be also seen
under linear scattering with CVBs (Supporting Information),
the inherent properties of SHG with CVBs can provide more
sensitivity for microscopy as we will show in the following
discussions.
When a nanobump with a small bump positioned at one side
of the ideal nanobump along the y-axis was considered (Figure
2f), the AP and RP beams yielded very distinctive SHG images
agreeing well with the SHG experiment. Similarly, due to the
radial symmetry of the CVBs, a nanobump with a small bump
positioned along the x-axis produced asymmetric doughnut-
shaped SHG images rotated by 90° (Supporting Information).
Again, the line segment connecting the two enhanced lobes in
the doughnut-shaped SHG images using the AP (RP) beam
indicated the shorter (longer) axis of the nanobump. Moreover,
the unequal intensities of the enhanced lobes indicated the
presence of a clear defect at the nanobump base, which
modiﬁed the expected SHG signals. We further note that the
asymmetries in the enhanced lobes are aﬀected by the size of
the bump defect. At the extreme case where the bump defect is
as large as the original bump (Figure 2g), the SHG images
would resemble the response of an asymmetric nanoparticle
similar to a rod.
At this point, we emphasize that other kinds of shape
variations and defects in the nanobumps can cause additional
deviations from the expected SHG patterns due to the shifts in
the LSP resonances (Figures 2h and 2i). However, based on
these results, nanobumps with the considered morphologies
can be well resolved by SHG microscopy with CVBs. Such
capability will be essentially impossible to achieve without
introducing nonlinearity in the excitation scheme with CVBs
(Supporting Information).
Next, we imaged nanocones using SHG microscopy. The
SHG images of the nanocone in Figure 1c using AP and RP
beams are shown in Figures 3a and 3b, respectively. The SHG
image of the nanocone using the AP beam resulted in a
doughnut-shaped intensity pattern. The slight asymmetry of the
SHG pattern was attributed to anisotropy and defects at the
nanocone base. On the other hand, the SHG image using the
RP beam gave rise to a Gaussian-like image centered at the
location of the nanocone. The SHG signals are associated with
the excitation of LSPs along the cone axis further strengthened
by the lightning-rod eﬀect. The experimental SHG images
agreed well with the calculated SHG images (Figures 3d and
3e). In the calculations, a triangle mesh for an ideal nanocone
with a height of 300 nm, a tip diameter of 20 nm and a circular
base with diameter of 150 nm was used. Additionally, we note
that the cone functions as a probe of the ﬁelds polarized along
the cone axis and the resulting image distribution arises from
the SHG signal of an eﬀective dipole oriented along the cone
axis as veriﬁed previously.21
We then tested the sensitivity of the imaging technique to
nanocones with diﬀerent orientation and morphology (Sup-
porting Information). Shown in Figure 4a is a SEM image of an
array of nanocones with a period of 2 μm with labels that
indicate representative cases of normal (C2, C3, C4, C5, and
C7) and bent nanocones (C1 and C6). SHG microscopy
images of the chosen region using AP and RP beams are
depicted in Figures 4d and 4e, respectively. Focusing an AP
beam led to doughnut-shaped intensity patterns surrounding
the nanocones (Figure 4d). As noted earlier, the asymmetry in
the doughnut-shaped patterns using an AP beam indicates in-
plane anisotropy of the nanocone base. Furthermore, the
variation in the collected signals suggests the inﬂuence of the
SHG response that arises from the coupling of the transverse
ﬁeld components of the AP focus to other sources of in-plane
anisotropy such as bent tips as seen in the SHG images of the
bent nanocones.
Figure 3. Experimental SHG images of a gold nanocone in Figure 1c
using focused (a) AP and (b) RP beams. The triangle mesh used for
the ideal nanocone is shown in (c). Calculated far-ﬁeld SHG images of
an ideal nanocone using focused (d) AP and (e) RP beams. The
calculated images are separately normalized to the incident beam
amplitude and their maximum intensity values (au) are shown.
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On the other hand, focusing a RP beam resulted in varying
SHG intensity patterns (Figure 4e). As discussed earlier,
nonvanishing intensities at the exact location of the nanocones
are observed due to the excitation of LSPs along the nanocone
axis. However, the observed variation in the SHG intensities
indicates possible shifts in the LSPs of the individual nanocones
due to diﬀerences in height (Supporting Information). Upon
veriﬁcation using AFM, the heights of nanocones C1, C2, C3,
C4, C5, C6, and C7 were found to be 206, 452, 302, 426, 360,
235, and 352 nm, respectively. Furthermore, the collected
signals may be inﬂuenced by diﬀerences in tip sharpness,
presence of defects near the tips, and in-plane anisotropy of the
nanocones that distort the expected SHG images. In addition,
the SHG signals from the bent nanocones under a RP focus
were found to be stronger than the other cones (∼1 order of
magnitude), suggesting the excitation of polarization dependent
resonances of the bent cones under inhomogeneous ﬁeld
distributions (Supporting Information).
In order to provide understanding of the results in Figures 4d
and 4e, we simulated the SHG responses from a bent
nanocone. We used the nanocone model with the height of
300 nm and a slightly larger tip diameter (∼40 nm) that is
deformed in the x-direction. By considering the case of such
lowered symmetry, we predict the occurrence of polarization
dependent resonances, not present in the ideal cone
(Supporting Information). The calculated SHG image of the
bent nanocone using the AP beam yielded two asymmetric
lobes due to coupling of the transverse ﬁelds with the LSPs of
the bent nanocone and agreed well with experiment (Figure
4g). The calculated SHG image using the RP beam, on the
other hand, resulted in an asymmetric Gaussian-shaped image
(Figure 4h) where the hotspot is locally shifted away from the
bent tip and agreed well with the experiment. The
inhomogeneous ﬁeld distribution of a focused RP beam is
expected to be more sensitive to the location and features of the
bent nanocone than the transverse ﬁeld distribution of a
focused AP beam. Thus depending on the morphology and
location of the bent nanocones under the RP beam focus,
polarization-dependent LSP oscillations that contribute to the
overall SHG response are excited (Supporting Information).
Nevertheless, we emphasize that the imaging technique is very
sensitive to the 3D orientation and morphology of the metal
nano-objects. Generally, by comparing the simulated scattering
images of the nanocone at the fundamental and second-
harmonic wavelengths, we see that the latter ones have more
contrast to them (Supporting Information). Therefore, the
technique provides contrast for structural features that cannot
be resolved by linear techniques or conventional states of
polarization.
In conclusion, we have demonstrated an imaging technique
that is extremely sensitive to the 3D orientation and
morphology of individual metal nano-objects. Our method is
based on SHG microscopy using CVBs. We correlated our
SHG experiments with SEM images and performed second-
harmonic ﬁeld calculations based on frequency-domain BEM.
The experimental results agree well with calculations. Our
technique allows precise characterization of individual nano-
objects in the far-ﬁeld, which provides an alternative to
complicated near-ﬁeld approaches. In addition, we emphasize
that independent of the quantitative analysis the real value of
our experimental technique arises from the fact that its
qualitative properties provide information that is not available
from alternative techniques. Furthermore, the technique opens
additional avenues for subwavelength ﬁeld shaping in the
vicinity of plasmonic nanostructures50 and furthers optimiza-
tion of fabrication models and nanoparticle architectures with
distinct and tailorable plasmonic properties.25
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ABSTRACT: We demonstrate that optical second-harmonic
generation (SHG) from arrays of noncentrosymmetric gold
nanoparticles depends essentially on particle geometry. We
prepare nanoparticles with diﬀerent geometrical shapes (L and
T) but similar wavelengths for the polarization-dependent
plasmon resonances. In contrast to recent interpretations
emphasizing resonances at the fundamental frequency, the T
shape leads to stronger SHG when only one, instead of both,
polarization component of the fundamental ﬁeld is resonant.
This is explained by the character of plasmon oscillations
supported by the two shapes. Our numerical simulations for
both linear and second-order responses display unprecedented agreement with measurements.
KEYWORDS: Metal nanoparticles, nonlinear optics, second-harmonic generation, plasmonic resonances
The interaction of light with metal nanoparticles can bedescribed in terms of collective oscillations of conduction
electrons, giving rise to localized surface plasmon resonances
(LSPRs).1 The properties of LSPRs can be tuned widely by
changing the size, shape, and dielectric environment of the
particles.2 When the particles are arranged in arrays, the overall
response is also aﬀected by the coupling between the individual
particles.3−6
An important consequence of LSPRs is the strong enhance-
ment of the local electromagnetic ﬁelds (“hot spots”), which
can boost nonlinear optical eﬀects in nanostructures.7,8 One of
the nonlinear eﬀects that can be enhanced is second-harmonic
generation (SHG), which converts two photons at a
fundamental frequency into one photon at the doubled
frequency. As an even-order nonlinear process, SHG is limited
by the noncentrosymmetry requirement of the material
structure. This condition is most convenient to achieve with
structures that look noncentrosymmetric even when viewed at
normal incidence. The samples can then be investigated at
normal incidence, such that the incoming and outgoing optical
ﬁelds have components mostly in the sample plane. This
ensures that the ﬁelds would not couple to the (traditional)
surface nonlinearity of, for example, a bare sample substrate,
which has a strong out-of-plane character. In consequence, the
nonlinear responses must arise from the designed symmetry of
the nanostructure.
A large variety of noncentrosymmetric metal nanostructures
have been investigated by SHG during the past decade,
including L-shaped,9,10 T-shaped,11 and G-shaped12−14 par-
ticles, split-ring resonators (SRRs),15 dimers,16,17 oligomers,18
nanocups,19 or even more complicated shapes.20 The
importance of LSPRs at the fundamental20−24 and/or second-
harmonic frequency20,22−24 has also been emphasized. The
strong nonlinear response requires a LSPR at the fundamental
frequency,22 yet it is possible to use resonances at multiple
wavelengths.23 However, the resonance at the second-harmonic
frequency has also been considered to be a loss mechanism, at
least for the case of gold SRRs.22
Importantly, the strong local ﬁelds associated with plasmon
resonances cannot overcome the noncentrosymmetry require-
ment. This is particularly evident for nanodimers separated by a
nanogap. Nanogaps can give rise to very strong local ﬁelds,
nevertheless, centrosymmetric dimers suppress SHG very
eﬃciently.25 In addition, the relation between plasmon
resonances, particle symmetry, and associated local-ﬁeld
distributions can be very complicated.26 Symmetry breaking is
also essentially a qualitative concept. It is therefore a completely
open question how the geometry of various noncentrosym-
metric shapes and their plasmon resonances aﬀect the second-
order nonlinear response and how this response can be most
eﬃciently utilized.
In this Letter, we investigate this crucial question by using
arrays of noncentrosymmetric nanoparticles of diﬀerent
geometrical shapes and show that their SHG response cannot
be understood only in terms of resonance eﬀects. Instead, the
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directions of plasmon oscillations supported by the particle
geometry and associated local-ﬁeld distributions play an
essential role. In order to show this, we prepare arrays with
L- and T-shaped particles, both having at least one resonance
close to the fundamental wavelength. In contrast to earlier
interpretations, we ﬁnd that the strongest SHG responses are
not necessarily associated with optimizing the resonances for
the fundamental ﬁeld. In some cases, the resonance conditions
need to be compromised in order to obtain a favorable coupling
of the plasmonic oscillations to the second-order response.
Our samples consist of arrays of 20 nm thick gold
nanoparticles fabricated by standard electron-beam lithography
and lift-oﬀ techniques. As a substrate, we use a 0.5 mm thick
fused silica plate coated with 4 nm thick chromium adhesion
layer. The particles are covered by a 20 nm thick protective
layer of fused silica. We choose particles of diﬀerent
noncentrosymmetric geometries (L- and T-shapes) that have
strongly dichroic resonances for light polarized along the x- and
y-axes as deﬁned in Figure 1. The particles are arranged in
square arrays of 500 nm period. The reference sample (sample
L) consists of the L-shaped nanoparticles with symmetric arms
of width 120 nm and length 260 nm (Figure 1a).6,10 The T-
shaped particles (samples T_b and T_s) have the upper
horizontal section of the same geometry, width 120 nm and
length 250 nm, but the lower vertical section is diﬀerent. It is
either 120 nm wide and 210 nm long in the case of sample T_b
(Figure 1b) or 100 nm wide and 70 nm long in the case of
sample T_s (Figure 1c). Such geometries result in either x- or
y-polarized resonances or both to be near the wavelength of the
laser used in our SHG experiments (1060 nm).
The linear spectra of the samples were determined by
measuring their extinction at normal incidence for x and y
polarizations (Figure 2). Light from a halogen bulb was coupled
to an optical ﬁber and then collimated using a microscope
objective and pinhole in front of the sample. The light after the
sample was focused to another ﬁber with a lens and directed to
a spectrometer (Avantes AvaSpec-2048 for visible and Avantes
NIR256 for infrared spectral range).
Sample L exhibits resonances for x- and y-polarized light at
the wavelengths of 1494 and 1023 nm, respectively. The latter
resonance is thus close to the fundamental wavelength of the
SHG experiments (1060 nm). Sample T_b also has spectrally
well-separated resonances. The x-polarized resonance at 1096
nm is now near the fundamental wavelength, but the y-
polarized resonance is at a longer wavelength (1611 nm). For
sample T_s, both resonances are near the fundamental
wavelength, the resonance wavelengths being 1105 nm for x-
and 1023 nm for y-polarization. The resonances closest to the
laser wavelength do diﬀer somewhat in their strength. However,
the laser wavelength is within one-half line width from the line
center for each case. All samples have additional resonances at
around 760 nm that are related to plasmon oscillations along
the width of the arms (L)27 or sections (T_b, T_s) and to
higher order modes.
The SHG measurements were performed in transmission at
normal incidence using an Nd:glass laser (200 fs pulses at 1060
nm wavelength, average output power 150 mW, 82 MHz) as a
source of fundamental light. The laser beam was weakly focused
and its polarization was cleaned with a high-quality Glan
polarizer. A half-wave plate was used to change the linear input
polarization, while the analyzer in front of the detector allowed
only one selected polarization component of the second-
harmonic ﬁeld to be detected.
The symmetry group of all samples is C1v, which allows
nonvanishing SHG signals for the in-plane components yyy,
yxx, and xxy = xyx of the nonlinear response tensor,28 which
describes the eﬀective nonlinearity of the whole sample. Here,
the ﬁrst letter refers to the polarization of SHG radiation and
the two last letters describe the polarization of the fundamental
ﬁeld. The forbidden tensor components, for example, xxx and
xyy, are very low as are the SHG signals related to them, also
indicating high quality of the samples.10 Note that for the case
of mixed input polarizations, the allowed tensor components
yyy and yxx, which can be determined individually by using y-
or x-polarized input light, respectively, give rise to y-polarized
signals. However, the mixed input polarizations are only used to
access the tensor component xxy = xyx by detecting x-polarized
light.
The results for SHG measurement are summarized in Figure
3. SHG from arrays of L-shaped gold nanoparticles has been
previously studied,10 thus such a sample is a well-understood
reference for the present work. Consequently, the SHG signals
in Figure 3 were normalized to the dominant tensor
component yyy of sample L, for which the polarization of the
Figure 1. Design and scanning electron microscopy images of (a)
sample L, (b) sample T_b, and (c) sample T_s. The coordinate
systems, dimensions, and scale bar are also shown.
Figure 2. Polarized extinction spectra of (a) sample L, (b) sample
T_b, and (c) sample T_s. The solid lines denote measured spectra and
dashed lines the calculated ones. The fundamental wavelength of our
laser (1060 nm) is marked as vertical dash-dotted line. Coordinate
systems and particle geometries are shown as insets.
Figure 3. (a) Measured and (b) calculated from the near ﬁeld
distribution, SHG signals from studied samples normalized to yyy
component of sample L.
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fundamental wavelength (y) is resonant. We thus have a double
resonance at the fundamental wavelength in the sense that both
ﬁeld components corresponding to the two last indices of the
tensor component are resonant. When the incident polarization
is nonresonant (x), the allowed component (yxx) is very weak.
The component with mixed input polarizations (xxy = xyx, one
resonant and one nonresonant), however, is even weaker
(Figure 3) as observed also in earlier studies.6 This result
already deviates from the expectation that the resonance
characteristics can be used to explain the SHG responses of
metal nanostructures.
For sample T_b, the y-polarized fundamental wavelength is
nonresonant and the allowed component yyy is weak. The
allowed, doubly resonant component yxx is expected to have
strong SHG signal if only resonance characteristics and
symmetry rules are considered, but this component is weak
as well. On the other hand, the fundamental ﬁeld containing
both x and y components (xxy = xyx) gives rise to the only
strong SHG signal for sample T_b.
The incident ﬁeld of sample T_s is always resonant since the
x- and y-polarized resonances are close to the wavelength of our
laser (see Figure 2c). Hence, all the allowed components are
expected to yield strong SHG signals on the basis of resonance
considerations. However, only the components xxy = xyx and
yyy have strong SHG signals, and these signals are exceptionally
strong. The component yxx, which is also allowed, however, has
a much weaker SHG signal.
At ﬁrst sight, these results are surprising, because they do not
agree with the expectation that plasmonic resonances at the
fundamental frequency are beneﬁcial for the nonlinear
responses.22 Focusing solely on resonances, however, neglects
an additional important factor that the total SHG response of a
particle is obtained by integrating the local response over the
particle shape. In consequence, the local-ﬁeld distributions play
an important, yet subtle, role in determining the integrated
response. In order to understand the second-harmonic
responses from our samples, we model their extinction spectra,
SHG local ﬁelds and far-ﬁeld SHG signals using the boundary
element method (BEM)29−38 where we also take into account
the periodicity and the substrate.
So as to replicate experimental conditions in the calculations
as well as possible, we used the outlines of the particles from
the SEM images instead of the ideal shapes to model the
geometry. The comparison in Figure 2 between the extinction
spectra shows very good quantitative agreement between the
measured and simulated results, which is essential for the
reliable simulation of the SHG measurements (Figure 3b).
We simulated the SHG from the structures by considering
only the dominant susceptibility component χnnn of the local
response of the metal−air interfaces, where n is the direction of
the local surface normal.16,39,40 The generated SHG near ﬁelds
were calculated on a plane 15 nm from the particle toward the
detector. This allows us to intuitively study how the observed
overall SHG signals are built up from the local responses.
According to the Rayleigh−Sommerfeld diﬀraction theory
∫= | | =S E dS i x y z, , ,i i 2
where Si is the far-ﬁeld signal for the ﬁeld component i, Ei is the
respective second-harmonic ﬁeld component, and the integra-
tion is over the plane of Figure 4. We used this equation to
arrive at the signals shown in Figure 3b once the near ﬁelds had
been obtained from the BEM modeling.
This equation also shows that even strong local responses
cancel in the total signal if they produce out-of-phase SHG
wavelets in the far-ﬁeld.25 This occurs when equal hot spots are
obtained on symmetrically opposite sides of the particle, where
the local surface normals point in opposite directions, and one
is interested in the total signal polarized in the direction of this
particular surface normal.
Our calculations were performed for the fundamental
wavelength of the laser used in the experiment, which is 1060
nm. Note that the results for the overall SHG signals (Figure
3b) exhibit essentially quantitative agreement between the
Figure 4. x- and y-polarization components of the near ﬁelds at the second-harmonic wavelength calculated at a plane 15 nm after the gold
nanoparticles. The shown quantity corresponds to the real part of the ﬁeld at a moment when the real part of the strongest spot is maximum. Sample
L (top row), sample T_b (middle row), and sample T_s (bottom row) for x-polarized, y-polarized, and x + y polarized input beam at the
fundamental wavelength, respectively. The numbers in the right upper corners show the maximum ﬁeld amplitudes normalized to that for the yyy
component of L. The input polarizations are indicated above the ﬁgures and the calculated SHG components are shown in the left upper corners.
The labels in the right bottom corner show the tensor components that contribute to each panel. The near ﬁelds related to allowed tensor
components are framed with thick blue, red, and green lines, where the colors represent the colors of SHG signals from Figure 3 (and Figure S2 in
Supporting Information).
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experiment and theory for all the samples investigated. The
minor diﬀerences can be attributed to small deviations in the
exact wavelengths and strengths of the plasmon resonances
between experiment and modeling. Particularly, such diﬀer-
ences can aﬀect the results in the case of sample T_s, where
both resonances are close to each other and to the fundamental
wavelength. To conﬁrm this, we repeated the calculations for
the wavelength 1068 nm where the simulated relative optical
densities for the two resonances match better with those for the
1060 nm in the experiment (Supporting Information, Figure
S1). The agreement between the experiment and calculations is
then even higher (Supporting Information, Figure S2).
The calculated SHG near ﬁelds (Figure 4) provide a simple
physical interpretation of how the near ﬁelds add up in the
measured overall signals. The salient features of this approach
are easiest to understand by considering the xxx component,
which is forbidden by symmetry for all samples. Although the x-
polarized SHG near ﬁelds are strong for the two T particles,
they are out-of-phase at the left and right ends of the horizontal
section, thus interfering destructively in the measured far-ﬁeld
signal.41
For sample L, the x-polarized input ﬁeld is nonresonant and
the hot spots are weak, giving rise to weak SHG signals (yxx
component of L in Figure 4). The y-polarized input ﬁeld,
oscillating along the arms of the L, results in hot spots at the
end of the arms and at the corner of the L. The y-component of
the latter hot spot (red) is by far the strongest, whereas the out-
of-phase parts (blue) remain weak, thus leading to strong y-
polarized SHG radiation (yyy component of L in Figure 4).
When the input ﬁeld is polarized along one of the arms (x + y
incidence of L), the hot spots reproduce those for the y-
polarized input, because only this input component is resonant.
However, the x-components of these hot spots have essentially
symmetric out-of-phase parts, which give rise to only very weak
over component xxy = xyx, as also evident in Figure 3.
The speciﬁc particle geometry of sample T_b and x-polarized
input ﬁeld leads to plasmon oscillations mainly along the
horizontal section. This gives rise to strong hot spots at the
ends of the section. However, the y-polarized near ﬁelds have
approximately equal in-phase and out-of-phase parts, thus
suppressing the measured overall SHG signal from component
yxx. We emphasize that this suppression occurs even though
the x-polarized input is resonant and the component is allowed.
The oscillations caused by y-polarized input ﬁeld, which is
nonresonant, result only in weak hot spots at the ends
(corners) of the horizontal section. Consequently, the overall
SHG signal remains weak for the yyy component of sample
T_b (Figure 3). The mixed input polarization x + y supports
asymmetry of hot spots across the total shape of the particle.
Although only the x-component of the input ﬁeld is resonant,
the strong asymmetry of the x-polarized local ﬁeld gives rise to
a reasonably strong overall signal for tensor component xxy =
xyx. Importantly, this signal is much stronger than that from the
doubly resonant yxx component.
The particle shape of sample T_s is similar to that of sample
T_b. The main diﬀerence is in the vertical section, which is
now replaced by a shorter and narrower one. Such a change
tunes the y-polarized resonance to a shorter wavelength, so that
both input polarizations are near-resonant. The x-polarized
resonance is almost at the same wavelength as for sample T_b
and the optical density levels are comparable. Such similarity
leads to analogous result for yxx component of sample T_s,
which is weak due to the cancellation of the SHG ﬁelds. For y-
polarized input ﬁeld, very strong hot spots appear at the bottom
part of the vertical section. The y-polarized hot spot is highly
asymmetric in y-direction, which leads to a strong signal from
component yyy. As a result, the yyy SHG signal from sample
T_s is twice as strong as from sample L (Figure 3). Similarly to
sample T_b, the input ﬁeld polarized in x + y direction causes
strong asymmetry of hot spots across the entire particle (Figure
4). In this case, both input polarizations are resonant and the
ﬁelds couple favorably with component xxy = xyx, which also
leads to twice as strong SHG signal as the dominant signal from
sample L. Note also that, compared to the amount of nonlinear
material used, sample T_s is about a factor of 2.5 more eﬃcient
nonlinear generator than sample L.
The above analysis shows that although L- and T-shaped
nanoparticles belong to the same symmetry group and have at
least one of the resonances near the fundamental wavelength,
the second-harmonic responses from such structures are quite
diﬀerent. In fact, the behavior of the T-shaped nanoparticles is
rather peculiar. When illuminated with x-polarized light, the
SHG signals from relatively strong hot spots cancel, leading to a
weak total signal. In other words, this geometry is not favorable
for cross coupling between oscillations in the x- and y-
directions, which would be required for the allowed SHG signal
represented by component yxx. This occurs because the T-
geometry allows a direct oscillation along its horizontal section.
In this respect, the T-particles behave for x polarization very
similarly as a plain horizontal bar for which SHG is forbidden
by symmetry. Consequently, the existence of a resonance at the
fundamental wavelength brings no beneﬁt for the generation of
a strong SHG signal. Interesting is also the strong x-polarized
SHG generated by x + y-polarized input ﬁeld. Some of the
local-ﬁeld components in this case are weaker than under
doubly resonant conditions. However, the loss in the strength
of the ﬁeld components is more than compensated by the
asymmetry of hot spots, which leads to better optimization of
the local-ﬁeld distributions in the nanostructure. The latter case
can be also associated with rotation of polarization in SHG,
which is possible for samples of certain symmetry.42 Our T_s
particles do not deviate very much from triangles, which belong
to the symmetry group D3. Similarly to the results reported by
Konishi et al., T_s is able to rotate incident polarization by 45°
in SHG.
In conclusion, we have shown that particle geometry
combined with the polarization of the incident ﬁeld play
crucial roles in second-harmonic generation from arrays of
metal nanoparticles. The nonlinear response can therefore not
be explained simply by plasmonic resonance enhancement of
either fundamental or second-harmonic ﬁelds, especially when
particles of diﬀerent geometry are compared. In the present
work, the most striking result is the symmetry allowed yxx
component of T-shaped samples. On the basis of resonances
and overall symmetry rules only, the SHG signal should be high
due to the fact that the fundamental x-polarization is resonant
and the hot spots of the local ﬁeld are strong. However, the
geometry of the particle leads to cancellation of the strong local
signals from the hot spots and thus the overall SHG signal from
yxx is weak. On the other hand, a weaker ﬁeld with only one
resonant component is suﬃcient to yield a strong SHG signal.
The geometry of the particles therefore supersedes the resonant
eﬀects. This issue needs to be carefully considered when new
types of nanostructures are designed for strong nonlinear
optical responses. In order to obtain eﬃcient strong nonlinear
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response, the geometry of nanostructures needs to be designed
to support plasmon resonances and optimized local ﬁelds.
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