D IGITAL
MAMMOGRAPHY HAS EVOLVED into a viable and clinically applied technique for breast cancer detection. 1, 2 Technological developments in digital mammography are the direct result of recent advances in solid-state flat-panel detector technology and computational methods. 2 Large-area highresolution X-ray detectors are likely to generate critical data storage and management needs for clinical image data. Furthermore, the evolution of limited-angle tomography 3, 4 and computed tomography for digital mammography 5, 6 would demand enormous storage and data transmission needs, making data compression a critical factor to the successful clinical implementation of these burgeoning technologies. In addition, the growth in teleradiology and picture archiving and communications systems (PACS) is likely to create a need for data in a form that is suitable for transmission across networks. In recent years, a variety of compression techniques has been investigated for medical image compression to enable compact data storage and transmission without significant loss in diagnostic information content. [7] [8] [9] [10] Recently, the JPEG 2000 compression standard was introduced and is actively being pursued as a viable technique for medical image compression. [11] [12] [13] [14] This compression standard utilizes the discrete wavelet transform (DWT) 15 and differs from the discrete cosine transform (DCT)-based JPEG compression technique. The DWT technique used in JPEG 2000 is a full-frame transform that can be applied to an entire image. The standards set for JPEG 2000 provides a number of favorable features such as lossy to lossless compression within a single bit stream, improved compression efficiency, multiple-image resolution, progressive decoding, region of interest coding, and error tolerance. 9, 12 The wavelet transform in JPEG 2000 decomposes the image data based on scale or resolution. By using recursive low-pass and high-pass digital filter techniques, images with lower resolution (sub-bands) are generated. 9, 12 Compression can be achieved by suitably quantizing and coding the sub-bands as permitted by the JPEG 2000 standard. The flexible ordering of bit streams in JPEG 2000 enables multiresolution decoding, file size selection, signal-to-noise ratio, progressive decoding, and visual weighting of subband coefficients. 9, 12 From a visual standpoint, the overlapping basis functions in JPEG 2000 tend to produce smooth artifacts, unlike the blocklike artifacts produced by JPEG.
12 However, the impact of compression on diagnostic information content is still an active area of research.
In physical evaluations of imaging systems, observer-independent metrics, such as the modulation transfer function (MTF) and detective quantum efficiency (DQE), are commonly used. Although such metrics describe the physical characteristics, they do not provide a description of the visual or perceptual information content of the images. On the other hand, imaging characteristics have been analyzed by investigators using contrast-detail (CD) methodologies [16] [17] [18] [19] that provide useful insights into the image quality aspects of an imaging system. Contrast-detail performance is also a widely used quality control tool to assess clinical imaging systems. An important factor that motivates CD analysis is that it encompasses the observer or the ''end user'' as part of the imaging chain, which is critical if an imaging system is either used or is intended for clinical imaging. 19 In this investigation the impact of JPEG 2000 image compression in mammography was studied using a phantom-based methodology. The CD characteristics of uncompressed and JPEG 2000 compressed images were used as a metric to compare the impact of image compression. This study was designed based on an alternative forced choice (AFC) paradigm with human observers evaluating pre-and postcompression images. Psychophysical detection data from the observers were fitted to a mathematical model from which the CD characteristics were obtained.
MATERIALS AND METHODS

Digital Mammography System Description
A clinical full-field digital mammography system (Senographe 2000D, GE Medical Systems, Milwaukee, WI) was used to acquire the images for this study. The system comprises a columnar cesium iodide (CsI) scintillator coupled to an amorphous silicon (a-Si:H) photodiode array with a pixel pitch of 100 lm providing a field of view of approximately 19 · 23 cm. The system is capable of operating in three different autoexposure modes that can be selected based on the preference for either lower dose or higher contrast. The digital mammography system stores images in two formats, raw and processed.
Contrast-Detail Phantom
A commercially available contrast-detail phantom (CDMAM, Nuclear Associates, NY) was used as the test object in this study. The phantom consists of a thin aluminum base that contains circular gold disks that are logarithmically sized from 0.10 to 3.2 mm in diameter and from 0.05 to 1.6 lm in thicknesss. 20 A later version of this phantom has been described in Veldkamp et al. 20 The disks are arranged in a matrix of squares such that within each square one disk is centrally placed and an additional disk is randomly placed at one of the four corners. Within each square, both the central and corner disks have the same diameter and thickness. However, along a row of squares, the disk thickness is constant while logarithmically varying in diameter, and along a column, the diameter remains constant while the thickness varies logarithmically. For the purpose of this study, additional acrylic was added to bring the total thickness of the phantom to 4.5 cm. The main advantage of this phantom is the presence of the randomly spaced corner disk in each square that facilitates alternative forced choice experiments.
Image Acquisition, Compression, and Observer Study
Images of the CDMAM phantom were acquired in the ''contrast-auto'' mode for better image contrast. A total of 10 images were acquired and the processed images were selected for this study as radiologists view processed images clinically. The images were compressed using commercially available JPEG 2000 image compression software (JPEG 2000, Aware Inc., Bedford, MA) at compression ratios of 1:1, 10:1, 20:1, and 30:1 such that there were 10 images at each compression level thereby yielding a total 40 images. The portion of the phantom that contained columns corresponding to disk diameters 1.0, 0.8, and 0.63 mm was extracted from each image and displayed to the observers (Fig 1) .
An image display program was developed using Interactive Data Language (IDL 5.5, Research Systems Inc, Boulder, CO) that displayed the images to the observers in random order. Prior to the actual observation session, observers were trained and familiarized with the process. The images were displayed on a high-resolution gray-scale monitor (M21PCF1RE, Clinton Medical, Loves Park, IL) in a darkened room. Observers were not allowed to adjust the window or level of the images throughout the study. A total of seven observers participated in this study and each observer independently reviewed the images. Marking sheets (without the actual disk locations) that resembled Figure 1 were provided and the observers were required to identify the location on the corner disk in each square. Since this was a forced-choice study, observers were asked to estimate the probable location of disks in instances where the disks were not perceivable.
Data Analysis
Based on observer responses for each disk diameter, ''percentage correct'' or ''proportion correct'' values were computed for various disk thicknesses for each observer and fitted using a maximum-likelihood technique. To analyze the ''proportion correct'' detection data, we used a signal detection model that hypothesizes a continuous decision variable internal to the observer with Gaussian probability density functions for the presence or absence of the disk.
21-23
The distance between the means of these two overlapping distributions can be represented as d¢ = uDC, where u is the slope parameter that needs to be determined and DC is the disk contrast (perceived disk thickness). As described by Ohara et al., 23 one can then relate the probability of correct choice, p (d¢), to the slope parameter u as [Eq. (A15) of ref. 23]
where /(t) is the cumulative Gaussian distribution and the slope parameter u is estimated using a maximum-likelihood algorithm developed using MATLAB (Version 6, The MathWorks Inc., Natick, MA). 21-23 A comprehensive description of the maximum-likelihood technique that was implemented in this investigation has been provided by Ohara et al. 23 In this study we had K trials defined as K = NL, where N was the number of repetitions at L disk thickness levels. We used the derivation of Aufrichtig 21 to compute the variance of u for all K trials as
Digitally cropped portion of the CDMAM phantom that was used in this study. Acquired images of the phantom were rotated approximately 45°in order to vertically align the columns with respect to the observer.
b From the estimated mean value and variance of u, Eq. (1) can be used to generate percent correct detection curves, p (d¢) substituting the computed value of u, the value of M (4 in our case), and the contrast or disk thickness levels.
Contrast-Detail Characteristics
The CD characteristics were obtained at three different detection threshold levels: 50%, 62.5%, and 75%. For each observer and diameter, the disk thickness corresponding to the desired threshold point in the detection curve, for example, 50%, was noted (Fig 2) . 17 We used perceived disk thickness as a measure of contrast, DC in this study. In cases where a corresponding value was not available at the desired threshold level, linear interpolation between adjacent data values was performed to estimate the corresponding disk thickness. Contrast-detail characteristics were derived for all diameters, observers, compression ratios, and threshold levels. Finally, for each compression ratio, the corresponding CD curves from individual observers were averaged to obtain an average CD characteristic at a given compression ratio.
Statistical Analyses
An analysis of variance of disk thickness was done with a means model using SAS Proc Mixed software (version 8, SAS Inc., Cary, NC). Compression ratio, threshold, and disk diameter were fixed effects, and all possible interaction terms were included in the statistical model. A compound symmetry variance-covariance form in observer measurements was assumed for disk thickness and robust estimates of the standard errors of parameters were used to do statistical tests and construct 95% confidence intervals. Statistical comparisons of mean disk thickness were limited to the six pairwise comparisons between compression ratios at each level of threshold and disk diameter. A Bonferroni adjustment (P < 0.0083) was used for the six pairwise comparisons. The reported P values are two-sided.
RESULTS
The ''proportion correct'' detection characteristics for two different observers for a 0.63-mm-diameter disk at 1:1 and 30:1 compression ratios are shown in Figures 2a and b , respectively. The maximum-likelihood model-generated detection curves fit well to the experimental data. Overall, for the detection task that was studied, 84 detection curves were obtained for all disk diameters, compression ratios, and observers (3 diameters · 4 compression ratios · 7 observers). The mixed effects linear model used to analyze disk thickness provided the flexibility of modeling the means and the variances. Statistically significant differences for all fixed effects and interaction terms were identified (P < 0.0001 for each factor and each interaction term). Since the three-way interaction effect for compression ratio, threshold, and disk diameter was significant, statistical comparisons focused on comparing mean thickness between compression ratios at each level of threshold and disk diameter (nine levels). The estimate of within-observer variance for disk thickness was approximately equal to the between-observer variance suggesting that the variability between repeated measurements by the same observer and the variability between measurements from different observers were similar.
The mean disk thickness computed from the responses of seven observers at each of three threshold levels and each of three disk diameters for the four compression ratios is shown in Figure 3 . The vertical bars are the 95% confidence interval for each estimate of mean disk thickness. Generally, the sizes of the mean disk thickness differences between the four compression ratios at each threshold and at each disk diameter appear small and most of the 95% confidence intervals overlap. However, a few of the statistical tests indicated consistent differences among disk thickness at a given diameter across threshold levels. For example, statistically significant differences in mean disk thickness at a disk diameter of 1.0 mm at each threshold level were seen when comparing compression ratio 1:1 to 10:1 (P < 0.0001), 1:1 to 20:1 (P < 0.0001), and 1:1 to 30:1 (P £ 0.0009). The mean disk thickness at a disk diameter of 1.0 mm was smaller for compression ratio 1:1 compared with 10:1, 20:1, and 30:1. Differences in mean disk thickness were also seen at disk diameter 0.8 mm at each threshold level when comparing disk ratio 10:1 to 30:1 (P £ 0.0002) and at disk diameter 0.63 mm at each threshold level when comparing 1:1 to 30:1 (P = 0.001). No statistical differences in the CD characteristics were observed among 1:1, 10:1, and 20:1 compression ratios for diameters 0.8 and 0.63 mm.
DISCUSSION
Psychophysical characterization of imaging systems provides information on the image quality and diagnostic value of a modality. The CD characteristics essentially summarize the information carrying capacity of an imaging system. Variants of the maximum likelihood technique have been used by other investigators 24 in developing perception models. The methodology described in this study provides a means to quantitatively assess perception data and characterize imaging performance. Other automated methods 7, 25 can also be used in combination with human observers to analyze system performance.
Based on the results of this study, it appears that JPEG 2000 image compression up to 20:1 does not have a significant impact on the CD characteristics obtained from the test object used in this study for the 0.8-and 0.63-mmdiameter disks. For the conditions investigated in this study, it appears that low-contrast objects with small size (diameter) are inherently difficult to perceive that compression up to a certain level does not alter their perceptibility. However, the difference in the perception of the 1-mm disk at different ratios could be due to the easier perception of the 1-mm disk under no compression conditions relative to disks of smaller diameters. Furthermore, the degree of model fit to the 1-mm detection data may have impacted the CD characteristics. The relative impact of each of the aforementioned effects needs to be investigated further. The significant differences between disk thickness for a specific disk diameter across multiple threshold levels are expected as moving to higher threshold levels because of the underlying nature of the psychometric detection curve. The properties of the image and the compression parameters play a major role in the quality of image compression.
12 Optimization of such parameters can be done using automated techniques 7 or numerical observer models. 17, 26 The ''task-specific'' optimization of image compression parameters was beyond the scope of this study, but it is likely that such optimization techniques could potentially improve the performance of image compression techniques from a perceptual standpoint. Overall, the results of this study suggest that compression ratios up to 20:1 can be applied to images of the type investigated in this study without a significant loss in detection of small targets with the assumption that the difference in the 1-mm disk requires further investigation. However, a more comprehensive analysis is required to optimize compression parameters for task-specific applications. This study demonstrates a CD technique that can be applied effectively to analyze image compression algorithms from a perceptual standpoint.
CONCLUSION
New compression techniques such as JPEG 2000 potentially provide an efficient means for data storage, transport, and management without compromising the diagnostic value of image information within reasonable compression levels. Optimization of compression algorithms with respect to the nature of the image data being compressed is likely to preserve the image quality characteristics at higher compression ratios.
