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We  found  that  segmentations  of  one  intracranial  area  every  10th  mm  in 
magnetic resonance images will result in valid estimates of intracranial volume 
(intra‐class  correlation with absolute agreement  to gold  standard estimates 
>0.998). The segmentation of two intracranial areas and the estimation of the 
perpendicular  intracranial  width  will  result  in  estimates  with  strong  linear 
association  to  gold  standard estimates  (Pearson’s  correlation >0.99).  It was 
also shown that FreeSurfer’s automatic estimates of intracranial volume risk 
being  biased  by  total  brain  volume.  Further,  the  presented  mathematical 
functions closely predicted the effect of intracranial volume normalization on 
certain  statistics  of  brain  estimates,  both  in  a  simulation  and  compared  to 
actual data from other studies. All these findings contribute to an improved 




 SAMMANFATTNING PÅ SVENSKA 
Den här avhandlingen har två syften. Det första syftet är att validera metoder 
för estimering av skallhålans volym i magnetkamerabilder. Det andra syftet är 




med  en  ytterst  utförlig  metod  för  att  få  referensvolymer  att  använda  vid 
validering  av  andra  mer  användarvänliga  metoder.  Dels  utvärderade  vi  en 
manuell metod som används flitigt i hjärnavbildningsforskning, dels en metod 
som vi själva föreslår för det fall man endast efterfrågar estimat av skallhålans 
volym med  starkt  linjärt  samband  till  referensvolymer  (snarare  än  en  stark 
likhet).  Slutligen validerade vi också en automatisk metod  för estimering av 
skallhålans  volym  som  ofta  används  i  hjärnavbildningsforskning.  För  att 
uppfylla  det  andra  syftet  presenterade  vi  matematiska  funktioner  som 
förutsäger  effekten  av  normalisering  för  skallhålans  volym  på  estimat  av 
regionala  volymer.  De matematiska  funktionerna  beskriver  hjärnestimatens 
förväntade  medelvärde,  varians  och  Pearsons  korrelationskoefficient  till 
skallhålans volym efter normalisering. 
I vår första studie fann vi att segmentering av areor av skallhålan med 10 mm 








volym.  Prediktioner  gjordes  både  på  simuleringar  och  faktiska  data  från 
tidigare  studier.  Sammantaget  bidrar  alla  dessa  fynd  till  att  förbättra 
estimeringen  av  skallhålans  volym  utifrån  magnetkamerabilder  samt  dess 
användning för normalisering av regionala hjärnvolymer.
i 


























1.2  Structural magnetic resonance imaging .................................................. 4 
1.3  Analysis of structural magnetic resonance images ................................. 6 
1.4  Interpretation of structural brain segmentations ..................................... 8 
1.5  Intracranial volume normalization ........................................................ 11 
1.6  Manual estimation of intracranial volume ............................................ 15 




3  MATERIAL AND METHODS ......................................................................... 27 





























5.1.3  Adjustment for multiple comparisons .......................................... 70 
5.1.4  Sample selection ........................................................................... 71 
5.2  Manual estimation of intracranial volume ........................................... 72 
5.3  Estimation of intracranial volume using FreeSurfer ............................ 76 
5.4  Effects of intracranial volume normalization on brain estimates ........ 80 
5.4.1  Reduced coefficient of variation .................................................. 81 
5.4.2  Reduced linear association to intracranial volume ...................... 85 
5.4.3  Reduced estimation reliability ...................................................... 89 














































































N I K L A S  K L A S S O N  
1 
1 INTRODUCTION 
This  thesis  is  about  the  estimation  and  use  of  intracranial  volume  (ICV)  in 
neuroimaging  and more  specifically  in  structural  magnetic  resonance  (MR) 
imaging.  While  the  topic  is  broad  and  applicable  to  a  number  of  areas  in 
psychiatry and neurology, my interest came through dementia research. My 
PhD studentship has been in a research group specialized in dementia diseases 
where  I  was  to  analyze  an  existing  set  of medical  images.  However,  initial 




by  using  the  size  of  regional  brain  volumes.  However,  as  the  size  of  these 
volumes vary with the size of one’s head, we instead risk ending up separating 
those  with  large  heads  from  those  with  small  heads.  This  risk  is  often 














diseases1,2.  The  most  common  dementia  diseases  are  Alzheimer’s  disease, 
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vascular  dementia,  mixed  dementia  (combined  Alzheimer’s  and 
cerebrovascular  disease),  Lewy‐body  dementia,  and  frontotemporal 
dementia. No common denominator  separates  the dementia diseases  from 
other causes of dementia. However, the dementia diseases generally include 
progressive  cognitive  decline  along  with  progressive  neuropathological 
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As  brain  damage  is  irreversible  and  dementia  diseases  typically  are 
progressive,  it  is  important  to  detect  these  diseases  as  early  as  possible, 
preferably  before  they  affect  the  patient’s  daily  life.  By  early  detection, 
potential treatments will have a greater impact on the patient’s life. Many of 
the  patients  that  are  referred  to  a  dementia  specialist  have  an  impaired 
cognitive function that does not yet substantially affect their daily living. Such 
cognitive  impairment  is  called  mild  cognitive  impairment.  Even  though 






have  been  detailed  using  basic  cognitive  testing4  or  more  advanced 
neuropsychological  tests5. Differences have also been  shown using  regional 
brain  volumes  estimated  from  MR  images6  and  traces  of  A42  (a  certain 
peptide)  and  tau  (certain  proteins)  found  in  cerebrospinal  fluid7  and  on 
positron emission tomography8. When using these markers to try to predict 
conversion  to dementia  (or  to  some dementia disease),  a  strong diagnostic 
accuracy  is  often  seen9‐11.  However,  the  diagnostic  accuracy  tends  to  be 
weaker  in  the  earlier  stages  of  disease.  For  example,  a  lower  diagnostic 
accuracy  has  been  shown  using  neuropsychological  tests  in  patients  with 
subjective cognitive impairment compared to patients with objective cognitive 
impairment12. 




diagnosis.  It  is  also  possible  to  come  up  with  new  markers  through  new 
technology or by applying existing technology in a new way. Lastly, it is possible 
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1.2 STRUCTURAL MAGNETIC RESONANCE 
IMAGING 
At  the diagnosis  of  dementia diseases,  computed  tomography or  structural 































MR acquisitions are often  converted  into  in  an  image  format called DICOM 
(Digital  Imaging and COmmunication in Medicine) when analyzed outside of 
the  clinical  setting.  Other  image  formats  exist  as  well,  such  as  the  NIfTI 
(Neuroimaging Informatics Technology Initiative) format. However, from here 
on we will simply refer to DICOM images from a MR examination as MR images. 
A MR  acquisition  is  often  saved  as  a  set  of MR  images where  each  image 
represents a slice of  the three‐dimensional structure that was scanned (see 
Figure 1). Besides the image data, the MR images contain information about 
for example how distance  in the  images  is related to distance  in real space. 
While  the  smallest  element  in  a  normal  digital  image  is  called  a  pixel,  the 
smallest element in a MR image is called a voxel. This difference is due to the 























1.3 ANALYSIS OF STRUCTURAL MAGNETIC 
RESONANCE IMAGES 
To get a medical opinion guided by the findings in the MR images, the images 
are  visually  analyzed  by  a  radiologist.  As  the  quality  of  the  analyzes  varies 
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specialized for MR images. There are also program packages that automatically 
segment  MR  images.  The  higher  differentiation  achievable  by  MR 
segmentations  makes  them  useful  in  neuroimaging  research.  However, 
segmentations  only  give  estimates  of  the  absolute  size  of  brain  regions  or 
lesions. With visual rating scales, change in a brain region may also be gathered 
from a  single MR acquisition.  This  is possible by a visual  comparison of  the 
brain region of interest to other regions in the brain and by knowledge about 
how the region “should look” under different circumstances. The possibility to 




the  most  skillful  raters,  some  errors  can  be  expected.  With  automatic 






ways  on  visual  assessments  of  the  MR  images  with  all  its  flaws.  Visual 
assessments are needed for constructing/training the software, to evaluate it, 
and  to  check  for  gross  errors  in  the  segmentation  process.  Still,  automatic 
segmentations have already replaced manual segmentation in neuroimaging 
research. Three reasons to the widespread use of automatic software are 1) 
























artificial  variance  due  to  estimation  (user  or  method  related)  errors  and 
fluctuations in the MR imaging. They will also vary due to physiological factors 
such  as  cell  density,  water  content,  presence  of  protein  assemblies, 
inflammation and more. For brain estimates from structural MR images, we 
can presently only speculate on how all these factors come into play. 
Let  us  say  that  we  detect  a  1  ml  difference  between  two  estimates  of 
hippocampal  volume  and  that  the  MR  acquisitions  are  from  the  same 
participant  who  was  examined  twice  within  an  hour  using  the  same  MR 
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different participants where one participant was scanned two years later than 
the  first  (but  on  the  same  MR  scanner),  we  might  prefer  a  different 
interpretation.  Let  us  say  that  the  participant  with  the  larger  hippocampal 
volume is a 23‐year‐old healthy male while the other participant is an 85‐year‐
old female with Alzheimer’s disease. One possible interpretation of the volume 











participants,  we  expect  variation  in  the  estimated  volumes  due  to  a  lot  of 
factors. We might hypothesize that one such factor is hearing ability. If we also 
measure hearing ability in the sample, we can evaluate if the variability in this 








When  evaluating  associations  to  brain  estimates,  it  is  often  possible  to 
calculate the amount of variability in the brain estimates that a certain factor 
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is  to  describe,  with  some mathematical  function,  how  the  brain  estimates 
depend on the factor of interest. In the same study, Barnes et al.18 showed that 
increased  age  was  associated  with  reduction  in  hippocampal  volume  by  a 
factor  of  0.36%/year  (after  adjusting  for  gender,  ICV,  and  MR  scanner 
upgrade). Yet another way to interpret the brain estimates is in terms of how 
it  affects  the  probability  of  having  a  disease.  This  is  made  possible  by 
expressing the proportion of diseased participants compared to the number 






of  healthy  participants  considered  healthy).  The  diagnostic  accuracy  that  is 
achievable using a certain brain estimate depends on how much variability of 
the estimate  that can be explained by diagnostic status  (or  interchangeably 
how well the estimate explains the variability in diagnostic status). 





another  association  that  is  not  controversial  is  that  between  regional  brain 
volume and whole brain volume. 
ICV  is  often  seen  as  a  proxy  for  the  size  of  the  whole  brain  at  its  peak 
(premorbid  brain  volume).  About  10–50%  of  the  variance  in  regional  brain 
structures can be explained by ICV18,28. For example, it has been shown that 
ICV  explains  about  5–15%  of  the  variance  in  the  volume  of  nucleus 
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1.5 INTRACRANIAL VOLUME NORMALIZATION 
In its broadest sense, ICV normalization is done to adjust brain estimates for 
interindividual  differences  related  to  head  size/premorbid  brain  volume.  A 
reasonable clarification of this statement is that 






























the  samples  is  about  440 mm3 with  a  standard  deviation  of  70 mm3  (from 
Voevodskaya  et  al.28).  In  the  other  sample,  we  expect  a  similar  standard 
deviation,  but  want  to  evaluate  if  there  is  a  difference  in  mean  volume 
between the two samples of 5% or more. Then, for a statistical power of 0.8 
and  using  an  independent  samples  t‐test  (with  pooled  variance),  160 
participants would be needed  in both samples. However,  if  just 10% of  the 
variance  in  both  samples  are  explained  by  ICV28,  the  expected  standard 
deviation after a successful normalization would roughly be 67 mm3 (= (702 * 





discomfort  for  26  individuals  that  the  study  otherwise  could  have  brought 
them. 
In  research,  it  has  been  common  to  use  one  of  three  ICV  normalization 
methods.  These methods are 1)  least‐squares normalization29,30, 2)  inferred 
least‐squares normalization31,32, and 3) proportion normalization33,34.  
Using least‐squares normalization, a simple linear regression is deployed with 
ICV  as  the  independent  variable  and  the brain  estimates  as  the dependent 
variable.  From  this  regression  analysis,  the  regression  coefficient  is  used  to 
normalize the brain estimates. This is done using the function 
𝑏௜,௡௢௥௠ ൌ 𝑏௜ െ 𝑘ሺ𝑖𝑐𝑣௜ െ 𝚤𝑐𝑣തതതതሻ 
Here 𝑏௜,௡௢௥௠ is the normalized brain estimate i, 𝑏௜ the unnormalized estimate 
i, 𝑘 the regression coefficient, 𝑖𝑐𝑣௜ the ICV from the same participant, and 𝚤𝑐𝑣തതതത 
the mean  ICV  in  the whole  sample. A  similar way of  applying  least‐squares 
normalization is to analyze the residuals from the simple linear regression. One 
slight  difference  compared  to  using  the  above  function  is  that  the  above 
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function  adjusts  the  residuals  so  that  the  mean  of  the  brain  estimates  is 
unchanged by the normalization. Another slight difference  is  that when not 
using  the  above  function,  it  is  common  to  add  further  covariates  to  the 
regression analysis at once. However, I will refer to both these procedures as 
least‐squares normalization. 
Using  inferred  least‐squares normalization, the same function  is used as for 
least‐squares normalization, but the regression coefficient is calculated from a 
subsample before normalizing  the whole sample. This method  is commonly 
preferred  over  least‐squares  normalization  when  it  is  believed  that  the 
phenomenon of  interest  is  associated with  ICV  in  some part  of  the  sample 
(even if just by chance). The regression coefficient is calculated in a subsample 
where  this  association  is  believed  to  be  absent  or  otherwise  negligible.  By 







interpretation  of  proportion  normalized  brain  estimates  depends  on  the 
relation between  the units  of  the  numerator  (the brain  estimates)  and  the 
denominator (ICV). If both are measured in mm3, the proportion normalized 






Further,  when  using  least‐squares  normalization,  the  interpretation  of  the 
normalized brain estimates is made as if ICV was constant between individuals. 
When  using  inferred  least‐squares  normalization,  the  interpretation  of  the 
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normalized brain estimates is as if ICV was constant between individuals if not 
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As exemplified  in Figure 3 on  the previous page,  the effect of  the different 
normalization approaches on brain estimates is quite complex. Many studies 
have  therefore  explored  how  the  different  ICV  normalization  approaches 
affect  for  example  the  linear  association  of  the  brain  estimates  to  ICV28, 
variance  reduction36,  diagnostic  accuracy28  and  reliability37.  I  will  mention 
some of these studies in more detail in Section 5 (Discussion). In Paper IV, we 
try  to  describe  the  expected  effect  of  the  different  ICV  normalization 
approaches. 
 









white contour where  the brain  is  separated  from the skull by cerebrospinal 
fluid.  When  the  brain  is  close  to  the  skull  the  contour  of  the  brain  is 




even though  it  is easier to separate the skull  from cerebrospinal  fluid  in T2‐
weighted images (and possibly in proton density weighted images too38). The 
reason for this is that T1‐weighted images are almost exclusively used when 
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on the same acquisition as the brain estimates, one avoids the risk that the ICV 






where one  should draw  the  line  traversing  the  foramen magnum. By using 













a  method  where  the  height  of  the  intracranial  vault  is  estimated  in  an 












































Perhaps  the  most  frequently  used  manual  ICV  estimation  method  is  to 
segment the intracranial vault in every xth  image and then multiply the total 
volume  of  the  segmented  slices  by  x49‐51.  By  doing  so,  the  time  needed  to 
segment  an  ICV will  approximately  be  reduced  by  a  factor  x.  For  example, 
segmenting  the  intracranial  vault  in  every  10th  image would  take  about  15 
minutes instead of 2.5 hours. Eritaia et al.40 evaluated how the validity of such 
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estimates  depends  on  x.  The  evaluation  was  done  for  estimates  based  on 
segmenting every second sagittal MR image up to every 50th sagittal MR image. 
The  conclusion  was  that  estimates  of  ICV  will  be  almost  as  good  as  a  full 
segmentations of the intracranial vault if at least every 10th sagittal MR image 







their  own  ICV  estimation  approach.  However,  there  are  two  important 
differences  that  make  this  justification  questionable.  First,  Eritaia  et  al. 
evaluated the use of every 10th sagittal ICA, not transversal ones. There is less 




those  calculated  using  every  10th  sagittal  ICA.  Secondly,  Eritaia  et  al.  used 
nearest  neighbor  interpolation  (also  known  as  piecewise  constant 
interpolation)  and  not  piecewise  linear  interpolation.  It  is  likely  that  linear 
























































T2‐w  ‐  >0.91b  >0.91b 
The table continues on the next side. 
 













40/10g  Analyze  1.9 T T1‐w  0.88  0.976 b  ‐ 
Examples of manual estimates and  (for  some)  their Pearson’s correlation  to segmentations of  the whole 
intracranial vault (whole ICV). Many of the methods reported are already whole ICV estimates since every 
intracranial  area  (ICA)  was  segmented.  Intra‐  and  interrater  reliabilities  are  reported  as  Pearson’s 
correlations if not otherwise noted. The sequences used were either T1‐ (T1‐w), T2‐ (T2‐w) or proton density 
weighted (PD‐w). n is the number of MR acquisitions used. Midsagittal ICA: the ICA in sagittal orientation in 













1.7 AUTOMATIC ESTIMATION OF INTRACRANIAL 
VOLUME 





and  an  estimate  of  the  subarachnoid  cerebrospinal  fluid  volume.  This 
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automatic  and  manual  ICV  estimation.  Generally,  ICV  estimates  from 






of  the  intracranial  vault),  Pearson’s  correlations  around  0.88–0.89  can  be 
expected42,43. Therefore, a fair estimate of ICV should at least have a Pearson’s 
correlation of 0.9 to thorough manual segmentations. Finally, depending on 






performance.  In  their  study,  Hansen  et  al.  found  that  the  least  accurate 
method (eTIV [estimated total intracranial volume] from FreeSurfer) was the 
best at reducing variance  in many regional brain volumes when using  least‐
squares normalization. However,  if  the  ICV estimate  is not accurate, do we 
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really normalize by  ICV?  In  the example  from Hansen et al., does eTIV only 












FreeSurfer 4.5.0 a, 36  1.5 T T1‐w  Every transversal ICA  30  0.96
 b   7.3±3.7 c 
FreeSurfer 5.1.048  1.5 T T1‐w  Every PD‐w  transversal ICA  399  0.94  ~5.9
 d 
FreeSurfer 5.359  3 T T1‐w  Manually edited ICV from FSL  80  ‐  –6.9±11.0 
FreeSurfer 5.3.063  T1‐w  Every transversal ICA  25  0.84  –2.3±7.8 
FreeSurfer 5.3.057  1.5 T T1‐w  Every 10th transversal ICA  286  0.90  3.7±5.2 
FreeSurfer64  T1‐w  Semi‐manual ICV estimation  20  0.95  5.9±3.2
 c 
FSL (BET) e 53  3 T T1‐w  Every 10th sagittal ICA  5  0.99
 b  0.5±2.4 c 





transversal ICA  25  0.92  –15.7±3.6 
FSL (atlas scaling)64  T1‐w  Semi‐manual ICV estimation  20  0.92  ‐ 
The table continues on the next side. 
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NLSS64  T1‐w  Semi‐manual ICV estimation  20  0.99  1.4±1.5
 c 
SPM5 (RBM) e,f 53  3 T T1‐w  Every 10th sagittal ICA  5  0.99
 b  0.4±1.7 c 












SPM8 (RBM)36  1.5 T T1‐w+T2‐w  Every T1‐w transversal ICA  30  0.99
 a  0.1±1.7 a 
SPM8 (RBM)36  1.5 T T1‐w  Every transversal ICA  30  0.97
 a  –0.6±2.7 a 
SPM8 (sum tissue)63  T1‐w  Every transversal ICA  25  0.94  2.2±3.6 
SPM8 (sum tissue)48  1.5 T T1‐w  Every PD‐w transversal ICA  399  0.86  ~20.9
 d 
SPM8 (sum tissue)57  1.5 T T1‐w  Every 10th transversal ICA  288  0.76  13.9±8.3 
SPM12 (sum tissue)57  1.5 T T1‐w  Every 10th transversal ICA  288  0.97  –2.8±2.5 
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1.8 KNOWLEDGE GAPS 
In year 2000, Eritaia et al.40 evaluated the use of ICV estimates based on the 










estimated.  Depending  on  the  estimation  approach,  errors  that  we  do  not 
expect  in  manual  estimates  might  be  present  in  the  automatic  ones.  The 
automatic methods should be evaluated with this in mind. 
It  is  still  unclear  exactly  how  brain  estimates  are  affected  by  the  different 
normalization approaches. Knowledge about how the mean value, variance, 
and Pearson’s correlation to ICV of regional brain estimates tend to be affected 




different  normalization  methods.  Last  but  not  least,  we  could  include  the 
probable effects of ICV normalization in our power calculations.  
Some  specific  questions  are  raised  by  earlier  findings.  Arndt  et  al.65  and 
Mathalon  et  al.37  both  showed  that  the  reliability  of  brain  estimates  was 











the  effect  of  such  errors  too.  If,  indeed,  least‐squares  normalization  is  not 
affected  by  estimation  errors,  then  the  reduced  reliability  in  least‐squares 
normalized  brain  estimates  would  solely  be  due  to  reduced  true  score 
variance. 
Inferred  least‐squares  normalization  is  applied when  it  is  believed  that  the 
association between brain estimates and the phenomenon under study is to 












MR  images  and  to  improve  our  understanding  of  the  effects  of  ICV 
normalization in neuroimaging research. 
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The  preprocessing  of  the  MR  images.  6)  The  manual  segmentation  of  the 
intracranial  vault.  7)  Conversion  of  the  manual  segmentations  into  image 
masks. 8) The first study in which we evaluate the use of equidistant ICAs to 
estimate ICV. 9) The second study in which we evaluate the use of one or two 
ICAs  to  estimate  ICV.  10)  The  third  study  in which  we  evaluate  the  use  of 
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3.1 THE GOTHENBURG MCI STUDY 
The Gothenburg MCI  study  is a  longitudinal  study  initiated  in 1999  to  learn 




The  participants  are  examined  using  MR  imaging,  neuropsychological 








3.2 STUDY PARTICIPANTS 
 
3.2.1 HEALTHY CONTROLS 
Healthy controls are mostly recruited through seniors’ organizations, but a few 
are  relatives  to  the  patients  included  in  the  Gothenburg MCI  study.  To  be 
included as a healthy control, the person must not have objective or subjective 
cognitive decline. A nurse establishes the cognitive status of the person before 
inclusion by  the use of basic  cognitive  tests  and by  asking about  subjective 
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3.2.2 PATIENTS 
Patients are  included after being  referred  to  the memory clinic  in Mölndal, 
Sweden. The physicians at the clinic decide which patients should be asked to 
participate.  Patients might  for  example  be  too  ill  to  participate  in  such  an 
extensive study. To be included, the patient must be 50–79 years old, have a 
MMSE score above 18, and have an ongoing cognitive decline since at least six 
months.  The  cognitive  decline  may  either  be  self‐reported  or  reported  by 
informants. 
The  patients  are  classified  into  one  of  four  groups  following  the  global 
deterioration  scale70,71  (GDS).  Patients  classified  as  GDS  1  are  regarded  as 
having no cognitive  impairment and are not  included  in the study. GDS 2  is 
described  as  subjective  cognitive  impairment  and  GDS  3  as  mild  cognitive 
impairment. In the original scale, GDS 4 means mild dementia and the scale 











MCI  study  applies  an  in‐house  classification  algorithm.  Scores  from  four 
different tests that capture cognitive and daily living capacity are used in the 
algorithm. The tests are MMSE69, investigation of flexibility (I‐FLEX, a modified 
EXIT‐test72),  stepwise  comparative  status  analysis73  (STEP),  and  clinical 
dementia rating74‐76 (CDR). 
MMSE was  designed  to  assess  cognitive  function  in  patients with  cognitive 
impairment. It consists of eleven tests that among other things include asking 
 
























Alzheimer’s  disease,  vascular  dementia,  mixed  dementia,  frontotemporal 
dementia, Lewy‐body dementia, primary progressive aphasia, or dementia non 
ultra  descriptus.  The  latter  diagnosis  is  used  when  no  specific  dementia 
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3.2.3 EXCLUSION CRITERIA 





3.3 MR EXAMINATION 
Between 1999 and 2004, MR examinations were performed in the Gothenburg 
MCI study using a 0.5 T MR scanner. From 2005, 1.5 T scanners were used. 
With  a  few exceptions,  the  latter examinations were done using a  Siemens 
(Healthineers, Erlangen, Germany) Symphony scanner. The MR examinations 
were  done  at  Mölndal’s  Hospital,  Mölndal,  Sweden  and  took  about  30 
minutes/examination. Only examinations  from  the 1.5 T Symphony scanner 
were  used  in  Papers  I–III.  A  number  of  scanner  sequences  were  available 
including  a  three‐dimensional  T1‐weighted  sequence,  a  two‐dimensional 
FLAIR sequence, and a two‐dimensional T2‐weighted sequence. Of these, we 
only  used  the  three‐dimensional  T1‐weighted  sequence.  This was  for  three 
reasons.  First,  none of  the other  sequences  includes  the whole  intracranial 
vault. Secondly, a T1‐weighted sequence was used in the study replicated in 
Paper I. Thus, by using a T1‐weighted sequence, any difference found between 
the original  and our  replication  study  should  less  likely be due  to choice of 
image sequence. Lastly, the automatic method evaluated in Paper III requires 
a T1‐weighted sequence. 
The  T1‐weighted  sequence  we  used  was  a  magnetization‐prepared,  rapid 
gradient echo sequence. The acquisition parameters were: inversion time 820 
ms; repetition time 1610 ms; echo time 2.38 ms; flip angle 15°; field of view 
250  x  203 mm; matrix  512  x  416;  acquisition  pixel  spacing  1.0  x  1.0  mm; 
reconstruction pixel  spacing 0.49 x 0.49 mm;  slice  thickness 1 mm;  spacing 
between  slices  1 mm  (no  interslice  gap);  receiver  bandwidth  220  Hz/pixel; 
number  of  slices  192;  acquisition  time  1.7–2.4  minutes;  coil  type  body 
 










available.  Secondly,  that  FreeSurfer  results  for  these  acquisitions  should be 
available. Erik Olsson stratified the participants that met the inclusion criteria 
into healthy controls, patients with dementia,  and other patients. After  the 
stratification,  Olsson  made  a  random  selection  such  that  half  of  the 
participants would be healthy controls and half participants with dementia. 
Olsson  did  this  selection  so  that  I  would  be  blinded  to  participant  age, 
patient/control  status,  gender,  and  cognitive  status  when  manually 
segmenting ICV. 
The  two  inclusion criteria were chosen  for  two  reasons. We chose  the  first 
criterion as we,  in Paper  I, were  to replicate a study that used T1‐weighted 
images. The second criterion was chosen to take advantage of the fact that we 
already  had  FreeSurfer  segmentations  on  most  T1‐weighted  images, 
segmentations  that  I  already  had  corrected  for  gross  errors.  Using  these 
segmentations, the evaluation of the estimation of ICV in FreeSurfer (in paper 
III) would need a bit less work.  
When  performing  a  replication  study,  it  is  recommended  to  have  a  larger 
sample than the original study77,78. The study by Eritaia et al.40 was done on 30 
normal controls. Therefore, we wanted to include at  least 60 participants  in 
our  sample.  Considering  the  risk  of  having  to  exclude  participants  later  for 
various reasons, we settled for a primary sample size of 70 participants. 
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The  inclusion  of  both  healthy  controls  and  participants with  dementia was 
done in order to be able to evaluate if FreeSurfer’s estimates of ICV may be 
affected by brain atrophy. While healthy elderly certainly will have some brain 




analyses  at  the  time.  Therefore,  11  participants  with  subjective  or  mild 
cognitive impairment were included too.  
 
3.4.1 PARTICIPANT DEMOGRAPHICS 
Eight of the 70 participants were eventually excluded, as the whole intracranial 
vault was not captured in their MR images. The demographics of the remaining 
participants  are  presented  in  Table  5.  The  demographics  of  the  excluded 
participants are presented in Table 6. 
When  comparing  the  remaining  and  excluded  participants,  there  was  no 
statistically significant difference in age, education or MMSE. However, there 
was a significant difference in gender. A majority of the remaining participants 
were  females  while  most  of  the  excluded  participants  were  males.  This 
difference could be due to the exclusion criterion that the whole intracranial 





comparisons.  However,  besides  the  gender  inequality,  we  did  not  see  any 
further  reasons  to  suspect  that  there  actually  are  differences  also  in  age, 
education or MMSE between the remaining and excluded participants.  
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diagnosis  due  to  complex  medical  history  (and  was  at  later  examinations 
classified as GDS 3 and 2). Among the excluded participants, one of the GDS 4 
participants  had  vascular  dementia  and  the  other  dementia  non  ultra 
descriptus. 
Of the remaining 62 participants, 26 had been examined at inclusion (year 0), 






Group belonging  n  Gender (m/f)  Age  Education  MMSE 
All participants  62  23/39  66.1±8.0  11.0 (6.0,23.0)  28.5 (16,30) 
Healthy controls  29  8/21  66.4±7.5  11.5 (7.0,15.0)  30 (27,30) 
Patients, GDS 2–3  8  4/4  66.7±8.2  12.0 (6.5, 20)  28.5 (26, 29) 










Group belonging  n  Gender (m/f)  Age  Education  MMSE 
All participants  8  6/2  66.1±9.7  11.5 (8.0,18.0)  28 (22, 30) 
Healthy controls  3  2/1  70.0±10.8  12.0 (11.0,14.0)  28 (28,30) 
Patients, GDS 2–3  3  2/1  59.9±10.5  11.0 (11.0,18.0)  29 (28,29) 









The  first  step  of  the  pre‐processing was  a  reformatting  of  the  voxels  from 
0.49x0.49x1 mm voxels to cubic 1 mm3 ones. In the expression for voxel size, 
0.49x0.49  is  the  pixel  spacings  and  x1  the  spacing  between  slices.  The 





This was useful  as Eritaia et al.  talked about  the position  in  slices while we 
figured it would be less ambiguous to talk about it in mm. A segmentation of 
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every 10th slice will give different reliabilities depending on whether the slice 
thickness  is  1 mm or 2 mm. 3)  To  reduce  the number of  ICAs  to  segment. 
Without the reformatting, an MR acquisition would require about 5 hours of 
segmentation  instead  of  2.5  hours  (which  was  the  case  now).  Linear 
interpolation was chosen to reformat the voxels as it is easy to understand and 
as we thought that  intensity errors  in a  few voxels due to  the  interpolation 
would have only a small impact on the segmentation of the whole intracranial 
vault  (where about 1500 000 voxels are  included). With knowledge that we 
have  since  acquired  about  the pros  and  cons  of  the  different  interpolation 
methods,  we  would  probably  have  used  a  more  advanced  interpolation 
method. For the visualization of the images on the computer screen, we used 
cubic interpolation, which is probably a better option. 








continuous)  to  get  the 10th  and 90th  percentiles of  the  intensity  range.  The 
mean  of  the  intensity  range  within  the  10th  and  90th  percentiles  was  then 
calculated  (=𝑀𝑎𝑥ప,ଵ଴ିଽ଴തതതതതതതതതതതതതത).  An  equivalent  mean  was  calculated  for  the 
intensities  within  these  percentiles  in  all  MR  acquisitions  (=𝑀𝑎𝑥஺௟௟,ଵ଴ିଽ଴തതതതതതതതതതതതതതതത). 
Lastly, the  intensity of each voxel was multiplied by  ெ௔௫ഢ,భబషవబതതതതതതതതതതതതതതതതெ௔௫ಲ೗೗,భబషవబതതതതതതതതതതതതതതതതതത. We did this 
intensity adjustment to reduce the risk of getting segmentations that varied 
because of differences  in  the overall brightness of  the MR acquisitions. The 
effect of this intensity adjustment is illustrated in Figure 4 on the next page. 
 








palette  of  colors.  The  palette  of  colors  is  also  called  a  color map.  The  T1‐
weighted  images used  in  Papers  I–III  had  a  range of  intensities with  values 
between 0 and 4095. Normally, the value 0 is used as an index for black and 
the highest value (in this case 4095) as an index for white. The intensity values 







intensity values of  the 10% of  the voxels with smallest and  largest  intensity 
values were set to indices for black and white respectively. The indices of the 
remaining 80% of the voxels were then linearly distributed to shades of gray 
(Figure  5c).  By  this  change,  the  contrast  between  these  intensities  will 
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increase, which makes them easier to tell apart  from each other. While the 
intensity  values  in  the  upper  and  lower  10%  of  the  voxels  become 




the  indices  from a  linear  to  a non‐linear  relationship. We  chose  to use  the 
gamma function 𝑦 ൌ 12 ∗ ቀ ௫ଵଶቁ
଴.଼, where y is the new shade of gray, 12 is the 









more  well‐informed  choices  in  ambiguous  areas.  I  performed  the  pre‐
processing steps using the software MIST (see 3.6.1). 
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3.6 MANUAL SEGMENTATION 
The  whole  intracranial  vault  was  segmented  on  62  MR  acquisitions.  The 
segmentations were done by me and took about 2.5 hours per acquisition. On 
average,  136  sagittal  images  were  segmented  for  each  acquisition.  The 
segmentation of one image constitutes a border that essentially follows the 
inner surface of the intracranial vault. The border encircles an area, which we 
refer  to  as  an  intracranial  area  (ICA).  To  calculate  the  ICV  in  the  simplest 
possible  way,  one  has  just  to  multiply  the  sum  of  all  ICAs  by  the  image 
thickness.  During  all  segmentations,  including  intra‐  and  inter‐rater 
segmentations,  the  raters  had  no  knowledge  about  the  participants  (for 





3.6.1 SEGMENTATION TOOL 













it,  it  is  user  friendly  and we  can  adapt  it  depending  on  the  purpose. Most 
manual segmentation tools should be able to reach a similar accuracy in the 
 
























needed  for  the  segmentation  while  keeping  the  precision  of  the 
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3.6.2 SEGMENTATION PROTOCOL 
When  segmenting  the whole  intracranial  vault,  we  followed  the  guidelines 
described by Eritaia et al.40. To our knowledge, these guidelines are the most 







dura mater,  the cerebral  contour,  the undersurface of  the  frontal  lobe,  the 
dorsum sellae, clivus, and the posterior and anterior arch of the atlas. Further 
landmarks that Eritaia et al. mention are the scalp, the diploë, and the outer 
and  inner  table  of  the  skull. When  doing  the  segmentations,  I  start  at  the 



























every 10th  ICA were high,  they  should be high when  segmenting  the whole 
vault as well. We thought so for two reasons. First, the more areas that are 

























the  intracranial vault on four MR acquisitions  that were not  included  in the 
study  sample.  Skau was  to  segment  the whole  intracranial  vault  on  one  of 
these acquisitions, every second ICA on another acquisition, and every 10th ICA 
on the remaining two acquisitions. Afterwards, I examined the segmentations 
for  errors  and  discussed  places  with  Skau  where  I  would  have  done  it 
differently  as  well  as  steps  that  he  thought  were  ambiguous.  As  Skau’s 


























3.7 IMAGE MASKS 
The  segmentations  of  the whole  intracranial  vault were  reconstructed  into 
binary image masks. These masks were used in Papers I–II as they enabled us 









were reconstructed  into  image masks using the MATLAB function  inpolygon 
for each  ICA.  Inpolygon  finds all  voxels  inside  the border of  the  segmented 
object of interest. The found voxels are set to ones in the binary image mask. 






















of  interpolation  method  could  have  a  great  impact  on  the  validity  of  the 
estimates as more information has to be estimated through interpolation.  
 








preserving  piecewise  cubic  interpolation.  Except  for  the  first  case,  it  is  not 
given  where  in  the  intracranial  vault  to  segment  the  ICAs.  Therefore,  for 
methods 2–4, the 62 MR acquisitions were randomly divided  into a training 
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done  using  information  about  the whole  head82,  the  variability  in  eTIV will 
depend on more  than  just  the  intracranial  vault.  As  the brain  constitutes  a 
large part of the head, it is likely to affect the alignment and therefore eTIV. 
With such a dependence, eTIV risks becoming biased by total brain volume and 
possibly  by  global  atrophy.  Such  a  bias  could  have  negative  effects  in  for 
example  dementia  research,  where  we  expect  global  atrophy  to  occur.  To 
evaluate  this  risk  in  Paper  III,  we  used  the  gold  standard  ICV,  eTIV  from 
FreeSurfer, and estimates of the total brain volume from FreeSurfer. While it 
would probably have been even better to use manual estimates of total brain 
volume,  total  brain  volume  estimation  in  FreeSurfer  is  based  on  a  more 
rigorous method than eTIV; the brain is actually segmented in the MR images. 
For  this  reason,  it  was  also  possible  to  do  some  error  correction  to  these 
segmentations to improve the estimated total brain volume. 
When  planning  for  the  study,  we  had  FreeSurfer  analyses  available  from 
FreeSurfer  version  5.1.0.  During  my  work  with  the  study,  FreeSurfer  was 
updated, so  I decided to rerun the analyses.  In Paper  III, FreeSurfer version 
6.0.0 was used on a MacPro 3.1 with two quad‐core Intel Xeon processors and 
Mac OS X version 10.8.5. Both eTIV and  total brain volumes were obtained 
from  the  aseg.stats  files  that  are  generated  during  the  Freesurfer  analyze. 
There are  two options  for  the  choice of  total brain  volume estimate  in  the 
aseg.stats file. We chose to use the output BrainSegVol as the estimate of total 
brain  volume.  BrainSegVol  includes  the  cerebrum,  the  cerebellum,  all 
 




will  not  include  the  ventricles,  cerebrospinal  fluid  or  choroid  plexus83. 
BrainSegVol  was  used  over  BrainSegVolNotVent  as  we  thought  that  a 
shrinkage  of  the  outer  perimeter  of  the  brain  relative  to  the  intracranial 
surface would have the most influence on eTIV. BrainSegVolNotVent will also 
be  affected  by  ventricular  enlargement  and  thus  relatively  less  by  cortical 
atrophy.  
 




the  brain  estimates  and  the  ICV  prior  to  normalization,  such  as mean  and 
variance.  The  functions differ  depending on  the normalization  approach.  In 
Paper  IV, we focused on three common normalization approaches: 1)  least‐

















regional  brain  volume  and  ICV.  Each  bivariate  distribution  was  created  by 
randomly determining the mean and variance of the two variates, as well as 
the  Pearson’s  correlation  between  the  variates.  The  randomness  was 
constrained so that the two variates would resemble a brain estimate and ICV 
















































































































































































































































































































































































































































































































































































































































































1) The  chi‐square  test  of  independence  is  a  non‐
parametric  test  with  regard  to  frequencies  of 
observations  when  classified  by  two  categorical 




used  to  test  if  two  independent  samples  come 
from populations with different values of a given 
property. The null hypothesis  is that the samples 
come  from  populations  with  exactly  the  same 
values of the given property.  
3) The  t‐test  is  a  parametric  test  that  can  be  used 
both  to  test  if  two  independent  samples  come 
from  populations  where  the  mean  values  of  a 
given property differ (independent samples t‐test) 
 













given  property.  The  null  hypothesis  is  that  the 
samples  come  from populations with exactly  the 
same values of the given property.  
5) The  Pearson’s  correlation  is  a  measure  of  linear 
association  between  two  continuous  variables. 
The  Pearson’s  correlation  can  be  used  in  a 
parametric  test  to  test  if  there  is  any  linear 
association between two variables in a population. 
The  null  hypothesis  is  that  there  is  no  linear 
association  between  the  two  variables  in  the 
population.  
6) Partial  correlation  is  a  measure  of  linear 
association  between  two  continuous  variables 
when ruling out the influence of a third continuous 
variable.  Partial  correlation  can  be  used  in  a 
parametric  test  to  test  if  there  is  a  linear 
association  between  two  variables  in  the 
population when  ruling  out  the  influence  of  the 
third variable. The null hypothesis is that there is 
no linear association between the two variables in 
the population  that  is not explained by  the  third 
variable.  
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7) Intra‐class correlation  is a measure of association 
or  agreement  and  has  a  number  of  different 
configurations87. We have used a variant of intra‐
class  correlation  called  the  two‐way  random 
effects  model  for  single  measurements  and 
absolute  agreement.  Using  this  intra‐class 
correlation,  both  the  linear  association  and  the 
agreement between estimates may be assessed in 
one  index  (that  will  range  from  –1  to  1  as  with 
Pearson’s correlation). The  intra‐class correlation 
can be used in a parametric test to test if this index 
is  zero  in  the  population.  The  null  hypothesis  is 
that  there  is  no  agreement/association  in  the 
population (that the index is zero). 
8) Jaccard  index  is  the  ratio  of  the  intersect  of  two 






9) Confidence  intervals  for  differences  between 
overlapping  Pearson’s  correlations89  can  be  used 
to  test  the  difference  between  two  Pearson’s 
correlations that involve a common variable. This, 
is a parametric test. The null hypothesis is rejected 




10) Delete‐x  Jackknife  resampling90,91  is  a  method 
where  subsamples  are  created  by  removing  x 
observations  from  the  total  sample  of 
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observations.  This  is  done  so  that  all  possible 
combinations  of  subsamples  are  created.  For 
example,  if  applying  a  delete‐one  Jackknife 
resampling on a total sample of 100 observations, 
100  unique  subsamples  are  created  with  99 
observations in each.  










While  we  included  70  participants,  eight  participants  had  to  be  excluded 
because their intracranial vault was not fully covered in the MR images. To see 
if  the  underlying  population  of  the  remaining  and  excluded  participants 


















us  overly  cautious  in  the  interpretation  of  following  results.  A  type  II  error 
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After  manually  segmenting  the  whole  intracranial  vault,  we  assessed  the 
validity and reliability of these segmentations. Validity was assessed by three 






did expect a difference, as males generally have  larger heads  than  females. 
Lastly,  we  evaluated  if  there  was  any  difference  in  ICV  between  healthy 
controls, GDS 2, GDS 3, and GDS 4 patients. This test was performed using the 




segmented  ICV  might  be  biased  by  brain  atrophy.  However,  such  an 
interpretation  is  a  bit  bold,  as  we  might  not  even  detect  a  statistically 
significant difference in total brain volume between the different groups.  In 
the  early  stages  of  dementia,  the  atrophy  is  small  and  local.  Therefore,  to 
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a  type  I  error.  As  we  do  not  expect  any  statistically  significant  Pearson’s 
correlation between ICV and age, a type I error would make us question the 








Pearson’s  correlation,  percentage  error,  and  intra‐class  correlation  using  a 
two‐way  random  effects  model  for  single  measurements  and  absolute 
agreement. We included intra‐class correlation as it was used in the study by 
Eritaia et al.40. Pearson’s correlation and percentage errors were included as 
these measures are used  in many other studies evaluating methods  for  ICV 
estimation. Jaccard index was included upon request of a reviewer. For each 
linear  spacing,  image  orientation,  and  interpolation  method  that  was 
evaluated,  2000  sets  of  62  estimates  (one  for  each  MR  acquisition)  were 
chosen. The estimates in these sets varied through a random choice of the first 
ICA in the series of ICAs from the given MR acquisition (which also determines 
which  the  rest  of  the equidistant  ICAs will  be).  The  95 percentiles of  these 
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95%  confidence  interval  of  a  difference,  the  difference  is  statistically 
significant. Such a difference implies that there actually is some difference in 
the  underlying  population  too.  However,  as  no  correction  for  multiple 
comparisons was done, the confidence intervals are narrower than they would 
have been with such a correction. Therefore, it might be wise to interpret the 





vault.  These  comparisons  were  done  using  Pearson’s  correlation  and 
percentage  error  calculations.  We  were  primarily  interested  in  finding  out 
whether estimates from these methods had a strong linear association to the 
gold standard ICV. The percentage errors were calculated more for descriptive 
purposes.  No  significance  tests  were  performed  for  the  found  Pearson’s 




None  of  the  reported  confidence  intervals  were  corrected  for  multiple 
comparisons.  
In Paper III, our null hypothesis was that there is no partial correlation between 























However,  as  partial  correlation  is  sensitive  to outliers, we  thought  that  the 






In  Paper  IV,  Pearson’s  correlations  and  percentage  errors  were  calculated 
between  actual  and  predicted  statistics.  We  thought  that  the  Pearson’s 
correlation  and  percentage  errors  complemented  each  other  in  that  if  the 
agreement  is  bad,  then  there  still  is  a  chance  that  there  is  a  good  linear 
association.  If  intra‐class correlation with absolute agreement  is used, a  low 
correlation  may  indicate  either  a  low  linear  association,  a  low  volumetric 
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4 RESULTS 
In  Papers  I–III,  a  sample  of  70  participants  was  included.  Eight  of  these 
participants were excluded because their intracranial vault was not covered in 
the MR images. No statistically significant differences were seen between the 
remaining  and  excluded  participants  regarding  age  (p‐value  =  0.789), 
education (p‐value = 0.407) or MMSE (p‐value = 0.933). However, a significant 
difference was seen in the proportion of males (p‐value = 0.041).  










ICA,  every  40th  ICA,  and  for  the  midsagittal  ICA.  The  intra‐rater  intra‐class 
correlations for segmenting every 10th ICA and every 40th ICA were both 0.996. 
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for  the  segmentations  had  a  larger  impact  with  larger  spacing  (see  the 
distribution of the percentile curves in Figure 3, Paper I). The way in which the 
validity worsened varied depending on the orientation of the ICAs and on the 
interpolation  method  used  when  estimating  ICV.  At  small  linear  spacings, 
below 10 mm between the ICAs, there was not much of a difference in validity 
between the different configurations of the method. At linear spacings beyond 
10 mm, estimates  calculated using piecewise  linear  interpolation  started  to 
underestimate  ICV  and  by  that  also  got  worse  intra‐class  correlation  with 
absolute agreement to our gold standard ICV. For estimates calculated using 
nearest  neighbor  interpolation,  there  was  rather  a  drop  in  the  Pearson’s 
correlation to the gold standard ICV, which was also reflected in the intra‐class 
correlation.  When  using  cubic‐spline  interpolation,  both  a  good  absolute 
agreement  in  volume  and  a  high  Pearson’s  correlation were maintained  at 
larger  linear  spacings.  Using  cubic  spline  interpolation,  the  validity  of  the 
estimates at larger linear spacing (>15 mm) was better when using coronal or 
sagittal  ICAs  than  when  using  transversal  ICAs.  This  observation  is 
strengthened by  the  t‐tests  of  the  difference  in mean  absolute percentage 
error  of  estimates  when  using  cubic  spline  compared  to  nearest  neighbor 
interpolation. For both coronal and sagittal ICAs, the percentage error at larger 
linear  spacings  were  consistently  smaller  when  using  cubic  spline 
interpolation. For  transversal  ICAs, which of  the  interpolation methods  that 
resulted  in estimates with  the smallest percentage errors  varied  somewhat 
irregularly with linear spacing. 
 





3,  the  sum  of  two  ICAs  with  the  same  orientation  is  multiplied  by  the 
intracranial width perpendicular to the ICAs. Finally, in Method 4, two ICAs and 
 



















4.3 PAPER III 
In Paper III, we evaluate if eTIV from FreeSurfer is biased by total brain volume. 
Our  null  hypothesis was  that  no partial  correlation  between eTIV  and  total 
brain volume should remain after controlling for gold standard ICV. To test this 
null hypothesis, 1891 partial correlations were calculated using a delete‐two 
Jackknife  resampling.  Then,  the  Jackknife  replicate  with  the  lowest  partial 




0.355.  The  Pearson’s  correlation  between  eTIV  and  gold  standard  ICV was 
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4.4 PAPER IV 
In Paper IV, we introduced composite functions of three statistics and three 
ICV  normalization  functions.  The  statistics  were  the  mean,  variance  and 
Pearson’s correlation to ICV. The ICV normalization functions were those for 
least‐squares,  inferred  least‐squares,  and  proportion  normalization.  For 
inferred least‐squares normalization, two types of composite functions were 
presented.  First,  functions  that  predict  the  mentioned  statistics  of  the 
normalized data as single values and require information from both the sample 
from  which  the  regression  coefficient  is  calculated  and  the  sample  to 
normalize. Secondly,  functions that predict confidence  intervals and require 
information  only  from  the  sample  from which  the  regression  coefficient  is 
calculated. In total, twelve composite functions were presented. Using these 





and  actual  statistics  differed  only  slightly.  The  largest  deviation  between 
predicted  and  actual  statistics  was  found  for  the  composite  function  for 
variance  after  proportion  normalization.  In  comparison  to  actual  data  from 
one of the previous studies, these predictions had a mean absolute percentage 
error  of  4.22%  and  a  Pearson’s  correlation  to  the  actual  variance  after 
normalization of 0.981. In comparison to actual data from the simulation, the 
mean  absolute  percentage  error  was  1.10%  and  the  Pearson’s  correlation 
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5 DISCUSSION 
All  four papers  included  in this thesis  include method validation.  In the first 
part of this discussion, I will therefore focus on some general aspects of such 
validation. In the second part of the discussion, I will look at the evaluations of 
manual  ICV  estimation  methods  in  Papers  I–II  and  the  evaluation  of 
FreeSurfer’s  ICV  estimate  (eTIV)  in  Paper  III.  Finally,  in  the  last  part  of  the 
discussion,  I  will  discuss  the  effects  of  ICV  normalization  and  its  use  in 
neuroimaging research. I will do so in relation to our findings in Paper IV. 
 
5.1 METHOD VALIDATION 

















agreement,  Jaccard  index and percentage error. These  three are all used  in 
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Paper I. The Jaccard index is especially useful when assessing the agreement 











be  used  in  linear  regression  models,  such  as  least‐squares  normalization. 
When a covariate is added in a linear regression just to correct the model for 
it,  it  is enough  if  the  linear association between  the  covariate and  the  true 
value (or gold standard) is strong.  
When  evaluating  the  validity  of  eTIV  in  Paper  III,  it  was  also  just  linear 
association that was considered. The  linear association evaluated was to an 
external variable (total brain volume) when controlling for our gold standard 









in  a  specific  aspect  of  eTIV  and  did  not  attempt  to  evaluate  its  reliability. 
However, as the eTIV calculation is automatic and to our knowledge without 
any  influence  from  any  random  factor,  the  same  eTIV  should  be  produced 
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every time the same set of MR images are analyzed. Therefore, eTIV should 
have  perfect  reliability.  For  the  same  reason,  the  composite  functions 
evaluated in Paper IV should also have perfect reliability. 
In  the  following  subsections,  I  will  discuss  the  interpretation  of  validity 
assessments. 
 
5.1.1 SIGNIFICANCE TESTING 
In Papers I–II and IV, most validity assessments were done without testing for 
statistical  significance.  This might  seem worrisome  as  significance  tests  are 
standardly  used  to  draw  conclusions  about  the  population.  We  could  for 
example have used  significance  tests  to  test  the Pearson’s  correlations and 
volumetric differences that we report. By such statistical tests we could have 
answered the questions “Given that there is no correlation/difference  in the 
population, what  is  the probability  to get  the detected or  a stronger/larger 
correlation/difference in a random sample of our sample size?”. If the p‐value 
is  low  enough,  we  would  reject  the  null  hypothesis  that  the 
correlation/difference in the population is zero. 
Theoretically,  there almost certainly  is  some correlation/difference between 
any two different estimates in any two samples (and in the population)94. And 
even  the  slightest  correlation/difference  between  two  estimates  will  be 
statistically  significant  if  the  sample  size  is  large  enough.  Thus,  if we  fail  to 

















5.1.2 EFFECT SIZE 
To examine agreement or association between estimates,  it  is  important  to 
use effect size. By the effect size, we can judge the amount of agreement or 
association. For example, given that the difference in estimated hippocampal 
volume  between  two  estimation methods  is  normally  distributed,  our  best 
estimate  of  this  difference  in  the  population  is  the mean  difference  in  our 
sample.  If  the  residuals  from a  simple  linear  regression between  these  two 
types  of  hippocampal  volume  estimates  are  normally  distributed,  our  best 












may  at  least  give  some  understanding  of  the  uncertainty  (especially  when 
intervals are available from a number of studies). 
A  good  agreement  in  the  population might  also  be  insufficient  evidence  of 
overall  agreement.  There  could be  a  small  average difference between  the 
 












from  the  partial  correlation  analysis.  In  the  other  papers,  we  included 
confidence  intervals when we  thought  this was appropriate, but we  should 
have included them for all effect sizes.   
 
5.1.3 ADJUSTMENT FOR MULTIPLE COMPARISONS 





As  mentioned  in  Section  5.1.2,  to  interpret  effect  size,  we  should  include 
confidence  intervals  to  specify  our  uncertainty.  For  this  specification  of 
uncertainty  to  be  correct,  we  should  also  adjust  it  for  the  number  of 
comparisons  made.  To  adjust  the  confidence  intervals  for  multiple 
comparisons,  the  alpha  value  can  be  adjusted.  One  possibility  is  to  use 
Bonferroni  correction.  Then,  the  alpha  value  is  divided  by  the  number  of 
comparisons96.  
 








small).  For  example,  if  the  Pearson’s  correlation  is  0.99  in  a  sample  of  50 
participants,  the 95% confidence  interval  is between 0.982–0.994. By using 
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the  reasoning about  for  example  the generalizability of  the  findings  (rather 
than just being limited to statistical inference). 
 
5.2 MANUAL ESTIMATION OF INTRACRANIAL 
VOLUME 
One of the most frequently used manual estimation methods in neuroimaging 






sagittal  ICA  as  a  valid  ICV  estimation  procedure. We  also  found  that when 
segmenting  at  least  every  15th  ICA,  neither  the  orientation  of  the 
segmentations nor the interpolation method used played any crucial role for 
the validity of the estimates. As most studies that use linearly spaced ICA to 
estimate  ICV  segment  every  10th  ICA,  the  orientation  of  the  ICAs  or  the 
interpolation method used will not matter much.  
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In our evaluation, the slice thickness of the MR images was one mm and there 
was  no  slice  gap  between  the  images.  Therefore,  in  our  evaluation,  the 
segmentation of every 10th ICA is equivalent to the segmentation of one ICA 





are  less  noisy  but  have  larger  partial  volume  (see  explanation on  page  42) 
effects than thinner images (which could affect the validity in some direction). 
As both we and Eritaia et al.40 found an intra‐class correlation with absolute 












reliability  is  seen  as  widened  percentile  curves  of  the  different  validity 
measures  with  increased  linear  spacing.  The  main  reason  for  the  reduced 
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our ICV estimate will include 68 ICAs on average. If we are directed to start the 











In  Paper  I,  some  of  the  combinations  of  every  50th  ICA  reached  intra‐class 
correlations  with  absolute  agreement  beyond  0.98  to  gold  standard  ICV. 









the  ICAs,  Pearson’s  correlations  above  0.99  were  found.  The  strongest 
Pearson’s correlation (of 0.997) was  found for estimates using sagittal  ICAs. 
This can be compared to a Pearson’s correlation of 0.88–0.89 previously found 
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found  at  similar  percentage  values.  As  the  validity  of  the  estimates  was 
evaluated  in  a  separate  subsample  from  the  one  used  to  find  the  optimal 
locations,  our  assumption  seems  to  be  correct.  However,  the  assumption 













In  Paper  II,  we  only  aimed  at  finding  simple  estimates with  high  Pearson’s 
correlation  to  gold  standard  ICV.  We  did  so,  as  such  estimates  would  be 
applicable  in  linear  regression  models  where  an  ICV  estimate  should  be 
included, such as least‐squares normalization. We also thought that if absolute 
volume differences were of  interest,  then other  estimates of  ICV would be 
better. Still, smaller volumetric errors than those presented in Paper II could 
be  achievable  for  the  four  methods  evaluated  using  some  other  way  to 
combine the basic quantities into one single estimate. For example, when only 
segmenting one ICA and estimating the perpendicular diameter, the algorithm 
used  by  Mathalon  et  al.37  could  be  applied.  Then  the  estimate  would  be 
calculated as 4/3*(diameter/2)*ICA instead of just by ICA*diameter.  
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border  of  the manual  ICV  segmentation  had  been  set  to  zero.  This mainly 
removed intensities in the throat and neck. In the second analysis, intensities 
of voxels more than 3 mm beyond the manual segmentations had been set to 
zero,  removing most of  the head outside of  the dura mater.  In  Figure 12,  I 
visualize an example of the MR  images  in this experiment (before and after 











































Paper  III, we  empirically  showed  that  there  is  an  association between  total 
brain  volume and eTIV  that  cannot be explained by gold  standard  ICV. Our 
interpretation of this association was that eTIV is indeed biased by total brain 
volume. However,  an  association  does  not  entail  a  causal  relationship.  The 
association we found could as well be due to the estimation of eTIV somehow 







gold  standard  ICV  is not  (or  the other way around).  If  so,  the  found partial 
correlation  could  be  due  to  a  scanner  artifact  in  combination  with  a 
susceptibility  to  this artifact either  in  the estimation of eTIV and  total brain 
volume or in the gold standard ICV. When inspecting the data, I noticed that 
there were in fact significant Pearson’s correlations (r = 0.27–0.31) between 
acquisition  date  and  both  eTIV  and  gold  standard  ICV,  but  no  significant 
correlation between date and total brain volume (r = 0.21). Thus, I should have 
adjusted  for  acquisition  date  in my  analysis.  To  test  if  such  an  adjustment 
would have had any effect on our conclusion about eTIV, I reran the analysis 
adjusting  for  acquisition  date.  The  delete‐two  Jackknife  replicate  with  the 
lowest correlation had a correlation of 0.311 (p‐value < 0.02) between eTIV 
and  total  brain  volume  after  correcting  for  gold  standard  ICV.  The median 
partial  correlation  of  all  Jackknife  replicates  was  0.383.  Thus,  the  results 
presented in Paper IV holds also when adjusting for scanner variability. 
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Total  brain  volume  explained  85%  of  the  variance  in  eTIV  (=0.9212  *  100). 
However,  after  controlling  for  gold  standard  ICV,  total  brain  volume  only 
explained  1%  of  the  variance  in  eTIV  ([1‐0.962]  *  0.3552).  This  tells  us  that 
between 1 and 85% of the variance in eTIV in our sample could be due to total 
brain volume (rather than to ICV). The high correlation between eTIV and ICV 
is  the  reason  behind  the  large  uncertainty.  Due  to  this  uncertainty,  other 





Two  longitudinal  studies  had  previously  been  published  that  evaluated  if 











it  is  not  correct  to  interpret  a  small  p‐value  as  showing  a  trend  towards 
something, it does tell us that it is fairly improbable to see such a correlation 
in the sample if there is no correlation in the population. 
In  Paper  III,  we  discuss  how  the  different  study  samples  might  result  in 
different findings and our concern with how the MR scanner upgrade might 
have affected the findings  in the study by Nordenskjöld et al.48. Yet another 
example  is  that Nordenskjöld et al.  evaluate how absolute  change  in  ICV  is 
associated to relative change in brain volume. I think it would have been better 
 








improve  the  overall  alignment,  which  could  benefit  eTIV  too.  Further,  the 
average difference between the volume of the intracranial vault and the total 
brain volume will be similar in the atlas and the MR images to analyze, which 











5.4 EFFECTS OF INTRACRANIAL VOLUME 
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Further,  this  is  ongoing  research  and  Paper  IV  will  be  revised  before  it  is 
submitted for publication. 
The provisional nature of this section is actually one reason why it is so long 




5.4.1 REDUCED COEFFICIENT OF VARIATION 
While I (in Section 1.5) defined ICV normalization in short as the adjustment of 
brain estimates to reduce the proportion of total variance that is explained by 
ICV,  a  reduction of  the  variance per  se  is  not necessarily  an  indication of  a 
successful normalization. If it was, we could simply divide our brain estimates 
with a number  larger  than one. The  larger  the value we would choose,  the 
more successful would the normalization be. As proportion normalization  is 
division  by  a  large  number  (or  more  correctly  a  large  variable),  it  will 






Hansen  et  al.36  evaluated  how  proportion  and  least‐squares  normalization 
decrease the sample size needed to detect a 2% difference in the mean volume 
between  two  samples.  They made  the  evaluation  for  eleven  brain  regions 
using hypothetical  samples based on  real  data.  Further,  the evaluation was 
made  using  a  number  of  automatic  estimates  of  ICV  (including  eTIV  from 











sample  size  needed  to  detect  a  2%  difference  in  hippocampal  volume was 
reduced from 406 to 284 participants. With proportion normalization by eTIV, 
the sample size was increased to 412 participants. The reduction in sample size 
generally  tended  to  be  larger  after  least‐squares  normalization  than  after 
proportion  normalization.  Thus,  it  seems  as  if  least‐squares  normalization 
tends  to  reduce  the  coefficient  of  variation  more  than  proportion 
normalization does.  
Through the composite functions presented  in Paper  IV, we can help  in the 
interpretation of these findings. For example, it might seem surprising that in 




















We  then  see  that  the  proportion  normalization  has  two  effects  upon  the 
variance of the brain estimate (𝑠௕ଶ). The first effect is that it is scaled by 𝚤𝑐𝑣തതതതଶ 
and  the  second  effect  is  the  addition  of  ௕തమ௦೔೎ೡమ ିଶ௕തప௖௩തതതത௥್,೔೎ೡ௦್௦೔೎ೡప௖௩തതതതర .  As  we  are 
 











This  tells  us  that  as  long  as  the  Pearson’s  correlation  between  the  brain 
estimates and ICV is negative, the coefficient of variation and the sample size 
needed  to  detect  a  given  difference  in  mean  volume  will  be  increased  by 
proportion  normalization.  However,  if  the  Pearson’s  correlation  is  positive, 
which it will be in real data, there might be a reduction in both the coefficient 












Then, we notice  two things. Firstly,  that  the coefficient of variation  is more 
likely  to  be  reduced  by  proportion  normalization  if  the  (positive)  Pearson’s 
correlation is above 0.5 and less likely to be reduced if it is below 0.5. Secondly, 
that  proportion  normalization  is  more  likely  to  reduce  the  coefficient  of 
variation (and hence the sample size needed for a  t‐test)  for brain volumes 
with a  small mean and a  large variance, compared  to brain volumes with a 
large mean and a small variance (given the same Pearson’s correlations).  
Unfortunately, Hansen et al.36 did not report all the factors needed for us to 
tell  exactly  why  their  proportion  normalization  of  hippocampus  by  eTIV 
implied  a  larger  sample  size  needed.  Either  ௦೔೎ೡప௖௩തതതത   must  be  larger  in  eTIV 
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This  can  be  compared  to  the  component  that  reduces  the  coefficient  of 
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As neither  the denominator nor  the numerator of  the  left‐hand side of  the 
equation  can  be  negative,  this  equation  is  always  false.  Proportion 













5.4.2 REDUCED LINEAR ASSOCIATION TO INTRACRANIAL VOLUME 
As expected, least‐squares normalization has been shown to remove any linear 
association between the brain estimates and ICV28,37. In contrast, when using 
inferred  least‐squares  normalization,  the  linear  association  was  only  fully 
removed in the sample from which the regression coefficient was calculated28. 
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phenomenon of interest in some subsample and so is an association that we 
want  to  keep.  The  Pearson’s  correlation  left  after  inferred  least‐squares 
normalization varied between –0.2 and 0.15 in the study by Voevodskaya et 
al.. The question  is  if this remaining association  is there by chance or  if  it  is 
related to a phenomenon of interest? In Paper IV, the composite function for 
Pearson’s correlation after inferred least‐squares normalization (see Table 7 in 
Section  3.11)  gives  a  clue  to  the  answer  of  this  question.  The  composite 
function gives the confidence interval for the remaining Pearson’s correlation 
after  inferred  least‐squares  normalization.  The  function  assumes  that  the 




of  the  Pearson’s  correlation  found  by  Voevdodskaya  et  al.  after  applying 
inferred least‐squares normalization were within the 95% confidence interval 
























Figure 13. 95%  confidence  intervals  of  the  remaining 
Pearson’s  correlation  in  a  patient  sample  after  applying 
inferred  least‐squares  normalization.  The  y  axis  shows  the 
confidence  intervals  and  the  x  axis  the  sample  size  of  the 






For  proportion  normalization, we  expect  that  some  association will  remain 
after  normalization,  at  least  if  the  relationship  between  ICV  and  the  brain 
estimate  is not exactly proportional before normalization38. Voevodskaya et 
al.28 also found that after proportion normalization, most brain estimates had 
a  negative  association  to  ICV.  The  few  exceptions  were  ventricular  and 
cerebrospinal  fluid  volumes  that  still  had  a  positive  association  to  ICV.  The 
Pearson’s correlation left after proportion normalization varied between –0.5 
and 0.4  (in normal  controls and patients with mild  cognitive  impairment or 
Alzheimer’s  disease). Mathalon  et  al.37  also  found  the  remaining  Pearson’s 
after proportion normalization to range somewhere between –0.38 and 0.42 
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least‐squares  normalization,  as  the  latter  always  removes  this  association. 
However, proportion normalization will also remove any linear association if 
𝑟௕,௜௖௩𝐶௕𝐶௜௖௩ െ 𝐶௜௖௩ଶ
𝐶௜௖௩ට𝐶௕ଶ ൅ 𝐶௜௖௩ଶ െ 2𝑟௕,௜௖௩𝐶௕𝐶௜௖௩
ൌ 0 
For this equation to be true, the numerator must equal zero. That is 
𝑟௕,௜௖௩𝐶௕𝐶௜௖௩ െ 𝐶௜௖௩ଶ ൌ 0 
𝑟௕,௜௖௩𝐶௕𝐶௜௖௩ ൌ 𝐶௜௖௩ଶ  
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Thus,  when  𝚤𝑐𝑣തതതത𝑟௕,௜௖௩𝑠௕ ൌ 𝑏ത𝑠௜௖௩  is  true,  proportion  and  least‐squares 
normalization  will  both  remove  the  linear  association  between  the  brain 
estimates and  ICV and will  reduce  the coefficient of variation equally much 
(see Section 5.1.1). 











of  the  linear  association  in  the  population  will  vary  between  samples,  the 
differences between the subsamples and the total data set are not surprising. 
The estimate  from the  total data  set  should be  less uncertain compared  to 
those from the subsamples, as the total data set includes more observations. 
 
5.4.3 REDUCED ESTIMATION RELIABILITY 
In  1990,  Arndt  et  al.65  raised  a  concern  about  normalization  by  total  brain 
volume in neuroimaging studies. They showed that both proportion and least‐
squares normalization reduce the reliability of regional brain estimates. They 
















from the  ICV estimates. Secondly,  the  reduced  reliability might be due  to a 
reduced  true  score  variance  in  the  normalized  brain  estimates.  True  score 
variance is variance in the brain estimates that is not due to estimation error. 
When  applying  ICV  normalization,  the  aim  generally  is  to  reduce  the 
proportion of total true score variance that is explained by ICV. Mathalon et al. 
also point out that we can expect a reduced true score variance when using 
either  least‐squares  or  proportion  normalization.  They  also  show  that  the 
reduction  of  variance  in  the  brain  estimates  (when  using  either  of  the 
normalization  approaches)  will  be  stronger  the  higher  the  Pearson’s 




was  done  both  before  and  after  normalization.  Through  previous  studies, 
Mathalon et al. expected that some regional brain volumes would be linearly 
associated  with  age.  The  rationale  for  once  again  evaluating  such  an 
association was the following. If the reduced reliability after ICV normalization 







variance,  we  rather  expect  the  Pearson’s  correlation  to  be  unaffected  or 
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to  –0.65  after  proportion  normalization  and  to  –0.66  after  least‐squares 
normalization. These results indicate that both proportion and least‐squares 
normalization may in fact result in a reduced true score variance. The question 







estimates  and belonging  estimates  of  total  brain  parenchymal  volume.  The 
errors were introduced to either the ICV estimates, the estimates of total brain 













in  the mean  volume of  the normalized brain  estimates  (while  the  standard 
deviation was slightly affected). Using  least‐squares normalization, the error 
introduced  to  the  brain  estimates  remained  after  normalization.  To 
 








the brain estimate and  ICV. Errors  that affect  this Pearson’s correlation will 
therefore affect both these normalization methods. As estimation errors often 
has  a  random  component,  they  do  risk  affecting  all  three  normalization 
methods.  Sanfilipo  et  al.66  seem  to  know  about  this  possibility  (see  their 
limitations section), but left it out in their evaluation. 
Using  the  composite  functions  from Paper  IV,  it  is  possible  to express  how 
different  errors  will  affect  the  results  of  the  different  normalization 




5.5 EFFECTS OF INTRACRANIAL VOLUME 
NORMALIZATION ON A THIRD FACTOR 
When  ICV normalizing brain estimates,  the purpose often  is  to  improve the 







brain  estimate  and  the  third  factor  and  the  relationship  between  the  third 
factor and ICV. Further, one must consider the statistical tool used to evaluate 
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the relationship between the brain estimate and the third factor. While all this 





5.5.1 GENDER DIFFERENCES 
When  investigating  gender  differences  in  regional  brain  measures,  it  is 
common to try to answer the question “Is there a difference between genders 
with  respect  to  these  measures?”.  To  answer  this  kind  of  question, 
unnormalized  and  ICV  normalized  brain  estimates  have  been  used  with 
different results19. Generally, it is found that unnormalized brain volumes tend 
to  be  larger  in  males  compared  to  females18,19,28,38.  After  using  proportion 
normalization,  females  tend  to  have  larger  volumes  than  males19,28,38.  And 















amount  of  dissimilarity  is  better  expressed  as  a  fraction).  Secondly,  ICV 
normalization will also change the comparison from “between unnormalized 
 





hippocampal  volume  might  be  statistically  significant  when  comparing 
unnormalized volumes, but not after using least‐squares normalization.  
To  understand  how  the  likelihood  for  a  statistically  significant  difference 













was  explained  by  gender  dropped  to  between  0–4%  for  all  volumes  but 
hippocampal  volume.  For  hippocampal  volume,  the  variance  that  was 
explained by gender increased to 2% after the adjustment. As mentioned by 
Nordenskjöld  et  al.38,  gender  and  ICV  are  highly  associated  and 
multicollinearity becomes a problem when both gender and ICV are included 
as  covariates  in  a  regression model. Due  to multicollinearity,  the estimated 

















squares  normalization,  Nordenskjöld et  al.  did  find  a  statistically  significant 
difference in hippocampal volume. Thus, it could seem as if the effect of least‐
squares  normalization  differs  between  these  two  studies  although  both 




hippocampal  volume  while  Nordenskjöld  et  al.  evaluate  the  effect  on 
hippocampal volume separately for the two hemispheres. However, the main 





as Voevodskaya et al.  applies  a  correction  for multiple  comparison  (with at 













dementia  and  patients with  some  other  cognitive  disorder  (85  participants 
with  Alzheimer’s  disease  and  90  other).  Voevodskaya  et  al.  used  both 















brain  volume and  ventricular  volume,  but not on hippocampal  or  temporal 
horn  volume  could  be  that  the  two  former  have  a  stronger  Pearson’s 
correlation to ICV. As shown in Section 5.4.1, there is an increased chance that 
proportion normalization will reduce the coefficient of variation with stronger 
Pearson’s  correlation between  the brain  estimate  and  ICV. By  reducing  the 
proportion of total variance that is explained by ICV, a larger proportion of the 
variance  in  the  brain  estimate  will  be  explained  by  the  disease.  Then,  the 
diagnostic accuracy should  increase. However, there could be a  lot of other 
explanations too. 
Why  the  inferred  residual  normalization  only  had  a  minor  effect  on  the 
diagnostic  accuracy  of  hippocampal  volume  is  less  easy  to  understand.  All 
samples  had  much  lower  Pearson’s  correlation  to  ICV  after  normalization, 
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which  indicates  that  the coefficient of variation was  lowered  in all  samples. 
Then  disease  should  explain  a  larger  degree  of  the  total  variance  after 
normalization and thus the diagnostic accuracy should increase. The diagnostic 
accuracy does increase, but just slightly. As the Pearson’s correlation between 




Another  interesting  finding  was  that  while  Bigler  et  al.98  did  not  find  that 
proportional  ICV  normalization  increased  the  diagnostic  accuracy  of 
hippocampal  volume,  they  did  find  that  the  diagnostic  accuracy  increased 
when  normalizing  by  total  brain  parenchymal  volume  instead.  Then  the 
specificity  increased from 79% to 87% and the sensitivity from 81% to 86%. 
One  reason  could  be  that  total  brain  parenchymal  volume  still  was  largely 






we  can  tell)  when  trying  to  differentiate  patients  with  mild  cognitive 
impairment that  latter convert  to Alzheimer’s disease to those who do not. 
This was done by creating OPLS (orthogonal projections to latent structures) 





model  that  achieved  the highest  diagnostic  accuracy during  evaluation was 
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brain  estimates  were  used.  The  sensitivity,  of  75.9%,  was  not  affected  by 




estimates  for  prediction  is  robust  enough  to  not  benefit  from  ICV 
normalization.  
The effect of ICV normalization on diagnostic accuracy is hard to assess, but is 
of  large  interest  not  least  for  studies  of  dementia  diseases.  Through  an 
understanding of what happens in different scenarios, maybe with the use of 
the composite functions presented in Table 7 (Section 3.11) and some more 





5.6 FINAL THOUGHTS 
In Section 1.5, I described the purpose of ICV normalization by 




Least‐squares,  inferred  least‐squares,  and  proportion  normalization  all  are 
means to fulfill this purpose. However, with both proportion normalization and 
inferred least‐squares normalization there is a risk that the variance explained 
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to  date.  For  proportion  normalization,  the  reasoning  behind  the  choice  is 





more  graspable  for  most  scientists,  I  think  it  is  better  referring  to  it  as 
“controlling for ICV”. 
When applicable, I would use multiple linear regression (or a generalized linear 
















between  brain  estimates  and  ICV  and  the  potential  bias might  not  be  too 
problematic in most situations. Another automatic ICV estimation might still 










sometimes  questioned  by  a  concept  called  “brain  reserve”.  The  concept 
suggests  that  larger  premorbid  brain  volume  is  a  protective  factor  against 
cognitive  impairment.  There  are  a  number  of  studies  addressing  the  brain 




The  second  assumption  made  when  using  ICV  normalization  is  that  the 
intracranial  vault  is  constant  throughout  adulthood  (and  therefore  a  good 
proxy for premorbid brain volume). This is not always the case. For example, 
in  cases of hyperostosis  frontalis  interna,  the  intracranial  vault will  become 
smaller due to thickening of the inner surface of the frontal bone104. 
It  is  important  that  the  two mentioned  assumptions  are  considered  when 
using  ICV  normalization  in  order  to  avoid misinterpretations  of  normalized 
brain estimates in cases when the assumptions might not hold. 
Throughout the thesis, I have discussed ICV normalization in the perspective 
of  cross‐sectional  settings.  This  is  the  most  common  case  as  longitudinal 
studies focus on intraindividual variability over time and ICV should in general 
be  stable  over  time  (in  adulthood).  Hence,  it  will  not  explain much  of  the 
intraindividual variability. Despite this, ICV normalization might actually be of 
value in longitudinal studies too. Whitwell et al.39 point out that when trying 







N I K L A S  K L A S S O N  
101 
6 CONCLUSION 
In  the  present  thesis,  it  was  shown  that  a  frequently  used  method  for 
estimation of ICV, where every 10th ICA is segmented, is valid. This supports 
the  findings  previously  shown  by  Eritaia  et  al.40. We  also  showed  that  the 
orientation  of  the  ICA  or  the  interpolation method  used  did  not  affect  the 
validity  of  the  estimates  in  any  practical  sense  (when  every  10th  ICA  is 
segmented). The  intra‐class correlation with absolute agreement was above 




the  intracranial  diameter  perpendicular  to  the  orientation  of  the  ICAs.  The 
Pearson’s correlation was shown to be 0.997. 







These  composite  functions may  help  to  improve  our  understanding  of  ICV 
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7 FUTURE PERSPECTIVES 
It should be established exactly how the reduced reliability in brain estimates 
after  ICV  normalization  depends  on  a  reduced  true  score  variance  and  an 
introduced estimation error (of ICV) respectively. This should be possible by 
the use of the composite functions in Table 7 (Section 3.11).  
Some  of  the  association  that  will  remain  between  ICV  and  inferred  least‐
squares  normalized  brain  estimates  is  likely  to  be  there  by  chance.  To 




There  are  indications  of  that  eTIV  from  FreeSurfer  is  biased  by  total  brain 





Therefore,  it  will  become  even more  important  to  optimize  the  diagnostic 
accuracy  of  such  biomarkers.  There  are  reasons  to  believe  that  ICV 
normalization will increase the diagnostic accuracy of brain estimates from MR 
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A PICTORIAL GUIDE FOR SEGMENTATION OF 
INTRACRANIAL VOLUME 
To make  it easier  for new raters  to segment  the  intracranial volume and to 
keep  a  high  intra‐  and  interrater  reliability  throughout my  work,  I  made  a 
pictorial guide for segmentation of the intracranial vault. The guide is based on 
the  landmarks  described  by  Eritaia  et  al.  [2000]  (see  Section  3.6.2),  but 
includes  a  few more  landmarks.  The  additional  landmarks  are  the  cerebral 
aqueduct,  epidermis,  foramen  lacerum,  jugum sphenoidale, maxillary  sinus, 
pituitary gland, and sphenoid sinus. 
In the guide, I begin with describing and illustrating most of the landmarks. The 








where  the cerebral hemispheres meet each other, and continue  laterally  in 
both directions until the last traces of the meninges disappear. At the lateral 




























the dura mater,  they are hard  to distinguish  from each other.  In  the  image 














Dorsum  sellae  (c)  is  a  part  of  the  sphenoid  bone  and  lies  posterior  to  the 
pituitary  gland  (d)  that  is  located  in  a  small  depression  formed by  the  sella 
turcica.  During  the  segmentation,  the  pituitary  gland  is  excluded  from  the 
intracranial volume by drawing across the sella turcica from the dorsum sellae 























































































































































































































































































































































































(Section  3.11)  that  give  point  estimates  in  the  cases  of  least‐squares  and 
inferred  least‐squares  normalization.  The  proofs  relies  on  the  following 
properties: 
 
Properties of variance  (𝑠ଶ) where 𝑋  and 𝑌  are variables 
and  and  constants 
𝑠ሺఈ௑ାఉ௒ሻଶ ൌ 𝛼𝑠௑ଶ ൅ 𝛽𝑠௒ଶ ൅ 2𝛼𝛽𝑐𝑜𝑣ሺ𝑋, 𝑌ሻ 
𝑠ሺఈ௑ିఉ௒ሻଶ ൌ 𝛼𝑠௑ଶ ൅ 𝛽𝑠௒ଶ െ 2𝛼𝛽𝑐𝑜𝑣ሺ𝑋, 𝑌ሻ 
𝑠ఈଶ ൌ 0 
Properties  of  covariance  (𝑐𝑜𝑣)  where  𝑋  and  𝑌  are 
variables and  and  constants 
𝑐𝑜𝑣ሺ𝛼𝑋, 𝛽𝑌ሻ ൌ 𝛼𝛽𝑐𝑜𝑣ሺ𝑋, 𝑌ሻ 
𝑐𝑜𝑣ሺ𝑋, 𝑋ሻ ൌ 𝑠௑ଶ 




𝑘 ൌ 𝑐𝑜𝑣ሺ𝑋, 𝑌ሻ𝑠௑ଶ ൌ
𝑟௑,௒𝑠௒
𝑠௑  










𝑏௡௢௥௠ ൌ 𝑏 െ 𝑘ሺ𝑖𝑐𝑣 െ 𝚤𝑐𝑣തതതതሻ 
 
Here 𝑏௡௢௥௠  is  the  normalized brain  estimates  and  𝚤𝑐𝑣തതതത  the mean  icv  in  the 
sample. Then the mean of the normalized brain estimates is 
𝑏௡௢௥௠തതതതതതതത ൌ 𝑏 െ 𝑘ሺ𝚤𝑐𝑣 െ 𝚤𝑐𝑣തതതതሻതതതതതതതതതതതതതതതതതതതതത 
𝑏௡௢௥௠തതതതതതതത ൌ 𝑏ത െ 𝑘ሺ𝚤𝑐𝑣 െ 𝚤𝑐𝑣തതതതሻതതതതതതതതതതതതതതതത 
𝑏௡௢௥௠തതതതതതതത ൌ 𝑏ത െ 𝑘ሺ𝚤𝑐𝑣തതതത െ 𝚤𝑐𝑣തതതതሻ 




𝑠௕೙೚ೝ೘ଶ ൌ 𝑠௕ି௞ሺ௜௖௩ିప௖௩തതതതሻଶ  
𝑠௕೙೚ೝ೘ଶ ൌ 𝑠௕ଶ ൅ 𝑠௞ሺ௜௖௩ିప௖௩തതതതሻଶ െ 2𝑐𝑜𝑣ሺ𝑏, 𝑘ሺ𝑖𝑐𝑣 െ 𝚤𝑐𝑣തതതതሻሻ 
𝑠௕೙೚ೝ೘ଶ ൌ 𝑠௕ଶ ൅ 𝑘ଶ𝑠ሺ௜௖௩ିప௖௩തതതതሻଶ െ 2𝑘𝑐𝑜𝑣ሺ𝑏, ሺ𝑖𝑐𝑣 െ 𝚤𝑐𝑣തതതതሻሻ 
𝑠௕೙೚ೝ೘ଶ ൌ 𝑠௕ଶ ൅ 𝑘ଶ൫𝑠௜௖௩ଶ ൅ 𝑠ప௖௩തതതതଶ െ 2𝑐𝑜𝑣ሺ𝑖𝑐𝑣, 𝚤𝑐𝑣തതതതሻ൯
െ 2𝑘ሺ𝑐𝑜𝑣ሺ𝑏, 𝑖𝑐𝑣ሻ െ 𝑐𝑜𝑣ሺ𝑏, 𝚤𝑐𝑣തതതതሻሻ 
𝑠௕೙೚ೝ೘ଶ ൌ 𝑠௕ଶ ൅ 𝑘ଶ൫𝑠௜௖௩ଶ ൅ 0 െ 0൯ െ 2𝑘ሺ𝑐𝑜𝑣ሺ𝑏, 𝑖𝑐𝑣ሻ െ 0ሻ 
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𝑠௕೙೚ೝ೘ଶ ൌ 𝑠௕ଶ ൅ 𝑘ଶ𝑠௜௖௩ଶ െ 2𝑘𝑐𝑜𝑣ሺ𝑏, 𝑖𝑐𝑣ሻ 




𝑠௜௖௩ଶ െ 2 ൬
𝑟௕,௜௖௩𝑠௕
𝑠௜௖௩ ൰ 𝑐𝑜𝑣ሺ𝑏, 𝑖𝑐𝑣ሻ 
𝑠௕೙೚ೝ೘ଶ ൌ 𝑠௕ଶ ൅ 𝑟௕,௜௖௩ଶ 𝑠௕ଶ െ 2 ൬
𝑟௕,௜௖௩𝑠௕
𝑠௜௖௩ ൰ 𝑟௕,௜௖௩𝑠௕𝑠௜௖௩ 
𝑠௕೙೚ೝ೘ଶ ൌ 𝑠௕ଶ ൅ 𝑟௕,௜௖௩ଶ 𝑠௕ଶ െ 2𝑟௕,௜௖௩ଶ 𝑠௕ଶ 
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𝑟௕೙೚ೝ೘,௜௖௩ ൌ











For  inferred  least‐squares  normalization,  the  regression  coefficient  (𝑘)  is 
calculated  from  one  subsample  and  then  used  to  normalize  a  second 
subsample. It is not certain that the regression coefficients between the two 
subsamples are equal to each other and we therefore denote them as 𝑘ଵ and 
𝑘ଶ  in  the  following  equations.  Then  the  values  of  the  normalized  brain 
estimates of the second subsample will be 
𝑏௡௢௥௠ ൌ 𝑏ଶ െ 𝑘ଵሺ𝑖𝑐𝑣ଶ െ 𝚤𝑐𝑣ଵതതതതതሻ 
 
Here 𝑏ଶ are the unnormalized brain estimates from the second sample, 𝑘ଵ is 
the  regression  coefficient  calculated  from  the  first  sample,  𝑖𝑐𝑣ଶ    is  the 
intracranial  volume  estimates  from  the  second  subsample,  and  𝚤𝑐𝑣ଵതതതതത  is  the 
mean  intracranial  volume  from  the  first  sample  (from  which  𝑘ଵ  was 
calculated).  Then,  the mean  of  the  inferred  least‐squares  normalized  brain 
estimates is 
𝑏௡௢௥௠തതതതതതതത ൌ 𝑏ଶ െ 𝑘ଵሺ𝚤𝑐𝑣ଶ െ 𝚤𝑐𝑣ଵതതതതതሻതതതതതതതതതതതതതതതതതതതതതതതതതത 
𝑏௡௢௥௠തതതതതതതത ൌ 𝑏ଶതതത െ 𝑘ଵሺ𝚤𝑐𝑣ଶതതതതതത െ 𝚤𝑐𝑣ଵതതതതതሻ 
𝑏௡௢௥௠തതതതതതതത ൌ 𝑏ଶതതത െ ቆ
𝑟௕భ,௜௖௩భ𝑠௕భ
𝑠ூ஼௏భ
ቇ ሺ𝚤𝑐𝑣ଶതതതതതത െ 𝚤𝑐𝑣ଵതതതതതሻ 
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The variance of the inferred least‐squares normalized brain estimates is 
𝑠௕೙೚ೝ೘ଶ ൌ 𝑠௕మି௞భሺ௜௖௩మିప௖௩భതതതതതതሻଶ  
𝑠௕೙೚ೝ೘ଶ ൌ 𝑠௕మଶ ൅ 𝑠௞భሺ௜௖௩మିప௖௩భതതതതതതሻଶ െ 2𝑐𝑜𝑣ሺ𝑏ଶ, 𝑘ଵሺ𝑖𝑐𝑣ଶ െ 𝚤𝑐𝑣ଵതതതതതሻሻ 
𝑠௕೙೚ೝ೘ଶ ൌ 𝑠௕మଶ ൅ 𝑘ଵଶ𝑠௜௖௩మିప௖௩భതതതതതതሻଶ െ 2𝑘ଵ𝑐𝑜𝑣ሺ𝑏ଶ, ሺ𝑖𝑐𝑣ଶ െ 𝚤𝑐𝑣ଵതതതതതሻሻ 
𝑠௕೙೚ೝ೘ଶ ൌ 𝑠௕మଶ ൅ 𝑘ଵଶ൫𝑠௜௖௩మଶ ൅ 𝑠ప௖௩భതതതതതതଶ െ 2𝑐𝑜𝑣ሺ𝑖𝑐𝑣ଶ, 𝚤𝑐𝑣ଵതതതതതሻ൯
െ 2𝑘ଵሺ𝑐𝑜𝑣ሺ𝑏ଶ, 𝑖𝑐𝑣ଶሻ െ 𝑐𝑜𝑣ሺ𝑏ଶ, 𝚤𝑐𝑣ଵതതതതതሻሻ 
𝑠௕೙೚ೝ೘ଶ ൌ 𝑠௕మଶ ൅ 𝑘ଵଶ൫𝑠௜௖௩మଶ ൅ 0 െ 0൯ െ 2𝑘ଵሺ𝑐𝑜𝑣ሺ𝑏ଶ, 𝑖𝑐𝑣ଶሻ െ 0ሻ 
𝑠௕೙೚ೝ೘ଶ ൌ 𝑠௕మଶ ൅ 𝑘ଵଶ𝑠௜௖௩మଶ െ 2𝑘ଵ𝑐𝑜𝑣ሺ𝑏ଶ, 𝑖𝑐𝑣ଶሻ 
𝑠௕೙೚ೝ೘ଶ ൌ 𝑠௕మଶ ൅ 𝑘ଵଶ𝑠௜௖௩మଶ െ 2𝑘ଵ𝑐𝑜𝑣ሺ𝑏ଶ, 𝑖𝑐𝑣ଶሻ 






































































൬𝑟௕మ,௜௖௩మ𝑠௕మ𝑠௜௖௩భ𝑠௜௖௩భ ൰ െ ൬
𝑟௕భ,௜௖௩భ𝑠௕భ𝑠௜௖௩మ𝑠௜௖௩భ ൰
𝑠௕೙೚ೝ೘
 
𝑟௕೙೚ೝ೘,௜௖௩మ ൌ
𝑟௕మ,௜௖௩మ𝑠௕మ𝑠௜௖௩భ െ 𝑟௕భ,௜௖௩భ𝑠௕భ𝑠௜௖௩మ
𝑠௜௖௩భ𝑠௕೙೚ೝ೘
 
As we know 𝑠௕೙೚ೝ೘ଶ  from the above proof, we can replace 𝑠௕೙೚ೝ೘  and get 
𝑟௕೙೚ೝ೘,௜௖௩మ ൌ
𝑟௕మ,௜௖௩మ𝑠௕మ𝑠௜௖௩భ െ 𝑟௕భ,௜௖௩భ𝑠௕భ𝑠௜௖௩మ
𝑠௜௖௩భඨ𝑠௕మଶ ൅
𝑟௕భ,௜௖௩భଶ 𝑠௕భଶ 𝑠௜௖௩మଶ
𝑠௜௖௩భଶ
െ 2𝑟௕భ,௜௖௩భ𝑟௕మ,௜௖௩మ𝑠௕భ𝑠௕మ𝑠௜௖௩మ𝑠௜௖௩భ
 
