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a b s t r a c t
This paper investigates some properties of multi-scale kernels,
mainly those which are related to their native spaces and make
the corresponding integral operatorswell defined in the Lp context.
In the case p = 2, we derive results related to the range of
the operators, alternative representations, computation of their
norms, basic spectral analysis and isolated properties involving the
native spaces of the kernels. Even being not compact, the integral
operators possess interesting properties which are peculiar to
compact operators.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let l be an integer and {λj}∞j=l a summable sequence of positive real numbers. Let ϕ : Rd → C be a
compactly supported and bounded function. The function φl : Rd × Rd → C given by the formula
φl(x, y) =
∞∑
j=l
λj
∑
k∈Zd
ϕj,k(x) ϕj,k(y) (1.1)
in which
ϕj,k(x) := ϕ(2jx− k), x ∈ Rd, j ≥ l, k ∈ Zd, (1.2)
is then called a multi-scale kernel associated with the function ϕ. This terminology agrees with that
introduced and explored in [8,9] when two conditions on the function ϕ are added. The first one is
that ϕ be refinable, that is,
ϕ =
∑
k∈Zd
ηkϕ1,k (1.3)
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for some sequence {ηk}k∈Zd of real numbers. The equation above is frequently called the refinement
equation and the sequence {ηk}k∈Zd is the mask. The second one is that the function ϕ meets the
following assumption: for every x ∈ Rd there is kx ∈ Zd such that ϕ(x − kx) 6= 0. Thus, the
reader is advised that the multi-scale kernels considered here are not necessarily generated by a
refinable function. As a matter of fact, the two additional conditions on ϕ mentioned above are not
used anywhere in the paper.
Multi-scale kernels are a relatively new approach to combine reproducing kernel Hilbert space
techniques with multi-resolution methods known from wavelet theory [9,10]. Up until now, multi-
scale kernels have mainly been used in the context of function approximation, machine learning, and
meshless methods for solving partial differential equations. There, many issues related to complexity
theory arise quite naturally.
Since a multi-scale kernel is positive definite [2], it has a unique native space Nφl . One of its
descriptions is
Nφl :=
{ ∞∑
j=l
fj : fj =
∑
k∈Zd
cj,kϕj,k,
∞∑
j=l
λ−1j
∑
k∈Zd
|cj,k|2 <∞
}
, (1.4)
while the corresponding norm can be described as
‖f ‖2φl := min
{ ∞∑
j=l
λ−1j
∑
k∈Zd
|cj,k|2 : f =
∞∑
j=l
∑
k∈Zd
cj,kϕj,k
}
, f ∈ Nφl . (1.5)
It is perhaps important to mention at this point that the native spaceNφl is a Sobolev space when the
‘‘scaling’’ function ϕ defines a multi-resolution analysis.
We recall that a native space for a positive definite kernel ψ : Rd × Rd → C is a Hilbert space
(H, 〈·, ·〉) fulfilling the following two conditions:
(i) ψ(x, ·) ∈ H , x ∈ Rd;
(ii) 〈f , ψ(x, ·)〉 = f (x), f ∈ H , x ∈ Rd.
Usually, if H is a native space of a positive definite kernel ψ , the kernel is termed the reproducing
kernel for the space [1].
Another characterization for the native space of φl can be given as follows. Write Il := {j ∈ Z : j ≥
l}×Zd,F (Rd,C) to denote the space of all complex functions with domainRd and consider the space
`2(Il) :=
{
{cj,k}(j,k)∈Il :
∑
(j,k)∈Il
λ−1j |cj,k|2 <∞
}
, (1.6)
endowed with its usual inner product
〈{cj,k}, {dj,k}〉`2(Il) =
∑
(j,k)∈Il
λ−1j cj,kdj,k. (1.7)
The native space is then the image of the application L : `2(Il)→ F (Rd,C) given by the formula
L(c) =
∑
(j,k)∈Il
cj,kϕj,k, c = {cj,k} ∈ `2(Il), (1.8)
that is, the space
Nφl :=
{ ∑
(j,k)∈Il
cj,kϕj,k : cj,k ∈ C,
∑
(j,k)∈Il
λ−1j |cj,k|2 <∞
}
. (1.9)
Its inner product has the closed form
〈L(a), L(b)〉φl = 〈P(a), P(b)〉`2(Il), a, b ∈ `2(Il), (1.10)
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where P stands for the orthogonal projection from `2(Il)onto the orthogonal complement of the kernel
of L. For details regarding the above characterizations for the native space and for someother pertinent
information see [8,9].
Ifµ is the standard Lebesguemeasure ofRd andψ is a measurable complex kernel onRd×Rd then
the application T : Lp(Rd)→ F (Rd,C) given by the formula
T (f )(y) =
∫
Rd
ψ(x, y)f (x)dµ(x), y ∈ Rd, (1.11)
is a linear map. The purpose of this paper is to consider such application in the case when ψ = φl.
After establishing some properties of the multi-scale kernels in Section 2, we use the beginning of
Section 3 to establish precise conditions in order that
Tl(f )(y) :=
∫
Rd
φl(x, y)f (x)dµ(x), y ∈ Rd, (1.12)
be a linear operator on Lp(Rd), p ≥ 1. That section is completed with two results in the L2 case: an
alternative formulation for the expression defining the operator and properties regarding its range. As
desirable, the range is entirely composed of continuous functions. Such properties enter in a decisive
manner in the analysis of decay rates for the eigenvalues of the integral operator, a question that
certainly relates to complexity issues and a line of investigation we intend to follow in the future. The
reader is invited to look at [3,5,13] to verify the importance of the properties in the spectral analysis
of some integral operators. Finally, Section 4 describes additional results in the L2 context: some basic
spectral properties of the operator and somepreserving properties in connectionwith the native space
of the kernel defining the operator.
2. Continuous multi-scale kernels
The basic assumption we will require on the multi-scale kernel φl that was not mentioned in the
previous section is continuity. The design of continuous or smooth refinable functions is not obvious.
In order to make sure that such assumption is consistent and also to avoid any further discussion on
these matters, we invite the reader to look at [14] and the references therein. We will assume from
now on that the generating function ϕ is continuous but the reader is advised that not all results in the
paper will require that. As a matter of fact, some of themmay be even true under other assumptions.
In order to obtain the continuity of φl we will make use of the concept of local finiteness. A
collection of subsets of Rd is locally finite if each point in Rd has a neighborhood that intersects only
finitely many of the sets in the collection. Below, we will write supp f to denote the support of the
function f .
Lemma 2.1. For every j in {l, l+ 1, . . .}, the family {suppϕj,k}k∈Zd is locally finite.
Proof. First observe that if suppϕ ⊂ [−r, r]d for some r > 0 and k = (k1, k2, . . . , kd) then
suppϕj,k ⊂ [2−j(k1 − r), 2−j(k1 + r)] × · · · × [2−j(kd − r), 2−j(kd + r)]. (2.1)
Now fix j ≥ 1 and x = (x1, x2, . . . , xd) ∈ Rd. For each i ∈ {1, 2, . . . , d} let V ix be the open interval
(xi − 1, xi + 1). Clearly, Vx = V 1x × V 2x × · · · × V dx is a neighborhood of x and for each coordinate xi of
x, V ix intersects only finitely many closed intervals from the family {[2−j(k− r), 2−j(k+ r)] : k ∈ Z}.
In particular, Vx intersects only finitely many sets from the collection {suppϕj,k}k∈Zd . 
The proof of Theorem 2.2 is similar to the proof of Theorem 3.3 in [8]. The elementary properties
discussed in the next two theorems have nowhere else been mentioned yet explicitly.
Theorem 2.2. The multi-scale kernel φl is continuous.
Proof. For each j ≥ l let us write
fj(x, y) =
∑
k∈Zd
ϕj,k(x)ϕj,k(y), x, y ∈ Rd. (2.2)
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To see that each fj is continuous, fix (x0, y0) ∈ Rd × Rd. Due to the previous lemma, we can select
neighborhoods Ux0 and Uy0 of x0 and y0, respectively, that intersect only finitely many sets from
the collection {suppϕj,k}k∈Zd . Hence, Ux0 × Uy0 intercepts only finitely many sets from the collection{supp (ϕj,k ⊗ ϕj,k)}k∈Zd , j ≥ l, in which
(ϕj,k ⊗ ϕj,k)(x, y) = ϕj,k(x)ϕj,k(y), x, y ∈ Rd. (2.3)
If supp (ϕj,ki ⊗ ϕj,ki), i = 1, 2, . . . , n, are those sets, then
fj(x, y) =
n∑
i=1
ϕj,ki(x) ϕj,ki(y), (x, y) ∈ Ux0 × Uy0 . (2.4)
In particular, the continuity of ϕ implies that of each fj in (x0, y0). To proceed, first observe that, for
x ∈ Rd and j ≥ l fixed, the set {k ∈ Zd : ϕj,k(x) 6= 0} has at most (2dre + 1)d elements, in which dxe
denotes the least integer greater than or equal to x and r is the smallest positive real such that suppϕ
is contained in the ball of Rd centered at the origin with radius r . It is now clear that if C is an upper
bound for |ϕ|, then
|λjfj(x, y)| ≤ λj
∑
k∈Zd
|ϕj,k(x)||ϕj,k(y)| ≤ λjC2(2dre + 1)d, j ≥ l, x, y ∈ Rd. (2.5)
Since C2(2dre + 1)d∑∞j=l λj < ∞, the Weierstrass M-test implies the uniform convergence of∑∞
j=l λjfj. The continuity of φl follows. 
Translating to our setting a classical result from the theory of reproducing kernel Hilbert
spaces [1,11,12], every function in the native space Nφl will be continuous as long as the map x ∈
Rd → φl(x, ·) ∈ Nφl is continuous. Theorem 2.3 ratifies the validity of such condition.
Theorem 2.3. The map x ∈ Rd → φl(x, ·) ∈ Nφl is continuous. In particular, the native space Nφl
contains only continuous functions.
Proof. We intend to use the alternative description for the native space given at the introduction. If
x ∈ Rd and ax := {λjϕj,k(x)}(j,k)∈Il , then L(ax) = φl(x, ·). Also, if b = {bj,k}(j,k)∈Il belongs to ker L, then
〈b, ax〉`2(Il) =
∞∑
j=l
∑
k∈Zd
bj,kϕj,k(x) = L(b)(x) = 0. (2.6)
It follows that ax belongs to the orthogonal complement of ker L. It is now clear that
〈φl(x, ·), φl(y, ·)〉φl = 〈L(ax), L(ay)〉φl = 〈ax, ay〉`2(Il), x, y ∈ Rd. (2.7)
If x, x0 ∈ Rd then
‖φl(x, ·)− φl(x0, ·)‖2φl = ‖L(ax)− L(ax0)‖2φl
= 〈L(ax − ax0), L(ax − ax0)〉φl
= 〈ax − ax0 , ax − ax0〉`2(Il)
=
∞∑
j=l
∑
k∈Zd
λj|ϕj,k(x)− ϕj,k(x0)|2.
For each j ≥ l, define gj : Rd → C by
gj(x) =
∑
k∈Zd
|ϕj,k(x)− ϕj,k(x0)|2, x ∈ Rd. (2.8)
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Due to Lemma 2.1, we can select a neighborhood Vx0 of x0 so that
|ϕj,k(x)− ϕj,k(x0)| 6= 0, x ∈ Vx0 , (2.9)
for at most finitely many indices k ∈ Zd. If k1, k2, . . . , km are such indices then
gj(x) =
m∑
i=1
|ϕj,ki(x)− ϕj,ki(x0)|2, x ∈ Vx0 . (2.10)
This implies the continuity of gj in x0. Arguments similar to those used at the end of the proof of
Theorem 2.2 reveal that the function g : Rd → C given by
g(x) =
∞∑
j=l
λjgj(x), x ∈ Rd, (2.11)
is continuous in x0. Since
‖φl(x, ·)− φl(x0, ·)‖2φl = g(x), x ∈ Rd, (2.12)
and g(x0) = 0, it follows that
lim
n→∞ ‖φl(xn, ·)− φl(x0, ·)‖
2
φl
= lim
n→∞ g(xn) = 0, (2.13)
as long as {xn}n∈N is a sequence of Rd converging to x0. The continuity of x ∈ Rd → φl(x, ·) ∈ Nφl in
x0 follows. Since x0 is arbitrary, the proof of the first half is complete. To prove the last claim in the
statement of the theorem, it suffices to use the inequality
|h(x)− h(y)| ≤ ‖h‖φl‖φl(x, ·)− φl(y, ·)‖φl , x, y ∈ Rd, h ∈ Nφl , (2.14)
an easy consequence of the reproducing property of kernelφl and the Cauchy–Schwarz inequality. 
Next, we intend to discuss the square-integrability of the multi-scale kernel. The following well-
known technical result will be used.
Lemma 2.4. Let (X,M, ν1) and (Y ,N , ν2) be σ -finite measure spaces. If {ψm}m∈N and {φn}n∈N are
orthonormal subsets of L2(X, ν1) and L2(Y , ν2), respectively, then {ψm ⊗ φn}m,n∈N is an orthonormal
subset of L2(X × Y , ν1 × ν2).
Theorem 2.5. If {ϕj,k}(j,k)∈Il is an orthonormal subset of L2(Rd) then the multi-scale kernel does not
belong to L2(Rd × Rd).
Proof. If {ϕj,k}(j,k)∈Il is an orthonormal collection then Lemma 2.4 implies that {ϕj,k ⊗ ϕj,k}(j,k)∈Il is
orthonormal in L2(Rd ×Rd). The series∑∞j=l∑k∈Zd λ2j being divergent, a classical result from Fourier
analysis [15, p. 34] now guarantees that the series defining φl does not converge in L2(Rd × Rd). 
To conclude the section, we estimate the integral of the multi-scale kernel when one of the
variables is held fixed. The result is useful to show that, indeed, formula (1.12) defines an operator
on Lp(Rd), as long as the right assumptions are in force.
Theorem 2.6. There exists a positive constant M so that∫
Rd
|φl(x, y)|dµ(y) ≤ M, x ∈ Rd. (2.15)
Proof. Due to Theorem 2.2, φl is continuous. Having that in mind, first observe that the following
inequality holds
|φl(x, y)| =
∣∣∣∣∣ ∞∑
j=l
λj
∑
k∈Zd
ϕj,k(x)ϕj,k(y)
∣∣∣∣∣ ≤ ∞∑
j=l
λj
∑
k∈Zd
|ϕj,k(x)||ϕj,k(y)|, x, y ∈ Rd. (2.16)
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Keeping x ∈ Rd fixed and using the Monotone Convergence Theorem on the right-hand side of the
inequality, we deduce that∫
Rd
|φl(x, y)|dµ(y) ≤
∞∑
j=l
λj
∑
k∈Zd
|ϕj,k(x)|
∫
Rd
|ϕj,k(y)|dµ(y). (2.17)
Recalling the proof of Lemma 2.1, we know that
suppϕj,k ⊂ [2−j(k1 − r), 2−j(k1 + r)] × · · · × [2−j(kd − r), 2−j(kd + r)], (2.18)
for some r > 0, where k = (k1, k2, . . . , kd). As so, it follows that
µ(suppϕj,k) ≤ (2−j+1r)d, (2.19)
and, consequently,∫
Rd
|ϕj,k(y)|dµ(y) ≤ C(2−j+1r)d, (2.20)
where C is an upper bound for |ϕ|. We are led to∫
Rd
|φl(x, y)|dµ(y) ≤
∞∑
j=l
λj
∑
k∈Zd
|ϕj,k(x)|C(2−j+1r)d. (2.21)
Since the cardinality of {k ∈ Zd, ϕj,k(x) 6= 0} is at most (2dre + 1)d, we finally deduce that∫
Rd
|φl(x, y)|dµ(y) ≤
∞∑
j=l
λjC2(2dre + 1)d(2−j+1r)d = C2(2r)d(2dre + 1)d
∞∑
j=l
λj
2jd
. (2.22)
The constant on the right-hand side of the above inequality defines the number M in the statement
of the theorem. 
3. The range of the operator
The main result of this section reveals that if ϕ is continuous and {ϕj,k}(j,k)∈Il is an orthonormal
subset of L2(Rd) then Tl is an operator on L2(Rd) with range contained in the native space Nφl . In
particular, due to Theorem 2.3, every function in the range is continuous.
We begin with a known result concerning a typical setting to define a general integral operator
described in [6, p. 193]. A generalization, which can be used to analyze a similar question in a more
general context, is proved in [7, p. 324].
Lemma 3.1. Let (X,M, ν) be a measure space and ψ : X × X → C aM ⊗M-measurable function. If
there exists a positive constant M so that∫
X
|ψ(x, y)|dν(y) ≤ M, x ∈ X a.e., (3.1)
and ∫
X
|ψ(x, y)|dν(x) ≤ M, y ∈ X a.e., (3.2)
then
T (f )(y) =
∫
X
ψ(x, y)f (x)dν(x), y ∈ X (3.3)
defines a bounded operator on Lp(X, ν), 1 ≤ p ≤ ∞. The number M is an upper bound for the operator
norm of T .
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Theorem 3.2. The map Tl is a bounded linear operator on Lp(Rd), 1 ≤ p ≤ ∞.
Proof. It is a consequence of Lemma 3.1. The measurability of φl follows from Theorem 2.2 while the
existence ofM satisfying (3.1) and (3.2) follows from Theorem 2.6. 
Restricting ourselves to the case p = 2, the next goal in this paper is to identify the range of Tl, at
least when the set {ϕj,k}(j,k)∈Il is an orthonormal subset of L2(Rd). The first step is then to verify that
the range of the function y ∈ Rd → φl(·, y) ∈ F (Rd,C) is a subset of L2(Rd) and, in a second one, to
obtain the continuity of y ∈ Rd → φl(·, y) ∈ L2(Rd). In order to do that, we begin with the deduction
of an alternative formula for Tl. The proof of that requires the use of a classical result on interchanging
series and integrals described in [6, p. 55]. The symbol ‖ · ‖2 will stand for the usual L2-norm.
Lemma 3.3. The following formula holds
Tl(f )(y) =
∞∑
j=l
λj
∑
k∈Zd
〈f , ϕj,k〉2ϕj,k(y), y ∈ Rd, f ∈ L2(Rd). (3.4)
Proof. It suffices to verify that every sum
S(y) :=
∞∑
j=l
λj
∑
k∈Zd
|ϕj,k(y)|
∫
Rd
|ϕj,k(x)||f (x)|dµ(x), y ∈ Rd, (3.5)
is finite. Due to the Cauchy–Schwarz inequality, it is easily seen that
S(y) ≤
∞∑
j=l
λj
∑
k∈Zd
|ϕj,k(y)|‖ϕj,k‖2‖f ‖2, y ∈ Rd. (3.6)
Recalling (2.19), we know that
‖ϕj,k‖2 ≤ (C2(2−j+1r)d) 12 , (j, k) ∈ Il, (3.7)
in which C is an upper bound for |ϕ|. It is now clear that
S(y) ≤ C(2r)d/2‖f ‖2
∞∑
j=l
λj2−jd/2
∑
k∈Zd
|ϕj,k(y)|
≤ C(2r)d/2‖f ‖2
∞∑
j=l
λj2−jd/2C(2dre + 1)d, y ∈ Rd.
In particular,
S(y) ≤ C2(2dre + 1)d(2r)d/2‖f ‖2
∞∑
j=l
λj2−jd/2 <∞, y ∈ Rd, (3.8)
and the result follows. 
As a consequence, we have the following not so surprising result regarding the norm of the
operator Tl.
Theorem 3.4. If {ϕj,k}(j,k)∈Il is an orthonormal subset of L2(Rd) then the operator norm of Tl ismax{λj :
j ≥ l}.
Proof. Assume the maximum max{λj : j ≥ l} is attained in λp. If f ∈ L2(Rd), the previous lemma
implies that
|Tl(f )(y)|2 =
∑
(j,k)∈Il
∑
(i,m)∈Il
λjλi〈f , ϕj,k〉2〈f , ϕi,m〉2ϕj,k(y)ϕi,m(y), y ∈ Rd. (3.9)
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If {ϕj,k}(j,k)∈Il is an orthonormal subset of L2(Rd) then (3.9) reduces itself to
‖Tl(f )‖22 =
∞∑
j=l
λ2j
∑
k∈Zd
|〈f , ϕj,k〉2|2, f ∈ L2(Rd). (3.10)
It is now clear that
‖Tl(f )‖22 ≤ λ2p
∞∑
j=l
∑
k∈Zd
|〈f , ϕj,k〉2|2 ≤ λ2p‖f ‖22, f ∈ L2(Rd). (3.11)
Since
‖Tl(ϕp,k)‖22 = λ2p, k ∈ Zd, (3.12)
the result follows. 
In the Lp context, the result in [7, p. 324] provides us with upper bounds for the operator norm of
Tl. We do not know whether any of those bounds will indeed match the operator norm.
With the same notation we used before, let us consider finite multi-scale kernels of the form
φl,m(x, y) =
m∑
j=l
λj
∑
k∈Zd
ϕj,k(x) ϕj,k(y), x, y ∈ Rd, m > l. (3.13)
They generate integral operators described as
Tl,m(f ) =
m∑
j=l
λj
∑
k∈Zd
〈f , ϕj,k〉2ϕj,k, f ∈ L2(Rd), m > l. (3.14)
Since Tl− Tl,m is an integral operator of the same type of those described before, Theorem 3.4 implies
that
‖Tl − Tl,m‖2 = max{λj : j ≥ m+ 1}. (3.15)
Thus, since {λj}∞j=l converges to 0, it follows that Tl can be approximated in the operator norm by a
sequence of finite multi-scale kernels. It is inevitable to compare such a result with that classical one
which asserts that a compact operator on L2(Rd) can be approximated by finite rank operators of same
type.
The next step in the section is to describe an instance in which the range of Tl is a subset of Nφl .
Recalling Theorem 2.3, that will imply that the range contains continuous functions only.
Theorem 3.5. If {ϕj,k}(j,k)∈Il is an orthonormal subset of L2(Rd) then the range of Tl is a subset of Nφl .
Proof. Let f ∈ L2(Rd). Due to Lemma 3.3, we can write
Tl(f ) =
∞∑
j=l
∑
k∈Zd
cj,kϕj,k =
∞∑
j=l
fj, (3.16)
where
fj =
∑
k∈Zd
cj,kϕj,k, j ≥ l, (3.17)
and
cj,k = λj〈f , ϕj,k〉2, j ≥ l, k ∈ Zd. (3.18)
Recalling the characterization of Nφl given at the introduction of the paper, in order to prove the
theorem it suffices to verify that
∞∑
j=l
λ−1j
∑
k∈Zd
|cj,k|2 <∞, (3.19)
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under the assumption that {ϕj,k}(j,k)∈Il is an orthonormal subset of L2(Rd). But, the equality
∞∑
j=l
λ−1j
∑
k∈Zd
|cj,k|2 =
∞∑
j=l
∑
k∈Zd
λj|〈f , ϕj,k〉2|2, (3.20)
along with the inequality
λj|〈f , ϕj,k〉2|2 ≤
( ∞∑
i=l
λi
)
|〈f , ϕj,k〉2|2, (j, k) ∈ Il, (3.21)
leads to
∞∑
j=l
λ−1j
∑
k∈Zd
|cj,k|2 ≤
∞∑
j=l
∑
k∈Zd
( ∞∑
i=l
λi
)
|〈f , ϕj,k〉2|2
=
( ∞∑
i=l
λi
)( ∑
(j,k)∈Il
|〈f , ϕj,k〉2|2
)
.
The result follows. 
To finish the section, we describe an independent path one may choose to take in order to prove
that the range of Tl is composed of continuous functions only. That does not depend upon the native
space of φl but requires that the range of the function x ∈ Rd → φl(x, ·) ∈ F (Rd,C) be a subset of
L2(Rd). Lemma 3.6 describes a basic assumption wemay adopt in order to guarantee such a property.
Lemma 3.6. If {ϕj,k}(j,k)∈Il is an orthonormal subset of L2(Rd) then the range of the function x ∈ Rd →
φl(x, ·) ∈ F (Rd,C) is a subset of L2(Rd) ∩Nφl .
Proof. The equality
|φl(x, y)|2 =
∑
(j,k)∈Il
∑
(i,m)∈Il
λjλiϕj,k(x)ϕi,m(x)ϕj,k(y)ϕi,m(y), x, y ∈ Rd, (3.22)
implies that∫
Rd
|φl(x, y)|2dµ(y) =
∑
(j,k)∈Il
∑
(i,m)∈Il
λjλiϕj,k(x)ϕi,m(x)
∫
Rd
ϕj,k(y)ϕi,m(y)dµ(y), x ∈ Rd.
The orthonormality of the sequence reduces the previous equality to∫
Rd
|φl(x, y)|2dµ(y) =
∞∑
j=l
λ2j
∑
k∈Zd
|ϕj,k(x)|2, x ∈ Rd. (3.23)
Using the very same arguments used in the previous section, we conclude that∫
Rd
|φl(x, y)|2dµ(x) ≤ C2(2dre + 1)d
∞∑
j=l
λ2j , x ∈ Rd, (3.24)
where C is an upper bound for |ϕ|. The proof is complete. 
Lemma 3.7. If {ϕj,k}(j,k)∈Il is an orthonormal subset of L2(Rd), then the function h : Rd → L2(Rd), given
by h(y) = φl(·, y), y ∈ Rd, is continuous.
Proof. Direct computation shows that
‖h(y)− h(y0)‖22 =
∞∑
j=l
λ2j
∑
k∈Zd
|ϕj,k(y)− ϕj,k(y0)|2, y, y0 ∈ Rd. (3.25)
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Similar arguments to those employed in the proof of Theorem 2.3 imply that ‖h(y)− h(y0)‖2 → 0 as
y→ y0. 
Theorem 3.8. If {ϕj,k}(j,k)∈Il is an orthonormal subset of L2(Rd) then the range of Tl contains continuous
functions only.
Proof. It suffices to observe that
Tl(f )(y) = 〈f , φl(·, y)〉2, y ∈ Rd, f ∈ L2(Rd). (3.26)
In particular, Tl(f ) is a composition of continuous functions, that in the statement of Lemma 3.7 being
one of them. Thus, Tl(f ) is continuous. 
4. Additional properties of the operator Tl
In this section, we will derive additional properties of Tl, some related to spectral aspects of the
operator, others of independent interest. For comparison with some recent results on the spectral
analysis of compact integral operators, the reader may consider [3–5,13] and the references therein.
The first result is an obvious property regarding eigenvalues and eigenfunctions of Tl.
Theorem 4.1. Assume {ϕj,k}(j,k)∈Il is an orthonormal subset of L2(Rd). Then every ϕj,k is an eigenfunction
of Tl. For j ≥ l fixed, λj is an eigenvalue of every function in the set {ϕj,k : k ∈ Zd}.
Proof. If {ϕj,k}(j,k)∈Il is orthonormal, the formula in Lemma 3.3 implies that
Tl(ϕi,m)(y) =
∞∑
j=l
λj
∑
k∈Zd
ϕj,k(y)〈ϕi,m, ϕj,k〉2 = λiϕi,m(y), y ∈ Rd, (i,m) ∈ Il. (4.1)
There is nothing else to be done. 
Theorem 4.2. If {ϕj,k}(j,k)∈Il is an orthonormal subset of L2(Rd) then the operator Tl is not compact.
Proof. Fix j ≥ l. The orthonormality of {ϕj,k}k∈Zd implies that
‖Tl(ϕj,k)− Tl(ϕj,k′)‖22 = λj
(‖ϕj,k‖22 + ‖ϕj,k′‖22) = 2λj, (4.2)
as long as k, k′ ∈ Zd and k 6= k′. In particular, the sequence {Tl(ϕj,k)}k∈Zd cannot have a Cauchy
subsequence. Therefore, the image of the bounded sequence {ϕj,k}k∈Zd by Tl is not a relatively compact
subset of L2(Rd). 
Despite being not compact, we can manage to obtain many other interesting properties of Tl.
Theorem 4.3. The operator Tl is positive.
Proof. Direct calculation shows that
〈Tl(f ), f 〉2 =
∫
Rd
(∫
Rd
φl(x, y)f (y)dµ(x)
)
f (y)dµ(y)
=
∞∑
j=l
λj
∑
k∈Zd
∫
Rd
(∫
Rd
ϕj,k(x)ϕj,k(y)f (x)dµ(x)
)
f (y)dµ(y), f ∈ L2(Rd),
while Fubini’s Theorem allows us to interchange the integrals to obtain
〈Tl(f ), f 〉2 =
∞∑
j=l
λj
∑
k∈Zd
∣∣∣∣∫
Rd
ϕj,k(y)f (y)dµ(y)
∣∣∣∣2 , f ∈ L2(Rd). (4.3)
The positivity of Tl follows. 
Basic functional analysis shows that positive operators are self-adjoint.
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Corollary 4.4. The operator Tl is self-adjoint.
Next, we prove a formula that allows one to compute the inner product in Nφl through the inner
product in L2(Rd). To do that we need to refine notation. The completion of the orthonormal subset
{ϕj,k}(j,k)∈Il of L2(Rd) to an orthonormal basis of L2(Rd)will be written as {ϕj,k}(j,k)∈Z×Zd .
Theorem 4.5. If {ϕj,k}(j,k)∈Il is an orthonormal subset of L2(Rd) then the following invariance property
holds:
〈Tl(f ), h〉φl = 〈f , h〉2, f ∈ L2(Rd), h ∈ Nφl ∩ L2(Rd). (4.4)
Proof. Let h ∈ Nφl ∩ L2(Rd) and f ∈ L2(Rd). Since
Tl(f ) =
∞∑
j=l
λj
∑
k∈Zd
〈f , ϕj,k〉2ϕj,k, (4.5)
it is easily seen that L(a) = Tl(f ) where a = {λj〈f , ϕj,k〉2}(j,k)∈Il . If {ϕj,k}(j,k)∈Il is orthonormal, writing
the product f (x)h(x) in the form
f (x)h(x) =
(∑
j∈Z
∑
k∈Zd
〈f , ϕj,k〉2ϕj,k(x)
)( ∞∑
j=l
∑
k∈Zd
cj,kϕj,k(x)
)
=
∑
i∈Z
∑
m∈Zd
∞∑
j=l
∑
k∈Zd
〈f , ϕi,m〉2cj,kϕi,m(x)ϕj,k(x),
we can deduce that
〈f , h〉2 =
∫
Rd
f (x)h(x)dµ(x) =
∞∑
j=l
∑
k∈Zd
〈f , ϕj,k〉2cj,k = 〈a, c〉`2(Il), (4.6)
in which c := {cj,k}(j,k)∈Il . However,
〈a, c〉`2(Il) = 〈(I − P)(a), (I − P)(c)〉`2(Il) + 〈P(a), P(c)〉`2(Il), (4.7)
where I stands for the identity map I : `2(Il)→ `2(Il), and
〈a, b〉`2(Il) =
∞∑
j=l
∑
k∈Zd
〈f , ϕj,k〉2bj,k
=
∞∑
j=l
∑
k∈Zd
(∫
Rd
f (x)ϕj,k(x)dµ(x)
)
bj,k
=
∫
Rd
f (x)
( ∞∑
j=l
∑
k∈Zd
bj,kϕj,k(x)
)
dµ(x)
=
∫
Rd
f (x)L(b)(x)dµ(x) = 0, b = {bj,k}(j,k)∈Il ∈ ker L.
Hence, (I − P)(a) = 0 and, consequently, 〈a, c〉`2(Il) = 〈P(a), P(c)〉`2(Il). Finally, observing that
Tl(f ) = L(a), h = L(c) and recalling the expression defining the inner product ofNφl , we conclude that
〈f , h〉2 = 〈P(a), P(c)〉`2(Il) = 〈L(a), L(c)〉φl = 〈Tl(f ), h〉φl . (4.8)
The proof is complete. 
Corollary 4.6. The following formula holds:
‖Tl(f )‖2φl = 〈Tl(f ), f 〉2, f ∈ L2(Rd). (4.9)
198 T. Jordão, V.A. Menegatto / Journal of Complexity 26 (2010) 187–199
Proof. Due to Theorem 3.5 we know that Tl(f ) ∈ Nφl whenever f ∈ L2(Rd). As so, applying the
formula given by the previous theorem leads to
‖Tl(f )‖2φl = 〈Tl(f ), Tl(f )〉φl = 〈f , Tl(f )〉2 = 〈Tl(f ), f 〉2. (4.10)
The proof is complete. 
To close the paper we describe a result establishing conditions under which the set {λ1/2j ϕj,k}(j,k)∈Il
becomes an orthonormal basis ofNφl . A similar result in a different context appears in [12].
Theorem 4.7. If {ϕj,k}(j,k)∈Il is an orthonormal subset of L2(Rd) then {λ1/2j ϕj,k}(j,k)∈Il is an orthonormal
basis of Nφl .
Proof. Due to Theorem 4.1, we know that
ϕj,k = λ−1j Tl(ϕj,k), (j, k) ∈ Il. (4.11)
Using Theorem 4.5, we can write
〈λ1/2j ϕj,k, λ1/2i ϕi,m〉φl = λ1/2j λ1/2i 〈ϕj,k, ϕi,m〉φl
= λ1/2j λ1/2i 〈Tl(λ−1j ϕj,k), ϕi,m〉φl
= λ1/2j λ1/2i 〈λ−1j ϕj,k, ϕi,m〉2, (j, k), (i,m) ∈ Il.
In particular,
〈λ1/2j ϕj,k, λ1/2i ϕi,m〉φl = 0, (j, k) 6= (i,m), (4.12)
and
〈λ1/2j ϕj,k, λ1/2i ϕi,m〉φl = λ1/2i λ1/2i λ−1i = 1, (j, k) = (i,m). (4.13)
To show the completeness of the set {λ1/2j ϕj,k}(j,k)∈Il , let h ∈ Nφl be such that
〈h, ϕj,k〉φl = 0, (j, k) ∈ Il. (4.14)
Then
h(x) = 〈h, φl(x, ·)〉φl =
∞∑
j=l
λj
∑
k∈Zd
ϕj,k(x)〈h, ϕj,k〉φl = 0, x ∈ Rd. (4.15)
Thus, h(x) = 0, x ∈ Rd. 
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