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GEOMETRIC MEAN FLOWS AND THE CARTAN BARYCENTER
ON THE WASSERSTEIN SPACE OVER POSITIVE DEFINITE
MATRICES
FUMIO HIAI AND YONGDO LIM
Abstract. We introduce a class of flows on the Wasserstein space of probability
measures with finite first moment on the Cartan-Hadamard Riemannian manifold
of positive definite matrices, and consider the problem of differentiability of the
corresponding Cartan barycentric trajectory. As a consequence we have a version of
Lie-Trotter formula and a related unitarily invariant norm inequality. Furthermore,
a fixed point theorem related to the Karcher equation and the Cartan barycentric
trajectory is also presented as an application.
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1. Introduction and main theorem
Let Pm be the set of m × m positive definite matrices, which is a smooth Rie-
mannian manifold with the Riemannian trace metric 〈X, Y 〉A = trA
−1XA−1Y, where
A ∈ Pm and X, Y ∈ Hm, the Euclidean space of m×m Hermitian matrices equipped
with the inner product 〈X, Y 〉 = trXY . Then Pm is a Cartan-Hadamard Riemann-
ian manifold, a simply connected complete Riemannian manifold with non-positive
sectional curvature (the canonical 2-tensor is non-negative). The Riemannian dis-
tance between A,B ∈ Pm with respect to the above metric is given by d(A,B) =
‖ logA−1/2BA−1/2‖2, where ‖X‖2 = (trX
2)1/2 for X ∈ Hm, and the unique (up to
parametrization) geodesic joining A and B is given as the curve of weighted geometric
means
t ∈ [0, 1] 7−→ A#tB := A
1
2 (A−
1
2BA−
1
2 )tA
1
2 . (1.1)
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Let P(Pm) denote the set of all probability measures on the Borel sets of Pm, and
P1(Pm) be the set of µ ∈ P(Pm) with finite first moment, i.e., for some (equivalently
for all) Y ∈ Pm,
∫
Pm
d(X, Y ) dµ(X) < ∞. For µ ∈ P1(Pm), the Cartan barycenter
G(µ) ∈ Pm is uniquely defined as
G(µ) = argmin
Z∈Pm
∫
Pm
[
d2(Z,X)− d2(Y,X)
]
dµ(X)
independently of the choice of a fixed Y ∈ Pm (see [21]). For every µ ∈ P
1(Pm),
X = G(µ) is characterized by the Karcher equation∫
Pm
logX−1/2AX−1/2 dµ(A) = 0, (1.2)
which is equivalent to the gradient zero equation for the function Z 7→
∫
Pm
[
d2(Z,X)−
d2(Y,X)
]
dµ(X) on Pm. See [9, Theorem 3.1].
When A1, . . . , An ∈ Pm and w = (w1, . . . , wn) is a weight vector (i.e., wj ≥ 0,∑n
j=1wj = 1), we denote by Gw(A1, . . . , An) the Cartan mean G(µ) of a finitely
supported measure µ =
∑n
j=1wjδAj , where δA is the point measure of mass 1 (or
the Dirac mass) at A ∈ Pm. In particular, Gw(A,B) with w = (1 − t, t) for 0 ≤
t ≤ 1 coincides with the weighted geometric mean in (1.1). For n > 2 we have no
such formula, and properties of Gw(A1, . . . , An) have to be established by indirect
arguments. The multivariate mean Gw(A1, . . . , An) has been the subject of intensive
study in the past ten years, e.g., [20, 4, 14, 5, 18, 23].
We now introduce a class of flows induced by the weighted geometric mean map
on the probability measure space P1(Pm).
Definition 1.1. For X ∈ Pm, µ ∈ P
1(Pm) and t ∈ R, define X#tµ ∈ P
1(Pm) by
X#tµ := (ft)∗µ, (1.3)
i.e., the push-forward of µ by the homeomorphic map ft : Pm → Pm defined by
ft(A) := X#tA, where we use the notation #t given in (1.1) without restricting to
0 ≤ t ≤ 1 (indeed, the expression in (1.1) is meaningful for all t ∈ R). We also define
the Cartan barycentric trajectory of (1.3) by
β(t) = βµX(t) := G(X#tµ), t ∈ R. (1.4)
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The one-parameter family X#tµ provides a flow on P
1(Pm) and is also considered
as a Pm-valued Markov process (see Theorem 2.4 and Remark 2.5 for more details).
The main result of the paper is the following:
Theorem 1.2. Let X ∈ Pm and µ ∈ P
1(Pm). Then the map β : R→ Pm defined by
(1.4) is locally Lipschitz continuous on R and differentiable at t = 0 with
β ′(0) = X1/2
(∫
Pm
logX−1/2AX−1/2 dµ(A)
)
X1/2. (1.5)
The proof of the theorem will be presented in Section 3. The theorem has an
important consequence on the Lie-Trotter formula for the Cartan barycenter, as shown
in the rest of this introductory section.
For general square matrices X and Y, the well-known Lie-Trotter formula expresses
lim
n→∞
(eX/neY/n)n = eX+Y .
The symmetric form with a continuous parameter is also well-known as
lim
t→0
(At/2BtAt/2)1/t = exp(logA+ logB)
for A,B ∈ Pm. This formula has also been known in many other situations; for
example, see [10, 8, 7, 1, 3] for A#αB and other means. The Lie-Trotter formula
for the Cartan mean Gw(A1, . . . , An) of a finite number of Aj ∈ Pm (or a finitely
supported measure µ =
∑n
j=1wjδAj) is
lim
t→0
Gw(A
t
1, . . . , A
t
m)
1
t = exp
(
n∑
j=1
wj logAj
)
, (1.6)
as given in [6, 11]. In [9], the authors have extended this Lie-Trotter formula for a
certain sub-class of P1(Pm) in such a way that
lim
t→0
G(µt)
1
t = exp
∫
Pm
logAdµ(A) (1.7)
for any µ ∈ P(Pm) satisfying
∫
Pm
(‖A‖ + ‖A−1‖)r dµ(A) < ∞ for some r > 0. Here,
‖A‖ denotes the operator norm of A, while any two norms on Hm are equivalent due
to finite dimensionality.
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The action of t-th power µt on P(Pm) is defined by the push-forward measure of µ
by the matrix t-th power A 7→ At on Pm, that is,
µt(O) = µ
({
A
1
t : A ∈ O
})
(1.8)
for any Borel set O ⊂ Pm, which is indeed comparable to the case in (1.6) since
µt =
∑n
j=1wjδAtj for µ =
∑n
j=1wjδAj . When X is the identity matrix I = Im, we
have β(t) = G(µt) with β(0) = I. Theorem 1.2 implies that β(t) = I + tβ ′(0) + o(t)
so that
1
t
log β(t) = β ′(0) +
o(t)
t
−→ β ′(0) as t→ 0.
Therefore,
lim
t→0
G(µt)
1
t = lim
t→0
β(t)
1
t = exp β ′(0) = exp
∫
Pn
logAdµ(A).
This provides the following extension of the above Lie-Trotter formula to the most
general case of µ ∈ P1(Pm).
Corollary 1.3. The formula (1.7) holds true for every µ ∈ P1(Pm).
It turns out [9, Corollary 4.5] that
∣∣∣∣∣∣G(µt) 1t ∣∣∣∣∣∣ is increasing as t ց 0 for any
unitarily invariant norm ||| · |||. As a byproduct of Corollary 1.3 we have:
Corollary 1.4. Let µ ∈ P1(Pm). Then for every unitarily invariant norm ||| · ||| and
for every t > 0,∣∣∣∣∣∣G(µ−t)− 1t ∣∣∣∣∣∣ = ∣∣∣∣∣∣G(µt) 1t ∣∣∣∣∣∣ ≤ ∣∣∣∣
∣∣∣∣
∣∣∣∣ exp
∫
Pm
logX dµ(X)
∣∣∣∣
∣∣∣∣
∣∣∣∣,
and
∣∣∣∣∣∣G(µt) 1t ∣∣∣∣∣∣ increases to ∣∣∣∣∣∣ exp ∫
Pm
logX dµ(X)
∣∣∣∣∣∣ as tց 0.
2. Geometric mean flows on the probability measure space
Let X ∈ Pm and µ ∈ P
1(Pm). For every t ∈ R, define X#tµ as in Definition 1.1,
that is, X#tµ = (ft)∗µ is the push-forward of µ by ft : Pm → Pm, ft(A) = X#tA.
Lemma 2.1. We have X#tµ ∈ P
1(Pm) for every t ∈ R.
Proof. It is immediate to see that
‖ logA‖ = logmax{‖A‖, ‖A−1‖}, A ∈ Pm. (2.1)
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When t > 0, we have
‖X#tA‖ ≤ ‖X‖ ‖X
−1/2AX−1/2‖t ≤ ‖X‖ ‖X−1‖t‖A‖t,
‖(X#tA)
−1‖ = ‖X−1/2(X1/2A−1X1/2)tX−1/2‖ ≤ ‖X−1‖ ‖X‖t‖A−1‖t.
Therefore, by (2.1) we have
‖ log(X#tA)‖ ≤ (1 + t)‖ logX‖+ t‖ logA‖, A ∈ Pm,
which implies that X#tµ ∈ P
1(Pm) since d(X, I) = ‖ logX‖2 ≤ m‖ logX‖ for all
X ∈ Pm and ∫
Pm
‖ logA‖ d(X#tµ)(A) =
∫
Pm
‖ log(X#tA)‖ dµ(A) <∞.
When t < 0, the argument is similar since X#tA = X
1/2(X1/2A−1A1/2)−tX1/2. 
Note that I#tµ = µ
t, where µt is defined in (1.8), X#0µ = δX and X#1µ = µ.
When t 6= 0, since X#tZ = A if and only if Z = X#1/tA, i.e., f
−1
t = f1/t, we see that
(X#tµ)(O) = µ({X#1/tA : A ∈ O})
for any Borel set O ⊂ Pm. Moreover, note that if µ =
1
n
∑n
j=1 δAj , then X#tµ =
1
n
∑n
j=1 δX#tAj .
The 1-Wasserstein distance dW1 on P
1(Pm) is defined by
dW1 (µ, ν) := inf
pi∈Π(µ,ν)
∫
Pm×Pm
d(X, Y ) dpi(X, Y ), µ, ν ∈ P1(Pm),
where Π(µ, ν) is the set of all couplings for µ, ν, i.e., pi ∈ P(Pm×Pm) whose marginals
are µ and ν. Recall (see [21]) that P1(Pm) is a complete metric space with the metric
dW1 and that the set P0(Pm) of uniform probability measures with finite support (i.e.,
the measures of the form 1
n
∑n
j=1 δAj ) is dense in P
1(Pm). An important fact called
the fundamental contraction property in [21] (also [9, Theorem 2.3]) is that the Cartan
barycenter G : P1(Pm) → Pm is a Lipschitz map with Lipschitz constant 1; namely,
for every µ, ν ∈ P1(Pm),
d(G(µ), G(ν)) ≤ dW1 (µ, ν). (2.2)
The next lemma will play a role, which was given in [17, Lemma 2.2] in a more
general setting.
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Lemma 2.2. Let f : Pm → Pm be a Lipschitz map with Lipschitz constant C. Then
the push-forward map f∗ : P
1(Pm) → P
1(Pm), µ 7→ f∗µ, is Lipschitzian with respect
to dW1 with Lipschitz constant C.
Lemma 2.3. For every µ, ν ∈ P1(Pm) and t, s ∈ [0, 1],
dW1 (X#tµ, Y#sν) ≤ (1− t)d(X, Y ) + td
W
1 (µ, ν) + |t− s|d
W
1 (δY , ν).
Proof. It is known (see [2]) that
d(A#tB,C#tD) ≤ (1− t)d(A,C) + td(B,D), (2.3)
d(A#tB,A#sB) = |t− s|d(A,B), t, s ∈ [0, 1].
By the triangular inequality, for every t, s ∈ [0, 1],
d(A#tB,C#sD) ≤ d(A#tB,C#tD) + d(C#tD,C#sD)
≤ (1− t)d(A,C) + td(B,D) + |t− s|d(C,D).
For µ = 1
n
∑n
j=1 δAj , ν =
1
n
∑n
j=1 δBj in P0(Pm), it is known (see Introduction of
[22]) that
dW1 (µ, ν) = min
σ∈Sn
1
n
n∑
j=1
d(Aj, Bσ(j)),
where Sn is the permutation group on {1, . . . , n}. Therefore, for every t, s ∈ [0, 1] we
find a σ ∈ Sn so that
dW1 (X#tµ, Y#sν) =
1
n
n∑
j=1
d(X#tAj , Y#sBσ(j))
≤
1
n
n∑
j=1
[
(1− t)d(X, Y ) + td(Aj, Bσ(j)) + |t− s|d(Y,Bσ(j))
]
≤ (1− t)d(X, Y ) + tdW1 (µ, ν) + |t− s|d
W
1 (δY , ν).
Hence the required inequality holds for all µ, ν ∈ P0(Pm). Since d(X#tA,X#tB) ≤
td(A,B) by (2.3), we see by Lemma 2.2 that µ 7→ X#tµ is Lipschitzian with Lipschitz
constant t. Since P0(Pm) is dense in P
1(Pm), the result follows. 
Theorem 2.4. For each X ∈ Pm, the map ΦX : R× P
1(Pm)→ P
1(Pm) defined by
ΦX(t, µ) = X#tµ
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is a continuous flow satisfying
ΦX(ts, µ) = ΦX(s,ΦX(t, µ)), t, s ∈ R. (2.4)
Moreover, for a fixed µ ∈ P1(Pm), the map t ∈ R 7→ X#tµ ∈ P
1(Pm) is locally
Lipschitz continuous with respect to dW1 , that is, for every T > 0 there exists a constant
CT > 0 such that
dW1 (X#tµ,X#sµ) ≤ CT |t− s|, t, s ∈ [−T, T ].
Proof. It is immediate to see that X#s(X#tA) = X#stA for every t, s ∈ R, which
yields
X#stµ = X#s(X#tµ), t, s ∈ R. (2.5)
This is nothing but (2.4). Continuity follows from Lemma 2.3.
Let µ ∈ P1(Pm) be fixed. Lemma 2.3 shows in particular that d
W
1 (X#tµ,X#sµ) ≤
C1|t − s| for every t, s ∈ [0, 1] with C1 := d
W
1 (δX , µ). When t, s ∈ [0, 1], since
X#−tA = X(X#tA)
−1X and X#−sA = X(X#sA)
−1X , we have
d(X#−tA,X#−sB) = d(X#tA,X#sB), A, B ∈ Pm,
which immediately gives
dW1 (X#−tµ,X#−sµ) = d
W
1 (X#tµ,X#sµ) ≤ C1|t− s|.
Moreover,
dW1 (X#tµ,X#−sµ) ≤ d
W
1 (X#tµ, δX) + d
W
1 (δX , X#−sµ)
≤ C1t+ C1s = C1|t− (−s)|.
Hence the result holds for T = 1.
For any T > 0 and t, s ∈ [−T, T ] write t = t′T and s = s′T with t′, s′ ∈ [−1, 1].
Then by (2.5) we can write X#tµ = X#t′µ
′ and X#sµ = X#s′µ
′ with µ′ := X#Tµ,
By the above case with µ′ in place of µ we have
dW1 (X#tµ,X#sµ) ≤ C
′
1|t
′ − s′| =
C ′1
T
|t− s|
for some constant C ′1. Hence the result follows with CT := C
′
1/T . 
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Remark 2.5. Theorem 2.4 says that ΦX(µ, t) = X#tµ (t ∈ R) is a multiplicative
R-flow on P1(Pm). Modifying as ΨX(µ, t) := X#e−tµ (t ≥ 0), we have an additive
R+-flow on P
1(Pm) starting at µ (t = 0) and attracted to δX (as t→∞). This flow
is also considered as a Pm-valued Markov stochastic process Xt(A) := X#e−tA (with
smooth sample paths) on the probability space (Pm, µ).
3. Proof of Theorem 1.2
In the following we fix X ∈ Pm and µ ∈ P
1(Pm). For notational simplicity we write
Xt ∈ Pn for β(t) = G(X#tµ) (with X0 = X), which is uniquely characterized by the
Karcher equation (see (1.2))∫
Pn
logX
−1/2
t AX
−1/2
t d(X#tµ)(A) = 0,
that is, ∫
Pn
logX
−1/2
t (X#tA)X
−1/2
t dµ(A) = 0. (3.1)
We set µX := (gX)∗µ, where gX : Pm → Pm is defined by gX(A) := X
−1/2AX−1/2.
(Note that µX is M.µ with M = X
−1/2 in the notation in [13].) Moreover, let
µtX := (µX)
t,
where the action of t-th power µt on P(Pm) is defined by the push-forward measure
of µ by the matrix t-th power A 7→ At on Pm, that is, µ
t = I#tµ.
Lemma 3.1. For X ∈ Pm, µ ∈ P
1(Pm) and t ∈ R. Then X#tµ = (µ
t
X)X−1 and
β(t) = X1/2G(µtX)X
1/2, t ∈ R. (3.2)
Proof. Since ft(A) = X
1/2(X−1/2AX−1/2)tX1/2, we have ft = gX−1 ◦ ht ◦ gX , where
ht(A) := A
t. Therefore,
X#tµ = (gX−1 ◦ ht ◦ gX)∗µ
= (gX−1 ◦ ht)∗µX = (gX−1)∗µ
t
X = (µ
t
X)X−1 .
Now, we recall (see [13]) that the Cartan barycenter has the invariance property
G((gX)∗µ) = gX(G(µ)), i.e., G(µX) = X
−1/2G(µ)X−1/2. Hence (3.2) follows. 
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To prove Theorem 1.2, we may and do assume that X = I from (3.2). In this case,
Xt = G(I#tµ) = G(µ
t
I) (with X0 = I) and (1.5) is simply β(0) =
∫
Pm
logX dµ(X).
Lemma 3.2. For any T > 0 there exists a constant KT > 0 such that for every
α ∈ [−1, 1] and every t, s ∈ [−T, T ],
‖Xαt −X
α
s ‖ ≤ KT |s− t|.
Proof. For any T > 0, by Lemma 2.3 we have
dW1 (I#tµ, I#sµ) ≤ CT |t− s|, t, s ∈ [−T, T ].
Applying this to the fundamental contraction property (2.2) and using the exponential
metric increasing property (EMI) (see [2, Theorem 6.1.4])
‖ logA− logB‖2 ≤ d(A,B), A, B ∈ Pm,
we have
‖ logXt − logXs‖ ≤ CT |t− s|, T, S ∈ [−T, T ].
In particular, ‖ logXt‖ ≤ CTT for all t ∈ [−T, T ]. For any α ∈ [−1, 1] and t, s ∈
[−T, T ] we find that
‖Xαt −X
α
s ‖ = ‖ exp(α logXt)− exp(α logXs)‖
≤
∞∑
k=1
‖(α logXt)
k − (α logXs)
k‖
k!
≤
∞∑
k=1
‖(logXt)
k − (logXs)
k‖
k!
≤
∞∑
k=1
kCT (CTT )
k−1
k!
|t− s| = KT |t− s|,
where KT := CT e
CT T . 
Lemma 3.3. There exists a constant C > 0 such that
1
|t|
‖ logX
−1/2
t A
tX
−1/2
t ‖ ≤ C + ‖ logA‖
for every t ∈ [−1, 1] \ {0} and every A ∈ Pn.
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Proof. From X−t = G(µ
−t) = G((µ−1)t), we may assume that t ∈ (0, 1]. Since
‖X
−1/2
t A
tX
−1/2
t ‖ ≤ ‖X
−1
t ‖ ‖A‖
t, ‖X
1/2
t A
−tX
1/2
t ‖ ≤ ‖Xt‖‖A
−1‖t,
we have
1
t
log ‖X
−1/2
t A
tX
−1/2
t ‖ ≤
1
t
log ‖X−1t ‖+ log ‖A‖,
1
t
log ‖X
1/2
t A
−tX
1/2
t ‖ ≤
1
t
log ‖Xt‖+ log ‖A
−1‖.
Let Mt := Xt − I and M
′
t := X
−1
t − I. Then we have
1
t
log ‖X−1t ‖ =
1
t
log ‖I −X
−1/2
t MtX
−1/2
t ‖
≤
1
t
log(1 + ‖X−1t ‖ ‖Mt‖) ≤ ‖X
−1
t ‖
‖Mt‖
t
,
1
t
log ‖Xt‖ =
1
t
log ‖I −X
1/2
t M
′
tX
1/2
t ‖
≤
1
t
log(1 + ‖Xt‖ ‖M
′
t‖) ≤ ‖Xt‖
‖M ′t‖
t
.
Note here that ‖Xt‖, ‖X
−1
t ‖, ‖Mt‖/t and ‖M
′
t‖/t are all uniformly bounded for
t ∈ (0, 1] by Lemma 3.2. Combining the above estimates together with (2.1), we find
a constant C > 0 such that
1
t
‖ logX
−1/2
t A
tX
−1/2
t ‖ ≤ C + ‖ logA‖, t ∈ (0, 1].

Proof of Theorem 1.2. For t ∈ [−1, 1] \ {0} let Ht := X
−1/2
t − I. We will prove that
Ht/t converges as t→ 0. Since ‖Ht/t‖ is bounded by Lemma 3.2, we may prove that
a limit point of Ht/t as t→ 0 is unique. Note that for each A ∈ Pn
X
−1/2
t A
tX
−1/2
t = (I +Ht)
(
I + t logA + o(t)
)
(I +Ht)
= I + 2Ht + t logA+ o(t).
Now, assume that Htk/tk → L for a sequence tk ∈ [−1, 1] \ {0} with tk → 0, so that
1
tk
logX
−1/2
tk
AtkX
−1/2
tk
= 2
Htk
tk
+ logA +
o(tk)
tk
−→ 2L+ logA
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as k →∞. By (3.1) we have∫
Pn
1
tk
logX
−1/2
tk
AtkX
−1/2
tk
dµ(A) = 0. (3.3)
Thanks to Lemma 3.3, the Lebesgue convergence theorem can be applied to (3.3) so
that we obtain
2L = −
∫
Pn
logAdµ(A).
Therefore, L is a unique limit point ofHt/t as t→ 0. This means that t 7→ Yt := X
−1/2
t
is differentiable at t = 0 with the derivative L. Since Xt = Y
−2
t , we find that β(t) = Xt
is differentiable at t = 0 and
β ′(0) = −2L =
∫
Pn
logAdµ(A),
which is the desired conclusion (as we assumed that X = I). 
Theorem 3.4. Let X ∈ Pm, µ ∈ P
1(Pm) and let β(t) = G(X#tµ) be as in Theorem
1.2. Then the following are equivalent:
(i) β ′(0) = 0;
(ii) X = G(µ);
(iii) X = G(X#tµ) for all t ∈ R (equivalently for some t 6= 0);
(iv) I = G(µtX) for all t ∈ R (equivalently for some t 6= 0).
Proof. For every µ ∈ P1(Pm), the Karcher equation (1.2) is equivalent to β
′(0) = 0
thanks to (1.5). Hence we have (i)⇐⇒ (ii). Moreover, we note that∫
Pm
logX−1/2AX−1/2 d(X#tµ)(A) =
∫
Pm
logX−1/2(X#tA)X
−1/2 dµ(A)
= t
∫
Pm
logX−1/2AX−1/2 dµ(A)
= t
∫
Mm
logAdµX(A)
=
∫
Mm
logAdµtX(A).
Therefore, it immediately follows that (ii)–(iv) are equivalent. 
Corollary 3.5. Let µ ∈ P1(Pm) and let β(t) := G(G(µ)#tµ). Then β is differentiable
at t = 0 with β ′(0) = 0.
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When µ ∈ P2(Pm), i.e., µ has finite second moment, the equivalence of (ii) and
(iii) of Theorem 3.4 was shown in [13, Theorem 3.1]. The Karcher equation or equiv-
alently β ′(0) = 0 has played a crucial role in the Riemannian geometric approach
of multivariate geometric means as in [20, 18, 16], which has been extended to the
Cartan barycenter in [12, 13, 9]. For a finitely supported measure µ = 1
n
∑n
j=1wjδAj ,
the fixed point Cartan mean equation X = G(X#tµ) = Gw(X#tA1, . . . , X#tAn)
appeared in [18] and [16]. The formula (1.5) is evidently new and deserves to receive
its attention due to its relation to the Karcher equation.
4. Final remarks and open problems
(1) In the present paper, we first prove the differentiability of the Cartan barycen-
tric trajectory β(t) at t = 0 and then use it to prove the Lie-Trotter formula for
limt→0G(µ
t)1/t. One can also proceed in the opposite way. Indeed, we have a direct
proof of the Lie-Trotter formula in Corollary 1.3, which in turn shows Theorem 1.2
immediately. It is worth noting that the Lebesgue convergence theorem is essential
in our direct proof of (1.7) for µ ∈ P1(Pm), as it is so in the proof of Theorem 1.2 in
Section 3.
(2) We are also interested in the extension of Theorem 1.2 to any t ∈ R, that is, in
the differentiability problem of β(t) and, in this case, in what is the form of derivative
β ′(t). It does not seem possible to generalize the above proof for β ′(0) to the case for
β ′(t) at t 6= 0. But, under a stronger assumption that
∫
Pn
(‖A‖+‖A−1‖)2α dµ(A) <∞
with some α > 0, we can prove the differentiability of β(t) for t ∈ [−α, α], though
the expression of β ′(t) is much complicated.
(3) Given µ ∈ P1(Pm), it is well-known (see [15]) that the (Euclidean) gradient of
the function ψ(X) := 1
2
∫
Pm
[
d2(X,A)− d2(Y,A)
]
dµ(A) at X ∈ Pm is
∇ψ(X) = X−1/2
(∫
Pn
logX1/2A−1X1/2 dµ(A)
)
X−1/2,
and the Riemannian gradient of ψ at X is ∇Rieψ(X) = X∇ψ(X)X . Hence the
Riemannian gradient flow on Pm is introduced as the solution of the Cauchy problem
dXt
dt
= −∇Rieψ(Xt) = X
1/2
t
(∫
Pm
logX
−1/2
t AX
−1/2
t dµ(A)
)
X
1/2
t
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with initial value X0 = X ∈ Pm. In [19], Lim and Pa´lfia have discussed this gradient
flow (called an ODE flow there) and obtained its description by using the resolvent
operator defined by
Jµλ (X) := G
(
λ
λ+ 1
µ+
1
λ + 1
δX
)
for λ ≥ 0 and X ∈ Pm. Note that J
µ
λ (X) is the Cartan barycentric trajectory of the
arithmetic mean flow λ ≥ 0 7→ (λµ + δX)/(λ + 1) on P
1(Pm). When t = λ/(λ + 1),
from the arithmetic-geometric mean inequality X#tA ≤ (X+λA)/(λ+1), we can see
that X#tµ ≤ (λµ+ δX)/(λ+ 1) in the partial order on P(Pm) considered in [13, 9].
By the monotonicity property of the Cartan barycenter (see [9, Theorem 3.2]) we
have βµX(t) ≤ J
µ
λ (X) for t = λ/(λ+ 1). It might be interesting to find more relations
of the trajectory β(t) = βµX(t) with J
µ
λ (X) and the gradient flow.
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