A compact finite differences exact projection method for the\ud
Navier–Stokes equations on a staggered grid with fourth-order\ud
spatial precision by Reis, Gabriela Aparecida dos et al.
  Universidade de São Paulo
 
2015-09
 
A compact finite differences exact projection
method for the
Navier–Stokes equations on a staggered grid
with fourth-order
spatial precision
 
 
Computers and Fluids, Amsterdam, v. 118, n. 2, p. 19-31, Set. 2015
http://www.producao.usp.br/handle/BDPI/51343
 
Downloaded from: Biblioteca Digital da Produção Intelectual - BDPI, Universidade de São Paulo
Biblioteca Digital da Produção Intelectual - BDPI
Departamento de Matemática Aplicada e Estatística - ICMC/SME Artigos e Materiais de Revistas Científicas - ICMC/SME
A compact ﬁnite differences exact projection method for the
Navier–Stokes equations on a staggered grid with fourth-order
spatial precision
G.A. Reis, I.V.M. Tasso, L.F. Souza ⇑, J.A. Cuminato
USP – Universidade de São Paulo – ICMC, Av. Trabalhador São Carlense, 400, São Carlos, SP 13560-970, Brazil
a r t i c l e i n f o
Article history:
Received 5 December 2014
Received in revised form 9 May 2015
Accepted 8 June 2015
Available online 15 June 2015
Keywords:
Navier–Stokes equations
Compact ﬁnite differences
Exact projection
High-order methods
a b s t r a c t
An exact projection method for the numerical solution of the incompressible Navier–Stokes equations is
devised. In all spatial discretizations, fourth-order compact ﬁnite differences are used, including domain
boundaries and the Poisson equation that arises from the projection method. The integration in time is
carried out by a second-order Adams–Bashforth scheme. The discrete incompressibility constraint is
imposed exactly (up to machine precision) by a simple and efﬁcient discretization of the Poisson equa-
tion. Spatial and temporal accuracies, for both velocity and pressure, are veriﬁed through the use of ana-
lytical and manufactured solutions. The results show that the method converges with fourth-order
accuracy in space and second-order accuracy in time, for both velocity and pressure. Additionally, two
popular benchmark problems, the ﬂow over a backward facing step and the lid-driven cavity ﬂow, are
used to demonstrate the robustness and correctness of the code.
 2015 Elsevier Ltd. All rights reserved.
1. Introduction
It is a well-known fact that, in the past decades, processing
speed has grown at a much faster pace than memory speed [1].
Modern computers can perform tens, sometimes hundreds, of
ﬂoating point operations in the same amount of time required to
fetch some data in main memory. So, in order to improve speed
and efﬁciency, it is often wise to reduce memory usage, even if that
means more processing.
When dealing with numerical simulations, traditional ﬁrst- and
second-order ﬁnite difference methods, due to their low accuracy,
require ﬁne grids, i.e. large memory usage. Higher-order methods
can signiﬁcantly reduce memory requirements while maintaining
accuracy. The gain in speed from reducing memory access is often
much greater than the cost of additional processing. This is one of
the main motivations for the development of high-order numerical
methods.
One way to attain high-order discretizations is the use of com-
pact ﬁnite differences. Many studies have been conducted on com-
pact ﬁnite difference schemes. Lele in [2] proposed a family of such
high-order compact formulations. Adam [3] and Hirsh [4]
discussed some advantages of the fourth-order compact methods
compared to traditional methods. Souza et al. in [5] demonstrated
that the sixth-order compact scheme has good agreement with lin-
ear stability theory.
Generally, the computation of function derivatives using com-
pact ﬁnite differences is implicit in the sense that the derivative
values at a particular node are computed not only from the func-
tion values but also from the values of the derivative at neighbor-
ing nodes. For this reason, compact ﬁnite difference schemes are
not straightforward when applied to the Navier–Stokes equations,
and remain an active area of research.
There are two common families of methods for the numerical
solution of the Navier–Stokes equations: one family is made of the
methods based on the vorticity-stream function formulation, and
the other family is made of the methods based on primitive
variables. Recently, a number of studies have been conducted on
compact ﬁnite difference schemes combined with the
vorticity-stream function formulation [6–8]. Vorticity-stream
function methods are advantageous for their lower computational
cost when compared to solving the Navier–Stokes equations as a
coupled system. Another advantage is that they do not suffer
from pressure-decoupling problems. On the other hand,
vorticity-stream function methods are often considered inefﬁcient
when dealing with 3D problems and when complex boundary con-
ditions are present [9].
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A popular alternative, based on primitive variables, is the use of
projection methods [10,11]. For 2D problems, the computational
cost is about the same when compared to vorticity-stream function
methods, and for 3D problems there is considerable gain.
Furthermore, the pressure-decoupling issue can be dealt with by
using a staggered-grid.
Among the most well-known primitive variables projection
methods for Navier–Stokes are the works of Kim and Moin [12]
and Bell et al. [13]. Both methods are second-order accurate.
The main difference between the two is that Bell et al. use an
approximation for the pressure in the momentum equation in
order to attain second-order, while Kim and Moin do not.
Instead, Kim and Moin use more sophisticated boundary condi-
tions for the intermediary velocity ﬁeld. The class of projection
methods that use an approximation for the pressure in the
momentum equation is known as incremental pressure projection
methods, in contrast to pressure-free projection methods, which
do not [14]. Other popular methods include Strikwerda’s [15],
which is applicable to non-uniform ﬁnite-difference grids, and
Gresho’s [16,17], which addresses the issue of boundary condi-
tions for the intermediate velocity ﬁeld in a ﬁnite element
framework.
In the literature, fourth-order in space compact ﬁnite difference
methods, combined with various temporal discretizations, have
been reported for incompressible ﬂows. In [18], a semi-implicit
Crank–Nicholson/Adams–Bashforth scheme is applied to the
momentum equation. While second-order temporal accuracy
would be expected, only ﬁrst-order is observed for the pressure
ﬁeld. The compact stencils used in [19] do not all have the same
formal accuracy. Instead, the accuracy varies from second- to
sixth-order. The results reﬂect that, and the method displays a
varying accuracy depending on the problem. Variable accuracy
stencils are also used in [20], with similar results. In [21], instead
of applying compact schemes directly to the Poisson equation, an
iterative method is devised where standard 5- or 7-point stencil
discretization are used.
The present work is unique when compared to previous ones
because:
 The method uses primitive variables on a staggered grid.
 Spatial discretizations are based solely on fourth-order compact
ﬁnite differences. This includes domain boundaries and
Poisson’s equation.
 The discrete incompressibility constraint is imposed exactly (up
to machine precision), and not approximately (up to the dis-
cretization accuracy).
 The momentum equation is integrated in time explicitly with a
second-order Adams–Bashforth method.
 Fourth-order spatial and second-order temporal accuracy is
demonstrated for both velocity and pressure.
This paper is organized as follows: Sections 2–5 present a brief
review on well-known facts about the Navier–Stokes equations,
projection methods and compact ﬁnite differences, which will
serve as basis for the method developed. In Section 6, the spatial
stencils used are presented and their accuracy investigated by
Fourier analysis. Section 7 presents a simple and efﬁcient way
of exactly imposing the discrete incompressibility constraint
using compact ﬁnite differences. In Section 8, analytical and man-
ufactured solutions are used to demonstrate both spatial and
temporal accuracy of the method as a whole. Other classical prob-
lems are also presented to show the robustness of the code.
Finally, conclusions, perspectives, acknowledgements and refer-
ences follow.
2. Governing equations
At low Mach numbers (< 0:3), a Newtonian ﬂuid can be treated
as incompressible [22]. In this case, the Navier–Stokes equations
can be simpliﬁed to
@u
@t
¼ u  rurpþ mr2uþ S; ð1aÞ
r  u ¼ 0; ð1bÞ
where, in two spatial dimensions, u ¼ ðu;vÞ is the ﬂuid velocity vec-
tor, p is the ratio of pressure over density, m is the kinematic viscos-
ity and S ¼ ðSu; SvÞ is the applied force vector per unit mass. Both
viscosity and density are assumed constant in this work. Eq. (1a)
is known as the momentum equation, while Eq. (1b) is the continu-
ity equation. t is the time, as usual.
In Cartesian coordinates, these equations become
@u
@t
¼  @ðu
2Þ
@x
þ @ðuvÞ
@y
 
 @p
@x
þ m @
2u
@x2
þ @
2u
@y2
 !
þ Su; ð2aÞ
@v
@t
¼  @ðv
2Þ
@y
þ @ðuvÞ
@x
 
 @p
@y
þ m @
2v
@x2
þ @
2v
@y2
 !
þ Sv ; ð2bÞ
@u
@x
þ @v
@y
¼ 0: ð2cÞ
Initial and boundary conditions are prescribed for the velocity
ﬁeld. The continuity equation requires that the velocity boundary
conditions must be such that the net ﬂow into and out from the
domain must be zero. In this work, only Dirichlet boundary condi-
tions for the velocity ﬁeld will be considered.
For the pressure ﬁeld, there are no physical boundary or initial
conditions, although some numerical methods might require them.
However, the pressure can only be determined up to an additive
constant. Despite that, some methods for linear systems will reach
a solution and no special treatment is required. Others, in particu-
lar direct methods, require the pressure to be prescribed at one
point in the domain, or some equivalent condition to force a partic-
ular pressure solution. The present work uses a direct method for
the linear systems, and the pressure is prescribed at one point.
3. Projection methods
A great challenge for the numerical simulation of incompress-
ible ﬂows is that, in the incompressible Navier–Stokes equations,
there is no equation for the temporal evolution of the pressure.
In fact, the continuity Eq. (1b), which would be the ‘‘pressure equa-
tion’’, does not involve the pressure at all. The continuity equation
is a constraint which forces the resulting velocity ﬁeld to be
divergence-free, and the pressure works as the Lagrange multiplier
for this constraint. This creates a coupling between the pressure
and velocity ﬁelds. Projection methods, initially introduced inde-
pendently by [10,11], aim to overcome this problem by splitting
the solution of the coupled system into separate steps for the
velocity and pressure. This effectively decouples the equations,
reducing computational costs, while maintaining consistency and
precision in the solution of time-dependent problems.
In this paper, a second-order projection method will be used
[23]. It deﬁnes an intermediate velocity ﬁeld u that can be calcu-
lated from
u  un
Dt
¼ unþ1=2  runþ1=2 þ mr2unþ1=2 þ Snþ1=2; ð3Þ
where un is the velocity at discrete time tn, and similarly for other
quantities with superscripts. Dt is the time step. The velocity at
the next discrete time is calculated from
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unþ1  u
Dt
¼ rpnþ1=2: ð4Þ
Eqs. (3) and (4) are consistent with a second-order time discretiza-
tion of (1a). The intermediate velocity in Eq. (3) is calculated explic-
itly using an Adams–Bashforth method, given by
Fðunþ1=2Þ ¼ 3
2
FðunÞ  1
2
Fðun1Þ þOðDt2Þ; ð5Þ
where
FðuÞ  u  ruþ mr2uþ S: ð6Þ
The pressure is calculated implicitly by taking the divergence of
(4) and using the fact that r  unþ1 ¼ 0, which yields
r  rpnþ1=2 ¼ 1
Dt
r  u: ð7Þ
If desired, the pressure at time tnþ1 can be obtained from
pnþ1 ¼ 3
2
pnþ1=2  1
2
pn1=2 þOðDt2Þ: ð8Þ
To initialize the Adams–Bashforth method, it is assumed that
u1 ¼ u0, and similarly for other quantities, which is equivalent
to using a ﬁrst-order explicit Euler method for the ﬁrst time step.
This had no noticeable negative effects on the temporal accuracy,
as will be demonstrated by the numerical tests. The velocity does
not depend on previous values of the pressure, making this a
non-incremental or pressure-free projection method [14], similar
to [12]. But, unlike [12], the present method does not require intri-
cate boundary conditions for the intermediate velocity ﬁeld u in
order to attain second-order temporal accuracy. The same bound-
ary conditions used for unþ1 are used for u.
4. Spatial discretization
Numerical simulations involving collocated grids and primitive
variables suffer from the problem of velocity–pressure decoupling,
which produces spurious pressure oscillations [24]. To overcome
this problem, in the present work, a staggered grid [25] is used,
as shown in Fig. 1.
The use of compact ﬁnite differences in combination with a
staggered grid requires special attention. First, some compact ﬁnite
differences stencils will be staggered, meaning that the unknowns
are not calculated in the same positions as the known quantities.
Second, some boundary stencils will be non-uniform. And third,
interpolation schemes are needed for the convective terms. The
stencils used will be described in detail in the next section.
5. Compact ﬁnite differences
The so called compact ﬁnite difference methods are particularly
attractive due to the fact that the gain in order of approximation
does not come exclusively from the inclusion of additional points
in the computational stencil. Instead, the quantity being calculated,
i.e. the derivative, is included implicitly in the equation which
approximates the derivative. Several papers have been published
showing the advantages of this class of methods [2,5,26].
For example, when approximating the ﬁrst or second deriva-
tives, it is possible to get up to fourth-order precision using no
more than three points, if the derivative approximations them-
selves are included in the equation, which becomes
Li1F
ðkÞ
i1 þ LiFðkÞi þ Liþ1FðkÞiþ1 ¼ Ri1f i1 þ Ri f i þ Riþ1f iþ1 ð9Þ
where f is the function and FðkÞ; k ¼ f1;2g, is the approximation for
the kth derivative, as seen in Fig. 2a. Li and Ri are the left and right
side coefﬁcients, which can be derived by matching the Taylor ser-
ies of various orders [2]. For these central schemes, several preci-
sion and stability studies exist [2,27,28].
For nonperiodic boundary conditions, Eq. (9) cannot be applied
near the edge of the domain, since the use of ghost cells is being
avoided in this work. Therefore, non-central schemes are required,
as seen in Fig. 3. Sometimes, lower-order schemes are used to
improve stability [2,29,30,19]. In [27], the authors studied the
behavior of fourth-order boundary schemes when combined with
equal order central schemes.
On staggered meshes, there is an additional complication, since
the unknowns, i.e. the derivatives, are not sampled in the same
positions as the function, as seen in Figs. 2b and 3c. This requires
the development of speciﬁc staggered stencils. Also, some prob-
lems, such as the incompressible Navier–Stokes equations, require
interpolation schemes, which can also beneﬁt from compact
techniques.
In this work, both the interior (central) and boundary
(non-central) schemes considered are fourth-order precise. The
next sections show that such combination is both stable and
precise.
6. Fourier analysis of errors
Fourier analysis allows for quantiﬁcation of errors at resolved
wavenumbers and demonstrates the suitability of a discretization
scheme regarding its ability to represent those wavenumbers accu-
rately [2,31]. For the Fourier analysis, we consider a function f ðxÞ
Fig. 1. In a staggered grid, the velocities are sampled on the cells’ edges, while the
pressure is in the center.
Fig. 2. Interior stencils for collocated (a) and staggered (b) grids.
f i ¼ f ðxiÞ; FðkÞi  @
k f
@xk

xi
; k ¼ f1;2g and h is the grid spacing. In the collocated grid,
the derivatives of f are evaluated at the same nodes as f itself, while in the staggered
grid, the derivatives are evaluated half a grid spacing away.
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periodic over the domain ½0; L such that f ð0Þ ¼ f ðLÞ. The discrete
domain is divided into N intervals of size h ¼ L=N. The Fourier ser-
ies, considering only the resolved wavenumbers, is
f ðxÞ ¼
XN=2
k¼N=2
f^ ke
2pjkx
Lð Þ; ð10Þ
where j2 ¼ 1. It is convenient to introduce a scaled wavenumber
x ¼ 2pkh=L and a scaled coordinate s ¼ x=h. This simpliﬁes the
Fourier modes to ejxs, yielding
f ðsÞ ¼
X
k
f^ kejxs: ð11Þ
where x 2 ½p;p. Differentiating f ðsÞ with respect to s yields
f ð1ÞðsÞ ¼
X
k
jxf^ kejxs: ð12Þ
Moreover, f ð1ÞðsÞ can also be expanded in Fourier series,
producing
f ð1ÞðsÞ ¼
X
k
f^ ð1Þk e
jxs: ð13Þ
From (12) and (13), it follows that
f^ ð1Þk ¼ jxf^ k: ð14Þ
Now let Fð1ÞðsÞ be a ﬁnite difference approximation of f ð1ÞðsÞ.
Using Fourier series expansion, one may write
Fð1ÞðsÞ ¼
X
k
bF ð1Þk ejxs: ð15Þ
The discretization error for the ﬁrst derivative can be measured
by comparing the Fourier coefﬁcients bF ð1Þk in (15) to those f^ ð1Þk in
(13). For central differences schemes, a modiﬁed wavenumber x
can be deﬁned as to satisfy
bF ð1Þk ¼ jx f^ k; ð16Þ
where x is different for each k and for each discretization scheme.
When there is no discretization error, bF ð1Þk ¼ f^ ð1Þk , which means that
x ¼ x. Therefore, the difference betweenx andx is a measure of
the error in the approximation for the ﬁrst derivative.
Similarly, for calculating the second derivative, x can be
deﬁned as the square of a modiﬁed wavenumber that satisﬁesbF ð2Þk ¼ x f^ k; ð17Þ
and comparing it to the square of the original x indicates the dis-
cretization errors.
Non-central schemes can also be analyzed in this fashion, if the
modiﬁed wavenumbers x or x are allowed to be complex num-
bers, whereas the original wavenumbers x are always real. In this
case, both the real and imaginary parts of the wavenumbers must
be compared. The real part of ðx xÞ is associated with disper-
sion errors, while the imaginary part is associated with dissipation
errors [2]. Central schemes produce real x, i.e. no dissipation
errors. It is important to note that this analysis applied to
non-central schemes is not rigorous [2]. It is only a heuristic way
to estimate the discretization errors.
Detailed Fourier analysis for the interior central schemes can be
found in [2,5,26,19]. In the following sections, only the boundary
non-central schemes will be analyzed. This analysis is relevant
for the present work since, in some cases, there is not a single
choice of non-central compact stencils that yields fourth-order
precision. In fact, the most trivial choice of points may not produce
a viable stencil.
The analysis will be performed in one dimension, since no term
present in (1a) involve derivatives in more than one direction and
the explicit nature of the temporal discretization allows each
derivative to be calculated separately. Moreover, the method used
in this work to solve the Poisson equation also allows for the
derivatives to be calculated separately.
6.1. Collocated stencil for the ﬁrst derivative
The convective terms present in the momentum Eqs. (2a) and
(2b) involve ﬁrst derivatives. For @ðu
2Þ
@x and
@ðv2Þ
@y , the known quantities
(velocities) are sampled in the same positions as the unknowns
(derivatives), i.e. at the middle point of the cell’s edge (Fig. 1). A
collocated stencil is needed, as shown in Fig. 2a. For interior cells,
it is given by
Fð1Þi1 þ 4Fð1Þi þ Fð1Þiþ1 ¼
3ð f iþ1  f i1Þ
h
: ð18Þ
Near the boundary (Fig. 3a), the stencil has the form
Fð1Þi þ aFð1Þi	1 ¼ 	
1
h
ðc0 f i þ c1f i	1 þ c2f i	2 þ c3f i	3Þ; ð19Þ
where the point xi lies on the border.
By matching the coefﬁcients from the Taylor series expansions
of the terms in Eq. (19) (see [2,29,19] for the detailed procedure),
third- and fourth-order schemes can be derived. They are summa-
rized in Table 1.
Substituting Eqs. (11), (15) and (16) into (19) produces an
expression for x as a function of x:
xðxÞ ¼ c0 þ c1e
jx þ c2ej2x þ c3ej3x
1þ aejx : ð20Þ
The behavior of this function can be seen in Fig. 4 for the sten-
cils from Table 1. The real part is related to dispersive errors, while
the imaginary part is related to dissipative errors [2].
Fig. 3. Stencils for uniform collocated (a), non-uniform collocated (b) and staggered
(c) grids near the boundary. f i ¼ f ðxiÞ; FðkÞi ’ @
k f
@xk

xi
; k ¼ f1;2g. In the non-uniform
grid, the boundary is half a grid spacing away in the derivative direction.
Table 1
Coefﬁcients for the ﬁrst derivative collocated stencils near the boundary.
a c0 c1 c2 c3
3rd order 2 5/2 2 1/2 0
4th order 3 17/6 3/2 3/2 1/6
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From the analysis of the modiﬁed wavenumber real part, it can
be observed that the fourth-order scheme is more dispersive than
the third-order scheme for high wavenumber values. Although this
analysis shows a better behavior of the third-order scheme, from
the analysis of the imaginary part of the wavenumber it can be
seen that the third-order scheme is more dissipative than the
fourth-order scheme. Therefore the fourth-order scheme was cho-
sen to be used in the present paper.
6.2. Staggered stencil for the ﬁrst derivative
When calculating the terms @ðuvÞ
@x and
@ðuvÞ
@y , ﬁrst derivatives also
present in the convective terms, one must ﬁrst interpolate the
velocity components from the cells’ edges to the corners. This is
also accomplished by a compact scheme, given by
f i1=2 þ 6f iþ1=2 þ f iþ3=2 ¼ 4ðf i þ f iþ1Þ þOðh4Þ: ð21Þ
In the derivative stencil, the known quantities (velocity compo-
nents) are not sampled at the same positions as the unknowns
(derivatives). A staggered stencil is needed, as shown in Fig. 2b.
For interior cells, it is given by
Fð1Þi1 þ 22Fð1Þi þ Fð1Þiþ1 ¼
24ðf iþ1=2  f i1=2Þ
h
: ð22Þ
Near the boundary (Fig. 3c), the stencil has the form
Fð1Þi þ aFð1Þi	1 ¼ 	
1
h
ðc0f i
1=2 þ c1f i	1=2 þ c2f i	3=2 þ c3f i	5=2Þ; ð23Þ
where the point xi
1=2 lies on the border.
From the above expressions, a fourth-order stencil cannot be
derived. A workaround is to take an additional point on the far
right (or left), and remove an intermediary one from the stencil.
The resulting stencil would have a gap, but would still produce
accurate approximations.
The general expression is
Fð1Þi þ aFð1Þi	1 ¼ 	
1
h
ðc0f i
1=2 þ c1f i	1=2 þ c2f i	3=2 þ c3f i	5=2 þ c4f i	7=2Þ;
ð24Þ
where one ci; i ¼ 1; . . . ;4 is zero.
By matching the coefﬁcients from the Taylor series expansions
of the terms in Eq. (24), third- and fourth-order schemes can be
derived. They are summarized in Table 2.
Substituting Eqs. (11), (15) and (16) into (24) produces an
expression for x as a function of x:
xðxÞ ¼ c0e
jx2 þ c1ejx2 þ c2ej32x þ c3ej52x þ c4ej72x
1þ aejx : ð25Þ
The behavior of this function can be seen in Fig. 5 for the sten-
cils from Table 2.
The modiﬁed wavenumber analysis (real part) shows that the
fourth-order scheme A displays a better behavior when compared
to the other schemes. This behavior results in a lower dispersion
for high wavenumber values. In the analysis of the imaginary part,
it can be seen that the fourth-order scheme B is the most dissipa-
tive among them all, and, although the third-order scheme shows a
better behavior, the difference between the fourth-order A and the
third-order schemes is small. Since a slightly better behavior in
dispersion was observed for the fourth-order A scheme, it was
chosen.
6.3. Uniform collocated stencil for the second derivative
The viscous terms present in the momentum Eqs. (2a) and (2b)
involve second derivatives. For @
2u
@x2 and
@2v
@y2 , the known quantities
(velocity components) are sampled at the same positions as the
unknowns (derivatives), i.e. at the middle point of the cell’s edge
(Fig. 1). A collocated stencil is needed, as shown in Fig. 2a. For inte-
rior cells, it is given by
Fð2Þi1 þ 10Fð2Þi þ Fð2Þiþ1 ¼
12ðf i1  2f i þ f iþ1Þ
h2
: ð26Þ
Near the boundary (Fig. 3a), the stencil has the form
Fð2Þi þ aFð2Þi	1 ¼
1
h2
ðc0f i þ c1f i	1 þ c2f i	2 þ c3f i	3 þ c4f i	4Þ; ð27Þ
where the point xi lies on the border.
Table 2
Coefﬁcients for the ﬁrst derivative staggered stencils near the boundary. The fourth-
order schemes with c1 ¼ 0 or c4 ¼ 0 are not viable.
a c0 c1 c2 c3 c4
3rd order 1 1 2 1 0 0
4th order A 5 9/8 19/3 21/4 0 1/24
4th order B 1/3 67/72 13/12 0 7/36 1/24
0 π/4 π/2 3π/4 π
0
π/4
π/2
3π/4
π
ω
ω
∗
exact
3rd order
4th order
0 π/4 π/2 3π/4 π
0
π/4
π/2
3π/4
π
ω
ω
∗
exact
3rd order
4th order
Fig. 4. Fourier analysis of the ﬁrst derivative boundary schemes on a collocated
grid. The real part is related to dispersive errors, while the imaginary part is related
to dissipative errors.
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By matching the coefﬁcients from the Taylor series expansions
of the terms above, third- and fourth-order schemes can be
derived. They are summarized in Table 3.
Substituting Eqs. (11) and (17) into (27) produces an expression
for x as a function of x:
xðxÞ ¼ cbe
jx þ c0 þ c1ejx þ c2ej2x þ c3ej3x þ c4ej4x
1þ aejx : ð28Þ
The behavior of this function can be seen in Fig. 6 for the sten-
cils from Table 3. Both real and imaginary modiﬁed wavenumber
analysis show that the proposed fourth-order ﬁnite difference
scheme is less dispersive and dissipative than the third-order one.
6.4. Non-uniform collocated stencil for the second derivative
For @
2u
@y2 and
@2v
@x2 , second derivatives also present in the viscous
terms, the stencil is collocated in the domain interior. However,
the boundary is half a grid spacing away in the derivative direction,
as shown in Fig. 3b. Therefore, a non-uniform stencil is needed. It
has the form
Fð2Þi þ aFð2Þi	1 ¼
1
h2
ðcbf i
1=2 þ c0f i þ c1f i	1 þ c2f i	2 þ c3f i	3Þ; ð29Þ
where the point xi
1=2 lies on the border.
Once again, the most trivial choice of points does not yield a
viable scheme, so one must consider stencils with a gap.
The general expression is
Fð2Þi þaFð2Þi	1¼
1
h
ðcbf i
1=2þc0f iþc1f i	1þc2f i	2þc3f i	3þc4f i	4Þ: ð30Þ
By matching the coefﬁcients from the Taylor series expansions of
the terms in Eq. (30), third- and fourth-order schemes can be
derived. They are summarized in Table 4.
Substituting Eqs. (11) and (17) into (30) produces an expression
for x as a function of x:
xðxÞ ¼ cbe
jx2 þ c0 þ c1ejx þ c2ej2x þ c3ej3x þ c4ej4x
1þ aejx : ð31Þ
The behavior of this function can be seen in Fig. 7 for the sten-
cils from Table 4. The real part of the modiﬁed wavenumber, for all
schemes tested, overshoots the exact curve. The only scheme that
Table 3
Coefﬁcients for the second derivative uniform collocated stencils near the boundary.
a c0 c1 c2 c3 c4
3rd order 11 13 27 15 1 0
4th order 10 145/12 76/3 29/2 4/3 1/12
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Fig. 6. Fourier analysis of the second derivative boundary schemes with uniform
collocated stencils. The real part is related to dispersive errors, while the imaginary
part is related to dissipative errors.
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Fig. 5. Fourier analysis for the ﬁrst derivative boundary schemes on a staggered
grid. The real part is related to dispersive errors, while the imaginary part is related
to dissipative errors.
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eventually approaches the exact curve is the fourth-order scheme
C. Since all schemes are equally dissipative when analyzing the
imaginary part, the fourth-order scheme C was chosen.
7. Exact projection
Projection methods are usually classiﬁed as exact or approxi-
mate, depending on how they satisfy the continuity Eq. (1b). An
exact projection method satisﬁes the discrete continuity equation
exactly (up to machine precision). Approximate projection meth-
ods, on the other hand, only satisfy the discrete continuity equa-
tion up to the order of the method [14].
When solving the Poisson equation
r  rp ¼ 1
Dt
r  u; ð32Þ
or, in Cartesian coordinates,
@
@x
@
@x
pþ @
@y
@
@y
p ¼ 1
Dt
@u
@x
þ @v

@y
 
; ð33Þ
special care must be taken with the r  r operator. While in the
continuous case this operator is the same as the Laplacian r2, in
the discrete sense this is not always true. In particular, when deal-
ing with compact ﬁnite differences, it is not possible to devise a
compact Laplacian operator that is exactly equal to the compact
r  r operator. Thus, if a compact Laplacian operator is used instead
of the compact r  r operator, the projection method will not be
exact, but only approximate, and the zero discrete divergence con-
dition will only be satisﬁed up to the order of the method.
To obtain an exact method, the differential Eq. (33), which is
two-dimensional and second-order, can be rewritten as
px 
@
@x
p ¼ 0; ð34aÞ
py 
@
@y
p ¼ 0; ð34bÞ
pxx 
@
@x
px ¼ 0; ð34cÞ
pyy 
@
@y
py ¼ 0; ð34dÞ
pxx þ pyy ¼
1
Dt
@u
@x
þ @v

@y
 
; ð34eÞ
which is a system of one-dimensional ﬁrst-order differential equa-
tions, except for the last one that is purely algebraic, since the right
hand side term can be calculated beforehand. In this form, compact
ﬁnite differences can be easily applied to discretize each equation,
and if the same discretization is used for all equations, an exact pro-
jection method is obtained.
In a staggered grid, the quantities p; pxx and pyy are in the cell’s
center, while px and py lie on the cell’s edge, in the same positions
as u and v respectively. In the interior of the domain, Eq. (22) is
used. Near the boundary, equation
24Fð1Þi  120Fð1Þi	1 ¼ 	
1
h
ð27f i
1=2 þ 152f i	1=2  126f i	3=2 þ f i	7=2Þ;
ð35Þ
is used, which corresponds to the stencil selected in Section 6.2. All
derivatives, including the ones involving u, are calculated in this
fashion.
When calculating u, it is assumed that u ¼ unþ1 on the border,
which is equivalent to setting px ¼ 0 and py ¼ 0 on the border.
Therefore, neither u;v; px nor py needs to be calculated on the
border. This choice of boundary conditions does not compromise
the accuracy of the method, as will be shown in the results section.
This approach has several advantages:
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Fig. 7. Fourier analysis of the second derivative boundary schemes with non-
uniform collocated stencils. The real part is related to dispersive errors, while the
imaginary part is related to dissipative errors.
Table 4
Coefﬁcients for the second derivative non-uniform collocated stencils near the boundary.
a cb c0 c1 c2 c3 c4
3rd order 1/2 16/5 9/2 1 3/10 0 0
4th order A 1 64/21 11/3 1/3 1 1/21 0
4th order B 2/3 256/81 17/4 16/27 1/2 0 1/324
4th order C 1/3 1856/567 29/6 41/27 0 1/21 1/162
4th order D 22/25 4864/1575 1163/300 0 41/50 16/525 1/900
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 It is not necessary to build stencils for ther  r operator, which
is quite complex if one is aiming at an exact method based on
compact ﬁnite differences. Such a procedure is, however, possi-
ble, but the resulting stencil would not be compact, and would
extend through the length of the domain. An example can be
found in [18].
 Besides calculating the pressure p, the quantities px and py are
already made available for the next step of the projection
method, i.e. the velocity correction.
 No ghost cells, interpolations or extrapolations are needed.
 Corners in the computational domain need no special treat-
ment, since only one-dimensional equations are present.
The only disadvantage encountered is that the linear system is
larger on the number of equations and unknowns. However, the
matrix is sparser when compared to the one used in [18]. In the
present work, each line of the matrix has, at most, 6 non-zeros,
regardless of the size of the domain. In [18], the number of
non-zeros per line is proportional to the length of the domain.
Therefore, a n n domain would produce a matrix with Oðn2Þ
non-zeros in the present formulation, whereas with [18] the
matrix would have Oðn3Þ non-zeros.
For 2D problems, the matrix is relatively small. Furthermore, it
is always the same for each problem and does not change at every
time step. Linear systems with those properties can be efﬁciently
solved by direct methods, and that is the approach chosen in the
present work.
7.1. Compatibility condition
When solving the Poisson Eq. (32) subjected exclusively to
Neumann boundary conditions for the pressure ﬁeld and
Dirichlet boundary conditions for the velocity ﬁeld, two concerns
arise. One is known as the compatibility condition, which requires
thatZ
X
1
Dt
r  u
 
dX ¼
Z
@X
@p
@n
dl: ð36Þ
If it is satisﬁed, the second concern is that pwill be determined only
up to an additive constant.
In the discrete case, there is an equivalent compatibility condi-
tion that must be satisﬁed by the linear system derived. Boundary
conditions that satisfy the continuous compatibility condition
might not satisfy it in the discrete problem, and some corrections
must be applied either to the velocity ﬁeld or to the right-hand side
of the linear system. Some techniques to ensure compatibility can
be found in [32–34].
This discrete compatibility condition is directly related to the
Fredholm alternative [35]. This theorem, in a more elementary
matrix formulation, is as follows. Given a linear system Ax ¼ b,
exactly one of the following must hold: either Ax ¼ b has a solution
or vA ¼ 0 has a solution with v  b– 0. In other words, for Ax ¼ b
to have a solution, v  b must be zero for v satisfying vA ¼ 0. In
[34], it is suggested that the right hand side vector b should be
replaced with b  b vbvv v. It is clear that v  b
 ¼ 0, so Ax ¼ b
has a solution.
In the present work, only Dirichlet boundary conditions are
used for the velocity ﬁeld. When there is no velocity normal to
the boundaries, i.e. no inﬂow or outﬂow, the compatibility condi-
tion is automatically satisﬁed for the discretization used. But the
presence of inﬂow/outﬂow boundaries makes the system
incompatible.
When the system is compatible, there are inﬁnitely many solu-
tions for the discrete p. Some linear system solvers, in particular
iterative ones, manage to converge to a single solution with no
additional effort. If that does not happen, as it is often the case with
direct solvers, then the pressure must be prescribed at a single
point to force a unique solution. This is what is done in this work.
When the system is not compatible, a spike on the value of the
divergence of the ﬁnal velocity appears at the point where the
pressure was prescribed. This is resolved by ﬁrst setting the out-
ﬂow velocities so that they would satisfy the continuous compati-
bility condition. Then these velocities are adjusted slightly,
multiplying their values by a constant close to one. This constant
is adjusted numerically by a bisection method, until the spurious
spike approaches zero.
As an alternative to the above procedure, continuative outﬂow
boundary conditions can be implemented using Dirichlet boundary
conditions. At each time step, before time-advancing the momen-
tum equation, the velocities at the outﬂow boundary are updated
to match the ones that are right next to them, inside the domain.
Even though at each time step everything is solved assuming
Dirichlet boundary conditions, over time, this procedure is consis-
tent with an approximation of homogeneous Neumann boundary
conditions for the velocity ﬁeld. Additionally, the pressure is pre-
scribed to a constant value along the outﬂow boundary, and not
at a single point as before.
Both treatments of the outﬂow boundaries provide almost iden-
tical results, differing only by amounts close to machine precision,
provided the outﬂow is placed far enough from the region of inter-
est, where the ﬂow is fully developed.
8. Numerical results
8.1. Forced lid-driven cavity
In order to verify the spatial accuracy of the method, it is a com-
mon practice to use manufactured steady-state solutions for the
Navier–Stokes equation. Manufactured solutions often require
the addition of forcing terms to Eqs. (2a) and (2b). In the solution
proposed by [36], the source terms are
Su ¼ 0;
Sv ¼ 8m½24FðxÞ þ 2f ð1ÞðxÞgð2ÞðyÞ þ f ð3ÞðxÞgðyÞ
 64½F2ðxÞG1ðyÞ  gðyÞgð1ÞðyÞF1ðxÞ;
ð37Þ
where
f ðxÞ ¼ x4  2x3 þ x2;
gðyÞ ¼ y4  y2;
FðxÞ ¼
Z
f ðxÞdx ¼ 0:2x5  0:5x4 þ x3=3;
F1ðxÞ ¼ f ðxÞf ð2ÞðxÞ  ½f ð1ÞðxÞ
2 ¼ 4x6 þ 12x5  14x4 þ 8x3  2x2;
F2ðxÞ ¼
Z
f ðxÞf ð1ÞðxÞdx ¼ 0:5½f ðxÞ2;
G1ðyÞ ¼ gðyÞgð3ÞðyÞ  gð1ÞðyÞgð2ÞðyÞ ¼ 24y5 þ 8y3  4y:
ð38Þ
The corresponding manufactured solution is
uðx; yÞ ¼ 8f ðxÞgð1ÞðyÞ ¼ 8ðx4  2x3 þ x2Þð4y3  2yÞ;
vðx; yÞ ¼ 8f ð1ÞðxÞgðyÞ ¼ 8ð4x3  6x2 þ 2xÞðy4  y2Þ;
pðx; yÞ ¼ 8m½FðxÞgð3ÞðyÞ þ f ð1ÞðxÞgð1ÞðyÞ
þ 64F2ðxÞfgðyÞgð2ÞðyÞ  ½gð1ÞðyÞ2g:
ð39Þ
The domain is a unit square with Dirichlet boundary conditions.
To evaluate the code, the simulation is allowed to run until a
steady-state is reached. This effectively isolates spatial errors from
temporal ones. The simulation is considered to be in a steady-state
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when the difference between successive velocity ﬁelds is smaller
than a given absolute tolerance, in this case, 1010. The results
are presented in Fig. 8, which clearly shows the expected
fourth-order spatial precision. The kinematic viscosity used is
m ¼ 102, the time step is Dt ¼ 104 and the grids were
8 8;16 16;32 32;64 64 and 128 128. The error is calcu-
lated as the L1 (maximum) norm of the difference between the
numerical solution and the analytical one. Fig. 11 shows the max-
imum discrete divergence at the steady-state.
8.2. Taylor–Green vortices
The transient Taylor–Green vortices problem is usually
employed to measure the temporal accuracy of numerical methods
[18,37]. No forcing term is used, and the analytical solution is
uðx; y; tÞ ¼  expð2p2tmÞ sinðpxÞ cosðpyÞ;
vðx; y; tÞ ¼ expð2p2tmÞ cosðpxÞ sinðpyÞ;
pðx; y; tÞ ¼ 1
4
expð4p2tmÞðcosð2pxÞ þ cosð2pyÞÞ:
ð40Þ
Simulations are carried out in a square domain 14 6 x; y 6 2 14
with time-dependent Dirichlet boundary conditions. The domain
is displaced by 14 to avoid trivial boundary conditions. Accuracy
tests are performed with a kinematic viscosity ﬁxed at m ¼ 102.
The error is measured at time t ¼ 1. The grid is ﬁxed at 20 20
and the time step varies so that the temporal accuracy can be
investigated.
Measuring temporal accuracy is not as straightforward as mea-
suring spatial accuracy. The combination of an explicit time dis-
cretization and the stiffness of the low-Reynolds Navier–Stokes
equations imposes a severe restriction on the maximum
time-step allowed. Therefore, spatial errors often overwhelm tem-
poral ones. One way to overcome this problem is to run a simula-
tion with a very small Dt and take that as a reference solution, to
which other solutions with larger time-steps are compared.
Fig. 9 shows the results for the temporal convergence test. The
errors are calculated in relation to a reference solution with
Dt ¼ 104. It is relevant to notice that the expected second-order
was obtained not only for the velocity ﬁeld, but also for the pres-
sure. Most papers in the literature on projection methods either
report only ﬁrst-order time accuracy for the pressure or do not
measure it at all. In Fig. 10, the method appears to have a spatial
order of accuracy higher than the expected fourth-order. This
behavior has been observed before by other authors [38] for this
particular solution. Fig. 11 shows the maximum discrete diver-
gence for the various grids and time-steps.
8.3. Lid-driven cavity
The lid-driven cavity is among the most popular benchmark
problems used to check the reliability of computational schemes.
Many accurate numerical solutions are available in the literature
[18,39,40]. The Navier–Stokes equations are solved in a unit square
domain where the upper boundary moves with a uniform tangen-
tial velocity ðu ¼ 1;v ¼ 0Þ. The no-slip boundary conditions are
applied elsewhere ðu ¼ 0;v ¼ 0Þ.
The present results are compared with the ones obtained by
[39] in Fig. 12. It shows the vertical velocity v versus the abscissa
at mid-height ðy ¼ 0:5Þ and the horizontal velocity u versus the
ordinate at mid-length ðx ¼ 0:5Þ for m ¼ 102;2:5 103, and
103 in a grid 130 130. The present results are in good agreement
with the reference. Fig. 13 shows contours of the stream function
and pressure for m ¼ 103.
8.4. Backward-facing step
Another popular benchmark problem is the ﬂow over a
backward-facing step. This problem is particularly interesting
because it involves non-zero normal boundary velocities, so it
serves to test the validity of the renormalization procedure
described in Section 7.1. The geometry of the domain is shown in
Fig. 14.
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Fig. 8. Spatial convergence test based on a manufactured solution for the lid-driven
cavity problem. The simulation runs until a steady-state is reached. The error is
calculated as the L1 (maximum) norm of the difference between the numerical
results and the analytical manufactured solutions. The continuous line represents
the fourth-order slope. The kinematic viscosity used is m ¼ 102, the time step is
Dt ¼ 104 and the grids were 8 8;16 16;32 32;64 64 and 128 128.
Dx ¼ Dy ¼ h.
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Fig. 9. Temporal convergence test for the Taylor–Green vortices problem. The
simulation runs until time t ¼ 1. The kinematic viscosity used is m ¼ 102. The
errors are calculated as the L1 (maximum) norm, in relation to a reference solution
with Dt ¼ 104. The grid is ﬁxed at 20 20. The continuous line represents the
second-order slope.
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For our computations the boundary conditions of the problem
are
 Lower plate: u ¼ 0;v ¼ 0 on y ¼ 0:5;0 6 x 6 10,
 Upper plate: u ¼ 0;v ¼ 0 on y ¼ 0:5;0 6 x 6 10,
 Inﬂow: u ¼ 24yð0:5 yÞ;v ¼ 0 on x ¼ 0;0 6 y 6 0:5,
 Step: u ¼ 0;v ¼ 0 on x ¼ 0;0:5 6 y 6 0,
 Outﬂow: u ¼ 3ð0:5 yÞðyþ 0:5Þ;v ¼ 0, on x ¼ 10;0:5 6
y 6 0:5.
Fig. 15 shows the contours of the stream function, u-component
of the velocity and pressure for m ¼ 5 103. Table 5 compares the
length of the recirculation region, primary vortex strength and
location with results from other authors. Once again the results
obtained are in good agreement with the literature.
9. Performance
9.1. Iterative and direct linear solvers
Several Krylov subspace iterative solvers, such as GMRES (gen-
eralized minimum residual) and BiCGSTAB (biconjugate gradient
stabilized), and preconditioners, such as Jacobi and ILU (incom-
plete LU factorization), were considered for the numerical solution
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Fig. 12. Steady state velocity proﬁles in the lid-driven cavity at mid-height and
mid-length. Grid 130 130.
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Fig. 10. Spatial convergence test for the Taylor–Green vortices problem. The
simulation runs until time t ¼ 1. The kinematic viscosity used is m ¼ 102. The
errors are calculated as the L1 (maximum) norm, in relation to the analytical
solution (40). The continuous line represents the fourth-order slope. The time step
is Dt ¼ 104 and the grids were 8 8;16 16;32 32;64 64 and 128 128.
Dx ¼ Dy ¼ h.
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Fig. 11. Maximum discrete divergence for the forced lid-driven cavity and Taylor–
Green vortices problems. The exact projection method used produces a velocity
ﬁeld that satisﬁes the continuity equation exactly, limited to machine precision and
round-off errors.
28 G.A. Reis et al. / Computers & Fluids 118 (2015) 19–31
of the system of linear equations described in Section 7. This was
possible thanks to the PETSc framework [44–46]. However, due
to the matrix ill-conditioning, and since the present method aims
to be an exact projection method, hundreds, sometimes thousands,
of iterations were needed to reach results close to machine
precision.
On the other hand, modern sparse direct solvers, such as
PARDISO [47–49] and MUMPS [50–52], proved to be much faster
for the problems studied. These solvers automatically analyse the
matrix and perform reordering of rows and columns, which mini-
mizes the ﬁll-in that usually happens when LU decomposition is
applied to sparse matrices. Moreover, the matrix does not change
at each time step, so LU factorization needs only to be performed
once. After that, at each time step, only forward and backward sub-
stitution takes place, which is a much faster process.
After several benchmarks, the PARDISO solver available in the
Intel Math Kernel Library (MKL) was chosen for being the fastest.
9.2. Parallelization and scalability
The PARDISO solver uses a shared memory paradigm based on
OpenMP and multi-threading. The MKL provides parallel shared
memory solvers for the tridiagonal systems that arise from the cal-
culation of compact ﬁnite differences. Portions of the code devel-
oped were also parallelized using OpenMP. Table 6 shows the
speedup of the parallel version when compared to the sequential
one. There does not seem to be an option to control how many
cores or threads the MKL should use. One can only choose serial
or parallel operation. These tests were performed on an Intel
Fig. 13. Contours of the stream function and pressure in the lid-driven cavity. Grid 130 130; m ¼ 103.
Table 5
Backward-facing step for m ¼ 5 103, length of recirculation region, primary vortex
strength and location.
Length of
recirculation xr
wmin wmin location
Barragy [41] 2.67 0.0331 (1.002, 0.203)
Chinchapatnam et al. [42] 2.72 0.0315 (1.333, 0.217)
Bourantas et al. [43] 2.64 0.0331 (1.000, 0.200)
Loukopoulos et al. [40] 2.66 0.0330 (1.001, 0.207)
Present work ð200 20Þ 2.62 0.0328 (0.993, 0.203)
Present work ð400 40Þ 2.64 0.0330 (0.992, 0.201)
Present work ð600 60Þ 2.65 0.0331 (0.992, 0.201)
Present work ð800 80Þ 2.65 0.0331 (0.992, 0.199)
Present work ð1000 100Þ 2.66 0.0331 (0.992, 0.199)
Present work ð2000 200Þ 2.66 0.0331 (0.992, 0.199)
Fig. 15. Contours of the stream function, u-component of the velocity and pressure.
Grid 300 50; m ¼ 5 103.
Fig. 14. Flow over a backward-facing step: geometry.
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Core i7 930 processor, which has 4 cores and 2 threads per core
(Hyperthreading).
For smaller grids, communication time is dominant, and
speedup is very low. For larger grids, speedup remained below 2
due to memory bandwidth limitations of the machine used.
Non-uniform memory architectures (NUMA) machines are known
to perform poorly with shared-memory programs that use lots of
memory [1]. For both the serial and parallel cases, execution time
seems to scale well when the grid is reﬁned.
10. Conclusions
A new method for the solution of the Navier–Stokes equations
based on primitive variables and compact ﬁnite differences was
presented. The choices made for the boundary stencils were justi-
ﬁed by Fourier analysis. A simple and efﬁcient way of solving the
Poisson equation was introduced, which made it possible to
impose the discrete incompressibility constraint exactly (up to
machine precision), all based on compact ﬁnite differences.
Fourth-order spatial and second-order temporal accuracy were
veriﬁed through common techniques involving manufactured and
analytical solutions. Unlike many similar works, not only the veloc-
ity, but also the pressure ﬁeld were veriﬁed and displayed the same
spatial and temporal accuracy. Popular benchmarking problems,
such as the lid-driven cavity and backward facing step, showed
the robustness of the code. In particular, the validity of the renor-
malization procedure applied to the Poisson equation to ensure the
compatibility condition was veriﬁed for the backward-facing step
problem.
Although the method was designed for 2D problems, extension
to 3D would be straightforward. The momentum equation is solved
explicitly, so each derivative can be calculated separately. The
Poisson equation is split into a system of very simple 1D equations.
The 3D version would just need the addition of two more
equations.
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