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A new search method is presented for unconstrained optimization. The 
method requires the evaluation of first and second derivatives and defines a 
curve along which a undimensional step takes place. For large step-size, the 
method performs as Newton’s method, but it does not fail where the latter 
fails. For small step-size, the method behaves as the gradient method. 
1. INTRODUCTION 
This paper is concerned with the following problem: 
minimizef(x) with respect to x, XERn, 
where f: R* -+ R1 is a continuously differentiable function. Let g(.v) and 
H(x) be the gradient vector and the Hessian matrix off(x), respectively; 
af 2f I- g’(x) = (S ,...) 7 ,..., ~ ) ds; ?.I.,{ and W.4 = (a) . 
(In the following, for simplicity, fn , g, , and H, are used to denote f(x,,), 
g(x,), and H&J, respectively.) 
All existing methods (see, however, [2]), f  or minimization use the iteration 
x&.1 = Xk - t*S, , (1.1) 
where t* is usually chosen to minimize f(x) along the direction -Sk . The 
main characteristic of the method presented in this paper is that it replaces 
-Sk by a curve pk(xr , t). The iteration formula is then 
Xkfl = x/c + PR(% I t*), (1.2) 
where t* minimizes f  (x) along pk(q , t). 
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Note that Newton’s method sets S, = H;‘g, , whereas quasi-Newton 
methods set S, = n,g, , where nk is an approximation to H;’ and is, for 
example, updated according to (Fletcher-Powell method) 
where 
AX8 = Xkfl - Xk , Ag,, = g,+l - g, . (1.4) 
The Gradient method simply sets 
(1.5) 
2. OUTLINE OF METHOD 
Let us consider the nonlinear (in general) system of differential equations 
dx/dt = -g(x). (2.1) 
The solution of (2.1) defines a family of curves x(.) in x-space that are 
normal to the contours off(x). If x* is the unique minimizer off(x), then 
each of these curves passes through x*. Being at the point x,,. , we are then 
interested in that curve passing though xle , . that is, we seek the solution of 
the system (2.1) with the initial condition 
x(0) = Sk . (2.2) 
Let x(t) = xB + pk(xk , t), Pp(xk , 0) = 0, be the curve satisfying both (2.1) 
and (2.2), and let t* minimize f(x(t)) along plc(xe , t). Then, 
x* = Xk + P&k, t”), where f(x*) = min f(x), x E R”. (2.3) 
To find the exact solution of (2.1) with the initial condition (2.2) is generally 
not easy, owing to the nonlinearity of g(x); therefore, we use an approximation 
scheme. We expand g(x) about x = xL to first-order terms using Taylor’s 
formula to obtain, 
g(x) * gk + f&(x - XJ- (2.4) 
Using (2.4), we have now to solve the system 
dx/dt = -H,x + H,.t-, - g, , x(0) = Sk . (2.5) 
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We first consider the homogeneous system 
dxldt = -Hp, (2.6) 
whose solution is given by 
x(t) = e-%, (2.7) 
where c is a constant (n x 1) vector. 
The general solution of (2.6) is given by x(t) = eetHkc + xD, where sD 
is a particular solution. It is not hard to show that 
x, = M(t) j W1(~) (Hp, - gk) dT, (2.8) 
where M(t) == emfHn. 
Before continuing, we state for easy reference, some of the properties of 
the so-called “matrix exponential” [5]. 
(4 ptA = I + ~~=, (tA)k/k!, therefore, 
and JetA dt = A-letA, provided that -4 is nonsingular. 
(b) et*etB = et(*+B), provided that A and B commute. 
Using the above relations, (2.8) is now written as: 
x, = emtHy (j et4 dt) (H,s, - gJ, 
or 
or 
x1, = emtHke’%H,‘(H,s, - gl,), 
x’, = sk - H,-‘g, , (2.9) 
provided that Hk is nonsingular (later on we will show that the method works 
even if Hk is singular). Therefore, 
x(t) =: e -% + xk - H,& . 
But x(0) = x, , so it follows that X~ = c + xk - H$gk , from which 
c = H,;lg, . 
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Thus, finally, we obtain 
s(t) = xk + (e -tHk - I) H,-‘gk . (2.10) 
Suppose that t* minimizes f(x(t)) along pk(xk , t) = (e--tHk - I) H,‘g,. . We 
then set 
xkfl = xp + (e -t*Hk - I) H&, . (2.11) 
Equation (2.11) is the basic equation for the method. 
Since t* minimizes f(x) along &(x~, t), it must be a root of df/dt = 0. 
But 
df -& = g’@(t)) d2 = -g’(x(t)) e-fHkgk . 
Therefore, 
g’(x(t*)) e-‘*Hkg, = 0, or g,7,1e-t*Hkg, = 0, (2.12) 
i.e., the tangent vector to the curve pk(xk , t) at t = t*, e-$*Hkg, and g(z,+,) 
are orthogonal. 
Consider now the special case where f(x) is quadratic of the form 
f(x) = a + bTx + +$Qx, Q > 0, having a unique minimum at x* = -Q-lb. 
Then g(x) = Qx + b, and so (2.12) is written as 
or 
{Q[xk + (ect*Q - I) Q-l(Qxk + b)] + b}= e-t*Q(Qx, + b) = 0, 
[eet*Q(Qxk + b)]= [ect*Q(Qx, + b)] = 0. (2.13) 
Now, provided that Q is positive-definite, (2.13) is satisfied either when 
Qxk + b = 0, hence, xk = -Q-lb (the minimizer off(x)) or when e-t*o = 0 
(true when t* + foe). 
From (2.11) we get, for t* -+ +cc and Hk = const. = Q, that, .rkfl = 
xk - Q-‘gk = xk - Q-‘(Qxk + b) = -Q-lb = x*. That is, for a quadratic 
function, either xk = x*, or x~+~ = x* (in one step the minimum is reached). 
3. ON THE EXPONENTIAL MATRIX e+'k AND THE DIRECTION 
MATRIX (e--tHk - 1) H;l 
Let A, , A, ,..., A, be the eigenvalues of H, and ul , up ,..., u, the associated 
normalized eigenvectors. Some of the Ai’s may be the same (case of multiple 
eigenvalues) but even so, since H, is symmetric, its Jordan canonical form Jk 
is strictly diagonal, given by Jk = diag(h,), and there exists an orthogonal 
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matrix U, transforming Hk into Jk by means of a similarity transformation, 
i.e., 
~YJ-~‘H,U~ = Jk , or Hk =: C.-k J&,‘. 
Since C’,: is orthogonal, we have that 
Now, if hi is an eigenvalue of Hk with eigenvector ui , then I/& is an eigen- 
value of Hi’ with the same eigenvector; that is, 
(3.2) 
Note that because Hk is symmetric all the X,‘s are real. 
LEMMA 3.1. Let hi , i = 1, 2 ,..., n. be the eigenvalues of Hk and ui , 
i=lT. , -9 .., n, the associated normalized eigenvectors. Then e-tHn has the same 
sytem of eigenvectors and has e@nvalues e+lf, i - I, 2,..., n. 
Proof. e-tH* is written as 
a (-t)” H,” 
e-tHk = 1 + C 
I’4 p! . 
(3.3) 
Post-multiplication of (3.3) by ui yields 
e 
[ 
(-t)” Ail --tHtq = 1 + c ____ 
P! 1 ui > 
hence, 
e -tHp ui = epA”ui , 
which implies that ui is an eigenvector with eigenvalue e+J. 
Now, since Hk is symmetric e-tHk is also symmetric, and therefore, has 
the expansion: 
e-tHk = f  e-.VU,uiT. (3-4) 
i=l 
Therefore, (2.10), using (3.2) and (3.4), is written as 
[ 
n e-h’ _ * 
X(t)=.%+ c A, UiUiT g, . 
i=l 1 1 (3.5) 
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LEMMA 3.2. (ecfHh - I) H;’ is always a negative definite form for t > 0. 
Proof. The eigenvalues of (eptHk - I) Hi’ are (e@zt - 1)/h,, where hi 
is an eigenvalue of H, , i = 1, 2,..., n. We have three possibilities: 
1. Xj>O. 
Then, for t > 0, e+’ < 1, that is (e-Ait - 1)/h, < 0. 
2. xj < 0. 
Then, for t > 0, e-Ait > 1, that is, eeAit - 1 > 0, hi < 0, division by hi 
yields (e-Aif - 1)/X, < 0. 
3. hi = 0. 
Substituting zero for & into (e-“gt - 1)/h, we get O/O, but using 
L’Hospital’s rule we have: 
Therefore, in all cases, (e+* - 1)/h, < 0 for t > 0. 
Let us now consider Newton’s method, namely, 
x(t) = xy, - tH,lgk . (3.6) 
If Xi < 0 for one or more i, 1 < i < n, then - HL1gk may not be a descent 
direction, Also, if Xi = 0 for some i, 1 < i < n, then Hi1 does not exist, and 
obviously, Newton’s method breaks down, In our iteration formula, all we 
have to do in the case of a singular Hessian is to replace the term (e-Agt - I)/& 
by -t, if Xi = 0, 1 < i < 12. Therefore, the iteration formula is well defined 
even when some of the Xi’s are zero. 
We now show that a function decrease results for t > 0 where t is suffi- 
ciently small. We will show in Section 5 that this implies the existence of a 
t” > 0. 
LEMMA 3.3. There exists a 6 > 0 such that, 
Proof. 
But 
fh + P& I t)) < fh), Vt E (0, a). 
df 
dt taJ 
= lim f (x~ + pl,(xl, ’ t)) - f(xli) 
t+0 t 
df 
dt= -gr(xk + pr(xk , t)) e-tHkgr 
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(See Section 2). Therefore, 
Since gkTg, > 0, it follows that we can choose a 6 > 0 so that for all t E (0, 8) 
t 1 ltN.ft~k + P&k > f) - fh)l + acT& < &kTgI. . i.e., since f  > 0, 
f(% + Pk(fG , t)) - f&J < 0. 
In order to show the relationship of (3.5) to the gradient and Newton 
iteration formulas, we consider here the expansion of eefHn-. 1Ve have, 
e 4Hk _ z i- f  t-t)” zq 
,I =l p!' 
(3.7) 
For small t, e-tHp = I - tH, , and therefore, (2.10) is written as 
.I( t) * xh. + (Z - tH, - I) H;k,. , or s(t) % xi; - tgr. ) (3.8) 
i.e., for small step size, the iteration formula behaves as the gradient method. 
For large t, provided that the eigenvalues of the H, are all positive, (2.10) is 
written as 
.x(t) = sk - H,-‘g,,. . (3.9) 
which is Newton’s formula. 
Finally, we note from (3.5) that no matrix inversion is required. 
3. THE iiLGORITHiX1 
Step I. Select an x,, E R’” such that the set fs if(x) <if(x,,), s E R”] is 
compact. 
Step 2. Set i = 0. 
Step 3. Compute Hi and gi and find the eigenvalues AC’ and normalized 
eigenvectors UP’ of Hi . Set 
409/54/r-1.; 
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if AC’ = 0, replace the term (em 2’ A f  - 1)/X?) by --t; if p&x,, t) = 0 stop; 
otherwise, go to Step 4. 
Step 4. Find the scalar t(xi) to be the smallest nonnegative scalar satis- 
fying 
f(.q + p,(x, , t(q))) = min f(si + p,(x, , t)), t 3 0. 
Step 5. Set xi+i = xi + p,(x, , t(.rj))), set i = i + 1 and go to Step 3. 
5. ON THE CONVERGENCE OF THE ALGORITHM 
We recall from Polak [6] the foll owing algorithm model and theorem. 
Let a: T + T, c: T - Al, where T is a closed subset in R”. 
Step 1. Compute an x,, E T. 
Step 2. Set i = 0. 
Step 3. Compute a(xJ. 
Step 4. Set .q+r = a(xi). 
Step 5. If  c(xj+i) 3 c(q) stop; otherwise, set i = i + 1 and go to Step 3. 
THEOREM 5. I. Suppose that 
(i) c( .) is continuous at all nondesirable points x E T, or else c( .) is 
bounded below for s E T. 
(ii) For every x E T that is not desirable, there exist an e(x) > 0 and a 
6(x) < 0 s&h that 
c(a(x’)) - c(i) < S(x) < 0, for all x’ E B(x, e(x)), 
where B(s, C(X)) = {x E T / /I x’ - x (1 < G(X)}. 
Then, either the sequence {xi} constructed by the above algorithm is finite 
and its next to last element is desirable, or else it is infinite, and every accumula- 
tion point of {xi} is desirable. 
Note. A point x is called desirable if g(x) = 0. 
We now apply Theorem 5.1 to the algorithm. We have 
and 
4.) = f (.) 
a(x) = .t + (e-f(x)H(x) - I) H-l(x)g(x) = x + p(x, t(x)). 
Condition (i) of Polak’s theorem is satisfied since f(.) is continuous. Now, 
let xi be a desirable point. Then g(q) = 0 and so p,(x, , t) = 0. Therefore, 
Xi+1 = a(.~,) = xi . Hence, f (.q+i) = f (x1) and the algorithm terminates. 
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Now, let s’ E Rn be nondesirable. Then g(x’) + 0. Let t(s’) minimize f(.) 
along p(x’, t) = (e-tH(x’) - I) H-l(x’)g(.r’). Now, because the level set 
(x 1 f(x) < f(xs), x E Rn} is compact and because there exist a t ::> 0 such 
that f(x + p(x), t)) <f(x’) (Lemma 3.3), we conclude that there is a 
t == t(x’) > 0 that minimizesf(x + p(x’, t)) on the half line t E [0, cc). 
Now set f?(x) = f(x + p(x, t(x’))) - f(x). Since N(,) is continuous, 
is also continuous, and therefore, 13(x) is continuous. Clearly, 0(x’) A H’ E 
f (.I,’ f p(a’, t(x’)) - f(x’) < 0, since t(s’) minimizes f(x’ -+ p(x’, t)) along 
p(.‘c’, t). 
By continuitv of 0(x), there exist an E’ such that S(x) .:: 0’12 < 0 
for all s such that ‘1 s ~ s’ /) < E’. But f(x -+ p(x, t(s))) -f(s) -1: 
.f(x + p(x, t(i))) - f(x) < 0(x) since t(s) minimizes f(x + p(.v, t)) along 
p(x, t). Therefore, f(x + p(x, t(x))) -f(x) 5:: P(x) -< 6'/2 < 0 for all s such 
that Ii x ~ .x’ 11 < E’. I f  follows that condition (ii) of Theorem 5.1 is satisfied. 
Therefore, either the sequence {xi} constructed by the algorithm is finite, 
or else infinite and every accumulation point of (x1> is desirable. To conclude 
convergence, we have to ensure that accumulation points exist. Indeed, the 
existence of accumulation points is ensured by our assumption that the set 
(x j ,f(x) -< f (x,,), s E R"], is compact. 
6. COMPUTATIONAL CONSIDERATIONS 
At each iteration of the algorithm, the gradient vector and the Hessian 
matrix off(x) must be computed. The gradient vector requires n and the 
Hessian matrix n(n + I)/‘2 computations per iteration. Now, let S be the 
number of iterations and Nj the number of computations off(s) at the ith 
iteration. Then the total number of computations is given b! 
(6. I) 
Of course at each iteration, the eigenvalues and normalized eigenvectors 
of the Hessian matrix must be computed as well. 
The algorithm, slightly modified, has been coded in FORTRAN IV and 
executed on the IBM 360 computer of the University of the QYtwatersrand. 
To reduce the number of computations per iteration, we first try the value 
t = + co, giving us 
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If f(~~+~) <f(.qJ, we take ++r from (6.2) as our next point, otherwise, a 
unidimensional search is performed. Note that xIcfl = xk - H;‘gk is the 
particular solution of (2.5) and the point obtained using Newton’s method 
with t = 1. 
The choice of t = + co is possible only if Xi > 0 for all i, because in this 
case all the transient solutions of (2.6) vanish. If for some i, 1 < i < 71, 
Xi < 0 the solution of (2.5) is unbounded as t - + co. If for some i, 1 < i < n, 
hi = 0, we can do nothing else but perform the unidimensional search 
replacing (e-“tf - 1)/A, by --t. However, if Xi + 0 for all i, we set Xi = 1 hi 1 to 
try the value t = +co. In other words, we force the Hessian matrix to be 
positive definite [7]. If t = +co does not result in a function decrease, we 
perform the unidimensional search using the golden section method. The 
search terminates when the interval containing the minimum is l/l0 of the 
original one. 
The execution of the algorithm stops if 
I f(%,l - f(%)l G IO-’ and I/g(%+,)ll d 1c4. 
7. RESULTS 
The method has been tested on the following test functions. (In the fol- 
lowing, X* denotes the minimizer of f(x).) 
I. (Rosenbrock’s function; Fletcher and Powell, 1963). 
f(x) = 100(x, - x12)2 + (1 - X1)2, x* = (1, I). 
II. (Helical valley; Fletcher and Powell, 1963). 
f(x) = lOO[(Ns - 108)2 + (r - 1)2] + $2, x* = (l,O, O)T. 
x2 arctan - , if x,>O 
2ne = x* 
1 
, 
r + arctan -rZ , 
r = ($2 + x22)1/2 
t x1 
if .r,<O 
III. (Quartic with singular hessian; Fletcher and Powell [4]). 
f(x) = (Xl + 10x2)2 + 5(X, - x4)2 + (X2 - 2x3)4 + 10(x, - x4)2, 
x* = (0, 0, 0, oy-. 
IV. (Coleville, 1968). 
f(x) = 100(x,2 - .$)a + (1 - Xl)” + 9O(q2 - x4)” + (1 - X3)2 
+ lO.l[(x, - 1)2 + (x1 - 1)2] + 19.8(x2 - 1)(x, - l), 
s* = (1, 1, 1, 1)T. 
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V. (Homogeneous quartic; Jacobson and Oksman, 1972). 
f(x) = [J%y& + b=X + 0.2512, x* == (0.5, -0.5,0.5, oy, 
VI. (Beale, 1958). 
f(x) = [1.5 - x1(1 - x2)]’ + [2.25 - x,(1 - xg2)]a + C2.625 - x,(1 - A+,~)]“, 
x* = (3,0.5)T. 
VII. (Himmelblau). 
f(x) = (Xl2 + x2 - 11)2 + (x1 + x22 - 7)2, x* = (3,2)T 
or 
x* = (3.584428, -1848127)r, or x* = (-3.77931, -3.283186)r. 
Himmelblau mentions only the first two solutions, noting that all the 
computer codes tested from CC,, = (1, 1)’ yielded the first solution. 
Table I gives a comparison of several unconstrained minimization tech- 
niques. The results for the other methods are from [8, 91. 
The method must be compared only with Newton’s method, since both 
have to evaluate second derivatives, while Variable Metric Methods do not. 
From Table I, the comparison turns out to be in favor of the new method. 
Not only is the total number of evaluations less for the new method, but 
also the new method does not fail where Newton’s method fails. Referring 
to test function VI with x,, = (8, 0.8)r, we observe that Newton’s method 
fails. Himmelblau notes that x-final = (7.94, 0.858)r, due to the singularity 
of the Hessian matrix. 
From Table I, it also follows that the new method performs better than 
the Fletcher-Powell method for some test functions and initial points. 
8. CONCLUSIONS 
We have presented an algorithm that is based on a quadratic model and 
has the following properties: 
1. converges in one iteration on quadratic functions; 
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2. generates a sequence {xk} of approximate minimizers via the iteration 
formula s,, , r = xh + pk(sk , t), where pk(xrZ , t) is not a ray (a common 
feature of all existing methods) but a more general curvilinear path; 
-I 3. abandons the requirement of a positive definite Hessian matrix 
and, therefore, does not fail where Newton’s method fails; 
4. is superior to Fletcher and Powell’s algorithm on some classical 
test functions, although it does require the evaluation of second derivatives. 
Research is now concentrated on approximating the eigenvalues and 
eigenvectors of the Hessian matrix using only gradient information. Results 
of this approach will appear in a future paper. 
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