Abstract-In this paper, we present a real-time algorithm that plans mostly optimal trajectories for multiple mobile robots in a dynamic environment. This approach combines the use of a Delaunay triangulation to discretise the environment, a novel efficient use of the A* search method, and a novel cubic spline representation for a robot trajectory that meets the kinematic and dynamic constraints of tbe robot We show that for complex environments the shortest-distance path is not always the shortest-time path due to these constraints. The algorithm has been implemented on real robols, and we present experimental results in cluttered enlironments.
I. INTRODUCTION
Path planning is fundamental to mobile robots and has been studied extensively over many years. Path planning is the process of calculating a path for a mobile robot to follow so that it can move from one pose (position and orientation) to another, while avoiding collisions with obstacles. Trajectory planning is the extension of path planning to consider velocity. A wide variety of methods have been developed for path planning and can be broadly classified as either local planners or global planners. Local planners derive a path based on local sensors on the robot and do not make use of a map of their environment. As such, local planners are reactive, based on immediate sensor data. Conversely, global planners utilise a map of the world, either as a priori knowledge, sensed by some global sensor (e.g. a camera over the environment), or built up through exploration. Beyond finding a path, some global planners attempt to find the optimal or near-optimal trajectory for a mobile robot and in some cases multiple mobile robots. This however, has been limited to static environments only. We see a need for an algorithm to find optimal trajectories for multiple robots, in a dynamic environment, in realtime. We have developed an algorithm that will find optimal trajectories for multiple robots in most cases, and present real robot exnerimental results.
A. Local Planners
There are a number of algorithms for planning paths from local sensor data. We discuss three popular methods: potential fields; the vector field histogram; and the dynamic window approach.
Potential fields [l] [2], sometimes referred to as vector force fields (VFF) or velocity fields, are based on the concept of electric or magnetic fields. Various objects in the environment can impart an attractive or repulsive force on the robot. This method is computationally fast, however it does suffer from certain limitations. Often attractive and repulsive forces can negate each other resulting in the robot stopping, or moving slowly. Potential fields, as with all purely local planners, cannot handle the box-canyon problem ( a local minimum). The Vector Field Histogram (VFH) algorithm [3] aims at handling the vector negation problem in potential fields by using a histogram. The VFH first creates a one-dimensional polar histogram then selects the most suitable sector for the steering direction. This allows the robot to maintain a higher average velocity.
The Dynamic Window Approach [4] goes further to search through the space of possible instantaneous velocities of the robot, taking into account the dynamics of the robot. This is achieved by reducing its search space to only circular trajectories which can be uniquely determined by pairs of translational and rotational velocities, a two-dimensional search space. Only velocities that are safe and will not collide with obstacles given the known dynamic constraints are allowed and only obstacles within a small window of space, reachable within a short amount of time, are considered. However, due to the lack of knowledge of the whole environment, all local planners are at best able to produce a globally optimal path in trivial environments.
E. Global Planners
Knowledge of the entire environment allows global planners to search for a complete path from the starting pose to the goal pose. This knowledge must be represented in a form that can be searched. This generally translates to discretising the world in some way. The typical approaches for this can be categorised into cell decomposition, or graph based methods. We examine the use of occupancy grids which are a form of cell decomposition, and Voronoi and visibility graphs, which are graphical methods.
Methods using Occupancy Grids [5] represent the environment as a grid. The resolution of the grid can vary depending on the fidelity of the available information, either a priori knowledge or sensed. Grid coordinates are classified as occupied by an obstacle, empty, or unknown. This grid can then be searched for available paths generally either using an A* search [5] or the distance transform [6] . For a high resolution grid the search space can become large leading to high computational cost.
Graph based methods try to overcome this scaling problem by representing the knowledge as a graph. The graph is dependent on the complexity of the environment (number of obstacles) rather than physical size. Graph based path planning is often referred to as road-map [7] planning since the arcs on the graph can be considered roads the robot can traverse with the vertices as intersections. This graph must then be searched to find a path.
Generalised Voronoi Diagrams (GVD) [8] are often used for this purpose. The G M is defined as the locus of points which are equidistant from two or more obstacle boundaries including the workspace boundary [9] . A GVD can be generated in O(NlogN) [8] . GVDs result in a path that is as far away from all obstacles as possible. This is a good representation when the space between obstacles is slightly larger than the robot itself, however it is conservative if the relative size of the robot to the space between obstacles is small, since this results in a path that is sub-optimal due to the equidistant constraint on the graph. 
C. Optimal Planners
Optimal motion planners find a collision free path, with a trajectory that is optimal according to some cost function, for example, the shortest distance or time to reach the final pose. Previously this has been done using cubic splines to control a trajectory through an environment for robot arms working together [ 111. However, without first reducing the environment to a small search space, this problem is computationally expensive and must be performed offline. As a result, this method is intolerant to dynamic obstacles.
Cubic splines have also been used with kinematic visibility graphs to generate a path [IZ]. However, creating the visibility graph is time-expensive forcing the graph generation to be performed off-line. A computationally faster method for cubic splines uses randomly selected initial points and applies a This method first finds the shortest distance path across an occupancy grid using an A* search, then establishes how far it can look ahead for the five dimensional search based on computational power available. For the space established, each dimension is discretised (e.g. lOcm for position, ir/16 degrees for orientation) and the five dimensional space is searched. This algorithm finds the shortest distance path globally, and the shortest time trajectory locally. Finding the shortest time trajectory globally would be preferable. To find the shortest time trajectory globally, we must search across the dynamic space for the full path. For closed, controlled environments, such as a factory floor, offices, homes, shopping malls, or robotic soccer fields, this is made possible by mounting global sensors around the environment. The difference in shortest distance and shortest time trajectories produced is illustrated in figure 2(c).
ALGORITHM
The algorithm we have developed is based on a graphical representation of the environment in the form of a Delaunay triangulation (Fig Z(b) ). This graph contains useful information for the purposes of path planning which is not present in a Voronoi or visibility graph. Each arc on the graph represents a line joining two obstacles that are closest to each other. It is exactly this information that is important to a path planner plotting paths through the gaps between obstacles. In order to optimise the trajectory, we consider these arcs as constrained variable way-points through which the trajectory must pass (Fig 1) . If we are treating the robot and obstacles as point sources we must reduce the line segment representing the constrained variable way-point along the arc to the' robot's configuration space (the physical space the robot is able to occupy). The ability to tune way-points gives an advantage over Voronoi and visibility graphs.
Before searching we can prune any arcs that the robot cannot traverse. These arcs occur along walls and when obstacles are too close to each other for the robot to pass between them. This has the effect of making obstacles in close proximity to each other appear topologically as one obstacle.
This pruning, and the fact that the graph is a triangulation, results in a low branching factor. If we also prevent the search from entering the same triangle twice we have a branching factor of 0, 1, or 2 at any point. This reduces the search space considerably.
We search the graph using an A* search. This searches based on a cost function f(n) = g(n) + h(n), where g(n)
is the cost of reaching a point in the graph, and h(n) is an admissible heuristic (never overestimates) estimate of the cost to the goal. A* expands nodes in order of smallest f(n) first. We can continue expanding nodes after we have our first solution to get a sorted list of all paths. Ideally the algorithm would use the actual time the robot will take to traverse the path (See Sec. II-A and 11-B) as g(n) , however this would be too computationally expensive to run at frame-rate. For efficiency we use straight-line distances (SLD)
connecting the way-point on one arc with the way-point on the next. We use the same cost function for h(n) connecting the current way-point to the goal point.
We can calculate a lower bound on the traversal time for a path by dividing the total SLD of the line segments, by the maximum speed at which the robot can travel. This time (timesLD) is a lower bound because it is the shortest distance path, and we are ignoring the kinematic and dynamic constraints of the robot which prevents it from travelling at maximum speed all the time.
Once a path of straight-line segments reaches the goal node we convert it to a cubic spline trajectory, as discussed in II-B. As shown in section 11-A, we can calculate an accurate estimate of the time (timecubic) to traverse this path. Since this trajectory is constrained by physics it will always take the same or a longer time to traverse than the straight-line estimate (timeSLD) above.
We continue converting straight-line segment paths, which we get in timesLD sorted order from the A* search, to cubic spline trajectories until we get a path length that results in a timesLD estimate that is longer than that of our best cubic spline trajectory (timesLD > best timecubic). No further searching is required at this point as it is impossible for that path to result in a trajectory that will be better than the best one already converted. This algorithm is shown as pseudo-code in table I.
A. Parametric Cubic (PC) Curves
We use Parametric Cubic (PC) curves as they can represent a space-time curve, or trajectory, algebraically. A unique PC curve can be generated from the following information: initial position (Pzo, P,,) and velocity (V&, I&); final position (PzS,Py,) and velocity (V,,, Vys); and maximum speed (V) and acceleration (A). We can solve a set of equations to find the time (s) it takes to complete this curve.
Consider a curve of the form: (Fig 2(a) ) Build Delaunay graph from new map (Fig 2(b) (Fig 2(c) 
(2)
We can calculate the equations for velocity and acceleration at any point through differentiation: P'(t) = 3at2 + 2bt + e, P"(t) = 6at + 2b.
(3) (4)
We assume the following initial and final conditions: Let:
A = (P(O)P(s)P'(O)P'(s)). (6)
Solving for t = 0:
P(s) = as3 + bs2 + cs + d, F"(s) = 3as2 + 2bs + e .
(7)
Solving f o r t = s: (8) (9) These equations can be combined in matrix form as follows:
Equation (2) then becomes: These equations uniquely determine the trajectory, once the time s for traversing the entire path segment has been chosen. For curve fitting applications, it is common to arbitrarily choose s = 1 as it simplifies the equation. However, for our trajectory planning task, we would like to choose the minimal s satisfying the following dynamic constraint (which, for our holonomic robot, we approximate with a unit circle in velocity and acceleration space):
where A and V are the maximal acceleration and velocity of the robot. From Equations (3) and (4) this becomes:
Ideally, we would like to find the smallest (positive) value of s such that the vector on the RHS of Equation (15) does not exceed unit length for any t between 0 and s. Unfortunately, since the (vector-valued) function is quadratic in t and quartic in s, this problem is, in general, analytically intractable. However, provided that the lengths of the individual segments are sufficiently small relative to the smoothness of the curve, we can get a reasonable approximation by imposing the dynamic constraint only at the endpoints. (In particular, if we were to ignore friction by taking the limit as V -3 CO, the vectorvalued expression in Equation (4) would become a linear function oft, ensuring that it must achieve its maximum length at one of the endpoints.) At the initial point, Equation (15) becomes:
15
Thus:
The kinematic constraint at the final point leads to an inequality of the same form, but with the roles of (20, yo) and (x8, y.) reversed.
The appropriate value of s will therefore occur at a root of one of these two quartic equations. It is easy to see that each of these equations must have at least one positive root.
Thus the desired value for s can be obtained by checking the positive roots in increasing order, until one is found to satisfy both constraints. This value for s will be the minimum time the robot can traverse the curve given the constraint in Equation (14). When s is substituted back into Equation (13) we have a unique representation for this trajectory. Additionally, by using Equations (2), (3), and (4), we can calculate the position, velocity, and acceleration at any time t along the curve, where Although the trajectories produced are not guaranteed to be optimal, as they could fall into a local minimum, they are almost always faster, and a more accurate representation, than a path modelled using straight line segments for a dynamically constrained path. An example of when this is sub-optimal is when the maximal velocity and acceleration is sufficiently high that instantaneous changes in direction (kinks in the path) are possible. In this case a globally smooth curve is not optimal for time.
B. Cubic Spline Trajectory

IMPLEMENTATION DETAILS
The following assumptions and simplifications were made is approximately three times the size of the robot.
Delaunay arcs connecting points on the same wall are pruned from the graph prior to searching.
3) The implementation of the graph allows four degree polygons to exist if the conversion to two triangles would result in a very thin triangle. This is required since very thin triangles cannot be traversed in all directions. 4) The curves were further constrained to remove loops. This was achieved by over-riding the magnitude of the final velocity so that it does not need a "run up".
IV. EXPERIMENTAL RESULTS
The algorithm presented was written in C and run under Linux (A screen shot is shown in Fig. 3(b) Experiments were performed in simulation using a Pentium 111 866MHz computer, and on real robots using a dual processor I800 Athlon MP computer. The faster computer was required for the real experiments due to the increase in computation required for full frame-rate image processing. The robots are custom built small, omn-directional drive robots equipped with radio transceivers to communicate with the central computer [17] . Their maximum velocity was 1.5ms-' and maximum acceleration was 2.0ms-'.
We compare the algorithm with our path planner previously used in RoboCup competitions, an A* search using straightline distance cost. The cases we examined (Illustrated in Fig.  3(a) ) were finding a path/trajectory in: 1) trivial environments where a straight line path is possi-2) an environment with the zig-zag layout; and 3) cluttered environments where an indirect path is reExtensive testing was performed in simulation. The results shown in the graph (Fig. 3(c) ) are from real-robot experiments and show the average time taken to complete a path. Once the robot's destination point was reached, the original starting point was set as a new destination point and the process was repeated. The robot continued until 20 laps were completed and the time taken was averaged. A new path/trajectory was calculated at each frame.
For the trivial environment the SLD algorithm results in the same path and trajectory as the cubic spline algorithm. This is to be expected. Although the planned paths in the zig-zag case differed, the traversed paths were identical due to overshoot in motion control. In this case the trajectory planned by our algorithm more accurately represents the one traversed than that planned by the SLD algorithm. For the randomly cluttered environment the SLD choice varied greatly, sometimes taking almost twice as long as the ble;
quired.
(a) Experimental Layouts.
(b) Screen Capture. cubic spline trajectory method. In some instances it took less time, however this was due to errors in motion control.
In all experiments the average computation time for calculating trajectories was low. Building the Delaunay graph took approx. 2.9ms on the 866MHz PC and 2.4ms on the dual 1800MHz PC. Plotting a trajectory based on the graph took approx. 1.4ms on the 866 MHz PC and 0.4ms on the dual 1800MHz PC. We consider the graph building to be independent of the trajectory planning as it is done once, and used by all robots.
These results show that this algorithm is efficient enough to be run at frame-rate. This allows us to plan trajectories in a dynamic environment.
V. CONCLUSION
In this paper we presented an algorithm to find the timeoptimal dynamic trajectory for mobile robots. Our system represents the environment as a Delaunay triangulation. We use an A* search to find all possible shortest distance paths. We then convert each complete path to a more accurate representation of an actual path using a PC spline consisting of PC curve segments. From this we can calculate an accurate estimate of the time required for each path. We continue to convert shortest distance paths to shortest time paths until we reach a path length that cannot possibly be better than our shortest time path given the known velocity and acceleration limits of the robot.
Due to the efficiency of this algorithm, it can be run at the rate sensor data is collected and was tested at a frame rate of 25Hz. This allows it to handle dynamic obstacles.
Experimental results show that in most cases this algorithm can plot time-optimal trajectories for multiple robots in real time. There are limited cases where the path produced is suboptimal, such as when the velocity and acceleration constraints permitted "kinked" paths.
