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Zusammenfassung
Memorandum

uber Computer, Arithmetik und Numerik: Die heute verf

ugbare Rechnertech-
nologie und die damit erzielbaren Rechengeschwindigkeiten erlauben und erfordern eine Erweiterung
des arithmetischen Repertoires eines Rechners. Die Genauigkeitsanforderungen an die elementaren
Gleitkommaverkn

upfungen lassen sich auch auf die h

augsten numerischen Datentypen wie Vekto-
ren, Matrizen, komplexe Zahlen und Intervalle

uber diesen Typen ausdehnen. Es wurde ein VLSI-
Vektorarithmetik-Koprozessor mit integriertem PCI-Interface entwickelt, welcher diese Operationen
zur Verf

ugung stellt. Die Erweiterungen k

onnen mit moderaten Hardwarekosten und ohne Geschwin-
digkeitseinbuen realisiert werden. Eine klare und saubere Denition der arithmetischen Verkn

upfun-
gen erleichtert bei vielen Rechenprozessen eine Analyse der berechneten Ergebnisse.
Sprach- und Programmierunterst

utzungen stehen in Form der XSC-Sprachen zur Verf

ugung. Dabei
greifen die Operatoren f

ur die verschiedenen Datentypen der Sprache direkt auf die Operationen des
Chips zu. Durch Operator

uberladung werden zudem eine reelle Langzahlarithmetik als Feld von reals
und eine Langzahlintervallarithmetik sowie eine Dierentiationsarithmetik zur Verf

ugung gestellt und
in das Laufzeitsystem des Compilers verlagert. D. h. Ableitungen, Taylorkoezienten, Gradienten,
Jacobi- und Hessematrizen oder Einschlieungen all dieser Gr

oen k

onnen direkt durch Austausch
des Datentyps der Operanden aus dem entsprechenden Ausdruck heraus berechnet werden. F

ur viele
Standardprobleme der Numerik wurden Programmpakete entwickelt, bei denen der Computer die
Korrektheit der berechneten Ergebnisse veriziert und die Existenz und Eindeutigkeit der L

osung
innerhalb der berechneten Schranken nachweist. F

ur eine groe Anzahl von Anwendungen wurden
damit bereits Techniken und Programme entwickelt, bei denen Rechner selbstt

atig die Qualit

at und
Zuverl

assigkeit der berechneten Ergebnisse

uberpr

uft.
F

ur viele Anwendungen ist es notwendig mit dem Computer unter Verwendung von Gleitkommaa-
rithmetik strenge mathematische Aussagen zu erzielen. Dies ist z. B. entscheidend bei vielen Simula-
tionsprozessen (Fusionsreaktor) oder bei der mathematischen Modellbildung. Hier mu der Benutzer
in der Lage sein, zwischen vom Rechner erzeugten Artefakten und echten Reaktionen des Modells zu
unterscheiden. Das Modell kann nur dann systematisch weiterentwickelt werden, wenn Rechenfehler
praktisch ausgeschlossen werden k

onnen. Durch automatische Ergebnisverikation wird das numeri-
sche Rechnen zu einer echten Teildisziplin der Mathematik.
Abstract
Memorandum on Computers, Arithmetics and Numerics: Advances in computer technology
are now so profound that the arithmetic capability and repertoire of computers can and should be
expanded. The quality of the elementary oating-point operations should be extended to the most
frequent numerical data types or mathematical spaces of computation (vectors, matrices, complex
numbers and intervals over these types). A VLSI co-processor chip with integrated PCI-interface
has been developed which provides these operations. The expanded capability is gained at modest
hardware cost and does not implicate a performance penalty. Language and programming support
(the -XSC languages) are available. There, the chip's functionality is directly coupled to the operator
symbols for the corresponding data types. By operator overloading a long real arithmetic (array of
reals) and long interval arithmetic as well as automatic dierentiation arithmetic become part of the
runtime system of the compiler. I. e. derivatives, Taylor- coecients, gradients, Jacobian and Hessian
matrices or enclosures of these are directly computed out of the expression by a simple type change
of the operands. Techniques are now available so that with this expanded capability, the computer
itself can be used to appraise the quality and the reliability of the computed results over a wide
range of applications. Program packages for many standard problems of Numerical Analysis have
been developed where the computer itself veries the correctness of the computed result and proves
existence and uniqueness of the solution within the computed bounds.
Memorandum

uber Computer, Arithmetik und Numerik 5
Many applications require that rigorous mathematics can be done with the computer using oating-
point. As an example, this is essential in simulation runs (fusion reactor) or mathematical modeling
where the user has to distinguish between computational artifacts and genuine reactions of the model.
The model can only be developed systematically if errors entering into the computation can be essen-
tially excluded. Automatic result verication re-integrates digital computing into real mathematics.
Konrad Zuse,
dem Pionier der Datenverarbeitung,
zum 85. Geburtstag gewidmet.
Vorbemerkung: Die folgende Abhandlung besch

aftigt sich mit einem komplexen
Gegenstand. Die behandelten Themen sind stark miteinander verochten. Der Inhalt
der einzelnen Abschnitte l

at sich daher nicht strikt voneinander trennen. Die ver-
schiedenen Abschnitte erg

anzen sich vielmehr gegenseitig. Sie k

onnen weitgehend in
beliebiger Reihenfolge gelesen werden.
1 Einleitung
Gleitkommaarithmetik ist die schnelle Art, Rechnungen im naturwissenschaftlich-
technischen Bereich auszuf

uhren. Die verwendeten Gleitkomma-Zahlenformate stellen
heute einen groen Zahlenbereich zur Verf

ugung, so da l

astige Skalierungen im all-
gemeinen vermieden werden. Gleitkommaarithmetik wird seit Jahrzehnten erfolgreich
verwendet, und es gibt groe Programmpakete auch f

ur

auerst komplexe Anwendun-
gen. Durch umfangreiche Tests an Standardproblemen
"
nach allen Regeln der Kunst\
und unter Umst

anden durch Bereitstellung von speziellen L

osungsvarianten f

ur be-
kannte kritische F

alle wird ein hoher Grad an Robustheit erlangt. Dennoch kann auch
ein v

ollig korrekt implementierter Algorithmus sehr ungenaue oder sogar v

ollig falsche
Ergebnisse liefern. Die berechneten Daten einer langen Gleitkommarechnung enthalten
im allgemeinen keinerlei Hinweis darauf, ob die Rechnung zu einem brauchbaren Ergeb-
nis gef

uhrt hat oder nicht. Es stellt sich die Frage: Kann man die Situation verbessern?
In vielen F

allen lautet die Antwort auf diese Frage heute ja.
Traditionell liegt die Kontrolle des Rechenfehlers in der Verantwortung des Benut-
zers. Bei noch relativ langsamen Rechnern war dies auch durchaus zu vertreten. Die
Rechengeschwindigkeit hat heute aber Gr

oenordnungen erreicht (viele MillionenGleit-
kommaoperationen in der Sekunde), bei denen eine Fehleranalyse im herk

ommlichen
Sinne durch den Benutzer praktisch nicht mehr m

oglich ist. Hinzu kommt, da von
seiten der Hersteller immer wieder versucht wird, die Rechengeschwindigkeit zu Lasten
der mathematischen Pr

azision zu steigern. F

ur serielle Rechner entwickelte Algorith-
men werden Parallelisierungen unterworfen, ohne sich Gedanken dar

uber zu machen, ob
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und inwieweit dies die Ergebnisgenauigkeit beeinut. Bei herk

ommlichen Vektorrech-
nern beispielsweise stellt die Hardware eine Reihe
"
zusammengesetzter Operationen\,
wie
"
Akkumuliere eine Reihe von Zahlen oder Produkten\, bereit, welche besonders
schnell ausgef

uhrt werden. Durch die dabei verwendete Technik wird die Reihenfolge
der Additionen ver

andert, was zu falschen Ergebnissen f

uhren kann. Eine Fehleranaly-
se von seiten des Benutzers m

ute zun

achst die Hardware einer solchen Anlage einer
genauen Analyse unterziehen, was praktisch nicht m

oglich ist.
Man trit immer wieder Benutzer, welche solche Tricks zur Beschleunigung der
Ausf

uhrungszeiten einer Rechnung sogar begr

uen und fordern mit dem Argument
"
ich rechne lieber schnell als genau\. Solange schlechte Arithmetik schnell ist und
genaue in Software simuliert werden mu, ist da durchaus etwas Wahres dran. Heute
aber gilt diese Alternative nicht mehr. In gleicher Technologie kann man auch alle
zusammengesetzten Operationen von Vektorrechnern mathematisch v

ollig einwandfrei
mindestens gleich schnell, wenn nicht sogar noch schneller, bereitstellen als alles, was

ublicherweise zur Verf

ugung steht.
Der vorliegende Beitrag versucht, eine Bestandsaufnahme zu geben und Orientie-
rung zu vermitteln. Bei der heute verf

ugbaren Rechnertechnologie und den damit er-
zielbaren Rechengeschwindigkeiten scheint eine Umorientierung erforderlich zu sein.
Gesichtspunkten wie einfache und

ubersichtliche Programmierbarkeit, hohes Abstrak-
tionsniveau bei den Programmiersprachen, Zuverl

assigkeit berechneter Ergebnisse, sau-
bere Denition der Rechnerarithmetik und automatische Kontrolle des Rechenfehlers
durch den Rechner selbst bis zu einem gewissen Grade sollten gr

oere Aufmerksamkeit
gewidmet und h

ohere Priorit

at einger

aumt werden. Bez

uglich all dieser Gesichtspunkte
sind in den letzten Jahrzehnten groe Fortschritte erzielt worden. Die Hersteller werden
diese aber nur in ihre Anlagen

ubernehmen, wenn sie von den Benutzern auch gefordert
werden, was nat

urlich voraussetzt, da sie diesen bekannt sind. Letztlich mu es das Ziel
sein, den Rechner bez

uglich all seiner Komponenten wie Architektur, Arithmetik, Pro-
grammiersprache und Compiler, Algorithmen und Numerik so weiterzuentwickeln, da
man nicht nur N

aherungsrechnung, sondern echte Mathematik damit betreiben kann,
in dem Sinne, da genaue Schranken f

ur die L

osung von Problemen berechnet wer-
den oder sogar Existenz- und Eindeutigkeitsaussagen mit dem Rechner nachgewiesen
werden k

onnen. Die heute verf

ugbare, sehr leistungsf

ahige Rechnertechnologie kommt
einem hier entgegen. Viele Anwendungen werden

uberhaupt erst durch Fortschritte auf
den genannten Gebieten erschlossen. Bei vielen Anwendungen ist die mathematische
Qualit

at und Zuverl

assigkeit der berechneten Ergebnisse f

ur den Erfolg entscheidend.
Als Beispiel sei die mathematische Modellbildung erw

ahnt. Die h

aug mittels heuristi-
scher Methoden entwickelten Modelle k

onnen nur dann systematisch weiterentwickelt
werden, wenn der Rechenfehler weitestgehend ausgeschlossen werden kann. In einem
numerischen Expertensystem entscheidet die automatische Ergebniskontrolle und da-
mit der Rechner selbst dar

uber, ob ein anderer Algorithmus aufgerufen werden mu
oder nicht.
Anhand einiger Beispiele soll die Notwendigkeit von Fortschritten auf den genannten
Gebieten illustriert werden.
Memorandum

uber Computer, Arithmetik und Numerik 7
1.1 Berechnung einer Turbine mit hoher Drehzahl
Es soll eine groe und schwere Turbine, etwa f

ur ein Dampf- oder Wasserkraftwerk,
gebaut werden. Wegen der groen Masse und ihrer teuren und pr

azisen Bauweise ver-
bietet sich hier ein umfangreiches Experimentieren mit Hardwaremodellen. Die Aus-
legung der Turbine, ihre Dimensionierung und Schwingungseigenschaften m

ussen vor
ihrem Bau berechnet werden. Das Anfahren einer Turbine ist im allgemeinen mit Tem-
peratur

anderungen verbunden und darf daher nicht zu schnell erfolgen. Im Betrieb
f

uhrt eine solche Turbine Schwingungen um ihre Rotationsachse aus. Hier kommt es
darauf an, die Eigenfrequenzen, bei denen Resonanz auftreten kann, genau zu kennen.
Ein Betrieb in der N

ahe dieser Eigenfrequenzen ist unbedingt zu vermeiden, da das
Aggregat dann explosionsartig zu Bruch geht. Beim Anfahren der Turbine wird man
daher in der N

ahe der Eigenfrequenzen rasch und dazwischen langsamer beschleunigen.
Eine genaue Kenntnis der Eigenfrequenzen ist daher erforderlich.
In einem praktischen Anwendungsfall ergab eine herk

ommliche N

aherungsrechnung
bei niedrigen Drehzahlen nur wenige Eigenfrequenzen. Von einer gewissen Drehzahl an
traten hingegen geh

auft Eigenfrequenzen auf. Will man auch in diesen Drehzahlbereich
hinein beschleunigen und hat vielleicht den Verdacht, da die Rechnung hier nicht ganz
in Ordnung ist, so wird man herk

ommlicherweise das Problem in diesem Bereich mit
mathematischen Absch

atzungen genauer untersuchen.
Durch Berechnung mit hochgenauen, verizierenden Methoden konnte im vorlie-
genden Fall rein rechnerisch nachgewiesen werden, da auch bei h

oheren Drehzahlen
tats

achlich nur wenige diskrete Eigenfrequenzen vorliegen. (S. dazu das Bild 1. Die
Schnittpunkte der rot gezeichneten Kurve mit der x-Achse beschreiben die Eigenfre-
quenzen.) Mathematische Zusatzarbeit ist in diesem Fall nicht mehr erforderlich.
1.2 Das Doppelpendel
Das Doppelpendel wird durch seine beiden Massen, die Pendell

angen und die Ablen-
kungswinkel charakterisiert. Das Schwingungsverhalten wird durch zwei nichtlineare
gew

ohnliche Dierentialgleichungen zweiter Ordnung beschrieben. Wir integrieren die-
se Dierentialgleichungen mit zwei unterschiedlichen numerischen L

osern, wobei wir in
beiden F

allen mit identischen Anfangsauslenkungen beginnen. Bild 2 zeigt die berech-
neten L

osungskurven f

ur verschiedene Anfangsbedingungen. Die Ergebnisse jeder der
beiden Routinen sehen plausibel aus. Verizierung durch Visualisierung, wie man dies
gelegentlich nennt, sagt, da man wahrscheinlich die richtige L

osung berechnet hat.
H

alt man aber die beiden Rechnungen nach gewissen festen Zeitpunkten an, so stellt
man unterschiedliche Pendelstellungen fest. Die berechneten L

osungen stimmen also
nicht

uberein, und von da ab unterscheiden sie sich tats

achlich wesentlich. Es stellt
sich also die Frage: Welches ist die richtige L

osung oder sind etwa beide berechneten
L

osungen falsch?
Typischerweise f

angt ein Benutzer einer Rechenanlage in einer solchen Situation an,
mit weiteren Rechenl

aufen zu experimentieren, um ein Gef

uhl daf

ur zu entwickeln, wel-
che der berechneten L

osungen wohl die richtige sein mag. Vielleicht gelingt es ihm auch,
durch mathematische Absch

atzungen herauszunden, welche von beiden Berechnungen
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die wahre L

osung besser beschreibt. In unserem Fall ist die Entscheidung einfach; denn
die Schwingungskurve des rot gezeichneten Pendels wurde mit einem verizierenden
L

oser berechnet, welcher die wahre L

osung bis auf zehn Stellen genau in Schranken
einschliet. Zus

atzliche mathematische Absch

atzungen werden dadurch

uber

ussig.
1.3 Berechnung der Prozeparameter von Gasen
F

ur viele technische Anwendungen in den Ingenieurwissenschaften, insbesondere in
der Thermodynamik und der Gaskinetik interessiert man sich f

ur die sogenannten
Transport- oder Prozeparameter von Gasen; das sind im wesentlichen die Viskosit

at,
die W

armeleitf

ahigkeit und die Diusion. F

ur technische Anwendungen werden die
Prozeparameter sehr genau ben

otigt. Sie werden herk

ommlicherweise experimentell
durch Messungen ermittelt, was f

ur jedes einzelne Gas an Personal und Material extrem
aufwendig und kostspielig ist.
Die Prozeparameter werden beispielsweise zur Ermittlung der Energieezienz
eines Gases als K

uhlmittel in Klimaanlagen, W

armepumpen und K

uhlschr

anken
ben

otigt. Wenn es gel

ange, ein K

uhlmittel zu entwickeln, welches 10 Prozent weni-
ger Energie verbraucht oder auch nur geeignet ist, das derzeit verwendete, f

ur die
Ozonschicht sch

adliche K

uhlmittel Fluor-Chlor-Kohlenwassersto (FCKW) zu erset-
zen, w

are dies von unermelichem wirtschaftlichem Nutzen. Man m

ochte daher gerne
mit sehr vielen Gasen experimentieren. Dabei st

ot man sehr schnell an nanzielle
Grenzen.
Es ist daher naheliegend zu versuchen, die Prozeparameter zu berechnen. Dazu
gibt es seit Jahrzehnten formelm

aigemathematischeBeschreibungen imRahmen einer
etablierten Theorie. Wiederholte Berechnungsversuche mit herk

ommlichen Methoden
gelten bei Fachleuten aber als derart unzuverl

assig, da es nicht sinnvoll erscheint,
technische Ger

ate danach zu bauen. Dies hat zwei Gr

unde:
In den formelm

aigen Zusammenhang gehen die sogenannten zwischenmolekularen
Potentiale von Gasen ein. Die Molek

ule eines Gases verhalten sich nicht wie starre Ku-
geln, die sich erst bei Ber

uhrung gegenseitig beeinussen. Man hat sich die Molek

ulst

oe
vielmehr als Wechselwirkung von die Molek

ule umgebenden Kraftfeldern vorzustellen.
Die Molek

ule besitzen Potentiale. Diese Felder werden bereits in groen Abst

anden
wirksam. Bei gr

oeren Abst

anden ziehen sich die Molek

ule an, und sie stoen sich
ab, wenn die zwischenmolekularen Abst

ande gering sind. F

ur die zwischenmolekularen
Potentiale gibt es viele verschiedene formelm

aige Ans

atze, und man ist nicht sicher,
welcher davon den Sachverhalt richtig beschreibt.
Um diesen zu ermitteln, mu man die Prozeparameter berechnen und versuchen,
durch Variation des Modellansatzes bei einigen Gasen Rechen- und Meergebnisse in

Ubereinstimmung zu bringen. Wenn dies gelingt, ist die Berechnung der Prozepara-
meter f

ur eine groe Anzahl von Gasen m

oglich. Hier tut sich aber noch eine zweite
Schwierigkeit auf.
Die Formeln zur Berechnung der Prozeparameter enthalten dreifache singul

are In-
tegrale, welche nichtlinear ineinander geschachtelt sind. Um gen

ugend Genauigkeit im
Endergebnis zu erhalten, mu insbesondere das innerste Integral sehr oft (viele tausend
Mal) ausgewertet werden. Auch dabei mu die Genauigkeit kontrolliert werden. Dies
Memorandum

uber Computer, Arithmetik und Numerik 9
erfolgt

ublicherweise durch Absch

atzung des Restgliedes der verwendeten Quadratur-
formel. Wegen der groen H

augkeit, mit der dies erforderlich ist, kann dies nicht mehr
von Hand ausgef

uhrt werden. Es mu vielmehr dem Rechner

ubertragen werden. Das
Restglied wird dabei intervallm

aig ausgewertet. Dadurch kann die Quadratur adaptiv
gesteuert werden, d. h. an Stellen, an denen der Integrand ruhig verl

auft, wird mit
groer Schrittweite und an unruhigen Stellen mit kleiner Schrittweite integriert.
Es ist praktisch unm

oglich, ein Programm, welches den hier skizzierten L

osungsweg
beschreibt und nachvollzieht, in einer der verbreiteten

ublichen Programmiersprachen
FORTRAN, ALGOL, PASCAL, MODULA, BASIC oder C unter Verwendung von
einfacher Gleitkommaarithmetik zu erstellen. Dazu sind wesentlich ausdrucksst

arkere
Programmierumgebungen wie die sp

ater noch zu beschreibenden XSC-Sprachen und
eine wesentlich leistungsf

ahigere Rechnerarithmetik notwendig, welche die Program-
mierung massiv vereinfachen und dadurch

uberhaupt erst erm

oglichen. Mit diesem
Kenntnisstand ger

at eine L

osung des geschilderten Problems erstmals in Reichweite.
Die Kosten, welche f

ur die Entwicklung eines solchen Programmes bei Verwendung
geeigneter Werkzeuge aufgewendet werden m

ussen, sind u. U. geringer als diejenigen,
welche f

ur die experimentelle Ermittlung der Prozeparameter f

ur ein einziges Gas
anfallen.
1.4 Dynamische Systeme
Wir betrachten ein einfaches nichtlineares Iterationsverfahren, wie es heute h

aug bei
der Behandlung chaotischer Systeme vorkommt, die sogenannte logistische Gleichung:
x
n+1
:= 3; 75  x
n
 (1   x
n
); n = 0; 1; 2 : : : (1)
Solche Systeme haben die Eigenschaft, da sie sehr empndlich sind gegen

uber

Ande-
rungen in den Daten. (1) ist eine Iterationsvorschrift f

ur reelle Zahlen. Wir berechnen
die durch (1) denierte Folge in Gleitkommaarithmetik und beginnen mit dem einzi-
rigen Anfangswert x
0
= 0; 5. In jedem Iterationsschritt vergr

oert sich die Anzahl der
Ziern und sehr rasch sind alle Ziern unserer 16-stelligen Gleitkommamantisse erfat.
Wenn wir jetzt mit Gleitkommaarithmetik weiterrechnen und nach jeder Operation in
eine Gleitkommazahl runden, verlassen wir die durch x
0
denierte Iterationsfolge. Man
k

onnte den jeweils berechneten N

aherungswert

x

als Startwert einer neuen Iteration
interpretieren. Aber auch diese durch

x

denierte Folge wird bereits im n

achsten Ite-
rationsschritt wieder verlassen. Die in Gleitkommaarithmetik tats

achlich berechneten
Werte springen in jedem Schritt von einer Iterationsfolge auf eine andere. Wenn die
verschiedenen Folgen sich stark voneinander unterscheiden, berechnet man in Gleit-
kommaarithmetik eine Folge, welche mit der durch x
0
denierten Folge nicht viel zu
tun hat.
Die zweite Spalte in Bild 3 zeigt die in Gleitkommaarithmetik in doppelter Genau-
igkeit berechneten
"
N

aherungswerte\, w

ahrend die vierte Spalte hochgenaue Einschlie-
ungen der exakten Werte enth

alt. Die Werte der dritten Spalte wurden mit Intervall-
arithmetik ebenfalls in doppelter Genauigkeit berechnet. Sie zeigen drastisch wie rasch
bei Rechnung in Gleitkommaarithmetik (zweite Spalte) die Anzahl der g

ultigen Ziern
abnimmt.
10 Ulrich Kulisch
Man k

onnte auch in jedem Iterationsschritt einen Korrekturproze draufsetzen,
welcher die Genauigkeit immer bis auf eine gewisse Anzahl von Ziern oder volle Gleit-
kommagenauigkeit verbessert. Eine andere M

oglichkeit besteht darin, mit dynamischer
Genauigkeit zu arbeiten und immer alle g

ultigen Ziern in der Rechnung mitzuf

uhren.
Der Rechenaufwand kann dabei aber sehr schnell explodieren.
Bild 4 zeigt ein

ahnliches Beispiel (Barry Martin). In Gleitkommaarithmetik wird
eine fraktale Punktfolge (x
n
; y
n
) nach folgender Vorschrift berechnet
1
:
x
n+1
:= C  x
n
+ S  y
n
  sin( 3  x
n
  36)
y
n+1
:= 12   S  x
n
+ C  y
n
; (2)
x
0
:= 0; y
0
:= 0; C := cos =3; S := sin=3:
Es werden (x
n
; y
n
) ausgegeben. Nach jeweils 2000 Iterationen wird die Farbe ge

andert.
Die Farbfolge ist zyklisch: rot, fuchsin, braun, hellgrau, dunkelgrau, hellblau, hellgr

un,
helles t

urkis, hellrot, helles fuchsin und gelb. Die Figur zeigt das Ergebnis zweier iden-
tischer Rechnungen mit Gleitkommaarithmetik in einfacher (linkes Bild) und doppelter
Genauigkeit (rechtes Bild). Bei den oberen Bildern wurden jeweils 28000 und bei den
unteren 45000 Punkte berechnet (G. Bohlender). Die Bilder sind oensichtlich recht un-
terschiedlich. Wenn man nur an sch

onen Bildern interessiert ist, mag man sich dar

uber
freuen. Wie im vorigen Beispiel haben aber beide Bilder nicht viel mit dem wahren
Verlauf der durch x
0
:= 0 und y
0
:= 0 denierten Folge zu tun.

Ahnliche Verh

altnisse liegen auch bei dynamischen Systemen von Dierentialglei-
chungen vor. Auch hier gibt es zu jedem Anfangswert bei Rechnung im Reellen eine
eindeutig bestimmte L

osung. Im allgemeinen existiert keine Darstellung der L

osung in
geschlossener Form durch mathematische Formeln. Eine Berechnung der L

osung mit
reellen Zahlen ist ebenfalls nicht m

oglich. Bei Rechnung mit einem N

aherungsverfah-
ren in Gleitkommaarithmetik springt die
"
N

aherung\ im allgemeinen in jedem Schritt
von einer L

osungskurve auf eine andere. Wenn sich die L

osungskurven stark voneinan-
der unterscheiden, kommt dabei unter Umst

anden etwas heraus, was mit der wahren,
gesuchten L

osung nichts mehr zu tun hat.
Letzteres gilt insbesondere wieder f

ur chaotische L

osungen dynamischer Systeme.
Auch diese sind sehr empndlich gegen

uber

Anderungen in den Daten. Bei numerischer
N

aherungsrechnung erfolgt zwangsl

aug in jedem Schritt eine

Anderung der Daten.
Chaotisches Verhalten einer mittels einer N

aherungsrechnung berechneten Bahnkurve
kann daher durchaus durch die Numerik verursacht sein. Nur eine verizierte Berech-
nung der L

osungskurve kann hier weiterhelfen. Eine mit einem solchen L

oser berechnete
Bahnkurve und ein damit gezeichnetes Bild sind korrekt wie ein mathematisch bewie-
sener Satz. Im Grunde k

onnen numerisch nur mit solchen Methoden Aussagen

uber
chaotisches Verhalten von L

osungen dynamischer Systeme gewonnen werden. Nat

urlich
sind auch die dadurch gegebenen M

oglichkeiten durch die verf

ugbare Rechenleistung
begrenzt.
Erfreulicherweise sind nicht alle L

osungen von Dierentialgleichungen derart emp-
ndlich gegen auch nur kleinen

Anderungen in den Daten. Sonst w

are die zuverl

assige
Berechnung von Satellitenbahnen mit numerischen N

aherungsmethoden nicht m

oglich.
1
Im gedruckten Original steht hier versehentlich eine Formel, die nicht zu Bild 4 geh

ort!
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Bereits im Jahre 1801 ist es dem Mathematiker C. F. Gau mit wesentlich schw

acheren
Rechenhilfsmitteln als sie uns heute zur Verf

ugung stehen gelungen, aus nur wenigen
Mewerten der Bahnkurve des Planetoiden Ceres dessen Bahnkurve vollst

andig zu be-
rechnen und sein Wiederauftauchen hinter der Sonne vorherzusagen.
Oft wird argumentiert, da eine Rechnung nicht hochgenau ausgef

uhrt zu werden
braucht, da man an nur wenigen Ziern des Ergebnisses interessiert ist oder da bei der
gegebenen Fragestellung

uberhaupt nur wenige Ziern der gesuchten L

osung berechen-
bar sind. Bei kleinen und einfachen Berechnungen mag dies richtig sein. Bei der bei
heutigen Rechnungen aber

ublicherweise ausgef

uhrten riesigen Anzahl von Gleitkom-
maoperationen ist dies mit Sicherheit falsch. Die Algorithmen werden im allgemeinen
im Raum der reellen Zahlen hergeleitet und ihre Eigenschaften werden unter dieser
Voraussetzung nachgewiesen. Bei Ausf

uhrung eines Algorithmus in Gleitkommaarith-
metik liegen diese Voraussetzungen nicht vor. Die aufgef

uhrten Beispiele zeigen, da
viele, w

ahrend einer Rechnung mitgef

uhrte Ziern nicht automatisch viele g

ultige Zif-
fern im Ergebnis zur Folge haben oder gar garantieren. Bei umfangreichen Rechnungen
ist daher eine hohe Rechengenauigkeit in jedem Fall angeraten. Die Beispiele zeigen
sogar, da man gelegentlich gar nicht genau genug rechnen kann. Bei arithmetischen
Ausdr

ucken, welche nur die vier Grundrechenoperationen enthalten, kann man zeigen,
da die Ergebnisgenauigkeit zunimmt, wenn man die Anzahl der in der Rechnung mit-
gef

uhrten Ziern vergr

oert. Bei komplizierterenFunktionen nimmt sie zumindest nicht
ab. In jedem Fall m

ussen die Rechner so weiterentwickelt werden, da sie in kritischen
F

allen selbst feststellen k

onnen, ob die Rechnung verungl

uckt ist oder nicht.
1.5 Einsatz von Supercomputern
Kann man Supercomputer f

ur Probleme, wie sie in den voranstehenden Abschnitten
beschrieben wurden, einsetzen?
Vektorprozessoren und Parallelverarbeitung bilden die Bausteine von Supercompu-
tern.
Sogenannte Massivparallelrechner erreichen ihre hohe Rechenleistung durch eine
groe Anzahl parallel arbeitender, relativ preiswerter Prozessoren. Im einfachsten Fall
sind es Prozessoren, welche auch in Personal Computern oder Workstations verwen-
det werden. Bei den Parallelrechnern hat es sich eingeb

urgert, bei der Programmie-
rung Genauigkeitsfragen weitgehend auer acht zu lassen. Man tut so, als k

ame es
nur darauf an, die Rechenoperationen geschickt auf viele Prozessoren zu verteilen, als
l

age nur ein organisatorisches Problem vor. Letztlich entartet die Numerik dadurch
zu einer experimentellen Wissenschaft. Einen Mathematiker m

ute dies eigentlich er-
schrecken. Notwendig ist diese Einstellung keineswegs. Um Abhilfe zu schaen, m

ute
man zun

achst den einzelnen Rechnerknoten arithmetisch und programmiersprachlich
weiterentwickeln.
Vektorprozessoren erreichen ihre hohe Rechenleistung durch Verwendung besonders
schneller Technologien und durch Pipelining (Fliebandverarbeitung) von Vektoropera-
tionen. Daher kommt auch ihr Name. Bei den Vektorrechnern besteht die Problematik
darin, da die besonders schnellen, sogenannten Vektoroperationen heute generell nach
einem falschen Konstruktionsprinzip implementiert sind. Akkumulationen von Zahlen
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und Produkten werden in Gleitkommaarithmetik in Fliebandverarbeitung ausgef

uhrt.
Dadurch wird die Reihenfolge der Additionen vertauscht, was zu erheblichen Genau-
igkeitseinbr

uchen und zu v

ollig falschen Ergebnissen f

uhren kann. Eine Fehleranalyse
von seiten des Benutzers wird dadurch v

ollig unm

oglich. Auch dies ist keine Denknot-
wendigkeit. Hersteller, auf diese Problematik angesprochen, antworten schlicht mit der
Feststellung, da diese Eekte bekannt seien. Wenn man sie vermeiden wolle, m

usse
man die Vektoreinheit abschalten. Dabei w

are auch hier Abhilfe leicht m

oglich. In Fest-
kommaarithmetik lassen sich diese Operationen immer richtig und zudem auch noch
schneller ausf

uhren.
Damit beantwortet sich auch die eingangs gestellte Frage. Will man mit einem
Vektorrechner die Ergebnisgenauigkeit kontrollieren, so mu man die Vektoreinheit
abschalten und korrekte Vektoroperationen

uber die ganzzahlige Arithmetik simulieren.
Zudemmu eine leistungsf

ahige Programmierumgebung implementiert werden, mit der
man diese Operationen einfach ansprechen kann. Beides erfordert einen erheblichen
Personaleinsatz und nat

urlich auch Zeit. Durch die Softwaresimulation der Arithmetik
wird der Rechner wesentlich langsamer. Wegen der schnellen verwendeten Technologie
ist er wahrscheinlich immer noch schneller als eine Workstation. Bis alles einsatzbereit
ist, ist der Rechner aber in der Regel technologisch veraltet.
Um das Interesse an Supercomputern zu stimulieren, hat man in den USA die
"
GRAND CHALLENGES\ und in Japan das
"
REAL WORLD COMPUTING\ er-
funden. Darunter werden Probleme zusammengefat, welche riesige Rechenleistung
und enorme Speicherkapazit

at erfordern, wie beispielsweise Wettervorhersage, Model-
lierung des Klimas, Berechnung turbulenter Str

omungen, Modellierung der Supralei-
tung, Str

omung der Ozeane, Quantum Chromodynamik und sogar solche Probleme,
bei denen das zu l

osende Problem nicht eindeutig und vollst

andig beschrieben ist. Man
spricht daher heute schon vielerorts vom TERAFLOPS-Computer (1 TERAFLOPS
= 10
12
oating-point operations per second) mit zehn Giga Words ( = 10
10
Worte)
Speicher.
Auf Mathematiker wirkt so etwas faszinierend. Man besch

aftigt sich gerne schon
heute mit Problemen, welche auch die Rechner von morgen auslasten k

onnen. Bei den
heute verwendeten L

osungsmethoden sind dies vor allem Probleme bei partiellen Die-
rentialgleichungen, welche auf riesige Gleichungssysteme f

uhren. Nat

urlich ist es auch
wichtig, sich mit solchen Problemen zu besch

aftigen, um unter Umst

anden rechtzeitig
Algorithmen und Erfahrungen f

ur die Rechner von morgen zu entwickeln. Die Gr

oe
eines Problems darf aber nicht unbedingt mit seiner Bedeutung gleichgesetzt werden.
Schon bei der seinerzeitigen Explosion der Rechenleistung von den mechanischen
zu den ersten elektronischen Rechnern in den f

unfziger Jahren hat man davon ge-
tr

aumt, einmal das Wetter vorausberechnen zu k

onnen. Seither ist die Rechenleistung
in geradezu gigantischem Ausma gesteigert worden. Eine zuverl

assige Berechnung des
Wetters etwa

uber 48 Stunden mit heutigen Methoden liegt noch immer auerhalb der
Reichweite der heutigen Supercomputer.
In den vergangenen Jahrzehnten waren es vor allem die vielen mittleren und klei-
nen Probleme, die man tats

achlich l

osen konnte, welche zum technischen Fortschritt
beigetragen haben. Mittels Satellitenaufnahmen und fortgeschrittener Kommunikati-
onstechnik ist die Wettervorhersage heute um ein Vielfaches besser und zuverl

assiger
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als vor 40 Jahren. Auch zu diesem Fortschritt haben die Rechner beigetragen, indem
viele kleine und mittlere Probleme tats

achlich gel

ost wurden.
Eine schnelleWorkstation bringt heute durchaus die Leistung eines Supercomputers
der fr

uhen achtziger Jahre. Damals gab es weltweit vielleicht 100 solcher Rechner. Sie
waren damit ausgew

ahlten Spezialisten vorbehalten. Sie waren in erster Linie schnell
und verf

ugten

uber ein relativ einfaches Betriebssystem. Heute gibt es viele Millio-
nen Personal Computer und Workstations der Spitzenklasse. Um diese vielen Rechner
breiten Bev

olkerungsschichten zug

anglich zu machen, hat man sehr viel der enormen
Rechenleistung dazu verwandt, benutzerfreundliche Bedienungsober

achen zu schaen.
Man sch

atzt, da heute etwa 80 Prozent der Rechenleistung f

ur den Bedienungskomfort
verbraucht werden und nur etwa 10 bis 20 Prozent f

ur die Programmausf

uhrung zur
Verf

ugung stehen. Manch ein Benutzer wundert sich dar

uber, wenn ein theoretisch viel
schnelleres Programm in der Praxis gar nicht so viel schneller l

auft. Die Beschleunigung
wirkt sich unter Umst

anden eben nur auf die 10 bis 20 Prozent aus.
Dies sollte als Hinweis darauf verstanden werden, da bei den heutigen Rech-
nern endlich auch im Hinblick auf die Numerik die Priorit

aten anders gesetzt wer-
den k

onnen und sogar m

ussen, n

amlich weg von dem alleinigen Schielen nach h

oheren
Ausf

uhrungsgeschwindigkeiten und hin zu einer wesentlich leistungsf

ahigeren Arithme-
tik, anspruchsvolleren Programmierumgebungen, mehr Sicherheit in den Ergebnissen
bis zu automatischer Genauigkeitskontrolle und Verikation von Ergebnissen. Aus Sicht
der Numerik hat die Entwicklung der Rechner mit den enormen, durch die Technologie
bedingten Fortschritten nicht mitgehalten.
Ein amerikanischer Kollege illustriert das weit verbreitete, ausschlieliche und be-
dingungslose Trachten nach h

oherer Rechengeschwindigkeit gelegentlich etwas drastisch
durch die folgende kleine Geschichte: Ein Junge kommt aus der Schule und erz

ahlt
dem Vater, da er im Rechenwettbewerb die Bronzemedaille gewonnen habe. Der Va-
ter staunt und m

ochte gerne wissen, wie er dies gemacht hat. Der Junge antwortet:
"
Der Lehrer hat gefragt: Was ist drei mal sieben? Da habe ich ganz schnell 19 gesagt.
H

atte ich zwanzig gesagt, so h

atte ich die Silbermedaille gewonnen.\
1.6 Die generelle Problematik des einfachen Gleitkommarech-
nens
Eine wesentliche Problematik des herk

ommlichen Gleitkommarechnens besteht darin,
da die berechneten Ergebnisse richtig, ungenau oder auch v

ollig falsch sein k

onnen.
Die Rechnung liefert i. a. keinerlei Hinweis darauf, welcher der drei F

alle vorliegt.
Bei den hohen Rechengeschwindigkeiten ist eine Fehlerabsch

atzung von Hand heute in
der Regel unm

oglich. Wie problematisch einfaches Gleitkommarechnen sein kann, ist
immer wieder demonstriert worden. Man kann aber nicht oft genug daran erinnern und
erinnert werden. Es seien daher auch hier noch einmal einige Beispiele aufgef

uhrt.
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1.61 Berechnet man auf einem herk

ommlichen Computer in doppelter Genauigkeit
(double precision) die theoretisch gleichwertigen Ausdr

ucke
10
20
+ 17   10 + 130   10
20
10
20
+ 17   10
20
  10 + 130
10
20
  10
20
+ 17   10 + 130
10
20
+ 17 + 130   10
20
  10
so erh

alt man der Reihe nach die Werte 0; 120; 137 und  10! Mu dies heute noch
so sein? Wir werden sp

ater sehen, da man mit einer etwas anderen Technik auch bei

Anderung der Summationsreihenfolge ohne weiteres immer den richtigenWert erhalten
kann.
1.62 Wir betrachten ein einfaches lineares Gleichungssystem A  x = b mit
A = (a
ij
) =
 
64919121  159018721
41869520; 5  102558961
!
und b = (b
i
) =
 
1
0
!
Die L

osung berechnet sich nach der einfachen Formel:
x
1
= a
22
=(a
11
 a
22
  a
12
 a
21
)
x
2
=  a
21
=(a
11
 a
22
  a
12
 a
21
):
In konventioneller Gleitkommaarithmetik (double precision) erh

alt man f

ur die L

osung
die
"
N

aherungswerte\:

x
1
= 102558961 und

x
2
= 41869520; 5.
Die korrekte L

osung lautet hingegen:
x
1
= 205117922 und x
2
= 83739041.
Nach nur vier Gleitkommaoperationen ist keine einzige Zier der Gleitkomman

aherung

x
1
;

x
2
mehr korrekt.
1.63 Wir betrachten den einfachen arithmetischen Ausdruck
f = 333; 75  b
6
+ a
2
(11a
2
 b
2
  b
6
  121  b
4
  2) + 5; 5  b
8
+ a=(2  b)
und berechnen den Wert f

ur a = 77617; 0 und b = 33096; 0.
Keines der Daten enth

alt mehr als f

unf von null verschiedene Ziern. Es sollte
also eigentlich kein Problem vorliegen. Man erh

alt auf einer Workstation in single,
double und extended precision (nach dem IEEE-Arithmetik-Standard) immer den glei-
chen Wert f = +1; 172603:::. Es gibt auch Rechner, auf denen man Werte von der
Gr

oenordnung 10
17
oder 10
19
bekommt. Mittels Intervallrechnung ndet man, da
der mathematisch korrekte Wert von f in dem Intervall f =  0; 827396059946821
3
4
liegt. Bei den berechneten N

aherungswerten stimmt also nicht einmal das Vorzeichen.
1.64 Neben linearen Gleichungssystemen sind in der Numerik und in den Anwen-
dungen sehr h

aug Werte von Polynomen zu berechnen. Es sei daher auch hierzu noch
ein Beispiel angef

uhrt. Wir betrachten ein Polynom dritten Grades in der N

ahe einer
Nullstelle.
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p(x) = 223200658x
3
  1083557822x
2
+ 1753426039x   945804881
= ((223200658x   1083557822)x + 1753426039)x   945804881
Die Zick-Zack Kurve in Bild 5 verbindet diejenigen Werte, welche mit dem bekann-
ten, in der Numerik zur Polynomauswertung

ublicherweise empfohlenen Hornerschema
(untere Zeile in obiger Polynomdarstellung) berechnet wurden. Durch die Anwendung
der Gleitkommaarithmetik akkumulieren sich dabei die Rundungsfehler so, da in dem
angegebenen Bereich von x ungenaue Werte f

ur p(x) berechnet werden. Die glatte Li-
nie zeigt demgegen

uber den wahren Verlauf des Polynoms. Sie ist mit einem Verfahren
berechnet worden, bei dem der Rechner die Polynomwerte hochgenau in Schranken
einschliet. Die Ergebnisgenauigkeit wird dabei vom Rechner selbst kontrolliert.
Nat

urlich sind diese Beispiele konstruiert, um auf wenig Papier kritische Situatio-
nen aufzuzeigen. Aber wer kann schon

ubersehen, was bei einer Rechnung von einer
halben Stunde auf einem Rechner, welcher 100 Millionen Gleitkommaoperationen in
der Sekunde ausf

uhrt, f

ur Konstellationen in den Zwischenergebnissen auftreten? Die
einfachen Iterationen (1) und (2) sehen auf den ersten Blick auch nicht kritisch aus.
Von C. F. Gau stammt die Bemerkung:
"
Der Mangel an mathematischer Bildung
gibt sich durch nichts so auallend zu erkennen, wie durch malose Sch

arfe im Zah-
lenrechnen.\ Gelegentlich wird versucht, mit dieser Aussage die Verwendung einer ma-
thematisch nicht sauber denierten Rechnerarithmetik zu rechtfertigen. Nat

urlich kann
man auch heute noch manche Rechnung durch mathematische

Uberlegungen stark ver-
einfachen. Bei der Leistungsf

ahigkeit der heute verf

ugbaren Rechnertechnologie und
-hardware aber h

atte der Mathematicorum Princeps C. F. Gau sich sicherlich nicht
40 Jahre lang damit zufriedengegeben, den Computer nur als Rechenknecht (num-
ber cruncher) zu verwenden. Er h

atte l

angst damit begonnen, den Rechner auch im
Gleitkommabereich so weiterzuentwickeln, da man auch viele, f

ur eine Rechnung n

utz-
liche mathematische

Uberlegungen damit erledigen kann. Eine mathematisch sauber
und pr

azise denierte Rechnerarithmetik ist eine Grundvoraussetzung daf

ur. Eine Ent-
wicklung in diese Richtung ist l

angst

uberf

allig.
Zum Schlu dieses einleitenden Abschnittes sei noch erw

ahnt, da alles, was in
den folgenden Abschnitten im Hinblick auf leistungsf

ahigere Arithmetik, entsprechen-
de Hardwareprozessoren, anspruchsvolle Programmierumgebungen, Probleml

oserouti-
nen mit automatischer Ergebnisverikation, usw. andeutungsweise angesprochen wird,
bereits existiert, in der Literatur ausf

uhrlich beschrieben ist und auch vorgef

uhrt und
benutzt werden kann, s. Literaturhinweise. Gute und schlechte Arithmetik sind bei
der heutigen Technologie gleich teuer. Da sollte man eigentlich nur eine mathematisch
sauber denierte und implementierte Arithmetik bereitstellen und verwenden.
2 Die Entwicklung der Rechnerhardware
Computer werden immer schneller. Schnelle Rechner und die darin verwendeten Pro-
zessoren kommen heute fast ausschlielich aus den USA und aus Japan. Diese beiden
Feststellungen m

ogen bereits Grund genug sein, einmal eine Bestandsaufnahme zu ver-
suchen und einige Fragen zu beantworten: Warum ist dies so? Wo stehen wir? Wie
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wird es vielleicht weitergehen? Gibt es hierzulande und/oder in Europa Beitr

age zur
Weiterentwicklung des Computers?
Die Vorgeschichte ist rasch erz

ahlt. Nach heutiger Erkenntnis hat der T

ubinger
Professor Wilhelm Schickard um das Jahr 1623 die erste Vier-Spezies-Rechenmaschine

uberhaupt erfunden und entwickelt. Gottfried Wilhelm Leibniz gilt als der Entdecker
des Dualsystems. 1672 hat er die Staelwalze erfunden und damit einen Rechner ge-
baut. Auch das Sprossenrad, ein anderes mechanisches Schaltelement, geht auf ihn
zur

uck. Der erste programmgesteuerte Rechner wurde 1935 von Konrad Zuse entwor-
fen und 1937 auch gebaut. 1941 folgte die erste programmgesteuerte Rechenanlage
der Welt, welche rein im Dualsystem arbeitete und bereits in Gleitkomma rechnete.
In den Jahren 1945/46 hat Konrad Zuse mit dem Plankalk

ul die erste algorithmische
Programmiersprache, welche bereits die bedingte Anweisung enthielt, entwickelt. Nach
dem Kriege folgten hierzulande respektable Rechnerentwicklungen an deutschen Hoch-
schulen und Forschungsinstituten [2], an der TH M

unchen, der TH Dresden und am
Max-Planck-Institut in G

ottingen. Der Funke ist dann auch auf die Industrie

uberge-
sprungen und es kam zu kommerziellen Rechnerentwicklungen bei SIEMENS, TELE-
FUNKEN, SEL und ZUSE. Auch in anderen europ

aischen L

andern (England, Frank-
reich, Holland, Italien usw.) gab es entsprechende Entwicklungen. Einer der ersten
Vier-Bit Mikroprozessoren ist 1972 von der Firma OLYMPIA entwickelt worden.
Diese Tradition und Entwicklung ist in der Folgezeit abgerissen. Heute gibt es in
Europa praktisch keine eigenst

andige und konkurrenzf

ahige Rechnerentwicklung. Es
werden j

ahrlich f

ur einige zig Milliarden DM Rechner beschat. Man beschr

ankt sich
ausschlielich auf die Nutzung von Rechnern.
Wenn man fragt, wann die groe alte Tradition abgerissen ist, dann kommt man
ziemlich genau auf das Jahr 1970. Damals gab es noch einige europ

aische Rechner
auf dem Weltmarkt, aber noch keinen japanischen Rechner. Um das Jahr 1970 wurde
an einigen deutschen und europ

aischen Hochschulen die Informatik als Studiengang
eingerichtet. Dies ist ein merkw

urdiges, vielleicht aber doch nur

auerliches Zusam-
mentreen. Vielleicht hat man geglaubt, da mit der Aufnahme einer systematischen
Ausbildung auf diesem Gebiet die Rechner von selbst entstehen werden. Dies ist aber
oenbar nicht eingetreten. Rechnerentwicklung und der dazugeh

orige technologische
Fortschritt m

ussen wohl auch politisch gewollt sein. Hinter den entsprechenden Ent-
wicklungen in den USA und in Japan stand jedenfalls zu allen Zeiten auch ein entspre-
chender politischer Druck und Wille.
Wo stehen wir und wie wird es vielleicht weitergehen? Fr

uher, vor etwa 60 Jahren,
galt die Erfahrungsregel, da eine ge

ubte Person in der Lage ist, mit einem elektro-
mechanischen Tischrechner etwa 1000 Rechenoperationen an einem Arbeitstag eini-
germaen zuverl

assig auszuf

uhren. Dies entspricht etwa der Leistung, die man heute
mit einem einfachen elektronischen Taschenrechner erbringen w

urde. Die ersten elek-
tronischen Rechner Mitte der 50er Jahre waren dann in der Lage, etwa 100 = 10
2
Rechenoperationen in der Sekunde auszuf

uhren. Dies entspricht grob einer Geschwin-
digkeitssteigerung um den Faktor 1000 = 10
3
. Schnelle Rechner sind heute in der Lage,
10
9
Rechenoperationen in der Sekunde auszuf

uhren. Ein Vergleich der Zahlen 10
3
und
10
9
zeigt, da sich die eigentliche Computerrevolution nach der Entwicklung der ersten
elektronischen Rechenanlagen vollzogen hat.
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Die Rechenleistung 10
9
Rechenoperationen in der Sekunde ist sicherlich schwer vor-
stellbar. Ein Vergleich ist daher vielleicht angebracht. Auf der Welt leben heute noch
weniger als 10 Milliarden Menschen. Wenn man jeden Erdenb

urger Rechenoperatio-
nen mit einem einfachen elektronischen Taschenrechner ausf

uhren l

at, so erbringen
diese alle zusammen in etwa die Rechenleistung eines der zur Zeit schnellsten Rech-
ners. Dieser ist aber in der Lage auch noch in der Nacht und an den Wochenenden zu
arbeiten.
Wenn man die Rechenleistung der jeweils schnellsten Rechner von 1955 bis heute li-
near interpoliert, so kommtman zu dem Ergebnis, da die Rechenleistung des einzelnen
Rechners alle 10 Jahre etwa um den Faktor 100 gesteigert werden konnte. Tats

achlich
ist die Entwicklung auch in etwa so verlaufen.
Die jeweils schnellsten Rechner, die Supercomputer, sind und waren immer etwas
f

ur die Spezialisten. Den Normalb

urger interessiert vielleicht mehr die Entwicklung bei
den Mikroprozessoren, den Personal Computern und den Workstations. Es sollen daher
auch hierzu summarisch einige Aussagen gemacht werden. Darin l

at sich vielleicht
auch erkennen, wie die Entwicklung vielleicht weitergehen wird.
Die ersten Vier-Bit Mikroprozessoren sind 1971/72 erschienen (der bereits oben
erw

ahnte Prozessor von OLYMPIA, welcher sp

ater als Fairchild-Prozessor auf den
Markt gebracht wurde oder der 4004 von INTEL). Sie enthielten etwa 2000 Transi-
storen. Der Autor dieser Zeilen hat Anfang des Jahres 1973 einen dringenden Brief
an den damaligen Forschungsminister gerichtet mit dem Hinweis, der Entwicklung der
Mikroelektronik und der Mikroprozessoren besondere Aufmerksamkeit zu widmen und
diese verst

arkt zu f

ordern. In dem Brief wurde besonders auf die v

ollig problemlose
Technologie und den groen volkswirtschaftlichen Nutzen hingewiesen, welcher sich
aus einer solchen Entwicklung ergeben k

onnte. Als Ergebnis entsprechender Beratun-
gen wurde festgestellt, da es zur F

orderung der Mikroelektronik noch zu fr

uh sei.
Man wollte die Forschung damals nach sozialen Gesichtspunkten ausrichten. Was das
bedeutet, hat niemand gesagt.
Die Leistung und Technologie der Mikroprozessoren ist seither massiv vorangetrie-
ben worden. Allein seit 1984 hat sich die Rechenleistung der Mikroprozessoren in jedem
Jahr verdoppelt. Sie ist damit in zehn Jahren um den Faktor 1000 angestiegen. Im Ver-
gleich mit den Supercomputern sind die Mikroprozessoren also dabei aufzuholen. Eine
schnelle Workstation bringt heute die Leistung eines Supercomputers der fr

uhen 80er
Jahre. Diese enorme Leistungssteigerung wurde erreicht durch k

urzere Wegl

angen und
Steigerung der Gatterzahl auf dem Chip, durch Steigerung der Taktrate, aber auch
durch Fortschritte in der Prozessorarchitektur [13]. All diese Dinge sind stark mitein-
ander verwoben und lassen sich nicht strikt voneinander trennen.
Aus heutiger Sicht scheint die Entwicklung damit noch keineswegs am Ende zu sein.
Nat

urlich wird intensiv auf dem Gebiet v

ollig anderer Technologien experimentiert
und geforscht. Aber auch die heutige Silicium-Technologie scheint noch lange nicht
ersch

opft zu sein. Unter Ber

ucksichtigung dessen, was in den Labors der f

uhrenden
Firmen (AT&T, IBM, TOSHIBA, NEC, HITACHI) heute bereits funktioniert, kann
man davon ausgehen, da die Rechenleistung in den kommenden Jahren weiter in etwa
18 Monaten verdoppelt werden kann. Dies entspricht noch einmal einer Steigerung um
den Faktor 1000 in den n

achsten 15 Jahren.
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Dem Autor sei als Mathematiker der Hinweis erlaubt, da diese enormen Steigerun-
gen der Rechenleistung nicht nur technologischer Art sind. Der Rechner kann heute nur
noch unter Verwendung von Rechnern weiterentwickelt werden. Hier haben nat

urlich
zu allen Zeiten auch die Mathematiker wesentliche Beitr

age geleistet, bei der Verbes-
serung der Entwurfswerkzeuge, der verwendeten Algorithmen, der Verbesserung und
Weiterentwicklung der Rechnerarchitektur usw.
Nat

urlich bem

uht man sich dar

uber hinaus auch auf der Seite der Mathematik
st

andig um Erh

ohung der Rechenleistung etwa durch Entwicklung besserer und schnel-
lerer Algorithmen und es ist vielleicht interessant zu wissen, was auf dieser, von der
Technologie v

ollig unabh

agigen Ebene, an Geschwindigkeitssteigerungen in etwa er-
reicht werden konnte. Bild 6 gibt hierzu im Original eine Graphik aus einer Ver

oent-
lichung des US Oce of Science and Technology Policy wieder. Die Abbildung zeigt,
da in den 20 Jahren von 1970 bis 1990 die erreichten Leistungssteigerungen bei der
Bearbeitung wissenschaftlicher Aufgaben durch Computer im Methoden- und Softwa-
rebereich etwa von der gleichen Gr

oenordnung waren, wie die bei Supercomputern
in der Hardwareentwicklung begr

undeten Leistungssteigerungen. Fairerweise mu man
dazu aber sagen, da sich die Graphik nicht generell auf die Leistungssteigerung nu-
merischer Algorithmen bezieht, sondern speziell auf die Behandlung groer linearer
Gleichungssysteme, wie sie bei der Behandlung von partiellen Dierentialgleichungen
typischerweise auftreten. Es f

uhren keineswegs alle numerischen Probleme auf derartige
Gleichungssysteme. Bei der groen Klasse mittlerer Probleme hat man es in der Regel
mit geringeren Leistungssteigerungen durch Algorithmen zu tun.
Die Leistungssteigerung durch die Hardware um den Faktor 1000 in nur zehn Jah-
ren f

ur alle Algorithmen bei den Mikroprozessoren, mit denen wir t

aglich umgehen,
relativiert nat

urlich etwas die Aussage der oberen Graphik in Bild 6. Aber selbst ei-
ne Leistungssteigerung um den Faktor zehn bei einem speziellen Algorithmus durch
mathematische Manahmen ist ja schon etwas, da sie immer noch dazu kommt und
es macht nat

urlich einen Unterschied, ob ein Programm zehn Stunden oder nur eine
Stunde l

auft. Dennoch, eine projektierte Geschwindigkeitssteigerung bei den Mikropro-
zessoren um den Faktor eine Million in nur 25 Jahren allein durch die Hardware legt
es nahe, auch in der Mathematik die Priorit

aten einmal anders zu setzen, beispiels-
weise auf h

oheres Abstraktionsniveau bei den Programmiersprachen, eine komforta-
blere Arithmetik, Kontrolle der Rechengenauigkeit und Zuverl

assigkeit von Ergebnis-
sen durch den Computer, Existenz und Eindeutigkeitsnachweis berechneter L

osungen
durch den Computer usw.
Wie eingangs bereits erw

ahnt, hat man sich in Europa bedauerlicherweise
vollst

andig in die Rolle des Nutzers von Rechenanlagen, d. h. im Hinblick auf das wis-
senschaftliche Rechnen auf die Entwicklung mathematisch-numerischer Verfahren und
Algorithmen und die Bearbeitung von Anwendungen zur

uckgezogen bzw. abdr

angen
lassen. Hierin liegt eine Schwierigkeit und eine Gefahr, welche nicht

ubersehen werden
darf. Der Algorithmus wird n

amlich in einer Programmiersprache formuliert. Diese
wird von einem Compiler oder Interpreter

ubersetzt. Alles wird von einem kompli-
zierten Betriebssystem organisiert und schlielich von der Hardware in einer speziellen
Technologie ausgef

uhrt. Der Entwickler guter und schneller Algorithmen mu stets das
ganze Spektrum im Auge haben und nicht nur die mathematische Ober

ache. Wenn er
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im Markt erfolgreich sein will, mu er sogar wissen, was sich bei der n

achsten Prozes-
sorgeneration an den unteren Schichten

andert. Wenn er dies erst in seine

Uberlegun-
gen und Algorithmen einbezieht, wenn der Prozessor bereits im Markt ist, sind diese
u. U. zwei bis drei Jahre zu sp

at ausgereift. Dann interessiert sich niemand mehr daf

ur,
da die n

achste Prozessorgeneration bereits ins Haus steht. Ein junger Wissenschaftler,
welcher exzellente hardwarenahe Algorithmen entwickelt, merkt u. U. erst nach vielen
Jahren, da er damit keinen Erfolg hat, weil er der Entwicklung an der Spitze immer
um zwei bis drei Jahre hinterher rennt.
Ganz sicherlich brauchen wir Supercomputer, um die Probleme von morgen l

osen
zu k

onnen. Es ist auch wichtig, da man sich in Europa etwa an der Entwicklung
groer Parallelrechner beteiligt. Hier zeigt sich aber eine besondere Schwierigkeit, wel-
che daher r

uhrt, da es keine eigene Prozessorentwicklung mehr gibt. Es ist sicherlich
problematisch, groe Parallelrechner bauen zu wollen mit Prozessoren, welche man im
Markt kaufen kann. Wenn man Rechnerarchitektur und zugeh

orige Programmentwick-
lung betreibt, wird es immer Probleme geben, wo man erkennt, da man die wirklich
optimale L

osung nur realisieren kann, wenn man sie, sei es auch nur geringf

ugig, pro-
zessorseitig unterst

utzt. Eine Konkurrenzentwicklung l

at sich letztlich nur auf der
Prozessorseite

uberholen. Mit Ziegelsteinen kann man bekanntlich viele sch

one H

auser
bauen, auch einen hohen Kirchturm. Bei einemWolkenkratzer aber wird man nicht mit
Ziegelsteinen, sondern mit anderen, individuell ausgew

ahlten und gefertigten Materia-
lien bauen. Wer an der Prozessorentwicklung nicht mehr teilnimmt und nicht einen
starken, wirklich kooperationsfreudigen Partner zur Seite hat, der ist auch bei der
Rechnerarchitektur und der Entwicklung groer Parallelsysteme in einer schwachen
Position.
3 Die Arithmetik von Rechenanlagen
A disappointing feature is the failure of the numerical analysts to inuence
computer hardware and software in the way they should.
Now there is a regrettable tendency for numerical analysts to opt out of
any responsibility for the design of the arithmetic facilities and a failure to
inuence the more basic features of software.
It is often said that the use of computers for scientic work represents a
small part of the market and numerical analysts have resigned themselves
to accepting facilities
"
designed\ for other purposes and making the best of
them.
J. H. Wilkinson: Turing Lecture 1970, J.ACM 18 (1971), 146
Zu Deutsch:
"
Ein entt

auschender Gesichtspunkt besteht darin, da die Numeriker
es unterlassen, die Entwicklung der Computerhardware und -software so zu beeinus-
sen, wie sie es eigentlich sollten.
Unter den Numerikern beobachtet man heute eine bedauerliche Neigung, sich jeglicher
Verantwortung f

ur die Realisierung der Arithmetik im Computer zu entziehen, sowie
ein Vers

aumnis, die mehr grundlegenden Merkmale der Software zu beeinussen.
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Oft wird gesagt, da die Verwendung des Computers zum wissenschaftlichen Rechnen
nur einen kleinen Teil des Marktes ausmacht und die Numeriker sich damit abgefun-
den haben, einen Gegenstand zu benutzen und das Beste daraus zu machen, welcher
eigentlich f

ur andere Zwecke gebaut wurde.\
Auf Europa bezogen gilt dieser Ausspruch von J. Wilkinson heute mehr denn je;
denn hier hat man sich ausschlielich in die Rolle des Nutzers von Rechenanlagen
zur

uckgezogen bzw. abdr

angen lassen. Dies schr

ankt nat

urlich die M

oglichkeit, die
Computerarithmetik und die mehr grundlegenden Eigenschaften der Software, die Ba-
sissoftware, zu beeinussen, wesentlich ein bzw. macht dies

uberhaupt unm

oglich. Wo
besch

aftigen sich hierzulande noch Mathematiker mit Rechnerarithmetik, Program-
miersprachen,

Ubersetzungstechniken und Basissoftware von Rechenanlagen und ver-
suchen diese zu beeinussen? Der Ausspruch von J. Wilkinson beinhaltet indirekt aber
auch Kritik an der entstehenden Software. K

onnte diese nicht den Anwendungen besser
angepat sein, wenn man den mehr grundlegenden Fragen, auch der Entwicklung des
Computers und der Basissoftware, st

arker nachgehen w

urde?
Wir wollen auch hier eine kurze Bestandsaufnahme vornehmen und die Fragen
diskutieren: Wo stehen wir? Wie k

onnte oder sollte es weitergehen? Nutzen wir die
M

oglichkeiten der zur Verf

ugung stehenden Technologie auch wirklich aus?
Von dem Mathematiker L. Kronecker (1821 bis 1891) stammt die Bemerkung:
"
Die
ganzen Zahlen hat der liebe Gott gemacht, alles andere ist Menschenwerk\
Tats

achlich haben die ganzen Zahlen auch im Hinblick auf den Computer etwas
vollkommenes an sich. Ihre Verkn

upfungen lassen sich n

amlich auf wunderbare Weise
durch einfache Schaltglieder wie UND- und ODER-Gatter durch Hardware fehlerfrei
realisieren. Die Verkn

upfungen f

ur die reellen Zahlen k

onnen demgegen

uber im Rechner
nur approximativ ausgef

uhrt werden.
Elektronische Rechenanlagen stellen daher heute in der Regel zwei unterschiedliche
Zahlensysteme in Hardware bereit: die ganzen Zahlen und die Gleitkommazahlen. Mit
der ganzzahligen Hardwarearithmetik wird ein beschr

ankter Bereich der ganzen Zahlen
erfat. Durch Software l

at sich dieser Bereich im Prinzip beliebig erweitern. Software
verlangsamt allerdings den Rechenproze. Sofern die Hardware (und auch die Soft-
ware) intakt ist, arbeiten die ganzzahlige Arithmetik und ihre Softwareerweiterungen
fehlerfrei.
Mittels der ganzzahligen Arithmetik l

at sich beispielsweise eine rationale Arith-
metik oder eine Langzahlarithmetik aufbauen. Dabei f

uhrt der Rechner immer soviele
Stellen mit, wie notwendig sind, um das Ergebnis einer Operation korrekt darzustel-
len. In der Zahlentheorie oder der Computeralgebra verwendet man vorzugsweise diese
Art von Arithmetik. Auch die meisten Anwendungen in der Informatik lassen sich mit
der ganzzahligen Arithmetik fehlerfrei ausf

uhren. Man denke etwa an

Ubersetzungs-
vorg

ange, an Such- oder Sortieralgorithmen.
In der Numerik oder beim sogenannten wissenschaftlichen Rechnen hat man es
hingegen mit reellen Zahlen zu tun. Eine reelle Zahl wird im allgemeinen durch einen
unendlich langen Dezimal- oder Bin

arbruch dargestellt. In einer Rechenanlage m

ussen
diese durch endliche Br

uche approximiert werden.

Ublicherweise geschieht dies durch
sogenannte Gleitkommazahlen. Eine Gleitkommazahl besteht aus einem Vorzeichen,
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einer Mantisse von etwa 16 Ziern, welche kleiner als eins ist, und einem Exponenten-
teil, welcher die Gr

oenordnung der Zahl angibt, z. B.  0; 4751234567895382  10
4
.
Die erste Zahl rechts vom Komma mu von 0 verschieden sein.
Die Gleitkommaarithmetik wird ebenfalls durch Hardware bereitgestellt und ist
damit sehr schnell. Als Ergebnis der Verkn

upfung zweier Gleitkommazahlen erh

alt
man wieder eine Gleitkommazahl.Die einzelneGleitkommaoperation ist heute, wie man
sagt, maximal genau. D. h. das Ergebnis jeder Verkn

upfung von zwei Gleitkommazahlen
unterscheidet sich vom korrekten Verkn

upfungsergebnis um weniger als eine oder eine
halbe Einheit in der letzten Stelle der Mantisse je nach Wahl der Rundungsfunktion.
Soweit klingt alles ganz gut.
Aber schon nach zwei oder nur wenigen Gleitkommaoperationen kann das Ergebnis
v

ollig falsch sein. Wir wollen versuchen, dies zu erl

autern. Im allgemeinen werden die
Exponenten von zu addierenden Zahlen nicht gleich sein. Dann m

ussen die Mantissen
erst einmal stellenrichtig untereinandergeschoben werden, d. h. die Mantisse der Zahl
mit dem kleineren Exponenten wird um einige Stellen nach rechts geschoben. Dann
wird addiert und (auf unsere 16 Stellen) gerundet. Was dabei

uber die 16. Stelle rechts
hinausragt, wird abgeschnitten und weggeworfen (s. Bild 7). Wenn nun weitere Ad-
ditionen folgen mit der Eigenschaft, da das Ergebnis einer langen Summe von der
Gr

oenordnung des abgeschnittenen Teiles von b ist, kann die Summe nicht mehr rich-
tig berechnet werden, da der abgeschnittene Teil von b nach der ersten Addition nicht
mehr zur Verf

ugung steht.
Was sich hier abspielt, ist schlichtweg eine Trag

odie, und man mu sich wirklich
fragen, warum man dies nicht schon l

angst behoben hat. Die Antwort lautet: Weil
man sich inzwischen daran gew

ohnt hat, da das so ist, vielleicht sogar glaubt, da
dies so sein mu, und weil die Anwender keine Abhilfe fordern (vgl. dazu den obigen
Ausspruch von J. H. Wilkinson). Man nimmt die Situation gewissermaen als h

ohere
Gewalt oder vermeintlich unab

anderliches

Ubel in Kauf. Nat

urlich kann man versuchen,
f

ur das vorliegende Problem eine Fehleranalyse durchzuf

uhren. Dabei wird der Fehler
jeder einzelnen Gleitkommaoperation abgesch

atzt. Man wird dabei vielleicht feststel-
len, da ein ernsthafter Fehler begangen wurde und das Ergebnis nicht stimmen kann.
Mit einem anderen Algorithmus l

at sich dieser Fehler dann vielleicht vermeiden. Das
Problem besteht dabei nur darin, da ein schneller Rechner heute eine Milliarde Gleit-
kommaoperationen in der Sekunde ausf

uhrt. So viel Fehleranalyse wie dies br

auchte,
kann aber selbst die ganze Menschheit nicht durchf

uhren. Es bleibt daher eigentlich gar
nichts anderes

ubrig, als dem Ergebnis einer langen Gleitkommarechnung zu vertrauen
oder es vielleicht mit heuristischen Methoden zu best

atigen oder plausibel zu machen.
Dabei ist Abhilfe relativ einfach m

oglich. Man braucht sich nur daran zu orientie-
ren, wie die alten Rechner vor hundert Jahren das Problem gel

ost haben. Ein solcher
Rechner (s. Bild 8) war etwa mit einem Eingaberegister von neun Dezimalstellen aus-
gestattet. Das Ergebnisregister war wesentlich breiter und hatte vielleicht 25 Dezimal-
ziern. Es war ein sogenanntes Festkommaregister, d. h. w

ahrend der Rechnung sa
das Komma immer an der gleichen Stelle im Ergebnisregister. Jede Zier (Stelle) des
Ergebnisregisters trug eine eindeutige Exponentenkennung (Einer, Zehner, Hunderter,
..., Zehntel, Hundertstel, ...). Das wesentlich breitere Ergebnisregister erm

oglichte es,
eine groe Anzahl von Summanden immer richtig positioniert in das Ergebnisregister
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zu addieren, ohne nach jeder Addition das Ergebnis gleich runden zu m

ussen. Es konn-
ten sogar Produkte aufaddiert werden. Dabei wurden die Vielfachen des einen Faktors
entsprechend den Ziern des zweiten Faktors addiert. Man konnte so ohne weiteres tau-
send Summanden oder Produkte aufaddieren. Solange kein Unter- oder

Uberlauf an
einem Ende des Ergebnisregisters auftrat, waren alle Ziern des Ergebnisregisters kor-
rekt. Eine Fehleranalyse war nicht notwendig. Diese Operation wurde damals schlicht
als
"
Auflaufenlassen\ bezeichnet. Sie wurde so oft wie irgend m

oglich angewendet; denn
es war die schnellste Art, Berechnungen durchzuf

uhren. Zwischenergebnisse brauchten
nicht ausgelesen und f

ur eine nachtr

agliche Operation wieder eingelesen zu werden.
Gerundet wurde erst am Schlu der Akkumulation und zwar nur ein einziges Mal.
Bild 9 zeigt zwei andere mechanische Rechner, welche auf anderen Schaltprinzi-
pien beruhen, aber ebenfalls mit der Technik des Auflaufenlassens betrieben werden
k

onnen. Man erkennt wieder die im Vergleich zum Eingaberegister wesentlich breiteren
Ergebnisregister.
Diese extrem n

utzliche, schnelle und immer korrekte Operation des Auflaufenlassens
ist beim

Ubergang zu den ersten elektronischen Rechenanlagen oenbar verlorengegan-
gen. Bei den in der Anfangszeit verwendeten Technologien w

are sie auch viel zu teuer
gewesen. Bei den heute verf

ugbaren Technologien trit dies nicht mehr zu. Die Forde-
rung, die sich an dieser Stelle ziemlich zwangsl

aug stellt, besteht nun darin, diese alte
und bew

ahrte Technik des Auflaufenlassens (Akkumulierens) als f

unfte Operation zu
den vier Gleitkommaverkn

upfungen wieder hinzuzunehmen.
Nun wird argumentiert, dies sei doch viel zu kompliziert. Im Vergleich zu den alten
Maschinen deckt der Gleitkommabereich heute einen riesigen Zahlenbereich ab, und so
breite Register k

onne man doch gar nicht zur Verf

ugung stellen. Dies stimmt einfach
nicht! Bei der klassischen /360- und /370-Architektur, welche sich fast 30 Jahre lang im
Markt bew

ahrt und diesen vielleicht sogar dominiert hat, wird der gesamte Gleitkom-
mabereich bei Verwendung des Datenformates double precision (long) durch 568 Bits,
wohlgemerktBits, abgedeckt. Die Mantisse besteht aus 14 hexadezimalen Ziern, und
man hat einen Exponentenbereich von -64 bis +64. Der ganze Gleitkommabereich be-
steht also aus 64 + 14 + 64 = 142 hexadezimalen Ziern, das sind 568 Bits. Bei dem
heute vielfach verwendeten Datenformat des sogenannten IEEE-Arithmetik-Standards
754 ben

otigt man wegen des dort verwendeten wesentlich gr

oeren Exponentenberei-
ches etwa viermal so viele Bits.
Bei der heutigen Technologie ist es

uberhaupt kein Problem, ein solches Register
(langes Datenwort) auf der Arithmetikeinheit zur Verf

ugung zu stellen. Auf solchen
Maschinen laufen dann Akkumulationen und Akkumulationen von Produkten, bei de-
nen kein Unter- und kein

Uberlauf auftritt, immer absolut fehlerfrei ab. Man braucht
keine Fehleranalyse mehr auszuf

uhren auch dann nicht, wenn eine Million Produkte
aufsummiert werden. Diese Festkommaakkumulation als f

unfte Gleitkommaoperati-
on ist in den letzten 20 Jahren auf Institutsebene wiederholt in den verschiedensten
Technologien realisiert worden, in Software, in Assembler, in Mikrocode, in diskre-
ter Bit-Slice-Technik und in VLSI-Technologie. Sie war dabei immer schneller als ei-
ne auf der gleichen Technologiestufe ausgef

uhrte Gleitkommaakkumulation. Dies ist
auch durchaus verst

andlich; denn der Festkommaakkumulationsproze ist einfacher.
Der ankommende Summand wird nur an die richtige Stelle geschoben und addiert.
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Im Vergleich zur Gleitkommaakkumulation entf

allt bei jeder Operation die Normali-
sierung, das Runden, das Packen zu einer Gleitkommazahl und das Entpacken f

ur die
n

achste Operation. Man braucht auch nicht abzufragen, welcher von zwei Summanden
geschoben werden mu (den kleineren Exponenten tr

agt). Bei Summen von Produkten
entf

allt das st

andige Abspeichern der Zwischensumme, usw.
Es zeigt sich, da in moderner Technologie bei einer Festkommaakkumulation von
Produkten, d. h. bei der Berechnung von Skalarprodukten f

ur die Ausf

uhrung der
Arithmetik

uberhaupt keine Rechenzeit mehr ben

otigt wird. Die Produktbildung und
die Akkumulation lassen sich in einer Pipeline (Fliebandverarbeitung) versetzt, in der
Zeit ausf

uhren, welche f

ur das Beschaen der Daten ben

otigt wird. Dies besagt noch
einmal, da es keine andere Art, Skalarprodukte zu berechnen, geben kann, welche
schneller ist. Alles was zus

atzlich ben

otigt wird, ist ein relativ kleiner, lokaler Speicher
(ein langes Datenwort) auf der Arithmetikeinheit. Die Vorteile, die sich damit f

ur die
Numerik ergeben, sind immens.
Nach dieser informellen Beschreibung der Festkommaakkumulation von Gleitkom-
mazahlen und -produkten, wollen wir die Fragestellung noch etwas formaler betrachten.
Tats

achlich ist dies auch der Weg, auf dem diese f

unfte Gleitkommaoperation wieder-
entdeckt wurde. Ausgangspunkt ist das Problem der Fehleranalyse numerischer Algo-
rithmen oder die Frage nach der Zuverl

assigkeit numerisch berechneter Ergebnisse. Mit
zunehmender Rechenleistung der einzelnen Prozessoren wurde eine Fehleranalyse von
Hand mehr und mehr unm

oglich. Trotzdem ist man nat

urlich bei vielen Anwendungen
dringend an der Gr

oe des Fehlers berechneter Ergebnisse interessiert. Wir erinnern
noch einmal an die einleitend erw

ahnte Berechnung der Eigenwerte einer schnellen
schweren Turbine. Hier kann man nicht experimentieren. Die Eigenwerte m

ussen ge-
nau und sicher berechnet werden, sonst geht das Aggregat explosionsartig zu Bruch.
Nun sind Rechenanlagen einmal dazu erfunden worden, komplizierte Aufgaben dem
Menschen abzunehmen. Die oensichtliche Diskrepanz zwischen Rechenleistung und
Beherrschung des Rechenfehlers legt es nahe, zu versuchen, den Proze der Fehler-
absch

atzung selbst wieder dem Rechner zu

ubertragen. Ziel mu es sein, den Rechner
so weiterzuentwickeln, da man nicht nur N

aherungsrechnung, sondern echte Mathe-
matik damit betreiben kann, in dem Sinne, da genaue Schranken f

ur die L

osung von
Problemen berechnet oder sogar Existenz- und Eindeutigkeitsaussagen mit dem Rech-
ner nachgewiesen werden. Die Numerik sollte letztlich einmal den gleichen Anspr

uchen
gen

ugen wie der Rest der Mathematik.
Grundlage der Mathematik ist die Arithmetik. Um das genannte Ziel zu erreichen,
wird man versuchen, die arithmetische Basis des Rechners zu erweitern und auer den
Verkn

upfungen f

ur reelle Zahlen auch kompliziertere mathematische Verkn

upfungen
im Rechner maximal genau direkt zur Verf

ugung zu stellen oder sogar in Schranken
einzuschlieen, anstelle sie

uber die vier Gleitkommaverkn

upfungen zu approximieren.
Die in Frage kommenden Verkn

upfungen sind schnell aufgez

ahlt. Neben den reellen
Zahlen bilden die komplexen Zahlen die Grundlage der Analysis. Will man berechnete
Ergebnisse garantieren, so braucht man zudem auch die Intervalle

uber den reellen und
komplexen Zahlen. Die Intervalle bringen das Kontinuum auf den Rechner. Ein Inter-
vall mit Gleitkommazahlen als Schranken beschreibt das Kontinuum der reellen Zahlen
zwischen diesen Schranken. Anstelle nur eines haben wir damit bereits vier Grundda-
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tentypen.

Uber jedem dieser vier Datentypen werden jetzt noch Vektoren und Matrizen
aufgebaut. Man erh

alt so insgesamt zw

olf R

aume (Mengen mathematischer Objekte).
In der Theorie der Rechnerarithmetik [8], [9] wird nun gezeigt, da es vern

unftig ist,
alle Verkn

upfungen in diesen zw

olf R

aumen nach dem Prinzip des Semimorphismus be-
reitzustellen. Wir wollen dieses Prinzip hier kurz angeben. Der mathematisch weniger
ge

ubte Leser kann diese Formeln einfach

uberlesen.
IstM einer unserer zw

olf R

aume und N die Teilmenge der im Rechner darstellbaren
Elemente, so erkl

aren wir f

ur jede Verkn

upfung  in M eine Approximation
2
 in N
nach der Vorschrift
(RG) a
2
 b := 2(a  b) f

ur alle a; b 2 N und alle Verkn

upfungen  in M .
Dabei ist 2 :M ! N eine Abbildung von M nach N , welche als Rundung bezeichnet
wird, wenn sie die beiden folgenden Eigenschaften besitzt.
(R1) 2a = a f

ur alle a 2 N (Projektion)
(R2) a  b) 2a  2b f

ur alle a; b 2M (Monotonie)
Beim Semimorphismus verlangt man ferner noch, da die Rundung auch antisymme-
trisch ist, d. h. da gilt
(R3) 2( a) =  2a f

ur alle a 2M (Antisymmetrie)
Weitere wichtige Rundungen sind die nach unten bzw. oben gerichtete Rundung mit
den Eigenschaften
(R4)
5
a  a f

ur alle a 2M bzw. a  4a f

ur alle a 2M (gerichtet)
Die gerichteten Rundungen sind durch (R1); (R2) und (R4) eindeutig bestimmt [8], [9].
Mit diesen f

unf Formeln (RG) und (R1; 2; 3; 4) werden in den auf dem Rechner dar-
stellbaren Teilmengen unserer zw

olf R

aume eine Vielzahl von Verkn

upfungen deniert.
Im Unterschied zur herk

ommlichen Approximation dieser Verkn

upfungen durch Gleit-
kommaoperationen sind die neuen, mittels Semimorphismus denierten Verkn

upfungen
alle maximal genau, d. h. zwischen dem korrekten und dem berechneten Verkn

upfungs-
ergebnis liegt kein weiteres Element aus dem betreenden Raster. Dies ist leicht ein-
zusehen; denn ist f

ur zwei Elemente a; b 2 N  2 N die gr

ote untere und  2 N die
kleinste obere Schranke des korrekten Verkn

upfungsergebnisses a  b in M , d. h.
  a  b  ,
so folgt
2
(R1)
= 
(R2)
 2(a  b)
(RG)
= a
2
 b
(R2)
 2
(R1)
= :
Es liegt also auch das Verkn

upfungsergebnis a
2
 b in N zwischen  und .
In der Rechnerarithmetik wird nun gezeigt, da man alle Verkn

upfungen in den
oben genannten zw

olf R

aumen (reelle und komplexe Zahlen, reelle und komplexe In-
tervalle sowie Vektoren und Matrizen

uber diesen vier Grundtypen) auf der Ebene
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von Programmiersprache und Compiler mittels einer modularen Technik bereitstellen
kann, wenn auf niedriger Ebene, m

oglichst in Hardware, 15 Grundoperationen bereit-
stehen. Dabei handelt es sich um die f

unf Verkn

upfungen +; ; ; =;  jeweils mit den
drei Rundungen 2;
5
;4. Dabei bezeichnet  das Skalarprodukt zweier Vektoren (be-
liebiger aber endlicher Dimension), 2 eine antisymmetrische Rundung und
5
und 4
die beiden gerichteten Rundungen von den reellen Zahlen in die Gleitkommazahlen.
Alle 15 Verkn

upfungen
2
 ;
5

;4

mit  2 f+; ; ; =; g sind nach (RG) deniert. Im
Falle des Skalarproduktes sind a und b Vektoren.
Die Gesellschaft f

ur Angewandte Mathematik und Mechanik (GAMM) und die In-
ternational Association for Mathematics and Computers in Simulation (IMACS) haben
im Jahre 1993 ein
"
Proposal for Accurate Floating-Point Vector Arithmetic\ [13] ver-
abschiedet, welches von k

unftigen Rechnern genau diese Verkn

upfungen fordert. Die
herk

ommliche Numerik verwendet davon nur die vier Operationen
2
 ;  2 f+; ; ; =g.
Der oben bereits erw

ahnte IEEE-Arithmetik-Standard 754 fordert zw

olf dieser 15 Ope-
rationen (
2
 ;
5

;4

f

ur  2 f+; ; ; =g). Sie stehen heute praktisch auf allen Personal
Computern und Workstations zur Verf

ugung. Die Verkn

upfungen mit den Rundungen
5
und 4 k

onnen

uber die verf

ugbaren Programmiersprachen jedoch in der Regel nicht
angesprochen werden.
Zur Erzielung hoher Rechengenauigkeit sowie f

ur das Rechnen mit Vektoren und
Matrizen werden dar

uberhinaus insbesondere die drei Skalarprodukte
2
 ;
5

und 4

ben

otigt. Dies sind Summen von Produkten von Gleitkommazahlen.Nach (RG) m

ussen
diese Summen zun

achst v

ollig korrekt im Raum der reellen Zahlen ausgef

uhrt werden.
Anschlieend werden sie nur ein einziges Mal gerundet. Stellt man, wie bereits an-
gesprochen, auf der Arithmetikeinheit ein langes Festkommaregister zur Verf

ugung,
welches den ganzen Gleitkommabereich abdeckt, so lassen sich alle 15 Verkn

upfungen
nach (RG) korrekt ausf

uhren. Damit lassen sich alle Verkn

upfungen in den oben be-
schriebenen zw

olf R

aumen nach der Formel (RG) modular aufbauen. In numerischen
Rechnungen werden dadurch sehr viele unn

otige Rundungen ein f

ur alle Male beseitigt.
Eigentlich sollte die hier skizzierte, allein auf mathematischen Prinzipien beruhen-
de Denition der arithmetischen Verkn

upfungen in Rechenanlagen Bestandteil jeder
Programmiersprache sein. Der Benutzer einer Rechenanlage mu doch genau wissen,
was passiert, wenn er in einem Programm eine arithmetische Operation aufruft. Nur
so ist eine systematische Kontrolle des Rechenprozesses

uberhaupt m

oglich.
Mit den hier skizzierten Bausteinen f

ur eine universelle Rechnerarithmetik l

at sich
sehr einfach eine Arithmetik f

ur mehrfache (doppelte, dreifache, vierfache, usw.) Ge-
nauigkeit auch f

ur Intervalle aufbauen. Damit lassen sich instabile, kritische Stellen in
Algorithmen h

aug sehr einfach aufsp

uren, analysieren und kontrollieren. Eine Variable
vierfacher Genauigkeit ist beispielsweise einfach ein Feld von vier Gleitkommazahlen
einfacher Genauigkeit, deren Mantissen hintereinanderliegen (s. Bild 10). Variable eines
solchen Typs lassen sich in dem langen Datenwort auf der Arithmetikeinheit addieren,
subtrahieren und auch akkumulieren.

Uber das optimale Skalarprodukt l

at sich auch
ihre Multiplikation einfach ausf

uhren. Es ist n

amlich
(a
1
+a
2
+a
3
+a
4
)(b
1
+ b
2
+ b
3
+ b
4
) = a
1
b
1
+a
1
b
2
+a
1
b
3
+a
1
b
4
+a
2
b
1
+   +a
4
b
3
+a
4
b
4
,
nichts anderes als ein Skalarprodukt. Die Division solcher Variablen erfolgt mittels eines
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einfachen Iterationsprozesses.
Die bereits des

ofteren zitierte allgemeine Theorie der Rechnerarithmetik gibt es seit
1972. In Form eines Vorlesungsmanuskriptes wurde sie damals an mehrere Fachkollegen
weitergegeben. In Buchform ist sie im Jahre 1976 zun

achst in deutscher Sprache beim
Bibliographischen Institut erschienen [8]. Eine englischsprachige Ausgabe gibt es seit
1978 als IBM Research Report und als Buch bei Academic Press seit 1981 [9]. Die
Realisierbarkeit in verschiedenen Technologien wurde mehrmals nachgewiesen, zuletzt
1994 durch Bau eines VLSI-Koprozessorchips, welcher

uber den PCI-Bus an Personal
Computer angeschlossen werden kann [16].
Dieser Prozessor (s. Bild 11) erf

ullt erstmals den von der GAMM und der IMACS
vorgeschlagenen Standard f

ur verizierte, hochgenaue Vektorarithmetik in vollem Um-
fang. Im Computer wirkt er wie ein Katalysator in doppeltem Sinn. Er beschleunigt die
Rechnung und eliminiert viele unn

otige Rundungsfehler. Skalarprodukte berechnet er
immer mit voller Genauigkeit oder im Bedarfsfall mit nur einer einzigen Rundung. Der
Chip kann

uber Sprachen wie PASCAL-XSC [5] und C-XSC [6] direkt angesprochen
werden. Er beschleunigt die Softwareimplementierungen der betreenden Operationen
in diesen Sprachen um den Faktor 100.
Der gegenw

artige Prozessor ist an die Geschwindigkeit des PCs angepat, bei dem
die Daten in 32 Bit-Portionen

ubertragen werden. W

unschenswert w

are der Bau eines
noch schnelleren Vektorarithmetik-Koprozessors f

ur die Klasse der 100 MHz Worksta-
tions, bei denen die Daten in 64 Bit-Portionen

ubertragen werden. Ein solcher Chip
k

onnte der Welt des wissenschaftlichen Rechnens wesentliche Impulse verleihen.
In den achtziger Jahren hat die Firma IBM viele dieser Ideen aufgegrien und auf
ihren Rechnern der /370-Architektur implementiert und zur Verf

ugung gestellt [14],
[15]. Im Bereich des wissenschaftlichen Rechnens werden diese Rechner heute aber
kaum noch verwendet. Sie sind inzwischen von moderneren, schnellen Workstations
abgel

ost worden, auf denen entsprechendeHardwareunterst

utzung der Arithmetik nicht
vorhanden ist.
Allgemein mu man feststellen, da sich diese neue, umfassende Rechnerarithme-
tik auf kommerziellen Rechenanlagen trotz gelegentlicher Ans

atze noch nicht endg

ultig
durchgesetzt hat. Die Gr

unde hierf

ur sind vielf

altig. Einige davon sollen genannt wer-
den.
Ein wesentlicher Grund besteht sicherlich darin, da in Europa praktisch keine
Rechner mehr gebaut werden. Ein Schwerpunkt der skizzierten Entwicklung lag hier,
und es ist sicher nicht einfach, eine Rechnerentwicklung in den USA oder in Japan von
Europa aus zu beeinussen, zumal es f

ur die Umsetzung der theoretischen Ideen in
die Praxis eine Anzahl gut geschulter und ausgebildeter Mitarbeiter bedarf, welche in

Ubersee nicht von selbst entstehen. NIH (Not Invented Here) heit ein Schlagwort, mit
dem man sich solche W

unsche fernh

alt, zumal der erstmalige Entwurf einer wesent-
lich leistungsf

ahigeren Arithmetikeinheit nat

urlich auch etwas kostet. Die Entwicklung
und der Bau eines VLSI-Vektorarithmetik Koprozessors f

ur schnelle Workstations w

are
sicherlich eine M

oglichkeit, auf einem wichtigen Teilgebiet der elektronischen Daten-
verarbeitung Aktivit

at, Einu und Aufmerksamkeit wieder nach Europa zu ziehen.
Vielleicht ndet sich irgendwo die Bereitschaft, so etwas zu nanzieren.
Ein anderer Grund besteht sicher darin, da Fachkollegen die neue Arithmetik noch
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nicht vehement genug fordern. Ein netter Artikel in einer wissenschaftlichen Zeitschrift
hilft da wenig. Wirklichen Einu k

onnte man nur

uber das Geld bei der Beschaung
teurer Anlagen aus

uben. Der Rechner ist in Form einer leistungsf

ahigen Workstation,
eines Vektorrechners oder Supercomputers oder einer massiv parallel arbeitenden An-
lage auch mit herk

ommlicher Gleitkommaarithmetik bereits ein extrem m

achtiges und
auch erfolgreiches Werkzeug, und der Umgang mit diesem Werkzeug pr

agt auch das
Denken und sogar den Menschen. Dadurch entsteht eine Hemmschwelle, die man nicht
gerne

ubertritt.
"
Der Schuster bleibt bei seinem Leisten\. Ein auf der anderen Seite
bendliches, noch m

achtigeres Werkzeug, welches man nicht kennt, kann man nat

urlich
zun

achst auch nicht souver

an oder gar virtuos nutzen. Die Hemmschwelle wird dadurch
noch zus

atzlich vergr

oert. Wer den Umgang mit dem schwierigen Werkzeug Computer
erst einmal gelernt und seinen Arbeitsstil gefunden hat, verh

alt sich naturgem

a kon-
servativ und nimmt neuem gegen

uber eine Abwehrhaltung ein. Bereits im Jahre 1789
beklagt unser Dichter Friedrich Schiller in seiner Antrittsvorlesung als Professor f

ur
Geschichte an der Universit

at Jena den Typ des Brotgelehrten:
"
Jede wichtige Neue-
rung seiner Wissenschaft schreckt ihn auf, denn sie zerbricht die alte Schulform, die
er sich so m

uhsam zu eigen machte, ...\.
In diesem Sinne ist der

Ubergang zu einem mathematisch-arithmetisch wesentlich
leistungsf

ahigeren Rechner vielleicht sogar ein Generationenproblem. Es m

ussen erst
gen

ugend junge Wissenschaftler ausgebildet werden, welche das Neue genauso selbst-
verst

andlich und souver

an beherrschen wie die alten das Alte. Auch der f

ur die gesamte
Mathematik so fundamentale Begri des linearen Raumes hat seit seiner Entdeckung
durch H. Grassmann (1844)

uber S. Banach (1922) bis zu dem ber

uhmten Buch
"
Mo-
derne Algebra\ von B. L. van der Waerden (1931) fast hundert Jahre gebraucht, bis er
sich endg

ultig durchgesetzt hat. Auch die f

ur viele Anwendungen so

uberaus n

utzliche
Matrizenrechnung hat ein

ahnliches Schicksal erfahren. Seit den Anf

angen bei Cayley
(1858) ist ein Dreivierteljahrhundert vergangen, bis die enorme Leistungsf

ahigkeit die-
ses Kalk

uls allgemein anerkannt und akzeptiert war. Im Vorwort zur zweiten Auage
seiner
"
Ausdehnungslehre\ (1. Auage 1844) schreibt H. Grassmann:
"
Das Werk ...
hat in den ersten 23 Jahren nach seinem Erscheinen nur eine geringe und meist nur
gelegentliche Beachtung gefunden. ... Ich konnte die Ursache davon nur in der streng
wissenschaftlichen, auf die urspr

unglichen Begrie zur

uckgehenden Behandlungswei-
se nden. Eine solche Behandlungsweise erforderte aber ein nicht blo gelegentliches
Auassen dieser oder jener Resultate, sondern ein sich Versenken in die zugrunde lie-
genden Ideen und eine zusammenh

angende Auassung des ganzen auf dies Fundament
aufgef

uhrten Baues, dessen einzelne Teile erst durch das

Uberschauen des Ganzen ihr
volles Verst

andnis erhalten konnten. ...\.[7], S.11.
4 Intervallrechnung, ein einfacher, sehr m

achtiger
Kalk

ul zum Rechnen mit Ungleichungen
In der Analysis hat man es mit dreierlei Arten von Strukturen zu tun, der algebraischen
Struktur, der Ordnungsstruktur und der topologischen Struktur. Beim

Ubergang auf
den Rechner unterliegen die erste und die letzte starken Ver

anderungen, w

ahrend f

ur
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das Rechnen mit Ungleichungen, die Ordnungsstruktur, bzgl.  verm

oge von (R2)
die gleichen Gesetzm

aigkeiten gelten wie in den entsprechenden Grundr

aumen [8],
[9]. Praktisch bedeutet dies, da Eigenschaften eines Verfahrens oder Algorithmus,
welche allein unter Verwendung der Ordnungsstruktur hergeleitet werden, auch auf
dem Rechner streng erf

ullt sind. In diesem Sinne kommt der Ordnungsstruktur und
dem Rechnen mit Ungleichungen eine ganz besondere Bedeutung zu. In den letzten
Jahrzehnten ist mit der Intervallrechnung ein sehr m

achtiger Kalk

ul entwickelt worden,
welcher das Rechnen mit Ungleichungen systematisiert.
Betrachten wir die beiden Ungleichungen a
1
 a  a
2
und b
1
 b  b
2
. F

ur die
Summe und die Dierenz gilt dann a
1
+ b
1
 a+ b  a
2
+ b
2
und a
1
  b
2
 a   b 
a
2
  b
1
. Im Falle der Multiplikation ist die Regel nicht so einfach. Man mu neun F

alle
unterscheiden, je nachdem, ob a
1
, a
2
, b
1
, b
2
kleiner oder gr

oer als Null sind. Im Falle der
Division gilt entsprechendes [8], [9], [1]. Aufgrund dieser vielen Fallunterscheidungen
gestaltet sich ein explizites Rechnen mit Ungleichungen von Hand sehr schwierig. Bei
komplizierten Ausdr

ucken ist es praktisch nicht mehr ausf

uhrbar.
Die Intervallrechnung fat diese komplizierten Regeln f

ur das Rechnen mit Unglei-
chungen zusammen. Mit A = [a
1
, a
2
] und B = [b
1
, b
2
] gilt f

ur alle Verkn

upfungen
 2 f+; ; ; =g, (0 62 B im Falle der Division):
A B = fa  b j a 2 A^b 2 Bg = [ min
i;j=1;2
(a
i
 b
j
); max
i;j=1;2
(a
i
 b
j
)]:
Bei Ausf

uhrung auf dem Rechner wird die untere Schranke des Ergebnisses nach un-
ten und die obere nach oben gerundet. Die vielen Fallunterscheidungen werden ein f

ur
allemal ausprogrammiert und verschwinden bei entsprechend m

achtigen Programmier-
sprachen fortan im Laufzeitsystem des Compilers. Der Benutzer braucht sich darum
nicht mehr zu k

ummern.
Die Leistungsf

ahigkeit dieses Kalk

uls soll an einem einfachen Beispiel illustriert wer-
den. Wir betrachten ein lineares Gleichungssystem in Fixpunktform x = A  x+ b mit
einer kontrahierenden Matrix A. Der IntervallvektorX sei eine grobe Anfangseinschlie-
ung der L

osung x

2 X. Man setzt nun X auf der rechten Seite des Gleichungssystems
ein und denkt sich damit formal das Gesamtschrittverfahren, das Einzelschrittverfah-
ren und das Relaxationsverfahren intervallm

aig aufgeschrieben. Man kann dabei auch
noch den Durchschnitt zweier aufeinander folgender N

aherungen bilden. Zerlegt man
nun die so entstehenden Rechenvorschriften in Formeln f

ur die Schranken, so erh

alt
man u. a. eine Anzahl von Verfahren zur Berechnung von Schranken f

ur die L

osung
linearer Gleichungssysteme, welche vor etwa 50 Jahren von bekannten Mathematikern
in m

uhsamer Kleinarbeit explizit hergeleitet wurden [1]. Der Kalk

ul der Intervallrech-
nung reproduziert diese und andere Verfahren auf einfachste Weise. Um die vielen
bei der Matrixvektormultiplikation notwendigen Fallunterscheidungen braucht sich der
Benutzer nicht mehr zu k

ummern. Sie werden vom Rechner anhand des vorprogram-
mierten Kalk

uls vollautomatisch durchgef

uhrt und es werden sogar die Rundungsfehler
mit erfat. Der Kalk

ul entwickelt eine eigene Dynamik!
Worin bestehen andere Vorteile des Kalk

uls der Intervallrechnung? Aufgrund der
Herleitung

uber das Rechnen mit Ungleichungen ist sofort klar, da man damit Ein-
schlieungen des Wertebereiches von arithmetischen Ausdr

ucken und Funktionen in
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Abh

angigkeit von darin auftretenden Intervalldaten berechnen kann. Bei naiver Be-
trachtungsweise fallen diese Schranken f

ur den Wertebereich allerdings h

aug sehr gro
und ungenau aus. Man spricht von einer

Ubersch

atzung des Wertebereiches. Dies hat
der Intervallrechnung anfangs ein negatives Image eingebracht. H

aug h

ort man das
Argument
"
da kann doch als Ergebnis nur ein Intervall von minus unendlich bis plus
unendlich herauskommen\.
In der Intervallrechnung wird nun aber gezeigt, da diese

Ubersch

atzung des Werte-
bereiches bei stetigen Funktionen mit dem Durchmesser der Argumentintervalle gegen
null konvergiert, d. h. die intervallm

aige Auswertung eines Ausdruckes geht gegen
den Wertebereich, in der Grenze gegen den Wert der Funktion. Bei spezieller Dar-
stellung des Ausdruckes oder der Funktion durch die sogenannte zentrierte Form [1]
erfolgt diese Konvergenz sogar quadratisch. Die zentrierte Form l

at sich (bei die-
renzierbaren Funktionen) mittels der automatischen Dierentiation wiederum vollau-
tomatisch mit dem Rechner herstellen. Das heit mit anderen Worten: Bei kleinen
Intervallargumenten erh

alt man durch die intervallm

aige Auswertung ein quadratisch
konvergentes Verfahren zur Berechnung des Wertebereiches von Funktionen und Aus-
dr

ucken und, wenn man die automatische Dierentiation hier gleich mit einbezieht,
auch zur Berechnung von Einschlieungen des Wertebereiches von Ableitungen, Tay-
lorkoezienten, Gradienten, Jacobimatrizen, Hessematrizen usw. Diese Gr

oen werden
vom Rechner wiederum vollautomatisch ohne weiteres Zutun des Benutzers aus dem
arithmetischen Ausdruck heraus ermittelt. Die eigentliche Intelligenz wird dabei in
das Laufzeitsystem des Compilers verlagert. Insbesondere durch das Zusammengehen
mit der automatischen Dierentiation erschliet sich der Intervallrechnung ein riesiges
Feld von Anwendungen (Einschlieung linearer und nichtlinearer Gleichungssysteme,
verizierte adaptive numerische Quadratur durch Einschlieung des Restgliedes der
Quadraturformel, verizierte Integration gew

ohnlicher Dierentialgleichungen und von
Integralgleichungen usw.).
Nach dem soeben Gesagten bieten sich Unterteilungsverfahren in der Intervallrech-
nung direkt an. Dies ist keine besondere Einschr

ankung, da in der Numerik viele Ver-
fahren ohnehin in kleinen Schritten ablaufen. Wir illustrieren das Gesagte durch einige
Beispiele:
Wir nehmen an, es soll die Frage untersucht werden, ob eine etwa durch einen arith-
metischen Ausdruck gegebene reelle Funktion keine Nullstelle in einem vorgegebenen
Intervall X besitzt. Hat man nur Gleitkommaarithmetik zur Verf

ugung, so l

at sich
diese Frage mit mathematischer Sicherheit nicht beantworten. Man kann die Funktion
in dem IntervallX etwa 1000 mal auswerten. Falls alle Funktionswerte positiv ausfallen,
wird die Funktion mit hoher Wahrscheinlichkeit keine Nullstelle in X besitzen. Sicher
aber ist diese Antwort keineswegs; denn es k

onnte ja aufgrund von Rundungsfehlern
f

ur einen negativen Funktionswert ein positives Ergebnis berechnet worden sein. Die
Funktion k

onnte aber auch einen Durchh

anger ins Negative besitzen, welcher durch
die Wahl der Auswertestellen nicht erfat wurde (s. dazu Bild 12). Eine einmalige
intervallm

aige Auswertung der Funktion kann hingegen ausreichen, um die gestellte
Aufgabe mathematisch v

ollig einwandfrei, streng und sicher zu beantworten. Enth

alt
n

amlich das berechnete Ergebnisintervall nicht den Wert Null, so kann auch der Wer-
tebereich die Null nicht enthalten; denn das berechnete Ergebnisintervall ist ja eine
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Obermenge des Wertebereiches. Die Funktion besitzt folglich keine Nullstelle in dem
Intervall X. Dieses mit wesentlich weniger Rechenoperationen berechnete Ergebnis ist
so sicher wie ein (mit Hilfe des Rechners) bewiesener mathematischer Satz. Wenn man
die Null nicht beim ersten Versuch ausschlieen kann, unterteilt man einfach das In-
tervall in einige Teilintervalle.
Als zweites Beispiel betrachten wir die Aufgabe, das globale Minimum einer Funk-
tion in einem vorgegebenen Bereich zu bestimmen. Wir beschr

anken uns wieder auf
den eindimensionalen Fall. Das zu untersuchende Intervall wird in Teilintervalle zer-
legt. In jedem dieser Teilintervalle wird nun die Funktion intervallm

aig ausgewertet.
Dies liefert eine Obermenge des Wertebereiches in jedem Teilintervall. Man greift nun
etwa dasjenige Teilintervall mit der kleinsten unteren Schranke f

ur den Wertebereich
heraus und berechnet in einem inneren Punkt dieses Intervalles den Funktionswert in-
tervallm

aig. Dies liefert eine garantierte obere Schranke f

ur einen Wert der Funktion.
Diejenigen Teilintervalle, deren untere Schranke f

ur den Wertebereich gr

oer ist als
dieser Wert, k

onnen mit Sicherheit das absolute Minimum nicht enthalten (s. dazu
Bild 13). Sie brauchen nicht weiter betrachtet zu werden. Die verbleibenden Intervalle
werden nach dem gleichen Prinzip weiter unterteilt. Das Verfahren funktioniert auch
bei h

oheren Dimensionen sehr gut, da ganze Bereiche sehr rasch ausgeschlossen wer-
den k

onnen. In [3], [4] ndet man Verfeinerungen dieser Techniken. H

aug ndet man
sichere Schranken f

ur das absolute Minimum damit schneller als mit herk

ommlichen
Methoden eine N

aherung, deren Qualit

at noch unbekannt ist.
Als n

achstes Beispiel betrachten wir die adaptive numerische Quadratur. Wir neh-
men an, es soll das bestimmte Integral

uber eine bestimmte Funktion zwischen zwei
Grenzen a und b berechnet werden. Die

ubliche Vorgehensweise besteht darin, da
man das Intervall [a, b] in n Teile unterteilt. Das Integral wird dann dargestellt als
Summe aus einer N

aherungsformel plus einem Restglied. Die N

aherungsformel ist ein
Skalarprodukt aus gewissen Gewichten und den Funktionswerten an den Teilpunkten
x
i
. Bei hinreichend glattem Integranden l

at sich in der Regel das Restglied in einer
Form darstellen, welche eine h

ohere Ableitung der Funktion an einer oder mehreren
unbekannten Zwischenstellen im Intervall [a, b] enth

alt. Die im Restglied auftretenden
unbekannten Zwischenstellen werden nun einfach durch das ganze Intervall ersetzt in
dem sie liegen k

onnen. Die h

ohere Ableitung wird durch automatische Dierentiation

uber diesem ganzen Intervall ausgewertet. Dadurch werden sowohl die unbekannten
Zwischenstellen als auch der Wert der h

oheren Ableitung an diesen Stellen mit Sicher-
heit eingeschlossen. Damit erh

alt man Schranken f

ur das Restglied, welche verm

oge der
sonst darin auftretenden Gr

oen wie h
n
=n! in der Regel sehr klein sind. Insgesamt hat
man dadurch stets sichere Schranken f

ur den durch die N

aherunsformel begangenen
Fehler [10].
Diese Information kann ausgenutzt werden, um die Schrittweite adaptiv an die
Eigenschaften des Integranden anzupassen. Bei achem Funktionsverlauf m

ochte man
nat

urlich mit relativ groer Schrittweite integrieren, w

ahrend bei steilem Verlauf der
Funktion die Schrittweite kleiner gew

ahlt werden mu.
Da man immer den Fehlerterm selbst auswertet bzw. zur Schrittweitensteuerung
heranzieht, eignet sich die Vorgehensweise auch f

ur die Gau-Quadratur. Die sonst

ubliche Verwendung einer weiteren N

aherungsformel, um den Fehler zu sch

atzen, wird
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dadurch

uber

ussig. Eine verizierende adaptive numerische Quadratur ist daher unter
Umst

anden schneller als eine nur auf N

aherungsrechnung basierende Vorgehensweise
[10]. Entsprechendes gilt ja auch f

ur die beiden anderen oben aufgef

uhrten Beispiele.
Auch die verizierte numerische Integration von Anfangswertproblemen bei
gew

ohnlichen Dierentialgleichungen macht von der Restgliedeinschlieung Gebrauch.
Hierzu sind jedoch noch etwas genauere Betrachtungen notwendig, da das Restglied
in diesem Fall auch die unbekannte Funktion enth

alt. Man mu daher zus

atzlich noch
Fixpunkts

atze mit heranziehen.
Wir haben die Intervallrechnung als einen sehr m

achtigen Kalk

ul f

ur das Rechnen
mit Ungleichungen erkannt. Die damit gewonnenen Aussagen bleiben bei der

Uber-
tragung auf den Rechner in der Regel g

ultig. Wichtig ist dabei, da man von Anfang
an mit Ungleichungen arbeitet und nicht etwa erst eine Norm zieht und diese dann
mit Ungleichungen absch

atzt. In einem solchen Fall hat man die strenge G

ultigkeit auf
dem Rechner bereits verlassen.
Jeder Mathematiker wei, da es von den Rechenregeln f

ur komplexe Zahlen bis
zu den wundersch

onen Ergebnissen der Funktionentheorie ein weiter Weg ist, den man
erst einmal zur

ucklegen mu, bevor man Funktionentheorie erfolgreich anwenden kann.
Mit der Intervallrechnung ist es nicht anders. Auch ihre Eigenheiten mu man zun

achst
m

uhsam studieren, um sie erfolgreich anwenden zu k

onnen. Dann kann man allerdings
viel damit erreichen. Naives Anwenden der Grundverkn

upfungen hingegen f

uhrt in der
Regel zu Mierfolg.
Die Intervallrechnung war viele Jahre lang dazu verurteilt, auf der Stelle zu treten,
da eine angemessene Programmierbarkeit nicht vorhanden war. Wer sie verwenden
wollte, mute erst einmal eine gr

oere Manpower investieren, um die n

otigen Grund-
routinen und Programmierumgebungen zu schaen. Aus Gr

unden der Rechengeschwin-
digkeit mute vieles in Assembler codiert werden. Mit dem n

achsten Rechner war
dann alles wieder verloren und die Arbeit ging wieder von vorne los. Nur an ganz
wenigen Stellen konnten leistungsf

ahige Programmierumgebungen geschaen werden,
mit denen dann auch die wesentlichen Fortschritte erzielt wurden. Beispielsweise ist
die automatische Dierentiation aus dem Bed

urfnis heraus entstanden, Wertebereiche
h

oherer Ableitungen einfach und schnell einzuschlieen, da diese f

ur die verizierte
Berechnung von L

osungen gew

ohnlicher Dierentialgleichungen oder auch bestimmter
Integrale ben

otigt werden. Ohne geeignete Programmierumgebungen w

aren derartige
Techniken nicht entstanden, und sie sind auch ohne solche nicht beherrschbar.
Diese geschilderten Schwierigkeiten haben aber auch dazu beigetragen, den Blick
daf

ur zu sch

arfen, da Numerik nicht nur aus Algorithmen und FORTRAN-Program-
men besteht, sondern da auch der ganze Unterbau, die Arithmetik, die Programmier-
sprache, der Compiler, das Laufzeitsystem, das Betriebssystem, die Architektur, die
Hardware, die Technologie und unter Umst

anden sogar die Peripherie mit dazugeh

oren.
Genau dies ist auch mit der obigen Aussage von J. Wilkinson gemeint.
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5 Einu der Programmierung auf Fortschritte in
der Numerik
Um das Jahr 1955 wurden die ersten Computer im Interncode programmiert. Sehr bald
kamen aber die Assembler-Sprachen auf. Jedem Maschinenbefehl entspricht dabei ein
symbolischer Befehl, dessen Name m

oglichst bereits seine Bedeutung zum Ausdruck
bringt, den man sich dadurch leichter merken kann, und es werden relative Adressen
verwendet. Ein Compiler besorgt die

Ubersetzung des mit symbolischen Befehlen ge-
schriebenen Programmes in Maschinenbefehle und rechnet die symbolischen Adressen
in absolute Adressen um. Die

Ubersetzung ist eine 1:1 Umsetzung. Man spricht von ma-
schinennaher Programmierung. Ein so geschriebenes Programm ist in der Regel nicht
auf eine Maschine eines anderen Typs

ubertragbar. Der Wunsch nach maschinenun-
abh

angiger Programmierung lag daher auf der Hand.
So kamen Ende der f

unfziger Jahre die ersten
"
problemorientierten\ Programmier-
sprachen auf. Aus Sicht der Numerik waren es FORTRAN und ALGOL. Der Schritt
und der Fortschritt von den Assembler-Sprachen zu diesen Sprachen war gewaltig und
genial zugleich. Er ist eigentlich nur aus der seinerzeitigen Euphorie heraus begreif-
bar. Problemorientiert bedeutet im Hinblick auf die Numerik im wesentlichen, da
man arithmetische Ausdr

ucke und Funktionen, welche einen ganzzahligen, reellen oder
logischen Wert liefern, in einer weitestgehend der

ublichen mathematischen Notation
angepaten Schreibweise niederschreiben kann. Er braucht nicht weiter in Einzelopera-
tionen zerlegt zu werden. Ein Compiler erledigt die

Ubersetzung in Maschinenbefehle.
F

ur kompliziertere Funktionen, welche einen Wert der genannten Typen liefern, gibt es
in der Unterprogrammtechnik den Begri der Funktion. Er erlaubt den Gebrauch von
Funktionen in Programmen in einer Form, welche ebenfalls weitestgehend der in der
Mathematik

ublichen Notation entspricht. F

ur Dinge, welche nicht in dieses Schema
passen, wurde der Begri der Prozedur bereitgestellt.
Da man in der Mathematik jede Rechnung letztlich auf das Rechnen mit reellen
Zahlen zur

uckf

uhrt, waren die meisten Numeriker mit diesem Zustand

uber mehrere
Jahrzehnte hinweg v

ollig zufrieden. Es ist allerdings bemerkenswert, da der Schritt
von den Assembler-Sprachen zu den h

oheren Programmiersprachen praktisch wider-
standslos akzeptiert wurde, obwohl ein in einer h

oheren Programmiersprache formu-
liertes Programm in der Regel eine l

angere Laufzeit ben

otigt. Man war damals oenbar
bereit, ein h

oheres Abstraktionsniveau gegen Rechenzeit einzutauschen!
Mitte der sechziger Jahre kam die Intervallrechnung auf. Eine vern

unftige Verwen-
dung dieses

auerst n

utzlichen Kalk

uls war jedoch bis Anfang der neunziger Jahre
praktisch nicht m

oglich, da die kommerziell verbreiteten Programmiersprachen der er-
sten Generation wie FORTRAN, ALGOL, BASIC, PASCAL, MODULA oder C einen
einfachen Umgang damit nicht zulieen. Will man etwa einen einfachen arithmetischen
Ausdruck, etwa ein Polynom vierten Grades, f

ur ein reelles Argument auswerten, so
kann man ihn in diesen Sprachen wie in der Mathematik

ublich niederschreiben.M

ochte
man ihn hingegen f

ur ein kleines Intervall auswerten, so erfordert jede arithmetische
Operation einen Prozeduraufruf. Die Programmierung wird dadurch wieder auf das
Assembler-Niveau zur

uckgeworfen. Ein derartiges Programm ist nicht mehr lesbar. Ein
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Programm von wenigen Seiten versteht der Programmierer einige Tage sp

ater selbst
nicht mehr. Die meisten potentiellen Anwender der Intervallrechnung sind vermutlich
aus diesem Grund bei den Anfangsgr

unden steckengeblieben.
Noch in den sechziger Jahren hat H. W. Wippermann gezeigt, wie man aus dieser
Schlinge herauskommt. Man mu den Funktionsbegri in den Programmiersprachen
verallgemeinern und wie in der Mathematik

ublich auch Funktionen zulassen, welche
mehr als ein Ergebnisdatum liefern. Im Gegensatz zu einer Prozedur kann man eine
Funktion in einem arithmetischenAusdruck mehrmals aufrufen, z. B. f(f(f(a; b); c); d):
Von hier ist es zu der in der Mathematik

ublichen Operatornotation nur noch ein klei-
ner, notationeller Schritt. Man schreibt den Funktionsnamen nicht mehr vor die beiden
Argumente, sondern dazwischen und ersetzt ihn dann noch durch ein Operatorsymbol.
Man erh

alt dann z. B. a+ b+ c + d. Dabei k

onnen jetzt a; b; c; d reelle oder komple-
xe Zahlen, Intervalle, Vektoren, Matrizen, usw. sein. Der Compiler pr

uft den Typ der
Operanden und f

uhrt dann den zugeh

origen +-Operator aus.
Dieses Konzept hat dann bei der Schaung von ALGOL-68 Pate gestanden und
dazu beigetragen, da dort ein Operatorkonzept vorgesehen war. ALGOL-68 war im
Hinblick auf numerische Anwendungen eine sehr fortgeschrittene Sprache. Sie hat sich
leider nicht durchgesetzt, vielleicht weil die Rechner damals noch nicht leistungsf

ahig
genug waren. Sicherlich aber auch, weil die Anwender diesen Programmierkomfort nicht
vehement genug gefordert haben. Es gibt heute Compiler, welche die Verwendung von
Funktionen mit allgemeinem Ergebnistyp zulassen. Man sollte dann auch noch den
zweiten Schritt gehen und ein Operatorkonzept zur Verf

ugung stellen.
Ohne ein Operatorkonzept in der Programmiersprache ist auch ein gr

oerer Fort-
schritt im Hinblick auf die Rechengenauigkeit nicht m

oglich. Semimorphe Verkn

upfun-
gen in den

ublichen Produktr

aumen der Numerik, wie wir sie im dritten Abschnitt
deniert haben, lassen sich in den Sprachen der ersten Generation (FORTRAN, AL-
GOL, BASIC, PASCAL, MODULA, C) nicht vern

unftig codieren. Ein maximal genau-
es Skalarprodukt oder eine maximal genaue Matrixmultiplikation l

at sich

uber diese
Sprachen praktisch nicht ansprechen. Will man so etwas darin zur Verf

ugung stellen,
so mu man auf das Niveau der Codeprozeduren hinuntersteigen. Programmiert man
hingegen etwa eine Matrixmultiplikation in der

ublichen Weise mittels dreier geschach-
telter Laufanweisungen, so werden die darin auftretenden Produkte und Summen wie-
der mit der gew

ohnlichen Gleitkommaarithmetik ausgewertet, d. h. es wird nach jeder
Multiplikation und jeder Addition gerundet, was viele unn

otige Fehler verursacht.
Die L

osung dieses Problems besteht in der Bereitstellung eines Operatorkonzeptes
in der Programmiersprache. Alle Verkn

upfungen in den

ublichen R

aumen der Nume-
rik wie reelle und komplexe Zahlen, Vektoren und Matrizen und den zugeh

origen In-
tervallr

aumen k

onnen dann mit den in der Mathematik

ublichen Operatorsymbolen
f

ur entsprechend vordenierte Datentypen angesprochen werden. Sind etwa A;B;C
reelle oder komplexe Matrizen, so wird eine Matrixmultiplikation einfach durch die
Anweisung C := A  B angesprochen. Das Operatorzeichen  ruft dabei auf Maschi-
nenniveau eine m

oglichst in Hardware realisierte Elementaroperation auf, welche jede
Komponente der Produktmatrix maximal genau berechnet. Diese Operatornotation
f

ur alle

ublichen arithmetischen Verkn

upfungen vereinfacht das Programmieren erheb-
lich. Viele Probleme werden

uberhaupt erst dadurch zuverl

assig programmierbar und
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beherrschbar. Die Programme lassen sich wesentlich leichter lesen. Sie lassen sich leich-
ter austesten und werden dadurch wesentlich zuverl

assiger. Vor allem aber sind die
Verkn

upfungen maximal genau.
Am Institut des Autors gab es seit 1967 immer einen entsprechenden Program-
mierkomfort. Zun

achst war es der von H. W. Wippermann implementierte Compiler
f

ur die bereits erw

ahnte ALGOL-60 Erweiterung. In den siebziger Jahren wurde dann
in Zusammenarbeit mit der Firma Nixdorf eine sehr m

achtige PASCAL Erweiterung
(PASCAL-SC) geschaen und auf einem Mikroprozessor implementiert. In den achtzi-
ger Jahren entstand in Zusammenarbeit mit der Firma IBM die Programmiersprache
ACRITH-XSC [15] als FORTRAN-77 Erweiterung. Parallel dazu wurde auf Institut-
sebene die bereits vorhandene PASCAL Erweiterung zu PASCAL-XSC
2
[5] weiter-
entwickelt. In all diesen Sprachen sind alle arithmetischen Verkn

upfungen nach dem
Prinzip des Semimorphismus deniert und implementiert. Sie k

onnen mit der in der
Mathematik

ublichen Operatornotation angesprochen werden.
F

ur die Denition und die Implementierung derartiger, in sich konsistenter Pro-
grammiersprachen m

ussen jeweils etwa 20 Mannjahre aufgewendet werden. Dies er-
kl

art vielleicht, warum Entsprechendes nicht auch an anderen Orten entstanden ist.
Der dadurch gewonnene Programmierkomfort und das Ausdrucksniveau sind allerdings
betr

achtlich. Sie vereinfachen die Programmierung ganz erheblich. Dadurch werden
Probleml

osungen erm

oglicht, welche weit auerhalb der Reichweite der Sprachen der
ersten Generation liegen. Probleml

osungen wie die hochgenaue, verizierte Berechnung
von L

osungen gew

ohnlicher Dierentialgleichungen oder von Integralgleichungen oder
auch nur die Einschlieung des Wertebereiches von Ableitungen und Taylorkoezien-
ten

uber gewissen Bereichen werden eigentlich erst auf diesem Niveau m

oglich und
auch erst verst

andlich.
Neuerdings gibt es mit C++ und FORTRAN-90 auch zwei standardisierte, ver-
breitete Programmiersprachen, welche

uber ein Operatorkonzept verf

ugen. Zumindest
die Entwicklung der letzteren ist durch die Existenz der XSC-Sprachen wesentlich be-
einut worden. In C++ und FORTRAN-90 hat man es aber leider wieder unterlas-
sen, die Eigenschaften der Arithmetik pr

azise durch das Konzept des Semimorphismus
zu denieren. Mit Hilfe des Operatorkonzeptes kann man jedoch in diesen Sprachen
selbst Bibliotheken aufbauen, welche alle Verkn

upfungen in den interessierenden zw

olf
R

aumen der Numerik (reelle und komplexe Zahlen, reelle und komplexe Intervalle so-
wie Vektoren und Matrizen

uber diesen vier Grundtypen) mittels des Prinzips des
Semimorphismus bereitstellen, ohne einen neuen Compiler entwickeln zu m

ussen. Dies
ist inzwischen auch ausgef

uhrt worden. Die so entstandenen Bibliotheken stehen unter
den Namen C-XSC [6] und FORTRAN-XSC zur Verf

ugung.
Sprachen auf diesemNiveau k

onnte man als Sprachen der 2. Generation bezeichnen.
Typische und unverzichtbare Merkmale dieser Sprachen sind: Ein Modulkonzept, ein
Operatorkonzept, Funktionen und Operatoren mit allgemeinem Ergebnistyp,

Uberla-
den von Funktionen, Prozeduren und Operatoren,

Uberladen des Zuweisungsoperators
sowie von read und write, dynamische Felder, Zugri auf Unterbereichsfelder, Run-
dungskontrolle durch den Benutzer, semimorphe Arithmetik mit zugeh

origen Operato-
2
PASCAL-XSC: PASCAL for eXtended Scientic Computation, Springer Verlag, 1991, englische
Ausgabe 1992
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ren f

ur die Grundtypen der Numerik (reelle und komplexe Zahlen, reelle und komplexe
Intervalle sowie Vektoren und Matrizen

uber diesen R

aumen), semimorphemehrfachge-
naue Arithmetik auch f

ur Intervalle, genaue Auswertung von Ausdr

ucken, automatische
Dierentiation.
Bild 14 zeigt eine PASCAL-XSC Prozedur zur Berechnung einer verizierten Ein-
schlieung der L

osung eines linearen Gleichungssystems A  x = b. Es werden dyna-
mische Felder, vordenierte Arithmetikmodule, exakte Auswertung von Skalarproduk-
tausdr

ucken und Intervallarithmetik verwendet. Die erste Anweisung berechnet eine
N

aherungsinverse der Matrix A. Die beiden folgenden Anweisungen enthalten zwei
"
Scharf\-Symbole. Das jeweils rechts stehende Symbol bewirkt, da der dahinter in
Klammern stehende Ausdruck exakt, ohne Informationsverlust ausgewertet wird. Das
links davon stehende Symbol bewirkt eine Rundung in das kleinste einschlieende In-
tervall. Danach ist D eine Einschlieung des Defektes der N

aherungsinversen. In der
Schleife wird dann ein Iterationsverfahren (Gesamtschrittverfahren)mit Intervallen mit
der im allgemeinen rasch konvergenten Matrix D durchgef

uhrt. Um zu erreichen, da
die L

osung irgendwann einmal im Innern von x liegt, wird die N

aherung in jedem
Iterationsschritt ein klein wenig expandiert. Sobald die neue N

aherung in der vorigen
enthalten ist, wird das Verfahren abgebrochen. Nach dem Brouwerschen Fixpunktsatz
hat man dann die L

osung eingefangen. Ergibt sich w

ahrend zehn Iterationen keine
Inklusion, so wird das Verfahren mit einer Fehlermeldung abgebrochen. Als Alterna-
tive kann auch vom Rechner selbstt

atig ein leistungsf

ahigerer Algorithmus aufgerufen
werden.
Bild 15 zeigt ein PASCAL-XSC Programm zur Berechnung von Einschlieungen
der Wertebereiche der Taylor-Koezienten der Funktion e
5000
sin(11+(x=100)
2
)+30
im Intervall
[1.001,1.005]. Die Variable x und das Ergebnis f werden als Feld der Dimension 40
vereinbart. In den Komponenten dieser Felder werden Einschlieungen der Werteberei-
che der Taylor-Koezienten von x bzw. f im Intervall [1.001,1.005] gef

uhrt. Mit
"
use
itaylor\ wird die im Rechner vordenierte Interval-Taylor-Arithmetik aktiviert. Die
im Ausdurck f

ur f auftretenden arithmetischen Operationen und Standardfunktionen
werden damit ausgef

uhrt. Nach Beendigung der Rechnung enth

alt die i-te Komponente
von f , i = 0(1)40, eine Einschlieung des Wertebereiches des i-ten Taylorkoezienten
von f im Intervall [1.001,1.005].
Mit einer solch einfachen Routine lassen sich beispielsweise Restglieder von Qua-
draturformeln sehr einfach auswerten. Die Integration kann damit adaptiv gesteuert
werden. Die Verwendung von Fehlersch

atzern mit all ihren Unsicherheiten kann damit
entfallen.
An dieser Stelle mu im Grunde vieles von dem, was am Ende des Abschnittes

uber
die Arithmetik gesagt wurde, noch einmal wiederholt werden. Der Rechner ist auch bei
Verwendung von Programmiersprachen der ersten Generation (FORTRAN, ALGOL,
BASIC, PASCAL, MODULA, C) bereits ein sehr m

achtiges und auch erfolgreiches
Werkzeug. Vierzig Jahre Programmierung auf dem Niveau dieser Sprachen pr

agt auch
das Denken und sogar den Menschen. Auf diesem Niveau ist sehr viel Software ent-
standen, welche auch erfolgreich vermarktet wird. Dies erzeugt naturgem

a Widerstand
Neuem gegen

uber. Es liegt hier sehr viel Tr

agheit und Konservativismus im System,
was wahrscheinlich nur durch Ausbildung neuer Anwendergenerationen

uberwunden
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werden kann. Es wird sicherlich noch einige Zeit vergehen, bis die M

oglichkeiten von
Werkzeugen, welche wir als Sprachen der 2. Generation bezeichnet haben, voll er-
kannt und auch ausgenutzt werden. Den Anwendern und Numerikern kann man nur
empfehlen, sich mit diesen neuen M

oglichkeiten auseinanderzusetzen. Sie sind um ein
Vielfaches m

achtiger und leistungsf

ahiger als die Sprachen der ersten Generation und
man kann praktisch bei jeder Anwendung Nutzen daraus ziehen. Viele Probleme sind

uberhaupt erst auf diesem Niveau l

osbar.
Auf dem Gebiet der Rechnerarithmetik und der Programmiersprachen l

at sich
Neues heute nur

uber die einschl

agigen Standardisierungsgremien letztlich durchsetzen.
In diesen Gremien sind auch die Hersteller und damit wirtschaftliche und kommerzielle
Interessen und gegenseitige Abh

angigkeiten vertreten, so da gelegentlich auch mit f

ur
Auenstehende vielleicht unverst

andlicher H

arte gefochten wird. Auch diese Situation
wird in der Antrittsvorlesung unseres Dichters Friedrich Schiller im Jahr 1789 bereits
vortreich beschrieben:
"
Wer hat

uber Reformen mehr geschrieen als der Haufe der
Brotgelehrten? Wer h

alt den Fortgang n

utzlicher Revolutionen im Reich des Wissens
mehr auf als eben diese? ... Sie fechten mit Erbitterung, mit Heimt

ucke, mit Ver-
zweiung, weil sie bei dem Schulsystem, das sie verteidigen, zugleich f

ur ihr ganzes
Dasein fechten.\ Es bleibt die Honung, da sich immer wieder gen

ugend unabh

angi-
ge Wissenschaftler auch in den Standardisierungsgremien f

ur den Fortschritt unserer
Wissenschaft einsetzen. Bei den bereits erreichten und prognostizierten Fortschritten
in der Rechnerhardware braucht man dabei nach Ansicht des Autors nicht mehr in er-
ster Linie auf Erzielung hoher Ausf

uhrungsgeschwindigkeiten zu achten. Sicherheit in
der Programmierung und hohes Abstraktionsniveau sowie Sicherheit in den Ergebnis-
sen sollten allerh

ochste Priorit

at erhalten, was hohe Ausf

uhrungsgeschwindigkeit nicht
ausschliet.
Aus einem Land heraus, in dem man sich an der Weiterentwicklung des Rechners
praktisch nicht mehr beteiligt, ist die Beeinussung solcher Entwicklungen schwierig.
Dennoch m

ussen wir uns daran beteiligen, wenn wir uns nicht selbst aufgeben wollen;
denn fortschrittliche und erfolgreiche Software mu sich an den Ger

aten von morgen
und nicht an denen, welche vor zehn Jahren in den Entwicklungslabors entworfen wur-
den, orientieren.
6 Numerik mit automatischer Ergebnisverikation
In diesem Abschnitt sollen exemplarisch einige Probleml

osungen angesprochen werden,
welche auerhalb der Reichweite von einfacher Gleitkommaarithmetik und Program-
miersprachen der ersten Generation liegen. Eine universelle Rechnerarithmetik und eine
Programmiersprache vom Typ der XSC-Sprachen sind erforderlich. F

ur ausf

uhrlichere
Darstellungen mu auf die Literatur verwiesen werden [3], [4], [10].
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6.1 Verizierte Berechnung der L

osung linearer Gleichungs-
systeme und anderer algebraischer Probleme
Als erstes Beispiel wollen wir kurz skizzieren, wie man etwa im Falle eines linearen Glei-
chungssystems die Korrektheit des berechneten Ergebnisses verizieren kann. Sehr viele
numerische Probleme f

uhren auf lineare Gleichungssysteme. Auch ein korrekt program-
miertes L

osungsverfahren mu numerisch nicht auf die richtige L

osung f

uhren. Man be-
rechnet zun

achst mit einem

ublichen, favorisierten Verfahren, beispielsweise mit dem
Gau-Algorithmus, eine N

aherung f

ur die L

osung. Diese N

aherung dehnt man nun aus,
indemman in jeder Komponentenrichtung eine kleine Zahl  draufschl

agt. So entsteht
ein n-dimensionaler Quader X mit der berechneten N

aherung als Mittelpunkt. Dieser
Quader ist nichts anderes als ein Intervallvektor, ein Intervall in jeder Koordinaten-
richtung. Nun bringt man das Gleichungssystem in geeigneter Weise in Fixpunktform
x = Dx + z, wobei man nat

urlich die Tatsache, da man ja schon gerechnet hat und
vermutlich bereits eine N

aherungsl

osung besitzt, ausnutzt. Man setzt nun den Inter-
vallvektorX auf der rechten Seite ein und berechnet das Bild Y :=DX+z, Bild 16. Ist
Y in X enthalten, was man durch einfachen Schrankenvergleich leicht feststellen kann,
so enth

alt Y nach dem Brouwerschen Fixpunktsatz
3
einen Fixpunkt der Gleichung
x = Dx+ z. Ist Y strikt in X enthalten, so da sich die R

ander nicht ber

uhren, so ist
der Fixpunkt sogar eindeutig, das heit, es wurde rechnerisch nachgewiesen, da die
urspr

ungliche Matrix des Gleichungssystems nicht singul

ar ist, das Gleichungssystem
also genau eine L

osung besitzt. Durch Iteration l

at sich der Fixpunkt mittels des op-
timalen Skalarproduktes praktisch beliebig genau bestimmen. Der Benutzer erh

alt auf
diese Weise ein mathematisch einwandfreies und sicheres Ergebnis, welches in seltenen
F

allen allerdings auch darin bestehen kann, da der Verikationsschritt nicht zum Er-
folg gef

uhrt hat. In diesem Fall kann ein anderes L

osungsverfahren oder eine verfeinerte
Technik herangezogen und vom Rechner selbst aufgerufen werden.

Ahnliche Techniken der numerischen Ergebnisverikation lassen sich bei vielen an-
deren algebraischen Problemstellungen anwenden, wie z. B. der L

osung nichtlinearer
Gleichungssysteme, bei der Berechnung von Nullstellen, bei der Berechnung von Ei-
genwerten und Eigenvektoren von Matrizen, bei Optimierungsproblemen usw. Hier-
zu geh

ort insbesondere auch die hochgenaue und sichere Auswertung von arithmeti-
schen Ausdr

ucken und Funktionen im Rechner. Die entsprechenden, entwickelten und
verf

ugbaren Routinen arbeiten auch f

ur Probleme mit (kleinen) Intervallen als Daten.
In diesem Fall wird die Menge aller L

osungen eingeschlossen [3], [4], [10]. Ihr Durch-
messer gibt Aufschlu

uber die Sensitivit

at des Problems.
Die Funktionsauswertung wird dabei auf die L

osung eines einfachen linearen Glei-
chungssystems zur

uckgef

uhrt, dessen N

aherungsl

osung gegebenenfalls mittels Defekt-
korrektur und optimalem Skalarprodukt bis zu garantierter, hoher Genauigkeit nach-
korrigiert wird. Diese Technik, Funktionswerte hochgenau in Schranken einzuschlieen,
stellt ein ganz wesentliches Hilfsmittel f

ur die Numerik dar. Ein Newton-Verfahren zur
Berechnung der Nullstelle eines Gleichungssystems ist in der Umgebung der Nullstelle
3
Der Brouwersche Fixpunktsatz besagt folgendes: Es sei  : IR
n
! IR
n
eine stetige Abbildung und
XIR
n
nicht leer, konvex, abgeschlossen und beschr

ankt, sowie Y := (X). Ist Y  X; so besitzt 
mindestens einen Fixpunkt in Y .
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h

aug instabil (Bild 5). Eine Null kommt n

amlich nur dadurch zustande, da sich po-
sitive und negative Terme gegeneinander wegheben. In der unmittelbaren Umgebung
der Nullstelle sind diese Terme nur n

aherungsweise gleich und es tritt bei gew

ohnlicher
Gleitkommarechnung Ausl

oschung auf. Bei nicht gen

ugend genauer Funktionsauswer-
tung aber schiet das Newton-Verfahren dann unter Umst

anden weit

uber das Ziel
hinaus, eventuell sogar in den Einzugsbereich einer anderen Nullstelle. Ein im Reellen
gegen eine L

osung x konvergentes Iterationsverfahren mu so in gew

ohnlicher Gleitkom-
marechnung keineswegs gegen den Wert x konvergieren. Es kann sich unter Umst

anden
auf einen v

ollig verschiedenen Wert einpendeln. Ein abschlieender Verikationsschritt
ist daher auch bei Iterationsverfahren angebracht.
Eine bew

ahrte Methode, hohe Genauigkeit zu erzielen besteht darin, nicht die
L

osung selbst, sondern den Fehler (Defekt) einer N

aherung einzuschlieen.
6.2 Automatische Dierentiation
Im Bereich der Numerik geh

ort es sicherlich zu den wesentlichsten und fruchtbarsten
Entdeckungen der letzten Jahrzehnte, da man Werte und Einschlieungen von Wer-
ten und Wertebereichen von Ableitungen und Taylor-Koezienten, Jacobi-Matrizen,
Gradienten, Hesse-Matrizen usw. aus dem arithmetischen Ausdruck heraus rein zah-
lenm

aig berechnen kann, ohne den Ausdruck zun

achst formal zu dierenzieren. Die
automatische Dierentiation unterscheidet sich wesentlich von der numerischen Die-
rentiation durch Dierenzenquotienten.
Als automatische Dierentiation bezeichnet man im einfachsten Fall eine Technik,
welche es gestattet, sowohl den Wert einer durch einen arithmetischen Ausdruck ge-
gebenen Funktion als auch denjenigen der Ableitung an einer bestimmten Stelle zu
berechnen. Die Stelle kann dabei auch ein Intervall sein. In diesem Fall werden Schran-
ken f

ur den Wertebereich der Funktion und denjenigen der Ableitung

uber diesem
Intervall berechnet. Anstelle mit Zahlen bzw. Intervallen wertet man den Ausdruck
f

ur Zahlenpaare bzw. Paare von Intervallen aus. Eine Weiterentwicklung der automa-
tischen Dierentiation ist die automatische Generierung von Taylor-Koezienten und
Einschlieung von Wertebereichen von Taylor-Koezienten

uber bestimmten Interval-
len. Derartige Techniken sind bei alleiniger Verf

ugbarkeit von einfacher Gleitkommaa-
rithmetik und Programmiersprachen der ersten Generation praktisch nicht kodierbar.
Bei der automatischen Dierentiation eines arithmetischen Ausdruckes f

ur eine
Funktion wird f

ur jeden Operanden des Ausdruckes (das sind Zahlen, Variable und
Standardfunktionen) ein Zahlenpaar eingesetzt, wobei die erste Komponente den Wert
dieses Operanden an der auszuwertenden Stelle und die zweite den Wert der Ableitung
angibt. Diese Zahlenpaare werden nun nach den im Ausdruck vorgegebenen Opera-
tionen bzw. den bekannten Ableitungsregeln f

ur Summe, Dierenz, Produkt, Quotient
und die Kettenregel sowie die Ableitungsregeln f

ur elementare Funktionen miteinander
verkn

upft. Als Ergebnis erh

alt man ein Zahlenpaar, wobei die erste Komponente den
Wert des Ausdruckes und die zweite den Wert der Ableitung an der betreenden Stel-
le angibt. Bei der automatischen Generierung von Taylor-Koezienten rechnet man
entsprechend mit n-Tupeln, wobei die erste Komponente den Wert der Funktion und
die weiteren Komponenten die Werte des ersten, zweiten usw. Taylor-Koezienten der
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Funktion an der betreenden Stelle angibt. Wichtig ist dabei, da in beiden F

allen
nur mit Zahlen und nicht mit formalen Ausdr

ucken gerechnet wird. Einschlieungen
von Ableitungen und Taylorkoezienten

uber gewissen Bereichen erh

alt man mit den
gleichen Algorithmen, indem man die Rechnung anstelle von Zahlen mit Intervallen
ausf

uhrt.
Die automatische Dierentiation und die Generierung von Taylor-Koezienten sind
bei etwas komplizierteren Ausdr

ucken von Hand kaum durchf

uhrbar, weil etwa die Ket-
tenregel oder die Quotientenregel relativ komplizierte Vorschriften darstellen, so da
man sich regelm

aig sehr schnell verrechnet. Eine Maschine kann aber diese Vorschrif-
ten sehr stabil, schnell und korrekt ausf

uhren. Die Programmierung der automatischen
Dierentiation oder die Generierung von Taylor-Koezienten gestaltet sich mit den
in den vorigen Abschnitten beschriebenen arithmetischen und programmiersprachli-
chen Erweiterungen sehr einfach. Mittels des Operatorkonzeptes und der verf

ugba-
ren Arithmetik f

ur Intervalle l

at sich die mathematische Intelligenz praktisch in das
Laufzeitsystem des Compilers verlagern. Die im arithmetischen Ausdruck auftretenden
arithmetischen Operatoren werden vom Compiler einfach entsprechend den Regeln der
automatischen Dierentiation f

ur Paare bzw. n-Tupel anders interpretiert. Man spricht
auch von Operator

uberladung. Die Maschine liefert den Wert der Ableitung bzw. der
h

oheren Taylor-Koezienten. Bei Intervalldaten liefert sie Einschlieungen der Werte-
bereiche der Ableitungen und Taylor-Koezienten.
Die automatische Dierentiation ist auf dem Rechner sehr schnell und ezient
ausf

uhrbar. Es wird nur mit Zahlen gerechnet und nicht erst der Ausdruck f

ur die (h

ohe-
re) Ableitung formal hergeleitet. Man unterscheidet zwischen der Vorw

arts- und der
R

uckw

artsmethode.

Uberraschend ist, da man mit der R

uckw

artsmethode beispiels-
weise den Gradienten mit einem arithmetischen Aufwand berechnen kann, welcher von
der gleichen Gr

oenordnung ist, wie derjenige f

ur die Berechnung des Funktionswertes
selbst. Allerdings w

achst dabei der Speicherplatzbedarf stark an. Die Kunst besteht
darin, ein Optimum zwischen Rechenaufwand und Speicherplatzbedarf zu nden.
6.3 Verizierte Berechnung der L

osung von gew

ohnlichen Dif-
ferentialgleichungen
Bei gew

ohnlichen Dierentialgleichungen gibt es Verfahren sowohl f

ur Anfangs- als auch
f

ur Rand- und Eigenwertaufgaben. Bei den Anfangswertaufgaben wird etwa im Fall ei-
nes Systems erster Ordnung die rechte Seite der Dierentialgleichungmit automatischer
Dierentiation in ein Taylor-Polynom mit Restglied entwickelt. Das Restglied wird nun
mit einer geeigneten Schrittweite ausgewertet. Da man eine Einschlieung der L

osung
erhalten m

ochte, erfolgt die Rechnung intervallm

aig. Im Unterschied zur numerischen
Quadratur enth

alt das Restglied bei Dierentialgleichungen auer der unabh

angigen
Variablen im allgemeinen auch noch die gesuchte Funktion selbst. Will man das Rest-
glied mittels Intervallarithmetik sicher einschlieen, so braucht man daher auch bereits
eine sichere Einschlieung der gesuchten Funktion im ganzen Integrationsintervall. Es
scheint also so, als h

atte man sich hier in einem Zirkel verfangen. Diesen kann man
aber aufschneiden. Zun

achst braucht man n

amlich nur eine grobe Einschlieung der
gesuchten Funktion

uber dem Integrationsintervall. Diese l

at sich folgendermaen be-
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schaen. Die Dierentialgleichung wird zun

achst in eine

aquivalente Integralgleichung
umgeformt. Der Integrand enth

alt nun auer der unabh

angigen Variablen wiederum die
gesuchte Funktion. Will man das Integral mittels Intervallrechnung sicher in Schranken
einschlieen, so braucht man wiederum bereits eine Einschlieung der gesuchten Funk-
tion im ganzen Integrationsintervall. Im einfachsten Fall beschat man sich eine solche
durch Sch

atzung. Da die Dierentialgleichung einer Lipschitzbedingung gen

ugt, gibt
es immer eine solche Einschlieung. Unter Umst

anden mu man dabei die Schrittweite
verkleinern. Diese, zun

achst noch rudiment

are, gesch

atzte Anfangseinschlieung wird
nun mittels des Banachschen Fixpunktsatzes abgesichert, indem man die rechte Seite
der Integralgleichung damit intervallm

aig auswertet und pr

uft, ob sich eine erwartete
Inklusion ergibt. Ist dies nicht der Fall, so kann man die Schrittweite und/oder die
Anfangssch

atzung ver

andern. Ist hingegen die Inklusion eingetreten, so hat man eine
sichere Anfangseinschlieung der gesuchten Funktion im Integrationsintervall. Damit
wird nun das Restglied des Taylor-Polynoms ausgewertet. Das Restglied ist jetzt klein
von h

oherer Ordnung. Man erh

alt so insgesamt eine wesentlich bessere Approximation
der gesuchten Funktion im Integrationsintervall durch ein Polynom mit Intervallkoef-
zienten. Der bei Fortsetzung dieser Vorgehensweise

uber mehrere Einzelschritte sich
ergebende sogenannte Wrapping-Eekt l

at sich durch Mitf

uhrung lokaler Koordinaten
beherrschen.
Rand- und Eigenwertprobleme bei gew

ohnlichen Dierentialgleichungen lassen sich
im einfachsten Fall mittels Schieverfahren auf Anfangswertprobleme zur

uckf

uhren.
Dabei wird auch die Existenz und Eindeutigkeit der L

osung vom Algorithmus, das
heit mit dem Rechner, nachgewiesen.
Diese Methoden zur verizierten Berechnung von Einschlieungen von L

osungen
gew

ohnlicher Dierentialgleichungen sind im allgemeinen aufwendiger als N

aherungs-
verfahren mit einfacher Gleitkommaarithmetik, was im Gegensatz zu einer weitver-
breiteten Meinung f

ur andere Intervallverfahren keineswegs immer der Fall ist. Dieser
Mehraufwand wird aber durch die gewonnene Ergebnissicherheit oft mehr als wett
gemacht, da sich dadurch ein oft angewendetes vermeintliches Absichern der L

osung
durch Experimentieren er

ubrigt.
Es gibt inzwischen viele Anwendungen dieser Methoden auf Probleme, bei denen
man ohne diese Techniken ziemlich hilos ist. Auf die Einsatzm

oglichkeit in der Chaos-
forschung wurde in der Einleitung bereits hingewiesen. Sehr sch

one Erfolge sind auch
beim Aufsp

uren von periodischen L

osungen von Dierentialgleichungen erzielt worden.
Hier kann man gegebenenfalls mit dem Rechner mathematisch v

ollig einwandfrei be-
weisen, da eine gegebene Dierentialgleichung periodische L

osungen besitzt und diese
sogar noch in sichere und enge Schranken einschlieen. Wenn man bedenkt, wieviel

Uberlegungen und Absch

atzungen mit Bleistift und Papier in solchen F

allen fr

uher
durchgef

uhrt werden muten, so belegt gerade dieses Beispiel drastisch die M

achtig-
keit des Kalk

uls der Intervallrechnung. Die Tatsache, da man solche Ergebnisse heute
mit dem Rechner herleiten kann, ist im Grunde eine echte Revolution sowohl in der
Numerik wie in der Mathematik. Allein so etwas reicht aus, um die Bereitstellung einer
m

achtigeren Arithmetik und Programmierumgebung zu rechtfertigen.
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6.4 Verizierte Berechnung des Schnittes von Kurven und
Fl

achen
Als weiteres Beispiel soll noch die verizierte Berechnung des Schnittes von Kurven
und Fl

achen genannt werden. Ein herk

ommliches Pfadverfolgungsverfahren zur Be-
rechnung des Schnittes zweier Fl

achen kann, falls sich zwei

Aste der Schnittkurve na-
hekommen, durchaus von einem Ast auf den anderen springen und dadurch eine v

ollig
falsche Topologie der Schnittkurve vort

auschen. Bei der verizierten Berechnung der
Schnittkurve wird zun

achst eine gew

ohnliche Dierentialgleichung daf

ur hergeleitet.
Diese wird dann veriziert integriert. Hierbei ist bereits der allererste, der Banach-
Schritt, ausreichend; denn hat man erst einmal eine sichere Einschlieung am rechten
Ende des Integrationsintervalles, so kann man diese mittels der Parameterdarstellung
der Fl

ache als Gleichungssystemmit dem Newton-Verfahren praktisch wieder auf einen
Punkt zusammenziehen. Dadurch wird auch die Eindeutigkeit der berechneten L

osung
im Integrationsintervall nachgewiesen. Ein Wrapping-Eekt kann nicht auftreten (Bild
17).
6.5 Behandlung von Integralgleichungen und Anwendungen
bei partiellen Dierentialgleichungen
Auch f

ur Integralgleichungen sind Methoden zur verizierten Berechnung von L

osun-
gen entwickelt worden. Als Hilfsmittel werden wieder die automatische Dierentiati-
on und Fixpunkts

atze im Zusammenwirken mit der Intervallrechnung verwendet. Bei
Fredholmschen Integralgleichungen zweiter Art beispielsweise wird der Kern mittels
automatischer Dierentiation in eine zweidimensionale Taylorreihe mit Restglied ent-
wickelt. Er besteht dann aus einer Summeaus einem entarteten Kern und einem kontra-
hierenden Kern. Beide Teile k

onnen dann durch Verwendung von Intervallarithmetik
mit im Grunde bekannten Methoden behandelt und die L

osung eingeschlossen wer-
den. Diese Methode ist auf groe Systeme nichtlinearer Integralgleichungen erfolgreich
angewandt worden. Auch Probleme bei partiellen Dierentialgleichungen sind durch
Zur

uckf

uhrung auf Integralgleichungen mit automatischer Ergebnisverikation behan-
delt worden. Umgekehrt sind auch Probleme bei Integralgleichungen auf Dierenti-
algleichungen zur

uckgef

uhrt und dann mit automatischer Ergebnisverikation gel

ost
worden.
Neuerdings werden verizierende Methoden auch f

ur Probleme bei partiellen Dif-
ferentialgleichungen entwickelt. Traditionell kommen bei diesen insbesondere Dieren-
zenverfahren und Finite-Elemente-Methoden zum Einsatz. Durch die dadurch entste-
henden groen Gleichungssysteme wird auch bei heutigen Rechenanlagen bez

uglich
Rechenzeit und Speicherplatzverwaltung die Leistungsgrenze sehr schnell erreicht.
Von besonderem Interesse sind daher solche Verfahren, mit denen sich partielle Dif-
ferentialgleichungen

uber gew

ohnliche Dierentialgleichungen l

osen lassen. Dabei kann
zwar nicht von einer Verringerung der Rechenzeit ausgegangen werden. Es wird aber
die Datenverwaltung st

arker auf das System verlagert und dadurch automatisiert. In
diese Kategorie fallen alle Verfahren, welche sich unter dem Stichwort
"
Linienmetho-
de\ zusammenfassen lassen, aber auch Charakteristikenverfahren unter anderem bei
den partiellen Dierentialgleichungen erster Ordnung. Bei den Letzteren erh

alt man
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verizierte Werte der L

osung der partiellen Dierentialgleichung l

angs Linien. Bei der
Linienmethode besteht eine Schwierigkeit darin, da der Diskretisierungsfehler noch
irgendwie abgesch

atzt werden mu.
Inzwischen sind auch f

ur nichtlineare elliptische Randwertprobleme Methoden ent-
wickelt worden, mit denen sich ausgehend von einer N

aherungsl

osung eine strenge
L

osungseinschlieung gewinnen l

at, wobei gleichzeitig die Existenz der L

osung vom
Verfahren mitbewiesen wird. Auch hierbei werden Fixpunkts

atze als wesentliches Hilfs-
mittel eingesetzt.
7 Schlubemerkung
In Europa ist gen

ugend geistige und auch nanzielle Kraft vorhanden, um sich sowohl
an der Weiterentwicklung der Rechnerhardware als auch der Basissoftware erfolgreich
zu beteiligen. Die Kulturlandschaft Europa braucht eine eigenst

andige Rechnerentwick-
lung, zumal es sich um eine v

ollig problemlose Technologie handelt. Der heute vielfach
beklagte technologische R

uckstand Europas hat seine Ursache weitgehend in der Aufga-
be und Verdr

angung einer eigenst

andigen Computerentwicklung mit ihren vielf

altigen
Basiskomponenten. Eine erfolgreiche Rechnerentwicklung mu auch die Technologie
und die Prozessorstruktur einbeziehen. Ein Sprung aus dem Stand an die Spitze ist
nicht zu erwarten. Bei der extrem langen Zur

uckhaltung auf diesem Gebiet ist Geduld
erforderlich. Es mu langsam und systematisch damit begonnen werden, wieder Know-
how aufzubauen. Dazu ist auch die Politik gefordert. Chancen, wieder Tritt zu fassen,
tun sich immer wieder auf. Mangelnde Risikobereitschaft oder Angst vor der eigenen
Courage helfen nicht weiter. Sie f

uhren nur immer tiefer in die Sackgasse. Das Problem
mu vielmehr strategisch und frontal angegangen werden. Erinnern und besinnen wir
uns zur

uck auf unsere Pioniere wie Konrad Zuse und andere, die vor mehr als 50 Jahren
durch klare und konsequente L

osungen den Weg aufgezeigt und gewiesen haben!
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