For 4 ∤ L and g large, we calculate the integral Picard groups of the moduli spaces of curves and principally polarized abelian varieties with level L structures. In particular, we determine the divisibility properties of the standard line bundles over these moduli spaces and we calculate the second integral cohomology group of the level L subgroup of the mapping class group (in a previous paper, the author determined this rationally). This entails calculating the abelianization of the level L subgroup of the mapping class group, generalizing previous results of Perron, Sato, and the author. Finally, along the way we calculate the first homology group of the mod L symplectic group with coefficients in the adjoint representation.
Introduction
Let M g be the moduli space of genus g Riemann surfaces (see [25] for a survey). This is a quasiprojective orbifold whose orbifold fundamental group is the mapping class group Mod g , that is, the group of isotopy classes of orientation preserving diffeomorphisms of a closed orientable genus g topological surface Σ g (see [19] for a survey). Denote by Pic(M g ) the Picard group of M g , that is, the set of algebraic line bundles on M g (as an orbifold; see §2.2 for the precise definition). This forms an abelian group under tensor products, and in the '60's Mumford [46] showed that the first Chern class map gives an isomorphism Pic(M g ) ∼ = H 2 (Mod g ; Z). Verifying a conjecture of Mumford, Harer [24] later proved that H 2 (Mod g ; Z) ∼ = Z for g sufficiently large.
Level structures. Associated to any finite-index subgroup of Mod g is a finite cover of M g . An important family of such subgroups is obtained as follows. For any L ≥ 2, denote by Z L the integers mod L. The group Mod g acts on H 1 (Σ g ; Z L ) and preserves the algebraic intersection form. This is a nondegenerate alternating form, so we obtain a representation
, is the kernel of this representation. The group Mod g (L) thus consists of all mapping classes that act trivially on H 1 (Σ g ; Z L ). The associated finite cover of M g is the moduli space of curves with level L structures, denoted M g (L). This is the space of pairs (S, B), where S is a genus g Riemann surface and B = {a 1 , b 1 , . . . , a g , b g } is a symplectic basis for H 1 (Σ g ; Z L ). By a symplectic basis we mean that B forms a basis for H 1 (Σ g ; Z L ) and the matrix
. By definition, for a commutative ring R, the group Sp 2g (R) consists of 2g × 2g matrices X with entries in R that satisfy X t Ω g X = Ω g . We will denote by sp 2g (R) the additive group of all 2g × 2g matrices A with entries in R that satisfy A t Ω g + Ω g A = 0. It is easy to see that Sp 2g (R) acts on sp 2g (R) by conjugation.
Theorem E. For g ≥ 3 and L ≥ 2 such that 4 ∤ L, we have
Remark. For L a prime greater than 5, this was originally proven by Völklein [62] .
Remark. For L odd, the Sp 2g (Z L )-representation sp 2g (Z L ) is isomorphic to its dual (see §4.2.2), and it follows that H 1 (Sp 2g (Z L ); sp 2g (Z L )) = 0 as well. This self-duality is false for L even, and in fact computer calculations indicate that H 1 (Sp 2g (Z L ); sp 2g (Z L )) can be nonzero for L even. We also remark that similar computer calculations suggest that the condition 4 ∤ L in Theorem E is unnecessary.
Torsion in the Picard group. We now discuss the torsion in Pic(M g (L)), i.e. the abelian group H 1 (Mod g (L); Z). Let Σ g,n denote a compact orientable genus g surface with n boundary components and let Mod g,n denote the group of isotopy classes of orientation preserving diffeomorphisms of Σ g,n that act as the identity on ∂ Σ g,n . It is easiest to state our theorem for H 1 (Mod g,1 (L); Z), where by Mod g,1 (L) we mean the kernel of the action of Mod g,1 on H 1 (Σ g,1 ; Z L ) (see Theorem 7.8 for the closed case).
The answer is closely related to some beautiful work of Dennis Johnson on the Torelli group I g,1 , which is the kernel of the action of Mod g,1 on H 1 (Σ g,1 ; Z). Let H = H 1 (Σ g,1 ; Z). Johnson proved that H 1 (I g,1 ; Z) ∼ = B 2 (2g) ⊕ ∧ 3 H, where the two indicated terms are as follows (see §6 for a more complete description).
• ∧ 3 H comes from the Johnson homomorphism, which is a surjective homomorphism τ : I g,1 → ∧ 3 H arising from the action of I g,1 on the second nilpotent truncation of π 1 (Σ g,1 ; Z).
• B 2 (2g) is the space of boolean (i.e. square-free) polynomials over Z 2 in 2g generators whose degree is at most 2. These 2g generators correspond to a basis for H 1 (Σ g,1 ; Z 2 ). This portion of H 1 (I g,1 ; Z) comes from work of Birman-Craggs [5] and Johnson [34] and is related to the Rochlin invariant of homology 3-spheres. The corresponding abelian quotient of I g,1 is known as the Birman-Craggs-Johnson homomorphism.
We have a short exact sequence
To understand H 1 (Mod g,1 (L); Z), one must first investigate the extent to which the Johnson and Birman-Craggs-Johnson homomorphisms extend over Mod g,1 (L). The following results are known (see §6.4 for more details).
• Let H L = H 1 (Σ g,1 ; Z L ). A "mod L" Johnson homomorphism of the form Mod g,1 (L) → ∧ 3 H L was defined independently by Broaddus-Farb-Putman [9] , by Perron [49] , and by Sato [56] .
• Sato [56] proved that "most" of the Birman-Craggs-Johnson homomorphism can be extended over Mod g,1 (L) if L is even. More precisely, observe that B 2 (2g) contains a constant term B 0 (2g) ∼ = Z 2 . Sato proved that for L even, H 1 (Mod g,1 (L); Z) contains a term of the form B 2 (2g)/B 0 (2g). Sato also proved that the B 0 (2g) piece of H 1 (I g,1 ; Z) does not exist in H 1 (Mod g,1 (2) ; Z), and asked whether a similar thing was true for general even L.
Our final theorem says that the above together with H 1 (Sp 2g (Z, L); Z) (which as we noted above is known; see §3.1) gives the entire abelianization of Mod g,1 (L) if 4 ∤ L. It answers Sato's question in the affirmative in these cases. Remark. For L odd, this was previously and independently proven by the author [54] and Sato [56] and by Perron [49] modulo 2-torsion. Sato also proved it for L = 2.
Theorem F (Abelianization of Mod g (L)
It follows from the proof of Theorem F that the term
As we shall see, this purely group-theoretic vanishing phenomena is a consequence of the fact that
Remark. To remove the condition 4 ∤ L from the hypotheses of Theorems A-F while still using the basic techniques of this paper, one would have to remove the condition 4 ∤ L not only from the hypotheses of Theorem E, but also from the hypotheses of Theorems 3.7 and 4.1 below. Computer calculations indicate that this is probably possible for Theorems E and 4.1, but I am not sure if it is possible for Theorem 3.7 (see the remark following Theorem 3.7 for more details on this).
Outline of paper and remarks. In §2, we will discuss some preliminary results and definitions about group cohomology and orbifolds. The proofs of Theorems C-E come next : in §3, we discuss some basic results about the symplectic group, in §4, we prove Theorem E, and in §5, we introduce A g and prove Theorems C and D. In §6, we then discuss some results about the Torelli subgroup of the mapping class group needed for the remaining theorems of the paper. Finally, in §7 we introduce M g and prove Theorems A-B and F.
A naturality convention. Throughout this paper, the following will occur several times. Let Γ be a group, let G be a normal subgroup of Γ, and let φ : G → M be a homomorphism, where M is an abelian group with a natural Γ action. For instance, Γ might be Sp 2g (Z) and M might be H 1 (Σ g ; Z). We will say that φ is Γ-equivariant if φ (yxy −1 ) = y · φ (x) for all x ∈ G and y ∈ Γ.
Preliminaries

Group cohomology
We begin by reviewing some facts about group cohomology and establishing some notation. Good references include [10] and [41] .
Degree zero. Let G be a group and M be a G-module.
We have the following duality between twisted homology and cohomology. 
The Hochschild-Serre spectral sequence. Let
be a short exact sequence of groups and let M be a G-module. The homology Hochschild-Serre spectral sequence is a first quadrant spectral sequence converging to H * (G; M) whose E 2 page is of the form E 2 p,q = H p (Q; H q (K; M)). The edge groups of this spectral sequence have the following interpretations.
Theorem 2.2 ([41, Proposition 10.2]).
•
A standard consequence of the Hochschild-Serre spectral sequence is the 5-term exact sequence
A similar spectral sequence exists in group cohomology. Several times we will use the following consequence of the 5-term exact sequence.
Lemma 2.3. Let G be a group and M be a G-module. Assume that G
Proof. An immediate consequence of the 5-term exact sequence of the short exact sequence
with coefficients in M.
Equivariant homology.
To define Chern classes of line bundles over orbifolds, we will need some basic results about equivariant homology. A standard reference is [10, Chapter VII] . Throughout this section, X is a smooth manifold and G is a discrete group acting properly discontinuously on X by orientation preserving diffeomorphisms.
Remark. In [10] , it is assumed that X has a G-equivariant triangulation. In our situation, a theorem of Illman [30] says that such a triangulation always exists and is essentially unique.
We start with the following definition.
Definition. Let EG be the universal cover of a fixed classifying space for G. The group G acts freely on X × EG, and we will denote by X × G EG the result of the Borel construction, i.e. the quotient
Remark. It is easy to see that H * G (X ; Z) and H G * (X ; Z) do not depend on the choice of EG. We will need the following two results about H * G (X ; Z). Lemma 2.4. Let X be a smooth manifold and G be a group acting properly discontinuously on X by orientation-preserving diffeomorphisms.
If X is n-connected, then H
2. For all k ≥ 1, we have a short exact sequence
The first conclusion is proven exactly like [10, Proposition VII.7.3] , and the second conclusion is a translation of the universal coefficients theorem.
Orbifolds
Topological theory
We will not bother to set up a proper category of orbifolds, but simply give definitions and theorems adapted to the needs of this paper (see [61, Chapter 13] for a more general discussion). We begin with the following definitions.
Definition. An orbifold consists of a pair (X , G), where X is a simply-connected smooth manifold and G is a group acting properly discontinuously on X by diffeomorphisms. An orbifold (X , G) is a trivial orbifold if G acts freely. If (X 1 , G 1 ) and (X 2 , G 2 ) are orbifolds, then a map (X 1 , G 1 ) → (X 2 , G 2 ) consists of a map f : X 1 → X 2 and a homomorphism φ :
for all x ∈ X 1 and g ∈ G 1 . We will say that a map (X 1 , G 1 ) → (X 2 , G 2 ) is a cover if X 1 = X 2 , the map f : X 1 → X 2 is the identity, and the homomorphism φ :
Remark. The standard definition of an orbifold involves a local definition. Our orbifolds are what are usually called good orbifolds.
Remark. If (X , G) is a trivial orbifold, then G acts as a group of covering transformations on X . In this case, the notion of a cover reduces to the standard notion of a cover of the quotient X /G.
We now define the topological Picard group of an orbifold.
Definition. Let (X , G) be an orbifold. The topological Picard group Pic top (X , G) of (X , G) is the set of oriented G-equivariant complex line bundles on X (up to the obvious equivalence). The set Pic top (X , G) forms an abelian group under tensor products.
If (X , G) is a trivial orbifold, then Pic top (X , G) is the usual group Pic top (X /G) of complex line bundles on the quotient X /G, and it is well-known that in this case the first Chern class map c 1 :
is an isomorphism. The extension of this to more general orbifolds is as follows.
This is a well-known result, but we have been unable to locate a proof of it in precisely this form (for instance, Conner [12] gives a proof in the case that G is finite, in which case the indicated injection is an isomorphism). We thus give a quick sketch of a proof.
Proof of Lemma 2.5. Let EG be the universal cover of a classifying space for G. The group G thus acts freely and properly discontinuously on EG × X . The space EG need not be a smooth manifold, so strictly speaking (EG × X , G) is not an orbifold, but during this proof we will relax our definition and regard (EG × X , G) as a trivial orbifold. The projection π : EG × X → X induces a map of orbifolds (EG × X , G) → (X , G). Below we will prove that the induced map π * : Pic top (X , G) → Pic top (EG×X , G) is injective. Since Pic top (EG×X , G) is a trivial orbifold, we have an isomorphism
and the lemma will follow. To see that the map π * :
Thus L is a trivial line bundle X × C with a group action. However, it is easy to see that since the group action on π * (L) is trivial, the group action on L must be trivial; i.e. L = 0, as desired.
We close this section by discussing the flat line bundles over an orbifold (X , G) (see [23, Exercise 14.1]). Since X is simply connected, the first conclusion of Lemma 2.4 says that H G 1 (X ; Z) ∼ = H 1 (G; Z). The second conclusion of Lemma 2.4 thus gives us an injection Hom(
The line bundle whose first Chern class is φ is the trivial line bundle X × C with the following G-action. Consider g ∈ G. Then φ (g) ∈ Q is welldefined up to Z, and for (x, z) ∈ X × C, we have g · (x, z) = (g · x, e 2πiφ (g) z). This is known as the flat line bundle over (X , G) with monodromy φ .
Quasiprojective orbifolds
We now discuss quasiprojective orbifolds. For more information, see [23] .
Definition. Let (X , G) be an orbifold. We will say that X /G is a quasiprojective orbifold if it satisfies the following properties.
• X is a complex manifold and G acts by biholomorphisms.
• There is a finite-index subgroup G ′ < G that acts freely on X such that if G ′′ < G ′ is a finite index subgroup, then the complex manifold X /G ′′ is a quasiprojective variety. We will say that (X , G ′′ ) is a quasiprojective finite cover of (X , G).
Remark. Observe that by definition, all finite covers of quasiprojective orbifolds are quasiprojective orbifolds.
Definition. If (X , G) is a quasiprojective orbifold with a quasiprojective finite cover (X , G ′ ), then an algebraic line bundle on (X , G) is a G-equivariant holomorphic line bundle on X that induces an algebraic line bundle on the quasiprojective variety X /G ′ . It is easy to see that this notion is independent of the choice of quasiprojective finite cover. The set of algebraic line bundles on (X , G) forms the Picard group of (X , G), which we will denote by Pic(X , G). The set Pic(X , G) forms an abelian group under tensor products. We will denote by Pic 0 (X , G) the kernel of the natural homomorphism Pic(X , G) → Pic top (X , G).
Remark. It is clear that the flat line bundles over a quasiprojective orbifold are always algebraic.
If X is a projective variety with H 1 (X ; Z) = 0, then a standard result says that Pic 0 (X ) = 0, so we have an injection c 1 :
The following is the extension of this to quasiprojective orbifolds. 
We conclude this section with the following lemma, which summarizes the manner in which we will use the above results. To make sense of its statement, recall that the first conclusion of Lemma 2.4 says that if (X , G) is an orbifold and X is contractible, then H
Lemma 2.7. Let (X , G) be a quasiprojective orbifold with X contractible and let G ′ < G be a finite-index subgroup. Assume that the following hold.
• H 1 (G; Z) = 0 and
• H 2 (G; Z) = Z and H 2 (G ′ ; Q) = Q.
• There exists
• There exists some n ≥ 1 such that the pullbackλ ∈ Pic(X , G ′ ) of λ is divisible by n and the image of
Then the following hold.
• Pic(X , G ′ ) is generated modulo torsion by
• The image of
Proof. By Theorem 2.6 and Lemma 2.5 and the assumptions of the lemma, we have an isomorphism Pic(X , G) ∼ = H 2 (G; Z) and an injection c 1 :
. Via flat bundles we see that c 1 (Pic(X , G ′ )) contains the torsion subgroup of H 2 (G ′ ; Z). The remainder of the conclusions of the lemma are immediate consequences of the commutative diagram
of universal coefficient exact sequences.
The symplectic group
The key to proving our theorems about A g (L) is the exact sequence
To analyze it, we will need some results about
Remark. The fact that the map 
The abelianization of
as follows (see [49, 54, 56] for more details). An element M ∈ Sp 2g (Z, L) can be written in the form
and that the resulting map is a homomorphism whose kernel is Sp 2g (Z, L 2 ). It is also not hard to show that φ is surjective. Summing up, we have a short exact sequence
Remark. The construction of φ is inspired by a similar homomorphism constructed by Lee and Szczarba [40] for congruence subgroups of SL n (Z). They also proved an analogue of Theorem 3.2 below. We also remark that Newman and
as an abelian group (but not as an Sp 2g (Z)-module) in [48] .
We pause now to prove the following lemma, which will be need in §3.2.
Lemma 3.1. Fix g ≥ 3, a prime p, and some k ≥ 1. We then have an
Remark. The isomorphism class of Sp 2g (Z, p k )/ Sp 2g (Z, p k+1 ) as an abelian group was determined by Newman and Smart in [48] . Lemma 3.1 identifies it as an Sp 2g (Z)-module.
Proof of Lemma 3.1. By exact sequence (3), we have Sp 2g
For L odd and g ≥ 3, the following result (which was proven independently by Perron, Sato, and the author) shows that φ gives the entire abelianization of Sp 2g (Z, L). 
This Sp 2g (Z)-equivariant isomorphism takes
to the 2g-dimensional vector whose entries are the diagonals of B and C modulo 2 (this is not stated in quite this form in [28] , but it is implicit in the proof of Lemma 1.i from that paper).
Using (4), we can take the quotient of exact sequence (3) by Sp 2g (Z, L 2 , 2L 2 ) and get an exact sequence
Sato proved that we have obtained the abelianization of Sp 2g (Z, L).
Theorem 3.4 (Sato [56]). Fix g ≥ 3 and L ≥ 2 such that L is even. We then have
[Sp 2g (Z, L), Sp 2g (Z, L)] = Sp 2g (Z, L 2 , 2L 2 ).
Corollary 3.5. Fix g ≥ 3 and L ≥ 2 such that L is even. We then have a short exact sequence
0 −→ H 1 (Σ g ; Z 2 ) −→ H 1 (Sp 2g (Z, L); Z) −→ sp 2g (Z L ) −→ 0 of Sp 2g (Z)-modules.
Four results about Sp 2g (Z L )
We will need four results about Sp 2g (Z L ), the first two of which are the following group cohomology calculations.
Proof. The group Sp 2g (Z L ) is the surjective image of Sp 2g (Z), which satisfies H 1 (Sp 2g (Z); Z) = 0 (see Theorem 5.1 below). The lemma follows. 
Remark. For L prime, Theorem 3.7 was originally proven by Steinberg [59] . The calculations in [59] and [58] , which deal with arbitrary Chevalley groups, are closely related to Milnor's definition of K 2 of a ring. In the general context of Chevalley groups, the condition 4 ∤ L is necessary; indeed, for large n we have
This latter result is due to Dennis; see [44, Corollary 10.8] and [16, §12] .
The other two lemmas we need allow us to express Sp 2g (Z L ) in terms of Sp 2g (Z p ) for p prime. The first is the following, which is due to Newman and Smart. 
The second is as follows.
Lemma 3.9. Fix g ≥ 3, a prime p, and some k ≥ 1. We then have a short exact sequence
Remark. The condition (p, k) / ∈ {(2, 1), (3, 1)} is not necessary, but the indicated result is sufficient for our purposes and has an easier proof.
Proof of Lemma 3.9 . By Lemma 3.1, we can obtain (5) by quotienting the exact sequence
by Sp 2g (Z, p k+1 ). We must only prove that (5) does not split if (p, k) / ∈ {(2, 1), (3, 1)}. Assume that (5) does split, and let ϕ : Sp 2g (Z p k ) → Sp 2g (Z p k+1 ) be a splitting. For an integer L, we will during this proof denote by I L and O L the 2g × 2g identity and zero matrices with entries in Z L , respectively (in the rest of this paper, the subscripts refer to the dimensions of the matrices). Also, we will denote by E L the 2g × 2g matrix with entries in Z L with a 1 at position (1, g + 1) and 0's elsewhere. Observe that
we will obtain a contradiction if we show that all the higher order terms in this sum vanish. Consider
n as a sum of terms each of which for some 0 ≤ m ≤ n is a product of m factors of E p k+1 and (n− m) factors of p k A, taken in some order. If one of these terms contains 2 factors of p k A, then it must vanish. Also, since E 2 p k+1 = 0, if one of these terms contains two adjacent factors of E p k+1 , then it must vanish. If n ≥ 4, then we conclude that (E p k+1 + p k A) n = 0. If 2 ≤ n ≤ 3, then we might not have (E p k+1 + p k A) n = 0, but each nonzero term in it must contain a factor of p k A, so we deduce that
n is a multiple of p k+1 ; i.e. it vanishes.
The twisted first homology groups of Sp 2g (Z L )
This section has three subsections. In §4.1, we show that
and L even with 4 ∤ L, slightly generalizing a result a Pollatsek [51] . In §4.3, we prove Theorem E, which asserts that
This is proceeded by §4.2, where a number of preliminary results are collected.
The first homology group of
Assume that G is a group and M is a G-vector space over a field of characteristic not equal to 2. Furthermore, assume that there is some element in the center of G that acts by −1 on M. It is an easy exercise in elementary group cohomology (whose details we leave to the reader since this result is only needed for motivation) that under these conditions we have H 1 (G; M) = 0. In particular, if p is an odd prime, then this applies to the action of Sp 2g (Z p ) on H 1 (Σ g ; Z p ), since we have − I 2g in the center of Sp 2g (Z p ).
For p = 2, this fails, and in fact Pollatsek [51] showed that
The following theorem slightly extends this.
Remark. Computer calculations indicate that the condition 4 ∤ L is probably unnecessary.
Proof of Theorem 4.1. The algebraic intersection form is a nondegenerate pairing on H
(this is where we use the fact that 4 ∤ L). Clearly Sp 2g (Z L/2 ) acts trivially on H 1 (Σ g ; Z 2 ), and Lemma 3.6 says that H 1 (Sp 2g (Z L/2 ); Z) = 0. We can thus apply Lemma 2.3 to deduce that
Pollatsek's theorem [51] says that this is 0, and the result follows.
Some preliminaries for Theorem E 4.2.1 The transgression in the cohomology Hochschild-Serre spectral sequence
In [27] , Huebschmann gives a recipe for computing the first transgression in the Hochschild-Serre spectral sequence. We will need a very special case of this theorem.
Consider a short exact sequence of groups
where A is abelian. Regarding A as a G-module, there is an associated Hochschild-Serre spectral sequence converging to H * (G; A). The first transgression of this spectral sequence is the differential A) contains a distinguished element, namely, the identity homomorphism i : A → A. There is thus a canonical element d(i) ∈ H 2 (Q; H 0 (A; A)) ∼ = H 2 (Q; A) associated to the extension (6). The Euler class of (6) provides another canonical element of H 2 (Q; A). Huebschmann proved that these two elements are equal. Remark. In fact, Huebschmann proves a much more general result than Theorem 4.2, but in our special case it is easy to see that Huebschmann's theorem reduces to Theorem 4.2.
The symplectic Lie algebra
We will need two facts about sp 2g (Z p ). They are both analogues of familiar results in characteristic 0, but their proofs are somewhat different. The first is the following. For the proof of Proposition 4.3, we will need the following theorem. In it, we denote by F p the algebraic closure of the field with p elements. Lemma 7] says that sp 2g (F p ) is an irreducible Lie algebra (we remark that Jacobson showed that this fails if p = 2). The standard theory of algebraic groups then says that sp 2g (F p ) is an irreducible representation of Sp 2g (F p ) (see [6, §6] for more details on this point). A theorem of Curtis [13] finally allows us to conclude that this representation remains irreducible upon being restricted to Sp 2g (Z p ) < Sp 2g (F p ), as desired.
Remark. Curtis's paper [13] makes the assumption that p > 7, but this assumption is not necessary; see [6, Corollary 7.3] for the details of the general case.
Proof of Proposition 4.3. Consider
We get an induced Sp 2g (Z p )-module homomorphism f : sp 2g (F p ) → sp 2g (F p ). Theorem 4.4 says that sp 2g (F p ) is an irreducible Sp 2g (Z p )-module, so Schur's lemma implies that f is scalar multiplication by an element of F p . The homomorphism f is then multiplication by the same element, so we deduce that in fact f is scalar multiplication by an element of Z p , and the proposition follows.
The second result we will need is as follows. 
). However, while we will prove below that H 1 (Sp 2g (Z 2 ); sp 2g (Z 2 )) = 0, a computer calculation similar to the one we will describe in Step 1 of the proof of Theorem E shows that H 1 (Sp 2g (Z 2 ); sp 2g (Z 2 )) = Z 2 .
If we were working in characteristic 0, then Lemma 4.5 would follow from the nondegeneracy of the Killing form Tr(ad(x) ad(y)). However, it turns out that the Killing form is degenerate if p | g + 1 (on [57, p. 47] , this observation is attributed to Dynkin [17] ). Thankfully, in our situation something even more simple-minded works. Namely, elements of sp 2g (Z p ) are matrices, so we can define (x, y) = Tr(xy).
This is clearly a symmetric bilinear form invariant under the action of Sp 2g (Z p ), and the following lemma says that it is nondegenerate. This lemma, which has Lemma 4.5 as an immediate corollary, seems to be well-known. For instance, it is asserted without proof on [57, p. 47] . However, we have been unable to find a reference proving it, so we include a proof.
Proof of Lemma 4.6. We will write down a basis S for sp 2g (Z p ) such that for x ∈ S, there is a unique x ′ ∈ S with Tr(xx ′ ) = 0. Choosing an ordering of the elements of S, it will follow that the matrix M representing the bilinear form (·, ·) has a unique non-zero element in each row. Since the form is symmetric, M will also have a unique non-zero element in each column. We will thus thus be able to conclude that up to signs, the determinant of M is the product of these non-zero elements, and the lemma will follow. For 1 ≤ i, j ≤ 2g, let E i, j denote the matrix with a 1 at position (i, j) and 0's elsewhere. Define
where
It is clear that S is a basis for sp 2g (Z p ). The lemma is now a simple case by case check. For instance, the only x ∈ S with Tr(A i, j x) = 0 is A j,i , and
The other cases are similar.
Homological stability
Fix a ring R. Define a coefficient system for Sp 2g (R) to be a sequence {M g , i g } g≥1 , where M g is an Sp 2g (R)-module and i g : M g → M g+1 is an map that is equivariant with respect to the natural inclusion Sp 2g (R) ֒→ Sp 2(g+1) (R). One example of such a coefficient system is M g = sp 2g (R), where the maps i g : M g → M g+1 are the obvious inclusions.
For R sufficiently nice, Charney [11] proved a homological stability result for Sp 2g (R) with respect to coefficient systems that are central of degree k for some k ≥ 0. We will not reproduce the definition of this here, but merely record the following fact, whose proof is similar to that of Example 3 on [11, p. 123]. The statement of Charney's theorem depends on the connectivity of a certain space HU (R 2g ), the poset of hyperbolic unimodular sequences in R 2g (equipped with the standard symplectic form). The key property of HU (R 2g ) for us is the following lemma. .a]; a ring R has stable rank n in the sense of [45] if it satisfies Bass's condition SR n+1 (R)).
We can now state Charney's theorem. 
is surjective for g ≥ 2i + k + a and bijective for g ≥ 2i + k + a + 1.
Remark. Charney proved a result similar to Lemma 4.8 for R a PID. This is enough to cover most of our uses of Theorem 4.9; however, in Step 2 of the proof of Theorem E below, we will need to apply Theorem 4.9 with R = Z 9 , which is not a domain.
The proof of Theorem E
Recall that we wish to prove that
for g ≥ 3 and L ≥ 2 such that 4 ∤ L. The proof will have four steps. In all the steps, we fix g ≥ 3.
Step 1. Let p be prime. Then H 1 (Sp 2g (Z p ); sp 2g (Z p )) = 0.
Lemma 2.1 says that
It is enough to prove that either side of (7) vanishes. For p odd, Lemma 4.5 says that (sp 2g (Z p )) * ∼ = sp 2g (Z p ). A theorem of Volklein [62] says that H 1 (Sp 2g (Z p ); sp 2g (Z p )) = 0 for g ≥ 3 and primes p > 5. We thus only need to deal with p ∈ {2, 3, 5}. By the homological stability theorem for the symplectic group (Theorem 4.9) together with Lemmas 4.7 and 4.8, for a fixed p the desired result will hold for all g if it holds for g such that 3 ≤ g ≤ 8. This reduces the result to checking a finite number of cases. These cases may be easily checked on a computer using the algorithm for calculating twisted first cohomology groups given in [26, §7.6.1]. Computer code for performing these calculations (written in C++) can be found on the author's webpage.
Step 2. Let p be an odd prime and let k
Since p is odd, Lemma 2.1 together with Lemma 4.5 says that the desired claim is equivalent to proving that H 1 (Sp 2g (Z p k ); sp 2g (Z p )) = 0. The proof of this will be by induction on k. The case k = 1 follows from Step 1. Our inductive argument also does not cover the case (p, k) = (3, 2), but this case can be handled by a computer calculation just as in Step 1.
Assume now that k ≥ 1 and that H 1 (Sp 2g (Z p k ); sp 2g (Z p )) = 0. If p = 3, then we will also assume that k ≥ 2. We must prove that H 1 (Sp 2g (Z p k+1 ); sp 2g (Z p )) = 0. By Lemma 3.9, we have a nonsplit short exact exact sequence
Observe that the restriction of the action of Sp 2g (Z p k+1 ) on sp 2g (Z p ) to the subgroup sp 2g (Z p ) is trivial. The E 2 page of the associated Hochschild-Serre spectral sequence for cohomology with coefficients in sp 2g (Z p ) is of the form
By assumption, we have have
be the differential. Since the action of Sp 2g (Z p k ) on sp 2g (Z p ) factors through Sp 2g (Z p ), we can use Proposition 4.3 to deduce that
is an order p cyclic group generated by the identity homomorphism i : sp 2g (Z p ) → sp 2g (Z p ). Since (8) does not split, Theorem 4.2 implies that d(i) = 0. We conclude that the E 3 page of the spectral sequence is of the form 0 * 0 * and the desired result follows.
Step 3. Let L ≥ 2 satisfy 4 ∤ L and let p be a prime dividing L. Then 
).
For i > 1, the action of Sp 2g (Z p k i i ) on sp 2g (Z p ) is trivial. Additionally, Lemma 3.6 says that
); Z) = 0 for all i. Lemma 2.3 thus implies that ); sp 2g (Z p )) = 0. The result follows.
Step 4.
, where the p i are distinct odd primes and
The proof will be by induction on ∑ |k ′ i |. The base case is ∑ |k ′ i | = 1, in which case L ′ = p j for some 1 ≤ j ≤ n and the result follows from Step 3. Assume now that ∑ |k ′ i | > 1 and that the desired result is true for all smaller sums. Pick
There is a short exact sequence
of rings and a corresponding short exact sequence
This induces a long exact sequence in Sp 2g (Z L )-homology which contains the segment
The inductive hypothesis implies that
5 The moduli space of principally polarized abelian varieties
Definitions
We now introduce the moduli space of principally polarized abelian varieties. For more information, see [21, 29, 47] . The Siegel upper half plane H g is the space of g × g symmetric complex matrices with positive definite imaginary parts. A principal polarization of an abelian variety A is an extra bit of data whose precise nature does not concern us here. All we will need to know is that it provides a symplectic form on H 1 (A; Z). The space H g parametrizes pairs (A, B) , where A is a principally polarized abelian variety and B is a symplectic basis for H 1 (A; Z). The abelian variety associated to
). The space H g is a contractible complex manifold and the group Sp 2g (Z) acts on it holomorphically and properly discontinuously. If M ∈ Sp 2g (Z) and Ω ∈ H g , then
where M = A B C D is the decomposition of M into g× g blocks. One can view this action as changing the symplectic basis associated to an element of H g .
To simplify our statements, we will denote Sp 2g (Z) and A g by Sp 2g (Z, 1) and [29] for a proof and history of this result). We conclude that A g (L) is a quasiprojective orbifold with quasiprojective finite cover A g (L ′ ) for any L ′ ≥ 3 such that L|L ′ .
Some classical results
To investigate Pic(A g (L)), our main tool will be Lemma 2.7. To verify the conditions of that lemma, we will need a number of classical results, the first of which are the following group-cohomology calculations.
Remark. Theorem 5.1 is classical, but I do not know a good reference for it. See the remark after the proof of Lemma 7.5 below for one way to extract it from the literature.
Theorem 5.2 (Kazhdan, [38]). Fix g ≥ 2 and L
Remark. The range of g in Theorem 5.3 is better than that claimed in [7] , and follows from a criterion that can be found in [8] .
Recall that Pic(A g ) is the set of Sp 2g (Z)-equivariant line bundles on H g . There is a standard line bundle L g ∈ Pic(A g ) whose sections are the Siegel modular forms (of weight 1 and level 1; see [21] or [47] ). The fiber of L g over a point of H g can be identified with the space of holomorphic 1-forms on the associated abelian variety. The following theorem gives its first Chern class.
Theorem 5.4 ([23, Theorem 17.4]). For g
) to be the pullback of L g . For even levels, the transformation formulas for the theta-nulls (see, e.g., [21, §I.5] ) show that they provide a square root for L g (L) when L is even. We thus have the following divisibility result.
We now verify exact sequence (2) from the introduction. Fix g ≥ 3 and L ≥ 2 (we are not assuming that 4 ∤ L). By Theorem 5.3, the universal coefficients exact sequence for
Combining Theorem 5.2 with the first conclusion of Lemma 2.4, we can apply Theorem 2.6 to deduce that there is an injection Pic(A g (L)) ֒→ Pic top (A g (L) ). Combining Lemma 2.5 with the first conclusion of Lemma 2.4, we get an injection
contains the entire torsion subgroup, as every element of
, we therefore obtain an exact sequence
as desired.
The proofs of Theorems C and D
We wish to apply Lemma 2.7 with (X , G) = (H g , Sp 2g (Z)) and
The results of §5. 1-5.2 show that all the conditions of Lemma 2.7 are satisfied except possibly the condition that the image A of H 2 (Sp 2g (Z, L); Z) in H 2 (Sp 2g (Z); Z) ∼ = Z is m Z for some m with 1 ≤ m ≤ n, which we now prove. We will use the Hochschild-Serre spectral sequence in group homology arising from the short exact sequence
Theorem 3.7 says that H 2 (Sp 2g (Z L ); Z) = 0. Theorem 2.2 thus implies that the E ∞ page of our spectral sequence is of the form
Our goal is to show that B = 0 if L is odd and that B is either 0 or Z 2 if L is even (it will then follow that in fact B = Z 2 ). To do this, it is enough to prove a similar result for
, so we can apply Theorem E to deduce that
If L is even, then Corollary 3.5 gives a short exact sequence
Using Theorems E and 4.1, this reduces to
6 The Torelli group
Definition and generators
To prove our theorems about the moduli space of curves, we will need some results about the Torelli group (see [35] 1. If x is a non-nullhomotopic separating curve (see Figure 1 .a), then x is nullhomologous, and it follows that T x ∈ I g,b . We will call T x a separating twist.
2. If {y, z} is a pair of disjoint non-homotopic simple closed nonseparating curves such that y ∪ z separates Σ g,b (see Figure 1 .a), then y and z are homologous. Thus T y and T z act in the same way on
We will call {y, z} a bounding pair and T y T −1 z a bounding pair map.
Following work of Birman [3] , it was proven by Powell [52] that I g,b is generated by the set of all bounding pair maps and separating twists. For g ≥ 3, this was improved by Johnson.
Theorem 6.1 (Johnson, [32] ). For g ≥ 3 and b ≤ 1, the group I g,b is generated by bounding pair maps.
Remark. Later, Johnson [36] proved that I g,b is generated by finitely many bounding pair maps for g ≥ 3. This should be contrasted with work of McCullough and Miller [43] , who showed that I 2 is not finitely generated. It is still unknown whether or not I g,b is finitely presentable for g ≥ 3.
Abelianization
The Johnson homomorphism
We now turn to the abelianization of I g,b . There are two key abelian quotients of I g,b . The first is the Johnson homomorphism, which was constructed by Johnson in [33] . The precise definition of this homomorphism will not be needed in this paper (it can be viewed as measuring the "unipotent" part of the action of I g,b on the second nilpotent truncation of π 1 (Σ g,b ) ), so we only list the properties of it that we need. Letting H = H 1 (Σ g,b ; Z) , it is a surjective Mod g,b -equivariant homomorphism of the form τ :
H is then independent of the basis, and we have an injection H ֒→ ∧ 3 H that takes h ∈ H to h ∧ ω.
The Birman-Craggs-Johnson homomorphism
The second abelian quotient of I g,b is given by the Birman-Craggs-Johnson homomorphism. In [5] , Birman and Craggs constructed a large family of Z 2 quotients of I g,b using the Rochlin invariant of homology 3-spheres. Later, in [34] , Johnson packaged all these abelian quotients into one homomorphism. Its target is easiest to describe when b = 1. Let Ω be the set of all Z 2 -quadratic forms on H 1 (Σ g,b ; Z 2 ) inducing the standard intersection form. In other words, Ω is the set of all maps f :
is the algebraic intersection form. The target of the Birman-Craggs-Johnson homomorphism is a certain additive subspace of the ring Map(Ω, Z 2 ) of Z 2 -valued functions on Ω.
For each x ∈ H 1 (Σ g,b ; Z 2 ), there is a function x : Ω → Z 2 that takes f ∈ Ω to f (x). It is clear that x 2 = x and x + y = x + y + i(x, y) for x, y ∈ H 1 (Σ g,b ; Z 2 ); here i(x, y) ∈ Z 2 denotes the constant function. Motivated by this, we make the following definitions. Let B ′ (2g) denote the ring of polynomials with Z 2 coefficients in the (formal) symbols {x | x ∈ H 1 (Σ g,b ; Z 2 ), x = 0}. Next, let B(2g) denote the quotient of B ′ (2g) by the ideal generated by set of relations
) with x, y = 0 and x = y.
One can view elements of B(2g) as "square-free" Z 2 -polynomials in a fixed basis for H 1 (Σ g ; Z 2 ).
As such, element of B(2g) have a natural degree. Let B n (2g) denote the elements of B(2g) of degree at most n. Observe that B n (2g) is an abelian 2-group with a natural action of Sp 2g (Z). Moreover, we have a natural ring homomorphism
Its image is the target of the Birman-Craggs-Johnson homomorphism on a surface with one boundary component. Summing up, the Birman-Craggs-Johnson homomorphism on a surface with one boundary component is a surjective homomorphism σ :
that is Mod g,1 -equivariant. For closed surfaces, we have to take a further quotient of B 3 (2g). Associated to every f ∈ Ω is its Arf invariant, which can be computed as follows. Let {a 1 , b 1 , . . . , a g , b g } be a symplectic basis
One can show that this is independent of the symplectic basis and that two elements of Ω are in the same Sp 2g (Z 2 ) orbit if and only if they have the same Arf invariant. Let Ω 0 ⊂ Ω be the set of quadratic forms of Arf invariant 0. There is then a restriction map π : Map(Ω, Z 2 ) → Map(Ω 0 , Z 2 ). Let B n (2g) = π(B n (2g)). The Birman-Craggs-Johnson homomorphism on a closed surface is a surjective Mod gequivariant homomorphism σ :
See [34] for a calculation of the dimension of B 3 (2g).
Combining the abelian quotients
Both the Johnson homomorphisms and the Birman-Craggs-Johnson homomorphisms factor through H 1 (I g,b ; Z), and we will frequently regard them as homomorphisms with domain H 1 (I g,b ; Z). In [37] , Johnson proved that the Johnson homomorphisms and the Birman-Craggs-Johnson homomorphisms combine to give the abelianization of I g,b when g ≥ 3. However, they are not independent.
Johnson proved the following theorem.
Theorem 6.2 (Johnson, [37]). For g ≥ 3, there is a commutative diagram
Remark. The top exact sequence in (10) does not split in a manner compatible with the action of Sp 2g (Z) on H 1 (I g,b ; Z). Thus the decomposition H 1 (I g,1 ; Z) ∼ = B 2 (2g) ⊕ ∧ 3 H is not an isomorphism of Sp 2g (Z)-modules.
Similarly, one can show that B 3 (2g)/B 2 (2g) ∼ = (∧ 3 H 2 )/H 2 , and Johnson proved the following.
Theorem 6.3 (Johnson, [37] ). For g ≥ 3, there is a commutative diagram
Coinvariants
Recall that if a group G acts on a ring R, then the coinvariants of that action are denoted R G . The goal of this section is to prove Proposition 6.6 below, which gives (H 1 (I g,b ; Z)) Sp 2g (Z,L) . This is proceeded by two lemmas. In the statement of the first one, we will write Sp 2g (Z, 1) and Mod g (1) for Sp 2g (Z) and Mod g , respectively. Proof of Lemma 6.4 . For f ∈ I g,b , we will denote the associated element of (
x 2 ] L for some bounding pair {x 1 , x 2 }. Embed {x 1 , x 2 } in a 2-holed torus as in Figure 1 .b. We will make use of the crossed lantern relation from [53] . Letting {y 1 , y 2 } and {z 1 , z 2 } be the other bounding pair maps depicted in Figures 1.b -c, this relation says that
Observe that for i = 1, 2 we have z i = T x 2 (y i ). The key observation is that for all n ≥ 0 we have another crossed lantern relation
Proof. Letting S = {a 1 , b 1 , . . . , a g , b g } be a symplectic basis for H, the groups 
while if L is even, then
Proof. We will do the case of I g,1 ; the case of I g is similar. Let
, then by Lemma 6.4 the 2-torsion B 2 (2g) goes to 0 upon passing to the ring of coinvariants. Thus by Lemma 6.5 we have
Now assume that L is even. Set
under the Birman-Craggs-Johnson homomorphism is 0. In particular, examining commutative diagram (10) from Theorem 6.2, we see that K ∩ B 2 (2g) = 0. Using Lemma 6.5, we thus conclude that
Extending abelian quotients of
The last 3 terms of the 5 term exact sequence associated to the exact sequence
In this section, we discuss two known results about the image of j. As we proved in Proposition 6.6, the group (H 1 (I g,b ; Z)) Sp 2g (Z,L) has two pieces, one coming from the Johnson homomorphism and the other from the Birman-Craggs-Johnson homomorphism (the latter only existing if L is even). We begin by discussing the Johnson homomorphism τ. Analogues of the Johnson homomorphism "mod L" were constructed independently by Broaddus-FarbPutman, Perron, and Sato. The following theorem gives their main properties. 
Here the right hand vertical arrows are reduction mod L.
An immediate consequence of this theorem is that the terms of (H 1 (I g,b ; Z)) Sp 2g (Z,L) given by the quotients of the Johnson homomorphisms inject into H 1 (Mod g,b (L); Z).
We now turn to the Birman-Craggs-Johnson homomorphism σ . A version of this was constructed on Mod g,b (2) by Sato. However, he did not manage to get the entire image of σ . Observe that B 3 (2g) and B 3 (2g) contain the "constant" subgroups B 0 (2g) and B 0 (2g), both of which are isomorphic to Z 2 . Define
to be the compositions of the Birman-Craggs-Johnson homomorphisms with the quotients by B 0 (2g) and B 0 (2g). Sato proved the following theorem.
Theorem 6.8 (Sato [56] 
Remark. In [56] , it is also proven that there does not exist an abelian group B together with a homomorphism Mod g,1 (2) → B and an injection j : B 3 (2g) ֒→ B such that the diagram
commutes, and similarly for Mod g (2) . For L > 2, Theorem 7.8 below implies that a similar statement is true for Mod g,1 (L) and Mod g (L).
For L even, we can restrict the homomorphisms given by Theorem 6.8 to Mod g,b (L) and obtain that the only possible subgroups of the pieces of (H 1 (I g,b ; Z)) Sp 2g (Z,L) given by the Birman-CraggsJohnson homomorphisms that can go to 0 in H 1 (Mod g,b (L); Z) are B 0 (2g) and B 0 (2g).
Summing up, we have obtained the following lemma. 7 The moduli space of curves
Definitions
We now introduce the moduli space of curves. For more information, see [23, 25] .
Let T g be Teichmüller space, i.e. the space of pairs (S, B) where S is a genus g Riemann surface and B is a standard basis for π 1 (S) (up to conjugacy). The space T g is a contractible complex manifold and the group Mod g acts on it holomorphically and properly discontinuously in the following way. If φ ∈ Mod g and (S, B) ∈ T g , then φ (B) is well-defined up to conjugacy and φ (S, B) = (S, φ (B)).
To simplify our statements, we will denote Mod g and M g by Mod g (1) and M g (1) , respectively.
is a quasiprojective variety for all L (this was originally proven by Baily [4] ; see also [15] ). We conclude that M g (L) is a quasiprojective orbifold with quasiprojective finite cover M g (L ′ ) for any L ′ ≥ 3 such that L|L ′ . The representation Mod g → Sp 2g (Z) is induced by the orbifold map M g → A g that takes a Riemann surface to its Jacobian.
Some known results
Just like in the case of Pic(A g (L), our main tool for investigating Pic(M g (L)) will be Lemma 2.7.
To verify the conditions of that lemma, we will need a number of results, the first of which are the following group-cohomology calculations. Remark. Harer's paper [24] only considers the case g ≥ 5 and contains an erroneous torsion term. The case g = 4 is essentially due to Pitsch [50] , though his paper only considers surfaces with boundary. For more information, see the survey [39] , which also gives a very short proof (due to Harer) of Theorem 7.1. To relate M g and A g , we will need the following folklore result. I do not know a reference for it, so I include a proof. I g ; Z) ) Sp 2g (Z) = 0, and the lemma follows.
Remark. One can obtain Theorem 5.1 from the above results as follows. First, the map Mod g → Sp 2g (Z) is a surjection, so Theorem 7.1 implies that H 1 (Sp 2g (Z); Z) = 0 for g ≥ 3. Second, one can combine Lemma 7.5 and Theorem 7.2 to deduce that H 2 (Sp 2g (Z); Z) = Z for g ≥ 4.
Next, let L g ∈ Pic(M g ) be the determinantal bundle of the Hodge bundle, as in the introduction. As is shown in [23, Corollary 17.4] , the line bundle L g is the pullback of L g ∈ Pic(A g ). We will need two properties of L g . First, it generates Pic(M g ). For the second, let L g (L) ∈ Pic(M g (L)) be the pullback of L g . We will need the following recent theorem of G. Farkas. is surjective, so we conclude that the map H 2 (Mod g (L); Z) → H 2 (Sp 2g (Z); Z) is surjective, as desired.
Assume now that L is even. Lemma 6.9 says that ker(i) is either 0 or Z 2 , so the cokernel of the map H 2 (Mod g (L); Z) → H 2 (Sp 2g (Z, L); Z) is either 0 or Z 2 . Theorem D says that the image of H 2 (Sp 2g (Z, L); Z) in H 2 (Sp 2g (Z); Z) ∼ = Z is 2 Z, so we conclude that the image of the map H 2 (Mod g (L); Z) → H 2 (Sp 2g (Z); Z) is either 2 Z or 4 Z, as desired.
The abelianization of Mod g (L)
The following theorem subsumes Theorem F from the introduction. arising from the naturality of the 5-term exact sequence to deduce that ker(i g,1 ) must be nonzero. Just like before, the theorem now follows from Proposition 6.6 and Lemma 6.9.
