Explicit formulae are given for the saddle connection for an integrable family of standard maps studied by Suris. A generalization of Melnikov's method shows that, upon perturbation, this connection is destroyed. We give explicit formula for the rst order approximation of the area of the lobes of the resultant turnstile. It is shown that the lobe area is exponentially small in the limit when the Suris map approaches the trivial twist map.
Introduction
Standard maps are area-preserving di eomorphisms of T R given by f( ; r) = ( + r + V 0 ( ); r + V 0 ( )) ; (1) where the potential, V , is periodic, V ( + 1) = V ( ). The case where
is known as the standard or Taylor-Chirikov map. This model is important because it gives a local description of nonintegrable two degree of freedom Hamiltonian dynamics. Twist maps, of which the standard map is an example, will be our major concern in this paper (for review, see 17] ). Such maps have Lagrangian generating functions, S( ; 0 ), which generate the map implicitly through the equations r = ?@ 1 S( ; 0 ) ; r 0 = @ 2 S( ; 0 ) : (3) To generate a map, S must satisfy the twist condition that the second equation above can be inverted to obtain 0 (r; ); this occurs, e.g. if @ 1 @ 2 S < 0 ; (4) and implies the geometric condition that vertical lines tilt to the right upon iteration, @ 0 @r > 0. Furthermore, we assume that our twist map has zero net ux, which is equivalent to S( + 1; 0 + 1) = S( ; 0 ) : (5) For maps of the standard form, the generating function is S( ; 0 ) = 1 2 ( 0 ? ) 2 + V ( ) : (6) In this paper we discuss a standard map introduced by Suris 21, 17] The Suris map, f , i.e., the standard map with this potential, is integrable with integral I ( ; r) = cos r + cos (2 ? r) ;
i.e. I f = I . Contours of I are shown in gure 1. The map is integrable for any , however, we will consider the case 0 < < 1, as the topology of the saddle connections changes at = 1. For 0 < < 1 the map f has hyperbolic xed points at z a = (? 1 2 ; 0) and z b = ( 1 2 ; 0), that are connected by two saddle connections, forming the upper and lower separatrices of the xed point resonance.
Since the Suris map is integrable and has twist, Birkho 's theorem 17] implies that the saddle connection between the equivalent points z a and z b , which is a rotational invariant circle, is necessarily the graph of a function r = ( ), for 2 U = ? 1 2 ; 1 2 ]. The dynamics on the saddle connection from
(1), gives the circle di eomorphism ! h( ) = + ( ) + V 0 ( ).
We will show that, under perturbation, the stable and unstable manifolds of the perturbed twist map intersect transversally. We use a modi cation of Melnikov's method 18] for twist maps 7, 8, 9] .
We perturb the system by adding to the original potential any C 2 periodic function P( ). We assume for simplicity that P also satis es P(? 1 2 ) = P( 1 2 ) = 0 and P 0 (? 1 2 ) = P 0 ( 1 2 ) = 0. Then for small enough , S + P is a twist generating function, and the corresponding map f ; has hyperbolic xed points at z a and z b . Below we consider the case P( ) = cos 2 . We show that for > 0 and small enough there are two distinct transversal heteroclinic orbits from z a to z b . These delineate a turnstile with two lobes that de ne the areas that are transported into and out of the xed point resonance upon each iteration of the map. The area of the lobe gives a coordinate independent measure of the separation of the perturbed stable and unstable manifolds as well as the ux from one region to another. The exact, order approximation for the lobe area is obtained in section 4 and compared with numerical results in section 7. We summarize our results, as We now describe how a modi cation of the Melnikov method can be applied to predict the transversal intersection between the stable and unstable manifolds of two di erent periodic or xed points of a twist map. This method is based on the variational approach of Aubry 1] and Mather 15] and can be applied in general to any twist map that has a saddle connection, in particular to any integrable twist map. We begin with a map f 0 generated by S 0 . Suppose that f 0 has two hyperbolic xed points z a = ( a ; r a ) and z b = ( b ; r b ), and there is a saddle connection de ned by the graph of a function ( ) on the interval U = ( a ; b ) between these points. A di eomorphism h : U ! U is induced by the restriction of the map to the saddle connection: f 0 ( ; ( )) = (h( ); (h( ))) Let P be a C 2 function with zero net ux, (5) . Then the function S ( ; 0 ) = S 0 ( ; 0 ) + P( ; 0 )
generates a twist map f for small enough . Since hyperbolic points are nondegenerate critical points of the action 10], the perturbed map will have nearby hyperbolic xed points for small enough . A simple case occurs when a is a critical point of P( ; ) as well as of S 0 ( ; ) since it is then a critical point of S ( ; ) as well. Thus the xed points of S will have unchanged con gurations, but their momenta will be modi ed according to (3) . It is well known that there are useful relations between the action of orbits and areas of regions for twist maps 14]. We will use one such relation to obtain the Melnikov formula: a relation, between the graph and the action of orbits on the stable and unstable manifolds of a hyperbolic xed 
The di erence between these two actions leads to the Melnikov-like formula for the transversal intersection of these manifolds. We summarize the results as a theorem: ii) the Melnikov series
The theory of transport in two dimensional maps is based on a partition of phase space into regions between which transport is restricted by partial barriers of some sort. One of the simplest such partitions is to de ne a resonance zone associated with a saddle xed point and its homoclinic tangle (or the heteroclinic tangle between two such points) 14, 20, 4] . We rst recall a few de nitions.
An initial segment of a (un)stable manifold of a saddle z is de ned as a segment starting at z and continuing to some endpoint, say p. A resonance zone for z is a compact region bounded by alternating initial segments of stable and unstable manifolds that intersect only at their endpoints. Each such intersection, apart from that at z de nes a principal homoclinic point p. Even with the choice of a particular homoclinic orbit there are an in nity of choices for a resonance zone, since each point f t (p) on the orbit of p is a principal homoclinic point; however, for an area preserving map these regions all have the same area. To be physically meaningful, the point p should be chosen so that the resonance zone is not too distorted; often symmetry can be used to give an appropriate choice.
We will see that, for a perturbation of the Suris map, there are two Escape from a resonance will be slow if the unstable and stable manifolds are nearly coincident. Recall that the exit set is the set that leaves the resonance upon one iteration, and the incoming set is the set that enters the resonance upon one iteration. These are easily obtained by taking the preimage of the boundary{all points on the unstable segments shrink towards their respective saddles, and the points on the stable segments lengthen. The preimage of a resonance is also a resonance, but the principal homoclinic points p switch to f ?1 (p). For a principal point p the segment of W s between p and f ?1 (p) together with that of W u connecting these points bound a turnstile that is the union of the exit set and the incoming set.
For an area preserving map, the exit and incoming sets must have equal areas. In the simplest case there is one additional principal homoclinic point on the segment of the stable and unstable manifolds between f ?1 (p) and p, 
Then the heteroclinic points p and q continue heteroclinic points of f , and the stable and unstable manifolds of f enclose a lobe with area
4 The Suris Map
In this section we give formulas for the dynamics on the homoclinic connection of the xed point. Recall that the Suris map we consider is generated by the function (6) with the potential (7) Since V has minima at = Direct computation for c) shows that the only xed points of h occur when tan( 2 ) = 1, or = 1 2 . Furthermore, h 0 (? 1 2 ) = 1 and h 0 ( 1 2 ) = .
Since 2 (0; 1) this implies that the former is unstable and the latter is stable. (2 ) Since this last expression is ? tan( 2 V 0 ( )), this completes the proof. 2 
Saddle Connections
With the help of lemma 4, we can give a description of the intersection of the saddle connection between (? Since the map conjugates to h ?1 on this graph, this is clearly the left going saddle connection. 2 
Proof of the Main Theorem
In this section we sketch the proof of the main theorem. The analysis of the in nite series for the Melnikov function relies on some formulae that can be found in one of the notebooks of Ramanujan (cf. 2]), though we are not sure if he is the original author of the formulas or the rst to publish them. However, the formulas are remarkable and all that we do in this section and the next is a consequence of them. First we recall the theorem: Theorem 6 (Main Theorem) Let V be given by (7) Using Theorem 3, we conclude that a lobe of area ( 2 ) is enclosed by the stable and unstable manifolds, where p and q are given above. Finally, we use (17, 20) where ?( ) was de ned in (9) . This concludes the proof. 2
The explicit formula for the rst order approximation of the area is compared with numerical computations in Sec. 7. We conclude with a corollary that will be useful in the next section.
Corollary 7 Let A( ; ) be the area of the lobe that was described before. We will see that the area is exponentially small in ?1=2 . The analysis in this section is also based on the Ramanujan formalae used in the previous section. We summarize with a lemma. (22) Proof. We use (21) of corollary 7, based on rewriting ? in terms of the elliptic integral (18) and the di eomorphism H, (19) . Our elliptic function is normalized so that K(0) = 1; it has the asymptotic form 3, formula 112 
Finally, using (25) and (23) yields K(x) = K(H ?1 ( )) log ( 1 ) as ! 1 ? :
Putting equations (25) and (26) into (21) 
as ! 0.
6 Anti-Integrable Limit
While it doesn't t in with the rest of our analysis, we present in this section a large expression for the lobe area. Our main purpose is to have an expression to compare with the numerical results in the next section. This expression is easy to obtain using the \anti-integrable limit" 12]. This limit is obtained by scaling the action by ?1 , to get S = S( ; 0 )= = P( ) + ?1 S ;
and then setting ?1 = 0. The point is that when 1 > the points on the two heteroclinic orbits are all found in a neighborhood of the critical points of the potential P = cos 2 ( ), i.e., at = m=2. In the anti-integrable limit, an orbit consists solely of a sequence of con guration points sitting at these critical points. 
We compare this result with the numerical calculations in section 7.
Numerical comparison
In this section, we compare the theoretical results with numerical computations of the lobe area. The task is to nd the actions of the two homoclinic points p and q. For this task we use the symmetry of the Suris map. The action di erence between the orbits of q and p gives the lobe area, (12 This implies that the symmetric heteroclinic orbits divide naturally into pairs, one has a point on Fix(R), which we will call q and the other on We use a root nding method (Brent's method) to determine this zero to some precision, say . The choice of precision in uences the original value for , as well as the number of iterates until a crossing. Assuming W u is smooth, the point z 0 will be O( 2 ) away from W u . After t c iterates, however, this error will decrease by the factor ?tc where is roughly the unstable multiplier of the xed point. There is no sense in having this error smaller or larger than the precision of our root nder, so we set ?tc 2 . On the other hand, since we start a distance from the xed point, and wish to go a distance O(1) to nd the rst crossing of the symmetry line, To nd the second homoclinic point, p 2 Fix(fR), we repeat the above analysis, using crossing of Fix(fR) to determine t c , etc. The lobe area is given by the di erence in action between these two orbits, from (12) .
For our computations, using IEEE double precision arithmetic, we set In gure 6 we show a comparison of the result of (8) with the numerical results on a log scale. The analytical result agrees well with the numerical results when = 10 ?5 . We show the same data on a linear scale in gure 7. Remarkably, the asymptotic formula (22) agrees with the = 10 ?5 computation within 1% up to = 0:8. Note, however, that (27) provides a poor comparison with the numerical results since even when = 0:1, log(1= ) di ers from 2 p by almost 4%. In gure 7, the anti-integrable results evaluated at = 1 are also shown. We are unable to obtain numerical results for such a large , as the multiplier of the xed points is too large. 
Conclusion
The perturbed Suris map studied here depends on two parameters, the Suris parameter and the perturbation strength . We obtained the lobe area for the xed point resonance of this map for small to O( ) and for large to O( ?1 ). In the small epsilon case, we showed that the lobe area is exponentially small in ?1=2 as ! 0. This result agrees remarkably well with the numerical calculation of lobe area even up to = 0:8.
Results showing that lobe areas are exponentially small have been obtained by now by many authors; for our purposes the most interesting results are those of Lazutkin for the standard map (2) 
Here ln p k is the exponent of the hyperbolic xed point. The constant ! 0 1118:83 can be computed numerically to arbitrary accuracy using the \semi-standard" map. The exponent in the Suris map expression (22) is of identical form, since ln(1= ) 2 p is the exponent of the hyperbolic point in the Suris map. Furthermore, the integrable Suris map limits to the standard map to lowest order in if we set k = 4 , and we see that the exponents are the same in this limit as well.
It is intriguing to speculate that our results could give those of Lazutkin in some limit, however, this is not the case, since our expression captures only the O( ) term in A and neglects any terms exponentially small in .
If we assume both and are small then our map is, to lowest order, the standard map with parameter k = 4 + 2 2 In this case the multiplicative coe cient of A would be the same in (27) as in (31) if we were to set = ! 0 8 5 0:45701 However, the exponent in our expression is no longer the correct one, because we are missing exponentially small terms. So it is clear that the standard map is a harder problem to study than the one studied here.
A similar Melnikov analysis is possible for other standard maps, and in general, for any higher dimensional twist map that has a saddle connection of the type described in this paper (see 7]). In 16], we proved that there exists a large class of standard maps with saddle connections. In addition, other authors 16], 19], 22] have found examples of twist maps that are integrable. So, in principle, it is possible to apply our methods and formula (11) to these maps.
The study of perturbations of twist maps with saddle connections in higher dimensions is important because it could lead to the development of a higher dimensional theory of transport. The question of transport in higher dimensions remains, and a good de nition is still needed.
