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Introducción
Sean G, H y K espacios de Hilbert complejos y `2 = `2(N) el espacio de Hilbert de las suce-
siones complejas cuadrado-sumables. Los temas que se desarrollan en esta tesis están vinculados,
de diferente modo, al estudio de ecuaciones de operadores del tipo:
BX = C, (1)
donde B : H → K y C : G → K son operadores lineales y acotados; como así también de
ecuaciones de operadores de la clase:
T∗X∗XT = I, (2)
donde T : `2 → H es un operador lineal, acotado e inversilble; I es el operador identidad sobre `2
y el operador incógnita X : H → H está sujeto a la restricción de ser lineal, acotado e inversible.
En esta última ecuación consideramos que el espacio de HilbertH es separable.
Sea L(H,K) el conjunto de operadores lineales y acotados de H en K, L(H) = L(H,H),
L(H)+ el cono de los operadores semidefinidos positivos de L(H) y Gl(H) el grupo de los op-
eradores inversibles de L(H). Dado T ∈ L(H,K), el rango de T se denota R(T) y su núcleo se
denota N(T).
En la primera parte de esta tesis centramos la atención en el estudio de proyecciones simetriz-
ables para un operador A ∈ L(H)+; es decir, proyecciones Q que verifican la condición
AQ = Q∗A. (3)
La igualdad (3) indica que la proyección Q es autoadjunta con respecto al semi producto interno
〈 , 〉A : H×H → C, 〈ξ, η〉A = 〈Aξ, η〉 .
Luego, tales proyecciones se denominan proyecciones A-autoadjuntas. Los operadores simetriz-
ables con respecto a un operador semidefinido positivo han sido objeto de estudio de diferentes
matemáticos. El primero de los trabajos correspondientes a un estudio metódico sobre la teoría de
operadores simetrizables pertenece a M. G. Krein [41]. Luego siguieron trabajos de A. C. Zaanen
[60], W.T. Reid [55], P. D. Lax [43] y J. Dieudonné [24]. En trabajos más recientes, P. Cojuhari y A.
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Gheondea [16], S. Hassi, Z. Sebestyén y H. S. V. De Snoo [38] extendieron la teoría de simetriz-
abilidad a operadores no acotados T : D(T) ⊆ H → K, con semi productos internos 〈 , 〉A
sobre H y 〈 , 〉B sobre K, donde B ∈ L(K)+. Estos trabajos muestran la existencia de una íntima
relación entre operadores simetrizables para A y operadores autoadjuntos en L(R(A1/2)); aquí
R(A1/2) denota el espacio de Hilbert definido por el subespacio R(A1/2) con el producto inter-
no (A1/2ξ, A1/2η) := 〈Pξ, Pη〉, donde P es la proyección ortogonal sobre la clausura del rango
de A. El enfoque planteado en esta tesis no se basa en el vínculo que existe entre operadores
simetrizables para A y operadores en L(R(A1/2)).
Dado A ∈ L(H)+ y un subespacio cerrado S ⊆ H se dice que el par (A,S) es compatible
si existe alguna proyección A-autoadjunta con rango S . La noción de compatibilidad fue intro-
ducida por G. Corach, A. Maestripieri y D. Stojanoff [18] y ha sido estudiada para diferentes
clases de operadores autoadjuntos A (A inyectivo, A de rango cerrado, A positivo, etc.). Las no-
ciones de proyección y ángulos entre subespacios guardan una estrecha relación. En particular,
la compatibilidad de un par (A,S) es equivalente a que el ángulo de Dixmier (ver definición en
el Capítulo 1) entre los subespacios S y (AS)⊥ es no nulo. Por otro lado, en [18] se prueba que
la compatibilidad de un par (A,S) es equivalente a la existencia de soluciones para la ecuación
PSAPSX = PSA, donde PS denota la proyección ortogonal sobre S ; o bien, si se consideran las
representaciones matriciales de A ∈ L(H)+ y de una proyección Q con rango S bajo la descom-
posiciónH = S ⊕ S⊥, a saber,
A =
 a b
b∗ c
 y Q =
 1 y
0 0
 ,
se tiene que Q es A-autoadjunta si y sólo si ay = b. Estas últimas afirmaciones muestran una
relación directa entre la teoría de compatibilidad y la existencia de soluciones para ecuaciones
como las definidas en (1). Tales ecuaciones se denominan ecuaciones tipo Douglas pues fueron es-
tudiadas por R. G. Douglas [26] en su teorema sobre inclusión de rangos y factorización de oper-
adores. El teorema de Douglas provee condiciones suficientes y necesarias para poder encontrar
soluciones de una ecuación BX = C donde B y C son operadores acotados entre adecuados espa-
cios de Hilbert; en tal caso, garantiza la existencia de una única solución D tal que R(D) ⊆ N(B)⊥.
Llamamos a esta solución, la solución reducida de Douglas. Si el par (A,S) es compatible, la única
proyección A-autoadjunta con rango S determinada por la solución reducida de Douglas de la
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ecuación ax = b se denomina PA,S ; esto es,
PA,S =
 1 d
0 0
 ,
donde d es la solución reducida de Douglas de la ecuación ax = b. El elemento PA,S tiene
propiedades que lo distinguen entre todas las proyecciones A-autoadjuntas con rango S ; tales
propiedades han sido muy bien descritas en los trabajos de G. Corach, A. Maestripieri y D. Sto-
janoff [18], [19], [20] y [21].
El vínculo entre compatibilidad y ecuaciones tipo Douglas nos motivó a profundizar el estu-
dio de estas últimas. En particular, extendimos la noción de solución reducida de Douglas de una
ecuación BX = C reemplazando N(B)⊥ por cualquier complemento cerrado de N(B). Denomi-
namos a estas nuevas soluciones, soluciones reducidas. Nuestro objetivo es estudiar las propiedades
que distinguen a las soluciones reducidas. En la descripción de las soluciones reducidas, las in-
versas generalizadas no acotadas y la noción de ángulo entre subespacios son elementos funda-
mentales.
La compatibilidad de un par (A,S) significa que el conjunto
P(A,S) := {Q ∈ L(H) : Q2 = Q, R(Q) = S y AQ = Q∗A}
es no vacío. En tal caso, el concepto de solución reducida conduce naturalmente a distinguir los
elementos del conjunto P(A,S) que surgen mediante soluciones reducidas de la ecuación ax = b.
A tales proyecciones las llamamos proyecciones reducidas y son objeto de estudio en esta tesis. Por
otro lado, estudiamos propiedades métricas de proyecciones en L(H) cuando se reemplaza la
norma uniforme de operadores por las seminormas
‖T‖A = sup{‖Tξ‖A : ‖ξ‖A = 1}
y
‖T‖′A = sup{‖Tξ‖A : ξ ∈ R(A), ‖ξ‖A = 1},
donde ‖ξ‖2A = 〈ξ, ξ〉A y A ∈ L(H)+. Este estudio también se relaciona con el estudio de solu-
ciones reducidas de ecuaciones tipo Douglas pues un elemento clave para obtener los resultados
consiste en la elección de un operador A-adjunto conveniente (W ∈ L(H) es un A-adjunto de
T ∈ L(H) si AW = T∗A ), a saber, el operador A-adjunto determinado por la solución reducida
de Douglas de la ecuación AX = T∗A.
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En la segunda parte de esta tesis estudiamos un problema de aproximación de marcos que
tiene su génesis en la resolución de ecuaciones como las definidas en (2). Las soluciones de esta
ecuación guardan una estrecha relación con los procesos de ortonormalización pues, si T es el
operador asociado a una base B = {ηi}i∈N del espacio de HilbertH (es decir, si E = {ei}i∈N es la
base ortonormal canónica de `2, el operador T ∈ L(`2,H) está definido por Tei = ηi) entonces to-
da solución D ∈ Gl(H) de la ecuación (2) satisface que {DTei}i∈N es una base ortonormal de H.
En particular, si H tiene dimensión finita, la solución D = |T∗|−1 define el proceso de ortonormal-
ización simétrica estudiado por R. Landshoff [42]. La base ortonormal obtenida con este proceso
tiene como operador asociado al operador unitario de la descomposición polar de T, a saber,
|T∗|−1T. Landshoff introdujo la ortonormalización simétrica con el propósito de ortonormalizar
un conjunto de vectores sin perder la simetría existente entre los elementos. Luego, P. O. Löwdin
[43] mostró que el proceso de ortonormalización simétrica tiene una propiedad de minimalidad
que lo destaca entre los demás procesos. Más precisamente, probó que si T ∈ Gl(Cn) es el op-
erador asociado a una base B de Cn y U es el operador unitario de su descomposición polar
entonces
‖T −U‖2 = mín{‖T −W‖2 : W ∈ L(Cn) unitario}, (4)
donde ‖ . ‖2 denota la norma Frobenius. La propiedad de minimalidad (4) fue extendida para
la clase de normas Schatten-p, para 1 ≤ p < ∞, por J. Aiken, J.Erdos y J. Goldstein [1], [2] para
espacios de dimensión finita e infinita, respectivamente.
Con el desarrollo de la teoría de marcos para un espacio de Hilbert, introducida por R. J. Duffin
y A. C. Schaeffer en 1952, el problema de aproximación (4) fue extendido al contexto de marcos,
pues este concepto generaliza la noción de una base para un espacio de Hilbert. Una sucesión
Ξ = {ξn}n∈N en H es un marco para H si existen constantes a, b > 0 tales que, para todo ξ ∈ H
vale
a‖ξ‖2 ≤ ∑
n∈N
| 〈ξ, ξn〉 |2 ≤ b‖ξ‖.
Si Ξ = {ξn}n∈N es un marco y {en}n∈N denota la base ortonormal canónica de `2, el operador
T ∈ L(`2,H), definido por T(en) = ξn es el operador asociado al marco y se denomina operador de
síntesis. El operador de marco es S = TT∗ ∈ L(H)+, es decir, Sξ = ∞∑
n=1
〈ξ, ξn〉 ξn y es inversible. La
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principal característica que presentan estas sucesiones está dada por la siguiente descomposición:
ξ =
∞
∑
i=1
〈
ξ, S−1ξi
〉
ξi.
Luego, todo elemento de H admite una representación mediante una «combinación lineal infini-
ta» de los elementos del marco. Por lo tanto, los marcos son vistos como «bases generalizadas». Si
el operador de marco es S = I, el marco se denomina un marco de Parseval y su operador de síntesis
es una co-isometría, es decir TT∗ = I. M. Frank, V. Paulsen y T. Tiballi [31] estudiaron el prob-
lema (4) en el contexto de marcos. Más precisamente, si L2(H) denota la clase de los operadores
Hilbert-Schmidt de L(H) y el operador de marco TT∗ es de la forma I + H, donde H ∈ L2(H),
entonces
‖ |T −U| ‖2 = mı´n{‖ |T −W| ‖2 : W ∈ L(`2,H) y WW∗ = IH}.
En esta tesis presentamos una extensión del resultado de Frank, Paulsen y Tiballi a la clase de
normas simétricas definidas sobre ideales de operadores compactos de L(H).
A continuación describimos, brevemente, el contenido de esta tesis. En cada capítulo será
incorporado el material preliminar requerido para su desarrollo.
Capítulo 1. Introducimos notación, definiciones y resultados básicos que utilizaremos du-
rante este trabajo. En particular, exponemos las definiciones de ángulo de Friedrichs y ángulo
de Dixmier entre subespacios y recopilamos algunos de los resultados básicos que involucran a
estas nociones y que citaremos en reiteradas oportunidades en esta monografía. Por otro lado,
presentamos el teorema de factorización de operadores e inclusión de rangos de R. G. Douglas.
Capítulo 2. El principal objetivo de este capítulo es el estudio de soluciones reducidas de una
ecuación tipo Douglas. Para su descripción necesitamos trabajar con pseudoinversas no acotadas
de un operador en L(H,K); en particular, trabajamos con inversas internas, inversas externas
y la inversa de Moore-Penrose. Por tal motivo, al comienzo del capítulo presentamos una se-
lección de resultados conocidos para pseudoinversas y otros resultados nuevos que generalizan
propiedades conocidas para la inversa (acotada) de Moore-Penrose. Dado T ∈ L(H,K), una in-
versa interna de T es acotada si y sólo si T tiene rango cerrado; para tales T podemos caracterizar
diferentes clases de pseudoinversas mediante soluciones de ciertas ecuaciones tipo Douglas. Este
análisis se desarrolla en el Teorema 2.2.1. Como consecuencia de nuestro enfoque obtenemos un
nuevo criterio para determinar la existencia y unicidad de la inversa de Moore-Penrose de un
operador de rango cerrado.
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Por otro lado, en el Teorema 2.3.1 justificamos la existencia de solución reducida de una
ecuación tipo Douglas. Más precisamente, probamos que si B ∈ L(H,K) y C ∈ L(G,K) son
tales que la ecuación BX = C admite una solución yM es un complemento topológico de N(B)
entonces existe una única solución XM ∈ L(G,H) de la ecuación BX = C tal que R(XM) ⊆ M.
En la descripción de las soluciones reducidas intervienen distintos tipos de pseudoinversas del
operador B; ya que no requerimos la hipótesis R(B) cerrado, nos vemos forzados a trabajar con
pseudoinversas no acotadas. Con respecto al estudio de este tipo de soluciones, el resultado prin-
cipal de este capítulo, el Teorema 2.3.8, afirma que entre todas las soluciones de una ecuación
BX = C, las soluciones reducidas son aquellas que pueden ser factorizadas como B′C para al-
guna inversa generalizada B′ de B tal que R(B′B) es cerrado. Vemos además que este conjunto
coincide con el conjunto de aquellas soluciones Y tales que R(Y) tiene ángulo de Dixmier positivo
con N(B). Luego, aplicamos estos resultados al problema de caracterización de soluciones positi-
vas de ecuaciones tipo Douglas. Este problema fue estudiado inicialmente por Z. Sebestyén [57].
Recientemente, ha sido resuelto por A. Dajic´ y J. J. Koliha [22] para operadores de rango cerrado.
En el Teorema 2.3.13 extendemos el resultado de Dajic´ y Koliha a operadores de rango no cerrado.
Los resultados desarrollados en este capítulo están contenidos en los trabajos [4] y [8].
Capítulo 3. En este capítulo nos dedicamos al estudio de proyecciones reducidas. Si el par
(A,S) es compatible, una proyección Q ∈ L(H) con rango S pertenece al conjunto P(A,S) si
y sólo si su núcleo es un subespacio de S⊥A , el subespacio A-ortogonal de S . En la Proposición
3.2.2 damos una descripción más detallada del núcleo de cada elemento del conjunto P(A,S) la
cual afirma que Q ∈ P(A,S) si y sólo si N(Q) = S⊥A ∩M para algún complemento topológico
M de S ∩ N(A). Esta caracterización, junto con los resultados probados en el Capítulo 2 para
soluciones reducidas de una ecuación tipo Douglas, permite clasificar a la clase de proyecciones
reducidas. Más precisamente, en el Teorema 3.2.6, probamos que las proyecciones reducidas con
rango S son aquellas proyecciones Q ∈ L(H) con rango S tales que N(Q) = S⊥A ∩M para algún
complemento topológico M de S ∩ N(A) y el coseno del ángulo de Friedrichs entre M y S es
nulo. Este conjunto coincide también con el de las proyecciones Q ∈ L(H) con rango S tales que
los subespacios R(QPS⊥) y S ∩ N(A) tienen ángulo de Dixmier positivo. El elemento PA,S es, en
particular, una proyección reducida; en el último resultado de este capítulo lo exhibimos como
una solución reducida de una ecuación tipo Douglas y conectamos las soluciones reducidas de
esta ecuación con proyecciones A-autoadjuntas. Algunos de los resultados presentados en este
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capítulo están contenidos en [8].
Capítulo 4: El objetivo de este capítulo es estudiar propiedades métricas de proyecciones de
L(H) cuando se miden distancias con respecto a las seminormas de operadores ‖ . ‖A y ‖ . ‖′A.
Un operador W ∈ L(H) se dice un operador A-adjunto de T ∈ L(H) si AW = T∗A. Más aún, T se
dice A-autoadjunto si AT = T∗A. Por lo tanto, T ∈ L(H) admite un operador A-adjunto si y sólo
si la ecuación AX = T∗A tiene solución. En tal caso, existe un operador A-adjunto distinguido:
la solución reducida de Douglas de la ecuación AX = T∗A, que denotaremos T]. Este operador
posee propiedades similares a las que satisface el operador adjunto clásico y de su definición
se desprende que es el único operador A-adjunto de T cuyo rango está contenido en R(A). Si
T ∈ L(H) admite un operador A-adjunto entonces T resulta acotado para las seminormas de
operadores ‖ . ‖A y ‖ . ‖′A; más precisamente, si denotamos
LA(H) := {T ∈ L(H) : T admite un A-adjunto};
LA1/2(H) := {T ∈ L(H) : ‖T‖A < ∞};
LA(H) := {T ∈ L(H) : ‖T‖′A < ∞},
entonces valen las siguientes inclusiones (Proposición 4.3.3):
LA(H) ⊆ LA1/2(H) ⊆ LA(H) ( L(H). (5)
Más aún, si T ∈ LA1/2(H) entonces ‖T‖A = ‖T‖′A. Por otro lado, en la Proposición 4.3.6 probamos
que si T ∈ LA(H) entonces A1/2T(A1/2)† es acotado y vale
‖T‖′A = ‖A1/2T(A1/2)†‖, (6)
donde (A1/2)† denota la inversa de Moore-Penrose de A1/2. La elección del operador A-adjunto
distinguido T], el modo en que este operador actúa sobre el conjunto de las proyecciones A-
autoadjuntas, las inclusiones dadas en (5) y la identidad (6) son elementos fundamentales para
extender las propiedades métricas que poseen las proyecciones de L(H) cuando la métrica que
induce la norma espectral de operadores se reemplaza por las métricas que inducen las semi-
normas ‖ . ‖A y ‖ . ‖′A. Otra herramienta significativa está contenida en la Proposición 4.4.2,
donde probamos que una proyección Q con rango contenido en R(A) es A-autoadjunta si y sólo
si A1/2Q(A1/2)† es una proyección ortogonal en L(H). En el transcurso de este capítulo veremos
que las proyecciones A-autoadjuntas satisfacen propiedades métricas análogas a las que satis-
facen las proyecciones ortogonales y que extensiones inmediatas de ciertas propiedades en las
que intervienen proyecciones de LA(H) son falsas. Los resultados principales están contenidos
en las Proposiciones 4.4.3 y 4.4.6, en los Teoremas 4.4.8 y 4.4.9 y en la Proposición 4.4.13. Por otro
lado, en la última sección de este capítulo extendemos a las A-seminormas un resultado de V.
Ljance [44] que relaciona la norma de una proyección con el ángulo entre su rango y su núcleo.
Para ésto, introducimos una definición conveniente de ángulos entre subespacios dependiendo
del semiproducto 〈 , 〉A. Algunos de los resultados contenidos en este capítulo han sido publica-
dos en [5].
Capítulo 5: En este capítulo tratamos el problema de aproximar un marco por marcos de
Parseval en ideales simétricamente normados de operadores compactos. Tal problema tiene su
origen en el proceso de ortonormalización simétrica de una base de Cn. Por este motivo, comen-
zamos el capítulo con una descripción del proceso de ortonormalización simétrica y analizamos
sus propiedades, las cuales motivan los temas que estudiamos en esta parte de la tesis. También
desarrollamos un breve resumen de la teoría de marcos para un espacio de Hilbert y de ideales
simétricos de L(H). En la sección 5.4 nos abocamos al tema que nos ocupa en este capítulo. Si
L0(H) denota el ideal bilátero de operadores compactos de L(H), L00(H) denota el ideal de op-
eradores de rango finito de L(H) e I(H) es un ideal bilátero de L(H) entonces, por el teorema
de Calkin, vale L00(H) ⊆ I(H) ⊆ L0(H). Por otro lado, un ideal bilátero I(H) de L(H) se dice
simétricamente normado si sobre I(H) se define una norma simétrica que lo convierte en un es-
pacio de Banach. Las clases de operadores Schatten-p de L(H), para 1 ≤ p < ∞, son ejemplos
de ideales simétricamente normados de L(H). Otro ejemplo de ideales simétricamente normados
son los ideales definidos por las normas de Ky-Fan (ver definición en el Capítulo 5). El resultado
principal de este capítulo, el Teorema 5.4.2, afirma que si T ∈ L(`2,H) es el operador de síntesis
de un marco Ξ paraH y I − TT∗ ∈ L0(H) entonces
‖ |T −U| ‖(k) = mı´n{‖ |T −W| ‖(k) : W ∈ L(`2,H) y WW∗ = IH} < ∞,
donde U ∈ L(`2,H) es la coisometría de la descomposición polar de T y ‖ · ‖(k) denota la k-ésima
norma de Ky Fan. Luego, la respuesta al problema de aproximación de un marco por marcos de
Parseval en ideales simétricamente normados se obtiene como consecuencia del Teorema 5.4.2 y
de la Propiedad de dominancia de Ky-Fan (Proposición 5.3.1).
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Capítulo 1
Nociones preliminares
1.1. Notación y resultados preliminares
A lo largo de esta tesis G,H yK denotarán espacios de Hilbert complejos con producto interno
〈 , 〉 . Si ξ ∈ H entonces ‖ξ‖ := 〈ξ, ξ〉1/2 indica la norma del vector ξ. El espacio de todos los
operadores lineales y acotados de H en K se denota L(H,K). Dado T ∈ L(H,K), ‖T‖ denota la
norma uniforme o espectral de T, esto es,
‖T‖ := sup{‖Tξ‖ : ξ ∈ H y ‖ξ‖ = 1}.
El álgebra L(H,H) es abreviada por L(H) y L(H)+ denota el cono de los operadores positivos
de L(H), es decir, L(H)+ := {T ∈ L(H) : 〈Tξ, ξ〉 ≥ 0 ∀ξ ∈ H}. También escribiremos T ≥ 0
para indicar que el operador T es semidefinido positivo. Más aún, dados T, R ∈ L(H) la notación
T ≤ R significa que 〈Tξ, ξ〉 ≤ 〈Rξ, ξ〉 para todo ξ ∈ H. Por otro lado, Gl(H) denota el grupo de
operadores inversibles de L(H), Gl(H)+ = Gl(H) ∩ L(H)+ y U (H) el grupo de los operadores
unitarios de L(H) . El subconjunto de L(H,K) de los operadores de rango cerrado se denota
C(H,K). Además, Q denota el subconjunto de L(H) constituído por todas las proyecciones (es
decir, idempotentes). Dado un subespacio cerrado S ⊆ H, QS denota el subconjunto de Q de
todas las proyecciones con imagen S y PS denota la única proyección autoadjunta sobre S .
La clausura de un subespacio W ⊆ H se denota W y su complemento ortogonal es W⊥.
Dados dos subespaciosW1 yW2 tales queW1 ∩W2 = {0}, la suma directaW1 +W2 se denota
19
20 Capítulo 1. Nociones preliminares
porW1
.
+W2. Si además,W2 ⊆ W⊥1 entonces se denotaW1⊕W2 la suma directa ortogonal entre
W1 yW2. La diferencia ortogonal entreW1 yW2 se denotaW1	W2 =W1∩W⊥2 . Por otro lado, si
ξ1, . . . , ξn son vectores deH entonces el subespacio generado por ellos se denota gen{ξ1, . . . , ξn}.
Para todo T ∈ L(H,K) se denota el rango de T por R(T), el núcleo de T por N(T) y el oper-
ador adjunto de T por T∗. Además se denota, indistintamente, por I o 1, al operador identidad
en L(H). Si T ∈ L(H)+, la única raíz cuadrada positiva de T se denota T1/2. Por otro lado, la
descomposición polar de T ∈ L(H,K) se denota T = U|T|, donde U ∈ L(H,K) es una isometría
parcial tal que U∗U = PR(T∗) y UU
∗ = PR(T) y |T| indica el módulo del operador T, es decir,
|T| = (T∗T)1/2. La descomposición polar a derecha es T = |T∗|U, donde U es la isometría parcial
de antes. Por otro lado, si T es un subespacio cerrado de H y S es un complemento algebraico
de T (es decir, S es un subespacio de H tal que S .+ T = H) entonces QS//T denota la única
proyección oblicua (es decir, no necesariamente ortogonal) con R(Q) = S y N(Q) = T .
Utilizamos el símbolo para indicar el final de una demostración y el símbolo4 para indicar
el final de una observación.
Finalizamos esta sección enunciando dos resultados elementales que serán utilizados a lo
largo de esta tesis.
Lema 1.1.1. Sea A ∈ L(H)+. Entonces:
1. N(A) = N(A1/2).
2. R(A) ⊆ R(A1/2) ⊆ R(A).
3. R(A) es cerrado si y sólo si R(A) = R(A1/2).
Demostración.
1. Es claro que N(A1/2) ⊆ N(A). Ahora, si ξ ∈ N(A) entonces A1/2ξ ∈ R(A1/2)∩ N(A1/2) =
R(A1/2) ∩ R(A1/2)⊥ = {0}. Es decir, ξ ∈ N(A1/2) y así N(A) = N(A1/2).
2. La inclusión R(A) ⊆ R(A1/2) es inmediata. Sea ξ = η + κ ∈ H, donde η ∈ N(A) y
κ = lı´m
n→∞A
1/2µn ∈ R(A1/2) = N(A1/2)⊥ = N(A)⊥. Luego A1/2ξ = lı´mn→∞Aµn ∈ R(A) y esto
prueba la segunda inclusión.
3. Si R(A) es cerrado, por el ítem anterior vale que R(A) = R(A1/2). Recíprocamente, si
R(A) = R(A1/2) entonces para cada ξ ∈ N(A)⊥ existe η ∈ N(A)⊥ tal que A1/2ξ = Aη. Luego
A1/2(ξ − A1/2η) = 0 y entonces ξ = A1/2η ∈ R(A1/2). Por lo tanto R(A1/2) ⊆ R(A1/2) y así
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A1/2 tiene rango cerrado. Ahora, por hipótesis, R(A) = R(A1/2) entonces R(A) ⊆ R(A) ⊆ R(A),
es decir, R(A) es cerrado.
Lema 1.1.2. Sea T un subespacio cerrado de H y S ⊆ H un complemento algebraico de T . Entonces
Q = QS//T es acotada si y sólo si el subespacio S es cerrado.
Demostración. Si la proyección Q es acotada, es inmediato que R(Q) = S es cerrado. Recíproca-
mente, supongamos que R(Q) es cerrado. Para probar que la proyección Q es acotada es suficiente
mostrar que Q tiene gráfico cerrado. Sea {ξn} ⊆ H tal que ξn →n→∞ ξ y Qξn →n→∞ η ∈ R(Q), pues
R(Q) es cerrado. Luego Qη = η. Entonces ξn − Qξn = (I − Q)ξn →n→∞ ξ − η ∈ N(Q) pues N(Q)
es cerrado. Por lo tanto, Q(ξ − η) = 0 y así η = Qξ; en consecuencia, Q tiene gráfico cerrado y así
resulta acotado.
1.2. Operadores densamente definidos
En algunas ocasiones trabajaremos con operadores lineales T : H → K que no están definidos
en todo elemento deH, en cuyo caso denotaremos por D(T) ⊆ H a su dominio. Si D(T) es denso
en H y T : D(T) ⊆ H → K es acotado sobre D(T) entonces T admite una única extensión a
L(H,K); tal extensión se denota por T y vale ‖T‖ = ‖T‖. Si T1 : D(T1) ⊆ H → K, se dice que
T1 es una extensión de T si D(T) ⊆ D(T1) y T1ξ = Tξ para todo ξ ∈ D(T). En símbolos esto
se denota T ⊂ T1. Por otro lado, la noción de un operador adjunto se puede extender al caso no
acotado de la siguiente manera: dado un operador T : D(T) ⊆ H → K, su operador adjunto T∗
se define como el operador T∗ : D(T∗) ⊆ K → H, donde
D(T∗) = {ξ ∈ K : existe η ∈ H tal que 〈Tκ, ξ〉 = 〈κ, η〉 ∀κ ∈ D(T)}
y T∗ξ = η. Simples cálculos muestran que si D(T∗) es denso entonces T = (T∗)∗. Luego, como
consecuencia, si T y R son operadores lineales acotados densamente definidos entonces:
i. T∗ = T∗ = T∗;
ii. Si T = R∗R entonces T = R∗ R.
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1.3. Ángulos entre subespacios
Una noción que está naturalmente relacionada a las proyecciones oblicuas es la de ángulos
entre subespacios. Aquí trabajaremos con dos definiciones de ángulos que no son equivalentes
pero que guardan una relación entre sí. Dados dos subespacios cerrados S y T de H, el ángulo
de Dixmier entre S y T fue definido en [25] como el ángulo θ0(S , T ) ∈ [0, pi2 ] cuyo coseno es
cos0(S , T ) := sup{| 〈ξ, η〉 | : ξ ∈ S , η ∈ T y ‖ξ‖ ≤ 1, ‖η‖ ≤ 1}. (1.1)
La definición anterior es la definición más natural que existe para medir ángulos entre subespa-
cios ya que considera el menor ángulo entre pares de rectas, una en S y otra en T . Sin embargo,
esta definición no es buena cuando los subespacios S y T tienen intersección no trivial pues, en
tal caso, el ángulo entre S y T sería nulo. La definición de Friedrichs, que enunciamos a contin-
uación, es más general que la de Dixmier y contempla esta situación. El ángulo de Friedrichs [32]
entre S y T es el ángulo θ(S , T ) ∈ [0, pi2 ] cuyo coseno es
cos(S , T ) := sup{| 〈ξ, η〉 | : ξ ∈ S ∩ (S ∩ T )⊥, η ∈ T ∩ (S ∩ T )⊥ y ‖ξ‖ ≤ 1, ‖η‖ ≤ 1}.
Claramente, cuando S ∩ T = {0} ambos ángulos coinciden. El seno de los ángulos definidos
arriba es
sen0(S , T ) = (1− cos0(S , T )2)1/2 y sen(S , T ) = (1− cos(S , T )2)1/2,
respectivamente. Los resultados que presentamos a continuación serán utilizados frecuentemente
a lo largo de este trabajo. El lector interesado en las demostraciones de estos hechos y en más
resultados referidos a ángulos entre subespacios puede consultar el trabajo de F. Deutsch [23] en
el que se exponen diferentes resultados sobre ambas definiciones y también se muestran diversas
relaciones que existen entre ellas. El libro de T. Kato [40] es también una excelente fuente de
consulta sobre este tema. Los últimos dos items de la siguiente proposición muestran una relación
entre la noción de ángulos y proyecciones oblicuas; el último ítem corresponde a un resultado de
V. E. Ljance [44].
Proposición 1.3.1. Sean S y T subespacios cerrados deH. Entonces:
1. Si S + T es cerrado entonces (S ∩ T )⊥ = S⊥ + T ⊥. En particular, S⊥ + T ⊥ es un subespacio
cerrado. Luego, S + T es cerrado si y sólo si S⊥ + T ⊥ es cerrado.
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2. S + T es cerrado si y sólo si cos(S , T ) < 1.
3. cos(S , T ) = 0 si y sólo si S = S ∩ T + S ∩ T ⊥.
4. cos0(S , T ) < 1 si y sólo si S ∩ T = {0} y S + T es un subespacio cerrado.
5. ‖PSPT ‖ = cos(S , T ).
6. Si S .+ T = H entonces ‖QS//T ‖ = (1− cos(S , T )2)−1/2.
1.4. El teorema de Douglas
Dedicamos esta sección a enunciar y demostrar un resultado sobre rangos y factorización de
operadores, de R. G. Douglas [26]. Este resultado es el eje principal de la primera parte de esta
tesis y será utilizado en diferentes oportunidades.
Teorema (Douglas). Sean B ∈ L(H,K) y C ∈ L(G,K). Las siguientes condiciones son equivalentes:
1. Existe D ∈ L(G,H) tal que BD = C.
2. R(C) ⊆ R(B).
3. Existe un número positivo λ tal que CC∗ ≤ λBB∗.
Si una de estas condiciones vale entonces existe un único operador XN(B)⊥ ∈ L(G,H) tal que
BXN(B)⊥ = C y R(XN(B)⊥) ⊆ N(B)⊥.
Más aún, el operador XN(B)⊥ satisface
‖XN(B)⊥‖ = inf{λ : CC∗ ≤ λBB∗}.
A esta solución la llamaremos la solución reducida de Douglas de la ecuación BX = C.
Demostración.
1→2 Esta implicación es inmediata.
2→1 Si R(C) ⊆ R(B) entonces para cada ξ ∈ G existe un único η ∈ N(B)⊥ tal que Cξ = Bη.
En efecto, supongamos que existe η1 ∈ N(B)⊥ tal que Cξ = Bη1. Entonces B(η − η1) = 0, es
decir, η − η1 ∈ N(B) ∩ N(B)⊥ = {0}. Luego η = η1, como afirmamos. Por lo tanto, la aplicación
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D : G → H tal que Dξ = η está bien definida y es lineal. Más aún, BD = C. Para ver que D es
acotado es suficiente probar que su gráfico, ΓD, es cerrado. Sea (ξn, ηn) ∈ ΓD tal que ξn →n→∞ ξ
y ηn →n→∞ η. Luego, Cξ = lı´mn→∞Cξn = lı´mn→∞Bηn = Bη. Por lo tanto D tiene gráfico cerrado y así
resulta acotado.
1→3 Si existe D ∈ L(G,H) tal que BD = C entonces para todo ξ ∈ K vale 〈CC∗ξ, ξ〉 =
‖C∗ξ‖2 = ‖D∗B∗ξ‖2 ≤ ‖D∗‖2‖B∗ξ‖2 = ‖D∗‖2 〈BB∗ξ, ξ〉. Es decir CC∗ ≤ ‖D∗‖2BB∗ y se obtiene
la implicación.
3→1 Supongamos que existe λ > 0 tal que CC∗ ≤ λ2BB∗. Entonces ‖C∗ξ‖ ≤ λ‖B∗ξ‖ para
todo ξ ∈ K. Luego, la aplicación E : R(B∗) → R(C∗) definida por E(B∗ξ) = C∗ξ es acotada.
Extendiendo E a la clausura de R(B∗) por continuidad y definiendo Eξ = 0 para todo ξ ∈ R(B∗)⊥
vale que E ∈ L(H,G) y EB∗ = C∗. Así BD = C, tomando D = E∗.
Para probar la última parte del teorema, notemos que cuando probamos la implicación 2→1,
el operador D que construimos tiene su rango contenido en N(B)⊥, supongamos que existe
D˜ ∈ L(G,H) tal que BD˜ = C y R(D˜) ⊆ N(B)⊥ entonces B(D − D˜) = 0. Luego R(D − D˜) ⊆
N(B) ∩ N(B)⊥ = {0}. Por lo tanto D = D˜. Por último, sea λ > 0 tal que CC∗ ≤ λBB∗ en-
tonces ‖D∗B∗ξ‖2 = ‖C∗ξ‖2 ≤ λ‖B∗ξ‖2 y como R(B∗)⊥ ⊆ N(D∗) pues R(D) ⊆ N(B)⊥ entonces
‖D∗‖2 ≤ λ, lo cual indica que ‖D∗‖2 = ‖D‖2 es una cota inferior del conjunto {λ : CC∗ ≤ λBB∗}.
Además observemos que cuando probamos la implicación 1→3 vimos que CC∗ ≤ ‖D∗‖2BB∗ =
‖D‖2BB∗, así queda probada la afirmación, tomando XN(B)⊥ = D.
Corolario 1.4.1. Sean B ∈ L(H,K) y C ∈ L(G,K). Si la ecuación BX = C admite solución entonces
‖XN(B)⊥‖ = inf{‖D‖ : D ∈ L(G,H) tal que BD = C}.
1.5. Representación matricial de operadores acotados
Fijado un subespacio cerrado S ⊆ H, los operadores de L(H) se pueden representar como
matrices 2× 2 de acuerdo a la descomposición H = S ⊕ S⊥. Más precisamente, para cada T ∈
L(H) la identidad
T = PSTPS + PST(I − PS ) + (I − PS )TPS + (I − PS )T(I − PS )
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puede reescribirse matricialmente como
T =
 t11 t12
t21 t22
 ,
donde t11 = PSTPS |S ∈ L(S), t12 = PST(I − PS )|S⊥ ∈ L(S⊥,S), t21 = (I − PS )TPS |S ∈
L(S ,S⊥) y t22 = (I − PS )T(I − PS )|S⊥ ∈ L(S⊥). En particular, si A ∈ L(H)+ entonces
A =
 a b
b∗ c
 ; (1.2)
notemos que a ∈ L(S)+ y c ∈ L(S⊥)+ pues A es semidefinido positivo. Además, Q ∈ QS y PS
admiten las representaciones
Q =
 1 y
0 0
 y PS =
 1 0
0 0
 , (1.3)
donde y es algún operador en L(S⊥,S).
Proposición 1.5.1. Si A ∈ L(H)+ tiene la representación matricial (1.2) entonces R(b) ⊆ R(a1/2).
Demostración. Como c ∈ L(S⊥)+ entonces c+ 1 ∈ Gl(S⊥)+. Notemos que el operador A+ PS⊥ = a b
b∗ c + 1
 ∈ L(H)+. Luego,
0 ≤
 1 −b(c + 1)−1
0 1
 a b
b∗ c + 1
 1 0
−(c + 1)−1b∗ 1

=
 a− b(c + 1)−1b∗ 0
b∗ c + 1
 1 0
−(c + 1)−1b∗ 1

=
 a− b(c + 1)−1b∗ 0
0 c + 1
 .
Entonces 0 ≤ a − b(c + 1)−1b∗ y así b(c + 1)−1b∗ ≤ a. Ahora, por el teorema de Douglas,
R(b(c + 1)−1/2) ⊆ R(a1/2) y como (c + 1)−1/2 es inversible entonces R(b(c + 1)−1/2) = R(b).
En consecuencia R(b) ⊆ R(a1/2), como afirmamos.

Capítulo 2
Inversas generalizadas y ecuaciones
tipo Douglas
Este capítulo está dedicado a estudiar una clase particular de soluciones de ecuaciones del
tipo BX = C, donde B y C son operadores acotados entre convenientes espacios de Hilbert. Tales
soluciones se denominarán soluciones reducidas y corresponden a una generalización natural de
la solución reducida de Douglas. En el estudio de soluciones reducidas, las pseudoinversas de
un operador acotado y, entre ellas, la inversa de Moore-Penrose, constituyen una herramienta
central. Junto al concepto de pseudoinversas aparecen proyecciones oblicuas y vinculado a éstas
se tiene la noción de ángulo entre subespacios. El objetivo de este capítulo es explicitar la relación
entre las nociones de soluciones reducidas de ecuaciones tipo Douglas, pseudoinversas y ángulos
entre subespacios cerrados. En la última sección del capítulo utilizamos estos resultados para
caracterizar soluciones reducidas positivas de ecuaciones tipo Douglas.
2.1. Nociones básicas sobre inversas generalizadas
En esta sección presentamos una descripción detallada sobre distintos tipos de pseudoinver-
sas de un operador acotado, haciendo especial hincapié en las inversas generalizadas. Tales op-
eradores serán una herramienta fundamental a lo largo de esta tesis. Por este motivo incluimos
demostraciones de hechos conocidos como las caracterizaciones de inversas internas e inversas
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generalizadas. Las proposiciones 2.1.6 y 2.1.7, que son nuevas, generalizan resultados conocidos
para la inversa de Moore-Penrose de un operador acotado. El lector interesado en conocer más
resultados sobre pseudoinversas de operadores acotados en espacios de Hilbert puede consultar
los trabajos de M. Z. Nashed [50], [51], Engl y Nashed [29] y los libros de H. W. Engl, M. Hanke
y A. Neubauer [28], A. Ben-Israel y T. N. Greville [10], M. Z. Nashed [49], S. L. Campbell y C. D.
Meyer [13] y C. W. Groetsch [35] entre otros.
Antes de introducir las definiciones de pseudoinversas con las que vamos a trabajar notemos
que, si T ∈ L(H,K) yM⊆ H un complemento algebraico de N(T), es decir,M es un subespacio
de H tal queM .+ N(T) = H entonces el operador TM := T|M : M → R(T) es inyectivo y por
lo tanto existe
T−1M = (T|M)−1 : R(T)→M.
Definición 2.1.1. Dado T ∈ L(H,K), sea T′ : D(T′) ⊆ K → H un operador lineal cuyo dominio
contiene al rango de T yM un complemento algebraico de N(T).
1. T′ es una inversa interna de T si T′|R(T) = T−1M .
2. T′ es una inversa generalizada de T si T′ es una inversa interna de T y R(T′) =M.
Las pseudoinversas de un operador acotado que hemos presentado en la definición anterior
pueden ser exhibidas de diferentes maneras. Hemos elegido introducirlas de este modo, sigu-
iendo el enfoque que utiliza M. Z. Nashed [51], pues, cuando trabajemos con estos operadores
será necesario conocer su rango y, en algunos casos, la descomposición de su dominio. Dado
T ∈ L(H,K), es usual decir que un operador lineal T′ : D(T′) ⊆ K → H cuyo dominio contiene
al rango de T es una inversa interna de T si TT′T = T y que T′ es una inversa generalizada de
T si TT′T = T y T′TT′ = T′. En las Proposiciones 2.1.2 y 2.1.4 mostramos que estas definiciones
son equivalentes a las dadas en la definición 2.1.1.
Proposición 2.1.2. Sea T ∈ L(H,K) y T′ : D(T′) ⊆ K → H un operador lineal cuyo dominio contiene
al rango de T. Las siguientes afirmaciones son equivalentes:
1. T′ es una inversa interna de T.
2. T′T = QM//N(T) para algún complemento algebraicoM de N(T).
3. TT′ : D(T′)→ H es una proyección y R(TT′) = R(T).
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4. TT′T = T.
Demostración.
1. → 2. Si T′ es una inversa interna de T entonces T′ es una extensión de T−1M para algún
subespacioM ⊆ H tal queM .+ N(T) = H. Sea ξ = ξM + η ∈ H, donde ξM ∈ M y η ∈ N(T).
Entonces (T′T)2(ξM + η) = T′TT′TξM = T′TξM = T′Tξ. Luego (T′T)2 = T′T y R(T′T) =M.
Por otro lado, es claro que N(T) ⊆ N(T′T). Ahora, sea ξ = ξM + η ∈ N(T′T), donde ξM ∈ M
y η ∈ N(T). Entonces T′Tξ = T′T(ξM + η) = ξM = 0. Por lo tanto ξ = η ∈ N(T) y así
N(T′T) = N(T). Luego T′T = QM//N(T).
2. → 3. Observemos que TQM//N(T) = T. Como R(T) ⊆ D(T′), podemos calcular (TT′)2.
Así, (TT′)2 = TT′TT′ = TQM//N(T)T′ = TT′. Ahora, es inmediato que R(TT′) ⊆ R(T). Sea
η ∈ R(T) entonces η = Tξ para algún ξ ∈ M. Luego η = Tξ = TT′Tξ y así η ∈ R(TT′). Por lo
tanto R(T) = R(TT′).
3.→ 4. Como TT′ es una proyección sobre R(T) entonces TT′T = T.
4.→ 1. Si TT′T = T entonces (T′T)2 = T′T. Además N(T′T) = N(T). En efecto, si ξ ∈ N(T′T)
entonces T′Tξ = 0; así Tξ = TT′Tξ = 0 y luego N(T′T) ⊆ N(T). Claramente N(T) ⊆ N(T′T) y
entonces la igualdad vale. TomemosM = R(T′T), como T′T = QM//N(T) entoncesM
.
+N(T) =
H. Veamos que T′|R(T) = T−1M . En efecto, sea ξ = ξM + η ∈ H entonces T′Tξ = QM//N(T)ξ =
ξM = T−1M Tξ. Por lo tanto, T
′ es una inversa interna de T.
Proposición 2.1.3. Sea T ∈ L(H,K) entonces T tiene una inversa interna en L(K,H) si y sólo si T tiene
rango cerrado.
Demostración. Supongamos que existe T′ ∈ L(K,H) tal que TT′T = T. Entonces TT′ es una
proyección en L(K). Luego R(TT′) es cerrado. Además, R(T) = R(TT′T) ⊆ R(TT′) ⊆ R(T).
Así, R(TT′) = R(T) y por lo tanto T tiene rango cerrado. Recíprocamente, supongamos que
T ∈ L(H,K) tiene rango cerrado y consideremos la proyección PR(T). Por el teorema de Douglas,
la ecuación TX = PR(T) tiene solución, es decir, existe T′ ∈ L(K,H) tal que TT′ = PR(T). Entonces
TT′T = T y por lo tanto T tiene una inversa interna acotada.
Proposición 2.1.4. Sea T ∈ L(H,K) y T′ : D(T′) ⊆ K → H un operador lineal cuyo dominio contiene
al rango de T. Las siguientes afirmaciones son equivalentes:
1. T′ es una inversa generalizada de T.
30 Capítulo 2. Inversas generalizadas y ecuaciones tipo Douglas
2. TT′T = T y T′TT′ = T′.
3. T′ es una inversa interna de T con D(T′) = R(T) .+ N(T′).
Demostración.
1.→ 2. Si T′ es una inversa generalizada de T entonces, por la Proposición 2.1.2, TT′T = T y
R(T′) =M para algún subespacioM tal queM .+ N(T) = H. Ahora, T′TT′ = QM//N(T)T′ =
T′.
2.→ 1. Como TT′T = T, por la Proposición 2.1.2, T′ es una inversa interna de T y así T′T =
QM//N(T) para algún subespacioM tal queM
.
+ N(T) = H. Por la definición de inversa interna
se verifica queM ⊆ R(T′). Más aún, como T′ = T′TT′ = QM//N(T)T′ entonces R(T′) ⊆ M y
así R(T′) =M. Luego, T′ es una inversa generalizada de T.
1. → 3. Es claro que R(T) + N(T′) ⊆ D(T′). Ahora, sea ξ ∈ D(T′) y η = T′ξ ∈ M, donde
M es algún complemento algebraico de N(T). Entonces, ξ = Tη + (ξ − Tη). Afirmamos que
ξ − Tη ∈ N(T′). En efecto, por la definición de inversa generalizada vale T′(ξ − Tη) = T′ξ −
T′Tη = T′ξ − η = 0. Por lo tanto, ξ ∈ R(T) + N(T′). Por otro lado, si ξ ∈ R(T) ∩ N(T′) entonces
ξ = Tη para algún η ∈ M y 0 = T′ξ = T′Tη = η. Luego ξ = Tη = 0.
3. → 1. Sea T′ una inversa interna de T y D(T′) = R(T) .+ N(T′). Como T′ es una inversa
interna de T entoncesM ⊆ R(T′), para algún subespacioM tal queM .+ N(T) = H. Consid-
eremos Tη + ξ ∈ D(T′) con η ∈ M y ξ ∈ N(T′). Así, T′(Tη + ξ) = T′Tη = η ∈ M. Luego
R(T′) ⊆M y así R(T′) =M; es decir, T′ es una inversa generalizada de T.
Las inversas internas correspondientes a un complemento topológico del núcleo en lugar de
un complemento algebraico son particularmente interesantes porque, en tal caso, el operador
T′T = QM//N(T) es acotado. Dado T ∈ L(H,K), denotaremos
I(T) = {T′ : D(T′) ⊆ K → H tal que T′T = QM//N(T) ∈ L(H)}
y
Ig(T) = {T′ ∈ I(T) : T′ es una inversa generalizada de T}.
Lema 2.1.5. Sean T ∈ L(H,K) y C ∈ L(G,K). Si T′ ∈ I(T) y R(C) ⊆ R(T) entonces T′C ∈ L(G,H).
Demostración. Como R(C) ⊆ R(T) entonces, por el teorema de Douglas, existe D ∈ L(G,H) tal
que TD = C. Ahora, como T′ ∈ I(T) entonces T′C = T′TD = QM//N(T)D ∈ L(G,H).
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En el próximo resultado caracterizamos, para un T ∈ L(H,K), las inversas generalizadas en
Ig(T) que tienen gráfico cerrado.
Proposición 2.1.6. Sea T ∈ L(H,K) y T′ ∈ Ig(T). Entonces T′ tiene gráfico cerrado si y sólo si
cos0(R(T), N(T′)) < 1.
Demostración. Como T′ ∈ Ig(T) entonces R(T′T) = M es cerrado. Además, vale que M
.
+
N(T) = H y T′T = QM//N(T). Primero veamos que
{(ξ, T−1M ξ) : ξ ∈ R(T)} = {(Tη, η) : η ∈ H} ∩K ×M. (2.1)
En efecto, sea ξ ∈ R(T) y η = T−1M ξ ∈ M. Entonces Tη = TT−1M ξ = TT′ξ = ξ. Así, (ξ, T−1M ξ) =
(Tη, η) y entonces queda probada la primera inclusión. Por otro lado, sea η ∈ M y ξ = Tη ∈
R(T). Luego, T−1M ξ = T
−1
M Tη = η. Por lo tanto, (Tη, η) = (ξ, T
−1
M ξ) y así obtenemos la segunda
inclusión. Ahora, por la Proposición 2.1.4 y la igualdad (2.1), tenemos que
Γ(T′) = {(µ, T′µ) : µ ∈ D(T′)} = {(µ1 + µ2, T′µ1) : µ1 ∈ R(T), µ2 ∈ N(T′)}
= {(µ1, T−1M µ1) : µ1 ∈ R(T)}+ {N(T′)× {0}}
= {(Tη, η) : η ∈ H} ∩ {K ×M}+ {N(T′)× {0}}.
Consideremos los siguientes subespacios cerrados de K ×H: F = {(Tη, η) : η ∈ H} ∩ {K ×
M} y G = N(T′) × {0}. Si mostramos que cos0(F ,G) = cos0(R(T), N(T′)) entonces, por la
Proposición 1.3.1, obtenemos la afirmación pues F ∩ G = {0} × {0} y entonces cos(F ,G) =
cos0(F ,G). Ahora,
cos0(F ,G) = sup{| 〈ξ, η〉 | : ξ = (ξ1, ξ2) ∈ F , η = (η1, 0) ∈ G, ‖ξ‖2 < 1 y ‖η‖2 < 1}
= sup{| 〈ξ1, η1〉 | : ξ1 ∈ R(T), η1 ∈ N(T′), ‖ξ1‖2 < 1 y ‖η1‖2 < 1}
= cos0(R(T), N(T′)),
donde la última igualdad se obtiene luego de realizar simples cálculos.
Proposición 2.1.7. Sea T ∈ L(H) un operador autoadjunto yM un complemento topológico de N(T).
Entonces:
1. R(T)
.
+M⊥ = H y R(T) .+M⊥ es denso enH.
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2. Si T′ : D(T′) = R(T) .+M⊥ → M es una inversa generalizada de T tal que N(T′) = M⊥
entonces (T′)∗ = T′.
3. Si T ∈ L(H)+ y T′ : D(T′) = R(T) .+M⊥ → M es una inversa generalizada de T tal que
N(T′) =M⊥ entonces T′ es positivo; es decir, 〈T′ξ, ξ〉 ≥ 0 para todo ξ ∈ D(T′).
Demostración.
1. ComoM y N(T) son subespacios cerrados entonces, por la Proposición 1.3.1, vale R(T) +
M⊥ = (N(T) ∩M)⊥ = {0}⊥ = H. Además, si ξ ∈ R(T) ∩M⊥ = (N(T) +M)⊥ = {0}
entonces ξ = 0. Luego, R(T)
.
+M⊥ = H. Por otro lado, H = R(T) .+M⊥ ⊆ R(T) .+M⊥. Por lo
tanto, R(T)
.
+M⊥ = H.
2. Comencemos probando que D((T′)∗) = R(T) +M⊥. Si ω = ω1 + ω2 ∈ D((T′)∗), donde
ω1 ∈ M y ω2 ∈ M⊥ entonces, para cada ω, existe η ∈ H tal que
〈
T′κ,ω
〉
= 〈κ, η〉 para to-
do κ = Tξ + µ ∈ D(T′), donde ξ ∈ M y µ ∈ M⊥. Tomemos µ = 0. Luego, 〈T′Tξ,ω〉 =〈
QM//N(T)ξ,ω
〉
= 〈ξ,ω1〉 y 〈Tξ, η〉 = 〈ξ, Tη〉. Entonces 〈ξ,ω1 − Tη〉 = 0 para todo ξ ∈ M,
es decir, ω1 − Tη ∈ M⊥. Por lo tanto, ω1 ∈ M⊥ + R(T) y así ω = ω1 + ω2 ∈ M⊥ + R(T).
Recíprocamente, sea ω = ω1 + ω2 ∈ R(T) +M⊥, donde ω1 ∈ R(T) y ω2 ∈ M⊥. Además, sea
κ = Tξ + µ ∈ D(T′), donde ξ ∈ M y µ ∈ M⊥. Luego 〈T′(Tξ + µ),ω〉 = 〈ξ,ω1〉. Por otro la-
do, si definimos η = T′ω entonces 〈Tξ + µ, η〉 = 〈ξ,ω1〉. Luego, ω ∈ D((T′)∗) y de esta última
inclusión también se obtiene (T′)∗ω = T′ω para todo ω ∈ D((T′)∗), es decir, (T′)∗ = T′.
3. Sea ξ = Tη + ω ∈ D(T′), donde η ∈ M y ω ∈ M⊥. Luego, como T ∈ L(H)+ vale〈
T′(Tη +ω), Tη +ω
〉
=
〈
T′Tη, Tη +ω
〉
=
〈
T′Tη, Tη
〉
=
〈
QM//N(T)η, Tη
〉
= 〈Tη, η〉 ≥ 0 .
2.1.1. La inversa de Moore-Penrose
Definición 2.1.8. Dado T ∈ L(H,K), un operador lineal T′ : D(T′) ⊆ K → H tal que R(T) ⊆ D(T′)
es la inversa de Moore-Penrose de T si T′ es la inversa generalizada de T con R(T′) = N(T)⊥ y
N(T′) = R(T)⊥. De aquí en adelante denotaremos T† a la inversa de Moore-Penrose de T.
La primera definición explícita de la inversa de Moore-Penrose fue dada por E. H. Moore [48]
en 1920 para matrices. En 1955, R. A. Penrose publicó un trabajo sobre inversas generalizadas de
matrices [52] donde también definió a este operador, pero sin conocer el trabajo de Moore. Las
definiciones dadas por ambos matemáticos coinciden y por este motivo se denomina al operador
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de la definición 2.1.8 la inversa de Moore-Penrose. En nuestros términos, si H y K tienen dimen-
sión finita y T ∈ L(H,K), ellos probaron que existe un único operador en L(K,H) que resuelve
simultáneamente las siguientes ecuaciones:
TXT = T, XTX = X, TX = PR(T), XT = PN(T)⊥ ;
tal solución es el operador que hoy conocemos como la inversa de Moore-Penrose de T. Más tarde,
M. Z. Nashed [51] extendió este resultado cuando H y K son espacios de Hilbert de dimensión
infinita. En el libro de C.W. Groetsch [35] se introduce una nueva definición para este operador
vía un problema de la teoría de aproximación. Más precisamente, dado T ∈ L(H,K) se define
a la inversa de Moore-Penrose de T como el operador T˜ : R(T)
.
+ R(T)⊥ → H tal que T˜η = ρ,
donde ρ es la única solución de cuadrados mínimos con norma mínima de la ecuación Tξ = η.
Recordemos que ω ∈ H se dice una solución de cuadrados mínimos de la ecuación Tξ = η si:
‖Tω− η‖ ≤ ‖Tξ − η‖ para todo ξ ∈ H.
En la siguiente proposición resumimos algunas propiedades de la inversa de Moore-Penrose de
un operador acotado y probamos que las diferentes definiciones dadas para este operador son
equivalentes.
Proposición 2.1.9. Sea T ∈ L(H,K) y T† : R(T)⊕ R(T)⊥ → N(T)⊥ la inversa de Moore-Penrose de
T. Entonces:
1. T† es la única solución del sistema
TXT = T, XTX = X, TX = PR(T)|D(X), XT = PN(T)⊥ ; (2.2)
donde X : R(T)⊕ R(T)⊥ → H es lineal.
2. Sea η ∈ R(T) ⊕ R(T)⊥. Si ρ es una solución de cuadrados mínimos de la ecuación Tξ = η y
‖ρ‖ < ‖ω‖ para todo ω que es solución de cuadrados mínimos de Tξ = η entonces, el operador
T˜ : R(T)⊕ R(T)⊥ → H definido por T˜η = ρ es la inversa de Moore-Penrose de T. Recíprocamente,
T†η es la única solución de cuadrados mínimos con mínima norma de la ecuación Tξ = η.
3. Para todo T ∈ L(H,K), el operador T† tiene gráfico cerrado.
4. Si T ∈ L(H) y T = T∗ entonces (T†)∗ = T†.
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5. Si T ∈ L(H)+ entonces T† es positivo y T† = (T1/2)†(T1/2)†|D(T†).
Demostración.
1. Como T† es una inversa generalizada de T entonces TT†T = T y T†TT† = T†. Además,
por la Proposición 2.1.2, T†T = PN(T)⊥ y TT
†|D(T†) es una proyección con R(TT†) = R(T).
Para probar que TT† = PR(T)|D(T†) resta ver que N(TT†) = R(T)⊥, o lo que es lo mismo,
N(TT†) = N(T†). En efecto, es claro que N(T†) ⊆ N(TT†). Ahora, sea ξ ∈ N(TT†) entonces
T†ξ ∈ N(T)∩N(T)⊥ = {0}. Luego T†ξ = 0 y entonces ξ ∈ N(T†). Por lo tanto N(TT†) = N(T†)
y en consecuencia T† es una solución del sistema (2.2). Supongamos que existe otro operador
D : R(T)⊕ R(T)⊥ → H que resuelve (2.2). Como TD = PR(T)|D(T†) entonces N(D) = R(T)⊥.
Además, como DT = PN(T)⊥ entonces (T
† − D)T = 0; es decir, T†|R(T) = D|R(T). Por lo tanto
D = T†.
2. Primero veamos que R(T˜) = N(T)⊥. Si η ∈ R(T)⊕ R(T)⊥ consideramos T˜η = ω1 + ω2,
donde ω1 ∈ N(T)⊥ y ω2 ∈ N(T). Afirmamos que ω1 es una solución de cuadrados mínimos de
Tξ = η. En efecto, ‖Tω1 − η‖ = ‖T(ω1 +ω2)− η‖ = ‖T(T˜η)− η‖ ≤ ‖Tξ − η‖ para todo ξ ∈ H.
Por otro lado, si ω2 6= 0 entonces ‖ω1‖2 < ‖ω1 + ω2‖2 = ‖T˜η‖2, lo que contradice el hecho
que T˜η es la única solución de cuadrados mínimos de mínima norma. Por lo tanto ω2 = 0 y así
T˜η ∈ N(T)⊥. Ahora, sea ω ∈ N(T)⊥ y definimos µ = Tω. Luego, ω = T˜µ. En efecto, notemos que
Tω = PR(T)Tω = PR(T)µ. Entonces, dado ξ ∈ H vale ‖Tξ − µ‖2 = ‖Tξ − PR(T)µ‖2 + ‖PR(T)µ−
µ‖2 ≥ ‖PR(T)µ − µ‖2 = ‖Tω − µ‖2. Por lo tanto, ω es una solución de cuadrados mínimos de
Tξ = µ. Por otro lado, si κ ∈ H es otra solución de cuadrados mínimos entonces ‖Tκ − µ‖ =
‖Tω − µ‖. Más aún, como ‖Tκ − µ‖2 = ‖Tκ − PR(T)µ‖2 + ‖PR(T)µ − µ‖2 = ‖Tκ − PR(T)µ‖2 +
‖Tω − µ‖2, entonces Tκ = PR(T)µ = Tω; es decir, κ ∈ ω + N(T). En consecuencia tenemos
que ‖κ‖2 = ‖ω‖2 + ‖θ‖2 ≥ ‖ω‖2, donde θ ∈ N(T). Luego ω es la única solución de cuadrados
mínimos con mínima norma de la ecuación Tξ = µ, como afirmamos. Por lo tanto, R(T˜) =
N(T)⊥. Ahora probemos que T˜ satisface las ecuaciones del sistema (2.2). Si η ∈ R(T) ⊕ R(T)⊥
entonces TT˜η = PR(T)η, es decir TT˜ = PR(T)|R(T)⊕R(T)⊥ . En efecto, notemos que ‖T(T˜η)− η‖2 =
‖T(T˜η)− PR(T)η‖2 + ‖PR(T)η − η‖2 = ‖T(T˜η)− PR(T)η‖2 + ‖T(T†η)− η‖2 ≥ ‖T(T†η)− η‖2; es
decir, T†η es una solución de cuadrados mínimos de Tξ = η. Entonces ‖T(T′η)− η‖ = ‖T(T†η)−
η‖ y así T(T˜η) = PR(T)η, como afirmamos. Sea ξ = ξ1 + ξ2 ∈ H, donde ξ1 ∈ N(T)⊥ y ξ2 ∈ N(T).
Entonces TT˜Tξ = TT˜Tξ1 = PR(T)|R(T)⊕R(T)⊥Tξ1 = Tξ1 = Tξ; por lo tanto TT˜T = T. Como
R(T˜) = N(T)⊥ entonces T˜Tξ − ξ1 ∈ N(T) ∩ N(T)⊥ = {0}; luego T˜Tξ = ξ1 = PN(T)⊥ξ. Por
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último, notemos que T˜TT˜ = PN(T)⊥ T˜ = T˜ pues R(T˜) = N(T)
⊥ y así concluimos que T˜ es la
inversa de Moore-Penrose de T. Recíprocamente, como TT† = PR(T)|R(T)⊕R(T)⊥ entonces, dado
ξ ∈ H vale ‖Tξ − η‖2 = ‖Tξ − T(T†η)‖2 + ‖T(T†η)− η‖2 ≥ ‖T(T†η)− η‖2; es decir T†η es una
solución de cuadrados mínimos de Tξ = η. Si ω ∈ H es otra solución de cuadrados mínimos
de Tξ = η entonces ‖Tω − η‖ = ‖T(T†η) − η‖ y luego ω = T†η + θ, donde θ ∈ N(T). En
efecto, ‖Tω − η‖2 = ‖Tω − T(T†η)‖2 + ‖T(T†η) − η‖2. Luego Tω = T(T†η) y entonces ω ∈
T†η + N(T). Por lo tanto, ‖ω‖2 = ‖T†η‖2 + ‖θ‖2 y así T†η es la única solución de cuadrados
mínimos con mínima norma, como queríamos probar.
3. Como N(T†) = R(T)⊥ entonces cos0(R(T), N(T†)) < 1. Ahora, ya que T† ∈ Ig(T), la
afirmación es consecuencia de la Proposición 2.1.6.
4. Como T = T∗ entonces R(T)⊥ = N(T). Luego T† : R(T)⊕ N(T)→ N(T)⊥ y la afirmación
es consecuencia de la Proposición 2.1.7.
5. Como T ∈ L(H)+ entonces T† : R(T) ⊕ N(T) → N(T)⊥ y N(T†) = N(T). Luego, la
positividad del operador T† es consecuencia de la Proposición 2.1.7. Por otro lado, notemos
que R((T1/2)†|D(T†)) ⊆ R(T1/2). En efecto, sea η ∈ R((T1/2)†|D(T†)), η = (T1/2)†(Tξ + ω),
donde ξ ∈ N(T)⊥ y ω ∈ N(T) = N(T1/2). Luego, η = (T1/2)†(T1/2T1/2ξ + ω) = T1/2ξ y
así η ∈ R(T1/2); entonces podemos calcular (T1/2)†(T1/2)†|D(T†). Ahora, dados ξ ∈ N(T)⊥ y
ω ∈ N(T) vale (T1/2)†(T1/2)†(Tξ + ω) = (T1/2)†T1/2ξ = ξ y T†(Tξ + ω) = ξ. Por lo tanto,
T† = (T1/2)†(T1/2)†|D(T†).
2.2. Inversas generalizadas y ecuaciones tipo Douglas
Dado T ∈ C(H,K), identificaremos a las ecuaciones del sistema (2.2) de la siguiente manera:
1 . TXT = T,
2 . XTX = X,
3 . (TX)∗ = TX,
4 . (XT)∗ = XT.
Denotaremos T[i], T[i, j], T[i, j, k], T[i, j, k, l] los conjuntos de operadores X en L(K,H) que sat-
isfacen las ecuaciones {i}, {i, j}, {i, j, k} y {i, j, k, l} respectivamente, donde i, j, k, l = 1, 2, 3, 4.
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Luego, por el resultado de Moore y Penrose, T[1, 2, 3, 4] = {T†}.
En esta sección estudiamos la relación entre las soluciones de las ecuaciones TX = Q, donde
Q es una proyección sobre el rango de T y los conjuntos T[1], T[1, i], T[1, i, j] y T[1, i, j, k]. Parte
de la información contenida en el siguiente resultado se encuentra diseminada en la literatura,
mientras que otra parte es novedosa. El libro de Ben-Israel y Greville [10] contiene una excelente
exposición de estos temas (ver en particular, capítulo 1 y 2). Como consecuencia de este enfoque
obtenemos una manera muy breve de probar la existencia y unicidad de la inversa generalizada
de Moore-Penrose de un operador con rango cerrado.
Teorema 2.2.1. Sea T ∈ C(H,K). Entonces:
(i) T[1] = {X ∈ L(K,H) : TX = Q para algún Q ∈ QR(T)}.
(ii) T[1, 2] = {X ∈ L(K,H) : TX = Q ∈ QR(T) y N(X) = N(Q)}.
(iii) T[1, 3] = {X ∈ L(K,H) : TX = PR(T)}.
(iv) T[1, 4] = {X ∈ L(K,H) : XT = PR(T∗)}.
(v) T[1, 2, 3] = {X ∈ L(K,H) : TX = PR(T) y N(X) = R(T)⊥}.
(vi) T[1, 2, 4] = {X ∈ L(K,H) : XT = PR(T∗) y R(X) ⊆ R(T∗)}.
(vii) T[1, 3, 4] = {X ∈ L(K,H) : TX = PR(T) y XT = PR(T∗)}.
(viii) T[1, 2, 3, 4] = {solución reducida de Douglas de TX = PR(T)}.
Demostración.
(i) Sea X ∈ T[1], es decir, X verifica que TXT = T. Por lo tanto, TXTX = TX y R(T) ⊆
R(TX) ⊆ R(T). Entonces TX ∈ QR(T). Recíprocamente, sea X tal que TX = Q para algún
Q ∈ QR(T) entonces TXT = QT = T.
(ii) Consideremos X ∈ T[1, 2]. Entonces, por (i), TX = Q ∈ QR(T) y así N(X) ⊆ N(Q). Por otro
lado, como X = XTX = XQ, entonces N(Q) ⊆ N(X). Así N(X) = N(Q). Recíprocamente,
sea X ∈ L(K,H) tal que TX = Q ∈ QR(T) y N(X) = N(Q) entonces, por (i), X ∈ T[1].
Para probar que X ∈ T[1, 2], es suficiente observar que XTX = XQ = X, donde la última
igualdad vale porque N(Q) = R(I −Q) = N(X).
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(iii) La demostración es inmediata: por (i) todo X ∈ T[1, 3] satisface que TX = Q para algún
Q ∈ QR(T). Además (TX)∗ = TX, entonces Q∗ = Q y luego Q = PR(T). La recíproca es
trivial.
(iv) Sea X ∈ T[1, 4]. Entonces T∗X∗T∗ = T∗ y así T∗X∗ ∈ QR(T∗). Ahora, como X ∈ T[4], vale
que T∗X∗ = XT = PR(T∗). Recíprocamente, si XT = PR(T∗) = T∗X∗ entonces T∗X∗T∗ = T∗
y así X ∈ T[1, 4].
(v) Si X ∈ T[1, 2, 3] entonces, por (ii), TX = Q ∈ QR(T) y N(X) = N(Q). Además, como
X ∈ T[3], vale que Q∗ = (TX)∗ = TX = Q. Así Q = PR(T) y N(X) = R(T)⊥. Para probar la
recíproca, tomemos X tal que TX = PR(T) y N(X) = R(T)⊥; entonces, por (ii), X ∈ T[1, 2] y
TX = (TX)∗. Esto prueba que X ∈ T[1, 2, 3].
(vi) Sea X ∈ T[1, 2, 4]. Por (iv), XT = PR(T∗). Entonces X = XTX = PR(T∗)X y así R(X) ⊆
R(T∗) = N(T)⊥. Recíprocamente, por (iv), sólo resta probar que X ∈ T[2]. Ahora, XTX =
PR(T∗)X = X donde la última igualdad vale porque R(X) ⊆ R(T∗).
(vii) La igualdad es consecuencia de los items (iii) y (iv).
(viii) Es suficiente mostrar que T† es la solución reducida de Douglas de TX = PR(T), pero este
hecho es una consecuencia inmediata de los items (iii) y (vi).
Observación 2.2.2. Si T ∈ C(H,K) entonces la ecuación TX = PR(T) tiene una solución. Más
aún, la solución reducida de Douglas es la inversa de Moore-Penrose de T. Este es el significado
del último ítem del teorema anterior. Luego, las condiciones necesarias y suficientes para que
un operador D ∈ L(K,H) sea la inversa de Moore-Penrose de T ∈ C(H,K) son TD = PR(T) y
R(D) ⊆ N(T)⊥. Esta parece ser la manera más breve de testear las identidades de Moore-Penrose
para un operador de rango cerrado.4
Observación 2.2.3. La ecuación XT = C es equivalente a T∗X∗ = C∗. Luego, los conjuntos T∗[1],
T∗[1, i], T∗[1, i, j] y T∗[1, i, j, k] están relacionados con las soluciones de las ecuaciones XT = Q,
donde Q∗ ∈ QR(T∗).4
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2.3. Soluciones reducidas de ecuaciones tipo Douglas
En el siguiente resultado presentamos una versión más general del criterio de Douglas en
el cual extendemos la noción de solución reducida. La prueba es similar a la presentada para
demostrar dicho teorema, por este motivo no la incluimos.
Teorema 2.3.1. Sean B ∈ L(H,K) y C ∈ L(G,K) tales que R(C) ⊆ R(B). SiM es un complemento
topológico de N(B) entonces existe una única solución XM ∈ L(G,H) de la ecuación BX = C tal que
R(XM) ⊆M. Llamaremos al operador XM la solución reducida paraM de la ecuación BX = C.
Oservaciones 2.3.2.
• Si la ecuación BX = C tiene solución yM es un complemento algebraico de N(B) entonces
existe un único operador lineal XM : G → H tal que BXM = C y R(XM) ⊆ M. Sin em-
bargo, en este caso, no podemos garantizar que XM resulte acotado. Veamos los siguientes
ejemplos:
i. Sea T ∈ L(H) yM un subespacio no cerrado deH tal queM .+ N(T) = H. La proyec-
ción Q = QM//N(T) es solución de la ecuación TX = T y además R(Q) ⊆ M, pero Q
no es acotada ya queM no es cerrado.
ii. Sea S un subespacio cerrado de H yM un subespacio no cerrado de H tal queM .+
S = H. Si ξ ∈ M entonces Pgen{ξ} es una solución acotada de la ecuación PS⊥X =
PS⊥Pgen{ξ} y además satisface R(Pgen{ξ}) ⊆M.
• Si M = N(B)⊥ entonces el operador XN(B)⊥ es la solución reducida de Douglas de la
ecuación BX = C.4
Corolario 2.3.3. Sean B ∈ L(H,K) y C ∈ L(G,K) tales que R(C) ⊆ R(B). Si XM es la solución
reducida paraM de la ecuación BX = C entonces N(XM) = N(C).
Demostración. Como BXM = C entonces N(XM) ⊆ N(C). Ahora, sea ξ ∈ N(C). Entonces 0 =
Cξ = BXMξ. Luego, XMξ ∈ R(XM) ∩ N(B) ⊆ M∩ N(B) = {0}. Por lo tanto ξ ∈ N(XM) y así
N(XM) = N(C).
Corolario 2.3.4. Sean B ∈ L(H,K) y C ∈ L(G,K) tales que R(C) ⊆ R(B). Toda solución Y de la
ecuación BX = C puede escribirse como
Y = X0 + XM,
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donde X0 es una solución de la ecuación homogénea BX = 0 y XM es la solución reducida paraM de la
ecuación BX = C.
Demostración. Sean Y y XM una solución y la solución reducida paraM de la ecuación BX = C,
respectivamente. Entonces X0 = Y − XM es una solución de la ecuación homogénea BX = 0 y
así obtenemos la afirmación.
Si D es una solución de la ecuación BX = C entonces, en muchos casos, es útil tener una
expresión explícita de este operador; más precisamente, es útil encontrar un operador B˜ tal que
D = B˜C. Observemos que en tal caso, el operador B˜ actúa como una suerte de inversa de B
pues B˜BD = D. En la siguiente proposición damos condiciones equivalentes para garantizar tal
factorización de la solución.
Proposición 2.3.5. Sea D ∈ L(G,H) una solución de la ecuación BX = C. Las siguientes condiciones
son equivalentes:
1. D = B˜C para algún operador lineal B˜ : D(B˜)→ H con R(C) ⊆ D(B˜);
2. N(D) = N(C);
3. R(D) ∩ N(B) = {0}.
Demostración.
1→ 2 Si D es una solución de la ecuación BX = C, es decir, si BD = C, entonces N(D) ⊆ N(C).
Además, como D = B˜C para algún operador lineal B˜ : D(B˜) → H con R(C) ⊆ D(B˜) entonces
N(C) ⊆ N(D), y así N(C) = N(D).
2→ 1 Consideremos el operador B˜ : R(C) → H definido por B˜(Cξ) = Dξ. Es fácil verificar
que B˜ es lineal. Además, B˜ está bien definido. En efecto, sean ξ1, ξ2 ∈ G tales que Cξ1 = Cξ2.
Entonces Dξ1 = Dξ2 pues N(C) = N(D). Por otro lado, es claro que B˜C = D y así queda
probada la implicación.
2 ↔ 3 Sea D una solución de la ecuación BX = C y supongamos que R(D) ∩ N(B) = {0}.
Si ξ ∈ N(C) entonces BDξ = Cξ = 0, es decir, Dξ ∈ R(D) ∩ N(B) = {0}. Así ξ ∈ N(D) y por
lo tanto N(C) ⊆ N(D). Por otro lado, es inmediato que N(D) ⊆ N(C) ya que BD = C. Luego
N(C) = N(D). Recíprocamente, si N(D) = N(C) y ξ = Dη ∈ R(D) ∩ N(B) para algún η ∈ G
entonces Cη = BDη = Bξ = 0. Así η ∈ N(C) = N(D). Entonces ξ = Dη = 0 y por lo tanto
R(D) ∩ N(B) = {0}.
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Corolario 2.3.6. Toda solución reducida XM de la ecuación BX = C puede escribirse como XM = B˜C,
para algún operador lineal B˜ tal que R(C) ⊆ D(B˜).
Demostración. Como R(XM) ∩ N(B) ⊆ M∩ N(B) = {0} entonces la afirmación se obtiene de la
Proposición 2.3.5.
Observación 2.3.7. Si la ecuación BX = C admite solución, la solución reducida de Douglas es
XN(B)⊥ = B
†C. En efecto, la afirmación es consecuencia del Lema 2.1.5 y del hecho que B†B =
PN(B)⊥ .4
En el próximo resultado describimos al operador B˜ del Corolario 2.3.6. Probaremos que para
las soluciones reducidas vale una factorización similar a la que admite la solución reducida de
Douglas cuando la inversa de Moore-Penrose de B se reemplaza por una inversa generalizada en
Ig(B). Más aún, caracterizamos a las soluciones reducidas mediante ángulos. Como consecuen-
cia, veremos que las soluciones reducidas son exactamente las soluciones que pueden ser escritas
como B˜C para algún B˜ con R(C) ⊆ D(B˜) si se añaden algunas hipótesis sobre la dimensión de los
espacios de Hilbert involucrados.
Teorema 2.3.8. Sean B ∈ L(H,K) y C ∈ L(G,K) tales que R(C) ⊆ R(B). Si Y ∈ L(G,H) es una
solución de la ecuación BX = C entonces las siguientes condiciones son equivalentes:
1. Y es una solución reducida de BX = C ;
2. Y = QM//N(B)XN(B)⊥ para algún complemento topológicoM de N(B);
3. Y = B′C, donde B′ ∈ Ig(B);
4. Y = B′C, donde B′ ∈ I(B);
5. cos0(R(Y), N(B)) < 1.
Demostración.
1→ 2. Sea Y una solución reducida paraM de la ecuación BX = C. Consideremos el operador
B′ : R(B) + R(B)⊥ → H definido por B′ = QM//N(B)B†. Luego B′B = QM//N(B)PN(B)⊥ =
QM//N(B) es acotado puesM es cerrado. Así, Y = B′BY = QM//N(B)B†BY = QM//N(B)B†C =
QM//N(B)XN(B)⊥ , como queríamos probar.
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2 → 3. Supongamos Y = QM//N(B)XN(B)⊥ . En el párrafo anterior vimos que el operador
B′ = QM//N(B)B† satisface que B′B = QM//N(B); más aún, se tiene que B′ ∈ Ig(B). En efecto,
como B′B = QM//N(B) entonces B′ es una inversa interna de B y comoM es cerrado entonces
B′B ∈ L(H). Además, B′BB′ = QM//N(B)B′ = B′. Luego, Y = QM//N(B)XN(B)⊥ = B′BXN(B)⊥ =
B′C.
3→ 4. Esta implicación es inmediata pues Ig(B) ⊆ I(B).
4 → 5. Sea Y = B′C, donde B′ ∈ I(B). Luego R(Y) = R(B′C) ⊆ R(B′B) = M para algún
subespacio cerradoM tal queM .+ N(B) = H. Así, R(Y) ⊆ M y entonces R(Y) ∩ N(B) = {0}.
Más aún, ya que M .+ N(B) = H es cerrado, tenemos que cos0(M, N(B)) < 1. Luego, como
R(Y) ⊆M entonces cos0(R(Y), N(B)) ≤ cos0(M, N(B)) < 1 y así queda probada la afirmación.
5 → 1. Si cos0(R(Y), N(B)) < 1 entonces, por la Proposición 1.3.1, R(Y) ∩ N(B) = {0} y
R(Y) + N(B) es cerrado. Así, R(Y)
.
+ N(B) es un subespacio cerrado. Por lo tantoM = (R(Y) .+
N(B))⊥ + R(Y) tiene las siguientes propiedades: a) es cerrado, pues (R(Y)
.
+ N(B))⊥ ⊆ R(Y)⊥;
b) R(Y) ⊆M; c)M .+ N(B) = H. Para probar la última propiedad, sea ξ = ξ1 + ξ2 ∈ M∩ N(B),
donde ξ1 ∈ (R(Y)
.
+ N(B))⊥ y ξ2 ∈ R(Y). Entonces ξ− ξ2 ∈ (N(B)+ R(Y))∩ (N(B)+ R(Y))⊥ =
{0}. Así ξ1 = 0 y entonces ξ = ξ2 ∈ N(B)∩R(Y) = {0}. Por lo tanto ξ = 0 y asíM∩N(B) = {0}.
Como R(Y) + N(B) es cerrado entonces es inmediato que M .+ N(B) = H. Luego, Y es una
solución reducida paraM de la ecuación BX = C.
Corolario 2.3.9. Sean B ∈ L(H,K), C ∈ L(G,K) e Y ∈ L(G,H) tales que BY = C. Si H tiene
dimensión finita entonces las siguientes condiciones son equivalentes:
1. Y es una solución reducida de la ecuación BX = C;
2. Y = B˜C para algún operador lineal B˜ con R(C) ⊆ D(B˜).
Demostración.
1→ 2 Esta implicación es consecuencia del Teorema 2.3.8.
2→ 1 Si Y = B˜C para algún operador lineal B˜ con R(C) ⊆ D(B˜) entonces, por la Proposición
2.3.5, R(Y) ∩ N(B) = {0}. Además, como R(Y) + N(B) tiene dimensión finita entonces R(Y) +
N(B) es un subespacio cerrado. Luego, por la Proposición 1.3.1, cos0(R(Y), N(B)) < 1 y así, por
el Teorema 2.3.8, Y es una solución reducida de la ecuación BX = C.
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El siguiente ejemplo muestra que el Corolario 2.3.9 puede ser falso en el caso infinito dimen-
sional.
Ejemplo 2.3.10. Sea D ∈ L(H) un operador de rango no cerrado y ξ ∈ R(D) \ R(D). Definimos
B = Pgen{ξ}⊥ . Claramente, D es una solución de la ecuación BX = BD. Más aún, N(B) = gen{ξ} y
entonces R(D) ∩ N(B) = {0}. Así, por la Proposición 2.3.5, D = B˜BD para algún operador lineal
B˜ : D(B˜) → H con R(BD) ⊆ D(B˜). Sin embargo, D no es una solución reducida de la ecuación
BX = BD. En efecto, como R(D) ∩ N(B) = N(B) 6= {0} entonces cos0(R(D), N(B)) = 1. Luego,
por el Teorema 2.3.8, D no es una solución reducida.
Observación 2.3.11. En el Corolario 1.4.1 vimos que la solución reducida de Douglas tiene norma
mínima entre todas las soluciones de la ecuación en cuestión. Aquí veremos que ocurre lo mismo
con las soluciones reducidas para M, cuando se considera una norma ( ‖| · ‖| ) equivalente a
la norma de operadores inducida por 〈 , 〉. Sea M un complemento topológico de N(B), sea
XM ∈ L(G,H) la solución reducida paraM de la ecuación BX = C y sea B′ : R(B)⊕ R(B)⊥ ⊆
K → M ⊆ H una inversa generalizada de B tal que N(B′) = R(B)⊥. Entonces XM = B′C.
Consideremos Q = QM//N(B) y A = Q∗Q + (I − Q∗)(I − Q). Luego A ∈ Gl(H)+ induce un
producto interno, a saber, 〈ξ, η〉A = 〈Aξ, η〉. Entonces
〈
QM//N(B)ξ, η
〉
A
=
〈
ξ, QM//N(B)η
〉
A
para todo ξ, η ∈ H. Es decir, QM//N(B) es ortogonal con respecto al producto interno 〈 , 〉A, o, lo
que es lo mismo, AQM//N(B) = Q∗M//N(B)A. Luego,M = N(B)⊥A , el complemento ortogonal
de N(B) respecto a 〈 , 〉A. Por lo tanto, si desde ahora consideramos H con el producto interno
〈 , 〉A entonces la inversa generalizada B′ definida anteriormente es la inversa de Moore-Penrose
de B. Luego, XM = B′C es la solución reducida de Douglas de la ecuación BX = C y así ‖| XM ‖| =
inf{ ‖| D ‖| : D ∈ L(G,H) tal que BD = C}; donde ‖| D ‖| = sup{‖Dξ‖A : ξ ∈ G, ‖ξ‖ = 1}.
Notemos que, como A ∈ Gl(H)+, entonces 〈 , 〉A y 〈 , 〉 son equivalentes. Por lo tanto, las normas
de operadores inducidas por ellos también son equivalentes.4
2.3.1. Soluciones reducidas positivas
Esta subsección está dedicada a estudiar soluciones reducidas positivas de ecuaciones tipo
Douglas. El primero en dar una condición equivalente a la existencia de soluciones positivas de
este tipo de ecuaciones fue Z. Sebestyén [57] quien probó el siguiente resultado:
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Teorema (Sebestyén). Sean B, C ∈ L(H,K) tales que R(C) ⊆ R(B). Entonces, la ecuación BX = C
admite una solución positiva si y sólo si CC∗ ≤ λBC∗ para alguna constante λ ≥ 0.
Sin embargo, el resultado de Sebestyén no provee una fórmula explícita de tal solución. Más
tarde, A. Dajic´ y J. J. Koliha [22] dieron una fórmula para la solución positiva bajo algunas hipóte-
sis extras. Más precisamente, ellos probaron el siguiente resultado:
Teorema (Dajic´-Koliha). Sean B, C ∈ L(H,K) tales que R(C) ⊆ R(B) y R(B) y R(BC∗) son cerrados.
Si la ecuación BX = C tiene una solución positiva entonces la solución general positiva está dada por
X = C∗(BC∗)′C + (I − B′B)S(I − B′B)∗,
donde S ∈ L(H)+ y (BC∗)′ y B′ son inversas internas arbitrarias de B y BC∗, respectivamente. Más aún,
C∗(BC∗)′C es una solución positiva independiente de la elección de la inversa interna (BC∗)′.
A continuación probamos que la fórmula de A. Dajic´ y J. J. Koliha vale si las condiciones R(B)
y R(BC∗) cerrados se reemplazan por una cierta condición de ángulo. En la Observación 2.3.14
mostramos que nuestras hipótesis son más débiles que las de Dajic´ y Koliha. Antes, enunciamos
un lema que necesitaremos para probar el resultado.
Lema 2.3.12. La solución general autoadjunta de la ecuación homogénea BX = 0 está dada por
Y = (I − B′B)Z(I − B′B)∗,
donde Z ∈ L(H) es un operador autoadjunto y B′ ∈ I(B).
Demostración. Para todo B′ ∈ I(B) vale I− B′B ∈ QN(B). Sea Y una solución de BX = 0. Entonces
R(Y) ⊆ N(B) y así Y = (I − B′B)Y para toda B′ ∈ I(B). Si además Y = Y∗, tenemos que
Y = Y(I − B′B)∗ y así Y = (I − B′B)Y(I − B′B)∗. Recíprocamente, si Z ∈ L(H) es autoadjunto
entonces Y = (I − B′B)Z(I − B′B)∗ es una solución autoadjunta de BX = 0.
La demostración del siguiente resultado sigue el esquema de la prueba presentada por Dajic´
y J. J. Koliha [[22], Theorem 5.2]
Teorema 2.3.13. Sean B, C ∈ L(H,K) tales que la ecuación BX = C tiene una solución positiva. Si
R(C) ⊆ R(BC∗) y c0(R(C∗), N(B)) < 1 entonces
X0 = C∗(BC∗)†C
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es una solución reducida positiva de la ecuación BX = C. Además, la solución general positiva es
Y = C∗(BC∗)†C + (I − B′B)S(I − B′B)∗, (2.3)
donde S ∈ L(H)+ y B′ ∈ I(B).
Demostración. Comencemos notando que X0 = C∗(BC∗)†C ∈ L(H) porque R(C) ⊆ R(BC∗)
(Lema 2.1.5). Más aún, ya que la ecuación BX = C admite una solución positiva entonces, por el
Teorema de Sebestyén, BC∗ ∈ L(K)+ y así (BC∗)† es positivo (Proposición 2.1.9). Luego, X0 ∈
L(H)+. Además, BX0 = B(C∗(BC∗)†C) = PR(BC∗)|D((BC∗)†)C = C. Por otro lado, R(X0) = R(C∗).
En efecto, ya que BX0 = C entonces N(X0) ⊆ N(C) lo cual implica que R(C∗) ⊆ R(X0). La otra
inclusión es una consecuencia inmediata de la definición de X0. Luego, como c0(R(X0), N(B)) =
c0(R(C∗), N(B)) < 1, por el Teorema 2.3.8, afirmamos que X0 es una solución reducida. En lo que
resta de la demostración nos dedicaremos a probar la fórmula (2.3). Sea Y una solución positiva
de BX = C. Entonces Y − X0 es una solución autoadjunta de BX = 0. Consideremos Bˆ ∈ I(B)
tal que X0 = BˆC; la existencia de tal Bˆ está garantizada por el Teorema 2.3.8. Luego, por el Lema
2.3.12, tenemos que
Y− X0 = (I − BˆB)Z(I − BˆB)∗, (2.4)
para algún Z ∈ L(H) autoadjunto. Entonces,
(I − BˆB)Y(I − BˆB)∗ = (I − BˆB)X0(I − BˆB)∗ + (I − BˆB)Z(I − BˆB)∗
= (I − BˆB)Z(I − BˆB)∗.
Notemos que S = (I − BˆB)Z(I − BˆB)∗ ∈ L(H)+ porque Y ∈ L(H)+. Sea B′ ∈ I(B). Luego,
(I − B′B)(I − BˆB) = (I − BˆB) y entonces de la ecuación (2.4) se obtiene que Y − X0 = (I −
B′B)(Y − X0)(I − B′B)∗. Así, Y = X0 + (I − B′B)S(I − B′B)∗. Recíprocamente, si Y = X0 +
(I − B′B)S(I − B′B)∗, donde S ∈ L(H)+ y B′ ∈ I(B) entonces Y es una solución positiva de
BX = C.
Observación 2.3.14. Las hipótesis del Teorema 2.3.13 son más débiles que las hipótesis de A. Dajic´
y J. J. Koliha. En efecto, supongamos que las hipótesis de Dajic´ y Koliha valen. Como la ecuación
BX = C admite una solución positiva entonces CC∗ ≤ λBC∗ para alguna constante no negativa λ.
Por lo tanto, por el Teorema de Douglas, R(C) ⊆ R((BC∗)1/2). Así, si R(BC∗) es cerrado entonces
R(C) ⊆ R((BC∗)1/2) = R(BC∗). Por otro lado, de la desigualdad CC∗ ≤ λBC∗ obtenemos que
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N(BC∗) ⊆ N(C∗), y así si R(BC∗) es cerrado entonces R(C) ⊆ R(BC∗) = R(CB∗) ⊆ R(C). Por
lo tanto, R(C) es cerrado. Además, la condición N(BC∗) ⊆ N(C∗) implica R(C∗) ∩ N(B) = {0}.
Finalmente, si X0 = C∗(BC∗)†C entonces R(C∗) = R(X0B∗) ⊆ R(X0) ⊆ R(C∗), es decir, R(C∗) =
R(X0). Ahora, R(C∗)
.
+ N(B) = R(X0)
.
+ N(B) = B−1(R(C)) es cerrado y así, por la Proposición
1.3.1, c0(R(C∗), N(B)) < 1. Recíprocamente, sea C ∈ L(H)+ con rango no cerrado y B = PR(C).
Obviamente, C es una solución reducida positiva de la ecuación BX = C y R(C) ⊆ R(BC∗).
Además, c0(R(C∗), N(B)) = 0. Sin embargo, R(BC∗) = R(C) no es cerrado.4
Observación 2.3.15. Sean B y C operadores que satisfacen las hipótesis del Teorema 2.3.13 yM
un complemento topológico de N(BC∗). Entonces la solución reducida positiva X0 del Teore-
ma 2.3.13 es X0 = C∗(BC∗)′C para toda inversa generalizada (BC∗)′ de BC∗ tal que (BC∗)′ :
R(BC∗)
.
+M⊥ → M y N((BC∗)′) = M⊥. En efecto, sea (BC∗)′ una inversa generalizada de
BC∗ con esas características. Como BC∗ ∈ L(K)+ entonces, por la Proposición 2.1.7, (BC∗)′ es
un operador positivo. Luego X1 = C∗(BC∗)′C ∈ L(H)+. Además, BX1 = B(C∗(BC∗)′C) =
QR(BC∗)//M⊥C = C. Para probar que X0 = X1 veamos que ambas soluciones son soluciones
reducidas de BX = C para un mismo complemento topológico de N(B). Para ésto observe-
mos que, como c0(R(C∗), N(B)) < 1 entonces R(C∗)
.
+ N(B) es cerrado y entonces el sube-
spacio W = (R(C∗) .+ N(B))⊥ + R(C∗) es un complemento topológico de N(B). Luego, como
R(X0) = R(C∗) ⊆ W entonces X0 es la solución reducida para W . Ahora, si probamos que
R(X1) = R(C∗) entonces X1 también resulta una solución reducida paraW y así concluimos que
X0 = X1. Es claro que R(X1) ⊆ R(C∗). Además, como BX1 = C entonces N(X1) ⊆ N(C), o lo
que es lo mismo, R(C∗) ⊆ R(X1). En consecuencia R(C∗) = R(X1) y así queda probada nuestra
afirmación.4

Capítulo 3
Proyecciones A-autoadjuntas
Los operadores que son autoadjuntos con respecto a un cierto producto interno se denom-
inan simetrizables. Si bien tales operadores han sido estudiados desde mucho tiempo antes, los
primeros trabajos sistemáticos sobre el tema corresponden a M. G. Krein [41] , A. C. Zaanen [60] y
W. T. Reid [55] donde se estudian diferentes propiedades espectrales de operadores simetrizables.
J. Dieudonné [24] y P D. Lax [43] estudiaron condiciones para garantizar la simetrizabilidad de
operadores; otros trabajos más actuales corresponden a Z. Sebestyén [56], B.A. Barnes [9], S. Hassi,
Z. Sebestyén y H. de Snoo [38] y P. Cojuhari y A. Gheondea [16] donde se obtienen muchas apli-
caciones relacionadas a la noción de simetrizabilidad. En este capítulo trabajaremos con proyec-
ciones que son autoadjuntas con respecto al semiproducto interno inducido por un operador pos-
itivo A (o bien, simetrizables para A). G. Corach, A. Maestripieri y D. Stojanoff [18], [19] y [21] han
trabajado sobre la existencia y unicidad de tales proyecciones, las cuales también se denominan
proyecciones A-autoadjuntas. En sus trabajos se encuentran distintas caracterizaciones, en térmi-
no de descomposiciones del espacio de Hilbert y de los rangos de A y de A1/2, que permiten
asegurar la existencia de proyecciones A-autoadjuntas con un rango previamente fijado. Aquí
focalizamos nuestra atención en la relación que existe entre las proyecciones A-autoadjuntas y
ecuaciones tipo Douglas. Más precisamente, estudiaremos aquellas proyecciones A-autoadjuntas
que están vinculadas con soluciones reducidas de ecuaciones tipo Douglas.
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3.1. Nociones básicas sobre la teoría de compatibilidad
Dado A ∈ L(H)+, el funcional
〈 , 〉A : H×H → C, 〈ξ, η〉A := 〈Aξ, η〉 (3.1)
define una forma sesquilineal Hermitiana que es semidefinida positiva, es decir, 〈 , 〉A es un semi-
producto interno sobreH. Si S es un subespacio deH entonces denotamos
S⊥A := {ξ ∈ H : 〈ξ, η〉A = 0 ∀η ∈ S}
el subespacio A-ortogonal de S . Simples cálculos muestran que S⊥A es cerrado y que las sigu-
ientes identidades valen:
S⊥A = (AS)⊥ = A−1(S⊥).
Si A es inyectivo entonces 〈 , 〉A es un producto interno. Más aún, si A ∈ Gl(H)+ entonces
〈 , 〉A es un producto interno equivalente a 〈 , 〉; luego todo subespacio cerrado S admite un
A-complemento en (H, 〈 , 〉A), a saber, el subespacio S⊥A ; así H = S
.
+ S⊥A . Sin embargo, si A
no es inversible tal complemento puede no existir; en efecto, S ∩ S⊥A = S ∩ N(A). Más aún,
S + S⊥A puede ser un subespacio propio de H. Veamos un ejemplo de esta última afirmación:
sea B ∈ L(H)+ con rango no cerrado entonces el operador
A =
 B B1/2
B1/2 I
 =
 B1/2 0
I 0
 B1/2 I
0 0
 ∈ L(H⊕H)+.
Consideremos el subespacio cerrado S = H⊕ {0}. Luego S⊥A = N(B)⊕ N(B) y así S + S⊥A =
H⊕ N(B) ( H⊕H. En la proposición 3.1.1 veremos condiciones que garantizan la existencia de
un A-complemento para un subespacio cerrado.
Dado T ∈ L(H), un operador W ∈ L(H) se dice un operador A-adjunto de T si
〈Tξ, η〉A = 〈ξ, Wη〉A para todo ξ, η ∈ H,
o, lo que es equivalente, si W satisface la ecuación AX = T∗A. Además, el operador T se dice
A-autoadjunto si AT = T∗A. Notemos que la existencia de un operador A-adjunto no está garan-
tizada. En efecto, T ∈ L(H) admite un operador A-adjunto si y sólo si la ecuación AX = T∗A
tiene solución. De esta manera, T puede no tener un operador A-adjunto, tener solamente uno o
bien, tener infinitos operadores A-adjuntos.
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Dado A ∈ L(H)+ y un subespacio cerrado S denotamos por P(A,S) el conjunto de las
proyecciones con rango S que son A-autoadjuntas:
P(A,S) := {Q ∈QS : AQ = Q∗A}.
El conjunto P(A,S) es una variedad afín, enventualmente vacía. Si P(A,S) es no vacío entonces
el par (A,S) se dice compatible. La teoría de compatibilidad ha sido introducida y extensamente
desarrollada por G. Corach, A. Maestripieri y D. Stojanoff [18], [19] y [21]. En [46], A. Maestripieri
y F. Martínez Pería estudiaron el conjunto P(A,S) cuando el operador A es autoadjunto. En
esta tesis trabajaremos solamente con el caso en que A ∈ L(H)+. En la siguiente proposición
resumimos algunas condiciones equivalentes a la compatibilidad de un par (A,S). El material
recopilado ha sido extraído de [18], [19] y [21].
Proposición 3.1.1. Sea A ∈ L(H)+ y S un subespacio cerrado.
1. Consideremos A con la representación matricial (1.2). Las siguientes afirmaciones son equivalentes:
a) El par (A,S) es compatible;
b) R(PSA) ⊆ R(PSAPS ) o equivalentemente R(b) ⊆ R(a);
c) La ecuación ax = b admite una solución;
d) S + S⊥A = H;
e) Existe un subespacio cerradoW ⊆ S⊥A tal que S .+W = H;
f) c0(S⊥, A(S)) < 1.
2. Si (A,S) es compatible entonces S + N(A) es un subespacio cerrado. Más aún, si R(A) es cerrado
entonces (A,S) es compatible si y sólo si S + N(A) es un subespacio cerrado.
Demostración.
a↔ c. Sea Q ∈ QS . Consideremos la representación (1.3) de Q. Simples cálculos muestran que
AQ = Q∗A si y sólo si ay = b. Luego, por el teorema de Douglas, la equivalencia queda probada.
b↔ c. Observemos que
PSA =
 a b
0 0
 y PSAPS =
 a 0
0 0
 .
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Luego R(PSA) = R(a) + R(b), R(PSAPS ) = R(a) y entonces la equivalencia es consecuencia del
teorema de Douglas.
a → d. Supongamos que el par (A,S) es compatible y sea Q ∈ P(A,S). Entonces N(Q) ⊆
S⊥A y asíH = S .+ N(Q) ⊆ S + S⊥A . Luego S + S⊥A = H.
d → e. Supongamos que S + S⊥A = H y denotemos N = S ∩ S⊥A . Si W = S⊥A ∩ N⊥
entonces S .+W = H. En efecto, S ∩ (S⊥A ∩ N⊥) = (S ∩ S⊥A) ∩ N⊥ = N ∩N⊥ = {0}. Por
otro lado, es claro que S +W ⊆ H. Ahora, sea ξ = ξ1 + ξ2 ∈ H, donde ξ1 ∈ S y ξ2 ∈ S⊥A . Como
N es un subespacio cerrado de H entonces N ⊕N⊥ = H y podemos escribir ξ2 = µ+ η, donde
µ ∈ N y η ∈ N⊥. Entonces ξ2 − µ = η ∈ S⊥A ∩N⊥. Luego ξ = ξ1 + µ+ η, donde ξ1 + µ ∈ S y
η ∈ S⊥A ∩N⊥ =W . Por lo tantoH ⊆ S +W y así queda probada la implicación.
e → a. Sea W ⊆ S⊥A un subespacio cerrado tal que S .+W = H y consideremos la única
proyección Q = QS//W . Luego, para todo ξ = ξ1 + ξ2, η = η1 + η2 ∈ H, donde ξ1, η1 ∈ S y
ξ2, η2 ∈ W vale 〈Q(ξ1 + ξ2), η1 + η2〉A = 〈ξ1, η1〉A = 〈ξ1 + ξ2, Q(η1 + η2)〉A. Por lo tanto AQ =
Q∗A y así el par (A,S) es compatible.
d ↔ f. Si S + S⊥A = H entonces S + S⊥A es cerrado y así c(S ,S⊥A) < 1. Recordemos que
S⊥A = (AS)⊥. Luego c(S⊥, A(S)) < 1. Además, S⊥ ∩ A(S) = (S + S⊥A)⊥ = {0}. Por lo
tanto, c0(S⊥, A(S)) < 1. Recíprocamente, si c0(S⊥, A(S)) < 1 entonces, por la Proposición 1.3.1,
S⊥ ∩A(S) = {0} y S⊥+ A(S) es cerrado. Luego, S+(AS)⊥ es cerrado y como (S+(AS)⊥)⊥ =
S⊥ ∩ A(S) = {0} entonces S + (AS)⊥ = S + S⊥A = H.
2. Supongamos que el par (A,S) es compatible, consideremos Q ∈ P(A,S) y definimos
E = I − Q. Notemos que E es una proyección A-autoadjunta con núcleo S y que N(A) ⊆
N(E∗A) = N(AE). Luego S + N(A) ⊆ N(AE). Por otro lado, afirmamos que N(AE) = {ξ ∈
H : Eξ ∈ N(A)} = S + (N(A) ∩ R(E)). En efecto, sea ξ ∈ H tal que Eξ ∈ N(A). Entonces
Eξ ∈ N(A) ∩ R(E) y luego Eξ ∈ S + N(A) ∩ R(E). Así {ξ ∈ H : Eξ ∈ N(A)} ⊆ S + (N(A) ∩
R(E)). Ahora, sea ξ = η + µ ∈ S + (N(A) ∩ R(E)), donde η ∈ S y µ ∈ N(A) ∩ R(E). En-
tonces AEξ = AEη + Aµ = 0 y así Eξ ∈ N(A). Por lo tanto S + (N(A) ∩ R(E)) ⊆ {ξ ∈
H : Eξ ∈ N(A)} y así queda probada la afirmación. Luego N(AE) = S + (N(A) ∩ R(E)) ⊆
S + N(A), con lo cual hemos probado que S + N(A) = N(AE). En consecuencia, el subespa-
cio S + N(A) es cerrado. Por otro lado, consideremos ahora A con rango cerrado y S + N(A)
cerrado. La compatibilidad del par (A,S) seguirá del hecho que R(PSAPS ) es cerrado pues,
en tal caso, R(PSAPS ) = R(a) = R(a1/2) ⊇ R(b) (Proposición 1.5.1) y así, por el item (1) de
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esta proposición se obtiene la afirmación. Veamos que R(PSAPS ) es cerrado. Observemos que
N(PSAPS ) = N(APS ) = S⊥ ⊕ (S ∩ N(A)). En efecto, es claro que N(APS ) ⊆ N(PSAPS ). Si
ξ ∈ N(PSAPS ) entonces A1/2PSξ ∈ R(A1/2PS )∩N(PSA1/2) = R(A1/2PS )∩R(A1/2PS )⊥ = {0}.
Luego ξ ∈ N(A1/2PS ) ⊆ N(APS ) y así N(PSAPS ) = N(APS ). Sea ξ = ξ1 + ξ2 + ξ3 ∈ N(APS ),
donde ξ1 ∈ S⊥, ξ2 ∈ S ∩ N(A) y ξ3 ∈ S ∩ (S ∩ N(A))⊥. Entonces 0 = APSξ = Aξ3 y así
ξ3 = 0; es decir N(APS ) ⊆ S⊥ ⊕ (S ∩ N(A)). La otra inclusión es inmediata y por lo tanto
N(APS ) = S⊥ ⊕ (S ∩ N(A)). LlamemosM := S ∩ (S ∩ N(A))⊥ = N(PSAPS )⊥ = R(PSAPS ).
Es claro queM∩ N(A) = {0}. Luego, como N = S + N(A) =M+ N(A) es cerrado, podemos
definir Q : N → N , Q = QM//N(A). Notemos que Q es una proyección acotada pues M es
cerrado. Si Q = 0 entoncesM = {0}, es decir, PSAPS = 0. Si Q 6= 0 entonces existe 0 6= ξ ∈ M.
Sea η ∈ R(A) tal que Aξ = Aη. Luego A(ξ − η) = 0 y así η = ξ + ω, donde ω ∈ N(A). Por lo
tanto Qη = ξ y así ‖ξ‖ ≤ ‖Q‖‖η‖. Luego, 〈PSAPSξ, ξ〉 = 〈APSξ, PSξ〉 = 〈Aξ, ξ〉 = 〈Aη, η〉 ≥
λ‖η‖2 ≥ λ‖Q‖−2‖ξ‖2, para algún λ > 0; notemos que la primer desigualdad vale por el hecho
que R(A) es cerrado y A|R(A) es inversible. Por lo tanto hemos probado que PSAPS es acotado
inferiormente y entonces su rango es cerrado, como queríamos probar.
Si A ∈ L(H)+ y consideramos la representación matricial (1.2) de A entonces, por la Proposi-
ción 1.5.1, R(b) ⊆ R(a1/2); por lo tanto, si R(PSAPS ) es cerrado entonces el par (A,S) es compat-
ible pues R(PSAPS ) = R(a) = R(a1/2) ⊇ R(b). En particular:
• Si dim(H) < ∞ entonces (A,S) es compatible para todo subespacio S ⊆ H;
• Si dim(S) < ∞ entonces (A,S) es compatible;
• Si A ∈ Gl(H)+ entonces R(PSAPS ) = S . Luego (A,S) es compatible.
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Esta sección está dedicada a aplicar los resultados de la sección 2.3 del Capítulo 2 a la clase de
proyecciones A-autoadjuntas. Primero enunciamos un resultado que motiva una caracterización
de los elementos del conjunto P(A,S) por medio de sus núcleos.
Proposición 3.2.1. Sean S , T ⊆ H subespacios cerrados tales que S + T = H. SiW es un subespacio
cerrado contenido en T tal que S .+W = H entonces W = T ∩M para algún subespacio cerrado
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M ⊆ H que satisfaceM .+ S ∩ T = H. Recíprocamente, siM es un subespacio cerrado de H tal que
M .+ S ∩ T = H entonces S .+ T ∩M = H.
Demostración. SiW es un subespacio cerrado contenido en T tal que S .+W = H entonces T =
S ∩ T .+W . En efecto, (S ∩ T ) ∩W = (S ∩ W) ∩ T = {0}. Por otro lado S ∩ T +W ⊆ T .
Ahora, sea ξ = η + µ ∈ T , donde η ∈ S y µ ∈ W . Entonces ξ − µ = η ∈ S ∩ T . Luego
ξ ∈ (S ∩ T ) +W y entonces (S ∩ T ) .+W = T . DefinimosM = W .+ T ⊥. Observemos que el
subespacio M es cerrado pues W ⊆ T . Además M .+ (S ∩ T ) = H. En efecto, M+ S ∩ T =
W + T ⊥ + S ∩ T = T ⊥ + (W + S ∩ T ) = T ⊥ + T = H. Queda probar queM∩S ∩ T = {0}.
Sea ξ ∈ M∩ S ∩ T . Como ξ ∈ M entonces ξ = ξ1 + ξ2, donde ξ1 ∈ W y ξ2 ∈ T ⊥. Además,
ξ ∈ T . Luego ξ − ξ1 = ξ2 ∈ T ∩ T ⊥ = {0} y entonces ξ = ξ1 ∈ W ∩ S ∩ T = {0}. En
consecuenciaM .+ S ∩ T = H. Resta probar que W = T ∩M. Es evidente que W ⊆ T ∩M.
Para probar la otra inclusión consideremos ξ = η+µ ∈ T ∩M, donde η ∈ W y µ ∈ T ⊥. Entonces
ξ − η = µ ∈ T ∩ T ⊥ = {0}. Por lo tanto ξ ∈ W y asíW = T ∩M. Recíprocamente, supongamos
que existe un subespacio cerrado M ⊆ H tal que M .+ S ∩ T = H. Para probar la afirmación
es suficiente ver que H ⊆ S + T ∩M. Sea ξ = η + ω ∈ H, donde η ∈ S y ω ∈ T . Además
ω = ρ + τ, donde ρ ∈ M y τ ∈ S ∩ T . Entonces ω − τ = ρ ∈ T ∩M. Luego ξ = η + τ + ρ,
donde η + τ ∈ S y ρ ∈ T ∩M y asíH ⊆ S + T ∩M como queríamos probar.
Una proyección Q ∈ QS pertenece al conjunto P(A,S) si y sólo si N(Q) ⊆ S⊥A . La prueba de
esta afirmación se encuentra diseminada en la demostración de la Proposición 3.1.1. La proposi-
ción anterior provee una descripción más precisa de los núcleos de los elementos del conjunto
P(A,S), como veremos a continuación.
Proposición 3.2.2. Sea (A,S) un par compatible y Q ∈ QS . Las siguientes condiciones son equivalentes:
1. Q ∈ P(A,S);
2. N(Q) = S⊥A ∩M para algún complemento topológicoM de S ∩ N(A).
Demostración.
1→ 2 Como el par (A,S) es compatible entonces S + S⊥A = H. Si Q ∈ P(A,S) entonces
N(Q) ⊆ S⊥A y S .+ N(Q) = H. Luego la afirmación se obtiene por la Proposición 3.2.1.
2→ 1 Como Q ∈ QS y N(Q) ⊆ S⊥A entonces Q ∈ P(A,S).
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De acuerdo a las representaciones matriciales (1.2) de A ∈ L(H)+ y (1.3) de una proyección
Q ∈ QS , la proyección Q es A-autoadjunta si y sólo si y ∈ L(S⊥,S) es una solución de la ecuación
ax = b. En el Teorema 3.2.6 caracterizamos las proyecciones A-autoadjuntas que se obtienen
mediante las soluciones reducidas de esta ecuación.
Definición 3.2.3. Sea (A,S) un par compatible, A con la representación matricial (1.2) y Q ∈ P(A,S)
con la representación matricial (1.3). Diremos que Q es una proyección reducida si y es una solución
reducida de la ecuación ax = b para algún complemento topológico de N(a) en S .
Antes de estudiar las proyecciones reducidas enunciamos dos lemas que necesitaremos para
tal fin.
Lema 3.2.4. Sea (A,S) un par compatible y A con la representación matricial (1.2). Si N = S ∩ N(A)
entonces N = N(a).
Demostración. Si ξ ∈ N(a) ⊆ S entonces, como el par es compatible y a es positivo, tenemos que
N(a) ⊆ N(b∗) y luego b∗ξ = 0. Por lo tanto, Aξ = aξ + b∗ξ = 0, es decir, ξ ∈ N . Probemos la otra
inclusión, si ξ ∈ N entonces aξ = PSAPS |Sξ = PSAξ = 0. Luego, ξ ∈ N(a), es decir, N ⊆ N(a)
y por lo tanto N = N(a), como queríamos probar.
Lema 3.2.5. Si Q1, Q2 ∈ Q satisfacen N(Q1) ⊆ N(Q2) y R(Q1) ⊆ R(Q2) entonces Q1 = Q2.
Demostración. Notemos que la afirmación del lema es consecuencia inmediata de las siguientes
equivalencias: N(Q1) ⊆ N(Q2) ⇔ Q2Q1 = Q2 y R(Q1) ⊆ R(Q2) ⇔ Q2Q1 = Q1. Por lo tanto es
suficiente probar las equivalencias: supongamos N(Q1) ⊆ N(Q2) y sea ξ = η + µ ∈ H, donde
η ∈ N(Q1) y µ ∈ R(Q1). Entonces Q2Q1ξ = Q2Q1(η+ µ) = Q2Q1µ = Q2µ y Q2ξ = Q2(η+ µ) =
Q2µ. Por lo tanto Q2Q1 = Q2. La recíproca es inmediata. Para probar la segunda equivalencia
supongamos que R(Q1) ⊆ R(Q2) y tomemos nuevamente ξ = η + µ ∈ H, donde η ∈ N(Q1) y
µ ∈ R(Q1). Entonces Q2Q1ξ = µ y Q1ξ = µ. Así Q2Q1 = Q1. La recíproca es evidente.
Observemos que en la Proposición 3.2.2 describimos el núcleo de los elementos del conjunto
P(A,S) mediante complementos de S ∩ N(A). En el siguiente resultado daremos una condición
adicional sobre tal complemento para que Q ∈ P(A,S) sea una proyección reducida.
Teorema 3.2.6. Sea (A,S) un par compatible y Q ∈ P(A,S). Las siguientes afirmaciones son equiva-
lentes:
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1. Q es una proyección reducida;
2. N(Q) = S⊥A ∩M, dondeM es un complemento topológico de S ∩ N(A) y cos(M,S) = 0.
3. cos0(R(QPS⊥),S ∩ N(A)) < 1.
Demostración. A lo largo de esta demostración trabajaremos con la representación matricial (1.3)
de Q.
1→ 2 Sea Q una proyección reducida. Entonces el operador y de la representación matricial
de Q es una solución reducida de la ecuación ax = b para un complemento topológico W de
N(a). Definimos M = W + S⊥. Notemos que M es un subespacio cerrado pues W y S⊥ son
subespacios ortogonales. Luego,M+ (S ∩ N(A)) =M+ N(a) =W + S⊥ + N(a) = S + S⊥ =
H. Además,M∩ (S ∩ N(A)) = {0}. En efecto, si ξ = ξ1 + ξ2 ∈ M∩ (S ∩ N(A)) con ξ1 ∈ S⊥ y
ξ2 ∈ W entonces ξ− ξ2 = ξ1 ∈ S ∩S⊥ = {0}. Por lo tanto ξ1 = 0 y así ξ = ξ2 ∈ W ∩N(a) = {0},
es decir, ξ = 0 y entoncesM .+S ∩N(A) = H. Luego, por la Proposición 3.2.1 vale que S .+S⊥A ∩
M = H y así, por el Lema 3.2.5, para probar que N(Q) = S⊥A ∩M es suficiente probar que
N(Q) ⊆ S⊥A ∩M. Ahora, como Q ∈ P(A,S) entonces N(Q) ⊆ S⊥A . Veamos que N(Q) ⊆ M.
Para ésto, sea ξ = ξ1 + ξ2 ∈ N(Q) con ξ1 ∈ S y ξ2 ∈ S⊥. Luego Qξ = ξ1 + yξ2 = 0. Por lo
tanto, ξ1 = −yξ2 ∈ W . Así, ξ = ξ1 + ξ2 ∈ W + S⊥ = M y entonces N(Q) ⊆ M. Sólo queda
probar que cos(M,S) = 0, o, lo que es equivalente, M = (M∩ S)⊕ (M∩ S⊥). Claramente,
(M∩ S) ⊕ (M∩ S⊥) ⊆ M. Para probar la otra inclusión consideremos η = η1 + η2 ∈ M,
donde η1 ∈ W y η2 ∈ S⊥. Entonces η − η1 = η2 ∈ M∩ S⊥ y η − η2 = η1 ∈ M∩ S . Por lo tanto
M⊆ (M∩S)⊕ (M∩S⊥) y en consecuenciaM = (M∩S)⊕ (M∩S⊥).
2 → 1 Es suficiente mostrar que existe un subespacio cerrado W tal que W .+ N(a) = S
y R(y) ⊆ W . Definamos W = M∩ S . Entonces W + N(a) ⊆ S . Ahora, sea ξ = ξ1 + ξ2 ∈
S , donde ξ1 ∈ M y ξ2 ∈ S ∩ N(A) = N(a). Luego ξ − ξ2 = ξ1 ∈ M ∩ S = W . Además,
W ∩ N(a) = W ∩ (S ∩ N(A)) =M∩ (S ∩ N(A)) = {0}. Así,W .+ N(a) = S . Ahora, si ξ ∈ S⊥
entonces −yξ + ξ ∈ N(Q) ⊆ M. Como cos(M,S) = 0 entonces M = (M∩ S) ⊕ (M∩ S⊥)
y así −yξ + ξ = κ1 + κ2, donde κ1 ∈ M∩ S y κ2 ∈ M∩ S⊥. Luego −yξ = κ1 y ξ = κ2 y así
R(y) ⊆M∩S =W .
1↔ 3 Es consecuencia del Teorema 2.3.8.
Definición 3.2.7. Si el par (A,S) es compatible, la única proyección reducida determinada por la solución
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reducida de Douglas de la ecuación ax = b, se denota PA,S . Más precisamente,
PA,S =
 1 a†b
0 0
 .
Observación 3.2.8. Si el par (A,S) es compatible y Q ∈ P(A,S) entonces Q es la proyección
reducida PA,S si y sólo si alguna de las siguientes condiciones vale:
1. N(Q) = S⊥A ∩ (S ∩ N(A))⊥;
2. c0(R(QPS⊥),S ∩ N(A)) = 0.4
A continuación presentamos un resumen de propiedades que satisface el elemento PA,S y que
han sido estudiadas en [18], [19], [20] y [21].
Proposición 3.2.9. Sea (A,S) un par compatible y N = S ∩ N(A). Entonces:
1. PA,S = PA,S	N + PN .
2. ‖PA,S‖2 = ‖PAS	N ‖2 + 1.
3. P(A,S) es una variedad afín la cual puede parametrizarse como
P(A,S) = PA,S + L(S⊥,N ),
donde hemos identificadoL(S⊥,N ) con {T ∈ L(H) : T(S) = {0} y T(S⊥) = N}. En particular,
si N = {0} entonces P(A,S) = {PA,S}.
4. ‖PA,S‖ = mı´n{‖Q‖ : Q ∈ P(A,S)}. Sin embargo, PA,S no es en general el único Q ∈ P(A,S)
que realiza la mínima norma.
Demostración. A lo largo de esta demostración consideraremos las descomposiciones S = S 	
N ⊕N yH = S 	N ⊕N ⊕ S⊥; respecto a éstas, los operadores A y PA,S se escriben como:
A =

a1 0 b1
0 0 0
b∗1 0 c
 y PA,S =

1 0 a†1b1
0 1 0
0 0 0
 . (3.2)
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1. Notemos que, bajo la descomposición H = S 	N ⊕N ⊕ S⊥, los operadores PA,S	N y PN
tienen las siguientes representaciones
PA,S	N =

1 0 a†1b1
0 0 0
0 0 0
 y PN =

0 0 0
0 1 0
0 0 0
 .
Luego por (3.2) obtenemos la descomposición PA,S = PA,S	N + PN .
2. Sea ξ = η + σ+ ρ ∈ H, donde η ∈ S 	N , σ ∈ N y ρ ∈ S⊥. Entonces
‖PA,S‖2 = sup
‖ξ‖=1
‖(PA,S	N + PN )ξ‖2 = sup
‖ξ‖=1
‖PA,S	N (η + ρ) + PN σ‖2
= sup
‖ξ‖=1
{‖PA,S	N (η + ρ)‖2 + ‖PN σ‖2}
= sup
‖ξ‖=1
‖PA,S	N (η + ρ)‖2 + sup
‖ξ‖=1
‖σ‖2
= ‖PA,S	N ‖2 + 1.
3. Como el par (A,S) es compatible entonces N = N(a). Sea Q ∈ P(A,S) con la rep-
resentación matricial (1.3). Entonces el operador y de la representación matricial de Q es una
solución de la ecuación ax = b, donde a, b son los operadores de la representación (1.2) de A.
Luego, y = a†b + d, con d ∈ L(S⊥,S) y R(d) ⊆ N(a) = N y así obtenemos que P(A,S) ⊆
PA,S + L(S⊥,N ). La otra inclusión se prueba de manera análoga.
4. Si Q ∈ P(A,S) entonces por el ítem anterior Q = PA,S + Z, donde Z ∈ L(S⊥,N ); es decir,
Q =

1 0 a†1b
0 1 z
0 0 0
 , (3.3)
para algún z ∈ L(S⊥,N ). Luego, si ξ = η + σ + ρ ∈ H, donde η ∈ S 	 N , σ ∈ N y ρ ∈ S⊥,
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entonces
‖Q‖2 = ‖I −Q‖2 = sup
‖ξ‖=1
‖(−a†1b1 − z + 1)ρ‖2
= sup
‖ξ‖=1
{‖ − a†1b1ρ‖2 + ‖ − zρ‖2 + ‖ρ‖2}
≥ sup
‖ξ‖=1
{‖ − a†1b1ρ‖2 + ‖ρ‖2}
= sup
‖ξ‖=1
‖(−a†1b1 + 1)ρ‖2 = ‖I − PA,S‖2
= ‖PA,S‖2.
Veamos que el elemento PA,S no es, en general, el único elemento que realiza la mínima norma. En
efecto, sea d ∈ L(S⊥,S) tal que ‖d‖ = 1, R(d) = R(d) 6= S y {0} 6= N(d) ⊆ S⊥. Consideremos
H = S ⊕ S⊥ y T1, T2 ∈ L(H) definidos por
T1 =
 0 d
0 0
 y T2 =
 PR(d) d
0 1
 .
Luego T∗2 T2 ≥ T∗1 T1 ≥ 0 y definimos
A = T∗2 T2 − T∗1 T1 =
 PR(d) d
d∗ 1
 ∈ L(H)+.
Como R(PSAPS ) = R(d) es cerrado entonces el par (A,S) es compatible y en consecuencia N =
S ∩ N(A) = R(d)⊥. Además, el operador d es la solución reducida de Douglas de la ecuación
PR(d)x = d. Así obtenemos que
PA,S =

1 0 d
0 1 0
0 0 0
 .
Ahora consideremos z ∈ L(S⊥,N ), z 6= 0 tal que N(z)⊥ = N(d) y 0 ≤ ‖z‖ ≤ 1; tomemos
Q = PA,S + z como en (3.3). Claramente, Q ∈ P(A,S). Luego, sea ξ = η + σ + ρ ∈ H, donde
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η ∈ S , σ ∈ N(d) y ρ ∈ N(d)⊥. Entonces
‖Q‖2 = ‖I −Q‖2 = sup
‖ξ‖=1
‖ − dρ− zσ+ (σ+ ρ)‖2
= sup
‖ξ‖=1
{‖ − dρ+ (σ+ ρ)‖2 + ‖ − zσ‖2}
≤ 1+ sup
‖ξ‖=1
‖ − dρ+ (σ+ ρ)‖2 = 1+ ‖1− PA,S	N ‖2
= 1+ ‖PA,S	N ‖2 = ‖PA,S‖2.
Así ‖Q‖ ≤ ‖PA,S‖. Luego, por la primera parte de este ítem tenemos que ‖Q‖ = ‖PA,S‖, como
queríamos probar.
En el próximo resultado mostramos que el elemento PA,S	N es la solución reducida de Dou-
glas de la ecuación A1/2PSX = PA1/2SA
1/2. El resultado provee una fórmula para el elemento
PA,S cuando S ∩ N(A) = {0}, este hecho ha sido probado en [20] bajo la hipótesis A1/2(S) cerra-
do. Aquí omitimos esta condición.
Proposición 3.2.10. Si (A,S) es compatible y T = A1/2S entonces vale R(PT A1/2) ⊆ R(A1/2PS ).
Más aún, si N = S ∩ N(A) entonces PA,S	N es la solución reducida de Douglas de A1/2PSX =
PT A1/2. Además, si N = {0} entonces PA,S = (A1/2PS )†PT A1/2.
Demostración. Es suficiente probar que PA,S	N es la solución reducida de Douglas de la ecuación
A1/2PSX = PT A1/2. Para ésto observemos que
A1/2PT A1/2 = APA,S	N = APSPAS	N . (3.4)
En efecto, sea η = PA,S	N ξ y ρ = ξ − η ∈ (S 	 N )⊥A = A−1((S 	 N )⊥). Entonces, A1/2η ∈
A1/2(S 	N ) ⊆ T y A1/2ρ ∈ A−1/2((S 	N )⊥) = (A1/2(S 	N ))⊥ = T ⊥. Así, A1/2PT A1/2ξ =
A1/2PT (A1/2ρ + A1/2η) = A1/2PT A1/2η = Aη = APA,S	N ξ. Es inmediato que APA,S	N =
APSPA,S	N y así queda probada la igualdad (3.4). Luego, A1/2(A1/2PSPA,S	N − PT A1/2) = 0.
Como R(A1/2PSPA,S	N − PT A1/2) ⊆ R(A1/2) entonces PT A1/2 = A1/2PSPA,S	N . Por lo tanto,
PA,S	N es una solución de la ecuación A1/2PSX = PT A1/2. Para probar que PA,S	N es la solución
reducida de Douglas notemos que, como el par (A,S) es compatible, S ∩ N(A) = N(a). Luego
N(A1/2PS )⊥ = R(PSA1/2) = R(PSAPS ) = R(a) = S 	N ; es decir R(PA,S	N ) ⊆ N(A1/2PS )⊥.
Si N = {0} entonces la fórmula PA,S = (A1/2PS )†PT A1/2 es consecuencia de la observación
2.3.7.
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Finalizamos este capítulo probando que si el par (A,S) es compatible entonces la ecuación
A1/2X = PA1/2SA
1/2 tiene solución. En tal caso, relacionamos las soluciones reducidas de esta
ecuación con proyecciones A-autoadjuntas. Además, si S ∩ N(A) = {0}, probamos que el ele-
mento PA,S es una solución reducida de la ecuación A1/2X = PA1/2SA
1/2.
Proposición 3.2.11. Sea (A,S) un par compatible. Entonces:
1. La ecuación A1/2X = PA1/2SA
1/2 tiene solución.
2. Si XM es una solución reducida paraM de la ecuación A1/2X = PA1/2SA1/2 entonces XM es una
proyección A-autoadjunta con N(XM) = S⊥A .
3. Si N = S ∩ N(A) = {0} entonces existe un subespacio cerradoM de H tal que S ⊆ M yM .+
N(A) = H. En tal caso, PA,S es la solución reducida paraM de la ecuación A1/2X = PA1/2SA1/2.
En otras palabras, PA,S = (A1/2)′PA1/2SA
1/2 donde (A1/2)′ es una inversa generalizada de A1/2
con R((A1/2)′) =M.
Demostración.
1. Por la Proposición 3.2.10, la ecuación A1/2PSX = PA1/2SA
1/2 tiene solución. Por lo tanto,
R(PA1/2SA
1/2) ⊆ R(A1/2PS ) ⊆ R(A1/2). Así, A1/2X = PA1/2SA1/2 tiene solución.
2. Sea XM una solución reducida para M de la ecuación A1/2X = PA1/2SA1/2. Luego, vale
A1/2X2M = A
1/2XMXM = PA1/2SA
1/2XM = P2A1/2SA
1/2 = PA1/2SA
1/2. Entonces XM y X2M son
soluciones reducidas para M de la ecuación A1/2X = PA1/2SA1/2 y así, XM = X2M. Además,
AXM = A1/2PA1/2SA
1/2 es autoadjunto. Por lo tanto XM es una proyección A-autoadjunta. Fi-
nalmente, ya que N(XM) = N(PA1/2SA
1/2), es suficiente mostrar que N(PA1/2SA
1/2) = S⊥A .
Sea ξ ∈ N(PA1/2SA1/2) entonces para todo η ∈ S se tiene que 〈ξ, η〉A =
〈
A1/2ξ, A1/2η
〉
=〈
A1/2ξ, PA1/2SA
1/2η
〉
=
〈
PA1/2SA
1/2ξ, A1/2η
〉
= 0. Luego ξ ∈ S⊥A y así N(PA1/2SA1/2) ⊆ S⊥A .
La otra inclusión se prueba de manera análoga.
3. Como (A,S) es compatible entonces S + N(A) es un subespacio cerrado de H. Así,M =
S + (S .+ N(A))⊥ es un subespacio cerrado pues (S .+ N(A))⊥ ⊆ S⊥. Claramente,M+ N(A) =
H. Además M∩ N(A) = {0}. En efecto, sea ξ = ξ1 + ξ2 ∈ M∩ N(A), donde ξ1 ∈ S y ξ2 ∈
(S .+ N(A))⊥. Entonces ξ − ξ1 = ξ2 ∈ (S
.
+ N(A)) ∩ (S .+ N(A))⊥ = {0}. Luego ξ = ξ1 ∈
S ∩ N(A) = {0}. Por lo tantoM∩ N(A) = {0} y asíM .+ N(A) = H. Ahora, si XM denota la
solución reducida paraM de la ecuación A1/2X = PA1/2SA1/2 entonces, por el ítem (2), XM es
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una proyección A-autoadjunta. Además, S ⊆ R(XM). En efecto, si η ∈ S entonces PA1/2SA1/2η =
A1/2η = A1/2XMη. Así, η − XMη ∈ M∩ N(A1/2) = {0}. Luego, η = XMη ∈ R(XM). Como
N = {0}, por el ítem (2) vale que N(XM) = N(PA,S ). Entonces XM es un a proyección A-
autoadjunta con R(PA,S ) = S ⊆ R(XM) y N(XM) = N(PA,S ). Así XM = PA,S .
Capítulo 4
Propiedades métricas de
proyecciones en espacios
semi-Hilbertianos
Este capítulo está dedicado al estudio de propiedades métricas que poseen los elementos de
los conjuntos Q y QS cuando se considera una seminorma adicional sobre H. A lo largo de este
capítulo, S y T denotarán subespacios cerrados de H. Dados S y T , las siguientes propiedades
son bien conocidas:
(I) ‖PS − PT ‖ ≤ 1. Más aún, si S 6= T entonces la igualdad vale si y sólo si PS y PT conmutan;
(II) ‖PS − PT ‖ = ma´x { ‖PS (I − PT )‖, ‖PT (I − PS )‖ };
(III) Para todo 0 6= Q ∈Q vale ‖Q‖ = 1 si y sólo si Q∗ = Q;
(IV) ‖PS − PT ‖ ≤ ‖QS −QT ‖ para toda QS ∈QS y QT ∈QT ;
(V) Para toda proyección Q 6= 0 y Q 6= I vale ‖Q‖ = ‖I −Q‖;
(VI) Para todo Q ∈ Q vale ‖Q‖ = 1
sin0(R(Q), N(Q))
.
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Demostraciones de las propiedades (I), (III) y (V) pueden encontrarse en libros de texto como
[17] y [40]. Una prueba de la propiedad (II) puede encontrarse en el libro de Akhiezer y Glaz-
man [3]. La propiedad (IV) fue probada por T. Kato [[40], Theorem. 6.35, p. 58] (ver también M.
Mbekhta [[47], Proposition 1.10]). La propiedad (VI) fue probada por V. Ljance [44]. Demostra-
ciones de esta última propiedad pueden encontrarse en la monografía de Gohberg y Krein [33] y
en los trabajos de V. Ptak [54], J. Steinberg [58], D. Buckholtz [12] e I. Ipsen y C. Meyer [39] (para
espacios de dimensión finita).
El principal objetivo de este capítulo es estudiar estas propiedades cuando consideramos una
seminorma adicional ‖ . ‖A sobre H definida por ‖ξ‖2A = 〈Aξ, ξ〉, ξ ∈ H, donde A ∈ L(H)+ y
reemplazamos la norma de operadores en las fórmulas (I) a (VI) por las cantidades
‖T‖A = sup{‖Tξ‖A : ‖ξ‖A = 1}
y
‖T‖′A = sup{‖Tξ‖A : ξ ∈ R(A) y ‖ξ‖A = 1}.
4.1. El operador A-adjunto T]
En esta sección definimos un operador A-adjunto distinguido que posee propiedades sim-
ilares a las del clásico operador adjunto. La elección de este elemento será fundamental para
probar algunos resultados de este capítulo.
De aquí en adelante denotaremos por LA(H) al subconjunto de L(H) que consiste de los
operadores que admiten un operador A-adjunto, es decir,
LA(H) = {T ∈ L(H) : T admite un operador A-adjunto}.
El conjunto LA(H) es una subálgebra de L(H) que no es cerrada ni densa en L(H), en general.
En efecto, es claro que LA(H) es un subespacio de L(H). Además, si T1, T2 ∈ LA(H) entonces
existen W1, W2 ∈ L(H) tal que 〈T1ξ, η〉A = 〈ξ, W1η〉A y 〈T2ξ, η〉A = 〈ξ, W2η〉A para todo ξ, η ∈
H. Veamos que T1T2 ∈ LA(H). En efecto, si ξ, η ∈ H entonces 〈T1T2ξ, η〉A = 〈T2ξ, W1η〉A =
〈ξ, W2W1η〉A. Luego T1T2 admite un operador A-adjunto y por lo tanto T1T2 ∈ LA(H); es decir
LA(H) es una subálgebra de L(H). Para ver que LA(H) es una subálgebra no cerrada, sea A ∈
L(H)+ con rango no cerrado y sea η ∈ R(A) \ R(A). Luego, existe (ηn)n∈N ⊆ R(A) tal que
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ηn −→n→∞ η. Fijado ξ ∈ R(A), para cada n ∈ N definimos Tn : H = gen{ξ} ⊕ gen{ξ}
⊥ → H
como Tnξ = ηn y Tn(gen{ξ}⊥) = {0}. Por lo tanto, Tn −→n→∞ T donde T se define como Tξ = η
y T(gen{ξ}⊥) = {0}. Claramente, para cada n ∈ N, el operador T∗n ∈ LA(H) y T∗ /∈ LA(H).
Luego, LA(H) es una subálgebra no cerrada de L(H). Por otro lado, es fácil verificar que LA(H) ⊆
{T ∈ L(H) : R(T∗A) ⊆ R(A)}. Veamos que {T ∈ L(H) : R(T∗A) ⊆ R(A)} 6= L(H). En
efecto, si A no es inyectivo entonces existe 0 6= η ∈ H \ R(A). Sea ξ ∈ R(A) y definamos S :
H = gen{ξ} ⊕ gen{ξ}⊥ → H por Sξ = η y S(gen{ξ}⊥) = {0}. Por lo tanto, S ∈ L(H) y
T = S∗ /∈ {T ∈ L(H) : R(T∗A) ⊆ R(A)}. Luego, LA(H) no es densa en L(H).
Definición 4.1.1. Sea T ∈ LA(H). Denotamos T] al único operador A-adjunto de T que satisface
R(T]) ⊆ R(A).
Oservaciones 4.1.2.
1. El operador T] es la solución reducida de Douglas de la ecuación AX = T∗A. Luego, por la
observación 2.3.7, vale
T] = A†T∗A.
Sus principales propiedades son:
AT] = T∗A, R(T]) ⊆ R(A) y N(T]) = N(T∗A).
2. Si W ∈ L(H) es un operador A-adjunto de T entonces T] = PR(A)W.
3. Si T ∈ L(H) es un operador A-autoadjunto esto no significa, en general, que T = T]. Por
ejemplo, si consideramosH = C2 y los operadores
A =
 1 1
1 1
 ∈ L(C2)+ y T =
 2 2
0 0
 L(C2),
entonces se verifica que T es A-autoadjunto, es decir AT = T∗A pero
T] = A†T∗A =
 1 1
1 1
 6= T.4
Proposición 4.1.3. Sea A ∈ L(H)+ y T ∈ LA(H). Entonces T = T] si y sólo si T es A-autoadjunto y
R(T) ⊆ R(A).
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Demostración. Como T ∈ LA(H) entonces la ecuación AX = T∗A admite solución. Luego, por el
teorema de Douglas, R(T∗A) ⊆ R(A). Si T = T] entonces T = A†T∗A. Así, R(T) ⊆ N(A)⊥ =
R(A) y AT = PR(A)|D(A†)T∗A = T∗A. Luego T es A-autoadjunto. Recíprocamente, como T es
A-autoadjunto y R(T) ⊆ R(A) entonces T es la solución reducida de Douglas de la ecuación
AX = T∗A. Luego, por la unicidad de la solución reducida vale T = T].
En la siguiente proposición estudiamos algunas propiedades del operador T].
Proposición 4.1.4. Sea A ∈ L(H)+ y T ∈ LA(H). Entonces:
1. (At)] = At para todo t > 0.
2. Si AT = TA entonces T] = PR(A)T
∗.
3. Si W ∈ LA(H) entonces TW ∈ LA(H) y (TW)] = W]T].
4. T] ∈ LA(H), (T])] = PR(A)TPR(A) y ((T])])] = T].
5. T]T y TT] son A-autoajuntos.
6. ‖T]‖ ≤ ‖W‖ para todo W ∈ L(H) que es un A-adjunto de T. Sin embargo, en general, T] no es el
único A-adjunto de T que realiza la mínima norma.
Demostración. A lo largo de la demostración consideraremos P = PR(A).
1. Para todo t > 0 vale (At)] = A† At A = A† AAt = PAt = At.
2. Si AT = TA entonces T] = A†T∗A = A† AT∗ = PT∗.
3. Como R(W]T]) ⊆ R(A), es suficiente probar que W]T] es solución de la ecuación AX =
(TW)∗A. Ahora, AW]T] = W∗AT] = W∗T∗A = (TW)∗A. Entonces, por la unicidad de la solu-
ción reducida, obtenemos la afirmación.
4. Como R((T])∗A) = R(AT) ⊆ R(A) entonces T] ∈ LA(H). Además, ya que A(PTP) =
ATP = (T])∗A y R(PTP) ⊆ R(A) entonces (T])] y PTP son soluciones reducidas de AX =
(T])∗A. Así, (T])] = PTP. En particular, ((T])])] = PT]P = T]P = T].
5. Como AT] = T∗A entonces AT]T = T∗AT y ATT] = (T])∗AT] son operadores autoadjun-
tos. Así, T]T y TT] son A-autoadjuntos.
6. Sea W ∈ L(H) un operador A-adjunto de T. Entonces ‖T]‖ ≤ ‖W‖ pues T] es la solución
reducida de Douglas de la ecuación AX = T∗A (Corolario 1.4.1). Veamos que T] no es el único
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A-adjunto de T que realiza la mínima norma: sean
A =
 2 0
0 0
 ∈ L(C2)+ y T =
 1 0
1 1
 ∈ L(C2).
Es fácil verificar que T admite un operador A-adjunto y que
T] =
 1 0
0 0
 .
Además, el operador identidad I es un A-adjunto de T y vale ‖T]‖ = ‖I‖ = 1 y T] 6= I.
4.2. La operación de A-adjunción ] sobre las proyecciones
En esta sección estudiamos cómo actúa la operación de A-adjunción ] sobre el conjunto de las
proyecciones A-adjuntables . Primero notemos que no existe una noción obvia de autoadjunción:
un operador T tal que AT = T∗A puede ser llamado A-Hermitiano, pero también un operador
T ∈ LA(H) tal que T] = T. Aquí discutimos este problema focalizándonos en el conjunto de las
proyecciones. Para ésto consideramos los siguientes subconjuntos deQ:
W = {Q ∈Q ∩ LA(H) : Q] = Q};
X = {Q ∈Q ∩ LA(H) : AQ = Q∗A};
Y = {Q ∈Q ∩ LA(H) : (Q])2 = Q]};
Z =Q ∩ LA(H).
Proposición 4.2.1. Las siguientes inclusiones valen:W ( X ( Y = Z . En general, las inclusiones son
estrictas.
Demostración. Sea Q ∈ W . Entonces Q] = Q. Así, Q∗A = AQ] = AQ y luego Q ∈ X . Por otro
lado, si consideramos
A =
 1 1
1 1
 ∈ L(C2)+ y Q =
 1 1
0 0
 ∈ L(C2)
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entonces simples cálculos muestran que Q ∈ X pero Q /∈ W . Es inmediato que X ⊆ Z . Para
probar que esta inclusión es estricta consideremos
A =
 1 1
1 2
 ∈ L(C2)+ y Q =
 1 2
0 0
 ∈ L(C2).
Como A es inversible entonces R(Q∗A) ⊆ R(A), es decir, Q ∈ Z , pero Q /∈ X . Finalmente, sea
Q ∈ Z . Entonces Q2 = Q y existe Q]. Veamos que (Q])2 = Q]. En efecto, (Q])2 = A†Q∗AA†Q∗A =
A†Q∗PR(A)|D(A†)Q∗A = A†(Q∗)2 A = A†Q∗A = Q]. Luego Q ∈ Y . La otra inclusión es triv-
ial.
Proposición 4.2.2. Si Q ∈ P(A,S) entonces:
1. Q] es una proyección y vale Q] = Q]Q = PR(A)Q = PR(A)PA,S .
2. I −Q] ∈ P(A, N(PSA)).
Demostración.
1. Sea Q ∈ P(A,S). En la Proposición 4.2.1 vimos que (Q])2 = Q]. Para probar que Q]Q = Q] es
suficiente verificar que Q]Q es la solución reducida de Douglas de la ecuación AX = Q∗A. Para
esto, AQ]Q = Q∗AQ = (Q∗)2 A = Q∗A y R(Q]Q) ⊆ R(Q]) ⊆ R(A). Luego, por la unicidad
de la solución reducida vale Q]Q = Q]. Para probar que Q] = PR(A)PA,S , observemos que, por
la Proposición 3.2.9, tenemos Q = PA,S + Z, donde Z ∈ L(S⊥,N ). Entonces, Q] = A†Q∗A =
PR(A)Q = PR(A)(PA,S + Z) = PR(A)PA,S .
2. Si Q ∈ P(A,S) entonces Q] también es una proyección A-autoadjunta. En efecto, del ítem
anterior tenemos que (Q])2 = Q]. Ahora, por la definición del operador ] vale AQ] = Q∗A.
Además, como (Q])∗ ⊃ AQA† entonces (Q])∗A ⊃ AQA† A = AQPR(A) = Q∗APR(A) = Q∗A.
Ahora, ya que D(Q∗A) = H entonces (Q])∗A = Q∗A y así AQ] = (Q])∗A; es decir, Q] es A-
autoadjunto. Por otro lado, R(I − Q]) = N(Q]) = N(Q∗A) = R(AQ)⊥ = R(APS )⊥ = N(PSA).
Entonces I −Q] ∈ P(A, N(PSA)).
Observación 4.2.3. Considerando los subconjuntos definidos anteriormente, es claro que si el
par (A,S) es compatible entonces P(A,S) ⊆ X . Por otro lado, P(A,S) ∩W 6= ∅ si y sólo si
S ⊆ R(A) y el par (A,S) es compatible. En efecto, si existe Q ∈ P(A,S) ∩W entonces Q] = Q
y así S = R(Q) = R(Q]) ⊆ R(A). Recíprocamente, si S ⊆ R(A) y (A,S) es compatible entonces
P]A,S = PR(A)PA,S = PA,S , es decir, PA,S ∈ P(A,S) ∩W .4
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4.3. Operadores A-acotados
Sea A ∈ L(H)+ y 〈 , 〉A el semiproducto interno definido en (3.1). Luego, (H, 〈 , 〉A) es un
espacio semi-Hilbertiano. Denotaremos por ‖ . ‖A a la seminorma inducida por 〈 , 〉A sobre H,
es decir, si ξ ∈ H entonces
‖ξ‖A := 〈ξ, ξ〉1/2A = ‖A1/2ξ‖.
Observemos que ‖ξ‖A = 0 si y sólo si ξ ∈ N(A). Luego, ‖ . ‖A es una norma si y sólo si A es
inyectivo. Además, el semiproducto 〈 , 〉A induce seminormas sobre subconjuntos de L(H). A
saber, dado T ∈ L(H), si existe una constante c > 0 tal que ‖Tξ‖A ≤ c‖ξ‖A para todo ξ ∈ H
diremos que T es A-acotado y definimos
‖T‖A := sup{‖Tξ‖A : ξ ∈ H, ‖ξ‖A = 1} < ∞. (4.1)
Si existe una constante c > 0 tal que ‖Tξ‖A ≤ c‖ξ‖A para todo ξ ∈ R(A) diremos que T es
A-acotado sobre R(A) y definimos
‖T‖′A := sup{‖Tξ‖A : ξ ∈ R(A), ‖ξ‖A = 1} < ∞. (4.2)
Observemos que ‖T‖A = 0 si y sólo si R(T) ⊆ N(A); además ‖T‖′A = 0 si y sólo si R(A) ⊆
N(A1/2T). De aquí en adelante denotaremos
LA1/2(H) := {T ∈ L(H) : ‖T‖A < ∞}
y
LA(H) := {T ∈ L(H) : ‖T‖′A < ∞}.
Proposición 4.3.1. Si T ∈ LA1/2(H) y ‖T‖A 6= 0 entonces
‖T‖A = sup{| 〈Tξ, η〉A | : ξ, η 6∈ N(A) y ‖ξ‖A ≤ 1, ‖η‖A ≤ 1}. (4.3)
Demostración. Sean ξ, η ∈ H \ N(A). Luego
| 〈Tξ, η〉A | = |
〈
A1/2Tξ, A1/2η
〉
| ≤ ‖Tξ‖A ‖η‖A
≤ ‖T‖A‖ξ‖A‖η‖A
y así sup{| 〈Tξ, η〉A | : ξ, η 6∈ N(A) y ‖ξ‖A ≤ 1, ‖η‖A ≤ 1} ≤ ‖T‖A. Por otro lado, ‖T‖2A =
sup{〈Tξ, Tξ〉A : ξ 6∈ N(A) y ‖ξ‖A ≤ 1}. Como ‖T‖A 6= 0 podemos suponer, sin pérdida de
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generalidad, que ξ 6∈ N(A1/2T). Entonces
‖T‖2A = sup{
〈
Tξ, ‖Tξ‖A Tξ‖Tξ‖A
〉
A
: ξ 6∈ N(A) y ‖ξ‖A ≤ 1}
= sup{‖Tξ‖A
〈
Tξ,
Tξ
‖Tξ‖A
〉
A
: ξ 6∈ N(A) y ‖ξ‖A ≤ 1}
≤ sup{‖T‖A 〈Tξ, η〉A : ξ, η 6∈ N(A) y ‖ξ‖A, ‖η‖A ≤ 1}
= ‖T‖A sup{〈Tξ, η〉A : ξ, η 6∈ N(A) y ‖ξ‖A, ‖η‖A ≤ 1}.
Luego ‖T‖A ≤ sup{| 〈Tξ, η〉A | : ξ, η 6∈ N(A) y ‖ξ‖A ≤ 1, ‖η‖A ≤ 1} y así obtenemos la igualdad
(4.3).
En las siguientes proposiciones estudiamos los conjuntos LA(H), LA1/2(H) y LA(H) y anal-
izamos las relaciones que existen entre ellos. Comenzamos mostrando que las notaciones LA(H)
y LA1/2(H), las cuales representan subconjuntos diferentes de L(H), son consistentes.
Proposición 4.3.2. Sea A ∈ L(H)+. Entonces:
1. LA(H) = {T ∈ L(H) : T∗R(A) ⊆ R(A)}.
2. LA1/2(H) = {T ∈ L(H) : T∗R(A1/2) ⊆ R(A1/2)}.
3. LA(H) = {T ∈ L(H) : R(A1/2T∗A1/2) ⊆ R(A)}
Demostración.
1. Una aplicación directa del teorema de Douglas prueba la igualdad.
2. Observemos que T ∈ LA1/2(H) si y sólo si T∗AT ≤ cA para alguna constante c ≥ 0. Luego,
la igualdad resulta de aplicar el teorema de Douglas.
3. Es claro que existe una constante no nula tal que ‖Tξ‖A ≤ c‖ξ‖A para todo ξ ∈ R(A) si y
sólo si ‖Tξ‖A ≤ c‖ξ‖A para todo ξ ∈ R(A1/2), es decir, si y sólo si ‖A1/2TA1/2η‖ ≤ c‖Aη‖ para
todo η ∈ H. Ahora, por el teorema de Douglas, esto es equivalente a R(A1/2T∗A1/2) ⊆ R(A).
La primera inclusión del ítem (1) en el siguiente resultado ha sido probada, en un contexto
más general, por Hassi, Sebestyén y De Snoo ([38], Theorem 5.1). Aquí presentamos una breve
demostración, realizada por J. Antezana, que sólo usa la desigualdad de Jensen para operadores
y el teorema de Douglas.
Proposición 4.3.3. Sea A ∈ L(H)+. Entonces:
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1. LA(H) ⊆ LA1/2(H) ( LA(H).
2. LA(H) = LA1/2(H) si y sólo si A tiene rango cerrado.
3. LA(H) = L(H) si y sólo si A tiene rango cerrado.
Demostración.
1. Sea T ∈ LA(H). Sin pérdida de generalidad podemos suponer que T es una contracción. En
este caso, la aplicación φ : L(H) → L(H) definida por φ(E) = T∗ET es una aplicación positiva
(es decir, φ(L(H)+) ⊆ L(H)+) y contractiva (es decir, ‖φ(E)‖ ≤ ‖E‖). Si existe un operador
C ∈ L(H) tal que AC = T∗A entonces
T∗A2T = ACC∗A ≤ ‖C‖2 A2.
Ahora, por la desigualdad de Jensen (ver [37] o [36]), se obtiene que T∗AT ≤ (T∗A2T)1/2. Por
otro lado, (T∗A2T)1/2 ≤ ‖C‖A pues f (t) = t1/2 es una función monótona de operadores. Esto
prueba que
(T∗A1/2)(T∗A1/2)∗ = T∗AT ≤ ‖C‖A.
Luego, por el teorema de Douglas, T ∈ LA1/2(H) y así LA(H) ⊆ LA1/2(H). La segunda inclusión
es trivial. Para probar que la inclusión es estricta consideramosH = R2 y los operadores
A =
 2 2
2 2
 ∈ L(R2)+ y T =
 0 −1
1 0
 ∈ L(R2).
Notemos que R(A) = gen{(1, 1)}. Simples cálculos muestran que ‖T‖′A =
√
2 y así T ∈ LA(H).
Sin embargo, como R(T∗A1/2) 6⊆ R(A1/2) entonces T 6∈ LA1/2(H).
2. Supongamos que R(A) no es cerrado. Sea η ∈ R(A1/2) \ R(A). Fijado ξ0 ∈ H, definimos
T : H → H como T(Aξ0) = η y T(gen{Aξ0}⊥) = 0. El operador T resulta lineal y acotado, luego
T ∈ L(H). Además, TR(A1/2) ⊆ R(A1/2): en efecto, si µ ∈ H entonces A1/2µ = cAξ0 + z, donde
z ∈ gen{Aξ0}⊥ luego, TA1/2µ = T(cAξ0 + z) = cTAξo + Tz = cη ∈ R(A1/2). Pero TR(A) 6⊆
R(A). Es decir, T∗ ∈ LA1/2(H) pero T∗ 6∈ LA(H). Luego LA1/2(H) 6⊆ LA(H). Recíprocamente, si
R(A) es cerrado entonces R(A) = R(A1/2) y así, por la Proposición 4.3.2, se obtiene la igualdad.
3. Supongamos que R(A) no es cerrado, y sea µ ∈ R(A1/2) \ R(A). Entonces existe η ∈ R(A) \
R(A1/2) tal que µ = A1/2η. Ahora, sea ξ ∈ R(A1/2) y S un subespacio cerrado de H tal que
H = gen{ξ}+ gen{η}+ S . Consideramos T : H → H definido por Tξ = η, Tη = η y T(S) =
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{0}. Así, T ∈ L(H). Más aún, T ∈ Q y luego T∗ ∈ Q. Sin embargo, T∗ /∈ LA(H). En efecto,
µ = A1/2η = A1/2Tξ ∈ R(A1/2TA1/2) y µ /∈ R(A). Luego R(A1/2TA1/2) 6⊆ R(A) y entonces, por
la Proposición 4.3.2, T∗ /∈ LA(H). Recíprocamente, si R(A) es cerrado entonces R(A) = R(A1/2) y
así (A1/2)† es un operador acotado. Luego, dado T ∈ L(H), el operador A1/2T(A1/2)† es acotado.
Entonces para todo ξ ∈ R(A) vale
‖Tξ‖A = ‖TPR(A)ξ‖A = ‖A1/2T(A1/2)† A1/2ξ‖
≤ ‖A1/2T(A1/2)†‖‖A1/2ξ‖
= ‖A1/2T(A1/2)†‖‖ξ‖A,
y por lo tanto T ∈ LA(H). La otra inclusión es trivial. Luego LA(H) = L(H).
Observación 4.3.4. Si en la demostración del primer ítem de la proposición anterior, se cambia
t → t1/2 por t → ts entonces se prueba que LA(H) ⊆ LAs(H) para todo s ∈ (0, 1). Más general-
mente, si 0 < s < s′ < 1 entonces LAs′ (H) ⊆ LAs(H). Más aún, LAs′ (H) = LAs(H) si y sólo si
R(A) es cerrado.4
El conjunto LA1/2(H) es una subálgebra de L(H). En efecto, por la Proposición 4.3.2 es claro
que LA1/2(H) es un subespacio de L(H). Además, si T1, T2 ∈ LA1/2(H) vale R((T1T2)∗A1/2) =
R(T∗2 T∗1 A
1/2) ⊆ R(T∗2 A1/2) ⊆ R(A1/2). Luego T1T2 ∈ LA1/2(H). En cambio, el conjunto LA(H)
no es una subálgebra de L(H). Probemos este último hecho. Primero afirmamos que si T ∈ LA(H)
entonces R(T∗A1/2) ⊆ R(A1/2) .+ N(A): en efecto, sea ξ ∈ H y η = T∗A1/2ξ. Como T ∈ LA(H)
entonces A1/2η = A1/2T∗A1/2ξ ∈ R(A), es decir, A1/2η = Aω para algún ω ∈ H. Luego,
PR(A)η = A
1/2ω y entonces η = PR(A)η + PN(A)η = A
1/2ω + PN(A)η ∈ R(A1/2)
.
+ N(A), con lo
cual queda probada la afirmación. Consideremos A ∈ L(H)+ con rango no cerrado. Ahora, sea
T1 ∈ LA(H). Elegimos ξ0 = T∗1 A1/2ω ∈ R(T∗1 A1/2) tal que ξ0 = A1/2ν + µ, donde ν ∈ R(A)
y 0 6= µ ∈ N(A). Por otro lado, como R(A) no es cerrado entonces existe ρ ∈ R(A1/2) \ R(A)
tal que ρ = A1/2κ, con κ ∈ R(A) \ R(A1/2). Consideremos los vectores ν, µ y κ mencionados
recientemente y seaM = (R(A) .+ gen{µ})⊥. Definimos T2 : (R(A)
.
+ gen{µ})⊕M → H de la
siguiente manera, T2ξ = ξ para todo ξ ∈ R(A), T2µ = κ y T2(M) = {0}. Es fácil verificar que T2
es lineal, acotado y que T∗2 ∈ LA(H) (es decir, R(A1/2T2 A1/2) ⊆ R(A)). Ahora, A1/2T2T∗1 A1/2ω =
A1/2T2ξ0 = A1/2T2(A1/2ν+ µ) = Aν+ ρ 6∈ R(A). Luego T1T∗2 6∈ LA(H) y así LA(H) no es una
subálgebra de L(H).
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Proposición 4.3.5. Si T ∈ LA1/2(H) entonces ‖T‖A = ‖T‖′A.
Demostración. En la Proposición 4.3.3 vimos que la inclusión LA1/2(H) ⊆ LA(H) vale; por lo tanto,
si T ∈ LA1/2(H) entonces ‖T‖′A < ∞. Además, si T ∈ LA1/2(H) entonces R(T∗A1/2) ⊆ R(A1/2) y
por lo tanto N(A1/2) ⊆ N(A1/2T). Sea ξ = ξ1 + ξ2 ∈ R(A) + N(A) = H, donde 0 6= ξ1 ∈ R(A)
y ξ2 ∈ N(A). Luego ‖T‖A = sup
ξ 6∈N(A)
‖Tξ‖A
‖ξ‖A = sup
ξ 6∈N(A)
‖Tξ1‖A
‖ξ1‖A = sup
ξ1∈R(A)
ξ1 6=0
‖Tξ1‖A
‖ξ1‖A = ‖T‖
′
A.
Finalizamos esta sección estudiando propiedades de las seminormas ‖ . ‖A y ‖ . ‖′A. En la
siguiente proposición presentamos una identidad que será de gran utilidad en el resto del capítu-
lo.
Proposición 4.3.6. Sea A ∈ L(H)+ y T ∈ L(H). Las siguientes afirmaciones son equivalentes:
1. T ∈ LA(H);
2. A1/2T(A1/2)† es un operador lineal acotado en D((A1/2)†) ;
3. R(A1/2T∗A1/2) ⊆ R(A).
Más aún, si una de estas condiciones vale entonces
‖T‖′A = ‖A1/2T(A1/2)†‖.
Demostración.
1→2 Si T ∈ LA(H) entonces existe c > 0 tal que ‖Tξ‖A ≤ c‖ξ‖A para todo ξ ∈ R(A). Luego
para todo ω = ω1 +ω2 ∈ D((A1/2)†), donde ω1 ∈ R(A1/2) y ω2 ∈ N(A) vale
‖A1/2T(A1/2)†ω‖2 = ‖T(A1/2)†ω1‖2A ≤ ‖T‖′2A‖(A1/2)†ω1‖2A
= ≤ ‖T‖′2A‖ω1‖2 ≤ ‖T‖′2A(‖ω1‖2 + ‖ω2‖2)
= ‖T‖′2A‖ω‖2.
Por lo tanto A1/2T(A1/2)† es acotado y ‖A1/2T(A1/2)†‖ ≤ ‖T‖′A.
2→1 Sea A1/2T(A1/2)† un operador acotado. Entonces, para todo ξ ∈ R(A) vale
‖Tξ‖A = ‖TPR(A)ξ‖A = ‖A1/2T(A1/2)† A1/2ξ‖
≤ ‖A1/2T(A1/2)†‖‖A1/2ξ‖
= ‖A1/2T(A1/2)†‖‖ξ‖A,
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es decir, el ítem 1. vale. Más aún, ‖T‖′A ≤ ‖A1/2T(A1/2)†‖.
2↔3 Esta equivalencia fue probada en la Proposición 4.3.2
Proposición 4.3.7. Sea A ∈ L(H)+ y T ∈ LA(H). Entonces
1. ‖T‖A = ‖T]‖A = ‖T]T‖1/2A .
2. ‖W‖A = ‖T]‖A para todo W ∈ L(H) que es un A-adjunto de T.
3. Si W ∈ LA(H) entonces ‖TW‖A = ‖WT‖A.
Demostración.
1. Notemos que A1/2T(A1/2)†
∗
= A1/2(A†T∗A)(A1/2)†. En efecto,
A1/2T(A1/2)†
∗
= (A1/2T(A1/2)†)∗ = (A1/2)†T∗A1/2
y
A1/2(A†T∗A)(A1/2)† = A1/2(A1/2)†(A1/2)†|D(A†)T∗A(A1/2)†
= A1/2(A1/2)†(A1/2)†T∗A(A1/2)†
= PR(A1/2)|D((A1/2)†)(A1/2)†T∗A1/2|D((A1/2)†)
= (A1/2)†T∗A1/2.
Entonces
‖T‖A = ‖A1/2T(A1/2)†‖ = ‖A1/2T(A1/2)†‖ = ‖A1/2T(A1/2)†
∗‖
= ‖A1/2(A†T∗A)(A1/2)†‖ = ‖A1/2(A†T∗A)(A1/2)†‖
= ‖A1/2T](A1/2)†‖ = ‖T]‖A.
Por otro lado,
‖T]T‖A = ‖A1/2T]T(A1/2)†‖ = ‖A1/2 A†T∗AT(A1/2)†‖
= ‖(A1/2)†T∗AT(A1/2)†‖ = ‖(A1/2)†T∗AT(A1/2)†‖
= ‖(A1/2T(A1/2)†)∗ (A1/2T(A1/2)†)‖ = ‖A1/2T(A1/2)†‖2
= ‖A1/2T(A1/2)†‖2 = ‖T‖2A.
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2. Si W ∈ L(H) es un operador A-adjunto de T entonces W = T] + Z, donde Z es una solu-
ción de la ecuación homogénea AX = 0. Entonces ‖W‖A = ‖A1/2W(A1/2)†‖ = ‖A1/2(T] +
Z)(A1/2)†‖ = ‖A1/2T](A1/2)†‖ = ‖T]‖A.
3. Notemos que
‖TW‖A = ‖(TW)]‖A = ‖W]T]‖A = ‖A1/2W]T](A1/2)†‖
= ‖A1/2W](A1/2)† A1/2T](A1/2)†‖
= ‖A1/2T](A1/2)† A1/2W](A1/2)†‖
= ‖T]W]‖A = ‖(WT)]‖A
= ‖WT‖A.
4.4. Propiedades métricas de proyecciones A-acotadas
Esta sección está destinada a la generalización de las identidades (I)-(VI) mencionadas al
comienzo del capítulo cuando consideramos las seminormas de operadores (4.1) y (4.2) inducidas
por A ∈ L(H)+. Los resultados muestran que las proyecciones A-autoadjuntas tienen propiedades
métricas similares a las que verifican las proyecciones ortogonales. A continuación vemos que si
ξ ∈ H y el par (A,S) es compatible entonces existe un elemento τ ∈ S más cercano a ξ cuando
medimos distancias con respecto a ‖ . ‖A; más aún, τ = Qξ para toda Q ∈ P(A,S). En [20] se
da una demostración de este hecho en el contexto de splines interpolantes, aquí presentamos una
prueba diferente.
Proposición 4.4.1. Sea (A,S) un par compatible.
1. Si Q ∈ P(A,S) y ξ ∈ H entonces
‖(I −Q)ξ‖A = dA(ξ,S) = inf{‖ξ − η‖A : η ∈ S}.
2. Para todo ξ ∈ H vale
‖(I − PA,S )ξ‖ = mı´n{‖(I −Q)ξ‖ : Q ∈ P(A,S)}.
Más aún, el vector (I − PA,S )ξ es el único que realiza el mínimo.
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Demostración.
1. Sea Q ∈ P(A,S). Si ξ ∈ S , la afirmación es cierta y ‖(I − Q)ξ‖A = 0. Supongamos que
ξ 6∈ S . Entonces ξ = σ+ ρ, donde σ ∈ S y 0 6= ρ ∈ S⊥. Observemos que, fijado ξ, {‖ξ − η‖A :
η ∈ S} = {‖(I − E)ξ‖A : E ∈ QS}. En efecto, sea η ∈ S tal que η 6= cσ, c ∈ C y T un
subespacio cerrado de H tal que gen{σ, η} .+ T = S (si η es un múltiplo de σ sólo consideramos
gen{σ} .+ T = S). Por otro lado, seaW ⊆ H un subespacio cerrado tal que gen{ρ} .+W = S⊥.
Definimos E : H → H por Eω = ω para todo ω ∈ S y Eρ = η − σ y E(W) = {0}. Así definido,
E es lineal y E2 = E. Como R(E) = S es un subespacio cerrado entonces E es acotado y además
satisface Eξ = η. Así, ‖ξ − η‖A = ‖ξ − Eξ‖A = ‖(I − E)ξ‖A y entonces {‖ξ − η‖A : η ∈ S} ⊆
{‖(I − E)ξ‖A : E ∈ QS}. La otra inclusión es inmediata. Luego, dada E ∈ QS se verifica que
‖(I − E)ξ‖2A = ‖(I −Q)ξ + (Q− E)ξ‖2A = ‖(I −Q)ξ‖2A + ‖(Q− E)ξ‖2A pues R(I −Q) ⊆ S⊥A y
R(Q− E) ⊆ S . Por lo tanto ‖(I −Q)ξ‖A ≤ ‖(I − E)ξ‖A y así obtenemos la afirmación.
2. Si ξ ∈ S entonces ‖(I − PA,S )ξ‖ = 0 y así (I − PA,S )ξ es minimal. Supongamos que ξ 6∈ S .
Entonces ξ = σ + ρ, donde σ ∈ S y 0 6= ρ ∈ S⊥. Si Q ∈ P(A,S) entonces, por la Proposición
3.2.9, Q = PA,S + Z, con Z ∈ L(S⊥,S ∩ N(A)). Luego, si N = S ∩ N(A)
‖(I −Q)ξ‖2 = ‖(I −Q)(σ+ ρ)‖2 = ‖ρ− PA,S	N ρ− (PN + Z)ρ‖2
= ‖ρ‖2 + ‖PA,S	N ρ‖2 + ‖(PN + Z)ρ‖2
= ‖ρ‖2 + ‖PA,S	N ρ‖2 + ‖Zρ‖2
≥ ‖ρ‖2 + ‖PA,S	N ρ‖2
= ‖(I − PA,S )ξ‖2.
Además, si existe Q ∈ P(A,S) tal que ‖(I − Q)ξ‖ = ‖(I − PA,S )ξ‖ entonces Z = 0 y así Q =
PA,S .
Con el objetivo de extender las propiedades (I)-(VI) establecemos una relación muy útil entre
proyecciones ortogonales y proyecciones A-autoadjuntas.
Proposición 4.4.2. Sea A ∈ L(H)+ y Q ∈ Q∩ LA(H). Si S = R(Q) ⊆ R(A) entonces:
1. A1/2Q(A1/2)† es una proyección.
2. Las siguientes condiciones son equivalentes:
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a) Q ∈ P(A,S);
b) Q ∈ LA(H) y A1/2Q(A1/2)† es una proyección ortogonal.
Más aún, si una de estas condiciones vale entonces ‖Q‖A = ‖A1/2Q(A1/2)†‖ = 1.
Demostración.
1. Como Q ∈ Q y R(Q) ⊆ R(A) entonces A1/2Q(A1/2)† es una proyección. Además, por la
Proposición 4.3.6, A1/2Q(A1/2)† es acotado. Luego, A1/2Q(A1/2)† es una proyección de L(H).
2. Sea Q ∈ P(A,S). Por el ítem (1) vale que A1/2Q(A1/2)† es una proyección. Para ver que
(A1/2Q(A1/2)†)∗ = A1/2Q(A1/2)†, en primer lugar, notemos que valen las siguientes igualdades
(A1/2Q(A1/2)†)∗ = (A1/2Q(A1/2)†)∗ ⊃ (A1/2)†Q∗A1/2. Así, como D((A1/2)†Q∗A1/2) = H en-
tonces (A1/2Q(A1/2)†)∗ = (A1/2)†Q∗A1/2 = (A1/2)†Q∗A1/2|D((A1/2)†) = A1/2Q(A1/2)† donde
la última igualdad vale porque AQ = Q∗A. Recíprocamente, sea A1/2Q(A1/2)† una proyección
ortogonal. Primero veamos que Q es una proyección. Ya que A1/2Q(A1/2)† es una proyección,
A1/2Q(A1/2)† también lo es. Luego, A1/2Q(A1/2)† = (A1/2Q(A1/2)†)2 = A1/2Q2(A1/2)†. En-
tonces, Q(A1/2)† = Q2(A1/2)†, es decir, (Q2 − Q)(A1/2)† = 0. Por lo tanto, R(A) ⊆ N(Q2 − Q)
y entonces R(((Q∗)2 − Q∗)A) ⊆ R((Q∗)2 − Q∗) ⊆ N(A). Por otro lado, ya que R(Q∗A) ⊆
R(A), es fácil ver que R((Q∗)2 A) ⊆ R(A) y así R(((Q∗)2 − Q∗)A) ⊆ R(A). Luego, ((Q∗)2 −
Q∗)A = 0, es decir, AQ2 = AQ y entonces Q2 = Q. Sólo resta probar que Q es A-autoadjunto.
Ahora, como A1/2Q(A1/2)† es autoadjunto, se tiene que A1/2Q(A1/2)† = (A1/2Q(A1/2)†)∗ =
(A1/2Q(A1/2)†)∗ = (A1/2)†Q∗A1/2. Por lo tanto, A1/2Q(A1/2)† = (A1/2)†Q∗A1/2|D((A1/2)†) y en
consecuencia obtenemos que AQPR(A) = PR(A) |D((A1/2)†)Q∗A = Q∗A. Ahora, tomando adjun-
tos obtenemos Q∗A = AQ. Por lo tanto Q ∈ P(A,S). La igualdad ‖Q‖A = ‖A1/2Q(A1/2)†‖ es
consecuencia de la Proposición 4.3.6.
Las propiedades (I) y (II) enunciadas en la introducción del capítulo se deben a M. G. Krein,
M. A. Krasnoselski y B. Sz. Nagy. Una demostración elemental se encuentra en [3], § 34. Aquí
extendemos estos hechos para proyecciones A-autoadjuntas y la seminorma inducida por A, con
hipótesis de compatibilidad convenientes.
Proposición 4.4.3. Si los pares (A,S) y (A, T ) son compatibles entonces:
1. ‖PA,S − PA,T ‖A ≤ 1;
2. Si P]A,S y P
]
A,T conmutan entonces ‖PA,S − PA,T ‖A = 1;
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3. ‖PA,S − PA,T ‖A = ma´x { ‖PA,S (I − PA,T )‖A, ‖PA,T (I − PA,S )‖A }.
Demostración. Por la Proposición 4.2.2, P]A,S = PR(A)PA,S es una proyección A-autoadjunta y
además satisface R(P]A,S ) ⊆ R(A). Así, por la Proposición 4.4.2, el operador P1 = A1/2P]A,S (A1/2)†
es una proyección ortogonal. Análogamente se prueba que P2 = A1/2P
]
A,T (A1/2)† es una proyec-
ción ortogonal. Ahora, por las observaciones anteriores y las Proposiciones 4.3.5 4.3.6 y 4.3.7 se
obtiene
‖PA,S − PA,T ‖A = ‖P]A,S − P]A,T ‖A
= ‖A1/2(P]A,S − P]A,T )(A1/2)†‖
= ‖A1/2P]A,S (A1/2)† − A1/2P]A,T (A1/2)†‖
= ‖P1 − P2‖.
Luego, por (I), ‖PA,S − PA,T ‖A ≤ 1; esto prueba (1).
Si P]A,S y P
]
AT conmutan entonces P1 y P2 conmutan. En efecto,
P1P2 = A1/2P
]
A,S (A1/2)† A1/2P
]
A,T (A1/2)† = A1/2P
]
A,S (A1/2)† A1/2P
]
A,T (A1/2)†
= A1/2P]A,SPR(A)P
]
A,T (A1/2)† = A1/2P
]
A,SP
]
A,T (A1/2)†
= A1/2P]A,T P
]
A,S (A1/2)† = A1/2P
]
A,T PR(A)P
]
A,S (A1/2)†
= A1/2P]A,T (A1/2)† A1/2P
]
A,S (A1/2)† = A1/2P
]
A,T (A1/2)† A1/2P
]
A,S (A1/2)†
= P2P1.
Luego, aplicando (I), ‖PA,S − PA,T ‖A = ‖P1 − P2‖ = 1, lo cual prueba (2).
Para probar el ítem (3) observemos que
‖PA,S (I − PA,T )‖A = ‖(I − PA,T )]P]A,S‖A = ‖(PR(A) − P]A,T )P]A,S‖A
= ‖(I − P]A,T )P]A,S‖A = ‖A1/2(I − P]A,T )P]A,S (A1/2)†‖
= ‖A1/2(I − P]A,T )P]A,S (A1/2)†‖ = ‖(I − P2)P1‖
= ‖P1(I − P2)‖.
Análogamente, ‖PA,T (I − PA,S )‖A = ‖P2(I − P1)‖. Por otro lado, por la demostración de (1),
‖PA,S − PA,T ‖A = ‖P1 − P2‖. Luego, la afirmación se obtiene aplicando (II).
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Lema 4.4.4. Sean A ∈ L(H)+ y N = S ∩ N(A). Para toda Q ∈ QS vale
Q = Q1 + Q2,
donde Q1 ∈ QS	N y Q2 ∈ QN .
Demostración. Es suficiente tomar Q1 = PS	NQ y Q2 = PNQ y se obtiene la descomposición.
En lo que sigue, dado A ∈ L(H)+ diremos que una proyección Q es no trivial para A si
AQ 6= 0. Observemos que Q ∈ QS es trivial para A (es decir AQ = 0) si y sólo si S ⊆ N(A). En
tal caso, ‖Q‖A = 0 y ‖I −Q‖A = 1.
Proposición 4.4.5. Sea A ∈ L(H)+ y Q ∈ QS . Entonces:
1. Si Q ∈ LA(H) y S ∩ R(A) 6= {0} entonces 1 ≤ ‖Q‖′A.
2. Si Q ∈ LA1/2(H) es no trivial para A entonces 1 ≤ ‖Q‖A.
Demostración.
1. Sea 0 6= ξ ∈ S ∩ R(A) y η = A1/2ξ. Luego, ‖A
1/2Q(A1/2)†η‖
‖η‖ =
‖A1/2Qξ‖
‖A1/2ξ‖ =
‖A1/2ξ‖
‖A1/2ξ‖ =
1. Así, por la Proposición 4.3.6, vale ‖Q‖′A = ‖A1/2Q(A1/2)†‖ ≥ 1.
2. Sea N = S ∩ N(A). Entonces, por el Lema 4.4.4, Q = Q1 + Q2, donde Q1 ∈ QS	N y
Q2 ∈ QN . Además, ‖Q‖A = ‖Q1‖A. Si probamos que el hecho que Q sea no trivial para A
implica que existe 0 6= ξ ∈ S 	N entonces obtenemos la afimación de la proposición pues
1 =
‖ξ‖A
‖ξ‖A =
‖Q1ξ‖A
‖ξ‖A ≤ sup0 6=η
η/∈N(A)
‖Q1η‖A
‖η‖A = ‖Q1‖A = ‖Q‖A.
Ahora, como Q es no trivial para A entonces S 6⊆ N(A). Así, S ∩ N(A) ( S . Luego, existe
ω ∈ S tal que ω 6∈ S ∩ N(A). Sea ω = ω1 + ω2, donde ω1 ∈ S ∩ N(A) y ω2 ∈ (S ∩ N(A))⊥.
Notemos que ω2 6= 0 pues ω 6∈ S ∩ N(A). Luego ω − ω1 = ω2 ∈ S . Por lo tanto, 0 6= ω2 ∈
S ∩ (S ∩ N(A))⊥ = S 	N .
Si en el inciso (1) de la Proposición anterior no se cumple la condición S ∩ R(A) 6= {0}
entonces no es cierto que 1 ≤ ‖Q‖A para todo Q ∈ QS ; ver el ejemplo 4.4.11 más abajo.
Como LA(H) ⊆ LA1/2(H), si Q ∈ P(A,S) entonces ‖Q‖A es finita. Más aún, en la próxi-
ma proposición mostramos que si Q ∈ P(A,S) es no trivial para A entonces ‖Q‖A = 1. Este
resultado extiende la propiedad (III) enunciada al comienzo del capítulo.
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Proposición 4.4.6. Sea A ∈ L(H)+. Si Q ∈ QS es una proyección no trivial para A entonces las
siguientes condiciones son equivalentes:
1. Q ∈ P(A,S).
2. ‖Q‖A = 1 y Q ∈ LA(H).
Demostración.
1 → 2. Si Q ∈ P(A,S) entonces, por la Proposición 4.2.2, Q]Q resulta una proyección A-
autoadjunta. Como R(Q]Q) ⊆ R(A), por la Proposición 4.4.2 obtenemos que A1/2Q]Q(A1/2)†
es una proyección ortogonal. Más aún, como Q es no trivial para A entonces R(Q) 6⊆ N(A)
y así se tiene que A1/2Q]Q(A1/2)† 6= 0. Luego, ‖Q‖2A = ‖Q]Q‖A = ‖A1/2Q]Q(A1/2)†‖ =
‖A1/2Q]Q(A1/2)†‖ = 1.
2 → 1. Si Q ∈ LA(H) entonces Q] es una proyección cuyo rango está contenido en R(A).
Luego, (A1/2Q](A1/2)†)2 = A1/2Q](A1/2)† y así A1/2Q](A1/2)† es una proyección. Además,
como 1 = ‖Q‖A = ‖Q]‖A = ‖A1/2Q](A1/2)†‖, la proyección A1/2Q](A1/2)† resulta ortogonal.
Ahora, como Q] = A†Q∗A entonces tenemos que A1/2Q](A1/2)† = (A1/2)†Q∗A1/2|D((A1/2)†).
Así, (A1/2)†Q∗A1/2|D((A1/2)†) = ((A1/2)†Q∗A1/2|D((A1/2)†))∗ y ((A1/2)†Q∗A1/2|D((A1/2)†))∗ ⊃
A1/2Q(A1/2)†. Por lo tanto, (A1/2)†Q∗A1/2|D((A1/2)†) = A1/2Q(A1/2)† y así A1/2Q(A1/2)† es
una proyección ortogonal. Luego, A1/2Q(A1/2)† = (A1/2Q(A1/2)†)∗ ⊃ (A1/2)†Q∗A1/2. Más
aún, ya que D((A1/2)†Q∗A1/2) = H entonces A1/2Q(A1/2)† = (A1/2)†Q∗A1/2. Por lo tanto,
A1/2Q(A1/2)† = (A1/2)†Q∗A1/2|D((A1/2)†). Así, AQ(A1/2)† = Q∗A1/2|D((A1/2)†) y entonces AQ =
Q∗A. Luego, Q ∈ P(A,S).
Corolario 4.4.7. Sea (A,S) un par compatible y Q ∈ QS . Entonces:
1. Si Q ∈ LA(H) y S ∩ R(A) 6= {0} entonces
‖PA,S‖′A ≤ ‖Q‖′A. (4.4)
2. Si Q ∈ LA1/2(H) entonces
‖PA,S‖A ≤ ‖Q‖A.
Demostración.
1. Como S ∩ R(A) 6= {0} entonces S 6⊆ N(A). Luego, por las Proposiciones 4.4.5 y 4.4.6,
obtenemos que ‖PA,S‖A = 1 ≤ ‖Q‖A.
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2. Si ‖PA,S‖A = 0 el resultado es trivial. Supongamos ‖PA,S‖A 6= 0. Luego, S 6⊆ N(A) y
entonces, por la Proposición 4.4.5 y la Proposición 4.4.6, tenemos ‖PA,S‖A = 1 ≤ ‖Q‖A.
En [[40], Theorem 6.35, p. 58] T. Kato probó que ‖PS − PT ‖ ≤ ‖QS −QT ‖ para todo QS ∈ QS
y QT ∈ QT (ver también M. Mbekhta [[47], Proposition 1.10]). Aquí extendemos esta propiedad
para proyecciones A-autoadjuntas y las seminormas inducidas por A ∈ L(H)+ de tres maneras
diferentes. En el Teorema 4.4.8 la desigualdad se prueba para QS , QT ∈ LA1/2(H). Para obtener
esta desiguladad para todo QS , QT ∈ LA(H) necesitamos hipótesis adicionales sobre los sube-
spacios S y T (Teorema 4.4.9, Corolario 4.4.10). La demostración del siguiente resultado sigue las
mismas líneas que la demostración propuesta por Kato [[40], Theorem 6.35].
Teorema 4.4.8. Si los pares (A,S) y (A, T ) son compatibles entonces
‖PA,S − PA,T ‖A ≤ ‖QS −QT ‖A.
para toda QS ∈ QS ∩ LA1/2(H) y QT ∈ QT ∩ LA1/2(H).
Demostración. Por la Proposición 4.4.1, dado ξ ∈ H vale
‖(1− PA,T )PA,Sξ‖A = distA(PA,Sξ, T ) ≤ ‖PA,Sξ −QT PA,Sξ‖A
= ‖(QS −QT )PA,Sξ‖A ≤ ‖QS −QT ‖A ‖PA,Sξ‖A
= ‖QS −QT ‖A ‖ξ‖A.
Entonces ‖(1− PA,T )PA,S‖A ≤ ‖QS −QT ‖A. Análogamente se prueba que ‖(1− PA,S )PA,T ‖A ≤
‖QS − QT ‖A. Luego, por el ítem (c) de la Proposición 4.4.3, concluimos que ‖PA,S − PA,T ‖A ≤
‖QS −QT ‖A.
Teorema 4.4.9. Sean S , T ⊆ R(A). Si los pares (A,S) y (A, T ) son compatibles entonces
‖PA,S − PA,T ‖′A ≤ ‖QS −QT ‖′A
para todo QS ∈ QS ∩ LA(H) y QT ∈ QT ∩ LA(H).
Demostración. Si S , T ⊆ R(A) entonces Q1 = A1/2QS (A1/2)† y Q2 = A1/2QT (A1/2)† son
proyecciones con el mismo rango que A1/2PA,S (A1/2)† y A1/2PA,T (A1/2)†, respectivamente. En
efecto, por la Proposición 4.4.2, Q21 = Q1 y Q
2
2 = Q2. Para ver que R(Q1) = R(A
1/2PA,S (A1/2)†)
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es suficiente probar que R(QS (A1/2)†) = S . Claramente R(QS (A1/2)†) ⊆ S . Sea η ∈ S ⊆ R(A).
Luego η = (A1/2)†ξ para algún ξ ∈ D((A1/2)†). Entonces η = QSη = QS (A1/2)†ξ y así
S ⊆ R(QS (A1/2)†). Por lo tanto R(QS (A1/2)†) = S . Por otro lado, aplicando nuevamente la
Proposición 4.4.2, tenemos que los operadores A1/2PA,S (A1/2)† y A1/2PA,T (A1/2)† son proyec-
ciones ortogonales. Luego,
‖PA,S − PA,T ‖′A = ‖A1/2(PA,S − PA,T )(A1/2)†‖
= ‖A1/2PA,S (A1/2)† − A1/2PA,T (A1/2)†‖
≤ ‖A1/2QS (A1/2)† − A1/2QT (A1/2)†‖
= ‖A1/2QS (A1/2)† − A1/2QT (A1/2)†‖
= ‖QS −QT ‖′A,
donde la desigualdad vale por [[40], Theorem 6.35, p. 58].
Corolario 4.4.10. Dados S , T ⊆ H; si cos(S , R(A)) = 0, cos(T , R(A)) = 0 y los pares (A,S) y
(A, T ) son compatibles entonces
‖PA,S − PA,T ‖′A ≤ ‖QS −QT ‖′A
para toda QS ∈ QS ∩ LA(H) y QT ∈ QT ∩ LA(H).
Demostración. Como cos(S , R(A)) = 0 entonces, por la Proposición 1.3.1, S = S ∩ R(A) + S ∩
N(A). Llamemos S1 = S ∩ R(A) y S2 = S ∩ N(A). Como S1 y S2 son subespacios ortogonales
entonces toda proyección QS puede descomponerse como QS1 +QS2 donde QS1 = PS1 QS ∈ QS1
y QS2 = PS2 QS ∈ QS2 . Además, ya que S2 ⊆ N(A) entonces PA,S = PA,S1 + PS2 . Análogamente
tenemos que QT = QT1 + QT2 y PA,T = PA,T1 + PT2 , donde T1 = T ∩ R(A) y T2 = T ∩ N(A)
Luego,
‖PA,S − PA,T ‖′A = ‖PA,S1 − PA,T1‖′A ≤ ‖QS1 −QT1‖′A
= ‖QS1 + QS2 − (QT1 + QT2)‖′A
= ‖QS −QT ‖′A.
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En el siguiente ejemplo mostramos que una extensión directa del teorema de Kato a proyec-
ciones en LA(H) es falsa. Nuestros resultados 4.4.8, 4.4.9 y 4.4.10 ofrecen diferentes hipótesis
adicionales que garantizan la conclusión.
Ejemplo 4.4.11. Consideremos H = R2, los subespacios S = gen{(1, 1)} y T = gen{(−1, 2)} y
el operador semidefinido positivo de L(R2)
A =
 2 1
1 1/2
 .
Luego R(A) = gen{(2, 1)} y N(A) = gen{(−1, 2)}. Observemos que el subespacio S no verifica
la condición del Corolario 4.4.10. Por otro lado, es fácil verificar que
QT =

 −ξ −ξ−12
2ξ ξ + 1
 , ξ ∈ R
 y QS =

 1+ξ2 1−ξ2
1+ξ
2
1−ξ
2
 , ξ ∈ R
 .
Más aún, simples cálculos nos indican que
PA,S =
 2/3 1/3
2/3 1/3
 y PA,T =
 1/5 −2/5
−2/5 4/5
 .
Ahora, si tomamos
QS =
 0 1
0 1
 y QT =
 0 −1/2
0 1

entonces QS ∈ LA(H) \ LA1/2(H). Además vale que ‖PA,S − PA,T ‖′A = 1 y ‖QS‖′A = ‖QS −
QT ‖′A = 0,6. Luego, la conclusión del Corolario 4.4.10 no se verifica.
El siguiente lema muestra que en la Proposición 4.4.3, en el Corolario 4.4.7, en el Teorema 4.4.8,
en el Teorema 4.4.9 y en el Corolario 4.4.10, los elementos PA,S y PA,T pueden reemplazarse por
cualquier otro elemento de los conjuntos P(A,S) y P(A, T ), respectivamente.
Lema 4.4.12. Si (A,S) y (A, T ) son pares compatibles entonces
‖Q1 −Q2‖A = ‖PA,S − PA,T ‖A
para todo Q1 ∈ P(A,S) y Q2 ∈ P(A, T ).
Demostración. Por las Proposiciones 4.2.2 y 4.3.7 obtenemos que ‖Q1 − Q2‖A = ‖Q]1 − Q]2‖A =
‖PR(A)PA,S − PR(A)PA,T ‖A = ‖PA,S − PA,T ‖A.
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Dada una proyección no trivial Q en L(H), es decir, una proyección que es diferente de 0 y de I,
vale: ‖Q‖ = ‖I − Q‖. En [59] se reúnen diferentes demostraciones de este hecho. En la siguiente
proposición generalizamos esta identidad para las seminormas inducidas por A ∈ L(H)+. La
demostración que presentamos aquí es similar a la demostración de Krainer presentada en [59].
Proposición 4.4.13. Sea A ∈ L(H)+ y Q ∈QS . Las siguientes afirmaciones valen:
1. Si Q ∈ LA(H), R(Q) ∩ R(A) 6= {0} y R(I −Q) ∩ R(A) 6= {0} entonces
‖Q‖′A = ‖I −Q‖′A.
2. Si Q ∈ LA1/2(H) y Q y I −Q son proyecciones no triviales para A entonces
‖Q‖A = ‖I −Q‖A.
Demostración.
1. Observemos que, por la Proposición 4.4.5, las condiciones R(Q)∩ R(A) 6= {0} y R(I−Q)∩
R(A) 6= {0} implican que ‖Q‖′A ≥ 1 y ‖I −Q‖′A ≥ 1. Sea ξ ∈ R(A) tal que ‖ξ‖A = 1. Definimos
η = Qξ y µ = (I − Q)ξ. Entonces ξ = η + µ. Veamos que ‖Qξ‖A ≤ ‖I − Q‖′A. Si η ∈ N(A)
entonces ‖Qξ‖A = 0 y así obtenemos la desigualdad. Si µ ∈ N(A) entonces ‖Qξ‖A = 1 y la
desigualdad vale también. Luego, consideramos η, µ /∈ N(A) y definimos ω = η˜ + µ˜, donde
η˜ = ‖µ‖A‖η‖A η y µ˜ =
‖η‖A
‖µ‖A µ. Por lo tanto ‖ω‖
2
A = ‖η˜‖2A + ‖µ˜‖2A + 2Re 〈η˜, µ˜〉A = ‖η‖2A + ‖µ‖2A +
2Re 〈η, µ〉A = ‖ξ‖2A = 1. Luego, ‖Qξ‖A = ‖η‖A = ‖µ˜‖A = ‖(I − Q)ω‖A ≤ ‖I − Q‖′A. Así,
‖Q‖′A ≤ ‖I −Q‖′A. La otra desigualdad se obtiene por simetría.
2. Como Q y I−Q son proyecciones no triviales para A entonces, por la Proposición 4.4.5, vale
que ‖Q‖A ≥ 1 y ‖I −Q‖A ≥ 1. Luego, la demostración sigue las mismas líneas que la prueba del
ítem anterior.
Observación 4.4.14. Las condiciones R(Q)∩R(A) 6= {0} y R(I−Q)∩R(A) 6= {0} en la proposi-
ción anterior son necesarias. En efecto, si Q = PN(A) entonces I −Q = PR(A) y luego ‖Q‖′A = 0 y
‖I −Q‖′A = 1.4
4.5. Ángulos y seminormas de proyecciones
En [44], V. Ljance probó que si H se descompone en suma directa como H = S .+ T entonces la
norma de la proyección QS//T es 1/ sin θ, donde θ ∈ [0,pi/2] es el ángulo entre los subespacios S
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y T introducido por Dixmier. Demostraciones de este teorema pueden encontrarse en los trabajos
de Ptak [54], Steinberg [58], Buckholtz [12] y Ipsen y Meyer [39] (para espacios de dimensión
finita). Para finalizar esta sección, extendemos el teorema de Ljance para las A-seminormas, con
una definición conveniente de ángulo entre subespacios dependiendo del semi-producto interno
〈 , 〉A.
Notemos que aunque los subespacios S y T sean no cerrados, el ángulo de Dixmier entre
ellos puede ser definido como en (1.1). Más aún, vale cos0(S , T ) = cos0(S , T ) y recordemos que
cos0(S , T ) = ‖PSPT ‖ (Proposición 1.3.1).
Definición 4.5.1. Sea A ∈ L(H)+. El A-ángulo entre dos subespacios cerrados S y T es el ángulo
θA(S , T ) ∈ [0, pi2 ] cuyo coseno se define por
cos0(θA(S , T )) = sup{| 〈ξ, η〉A | : ξ ∈ S , η ∈ T y ‖ξ‖A ≤ 1 ‖η‖A ≤ 1}.
Notemos que 0 ≤ cos0(θA(S , T )) ≤ 1 y que, aunque A1/2(S) y A1/2(T ) no sean subespacios
cerrados, vale
cos0(θA(S , T )) = cos0((A1/2(S), A1/2(T ))) = cos0((A1/2(S), A1/2(T ))).
Proposición 4.5.2. Si (A,S) y (A, T ) son pares compatibles entonces
cos0(θA(S , T )) = ‖PA,SPA,T ‖A.
Demostración.
cos0(θA(S , T )) = sup{| 〈ξ, η〉A | : ξ ∈ S , η ∈ T y ‖ξ‖A ≤ 1, ‖η‖A ≤ 1}
= sup{| 〈PA,Sξ, PA,T η〉A | : ξ, η ∈ H y ‖ξ‖A ≤ 1, ‖η‖A ≤ 1}
= sup{| 〈ξ, PA,SPA,T η〉A | : ξ, η ∈ H y ‖ξ‖A ≤ 1, ‖η‖A ≤ 1}
= ‖PA,SPA,T ‖A,
donde la última igualdad vale por la Proposición 4.3.1.
Proposición 4.5.3. Sea S y T subespacios cerrados de H tales que S .+ T = H. Si (A,S) y (A, T ) son
pares compatibles, S ∩ R(A) 6= {0} y Q = QS//T ∈ LA(H) entonces
‖Q‖′A = (1− ‖PA,T PA,S‖2A)−1/2.
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Demostración. Como S ∩ R(A) 6= {0} entonces ‖Q‖′A ≥ 1. Sea ξ = PA,T ξ + (I − PA,T )ξ ∈ H.
Luego Qξ = Q(I− PA,T )ξ y ‖(I− PA,T )ξ‖A ≤ ‖ξ‖A. Entonces, ya que R(I− PA,T ) = N(PA,T ) =
T ⊥A 	W , dondeW = T ∩ N(A), se obtiene ‖Q‖′A = ‖Q|T ⊥A	W‖′A. Ahora, consideremos ξ ∈
(T ⊥A 	W) ∩ R(A) (notemos que (T ⊥A 	W) ∩ R(A) 6= {0}, pues si (T ⊥A 	W) ∩ R(A) = {0}
entonces ‖Q‖′A = 0). Así PA,T Qξ = PA,T ξ + PA,T (Qξ − ξ) = Qξ − ξ y en consecuencia ‖Qξ‖2A =
‖ξ‖2A + ‖Qξ − ξ‖2A = ‖ξ‖2A + ‖PA,T PA,SQξ‖2A. Sin pérdida de generalidad, podemos considerar
Qξ ∈ R(A). Entonces tenemos que 1 = ‖ξ‖
2
A
‖Qξ‖2A
+
‖PA,T PA,SQξ‖2A
‖Qξ‖2A
y en consecuencia
(
1− ‖PA,T PA,SQξ‖
2
A
‖Qξ‖2A
)−1/2
=
‖Qξ‖A
‖ξ‖A .
Ahora, como ‖Q‖′A = ‖Q|T ⊥A	W‖′A y ‖PA,T PA,S‖A = ‖PA,T PA,S |S‖A obtenemos la afirmación.
Corolario 4.5.4. Sean S , T ⊆ H subespacios cerrados tales que S .+ T = H. Si (A,S) y (A, T ) son
pares compatibles y S ∩ R(A) 6= {0} entonces para toda QS//T ∈ LA(H) vale
‖QS//T ‖A = 1sin0(θA(T ,S)) .
El siguiente ejemplo muestra que la condición S ∩ R(A) 6= {0} en la Proposición 4.5.3 es
necesaria.
Ejemplo 4.5.5. SeaH = R2 y consideremos los operadores
A =
 2 1
1 1/2
 ∈ L(R2)+ y Q =
 0 1
0 1
 ∈ Q.
Entonces S = R(Q) = gen{(1, 1)} y T = N(Q) = gen{(1, 0)}. Es fácil verificar que
PA,T =
 2/3 1/3
2/3 1/3
 y PA,S =
 1 1/2
0 0
 .
Luego, ‖PA,T PA,S‖A = 1 y ‖Q‖′A = ‖A1/2Q(A1/2)†‖ = 0,6.
Observación 4.5.6. Si en la Proposición 4.5.3 y en el Corolario 4.5.4 consideramos Q = QS//T ∈
LA1/2(H), obtenemos los mismos resultados reemplazando la hipótesis S ∩ R(A) 6= {0} por la
siguiente hipótesis más débil: Q = QS//T ∈ LA1/2(H) es una proyección no trivial para A.4
Capítulo 5
Aproximación de marcos por marcos
de Parseval
En este capítulo nos dedicamos al estudio de aproximación de marcos por marcos de Parseval,
en ideales simétricamente normados de operadores compactos. Este problema de aproximación
tiene su origen en el proceso de ortonormalización simétrica, el cual surge en el área de química
cuántica como necesidad de ortonormalizar un conjunto de vectores tratándolos de manera si-
multánea y no en forma sucesiva, como ocurre cuando se aplica el proceso de ortonormalización
de Gram-Schmidt. En la construcción de tal proceso de ortonormalización se busca que los vec-
tores ortonormales obtenidos conserven las propiedades de simetría que existen en el conjunto
de partida; esto significa que una transformación unitaria sobre los vectores de la base original
se traduzca en la misma transformación sobre los vectores ortonormales. Landshoff [42] propuso
tal proceso de ortonormalización y luego Löwdin [45] lo caracterizó mediante una propiedad de
minimalidad. En la siguiente sección describimos el proceso de ortonormalización simétrica y sus
características, la propiedad de minimalidad que satisface motiva el estudio de aproximación de
marcos por marcos de Parseval.
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5.1. Ortonormalización simétrica
Sea B = {ξ1, · · · , ξn} una base de Cn, E = {e1, · · · , en} la base ortonormal canónica de Cn y
T ∈ Gl(Cn) definido por Tei = ξi, i = 1, · · · , n, el operador asociado a la base B. Cada operador
unitario U en L(Cn) está asociado a una base ortonormal de Cn, a saber, {Ue1, · · · , Uen}. En
término de operadores, la construcción de una base ortonormal para Cn partiendo de T, consiste
en encontrar un operador G ∈ Gl(Cn) tal que GT resulte unitario, es decir, (GT)∗GT = I. Luego,
los operadores G ∈ Gl(Cn) que verifican esta última ecuación son G = W|T∗|−1, donde W ∈
U (Cn). Cada elección de W determina un proceso de ortonomalización y la base ortonormal que
resulta de este proceso tiene como operador asociado:
U = W|T∗|−1T. (5.1)
La elección W = I conduce a la ortonormalización simétrica de B. Este proceso de ortonormal-
ización fue propuesto por Landshoff [42] como un modo de ortonormalizar bases conservando
la simetría de los elementos de la base original (ver ítem (1) más abajo). Más tarde, Löwdin [45]
caracterizó el sistema ortonormal de Landshoff como el único sistema ortonormal más cercano
al sistema original cuando se miden distancias con respecto a la norma Frobenius (ver ítem (2)
más abajo). Observemos que el operador unitario asociado a esta base ortonormal es el operador
unitario de la descomposición polar de T. Sea UT el operador unitario de la descomposición polar
de T, las siguientes características distinguen al proceso de ortonormalización simétrica:
1. Si V ∈ U (Cn) y T˜ = VT (es decir, T˜ es el operador asociado a la base B˜ que se obtiene de
perturbar los elementos de B por V) entonces UT˜ = VUT . En efecto, notemos que |T˜∗| =
V|T∗|V∗. Luego, UT˜ = |T˜∗|−1T˜ = VUT .
2. Si ‖ . ‖2 denota la norma Frobenius en L(Cn) entonces
‖T −UT‖2 = mı´n{‖T −W‖2 : W ∈ U (Cn)}. (5.2)
Más aún, UT es el único operador unitario que realiza el mínimo. En efecto, sea {e1, · · · , en}
la base ortonormal canónica de Cn y consideremos la aplicación tr : L(Cn) → C definida
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por tr(C) =
n
∑
i=1
〈Cei, ei〉 para todo C ∈ L(Cn). Luego,
‖T −W‖22 =
n
∑
k=1
‖(T −W)ek‖22 =
n
∑
k=1
〈(T −W)∗(T −W)ek, ek〉
= tr((T −W)∗(T −W))
= tr(T∗T) + tr(W∗W)− tr(T∗W +W∗T)
= tr(T∗T) + tr(W∗W)− 2tr(Re(W∗T))
≥ tr(T∗T) + n− 2tr(|W∗T|).
y la igualdad vale si y sólo si W∗T = |W∗T| = |T| ([11], Proposition III.5.1), es decir, si
y sólo si W = UT . Para probar la unicidad, supongamos que existe U0 ∈ U (Cn) tal que
‖T −U0‖2 = ‖T −UT‖2 = mı´n{‖T −W‖2 : W ∈ U (Cn)}. Entonces U∗0 T = |U∗0 T| = |T|.
Luego, U∗0 = |T|T−1 = U∗T y así U0 = UT .
La propiedad de minimalidad (5.2) es el punto de partida de los resultados que presentamos en
este capítulo, los cuales están dados en el contexto de marcos para un espacio de Hilbert. Tales
sucesiones son una generalización del concepto de bases, como veremos en la siguiente sección.
5.2. Nociones básicas de marcos en espacios de Hilbert
Las bases cumplen una tarea fundamental en los espacios vectoriales; permiten representar a
todos los elementos del espacio de una única manera como «combinación lineal» de los elementos
de la base. En el caso de espacios de dimensión infinita la situación presenta la dificultad de
trabajar con series infinitas, por lo tanto hay distintos conceptos de bases de acuerdo al modo en
que converja la serie. Si X es un espacio de Banach separable, una sucesión {ξn}n∈N ⊆ X es una
base de Schauder para X si para todo ξ ∈ X existen únicos escalares {cn(ξ)} tales que
ξ =
∞
∑
n=1
cn(ξ)ξn.
Aquí, la convergencia depende del orden en que se disponen los elementos. Si la serie converge
incondicionalmente entonces se dice que la base {ξn}n∈N es incondicional.
En un espacio de Hilbert se tiene el concepto adicional de base ortonormal el cual es muy
utilizado por físicos y matemáticos en muchas áreas donde se necesita representar elementos en
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términos de la base, pues en los elementos de una base ortonormal se concentra la información de
cada vector. Una sucesión {ξn}n∈N de elementos deH es una base ortonormal paraH si {ξn}n∈N
es una base de Schauder paraH y 〈ξi, ξ j〉 = δij.
Es bien conocido que una sucesión ortonormal {ξn}n∈N es una base ortonormal para H si y
sólo si para todo ξ ∈ H vale que ξ = ∞∑
n=1
〈ξ, ξn〉 ξn. Además, si {ξn}n∈N es una base ortonormal
para H entonces todas las bases ortonormales para H están dadas por las sucesiones {Uξn}n∈N,
donde U ∈ U (H). Si se debilita la condición sobre el operador U, requiriendo que éste sea in-
versible y acotado (es decir, U ∈ Gl(H)) entonces la sucesión {Uξn}n∈N es una base de Riesz.
Si {ηn}n∈N es una base de Riesz para H entonces para todo ξ ∈ H existe una única sucesión
{µn}n∈N ⊆ H tal que ξ =
∞
∑
n=1
〈ξ, µn〉 ηn. Las bases ortonormales y las bases de Riesz tienen la
característica adicional de ser bases incondicionales. En muchos casos, la unicidad de los coefi-
cientes en la expansión de un elemento en término de los elementos de la base no es útil y tener un
conjunto de generadores del espacio con más elementos que los necesarios para una base da más
libertad para elegir los coeficientes, lo cual es muy útil para algunas aplicaciones determinadas.
Surge así la necesidad de definir el concepto de marcos para un espacio de Hilbert.
Los marcos para un espacio de Hilbert fueron definidos formalmente por Duffin y Schaeffer
[27] en 1952. Desde ese momento se ha trabajado intensamente sobre este tema pues la teoría de
marcos tiene un papel fundamental en procesamiento de señales, procesamiento de imágenes,
compresión de datos, etc. El lector interesado en la teoría de marcos puede consultar el libro de
O. Christensen [15]. En esta sección daremos las definiciones y resultados básicos con los cuales
trabajaremos en este capítulo.
Definición 5.2.1. SeaH un espacio de Hilbert separable. Una sucesión Ξ = {ξn}n∈N enH es un marco
paraH si existen constantes a, b > 0 tal que
a‖ξ‖2 ≤ ∑
n∈N
| 〈ξ, ξn〉 |2 ≤ b‖ξ‖ (5.3)
vale para todo ξ ∈ H.
Las cotas óptimas a, b para (5.3) se llaman cotas del marco. Un marco se dice ajustado si a = b.
Si además, a = b = 1, el marco se denomina marco de Parseval. Si Ξ = {ξn}n∈N es un marco y
{en}n∈N denota la base ortonormal canónica de `2 = `2(N), el operador
T : `2 → H, T(en) = ξn,
5.2. Nociones básicas de marcos en espacios de Hilbert 89
es acotado y se denomina operador de síntesis. Su adjunto, definido por
T∗ : H → `2, T∗ξ = {〈ξ, ξn〉}n∈N
se denomina operador de análisis. El operador de marco es
S : H → H, Sξ = TT∗ξ =
∞
∑
n=1
〈ξ, ξn〉 ξn.
Proposición 5.2.2. Sea Ξ = {ξn}n∈N un marco para H y T ∈ L(`2,H) el operador de síntesis de Ξ.
Entonces:
1. S = TT∗ es inversible.
2. T∗ es inyectivo y T es suryectivo.
3. Ξ es un marco de Parseval si y sólo si S = TT∗ = I.
Demostración.
1. Sea ξ ∈ H. Luego 〈Sξ, ξ〉 =
〈
∞
∑
n=1
〈ξ, ξn〉 ξn, ξ
〉
=
∞
∑
n=1
〈ξ, ξn〉 〈ξ, ξn〉 =
∞
∑
n=1
| 〈ξ, ξn〉 |2. En-
tonces, como Ξ es un marco, existen constantes a, b > 0 tales que a 〈ξ, ξ〉 ≤ 〈Sξ, ξ〉 ≤ b 〈ξ, ξ〉 , es
decir, aI ≤ S ≤ bI. Por lo tanto, S = TT∗ es inversible.
2. Por el ítem (1), el operador TT∗ es inyectivo, es decir, N(TT∗) = {0}. Luego, la inyectividad
de T∗ sigue del hecho que N(T∗) = N(TT∗). Por otro lado, TT∗ es suryectivo. Entonces H =
R(TT∗) ⊆ R(T) y así T resulta suryectivo.
3. La afirmación es consecuencia inmediata del hecho que 〈Sξ, ξ〉 =
∞
∑
n=1
| 〈ξ, ξn〉 |2 para todo
ξ ∈ H.
Por el ítem (3) de la Proposición anterior, el operador de síntesis de un marco de Parseval
es una coisometría, es decir, el operador de síntesis verifica que TT∗ = I. En particular, si T
es el operador de síntesis de un marco Ξ y T = U|T| su descomposición polar, donde U es
una isometría parcial de L(`2,H) y |T| = (T∗T)1/2 entonces U es una coisometría. El marco
de Parseval que define la coisometría U se denomina marco de Parseval canónico asociado a Ξ.
La siguiente propiedad de descomposición es la característica más importante que poseen los
marcos.
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Proposición 5.2.3. Sea {ξn}n∈N un marco para H con operador de marco S. Luego, para todo ξ ∈ H
vale
ξ =
∞
∑
n=1
〈
ξ, S−1ξn
〉
ξn.
Demostración. Sea ξ ∈ H. Por las propiedades del operador de marco vale que ξ = SS−1ξ =
∞
∑
n=1
〈
S−1ξ, ξn
〉
ξn =
∞
∑
n=1
〈
ξ, S−1ξn
〉
ξn y así se obtiene la afirmación.
Por otro lado, también vale la siguiente igualdad:
ξ =
∞
∑
n=1
〈ξ, ξn〉 S−1ξn.
Notemos que para reconstruir un elemento de H mediante el operador marco, necesitamos
realizar el cálculo del inverso de S, lo cual, en muchos casos, plantea inconvenientes. Por esta
razón es que los marcos de Parseval suelen ser los más utilizados para reconstruir vectores. En
general, los coeficientes que intervienen en la fórmula de reconstrucción no son únicos.
5.3. Ideales simétricos de L(H)
A lo largo de este capítulo, L00(H) denota el ideal de operadores de rango finito de L(H) y
L0(H) el ideal de operadores compactos de L(H). Dado T ∈ L0(H), los valores singulares de T
ordenados de manera decreciente se denotan si(T) con i ∈ N (es decir, s1(T) ≥ s2(T) ≥ · · · ) y
s(T) = (si(T))i∈N. El Teorema de Calkin ([33], Chapter III, Theorem 1.1) afirma que si I(H) es
un ideal bilátero de L(H) entonces L00(H) ⊆ I(H) ⊆ L0(H). Un ideal bilátero I(H) de L(H) se
dice simétricamente normado si sobre I(H) se define una norma simétrica que lo convierte en
un espacio de Banach. Por norma norma simétrica entendemos una funcional ‖ · ‖s : I(H)→ C
que satisface:
1. ‖ · ‖s es una norma;
2. ‖STR‖s ≤ ‖S‖ ‖T‖s‖R‖, para todo S, R ∈ L(H) y T ∈ I(H);
3. ‖T‖s = ‖T‖ = s1(T) para todo T ∈ L(H) con dim(R(T)) = 1.
Si la condición (2) se remplaza por
2’. ‖UT‖s = ‖TU‖s = ‖T‖s para todo T ∈ I(H) y U ∈ U (H);
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entonces ‖ · ‖s es una norma unitariamente equivalente.
Toda norma simétrica es unitariamente invariante. En efecto, de acuerdo a la propiedad (2),
para todo U, V ∈ U (H) vale ‖UTV‖s ≤ ‖T‖s. Además, como T = U−1UTVV−1 se tiene que
‖T‖s ≤ ‖UTV‖s y así ‖UTV‖s = ‖T‖s. Consideremos c0, c+0 y cˆ los espacios de sucesiones de
números reales definidos por
c0 := {(ξn)n∈N ⊆ R : ξn −→n→∞ 0};
c+0 := {(ξn)n∈N ∈ c0 : ξn ≥ 0 para todo n ∈ N};
cˆ := {(ξn)n∈N ∈ c0 : existe M > 0 tal que ξn = 0, n ≥ M}.
Una función Φ : cˆ→ R es una función simétricamente normada si
1. Φ es una norma;
2. Φ(1, 0, 0, · · · ) = 1;
3. Φ(ξ1, ξ2, · · · , ξn, 0, 0, · · · ) = Φ(|ξ j1|, |ξ j2|, · · · , |ξ jn|, 0, 0, · · · ),
donde j1, · · · , jn es una permutación de los enteros 1, · · · , n.
Las funciones simétricamente normadas se vinculan con las normas simétricas sobre L0(H).
Para describir esta relación es necesario extender el dominio de dichas funciones. Dado ξ =
(ξi)i∈N ⊆ R consideremos ξ(n) = {ξ1, ξ2, · · · , ξn, 0, 0, · · · }. Si Φ : cˆ → C es una función simétri-
camente normada entonces se define
cΦ = {ξ ∈ co : sup
n
Φ(ξ(n)) < ∞}.
La sucesión {Φ(ξ(n))} es no decreciente y acotada superiormente ([33], Chapter III, Lemma 3.2).
Luego, para cada ξ ∈ cΦ se define
Φ(ξ) = lı´m
n→∞Φ(ξ
(n)).
Dada una función Φ : cΦ → C simétricamente normada, denotamos
IΦ(H) = {T ∈ L0(H) : s(T) ∈ cΦ}
y sobre IΦ(H) definimos la norma
‖T‖Φ = Φ(s(T)).
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El conjunto IΦ(H) con la norma ‖ . ‖Φ es un ideal simétricamente normado ya que Φ induce
una norma simétrica sobre IΦ ([33], Chapter III, Theorem 4.1).
A continuación introducimos algunas normas simétricas y clases de ideales simétricos con los
que trabajaremos en este capítulo:
(I) Para cada k ∈ N, la función Φ(k) : cΦ → C definida por
Φ(k)(ξ) =
k
∑
j=i
ξi
es una función simétricamente normada. Si T ∈ L0(H), para cada k ∈ N se definen las
normas de Ky-Fan como
‖T‖(k) = Φ(k)(s(T)).
(II) Sea T ∈ L0(H). Para 1 ≤ p < ∞ la función Φp : cΦ → C definida por
Φp(s(T)) =
( ∞
∑
i=1
si(T)p
)1/p
es una función simétricamente normada. Luego, el conjunto
Lp(H) = {T ∈ L0(H) : Φp(s(T)) < ∞}
es un ideal simétricamente normado con la norma
‖T‖p =
( ∞
∑
i=1
si(T)p
)1/p
.
Los ideales Lp(H) se llaman ideales Schatten-p.
Las normas de Ky-Fan jugarán un rol fundamental en los resultados que presentaremos en
la sección 5.4. La principal importancia de dichas normas radica en la siguiente proposición; una
demostración de la misma puede encontrarse en [33], página 82.
Proposición 5.3.1 (Propiedad de dominancia de Ky Fan). Sea IΦ(H) un ideal simétricamente nor-
mado de L0(H). Si T2 ∈ IΦ(H) y el operador T1 ∈ L0(H) satisface
‖T1‖(k) ≤ ‖T2‖(k)
para todo k ∈ N entonces T1 ∈ IΦ(H) y ‖T1‖Φ ≤ ‖T2‖Φ.
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Para enunciar el próximo resultado (ver [11], Theorem III.4.4) necesitamos especificar la no-
tación que utilizaremos: dado ξ = (ξi)i∈N ∈ c0, |ξ| denota el vector (|ξ1|, |ξ2|, · · · ) y ξ↓ denota el
vector obtenido al reordenar las coordenadas de ξ en orden decreciente.
Proposición 5.3.2 (Lidskii). Si T1, T2 ∈ L0(H) entonces para todo k ∈ N vale
‖T1 − T2‖(k) ≥
k
∑
i=1
|si(T1)− si(T2)|↓.
5.4. Aproximación de marcos por marcos de Parseval
Durante esta sección T ∈ L(`2,H) denotará el operador de síntesis asociado a un marco Ξ =
{ξn}n∈N. Además, U ∈ L(`2,H) denotará la coisometría de la descomposición polar de T, T =
U|T|. Notemos que R(T) es cerrado pues T es suryectivo; luego R(T∗) es cerrado y denotaremos
P = PR(T∗).
M. Frank, V. Paulsen y T. Tiballi [31] fueron los primeros en abordar el estudio de aproximación
de marcos por marcos de Parseval. En [31] se prueba que si el operador de marco TT∗ es de la
forma I + H, donde H ∈ L2(H) entonces
‖ |T −U| ‖2 = mı´n{‖ |T −W| ‖2 : W ∈ L(`2,H) y WW∗ = IH}. (5.4)
Nuestro objetivo es extender este resultado al caso en que el operador de marco es de la forma
I + K, donde K es un operador perteneciente a algún ideal simétricamente normado de L0(H).
Esta condición puede manifestarse de diferentes maneras, todas ellas equivalentes, como veremos
en el siguiente resultado.
Proposición 5.4.1. Sea P = PR(T∗). Las siguientes afirmaciones son equivalentes:
1. I − TT∗ ∈ L0(H) (respectivamente IΦ(H)).
2. P− |T| ∈ L0(`2) (respectivamente IΦ(`2)).
3. |U − T| ∈ L0(`2) (respectivamente IΦ(`2)).
4. Existe una co-isometría W ∈ L(`2,H) tal que |W − T| ∈ L0(`2) (respectivamente IΦ(`2)).
5. Existe una isometría parcial V ∈ L(`2) tal que VV∗ = P y V − |T| ∈ L0(`2) (respectivamente
IΦ(`2)).
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Demostración.
1↔ 2. Afirmamos que I − TT∗ ∈ L0(H) (respectivamente IΦ(H)) si y sólo si I − (TT∗)1/2 ∈
L0(H) (respectivamente IΦ(H)). En efecto, es suficiente notar que I − TT∗ = (I − (TT∗)1/2)(I +
(TT∗)1/2) y que I+(TT∗)1/2 es inversible. Luego, como I− (TT∗)1/2 = U(P−|T|)U∗ y P−|T| =
U∗(I − (TT∗)1/2)U, la equivalencia queda probada.
2↔ 3. Como U(P − |T|) = U − T entonces |P − |T|| = |U − T|. Luego, P − |T| ∈ L0(`2)
(respectivamente IΦ(`2)) si y sólo si |U − T| ∈ L0(`2) (respectivamente IΦ(`2)).
3→ 4. La demostración es inmediata.
4→ 5. Definimos V = U∗W. Entonces VV∗ = P. Además, V− |T| = U∗(W− T) y |V− |T| | =
|W − T |. Luego V − |T| ∈ L0(`2).
5→ 2. Si |T| = V + K para algún K ∈ L0(`2) (respectivamente IΦ(`2)) entonces |T|2 = P + K̂
donde K̂ ∈ L0(`2) (respectivamente IΦ(`2)). Por otro lado, como T es sobreyectivo entonces su
rango es cerrado. Luego R(T∗T) es cerrado y por lo tanto R(T∗) = R(|T|) = R(|T|1/2). Es claro
que P + |T| y P + |T|1/2 son operadores positivos. Más aún, vale que (P + |T|)1/2 = P + |T|1/2
y (P + |T|2)1/2 = P + |T| . Además, P + |T| tiene rango cerrado. En efecto, por las observaciones
anteriores y [[30], Theorem 2.2], tenemos las siguientes igualdades
R(P) + R(|T|) = R(P) + R(|T|1/2) = R((P + |T|)1/2) = R(P + |T|1/2); (5.5)
R(P) + R(|T|) = R((P + |T|2)1/2) = R(P + |T|). (5.6)
De (5.5) y (5.6) concluimos que R(P + |T|) = R((P + |T|)1/2). En consecuencia, P + |T| tiene
rango cerrado. Luego (P + |T|)† ∈ L(`2). Ahora, como P − |T|2 = (P + |T|)(P − |T|) entonces
(P + |T|)†(P− |T|2) = PR(P+|T|)(P− |T|) = P− |T| pues, de la ecuación (5.6) se desprende que
R(P) ⊆ R(P + |T|) y R(|T|) ⊆ R(P + |T|). Luego, ya que L0(`2) (respectivamente IΦ(`2)) es un
ideal bilátero, se deduce que P− |T| ∈ L0(`2) (respectivamente IΦ(`2)).
El siguiente teorema es el resultado principal de este capítulo.
Teorema 5.4.2. Si I − TT∗ ∈ L0(H) entonces
‖ |T −U| ‖(k) = mı´n{‖ |T −W| ‖(k) : W ∈ L(`2,H) y WW∗ = IH} < ∞,
donde ‖ · ‖(k) denota la k-ésima norma de Ky Fan.
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Demostración. Si I − TT∗ ∈ L0(H) entonces, por la Proposición 5.4.1, |U − T| ∈ L0(`2). Luego, el
mínimo es finito. Sea W ∈ L(`2,H) una co-isometría y supongamos, sin pérdida de generalidad,
que |W − T| ∈ L0(`2). Consideremos V = U∗W. Luego V es una isometría parcial tal que VV∗ =
P, donde P = PR(T∗). Como U∗(U − T) = P−U∗T = P− |T| y U∗(W − T) = V − |T| entonces
|U − T| = | P− |T| | y |W − T| = |V − |T| |. Así,
‖ |U − T| ‖(k) = ‖ P− |T| ‖(k) y ‖ |W − T| ‖(k) = ‖V − |T| ‖(k),
para toda norma Ky Fan ‖ · ‖(k). Por lo tanto, es suficiente probar que
‖V − |T| ‖(k) ≥ ‖ P− |T| ‖(k) (5.7)
para todo k ∈ N. Como P− |T| es un operador compacto, por el Teorema Espectral ([17], Chapter
II, Theorem 5.1), existe una base ortonormal de N(T)⊥, {ξi}i∈N, tal que
|T| =
∞
∑
i=1
si(T) 〈 . , ξi〉 ξi.
Sea Pn la proyección ortogonal sobre el subespacio generado por ξ1, . . . , ξn. Entonces, si(PnV) =
si(Pn) para todo i ∈ N. Luego, por la Proposición 5.3.2 se obtiene:
‖(V − |T|)‖(k) ≥ ‖Pn(V − |T|)‖(k)
≥
k
∑
i=1
∣∣si(PnV)− si(Pn|T|)∣∣↓
=
k
∑
i=1
∣∣si(Pn)− si(Pn|T|)∣∣↓
= ‖Pn(P− |T|)‖(k).
Finalmente, tomando límite para n→ ∞, se obtiene (5.7).
Corolario 5.4.3. Si I − TT∗ ∈ Lp(H) para algún 1 ≤ p < ∞ entonces
‖ |T −U| ‖p = mı´n{‖ |T −W| ‖p : W ∈ L(`2,H) y WW∗ = IH} < ∞.
Demostración. La afirmación es una consecuencia inmediata del Teorema 5.4.2 y de la Proposición
5.3.1.
Más generalmente obtenemos el siguiente corolario.
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Corolario 5.4.4. Sea IΦ(H) un ideal simétricamente normado. Si I − TT∗ ∈ IΦ(H) entonces
‖ |T −U| ‖Φ = mı´n{‖ |T −W| ‖Φ : W ∈ L(`2,H) y WW∗ = IH} < ∞. (5.8)
Demostración. La afirmación es una consecuencia inmediata del Teorema 5.4.2 y de la Proposición
5.3.1.
Nota. A partir del trabajo de Löwdin [45] el estudio de aproximación de bases por bases ortonor-
males y luego, su generalización natural, la aproximación de marcos por marcos de Parseval,
ocupó a diferentes matemáticos, físicos y químicos. A continuación presentamos una breve re-
seña de los aportes hechos:
• En 1980, el Corolario 5.4.3 fue probado por Aiken, Erdos y Goldstein en el contexto de bases
para un espacio de Hilbert de dimensión finita [1] y para espacios de Hilbert de dimensión
infinita [2], en este último caso mediante el uso de derivadas Fréchet de ‖ . ‖p.
• En 1991 Goldstein y Levy ([34], §6) extendieron el Corolario 5.4.3 a toda norma unitaria-
mente invariante sobre L00(H), en el contexto de bases para un espacio de Hilbert de di-
mensión finita.
• En 2002, el problema de aproximar marcos por marcos de Parseval fue estudiado por Frank,
Paulsen y Tiballi ([31], Theorem 1.3, Theorem 2.3, Proposition 3.4) considerando ‖ . ‖2 sobre
L00(H) y sobre L0(H).
• En 2007, Casazza y Kutyniok [14] presentaron un algoritmo que calcula el marco de Parseval
más cercano a un marco dado, respecto a la norma ‖ . ‖2, en un espacio de Hilbert de
dimensión finita.
• Con [31] como motivación, y utilizando leves variaciones de las ideas aplicadas en [34],
obtuvimos el Teorema 5.4.2 que generaliza los resultados obtenidos en [31] y provee una
extensión natural de los resultados de Goldstein-Levy a todo ideal simétricamente normado
de L0(H) (Corolario 5.4.4).
Siguiendo exactamente los mismos pasos hechos en la demostración del Teorema 5.4.2, podemos
probar el siguiente resultado.
Proposición 5.4.5. Sea A ∈ Gl(H)+ tal que A conmuta con TT∗. Entonces:
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1. Si A− TT∗ ∈ L0(H) entonces para todo k ∈ N vale
‖ |T − A1/2U| ‖(k) = mı´n{‖ |T − T̂| ‖(k) : T̂ ∈ L(`2,H) y T̂T̂∗ = A} < ∞,
2. Si Iφ(H) es un ideal simétricamente normado de L0(H) y A− TT∗ ∈ IΦ(H) entonces
‖ |T − A1/2U| ‖Φ = mı´n{‖ |T − T̂| ‖Φ : T̂ ∈ L(`2,H) y T̂T̂∗ = A} < ∞.
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