For large queueing network analysis the general computational approach is to utilize decomposition to facilitate computational tractability. To accomplish this individual analysis the input and output streams must be characterized. This usually is done via two-parameter characterizations: the process mean and a variance measure (most commonly the squared coefficient of variation SCV). In most approaches independent and identically distributed (i.i.d.) approximations are used. For multiple input streams and/or multiple (identical) servers, the assumptions of i.i.d. times between arrivals and, similarly, i.i.d. times between departures are particularly theoretically and computationally inaccurate. In this paper we develop a generator for the background multidimensional continuous time Markov chain associated with the inter-departure times for the associated multi-stream and multi-server Markovian queues (where inter-arrival times and service times are Coxian). This generator allows for the computation of the moments of the departure process and the lag-k correlations between successive k-separated departures.
INTRODUCTION
The semiconductor industry consists of extremely long and complex manufacturing processes. Typically several hundred processing steps are involved in developing the products. These products are manufactured via multiple layered production processes where they make many passes through a sequence of similar processing steps. With the high cost high value of the resulting products it is important to continue analyzing these production systems. Simulation is a very useful and accurate analysis tool. However, it is often fruitful to develop analytical models of these systems and sub-processes. The most widely utilized analytical tool in semiconductor fab systems analysis is queueing network modeling. While analytical models are usually less accurate then simulation models they have a significant advantage in speed. The improvement of the accuracy of the queueing network analytical techniques is an important aspect to their utility. To effectively develop an analytical model of a complex network of production processes such as those encountered in the semiconductor industry, it is necessary to utilize a modeling approach of decomposing the complex interconnected system of processing workstations. The decomposition approach treats each workstation individually by characterization of the inflow and outflow streams. Therefore, it is paramount that we have accurate characterizations of these product flow streams. In this paper we are addressing the characterization of the output flow stream for multiple server workstations. We develop a non-renewal (non i.i.d.) characterization of the output process which will contribute to more accurate analytical systems models.
The main goal of this paper is to develop a characterization of the departure process for Markovian queueing systems with two distinct arrival processes and two identical servers. The system being modeled is assumed to have two independent arrival streams each modeled as a two-phase exponential process with a given probability of using the second phase (sometimes called a Coxian 2 distribution). Even though the arrival processes are independent, the time between arrivals are correlated. In a similar fashion the service processes are independent (but identical) Coxian 2 processes. The inter-departure times of jobs leaving the system are also correlated.
In the standard network node approximation approach, the departure process from a workstation system is normally approximated by assuming that these inter-departure times are independent and identically distributed (i.i.d.). The mean time between arrivals and departures are the same. However, this i.i.d. assumption allows for a simple approximation (Whitt 1983) (1 ) Bitran and Dasu (1994) developed a phase distribution representation of the departure process from a single server system and provided moments of the inter-departure time of a ∑Ph i /Ph/1 queue We extend those results in two ways. First we consider the multi-server case and second we obtain not only the moments of the inter-departure time but also correlations between successive departures. One of the motivations to use lag coefficients is to combine with matching moments (which arguably is not an effective technique if used in isolation) to characterize the arrivals to a downstream node in the network setting. We do not explicitly address that issue in this paper but it will be included in a forthcoming journal article.
MODEL
We consider a single station of a queueing network and model the system as a ∑Ph i /Ph/C queue. For ease of explanation we present the case of two independent arrival streams and two identical servers. The arrival processes are assumed to be independent Coxian 2's with parame-
λ α λ γ β γ (note that these are nonidentical processes). The phases corresponding to the first arrival stream is depicted in Figure 1 . The time spent in the first phase is exp(λ 1 ). Then either an arrival occurs with probability (1-α) or with probability α the process jumps to the second phase where it stays for exp(λ 2 ) time and then an arrival occurs. (1 (1
which are analogous to T i and T io for the arrival process. Now that we have described what is given in the problem, our next objective is to describe the main aim of this paper. Given the description of the queueing system scenario, our objective is to obtain the marginal distribution of the inter-departure time and its moments as well as the lag correlations between successive departures in the system. For this, we next model the system as a continuous time Markov chain (or Markov process) where the multidimensional states correspond to the number of jobs in the system, the phase of the first arrival stream, the phase of the second arrival stream and the phase of each server (if they are busy). The generator for the Markov process has the structure: 
where the sub-matrices are defined in terms of Kronecker sum and product matrix operations as described in the next subsection. The states vary according to the number of customers in the system. For a system with two distinct arrival streams and two identical servers and assuming all processes are described by Coxian-2 distributions, there are four states describing the arrival system and thus the 0 states have dimension 2 2 . The states for one customer in the system, denoted by 1 above, have dimension 
Kronecker Matrix Operations
Since the submatrices B 00 , C 01 , A 10 , B 11 , C 12 , A 21 , B, C and A, described in the generator matrix Q are obtained as Kronecker sums and products, it may be worthwhile to explain them briefly. The Kronecker product of any two matrices L and M results in matrix K given by:
Likewise the Kronecker sum of two matrices L and M yield matrix K given as:
where the identity matrices I L and I M correspond to the sizes of matrices L and M, respectively.
Model Matrix Elements
Having defined the Kronecker product and sum, the next step is to use them to describe the matrices B 00 , C 01 , A 10 , Next we obtain submatrices B 00 , C 01 , A 10 , B 11 , C 12 , A 21 , B, C and A, using the arrival and service process parameters in terms of the Kronecker product and sum. Specifically,
The remaining submatrices can be obtained as follows. We use the notation e i T to denote a unit (row) vector with a 1 in the i th position. Let
Once we have our Q matrix the next step is to obtain some steady state results. Solving these equations yields the steady state probability vector π . Having obtain the steady state probabilities of various states of the queueing system, the next step is to use that describing the departure process from the queue. This is explained next.
INTER-DEPARTURE TIMES
When analyzing a network of queues, the output from some of the queues becomes inputs to others. So it is fre-quently necessary to characterize the departure process from a queue. The standard procedure for this analysis is to develop a renewal approximation for the output stream characterized by its mean and squared coefficient of variation (SCV) (Whitt 1983 , , ,
L . These are related to the continuous time steady-state probabilities
, , ,
L by the following relationships (here we denote the total arrival rate by λ due to superpositioning of the two Coxian arrival streams):
The departure process consists of three distinct partitions: when there are no customers in the system, when there is one customer in the system and when there are two or more customers in the system. These three situations correspond to distinct characteristics for the departure process. When there are no customers in the system, a departure must wait until at least one arrival has occurred followed by a service. If a departing customer leaves the system with one customer in it, then the inter-departure time can be a function of the single processing customer's remaining service or it could evolve from an arrival and its completion of service. The third situation is when a departing customer leaves the system with at least 2 remaining customers and then the minimum of the remaining service time of one of these customers and the complete service time of another customer becomes the interdeparture time. Note that when there remain at least two customers in the system, the inter-departure time characteristics are the same for all these cases ( 2 n ≥ ). The generator matrix for the departure process G has three distinct segmentations given by: Using the above generator and truncated departure point probabilities, next we obtain the two main results of this paper, namely, the moments of the inter-departure times, and the lag correlations.
Moments of inter-departure times
Define G ′ as a single column matrix with each row element being equal to the negative of the sum of the corresponding row elements of G, then the stationary interdeparture time is a phase type distribution characterized by [ 
Lag correlations between successive departures
To obtain the lag-k correlations of the output interdeparture times, it is necessary to develop the generator matrix of the background continuous time Markov chain G % segmented into two matrices: the internal transitions (without departures) G (described above) and the matrix containing the departure transitions where p is the probability that a departure leaves the system with at least two customers remaining and (1 ) p − is the probability that only one customer remains. The matrix 
Having obtained the moments of the marginal distributions of the inter-departure times from a queue as well as the lag-k correlations, in the next section we provide a numerical example to illustrate the methodology and the results. However before that it may be worthwhile to make a connection between the output process and the parameters of the arrival process of a downstream node.
Output as input to a downstream node
We next briefly describe how this characterization of the output process in terms of the moments of inter-departure time as well as lag-k correlations will be useful in modeling the input to a downstream node. Since we use a phase-type or Coxian distribution for the inter-arrival time, it is crucial to determine the parameters of that distribution for a downstream node's arrival which directly corresponds to the output of the queue we have analyzed. Traditionally one matches moments which assumes that the departures are i.i.d. and ignores the correlations. Therefore to obtain a more robust set of parameters the idea is to match both the moments as well as the lag correlations. It is relatively straightforward to obtain the moments and lag correlations for a phase-type or Coxian arrival process. Then one has to select parameters so that the sum of squared deviation from the true value is minimized.
EXAMPLE
In this section we present a numerical example to illustrate the methodology and describe the results. Refer to section 2 for detailed notation. We begin by describing the two arrival processes ( ) ( ) 
Now, using the definitions of B 00 , C 01 , A 10 , B 11 , C 12 , A 21 , B, C and A given in Section 2 for which all the input matrices are available numerically, we can obtain the infinitesimal generator matrix for the queue as 
n p p p n ≥ are of lengths 4, 8, and 16, respectively. The R and sub-matrices of A, B, C of Q are all of dimensions 16 × 16, so they won't be detailed here. Next we describe numerical values and results for the terms defined in Section 3. The internal phase transition matrix component of the output generator process G has no approximations involved and is straightforward to develop. To obtain the G matrix, all the sub-matrices have either all been defined in Q above or can be derived from the arrival and departure matrices using the expressions given in section 3. However, the departure phase matrix requires the expansion from the condensed two server active states de- 
