Given a class {p | ∈ I } of stochastic events induced by M-state 1-way quantum finite automata (1qfa) on alphabet , we investigate the size (number of states) of 1qfa's that -approximate a convex linear combination of {p | ∈ I }, and we apply the results to the synthesis of small size 1qfa's. We obtain:
Introduction
One-way quantum finite automata (1qfa, for short) [2, 4, 7, 8] are particularly interesting computational devices since they represent a theoretical model for a quantum computer with finite memory. 1qfa's exhibit both advantages and disadvantages with respect to their classical (deterministic or probabilistic) counterpart. Basically, quantum superposition offers some computational advantages on probabilistic superposition. On the other hand, quantum dynamics are reversible: because of limitation of memory, it is sometimes impossible to simulate deterministic automata by quantum automata.
In this paper, we develop techniques for constructing small size 1qfa's, possibly more succinct than equivalent deterministic or probabilistic automata [13, 16, 18] .
Given a 1qfa A on input alphabet , its behavior is the stochastic event p A : * → [0, 1], where p A (w) is the probability that A accepts w. The language accepted by A with cutpoint is the set L A, = {w ∈ * | p A (w) > }; the cut-point is isolated by > 0 if |p A (w) − | , for every w ∈ * . First of all, we study the problem of approximating stochastic events by using (measureonce [3, 6, 10] ) 1qfa. More precisely, we investigate the following problem: given a family {p | ∈ I } of stochastic events induced by M-state 1qfa's A on input alphabet , find a "succinct" 1qfa A inducing a -approximation of a convex linear combination q of p 's, i.e., satisfying |p A (w) − q(w)| , for every w ∈ * . After giving preliminary notions in Section 2, we formulate our problem as a problem of uniform convergence of empirical averages to their expectations in Section 3. By using general results (see, e.g., [1] ), we prove an O((Md/ 3 ) log 2 (d/ 2 )) bound on the number of states for 1qfa's -approximating q, where d is the Vapnik dimension of the class {p (w) | w ∈ * }. As we will briefly observe at the end of the section, our technique can be directly used to solve the same problem for probabilistic automata.
In Section 4, we specialize the previous result on a particular subclass of stochastic events: the n-periodic commutative events. An event :
* → [0, 1] is called n-periodic commutative if, for every w ∈ * , (w) depends only on the number modulo n of occurrences in w of each symbol in . In this case, we prove a bound O((M| |/ 2 ) log n) for 1qfa's inducing -approximations of convex linear combinations of n-periodic commutative events on the alphabet .
In Section 5, we relate the 1 -norm of the discrete Fourier transform of any given event to its approximability by 1qfa's with O(log n) states. As an application, we consider the languages L n,H ⊆ * , with | | = H , consisting of those words for which the number of occurrences of each symbol in is a multiple of n. We prove that L n,H is recognizable with isolated cut-point by an O(H log n)-state 1qfa, while every nondeterministic automaton recognizing L n,H requires at least n H states.
In Section 6, the unary case (i.e., | | = 1) is studied. We show that if the 1 -norm of the discrete Fourier transform of the characteristic function of an n-periodic unary language L does not exceed n, then L is recognized with isolated cut-point by a 1qfa with O(log n) states. Vice versa, if an n-periodic unary language L is recognized with isolated cut-point by a 1qfa with O(log n) state, then the 1 -norm of the discrete Fourier transform of the characteristic function of L does not exceed O(n log n). As an application, we consider the languages L n,1 , and we compare Q(n) with S(n), where Q(n) (S(n)) is the minimum number of states of 1qfa's (probabilistic automata) accepting L n, 1 . We prove that S(n)/Q(n) = ((log n/ log log n)). Moreover, if n factorizes in a constant number of prime factors, then S(n) is "exponentially greater" than Q(n).
Preliminaries

Linear algebra
We quickly recall some notations of linear algebra. For more details, we refer the reader to, e.g., [11, 12] .
We denote by C the field of complex numbers and by C n×m the set of n × m matrices with entries in C. Given a complex number z ∈ C, its conjugate is denoted by z, and its modulus is |z| = √ zz. The adjoint of a matrix M ∈ C n×m is the matrix M † ∈ C m×n , where M † ij = M ji . For matrices A ∈ C n×n and B ∈ C m×m and for vectors ∈ C 1×n and ∈ C 1×m , their direct sum is, respectively,
, m ).
A Hilbert space of dimension n is the linear space C 1×n equipped with sum and product by elements in C, in which the inner product ( , ) = † is defined. If ( , ) = 0 we say that is orthogonal to . The norm of vector ∈ C 1×n is defined as = √ ( , ). Two subspaces X, Y are orthogonal if any vector in X is orthogonal to any vector in Y; in this case, the linear space generated by X ∪ Y is denoted by X Y .
A matrix M ∈ C n×n is said to be unitary whenever MM † = I = M † M, where I is the identity matrix; moreover, a matrix is unitary if and only if it preserves the norm, i.e., M = for each vector ∈ C 1×n . The eigenvalues of unitary matrices are complex numbers of modulus 1, i.e., they are in the form e iϑ , for some real ϑ. M is said to be Hermitian whenever M = M † . Given a Hermitian matrix O ∈ C n×n , let c 1 , . . . , c s be its eigenvalues and E 1 , . . . , E s the corresponding eigenspaces. It is well-known that each eigenvalue c k is real, that E i is orthogonal to E j , for any i = j , and that E 1 · · · E s = C 1×n . Each vector ∈ C 1×n can be uniquely decomposed as = 1 + · · · + s , where j ∈ E j . The linear transformation → j is the projector P j on the subspace E j . It is easy to see that s j =1 P j = I . The Hermitian matrix O is biunivocally determined by its eigenvalues and its eigenspaces or, equivalently, by its projectors: in fact, we have that O = c 1 P 1 + · · · + c s P s .
We denote by N the set of non-negative integers, Z the set of integers and, for the sake of readability, we let x n = x mod n, for any x ∈ Z. We let Z n = { x n | x ∈ Z} equipped with operations modulo n.
Axiomatic for quantum mechanics in short
Here, we use the previous formalism to describe quantum systems. Given a set Q = {q 1 
One-way quantum finite automata, stochastic events and languages
Several models of quantum automata have been proposed in the literature. Basically, they differ in the measurement policy [2, 4, 7, 8] . In this paper, we consider only the measure-once model. Measure-once 1qfa's [3, 6, 10] are the simplest model of quantum automata. In this model, the transformation on a symbol of the input alphabet is realized by a unitary operator, and a unique measurement is performed at the end of computation. In what follows, we will simply write 1qfa, understanding the designation "measure-once". Let * be the free monoid of words generated by the finite alphabet . For any w ∈ * , we denote by (w) the number of occurrences of the symbol ∈ within w. Clearly, the length of w is
∈ (w). A stochastic event on
* is a function p :
. A 1qfa with q control states on the input alphabet is a system A = ( , {U( )} ∈ , P ), where ∈ C 1×q , for each ∈ , U( ) ∈ C q×q is a unitary matrix, and P ∈ C q×q is a projector that biunivocally determined the observable O = 1 · P + 0 · (I − P ). For the sake of simplicity, we will denote the family {U( )} ∈ by simply writing U( ).
The stochastic event induced by A is the function p A :
Sometimes, it will be more convenient to specify the 1qfa A in the equivalent form A = ( , U( ), F ), where F ⊆ {1, . . . , q} indexes the (final) states spanning the subspace onto which P projects. In this case, the event induced by A writes as
The reader may easily verify that Eq. (2) 
The cut-point is said to be isolated if there exists a positive real such that |p(w) − | , for any w ∈ * . Moreover, if p is induced by the 1qfa A, then L is said to be recognized by A with cut-point (isolated by ).
Uniform convergence of empirical averages of random variables to their expectations
Bernoulli's theorem (see, e.g., [15] ) states that the relative frequencies of an event A in a sequence of independent trials converges, in probability, to the probability of A. More precisely, given a space I on which a probability measure P is defined, let be A ⊂ I and A : I → {0, 1} its characteristic function. Observe that the expectation E[ A ] is the probability P A of A and, for a sequence C (S) of independent trials x 1 , . . . , x S , the empirical average 1/S S t=1 A (x t ) is the relative frequency A (C (S) ) of the elements of A in C (S) . Bernoulli's theorem states that, for every probability distribution P on I, we have
In [19, 20] , the more general problem of uniform convergence of relative frequencies to their probabilities is studied. For a class D ⊂ 2 I , we say that the uniform convergence of relative frequencies to their probability holds for D if and only if, for every probability distribution P on I, we have
To characterize the classes D for which the uniform convergence of relative frequencies to their probability holds, the relevant combinatorial measure called Vapnik-Chervonenkis dimension is introduced in [20] : A set of points
The maximal cardinality of sets shattered by D is called Vapnik-Chervonenkis dimension of D (VC-dim(D), for short). The main result in [20] states that the uniform convergence of relative frequencies to their probability holds for D if and only if VC-dim(D) < ∞. Several attempts have been made to extend the VC-dim to arbitrary random variables. Here, we are interested in random variables of the form f : I → [0, 1]. In this framework, a useful measure is the Vapnik dimension: Definition 1. Given a class B of functions f : I → [0, 1] and ∈ (0, 1), a subset A ⊂ I is said to be shattered by B if, for every X ⊂ A, there exists g ∈ B for which x ∈ X implies g(x)
, and x ∈ A − X implies g(x) < . Then the Vapnik dimension V-dim(B) is the maximal cardinality of shattered subsets of I.
If B is finite, a simple bound for V-dim(B) is easily seen to be
The 
Approximating the convex closure of classes of stochastic events: the general case
The problem we shall be dealing with concerns the analysis of 1qfa's whose induced events approximate given stochastic events in the following sense: Since b 0 and ∈I b = 1, we can interpret b 's as a probability distribution on I. Then, for any w ∈ * , (w) becomes a random variable with expectation
We can approximate such an expectation by an empirical average of the events in . To this purpose, we design the following algorithm: ALGORITHM 1 for t := 1 to S do
[t] := independently chosen in I with probability b ; output the 1qfa A defined as
It is easy to verify that the 1qfa A output by the previous algorithm has S · M states, and induces the stochastic event S :
* → [0, 1] defined, for any w ∈ * , as
Moreover, notice that S is an empirical average of the events in . Now, if
Prob sup
holds true, then the existence of a 1qfa-with (S · M) states-inducing a -approximation of the given stochastic event is guaranteed.
Estimating
is a classical problem of uniform convergence of empirical averages to their expectations, a problem addressed in Section 2. A general solution in terms of the Vapnik dimension of the class of random variables { (w) | w ∈ * } directly follows from Theorem 1:
Theorem 2. Let { (w) | ∈ I } be a class of stochastic events induced by M-state 1qfa's, with d = V-dim({ (w) | w ∈ * }). Then every convex linear combination (w)
To apply this result to the synthesis of small size 1qfa's, we must require that: (1) The Vapnik dimension of the family must be finite. ( 2) The class of the events given by convex linear combinations of events in the family must not be trivial. In the next section, we consider a class of events satisfying both these conditions. We end this section with a quick comment on the applicability of the technique here presented in the realm of probabilistic automata. A probabilistic automaton is similar to a 1qfa: the main difference is that its transition matrices and superpositions are stochastic instead of unitary (we refer to, e.g., [16, 18] for details). As the reader may easily verify, our technique can be directly used to evaluate the size of probabilistic automata -approximating convex linear combinations of stochastic events, thus obtaining the analogue of Theorem 2 for probabilistic automata.
The commutative periodic case
We recall that a language is recognized with isolated cut-point by a 1qfa if and only if it is a group language [3, 6] , i.e., it can be recognized by a deterministic automaton where, for any input symbol, the corresponding transition function is a permutation [17] . In this section, we consider the case where all such permutations commute. This naturally leads to the following. 
Definition 3. Given an alphabet
(w) =ˆ ( 1 (w) n , 2 (w) n , .
. . , H (w) n ).
Hence,ˆ can be viewed as a real vector whose components are indexed by Z n H .
From now on, we will always denote byp the vector associated with the periodic commutative event p, according to Definition 3. Now let = { (w) | ∈ I } be a class of n-periodic commutative events induced by M-state 1qfa's, and set B = { (w) | w ∈ * }. Since
we have that |B| n H . By directly using the simple bound of inequality (3), we get V-dim(B) H log n.
Hence, from Theorem 2, we get that we can -approximate any convex linear combination of events in by 1qfa's with O((M · H log n/ 3 )(log log n + log (H / 2 )) 2 ) states, i.e., almost logarithmic in n.
We can improve such a bound with a simple direct approach. We use Höffdings'inequality [9] : If X i 's are i.i.d. random variables with values in [0, 1] and expectation , then for any S 1
This tool enables us to prove 
2 S (by Höffdings' inequality (5)).
By requiring n H 2e −2 2 S < 1, we get the result.
Approximating a family of periodic commutative events
In this section, we study a class of n-periodic commutative events that are approximable by events induced by O(log n)-state 1qfa's. In particular, we investigate the relation between such an approximability and the 1 -norm of the discrete Fourier transform of these events.
We first need to briefly recall the notion of multidimensional discrete Fourier transform. Given an alphabet = { 1 , . . . , H }, let p : * → [0, 1] be an n-periodic commutative event, andp its associated vector. The discrete Fourier transform ofp is the complex vector P = F(p), where P : Z n H → C and
By the well-known inversion formula, we havê
The 1 -norm of P :
For the sake of simplicity and with a slight abuse of notation, we will call discrete Fourier transform of p the discrete Fourier transform of the associated vectorp.
The following theorem shows a bound on the number of states of a 1qfa inducing an approximation of a periodic commutative event. 
be the vector associated with the n-periodic commutative event p, and P = F(p). Set P (j 1 , . . . , j H ) = (j 1 , . . . , j H )  e iϑ(j 1 ,...,j H ) , where (j 1 , . . . , j H ) and ϑ(j 1 , . . . , j H ) are the modulus and the phase of P (j 1 , . . . , j H ), respectively. By recalling Eq. (6), and observing thatp has values in [0, 1], we get
Now, for 0 j 1 , . . . , j H < n, consider the event
Such an event is easily seen to be induced by the following 2-state 1qfa:
By recalling the identity cos 2 x = 1 2 + (cos 2x)/2, we obtain In the following example, we use this result to show that, from a descriptional point of view, quantum automata are more powerful than nondeterministic automata on accepting certain languages. H be a word taking A from q to a final state. We get that both xz and yz belong to L n,H , that is, k i + j i n = s i + j i n = 0, for 1 i H . This implies that k i = s i for 1 i H , against the hypothesis x = y.
On the contrary, there exists a 1qfa accepting L n,H with isolated cut-point, which is exponentially more succinct both in the period n and in the cardinality H of the input alphabet. In fact, the language L n,H can be defined by the n-periodic commutative event p whose associated function iŝ 
The unary case
In this section, we focus on the particular case of unary alphabets, e.g., = {a}. Languages defined by (periodic) unary events are called (periodic) unary languages; periodic unary languages are exactly the group unary languages. In this section we point out a relation between the minimum size of a 1qfa recognizing a unary periodic language L and the 2 ) log n) states.
As an application, we exhibit a class of unary languages recognizable by 1qfa's with less states than the equivalent probabilistic automata [16, 18] . Example 2. Consider the language L n = {a kn | k ∈ N}; let Q(n) (S(n)) be the minimum number of states for 1qfa's (probabilistic automata) accepting L n with isolated cut-point. By Example 1, we have that L n = L n,1 is recognized with isolated cut-point by a 1qfa with O(log n) states, yielding Q(n) = O(log n). If n is prime, the same upper bound is obtained in [2] by different techniques.
By recalling a result in [14] , we have that if n = (x 1 , . . . , x k ) = k j =1 e x j , with constraints k j =1 x j = log n and x j 0, is ke (1/k) log n . This implies S(n) = (ke (1/ 
implies n k!, whence k log n/log log n (1 + o(1) ). Since f (k) = ke (1/k) log n is monotone decreasing in the interval [1, log n], we get S(n) = (log 2 n/log log n).
In conclusion, having Q(n) = O(log n), we obtain S(n)/Q(n) = (log n/log log n). Furthermore, if n factorizes in a constant number of prime factors, then S(n) is "exponentially greater" than Q(n).
We have previously stated that if the 1 -norm of the discrete Fourier transform of an n-periodic event p is bounded by n, then 
Calling (P (0), . . . , P (n − 1)) = F(p), we have (see Eq. (6))
By comparing Eqs. (7) and (8) 
So, L is accepted by the 1qfa inducing with cut-point 
