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ABSTRACT
We develop a Hamiltonian formalism suitable to be applied to gauge theories
in the presence of Gravitation, and to Gravity itself when considered as a gauge
theory. It is based on a nonlinear realization of the Poincare´ group, taken as the local
spacetime group of the gravitational gauge theory, with SO(3) as the classification
subgroup. The Wigner–like rotation induced by the nonlinear approach singularizes
out the role of time and allows to deal with ordinary SO(3) vectors. We apply the
general results to the Einstein–Cartan action. We study the constraints and we obtain
Einstein’s classical equations in the extremely simple form of time evolution equations
of the coframe. As a consequence of our approach, we identify the gauge–theoretical
origin of the Ashtekar variables.
1. Introduction
The gauge approach to Gravitation(1) constitutes a promising departing point
in the search for Quantum Gravity. Contrarily to Einstein’s geometrical formulation
of General Relativity (GR), the gauge theories of Gravitation provide a dynamical
foundation of the gravitational interaction analogous to the Yang–Mills description of
the remaining forces characteristic of the standard model. Gauge theories of Gravity
are based on the local realization of a given spacetime group, which gives rise to the
appearance of connections playing the role of gauge fields. In virtue of this approach,
one is concerned from the beginning with dynamics rather than with geometry. In fact,
the usual geometrical language employed in Gravity can be understood as deriving
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from a particular interpretation of the fundamental underlying gauge theory, since
the resulting dynamics is formaly identical to the geometry of a certain spacetime,
whose structure depends on the local spacetime group chosen. One could say that the
geometry of the physical world is a consequence of the gravitational gauge interactions,
i.e. of the dynamics. In particular, the Riemannian geometry of GR is recovered by
imposing suitable constraints on the gauge fields. However, from the viewpoint of the
gauge approach, not the geometry but the interaction described by the connections
constitutes the primary subject of research.
Following a number of previous proposals(2), we have recently shown(3) that the
natural way to construct gauge theories based on local spacetime symmetries, mostly
when translations are concerned, is the nonlinear coset approach due to Coleman
et al.(4), originally introduced to deal with internal groups. The nonlinear realiza-
tions solve among others the fundamental problem of defining coframes in terms of
gauge fields. The vierbeine manifest themselves as the (nonlinear) connections of the
translations(5). Furthermore, we have also proven that, for any spacetime group in-
cluding the Poincare´ group as a subgroup, the (anholonomic) metric tensor can be
fixed once and for ever to be Minkowskian,(5) in such a way that it does not play
any dynamical role. The gravitatinal force is carried exclusively by gauge fields. The
curvatures appear as the corresponding field strengths.
The present state of the observational data allows to choose among various local
spacetime groups, such as the affine(6) or the Poincare´(7) group, when one has to decide
which one will play the role of the gauge group of Gravitation. The dynamical actions
constructed in terms of such groups lead to equally acceptable classical predictions
which scarcely differ from those of ordinary GR(8). Thus, for the shake of simplicity
and without prejudging the final choice, we will deal with the simplest spacetime
group which includes the Poincare´ group as a subgroup, namely with the Poincare´
group itself. The standard Poincare´ Gauge Theory (PGT) constructed on it(7) is a
good candidate to become the fundamental theory of Gravitation. In fact, as far as the
Einstein–Cartan action without additional quadratic terms is concerned, the Euler–
Lagrange equations predict the vanishing of the torsion, thus being the field equations
undistinguishable from those of ordinary GR. Consequently, at the classical level both
theories coincide. Nevertheless, due to the wider number of original degrees of freedom
of the gauge theory, the conditions of vanishing torsion leading to the Riemannian
space of GR are no more given a priori, but have to be studied as constraints. Anyway,
as we will see below, the structure of our constraints essentially coincides with that
predicted in the non perturbative approaches of Quantum Gravity. Not only; in fact,
the dynamical variables of our nonlinear description relate in a simple way with those
introduced by Ashtekar(9).
The standard formulation of the PGT is the Lagrangian one(7). However, Dirac’s
standard quantization procedure(10,11) requires to depart from a well defined Hamil-
tonian formalism. Most of the difficulties concerning the quantization of Gravitation
originate in the lack of a rigorous Hamiltonian approach to Einstein’s classical theory.
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Particularly in the context of gauge theories in so far as Gravity is involved, it seems
to be a hard task to singularize out the role of time without breaking down the under-
lying symmetry properties. In the usual linear gauge realization of spacetime groups,
the zero–indices present in any tensor valued p–form stand for time components,
so that they are covariant but not invariant under the group action. This implies
that one can deal without troubles with the Lagrangian 4-dimensional formulation,
in which the spacetime is considered as a whole. But as soon as one separates time
by means of a standard foliation(12,13) in order to achieve a Hamiltonian description,
the explicit spacetime invariance gets lost.
This difficulty arises even in the simple case of Maxwell’s theory in the presence
of Gravitation. Its 4–dimensional Lagrangian version does not present any problems.
But this is no longer true when we separate the spacetime into spacelike hypersurfaces
disposed along a time direction. The foliation is performed with respect to a certain
timelike vector field n := ∂t − N
A∂A , with t as a time coordinate. In a flat space,
t transforms covariantly under the Lorentz group, so that the electric field strength
E , defined from the whole U(1) field strength F := dA as minus its normal part, i.e.
as E := −n⌋F , is at least a well behaved zero–component of a Lorentz tensor. But
the situation changes if we consider general coordinate transformations. In this case,
the electric field strength as well as t are no more Lorentz objects. This feature is
common to the normal part of any p–form representing fields of the theory if the time
direction is chosen to coincide with a coordinate of the underlying spacetime manifold.
A possible solution to this problem consists in taking the anholonomic timelike vector
e0 instead of an arbitrary n := ∂t − N
A∂A as the time direction. But in any case
E := −e0⌋F remains a single component of a Lorentz tensor. Only an invariant time
vector such as the proper time or similar would allow to deal with normal parts of
p–forms originally defined on a 4–dimensional manifold, behaving as Poincare´ scalars.
The possibility of defining such a time direction is important if we want to con-
struct a Hamiltonian approach to Gravity with symmetry properties analogous to
those of classical mechanics. Relativistic Hamiltonians are in principle not invariant
but covariant under the Lorentz group. This is a consequence of the fact that the
Lagrangian density decomposes as L = ϑ0 ∧ L⊥ , being the normal part L⊥ := e0⌋L
a Lorentz covariant 3–form, in terms of which the Hamiltonian is defined. Notwith-
standing, it will be possible to define a Hamiltonian formalism invariant under local
Poincare´ transformations. The key is a nonlinear realization of the Poincare´ group
with its subgroup SO(3) taken as the classification subgroup. Such nonlinear re-
alization induces a Wigner–like rotation(14) of the coframe which decomposes the
fourvector–valued tetrad ϑα into an SO(3) threevector–valued triad ϑa plus an SO(3)
scalar ϑ0 . The latter defines an invariant time in terms of which an invariant foliation
of spacetime can be performed. As a result, we will have at our disposal a Poincare´
invariant formalism expressed in terms of ordinary SO(3) tensors and connections.
When applied to Gravity, Einstein’s equations simplify enormously.
The paper is organized as follows. In section 2 we introduce the nonlinear re-
alization of the Poincare´ group giving rise to the invariant time 1–form ϑ0 , and
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accordingly we define the new SO(3) gravitational variables. Section 3 is devoted to
the Poincare´ invariant foliation of spacetime. In section 4 the Hamiltonian formalism
is developped, and in section 5 it is applied to Yang–Mills theories in the presence of
Gravity. Then, in section 6, we generalize the Hamiltonian approach to Gravitation
itself. We study the Einstein–Cartan action as a relevant example, since it leads to
the same Lagrangian field equations as ordinary GR. We calculate the constraints
and the Hamiltonian evolution equations. In section 7 we show that they imply the
Lagrangian ones, and in section 8 we present them in a more suitable SO(3) for-
mulation which reveals that the Hamiltonian equations are more restrictive than the
Lagrangian ones. Finally, the relation to Ashtekar variables is pointed out in section
9. The Appendices will be useful for the readers interested in the technical details.
2. Nonlinear gauge approach to the Poincare´ group
Let us consider the Poincare´ group G = P , with the Lorentz generators Lαβ and
the translational generators Pα (α , β = 0, ...3 ), satisfying the usual commutation
relations as given in (B.1). We want to develop a gauge theory of this group presenting
the features of a Hamiltonian formalism capable to predict the time evolution of
physical systems locally defined on 3–dimensional spacelike hypersurfaces. In order
to do it, we realize the Poincare´ group nonlinearly with its subgroup H = SO(3) as
the classification subgroup, see Appendix A. This choice of the classification subgroup
automatically leads to the decomposition of the fourvector–valued coframes of the
standard approaches(7) into an SO(3) triplet plus an SO(3) singlet respectively –
in analogy to a Wigner rotation(14)–, the singlet characterizing the time component
of the coframe. Needles to say that the nonlinear framework guarantees that the
resulting theory posseses the whole local Poincare´ symmetry, in spite of the fact that
only the classification subgroup SO(3) manifests itself explicitly. Thus, the invariance
of the time component of the coframe under SO(3) transformations means in fact
Poincare´ invariance. We follow the general procedure outlined in Appendix A.
We fix the anholonomic invariant metric to have the Lorentzian signature
oαβ := diag(− + ++) , (2.1)
and we decompose the Lorentz generators into boosts Ka and space rotations Sa ,
respectively defined as
Ka := 2La0 , Sa := −ǫa
bcLbc (a = 1 , 2 , 3) . (2.2)
Their commutation relations are given in (B.6). The infinitesimal group elements of
the whole Poincare´ group become parametrized as
g = ei ǫ
αPαei β
αβLαβ ≈ 1 + i
(
ǫ0P0 + ǫ
aPa + ξ
aKa + θ
aSa
)
, (2.3)
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and those (also infinitesimal) of the classification SO(3) subgroup are taken to be
h = eiΘ
aSa ≈ 1 + iΘaSa . (2.4)
In order to realize the Poincare´ group P on the coset space P/SO(3), we make use
of the general formula (A.2) which defines the nonlinear group action, choosing in
particular for the cosets the parametrization
c = e−i x
αPαei λ
aKa , (2.5)
where xα and λa are the (finite) coset parameters. Other parametrizations are pos-
sible, leading to equivalent results.
According to (A.2) cum (2.3–5), the variation of the translational parameters
reads
δx0 =− ξaxa − ǫ
0 ,
δxa = ǫabcθ
bxc − ξax0 − ǫa ,
(2.6)
playing these parameters the role of coordinates. On the other hand, we obtain the
variations of the boost parameters of (2.5) as
δλa = ǫabcθ
bλc + ξa|λ| coth |λ|+
λaλbξ
b
|λ|2
(1− |λ| coth |λ| ) , (2.7)
being
|λ| :=
√
λ12 + λ22 + λ32 . (2.8)
The nonlinear SO(3) parameter Θa in (2.4) is calculated to be
Θa = θa + ǫabc
λbξc
|λ|
tanh
(
|λ|
2
)
. (2.9)
The relevance of (2.9) becomes evident by considering the action (A.3) of the Poincare´
group on arbitrary fields ψ of a given representation space of the SO(3) group. It
reads infinitesimally
δψ = iΘaρ (Sa )ψ , (2.10)
being Θa precisely the nonlinear SO(3) parameter (2.9), and ρ (Sa ) an arbitrary
representation of the SO(3) group. This general transformation formula shows how
the whole Poincare´ group projects itself throw (2.10) on the action of the classification
subgroup SO(3) on its representation fields.
Now we arrive at the most important quantities in a gauge theory, namely the
gauge fields. We will define the suitable connection for the nonlinear gauge realization
in two steps. We first introduce the ordinary linear Poincare´ connection Ω in (A.4–6)
as
Ω := −i
(T )
ΓαPα − iΩ
αβLαβ = −i
(T )
Γ0P0 − i
(T )
ΓaPa + i
(K)
ΓaKa + i
(S)
ΓaSa , (2.11)
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which includes the translational and the Lorentz contributions
(T )
Γα and Ωαβ respec-
tively, decomposed in an obvious way. All components of (2.11) transform under the
linear action of the group as true Poincare´ connections. In terms of them, we define
the nonlinear connection (A.4) as
Γ := c−1 (d +Ω ) c = −i ϑαPα − iΓ
αβLαβ = −i ϑ
0P0 − i ϑ
aPa + iX
aKa + i A
aSa .
(2.12)
Contrarily to the components of (2.11), those of (2.12) are divided into two sets with
very different transformation properties. On the one hand, Aa behaves under the
Poincare´ group as an SO(3) connection; on the other hand, the remaining components
vary as SO(3) tensors. In fact we find
δϑ0 = 0
δϑa = ǫabcΘ
b ϑc
δXa = ǫabcΘ
bXc
δAa = −DΘa := −
(
dΘa + ǫabcA
bΘc
)
.
(2.13)
In addition, the trivial metric δab is a natural SO(3) invariant. We will use it to raise
and lower the anholonomic indices, compare with the role of the Minkowski metric in
Ref.(3). The translational nonlinear connections ϑ0 , ϑa in (2.12) are to be identified as
the 1–form basis geometrically interpretable as the coframe or vierbein(5,6,7), whereas
the vector–valued 1–forms Xa ≡ Γ0a represent the gauge fields associated to the
boosts, and Aa ≡ 1
2
ǫabc Γ
bc play the role of ordinary rotational connections. The
astonishing fact is that, as we have repeatedly pointed out before, the time component
ϑ0 of the coframe is invariant under local Poincare´ transformations. Let us examine
this fact in more detail.
The explicit form of the nonlinear translational connection components in (2.12)
reads
ϑ0 := ϑ˜0 cosh |λ|+ ϑ˜a
λa
|λ|
sinh |λ| ,
ϑa := ϑ˜a + ϑ˜b
λbλ
a
|λ|2
(cosh |λ| − 1) + ϑ˜0
λa
|λ|
sinh |λ| ,
(2.14)
being ϑ˜α a coframe whose components are defined as
ϑ˜0 :=
(T )
Γ0 +
(
d x0 −
(K)
Γaxa
)
,
ϑ˜a :=
(T )
Γa +
(
d xa + ǫabc
(S)
Γbxc −
(K)
Γax0
)
.
(2.15)
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This coframe transforms as a Lorentz four–vector under local Poincare´ transforma-
tions, namely as
δϑ˜0 = −ξa ϑ˜
a ,
δϑ˜a = ǫabc θ
b ϑ˜c − ξa ϑ˜0 .
(2.16)
In fact, the coframe (2.15) coincides with the one we would obtain by choosing the
Lorentz group as the classification subgroup of the Poincare´ group, compare with
Ref.(3). In order to clarify the relationship between ϑα and ϑ˜α let us consider the
following 4–dimensional representation of the Lorentz generators:
ρ (S1 ) := −i


0 0 0 0
0 0 0 0
0 0 0− 1
0 0 1 0

 ρ (S2 ) := −i


0 0 0 0
0 0 0 1
0 0 0 0
0− 1 0 0

 ρ (S3 ) := −i


0 0 0 0
0 0− 1 0
0 1 0 0
0 0 0 0


ρ (K1 ) := i


0 1 0 0
1 0 0 0
0 0 0 0
0 0 0 0

 ρ (K2 ) := i


0 0 1 0
0 0 0 0
1 0 0 0
0 0 0 0

 ρ (K3 ) := i


0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0

 .
(2.17)
The variations (2.16) may be rewritten in terms of (2.17) as
δ
(
ϑ˜0
ϑ˜a
)
= i [ξaρ (Ka ) + θ
aρ (Sa ) ]
(
ϑ˜0
ϑ˜a
)
. (2.18)
Making now use of the algebraic equality
λaλbλcρ (Ka ) ρ (Kb ) ρ (Kc ) = −|λ|
2λaρ (Ka ) , (2.19)
we calculate
e−i λ
aρ(Ka ) = 1− i
λa
|λ|
ρ (Ka ) sinh |λ| −
λaλb
|λ|2
ρ (Ka ) ρ (Kb ) (cosh |λ| − 1)
=


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

+


0 λ1 λ2 λ3
λ1 0 0 0
λ2 0 0 0
λ3 0 0 0

 sinh |λ|
|λ|
+


|λ|2 0 0 0
0 λ21 λ1λ2 λ1λ3
0 λ1λ2 λ
2
2 λ2λ3
0 λ1λ3 λ2λ3 λ
2
3

 (cosh |λ| − 1)
|λ|2
.
(2.20)
Thus we can rewrite (2.14) as
(
ϑ0
ϑa
)
= e−i λ
aρ(Ka )
(
ϑ˜0
ϑ˜a
)
. (2.21)
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The matrix e−i λ
aρ(Ka ) performs a change of basis leading from the Lorentz covector–
valued 1–forms in the r.h.s. of (2.21) to the SO(3) quantities in the l.h.s., whose
variations are specified in (2.13). In fact, taking into account the transformation
properties of the coset parametre λa as given by (2.7), it is easy to verify how the
nonlinear realization splits the four–dimensional representation into the SO(3) singlet
ϑ0 plus the SO(3) triplet ϑa respectively.
Finally, let us end this section introducing the field strengths corresponding to the
gauge potentials we have defined. They will play the central role in the construction of
the gauge theory of Gravitation in section 6. In order to obtain them, let us commute
two covariant differentials as defined in (A.8). We get
D ∧D = dΓ + Γ ∧ Γ = −i T 0P0 − i T
aPa + iB
aKa + iR
aSa , (2.22)
with the torsions
T 0 := d ϑ0 + ϑa ∧X
a
T a := Dϑa + ϑ0 ∧Xa ,
(2.23)
the boost curvature
Ba := DXa , (2.24)
and the rotational curvature
Ra := F a −
1
2
ǫabcX
b ∧Xc , (2.25)
being the SO(3) covariant differentials defined as
Dϑa := d ϑa + ǫabcA
b ∧ ϑc
DXa := dXa + ǫabcA
b ∧Xc ,
(2.26)
and the SO(3) field strength as
F a := dAa +
1
2
ǫabcA
b ∧Ac . (2.27)
Later we will return back to these definitions. But first we have to introduce a suitable
foliation of the spacetime.
3. Poincare´ invariant foliation of spacetime
Taking advantage of the existence of the invariant time component of the coframe,
it becomes possible to perform an invariant foliation adapted to it. This will enable us
to define 3–dimensional hypersurfaces in which the gravitational SO(3) tensors find
their natural seat.
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The general requirement for a foliation to be possible is given by Frobenius’
theorem. Here we summarize briefly one of its formulations(15). Let us depart from
a 4–dimensional manifold M . A 3–dimensional distribution D on M is a choice of a
3–dimensional subspace D(m) of Mm for each point m in M . The distribution D is
said to be smooth if for each m in M there exist a neighborhood U and a basis of 3
vector fields Xi spanning D at each point of U . A submanifold of M whose tangent
spaces at each point coincide with the subspaces determined by the distribution D is
called an integral manifold of D. Frobenius’ theorem establishes that the necessary
and sufficient condition for the existence of integral manifolds of D throw each point
of M (what we will call a foliation of the 4–dimensional manifold into 3–dimensional
hypersurfaces) is that, whenever Xi , Xj belong to D, then the Lie derivative of these
vectors with respect to each other, namely [Xi , Xj ] , also belongs to D. (In this case,
D is said to be involutive or completely integrable.)
Having in mind this general result, we will perform a gauge adapted foliation
which takes into account the particular coframe defined in the previous section via
the nonlinear realization of the Poincare´ group. From the 1–form basis (2.14) we
define its dual vector basis eα such that eα⌋ϑ
β = δβα . In the 4–dimensional space,
the Lie derivative of the basis vectors with respect to each other may be expressed in
terms of the anholonomiticity objects dϑα as
[eα , eβ ] = (eα⌋eβ⌋d ϑ
γ ) eγ . (3.1)
Let us now separate e
0
from ea (a = 1 , 2 , 3 ) , since we are interested in foliating
the spacetime into spacelike hypersurfaces equipped with the SO(3) vector bases ea.
According to Frobenius’ theorem, the necessary and sufficient condition for such a
foliation to be possible is that
[ea , eb ] = (ea⌋eb⌋d ϑ
c ) ec , (3.2)
which is equivalent to impose the condition
(
ea⌋eb⌋dϑ
0
)
= 0 , or dϑ0 = ϑ0∧
(
e
0
⌋d ϑ0
)
.
In other words,
ϑ0 ∧ d ϑ0 = 0 . (3.3)
Notice that, according to (2.13a), eq.(3.3) is Poincare´ invariant. In fact, due to the
ocurrence in it of an ordinary instead of a covariant differential, the condition (3.3)
required by the Frobenius theorem is groupally well defined only if ϑ0 is invariant.
Accordingly, (3.3) defines an invariant foliation. From it follows that the time coframe
takes the form
ϑ0 = u0 d τ , (3.4)
with τ as a parametric time.
Let us now see how the dual vector e
0
of (3.4) looks like. In terms of the vector
field ∂τ associated to the time parametre τ , we define
uα := ∂τ⌋ϑ
α , (3.5)
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which represents a sort of (coordinate independent) fourvelocity due to the similarity
between τ and the proper time. We can express ∂τ in terms of the vector basis eα as
∂τ = u
α eα = u
0 e
0
+ ua ea . (3.6)
From (3.6) follows that the Poincare´ invariant vector e
0
reads
e
0
=
1
u0
∂τ −
ua
u0
ea . (3.7)
We can alternatively rewrite it in terms of the three–dimensional velocity va :=
c ua/u0 or of the coordinate velocity vA := eAa v
a respectively as
e
0
=
1
u0
∂τ −
va
c
ea =
1
u0
∂τ −
vA
c
∂A . (3.8)
We identify e
0
as the invariant timelike vector field along which the foliation of the
spacetime is defined. Observe that the components of the fourvelocity in (3.7) relate
in a simple way to the usual lapse and shift functions considered in the usual foliations
of spacetime(12,13). The main difference between them and our approach consists in
that we foliate the underlying manifold taking the gauge properties of the coframe,
as they arise from the nonlinear approach, as a guide. Accordingly, in the following
we only will need to consider the lapse–like function u0 explicitly, since the shift–like
velocity ua will appear enclosed in the SO(3) triads representing the space coframe,
namely
ϑa = ua d τ + eaAd x
A , (3.9)
compare with (3.4). Obviously
e
0
⌋ϑ0 = 1 , (3.10)
e
0
⌋ϑa = 0 . (3.11)
Any arbitrary p–form α admits a decomposition into a normal and a tangential part
with respect to the invariant vector field e
0
inducing the foliation, namely
α = ⊥α+ α , (3.12)
with the normal and tangential parts respectively defined as
⊥α := ϑ0 ∧ α⊥ , α⊥ := e0⌋α , (3.13)
and
α := e
0
⌋
(
ϑ0 ∧ α
)
. (3.14)
In particular we find
ϑ0 = ⊥ϑ0 = u0 d τ
ϑa = ϑa ,
(3.15)
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thus showing trivially that ϑ0 only presents a normal contribution, and ϑa only a
tangential one. The general expressions for the foliation of an arbitrary p–form α and
its Hodge dual read respectively
α = ϑ0 ∧ α⊥ + α
∗α = (−1)
p
ϑ0 ∧ #α− #α⊥ .
(3.16)
The asterisc ∗ stands for the Hodge dual in four dimensions, whereas # represents its
three–dimensional restriction, see Appendix E.
Let us define the Lie derivative with respect to e0 , namely
le
0
α := d (e
0
⌋α ) + (e
0
⌋dα ) . (3.17)
In particular, the Lie derivative of the tangential part of a form reduces to
le
0
α = (e
0
⌋dα ) . (3.18)
It represents the time evolution of α . Now we can decompose the exterior differential
of an arbitrary form as
dα = ϑ0 ∧
[
le
0
α−
1
u0
d
(
u0 α⊥
) ]
+ dα . (3.19)
Observe that the Lie derivative of the normal part α⊥ is absent. This is a general
feature of gauge theories. Finally, we have at our disposal all the elements necessary
to develop a Hamiltonian approach which is well behaved in the presence of Gravity
when considered as the nonlinear gauge theory of the Poincare´ group.
4. Hamiltonian formalism
In this section we will outline the deduction of the Hamiltonian treatment of
gauge theories in general, expressed in terms of differential forms. We follow essen-
tially the work of Wallner(13), but we make use of the invariant spacetime foliation
of the previous section. The resulting formalism resembles strongly the classical one.
However, being the dynamical variables differential forms, the theory is automatically
diff–invariant. Furthermore, it makes it possible to take into account the gravitational
effects, see sections 5,6 below.
Let us consider a general gauge theory depending on the gauge potential A .
When we consider a particular group, A will posses the corresponding group indices,
but we do not need to specify them at this stage. The Lagrangian density depends
on A and on its exterior differential dA , i.e.
L = L (A , dA ) . (4.1)
11
Since the gauge potential A is a connection, it is a 1–form which, as established in
the previous section, can be decomposed into its normal and tangential parts as
A = ϑ0 ∧A⊥ + A . (4.2)
The Lagrangian density is a 4–form. Thus, its tangential part does not exist. It
decomposes simply as
L = ϑ0 ∧ L⊥ . (4.3)
In terms of its normal part L⊥ we define the momenta
#π
A⊥
:=
∂L⊥
∂(le
0
A⊥)
, #π
A
:=
∂L⊥
∂(le
0
A )
, (4.4)
and we construct the Hamiltonian 3–form
H := u0
[
le
0
A⊥
#π
A⊥
+ le
0
A ∧ #π
A
− L⊥
]
. (4.5)
In Appendix C we present a deduction of the Hamilton equations based on the com-
parison of the variations of (4.1) and (4.5) respectively. We do so in order to show
the correctness of the results we will obtain here proceeding in a shorter and more
general way, see Ref.(11). In particular, Appendix C guarantees the consistence of
the definitions of the Lie derivatives used in (4.7,8) below.
We begin by reconstructing the Lagrangian density in terms of the momenta and
(4.5), namely
L = dA⊥ ∧
#π
A
⊥
+ dA ∧ #π
A
− d τ ∧ H , (4.6)
and we deduce the field equations
u0 le
0
A⊥ :=
dA⊥
d τ
=
δH
δ #π
A⊥
, u0 le
0
#π
A⊥
:=
d#π
A
⊥
d τ
= −
δH
δA⊥
, (4.7)
u0 le
0
A :=
dA
d τ
=
δH
δ #π
A
, u0 le
0
#π
A
:=
d#π
A
d τ
= −
δH
δA
. (4.8)
On the other hand, the Lie derivative of an arbitrary p–form defined on the 3–space
and being a functional of the dynamical variables may be expanded as
le
0
ω = le
0
A⊥
δω
δA⊥
+ le
0
A ∧
δω
δA
+
δω
δ #π
A⊥
le
0
#π
A⊥
+
δω
δ #π
A
∧ le
0
#π
A
. (4.9)
We substitute the field equations (4.7,8) into (4.9) and accordingly we define Poisson
brackets representing the time evolution of differential forms as
u0 le
0
ω = {ω ,H} :=
δH
δ #π
A
⊥
δω
δA⊥
−
δω
δ #π
A
⊥
δH
δA⊥
+
δH
δ #π
A
∧
δω
δA
−
δω
δ #π
A
∧
δH
δA
.
(4.10)
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From definition (4.10) we obtain the basic properties of the Poisson brackets. In the
first place, they are evidently antisymmetric:
{ω ,H} = −{H , ω } . (4.11)
Taking into account the chain rule of the Lie derivative, namely
le
0
(σ ∧ ω ) = le
0
σ ∧ ω + σ ∧ le
0
ω , (4.12)
we get the distributive property
{σ ∧ ω ,H} = {σ ,H} ∧ ω + σ ∧ {ω ,H} . (4.13)
Finally, since the normal part of the identity d ∧ dα ≡ 0 reads
le
0
dα−
1
u0
d
(
u0 le
0
α
)
≡ 0 , (4.14)
it follows that, being ω a form defined on the 3–space and thus being absent a normal
part of it, it holds
{ dω ,H} − d {ω ,H} = 0 . (4.15)
This completes the formal instrument we need to calculate the time evolution of any
dynamical variable in terms of the Hamiltonian 3–form (4.5).
5. Yang–Mills theories
Instead of directly undertake the study of the Hamiltonian treatment of Gravita-
tion, let us first consider the example of simpler gauge theories. This will illuminate
the further developments, which are a straightforward generalization of what we will
establish in this section. In particular, we will show how to deal with constraints.
Let us consider the Yang–Mills theory of an internal group with structure con-
stants fabc , antisymmetric in the two last indices. Its field strength
F a := dAa +
1
2
fabcA
b ∧ Ac (5.1)
decomposes into
F a = ϑ0 ∧ F a⊥ + F
a , (5.2)
being its normal and tangential parts respectively given by
F a⊥ := le0 A
a −
1
u0
D
(
u0Aa⊥
)
, F a := dAa +
1
2
fabcA
b ∧ Ac . (5.3)
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According to (3.16b), its Hodge dual decomposes as
∗F a = ϑ0 ∧ #F a − #F a⊥ . (5.4)
In the absence of matter, the Lagrangian density of a standard Yang–Mills theory is
given by
L = −
1
2
F a ∧ ∗Fa =
1
2
ϑ0 ∧
(
F a⊥ ∧
#F⊥a − F
a ∧ #F a
)
. (5.5)
From (5.5) we get the normal part
L⊥ =
1
2
(
F a⊥ ∧
#F⊥a − F
a ∧ #F a
)
, (5.6)
and we calculate the momenta as defined in (4.4), namely
#π
A
⊥
a :=
∂L⊥
∂
(
le
0
Aa⊥
) = 0 , (5.7)
#π
A
a :=
∂L⊥
∂
(
le
0
Aa
) = #F a⊥ . (5.8)
The first one is a primary constraint. We will come back to this fact immediately to
show how to proceed in this and analogous cases. For the present, we calculate the
canonical Hamiltonian 3–form (4.5) as
H0 := u
0
(
le
0
Aa⊥
#π
A⊥
a + le0A
a ∧ #π
A
a − L⊥
)
=
1
2
u0
(
π
Aa ∧ #π
A
a + F
a ∧ #F a
)
+D
(
u0Aa⊥
)
∧ #π
A
a .
(5.9)
But the time evolution operator must include information about the primary con-
straint (5.7). This is carried out by adding it by means of a Lagrange multiplier(11).
Doing so and integrating by parts the last term in (5.9), we get the total Hamiltonian
H :=
1
2
u0
(
π
Aa ∧ #π
A
a + F
a ∧ #F a
)
− u0Aa⊥D
#π
A
a + β
a #π
A⊥
a . (5.10)
Observe that the result is equivalent to having departed from the definition (4.5) and
having replaced the Lie derivative acompanying the constraint (5.7) by a Lagrange
multiplier. We retain this recipe to procede analogously in the following.
The function u0 appearing everywhere, see (3.4), carries information about the
underlying geometry and thus about the gravitational background. Nevertheless,
relatively to the internal group considered here u0 does not play the role of a dynamical
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variable. Only Aa⊥ and A
a play this role, so that the Poisson brackets (4.10) take the
form
u0 le
0
ω = {ω ,H} :=
δH
δ #π
A⊥
a
δω
δAa⊥
−
δω
δ #π
A⊥
a
δH
δAa⊥
+
δH
δ #π
A
a
∧
δω
δAa
−
δω
δ #π
A
a
∧
δH
δAa
.
(5.11)
As before, see (4.11,13), we have
{ω ,H} = −{H , ω } , (5.12)
and
{σ ∧ ω ,H} = {σ ,H} ∧ ω + σ ∧ {ω ,H} , (5.13)
but in addition to (4.15), which remains valid, we can now generalize it in order to
take into account the contributions due to the connections appearing in the covariant
differentials. Departing from the identity
u0  Le
0
Dωa −D
(
u0  Le
0
ωa
)
≡ u0 fabc F
b
⊥ ∧ ω
c , (5.14)
being ωa defined on the three–space, we get
{Dωa ,H} −D {ωa ,H} = fabc
{
Ab ,H
}
∧ ωc . (5.15)
Now we require the stability of the constraint (5.7), i.e. we impose that its time
derivative vanishes. In terms of the Poisson brackets we calculate its time evolution
u0 le
0
#π
A
⊥
a =
{
#π
A
⊥
a ,H
}
= u0D#π
A
a , (5.16)
and we put it equal to zero. The resulting stability condition
D#π
A
a = 0 (5.17)
is a secondary constraint. Further we require the time stability of (5.17). Making use
of (5.15), we find
u0 le
0
D#π
A
a =
{
D#π
A
a ,H
}
= −u0 fab
c Ab⊥D
#π
A
c + 2 f(ab)
cD
(
u0Ab⊥
#π
A
c
)
.
(5.18)
Assuming that we are dealing with a group whose structure constants are antisym-
metric in the first indices, eq.(5.18) reduces to
 Le
0
D#π
A
a = 0 . (5.19)
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Thus, the constraint (5.17) is automatically stable and the search for constraints is
finished. The evolution of the system takes place in a submanifold of the phase space
defined by (5.7) and (5.17). The evolution equations are easily obtained as
u0 le
0
Aa = {Aa ,H} = u0 π
A a +D
(
u0Aa⊥
)
, (5.20)
u0 le0
#π
A
a =
{
#π
A
a ,H
}
= −D
(
u0 #F a
)
− u0 ηab
cAb⊥
#π
A
c . (5.21)
We rewrite (5.20,21) in the explicitly covariant form
π
A a = le
0
Aa −
1
u0
D
(
u0Aa⊥
)
=: F a⊥ , (5.22)
 Le0
#π
A
a +
1
u0
D
(
u0 #F a
)
= 0 . (5.23)
In addition, the remaining equation
u0 le
0
Aa⊥ = {A
a
⊥ ,H} = β
a (5.24)
fixes the value of the Lagrange multiplier.
Let us now compare our Hamiltonian equations with the usual four–dimensional
Lagrangian equations D ∗F a = 0 . They decompose into their normal and tangential
parts as
D ∗F a = −ϑ0 ∧
[
 Le
0
#F a⊥ +
1
u0
D
(
u0 #F a
) ]
−D#F a⊥ . (5.25)
Since according to (5.22) the momentum π
A a coincides with F a⊥ , we see that the
evolution equation (5.23) corresponds to the normal part of (5.25), and the constraint
(5.17) to the tangential part.
6. Hamiltonian treatment of Gravitation
At last we arrive at the main application of the general theory established in sec-
tions 2–4. The nonlinear realization of the Poincare´ group and the Poincare´ invariant
foliation of spacetime naturally related to it constitute the foundations of the Hamil-
tonian approach to Gravity. In this context, we could of course choose as our starting
point to derive the dynamical equations a very general action including quadratic
terms. But our purpose in this paper is to show how our formalism works, and the
best way to do so is to depart from the Einstein–Cartan action, which gives rise to
the standard Einstein equations of GR. In fact, we will be able to derive them, see
(7.8–14,18) below, thus showing that our approach comprises the usual Lagrangian
one at the level of the field equations. However, our treatment is in some extent
more restrictive, see section 8 below, and it has the additional virtue of distinguishing
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between those parts of the Einstein equations which are true evolution equations and
those which correspond to constraints on the phase space. Thus we depart from the
Einstein–Cartan Lagrange density with cosmological constant
L = −
1
2l2
Rα
β ∧ ηαβ +
Λ
l2
η . (6.1)
Let us reexpress the Einstein–Cartan term
−
1
2l2
Rα
β ∧ ηαβ = −
1
2l2
(
2R0a ∧ η0a +R
ab ∧ ηab
)
, (6.2)
in terms of the threedimensional dynamical variables defined in section 2. We point
out once more that in our approach the interactions are not mediated by the metric,
which appears in the theory as a trivial, nondynamical, anholonomic Kronecker delta,
but by the (nonlinear) connections.
According to (2.12), the components of the fourdimensional nonlinear Lorentz
connections relate to the corresponding SO(3) quantities as
Γ0a = Xa , Γab = ǫabcA
c , (6.3)
and accordingly, see (2.22,24,25),
R0a = DXa , Rab = ǫabcR
c . (6.4)
On the other hand, from (E.1) follows
η0a = ηa , ηab = ϑ
0 ∧ ηab . (6.5)
Thus, substituting (6.4,5) into (6.2) and performing at the same time the decomposi-
tion into the normal and tangential parts of the quantities involved as established in
section 3, we get
−
1
2l2
Rα
β ∧ ηαβ = −
1
l2
ϑ0 ∧
{[
 Le0X
a −
1
u0
D
(
u0Xa⊥
)]
∧ ηa +
1
2
ǫabcR
c ∧ ηab
}
,
(6.6)
where we have made use of the definitions of the covariant Lie derivative and the
covariant tangential differential respectively, namely
 Le
0
Xa := e0⌋DX
a = e0⌋
(
dXa + ǫabcA
b ∧Xc
)
D
(
u0Xa⊥
)
:= d
(
u0Xa⊥
)
+ ǫabcA
b u0Xc⊥ .
(6.7)
According to (2.25,27), the tangential part of the curvature present in (6.6) reads
Ra := F a −
1
2
ǫabcX
b ∧Xc , Fa := dAa +
1
2
ǫabcA
b ∧Ac . (6.8)
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For later convenience we also give here the structure of the normal part of the curva-
ture
Ra⊥ := F
a
⊥ − ǫ
a
bcX
b
⊥X
c , F a⊥ := le0 A
a −
1
u0
D
(
u0Aa⊥
)
. (6.9)
Despite it does not appear in the action, it will be present in the field equations.
Due to the fact that the holonomic SO(3) metric is the Kronecker delta, we have
ηabc =
# (ϑa ∧ ϑb ∧ ϑc ) =
√
det(δmn) ǫabc = ǫabc , see (E.1). Thus we identify this
object with the group constants of SO(3) in order to simplify the expression of the
last term in (6.6). After integrating by parts to make explicit the dependence on
 Le
0
ϑa , we get the normal part of the Lagrangian
L⊥ = −
1
l2
{
1
2
[
 Le
0
Xa ∧ ηa −X
a ∧  Le
0
ηa
]
−
1
u0
D
(
u0Xa⊥
)
∧ ηa + ϑ
a ∧ Ra − Λ η
}
.
(6.10)
Now we follow the steps of section 4, taking into account the results of section 5
concerning the treatment of constrained systems. First we define the momenta
#πu
0
:=
∂L⊥
∂
(
le
0
u0
) = 0
#πϑa :=
∂L⊥
∂
(
le
0
ϑa
) = − 1
2l2
ηab ∧X
b
#π
A
⊥
a :=
∂L⊥
∂
(
le
0
Aa⊥
) = 0
#π
A
a :=
∂L⊥
∂
(
le
0
Aa
) = 0
#π
X⊥
a :=
∂L⊥
∂
(
le
0
Xa⊥
) = 0
#π
X
a :=
∂L⊥
∂
(
le
0
Xa
) = − 1
2l2
ηa .
(6.11)
Observe that all of them are constraints. These are the primary constraints which
have to be included in the time evolution operator by means of Lagrange multipliers,
as in (5.10). It is interesting to notice that, acording to the last equation in (6.11),
the momenta conjugated to Xa are proportional to the triads, i.e. π
X
a = −
1
2l2 ϑa .
The canonical Hamiltonian, see (5.9), reads
H0 := u
0
(
le
0
u0 #πu
0
+ le
0
ϑa ∧ #πϑa + le0A
a
⊥
#π
A⊥
a
+ le
0
Aa ∧ #π
A
a + le0X
a
⊥
#π
X⊥
a + le0X
a ∧ #π
X
a − L⊥
)
.
(6.12)
In order to construct the total Hamiltonian playing the role of the time evolution
operator, we apply the recipe established in section 5. We put (6.12) into a form
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analogous to (5.10) in the following sense. By adding and substracting suitable terms,
we rewrite (6.12), whenever possible, in terms of covariant expressions. In this way,
the remaining noncovariant contributions are rearranged into the terms multiplied by
Aa⊥ and le0A
a
⊥ respectively. Then we substitute the factors multiplying the primary
constraints (6.11) by Lagrange multipliers βi , as in (5.10). (All the substituted terms
depend on time Lie derivatives, see the comment immediately after (5.10).) The
resulting total Hamiltonian 3–form reads
H =u0
{ 1
l2
(Xa⊥Dηa + ϑa ∧ R
a − Λ η )
−Aa⊥
[
D#π
A
a + ηab
c
(
Xb⊥
#π
X
⊥
c +X
b ∧ #π
X
c + ϑ
b ∧ #πϑc
) ]}
+ β0 #πu
0
+ βa1 ∧
(
#πϑa +
1
2l2
ηab ∧X
b
)
+ βa2
#π
A
⊥
a
+ βa3 ∧
#π
A
a + β
a
4
#π
X
⊥
a + β
a
5 ∧
(
#π
X
a +
1
2l2
ηa
)
.
(6.13)
The time evolution of any dynamical variable is calculable with the help of the Poisson
brackets, which take the general form
u0 le
0
ω = {ω ,H} :=
δH
δ #πu
0
δω
δu0
−
δω
δ #πu
0
δH
δu0
+
δH
δ #πϑa
∧
δω
δϑa
−
δω
δ #πϑa
∧
δH
δϑa
+
δH
δ #π
A
⊥
a
δω
δAa⊥
−
δω
δ #π
A
⊥
a
δH
δAa⊥
+
δH
δ #π
A
a
∧
δω
δAa
−
δω
δ #π
A
a
∧
δH
δAa
+
δH
δ #π
X
⊥
a
δω
δXa⊥
−
δω
δ #π
X
⊥
a
δH
δXa⊥
+
δH
δ #π
X
a
∧
δω
δXa
−
δω
δ #π
X
a
∧
δH
δXa
.
(6.14)
They posses analogous properties to (5.11), namely
{ω ,H} = −{H , ω } , (6.15)
{σ ∧ ω ,H} = {σ ,H} ∧ ω + σ ∧ {ω ,H} , (6.16)
and
{Dωa ,H} −D {ωa ,H} = ηabc
{
Ab ,H
}
∧ ωc , (6.17)
compare with (5.12,13,15).
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Making use of (6.14), we calculate the evolution equations of the primary con-
straints (6.11). The stability requirement gives rise to four secondary constraints and
to conditions on two Lagrange multipliers respectively. In fact, we get the equations
u0 le
0
#πu
0
=−
1
l2
(
ϕ
(0)
+Xa⊥ ϕ
(3)
a
)
+ Aa⊥ ϕ
(1)
a
u0 le
0
#π
A⊥
a = u
0 ϕ
(1)
a
u0  Le
0
#π
A
a =−
1
l2
ϕ
(2)
a
u0  Le
0
#π
X
⊥
a =−
u0
l2
ϕ
(3)
a
u0  Le
0
(
#π
X
a +
1
2l2
ηa
)
=−
1
l2
ηab ∧
(
βb1 + u
0Xb
)
u0  Le
0
(
#πϑa +
1
2l2
ηab ∧X
b
)
=−
1
l2
{[
βb5 −D
(
u0Xb⊥
) ]
∧ ηab + u
0
(
Ra − Λ ηa
)}
,
(6.18)
whose r.h.s.’s must vanish. The new secondary constraints in (6.18) are defined as
ϕ
(0)
:=ϑa ∧ R
a − Λ η
ϕ
(1)
a :=D
#π
A
a + ηab
c
(
Xb⊥
#π
X⊥
c +X
b ∧ #π
X
c + ϑ
b ∧ #πϑc
)
ϕ
(2)
a :=D( u
0 ϑa ) + u
0Xb⊥ϑb ∧ ϑa
ϕ
(3)
a :=Dηa .
(6.19)
In addition, from (6.18e,f) also follows that the Lagrange multipliers βa1 and β
a
5 satisfy
respectively the equations
βa1 = −u
0Xa , (6.20)
and
1
u0
[
βb5 −D
(
u0Xb⊥
) ]
∧ ηab +Ra − Λ ηa = 0 . (6.21)
From the latter we find
βa5 = D
(
u0Xa⊥
)
+ u0
[
ηabc (eb⌋Rc ) +
1
2
ϑa
(
eb⌋
#Rb
)
+
Λ
2
ϑa
]
. (6.22)
Let us now examine the consequences of the secondary constraints (6.19). In view of
the primary constraints (6.11), ϕ
(1)
a reduces weakly to ϕ
(1)
a = −
1
l2
ϑa ∧ ϑb ∧X
b . On
the other hand, the constraints ϕ
(2)
a and ϕ
(3)
a are not independent from each other.
In fact, the vanishing of ϕ
(3)
a implies Dηa = Dϑ
b ∧ ηab = 0 . Substituting Dϑ
b =
−
(
d log u0 +Xa⊥ ϑa
)
∧ϑb as deduced from ϕ
(2)
a , we get
#
(
ea⌋d log u
0 +Xb⊥ ϑb
)
= 0 ,
20
thus proving that d log u0+Xa⊥ ϑa is a constraint by itself. Thus, Dϑ
a also vanishes.
The latter condition suffices to deduce ϕ
(3)
a . We conclude that the new conditions
imposed by the secondary constraints (6.19) on the phase space manifold are
ϑa ∧R
a − Λ η = 0
ϑa ∧X
a = 0
d log u0 +Xa⊥ ϑa = 0
Dϑa = 0 .
(6.23)
Let us now require the stability of the secondary constraints (6.19). Their time
evolution calculated from the Hamiltonian (6.13) depends on contributions which are
weakly equal to zero in view of (6.11) and (6.19) themselves –or equivalently (6.23)–,
plus additional terms which have to vanish in order to guarantee the stability. Firstly
we verify that the stability of ϕ
(1)
a is automatically fulfilled since
u0  Le
0
ϕ(1)a ≈ 0 . (6.24)
(The ≈ term indicates that the equation holds weakly.) New conditions on the La-
grange multipliers are obtained when considering the stability of ϕ
(2)
a and ϕ
(3)
a in
(6.19). We find
u0  Le
0
ϕ(2)a ≈ −u
0
(
ηab ∧ β
b
3 −Dβ
1
a
)
−u0 ϑa∧
[
d
(
β0
u0
)
+ βb4 ϑb +X
b
⊥ β
1
b
]
, (6.25)
and
u0  Le
0
ϕ(3)a = −
[
βb3 ∧ ϑb ∧ ϑa +D
(
ηab ∧ β
b
1
) ]
. (6.26)
Making use of the value of βa1 as given by (6.20), it follows from (6.25,26) on the one
hand
d
(
β0
u0
)
+ βa4 ϑa − u
0Xa⊥Xa = 0 , (6.27)
which guarantees that  Le
0
(
d log u0 +Xa⊥ ϑa
)
= 0 , in view of the meaning of β0 and
βa4 deduced in (6.32) below. On the other hand
ηab ∧ β
b
3 +D
(
u0Xa
)
= 0 , (6.28)
from which we get
βa3 = −η
abc
[
eb⌋D
(
u0Xc
) ]
−
1
2
ϑa
{
eb⌋
#
[
D
(
u0Xb
) ]}
. (6.29)
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Finally we impose the stability condition on ϕ(0) , see (6.19a). Taking into account
the equations (6.20,21,28) satisfied by βa1 , β
a
3 and β
a
5 , we calculate
u0 le
0
ϕ(0) ≈ −d u0 ∧ ϕ(4) − d
(
u0ϕ(4)
)
, (6.30)
with the new constraint ϕ(4) defined as
ϕ(4) := ϑa ∧
#DXa . (6.31)
This constraint is stable. Thus, our search for the constraints of the theory is finished.
We end this section giving the evolution equations of the canonical coordinates
of the theory. They read
u0 le0u
0 =β0
u0  Le
0
ϑa =βa1
u0 le
0
Aa⊥ =β
a
2
u0 F a⊥ =β
a
3
u0  Le
0
Xa⊥ =β
a
4
u0  Le
0
Xa =βa5 .
(6.32)
(In (6.32d) we made use of definition (6.9).) The meaning of (6.32) will become clear
below in view of the conditions established previously for the Lagrange multipliers.
We do not write down the evolution equations of the canonical momenta (6.11) since
most of them are zero constraints whose evolution equations have already been studied
above, and those of the nonvanishing momenta #πϑa and
#π
X
a are redundant with
(6.32) due to the constraints (6.11) themselves.
7. Comparison to the standard Einstein theory
At the end of section 5, we compared the Hamiltonian equations of a Yang–Mills
theory with the usual fourdimensional Lagrangian equations derived from the same
action and we saw that they coincide. Here we will do the same with the gravitational
equations. The fourdimensional (Lagrangian) version of them, obtained varying with
respect to Γα
β and ϑα respectively, reads
Dηαβ = 0 , (7.1)
and
1
2
ηαβγ ∧R
βγ − Λ ηα = 0 . (7.2)
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The curvature Rα
β in (7.2) as much as the covariant differential in (7.1) are defined
in terms of the fourdimensional Lorentz connection Γα
β . Eq.(7.1) establishes the
vanishing of the torsion. Thus we will substitute it by
Tα = 0 . (7.3)
As a consequence of (7.3), the Lorentz connection reduces to the Christoffel symbol(6,7)
Γ
{}
αβ := e[α⌋d ϑβ] −
1
2
(eα⌋eβ⌋d ϑ
γ)ϑγ , (7.4)
and (7.2) coincides with the standard Einstein vacuum equations with cosmological
constant defined on a Riemannian space.
Let us now decompose the time and space components of the Lagrangian equa-
tions into their normal and tangential parts respectively, according to the foliation
procedure of section 3. For the torsion equation (7.3) we find, see (2.23)
0 =T 0 := d ϑ0 + ϑa ∧X
a = −ϑ0 ∧
(
d log u0 +Xa⊥ϑa
)
+ ϑa ∧X
a
0 =T a := Dϑa + ϑ0 ∧Xa = ϑ0 ∧
(
 Le
0
ϑa +Xa
)
+Dϑa .
(7.5)
On the other hand, the Einstein equations (7.2) decompose as
0 =
1
2
η0βγ ∧R
βγ − Λ η0 = −ϑ
0 ∧ (ϑa ∧R
a
⊥ ) + (ϑa ∧R
a − Λ η ) , (7.6)
and
0 =
1
2
ηaβγ ∧R
βγ − Λ ηa
= −ϑ0 ∧
{[
 Le0 X
b −
1
u0
D
(
u0Xb⊥
) ]
∧ ηab +Ra − Λ ηa
}
− ηab ∧DX
b .
(7.7)
Our task now is to compare the set of Lagrangian equations (7.5–7) with our Hamil-
tonian ones. In order to do it, we will rearrange the results of section 6, in particular
equations (6.20,21,28) cum (6.32), into more explicit expressions, see below. As a
general result, the tangential parts of all the Lagrangian equations vanish due to the
secondary constraints we have found. In fact, the dynamical meaning of the con-
straints becomes transparent when comparing with (7.5–7). We read out from (6.23)
the following conditions. For T 0 , compare (6.23b) and (7.5a):
ϑa ∧X
a = 0 , (7.8)
for T a , compare (6.23d) and (7.5b):
Dϑa = 0 , (7.9)
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and for the time component of the Einstein equations, compare (6.23a) and (7.6):
ϑa ∧ R
a − Λ η = 0 . (7.10)
Furthermore, from the constraint (6.31) follows immediately the wanishing of the
tangential part of the space components of the Einstein equations (7.7), namely
ηab ∧DX
b = 0 . (7.11)
In short, the constraints (7.8–11) are the tangential parts of the Lagrange equations
(7.5–7). Sequently let us pay attention to the normal parts. With the only exception
of that of T 0 , see (7.5a), which appears as the constraint (6.23c):
d log u0 +Xa⊥ϑa = 0 , (7.12)
the normal parts are obtained from the evolution equations (6.32) and the conditions
(6.20,21,28) on the Lagrange multipliers. Putting together (6.32b) and (6.20), it
follows
 Le
0
ϑa +Xa = 0 , (7.13)
compare with the normal part of (7.5b). On the other hand, substituting (6.32f) into
(6.21), we get
[
 Le0 X
b −
1
u0
D
(
u0Xb⊥
) ]
∧ ηab +Ra − Λ ηa = 0 , (7.14)
which corresponds to the normal part of (7.7). Finally, from (6.28) and (6.32d) we
find
u0 ηab ∧ F
b
⊥ +D
(
u0Xa
)
= 0 , (7.15)
which, after an obvious manipulation, gives rise to
ϑa ∧ ϑb ∧ F
b
⊥ + d log u
0 ∧ ηab ∧X
b − ηab ∧DX
b = 0 . (7.16)
Taking into account (7.11,12) and the fact that (7.8) implies e[ a⌋Xb ] = 0 , the con-
traction of (7.16) with ea leads to
ϑa ∧
(
F a⊥ − η
a
bcX
b
⊥X
c
)
= 0 . (7.17)
According to definition (6.9), the previous equation may be rewritten as
ϑa ∧ R
a
⊥ = 0 , (7.18)
which reproduces the normal part of (7.6). Thus, we were able to reproduce all the
Einstein equations from our Hamiltonian approach.
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8. The SO(3) formulation of Einstein’s equations
Once we have proven that the usual Lagrangian equations are a consequence
of our treatment, let us write down the Hamiltonian evolution equations in a more
suitable and simple form, which shows more clearly their physical meaning. As a
consequence, we will see that our equations (8.7–10) below are more restrictive than
those of the Einstein theory. In the first place, we reexpress (7.12) as
Xa⊥ = −
(
ea⌋d log u0
)
. (8.1)
From (7.8) together with (7.13) it follows that
Aa⊥ = −
1
2
ηabc
(
eb⌋le
0
ϑc
)
, (8.2)
and
Xa = − Le
0
ϑa = −
1
2
[
le
0
ϑa + ϑb
(
ea⌋le
0
ϑb
) ]
, (8.3)
and on the other hand we deduce from (7.9)
Aa = −
1
2
ηabc
[
eb⌋d ϑc −
1
2
(
eb⌋ec⌋d ϑ
d
)
ϑd
]
. (8.4)
Equations (8.1–4) reproduce (7.4) decomposed into its constitutive parts, i.e. they en-
sure that the torsion vanish and that the nonlinear connection reduces to the Christof-
fel symbol. The equations (8.1–4) are equivalent to those (7.8,9,12,13) from which we
derived them. In their original form, we see that three of them, namely (7.8,9,12) are
constraints, whereas the fourth one (7.13) is an evolution equation. In the usual inter-
pretation of GR, all these conditions are accepted a priori to hold, as a constitutive
part of the Riemannian geometrical background. In this paper we will not enter into
the discussion of this point and its consequences. We will do it in a work in course.
But we point out that the ignorance of the dynamical character of the vanishing of the
torsion is a source of open problems, mostly when one attempts to quantize Gravity.
Let us now look at the remaining dynamical equations. Taking the covariant
differential of (7.9), it follows ηab ∧ F
b = 0 , which gives rise to ϑa ∧
#Fa = 0 . On
the other hand, as pointed out above, (7.8) implies e[ a⌋Xb ] = 0 . From both results,
together with definition (6.8), we conclude that ϑa∧
#Ra = 0 . Similarly, from (7.10)
we obtain
(
ea⌋
#Ra
)
= Λ . Making use of these results, (6.22) reduces to
βa5 = D
(
u0Xa⊥
)
+ u0 #Ra . (8.5)
It is also easy to prove that (6.29) reduces to
βa3 = u
0 ηabcX
b
⊥X
c − u0 # (DXa) . (8.6)
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Substituting these expressions into (6.32d,f) and taking the definition (6.9) into ac-
count, we obtain
 Le
0
Xa −
1
u0
D
(
u0Xa⊥
)
= #Ra , (8.7)
and
Ra⊥ = −
# (DXa) . (8.8)
In addition, we have eqs.(7.10) and (7.18), namely
ϑa ∧ R
a = Λ η , (8.9)
and
ϑa ∧ R
a
⊥ = 0 . (8.10)
Eq.(8.10) is the trace of (8.8) with the constraint (6.31) taken into account. This
completes the dynamical information derived from section 6. What is important to
be noticed here is that, whereas (8.10) is present in the Lagrangian equations, (8.8)
is not. It is a further restriction to be added to the standard Einstein theory.
Eqs.(8.7,8) represent the time evolution of the tangential parts Xa = − Le
0
ϑa of
the boost vector and Aa of the SO(3) connection, see (6.9), respectively. Let us put
them together into a fourdimensional formula in order to show them in their simplest
form. According to (3.16b), we have
∗Ra = ϑ0 ∧ #Ra − #Ra⊥ , (8.11)
and on the other hand, see (3.19),
DXa = ϑ0 ∧
[
 Le
0
Xa −
1
u0
D
(
u0Xa⊥
) ]
+DXa . (8.12)
In view of (8.11,12), eq.(8.7) and the dual of (8.8) rearrange into
DXa − ∗Ra = 0 . (8.13)
Analogously, (8.9) together with (8.10) take the fourdimensional form
ϑa ∧ R
a − Λ η
0
= 0 , (8.14)
being η
0
:= e
0
⌋η , see (E.1). Since the torsion vanishes according to (8.1–4), eqs.(8.13,14)
are the condensed form of the Hamiltonian Einstein equations on a Riemannian space-
time.
9. Relationship with Ashtekar variables
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Finally, let us briefly discuss how our variables relate to those of Ashtekar(9,16).
The Ashtekar description derives from the usual SO(3) ADM scheme with dynamical
variables
(
Ea
i , Ki
a
)
through a quasi Legendre transformation of the form
Ea
i −→ Ea
i
Ki
a −→ Ai
a = Γi
a + β Ki
a ,
(9.1)
where Γi
a is an SO(3) connection compatible with Ea
i , and β is a constant to be
fixed later. In this way, the Gauss constraint becomes
∇iEa
i = 0 , (9.2)
being the covariant derivative ∇i constructed in terms of the SO(3) connection Ai
a .
The vectorial constraint takes the form
Fij
aEa
j = 0 , (9.3)
with Fij
a as the usual SO(3) field strength tensor. Finally, the scalar constraint
becomes
−ζ ǫabc E
a
iE
b
jF
ijc + 2
(
ζ −
1
β2
)
E[ a
iE b ]
j (Ai
a − Γi
a )
(
Aj
b − Γj
b
)
= 0 , (9.4)
where ζ stands for the signature, corresponding in particular ζ = −1 to the Lorentzian
one considered by us.
Let us now compare (9.2–4) with our results. In order to do so, we will express
the relevant equations obtained in section 6 in terms of components, making use of
the notation
ϑa = eai d x
i , Xa = Xi
a d xi , Aa = Ai
a d xi . (9.5)
The constraint (6.19d) gives rise to
#
(
Dηa
)
= Diea
i = 0 , (9.6)
which coincides with the Gauss constraint (9.2) if we identify eai with E
a
i . On the
other hand, taking the covariant differential of (6.23d) we get
D ∧Dϑa ≡ ηab ∧ F
b = 0 . (9.7)
From (9.7) follows the vectorial costraint
eai
#
(
ηab ∧ F
b
)
= F ij
a ea
j = 0 , (9.8)
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compare with (9.3). Finally, we develop our scalar constraint (6.23a) as
#
(
ϑa ∧R
a − Λ η
)
=
1
2
(
ǫabc e
a
ie
b
jF
ijc − 2 e[ a
ie b ]
j X i
aXj
b
)
− Λ = 0 . (9.9)
Taking Xi
a proportional to (Ai
a − Γi
a ) , eq.(9.9) with Λ = 0 coincides with (9.4),
with the Lorentzian signature ζ = −1 , in the limit β = 1 suggested by Barbero(16).
Furthermore, the standard complex Ashtekar variables corresponding to the choice
β = i also relate to ours in a simple way as follows. Let us perform the transformation
Aa −→ A˜
a
= Aa + iXa . (9.10)
The field strength constructed with the complex SO(3) connection A˜
a
, in terms of
the original real variables reads
F˜
a
= Ra + iDXa , (9.11)
see (6.8). Taking now the constraints (7.8,9,11) into account, we verify that
Dηa = D˜ ηa , ηab ∧ F
b = ηab ∧ F˜
b
, ϑa ∧ R
a = ϑa ∧ F˜
a
. (9.12)
The expressions with tilde depend on the complex connection, see (9.10). In terms of
them, the constraints (9.6,8,9) take the usual Ashtekar form, namely
# (Dηa ) = D˜iea
i = 0 , (9.13)
eai
#
(
ηab ∧ F
b
)
= F˜ ij
a ea
j = 0 , (9.14)
and
#
(
ϑa ∧ R
a − Λ η
)
=
1
2
ǫabc e
a
ie
b
jF˜
ijc
− Λ = 0 . (9.15)
We point out that the physical meaning of the change (9.1) in the Ashtekar approach
becomes evident in relation with the dynamics of the Xa vectors associated to the
boosts.
Conclusions
Taking advantage of the fact that a particular nonlinear realization of the Poincare´
group defines a natural time direction, we performed a Poincare´ invariant spacetime
foliation, and we constructed a Hamiltonian formalism adapted to the local spacetime
symmetry. We identified the gravitational dynamical variables to be nonlinear con-
nections (differential 1–forms) with SO(3) indices corresponding to the classification
subgroup.
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From the Hamiltonian evolution equations corresponding to the Einstein–Cartan
action we reproduced the standard Lagrangian field equations of GR, but we also
proved that the Hamiltonian ones are more restrictive, and we obtained the complete
set of constraints. Ashtekar variables were identified with the natural dynamical
coordinates of our nonlinear Hamiltonian description of Gravity.
It would be interesting to study more general actions. In fact, as a consequence
of the nonlinear approach, a large number of Poincare´ invariants exist with respect
to the explicit SO(3) classification subgroup, which are not expressible in the fourdi-
mensional geometrical language, and accordingly we have at our disposal additional
invariant terms which make more flexible the choice of gravitational actions.
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APPENDICES
A.–Coset realizations of symmetry groups
In this appendix we briefly summarize the nonlinear coset realization procedure(4)
which constitutes the basis of the particular application of section 2 and thus of the
whole present work.
Let G = {g} be a Lie group including a subgroup H = {h} whose linear repre-
sentations ρ(h) are known, acting on functions ψ belonging to a linear representation
space of H. The elements of the quotient space G/H are equivalence classes of the
form gH = {gh1 , gh2 ... ghn} , and they constitute a complete partition of the group
space. We call the elements of the quotient space cosets to the left (right) of G with
respect to H. Since we deal with Lie groups, the elements of G/H are labeled by
continuous parameters, say ξ. We represent the elements of G/H by means of the
coset indicators c(ξ) , parametrized by the coset parameters ξ , playing the role of a
kind of coordinates. The nonlinear coset realizations are based on the action of the
group on G/H, i.e., on a partition of its own space. An arbitrary element gǫG acts
on G/H transforming a coset into another, that is
g : G/H → G/H
c (ξ)→ c (ξ′) ,
(A.1)
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according to the general law
g c (ξ ) = c (ξ′) h (ξ , g) . (A.2)
The elements h (ξ , g) which appear in (A.2) belong to the subgroup H, that we will
call in the following the classification subgroup, since the elements g of the whole group
G considered in (A.2) act nonlinearly on the representation space of the classification
subgroup H according to
ψ′ = ρ (h (ξ , g))ψ , (A.3)
where ρ, as mentioned above, is a linear representation of H in the space of the matter
fields ψ. Therefore, the action of the total group G projects on the representations
of the subgroup H through the dependence of h (ξ , g) in (A.2) on the group element
g, as given by eq.(A.3). The action of the group is realized on the couples (ξ , ψ). It
reduces to the usual linear action of H when we take in particular for g in (A.2) an
element of H.
In order to define a covariant differential transforming like (A.3) under local
transformations, we need a suitable nonlinear connection. We define it as
Γ := c−1Dc , (A.4)
where the covariant differential on the coset space is defined as
Dc := (d +Ω ) c , (A.5)
with the ordinary linear connection Ω of the whole group G transforming as
Ω′ = gΩ g−1 + g d g−1 . (A.6)
It is easy to prove that the nonlinear gauge field Γ defined in (A.4) transforms as
Γ′ = hΓh−1 + hd h−1 , (A.7)
thus allowing to define the nonlinear covariant differential operator
D := d + Γ . (A.8)
One can read out from (A.7) that only the components of Γ related to the generators
of H behave as true connections, transforming inhomogeneously, whereas the compo-
nents of Γ over the generators associated with the cosets c transform as tensors with
respect to the subgroup H notwithstanding their nature of connections.
B.–The Poincare´ group in terms of boosts, rotations and space and time
translations
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The calculations leading to the results of section 2 rest on the decomposition of
the generators of the Poincare´ group presented in this Appendix. In particular, we
made use of the commutation relations (B.6).
In the fourdimensional notation, the Lorentz generators Lαβ and the translational
generators Pα (α , β = 0...3) of the Poincare´ group satisfy the commutation relations
[Lαβ , Lµν ] = −i
(
oα[µLν]β − oβ[µLν]α
)
,
[Lαβ , Pµ ] = i oµ[αPβ] ,
[Pα , Pβ ] = 0 .
(B.1)
We choose the invariant metric tensor to be
oαβ := diag(− + ++) . (B.2)
We can decompose the generators in such a way that
βαβLαβ = 2β
a0La0 + β
abLab , (B.3)
with a , b running from 1 to 3. Let us define
Sa := −ǫa
bcLbc , (B.4)
Ka := 2La0 . (B.5)
The generators (B.4) are those of the SO(3) group, and (B.5) correspond to the
boosts. In terms of them, and taking (B.2) into account, the commutation relations
(B.1) transform into
[Sa , Sb ] = −i ǫabcSc ,
[Ka , Kb ] = i ǫabcSc ,
[Sa , Kb ] = −i ǫabcKc ,
[Sa , P0 ] = 0 ,
[Sa , Pb ] = −i ǫabcPc ,
[Ka , P0 ] = i Pa ,
[Ka , Pb ] = i δabP0 ,
[Pa , Pb ] = [Pa , P0 ] = [P0 , P0 ] = 0 .
(B.6)
Thus we can rewrite (B.3) as
βαβLαβ = ξ
aKa + θ
aSa , (B.7)
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with the new coefficients used in section 2 defined in an obvious way.
The following well known formulae will be useful for the audacious reader who
wants to reproduce the calculations.
ǫabcǫ
mns = 2
(
δm[aδ
n
b]δ
s
c + δ
s
[aδ
m
b] δ
n
c + δ
n
[aδ
s
b]δ
m
c
)
,
ǫabcǫ
mnc = 2 δm[aδ
n
b] ,
ǫabcǫ
mbc = 2 δma ,
ǫabcǫ
abc = 3! .
(B.8)
e−ABeA = B − [A ,B ] +
1
2!
[A , [A ,B ] ]− ...
e−χAd eχA = d χA−
1
2!
[χA , d χA ] +
1
3!
[χA , [χA , d χA ] ]− ...
(B.9)
ei (λ
a+δλa)Ka = ei λ
aKa
(
1 + e−i λ
aKaδei λ
aKa
)
. (B.10)
The choice of signs in (2.11,12) is conventional. We wanted to be consistent with
our previous work(3) and at the same time we attempted to reproduce the usual sign
conventions in the definition of SO(3) covariant differentials and curvature.
C.–The Hamiltonian formalism
Here we present an alternative deduction of the Hamiltonian formalism. We will
not pay attention to the constraints since we are only interested in showing that the
Lie derivatives obtained in the abbreviated way of section 4 coincide with those derived
in the standard approach sketched in this Appendix. Let us consider a Lagrangian
density
L = L
(
u0 , d u0 , α , d α
)
, (C.1)
being α a p–form. We include in (C.1) the explicit dependence on u0 in order to take
into account the applicability of the formalism to Gravity, as it is done in section 6. In
the absence of a gravitational action, u0 belongs to the geometrical background and
does not play any dynamical role. We decompose the variables α into their normal
and tangential parts, see (3.16,19), and accordingly we rewrite the Lagrangian density
as (4.3), with
L⊥ = L⊥
(
u0 , d u0 , α⊥ , α , d α⊥ , d α , le
0
α
)
. (C.2)
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The variation
δL =ϑ0 ∧
{
δu0
[
∂L⊥
∂u0
−
1
u0
d
(
u0
∂L⊥
∂
(
du0
))− 1
u0
(
le
0
α ∧
∂L⊥
∂
(
le
0
α
) − L⊥
)]
+ δα⊥ ∧
[
∂L⊥
∂α⊥
+ (−1 )p
1
u0
d
(
u0
∂L⊥
∂
(
dα⊥
))
]
+ δα ∧
[
∂L⊥
∂α
− (−1 )p
1
u0
d
(
u0
∂L⊥
∂
(
dα
))− le
0
(
∂L⊥
∂
(
le
0
α
)
)]}
+ d
{
δα ∧
∂L⊥
∂
(
le
0
α
) − ϑ0 ∧
[
δu0
∂L⊥
∂
(
du0
) + δα⊥ ∧ ∂L⊥
∂
(
dα⊥
) + δα ∧ ∂L⊥
∂
(
dα
)
]}
(C.3)
gives rise to the field equations
∂L⊥
∂u0
−
1
u0
d
(
u0
∂L⊥
∂
(
d u0
))− 1
u0
(
le
0
α ∧
∂L⊥
∂
(
le
0
α
) − L⊥
)
= 0
∂L⊥
∂α⊥
+ (−1 )p
1
u0
d
(
u0
∂L⊥
∂
(
dα⊥
)) = 0
∂L⊥
∂α
− (−1 )p
1
u0
d
(
u0
∂L⊥
∂
(
dα
))− le
0
(
∂L⊥
∂
(
le
0
α
)
)
= 0 .
(C.4)
From (C.2) we define the only nonvanishing momentum (remember that we will not
study the constraints at this stage)
#π :=
∂L⊥
∂
(
le0α
) , (C.5)
and we define the Hamiltonian
H := u0
(
le
0
α ∧ #π − L⊥
)
. (C.6)
The variation of (C.6) reads
δH =u0
{
le
0
α ∧ δ #π
− δu0
[
∂L⊥
∂u0
−
1
u0
d
(
u0
∂L⊥
∂
(
du0
))− 1
u0
(
le
0
α ∧ #π − L⊥
)]
− δα⊥ ∧
[
∂L⊥
∂α⊥
+ (−1 )p
1
u0
d
(
u0
∂L⊥
∂
(
dα⊥
))
]
− δα ∧
[
∂L⊥
∂α
− (−1 )p
1
u0
d
(
u0
∂L⊥
∂
(
dα
))
]}
− d
{
u0
[
δu0
∂L⊥
∂
(
du0
) + δα⊥ ∧ ∂L⊥
∂
(
dα⊥
) + δα ∧ ∂L⊥
∂
(
dα
)
]}
.
(C.7)
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Making use of the field equations (C.4) and neglecting the total divergence contribu-
tions, (C.7) transforms into
δH = u0
[
le
0
α ∧ δ #π − δα ∧ le
0
(
∂L⊥
∂
(
le
0
α
)
)]
= u0
[
le
0
α ∧ δ #π − δα ∧ le
0
#π
]
.
(C.8)
On the other hand, being
H = H
(
u0 , α⊥ , α ,
#π
)
, (C.9)
we find alternatively
δH = δu0
δH
δu0
+ δα⊥ ∧
δH
δα⊥
+ δα ∧
δH
δα
+
δH
δ #π
∧ δ #π . (C.10)
Comparing (C.8) with (C.10), the Hamilton equations follow, namely
δH
δu0
= 0 ,
δH
δα⊥
= 0 , (C.11)
and
u0 le
0
α =
δH
δ #π
, u0 le
0
#π = −
δH
δα
. (C.12)
Eqs.(C.11) have to do with the existence of constraints and are treated more rigorously
in the text. The important thing we wanted to demonstrate here is that (C.12)
coincide with (4.8) as deduced shortly in section 4.
D.–Poisson brackets
We denote the canonically conjugated variables in a compact form as Qai ,
#Πib .
Let ω be a p–form and σ a q–form depending on these variables. We generalize the
definition (4.10) of the Poisson brackets in the obvious form
{ω , σ } :=
δσ
δ #Πia
∧
δω
δQai
−
δω
δ #Πia
∧
δσ
δQai
= {Qai , σ } ∧
δω
δQai
+
δω
δ #Πia
∧
{
#Πia , σ
}
.
(D.1)
It follows
{ω , σ } = −{σ , ω } , (D.2)
{ω ∧ α , σ } = {ω , σ } ∧ α+ (−1)p (q+1) ω ∧ {α , σ } . (D.3)
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In particular, the fundamental Poisson brackets satisfy{
Qai , Q
b
j
}
=0{
#Πia ,
#Πjb
}
=0{
Qai (x) ,
#Πjb(y )
}
= δab δ
j
i δ(x− y ) ,
(D.4)
and in addition {
DQai ,
#Πjb
}
= D
{
Qai ,
#Πjb
}
. (D.5)
Being Qai not a vector but a connection A
a , we find{
F a ,#Π
A
b
}
=
{
Aa , D#Π
A
b
}
= D
{
Aa ,#Π
A
b
}
. (D.6)
On the other hand, being ϕ
(1)
a , see (6.19b), a first class constraint, it is the generator
of a symmetry, namely of the rotations. In fact, for any vector–valued form ωa holds{
ωa , ϕ
(1)
b
}
= ǫabc ω
c , (D.7)
so that
δ ωa = λb
{
ωa , ϕ
(1)
b
}
= ǫabc λ
b ωc , (D.8)
whereas for the SO(3) connection we find
δ Aa = λb
{
Aa , ϕ
(1)
b
}
= −Dλb . (D.9)
Thus, from the relation
δ D ωa = D δωa + ǫabc δA
b ∧ ωc , (D.10)
we find {
Dωa , ϕ
(1)
b
}
= D
{
ωa , ϕ
(1)
b
}
. (D.11)
This and similar properties were used in the calculation of the constraints and of their
stability conditions.
E.–Several useful formulae
The Hodge dual star in three dimensions is defined as follows
# (ϑa ∧ ϑb ∧ ϑc ) := ηabc := η0abc = −e0⌋ηabc
# (ϑa ∧ ϑb ) := ηab := ηabcϑ
c = e
0
⌋ηab
#ϑa := ηa :=
1
2!
ηabcϑ
b ∧ ϑc = −e
0
⌋ηa
#1 := η :=
1
3!
ηabcϑ
a ∧ ϑb ∧ ϑc = e
0
⌋η .
(E.1)
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The variation of dual forms reads, see Ref.(13),
δ ∗α = ∗δα− ∗ (δϑα ∧ eα⌋α ) + δϑ
α ∧ (eα⌋
∗α ) . (E.2)
Making use of the relations
#α⊥ = −
∗
(
ϑ0 ∧ α⊥
)
, #α = − ∗
(
ϑ0 ∧ α
)
, (E.3)
we find
δ #α⊥ =
#δα⊥ −
# (δϑa ∧ ea⌋α⊥ ) + δϑ
a ∧
(
ea⌋
#α⊥
)
δ #α = #δα − # (δϑa ∧ ea⌋α ) + δϑ
a ∧
(
ea⌋
#α
)
.
(E.4)
Other formulae necessary to reproduce the calculations of this paper are the following(6,7,12)
##α = α , (E.5)
# (α ∧ ϑα ) = eα⌋
#α . (E.6)
Being α and β p–forms
#α ∧ β = #β ∧ α , (E.7)
ϑa ∧ ea⌋α = pα . (E.8)
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