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CHAPTER I. INTRODUCTION 
The concept of power system in~~!c~n~e~t~on was introduced in the late 
1960's. The reason for interconnection is mainly reliability and security. 
Through the interconnections, changes in the system load are picked up 
automatically by other generatmg sources in the power system [1]. Emergency 
assistance is also provided when a forced outage of a generating unit occurs. 
In this way, the impact of disturbances to individual power system IS 
minimized and the spinning reserve requirements are greatly reduced. In 
additIon, the interconnections allow several large systems that peak at 
different seasons of the year to help each other by interchanging power during 
their individual peaks. UtilitIes facing capacity shortages can arrange with 
other neighboring systems to meet their peak loads. Figure 1.1 illustrates a 3-
area interconnected system. 
Beyond that, the most important aspect of interconnectIon IS economic 
gains. Additional savings can be realized through power interchange. The 
potential for savings exists whenever the marginal generating costs between 
two areas differ significantly and extra capacity is available. Then, both 
systems can arrange an economy energy transaction at a speCIfIc hour and 
then share in the total production cost savings. Moreover, the need to build 
new generating plants and transmission facilIties to serve the forecasted load 
growths are greatly reduced. This saves utilities an enormous amount of 
money in investment and operation costs. 
2 
Areal Area 2 
Area 3 
FIgure 1.1. Interconnected network of a three-area system 
At present, the electric market industry is becoming more competitive 
than previously. Rismg electricity prices, regulatory uncertainties, and 
financial risks associated with constructing new generatmg sources and 
transmission facilities have resulted in efforts to reduce the short-term energy 
costs. One practical way is through interchange. While bilateral transactions 
allow two adjacent utilities to do interchange efficiently and satisfactorily 
from an economic point of view, it becomes impractical when trading 
involves several utilities SImultaneously. Complexity frequently arises as 
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how to maximize the energy transfer and to allocate savings satIsfactonly to 
all utilities involved. 
To reduce this confusion, an efficient procedure is needed that will 
maximize the energy transfer level using an on-line implementation. One 
method is called interchange brokering; It is designed to provIde for hourly 
non-firm economy mterchange utilIzing on-line generating units only. A 
central broker acts as the coordinator to arrange purchases and sales such that 
all participants save and profit equally from the transactIOn. 
Brokerage bus mess works well especially in a full competitive market. In 
almost all commodities exchanges, brokers exist to make a market. One 
example is the agriculture commodity exchange. The farmers in the Midwest 
do not concern themselves with price negotiations with foreign countries, 
shipping and handling, or export-import regulations. Similarly, the 
prospective consumers do not go around the country to locate the low-priced 
resources. Instead, both the producers and the consumers contact a broker 
who acts as a middleman in the marketplace. This broker solves 
transportation problems, handles regulatory concerns, accepts inventory risks, 
and estabhshes market mformation for both the producers and the 
consumers. Therefore, the broker provides services that are worthwhile to 
the participants in the commodity market. 
The trend toward a deregulated and competitive market is a topic gaining 
much attention m the U.S. electric market industry presently. Regulators see 
direct competition as necessary to achieve economy efficiency. Through the 
passage of the public utilIty regulatory policies act (PURP A) in 1978, regulators 
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allow non-utility generators (NUG's) and mdependent power producers (IPP) 
to enter the competition. This, however, should be followed by increased 
access to utility transmission systems and deregulated pricing of transmission 
services. One possible way that was recently proposed by the Federal Energy 
Regulatory Commission (PERC) is through the open transmISSion access. The 
PERC brought up this proposal because they feel that the interconnected 
networks have not been utilized efficiently. With the trend toward the 
deregulated and more competitive market, it appears that the wholesale 
power market may gradually shift to interchange brokerage operation in the 
future. 
This thesis provides a ground work for evaluatmg interchange brokerage 
transactions. The necessary indices for evaluating the interchange are 
obtained from an optimal power flow (OPF) solution. The OPF is solved 
using an augmented Lagrangian (AL) technique - a nonlinear programmmg 
approach that combines dual and penalty methods. A steady-state condition is 
assumed during the hourly brokerage interchange transactions. No generator 
or line outage IS considered. Transmission losses because of inadvertent 
power flows are also not included. 
Chapter II reviews the OPF literature and the energy brokerage practice in 
the United States. It also discusses the marginal cost theory that is essential for 
evaluating economic power transactions. The theory of the non-linear 
programming (NLP) in OPF is presented in Chapter III. Chapter IV presents 
the research results. Finally, Chapter V gives conclusions and 
recommendatIons for future work. 
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CHAPTER II. REVIEW OF UTERA TURE 
Today's power mterchange activities are marked by a significant increase 
in the number of sales and purchases. UtIlities that see interchange as one 
effective way to reduce short-term energy costs have maximized their usage 
of the interconnected system. This has increased transmission line loadings. 
Transmission lines are often forced to operate at their maximum limits. To 
ensure security and reliability, power system performance must be evaluated 
continually and the power system bottle necks must be eliminated or reduced. 
To asSIst the power system operator m meeting these objectives, an 
optimization technique that gives a complete analysis of the system is sought; 
this technique must identify generation availability, internal transmission 
constraints, and bus voltage constraints. 
Previously, two different optimization approaches were considered for 
solving power interchange evaluatIon, namely optimization using the 
distribution factor (DF's) and the optimal power flow (OPF). 
2.1. Review of DF's and OPF Approaches 
Landgren, Terhune, and Angel [2] developed a method to determine the 
transmission network interchange capability. The method used a so-called 
power transfer distribution factor (PTDF) and a load outage distribution factor 
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(LODF) to analyze the system under normal and emergency operating 
conditions. PTDF was used to identify the limiting circuit elements that were 
most likely become overloaded. The LODF helped to identify key line, tower, 
or generator outages that were most likely to cause other circuit elements to 
become overloaded. 
G.L. Landgren and S.W Anderson in [3] presented a linear programmIng 
model to solve the simultaneous interchange capabilIty problem. The model 
implemented PTDF and LODF just mentioned to calculate the sensitivity 
factors that allow the operator to determine a safe operating margin. 
Not many papers with PTDF applications have been published recently [4]. 
The main disadvantage is that DF approach does not address both real and 
reactive (MV A) line flow or bus voltages. 
2.1.1. Evolution of the OPF 
The power industry today requires the development of more complex 
nonlinear power system models and optimization techniques for solvIng 
them, rather than the simple approach described above. These techmques are 
called the OPF. The OPF has been successfully applied to various power 
system problems for many years; these include minimizIng system MW 
losses or system generation cost, redispatching generation, and performing 
contingency analysis. 
Typical constraints modeled in the OPF are: 
• MW, MV AR or MV A flow on transmission lInes and transformers 
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• Buses voltage magnitudes and angles 
• Generator MW and KV 
• Regulating transformer adjustments 
Equation (2.1) defines the general structure of a typIcal OPF model [4]. 
Common OPF objectives are: minimize the operating costs, minimize the 
active power transmIssion losses, mimmize the number of controls 
rescheduled, and minimize the deviation from a specified point [5]. 
Minimize f(~p g} 
subject to h(~P g} = 0 
where 
~gmin ~ ~g(~P g} ~ ~gmax 
M' gmin ~ ~P g ~ M' gmax 
M' g - control variables 
h(~Pg} - a set of equality constraints 
g(~P g} - a set of inequality constraints 
(2.1) 
The control parameters in power system operation may represent any of 
the following: real and reactive power generation outputs, generator voltages, 
regulating transformers, or shunt reactors and capaCItors. Equality constraints 
generally represent the active and reactive bus power injection equations, 
which must be satisfied in all power flow solutions. Inequality constraints 
represent the upper and lower limits on the power system quantities. This 
includes all the 'soft' and 'hard' operatmg limits. The 'soft' limIt Implies that 
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any violation near the constraint may still be tolerated. They generally refer to 
the operating constraints such as branch current and MVA flows, spinning 
MW and MV AR reserves, area MW interchanges, and bus voltage angle 
separations. In contrast, 'hard' limits suggest a strict operating region. These 
constraints must be satisfied because any violations to these hmits may result 
in severe damages to the devices. The 'hard' limits represent the ranges of 
physical devices such as unit's active and reactive power generating 
capabili ties. 
2.1.2. State-of-the-Art OPF Techniques 
The present state-of-the-art in OPF techniques mvolve either linear 
programmmg (LP) or the Newton algorithm (4) LP has received significant 
attention because of its reliability, efficiency, and solubon speed [6]. Addition 
or removal of constraints is easily incorporated into the LP model to obtain 
new solutions. Through sensitivity analysis, new operating points can be 
evaluated without having to reformulate and resolve a complete problem. In 
addition, when only binding constraints are enforced and relaxed constramts 
are removed as in the dual LP method, the computer memory requirements 
are significantly reduced. LP also detects and solves infeasibility quickly. A 
major limitation with LP is the lmearization of the objective function and 
constraints. A tradeoff exists between the solution accuracy and computation 
speed. 
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Originally, the Newton method was used only for power system planning 
applications because of its moderate convergence speed [7]. Recently, the 
decoupling of the method has achieved the acceptable accuracy and 
computational performance for on-hne implementation. One diffIculty with 
Newton approach is its inability to detect and handle infeasibIhty. This 
method also requires the computation of the second partial denvahves of the 
power flow equations and other constraints (the HeSSIan matrix). Sparsity 
techniques must be exploited to make the practical use of this method. 
Moreover, its convergence performance is sensitive to tuning. 
2.1.3. Motivation behind this Research Work 
One important aspect of the choice of the OPF is its ability to overcome 
infeasibility when the operating limits cannot be tolerated. Because of the 
complexity of the nonlinear power system equations that are involved, a local 
optimum may not eXIst. Instead of stopping unsolved, the OPF algorithm 
should provide the best possible solution to the decision maker [5]. This is a 
requisite for an energy management system (EMS) implementation. 
Inoperable constramts should be recognized and possibly be relieved so that a 
new feasible operation region may be determmed. If no feasible region is 
found, the algorithm should still provide the closest possible solution. This 
allows the operator to make any necessary decisions to relieve these 
constraints and determine a new feasible operating region. Unfortunately, 
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most OPF methods such as Newton and LP techniques are deficient in this 
aspect. They are not able to provide any solution to an infeasible problem. 
Another important aspect is that the OPF solutions must be insensitive to 
the initial starting point. Normally, when different initial points are used, 
different optimal solutions are obtained. All numerical methods that use an 
iterative procedure exhibit this characteristic. The method, however, should 
reach consistent solutions despite the starting points In other words, the 
differences in the solution must be Insignificant and the solution must agree 
with the true global minima. 
In addition, If multiple local mimmas eXist in a feasible region, more 
computational efforts may be reqUIred. A heuristic type of search must be 
performed to find the local minimas and select the best one. 
Lastly, the choice of the OPF should be expanded to include future long-
term interchange transactions. The long-term transaction analysis requires a 
Unit Commitment (UC) evaluation. Since UC constraints are complex and 
nonlinear by nature, the nonlinear constraints may have to be replaced with 
many piecewise linearized segments if an LP algorithm is used. The solution 
procedure then becomes very time consummg. Therefore, the LP algorithm 
may be impractical. 
The AL method fits nicely with the above requirements. The non-linear 
constrained problem can be modeled easily with this method, since the AL 
technique is naturally a non-linear programming technique. Moreover, the 
AL method handles infeasibility rapidly. It also gives a consistent solution to 
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a given problem. The mathematical details of AL approach will be discussed 
in Chapter 3. 
2.2. Operating Problems with Parallel Flow 
Parallel flow is a natural phenomenon in interconnected system 
operations [8]. It exists because power flow follows the physical laws and not 
the contract paths; that is, the electncity flows over the lowest Impedance 
paths despite the ownership of the transmIssion facilities. 
Parallel flows often increase transmIssion lme loadings. As a result, 
owners are prevented from using their own transmission systems for 
individual transfers and purchases. In addition, utilities experienClng such 
increased flows also incur additional system losses. Therefore, these utilities, 
not only suffer from the reliability, but also the economic disadvantages 
Greater distances between the source and the point of utilization generally 
produce more widespread parallel flow effects. These effects often limit the 
power transaction schedules among the local systems along the path. They 
can be minimized by installing series capacitors or phase-shifting 
transformers. In more severe cases, the AC networks are replaced by the High 
Voltage Direct Current (HVDe) transmission lines. One example is the PaCIfic 
DC line that was built between the Northwest and Southern CalifornIa to 
preserve power transfer capabilities between the two systems [8]. 
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Phase-shifting transformers have also been used extensively to main tam 
scheduling capabilities on the interface tie-lines. One advantage is that the 
transformer tap changes can be calculated in advance, depending on the 
owner's objectives [9]. The regulating transformer variables are incorporated 
in the OPF solution by a set of equations that describe the controller 
adjustments (section 3.5). 
2.3. Spot Pricing of Electricity 
Traditionally, commercIal and industrial electric rates have been based on 
the average incremental cost of generation, transmission, and distribution 
They generally do not vary from season to season, day to day, or hour to hour, 
although there are differences in the instantaneous costs. Under this pricing 
regime, the rates are calculated as follows. First, all the utility's costs are 
summed; these costs usually include capital, depreciation, taxes, operating 
and maintenance (O&M), fuel, and overheads. Then the costs are averaged 
over all the customers total yearly, energy use to yield the average price of a 
kilowatt-hour (KWh). 
The average pricing, however, does not give any economic incentives to 
customers to adjust their electricIty consumption. This happens because 
customers see the same prIces whether it is a high-cost period or a low-cost 
period. Therefore, they are unwilling to reduce their demands during peak 
13 
hours. As a result, the utility must invest billions of dollars in equipment 
that generally sits underunlized most of the time to ensure reliability [10]. 
To use the generation and network capacity efficiently, utilities have 
sought to mcrease customer-utility cooperatIon in the electnc market 
industry. Customers will be gIven more flexibility to manage theIr own 
demand and budgets. They may choose whether to reduce the demand during 
peak hours or pay high spot prices to get energy. Similarly, those with lower 
priority usage may choose to shift their energy use from high spot pnce 
periods to low spot price penods. This pricing scheme also brmgs relIef to the 
utility during the peak loads. Thus, both the customer and the utIlity would 
benefit from spot pncmg. Nevertheless, if customers do not respond to spot 
prices, the utility sees the same demand pattern as before and is no worse off. 
2.3.1. Behavior of Hourly Spot Prices 
In the energy marketplace, all utility-customer transactions must be 
coordinated and operated using a self-consistent value. ThIS gives a notIon of 
the hourly spot price [10]. The hourly spot price is determined by the supply 
and demand conditions, generation availability and costs, and transmission 
and/ or distribution network availability and losses at that hour. 
The hourly spot price is defined in terms of marginal (or incremental) cost 
that encompasses the total cost of providing electricity to all customers and is 
evaluated with the followmg constraints: 
• the total generation equals the total demand plus losses. 
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• the total demand during one hour cannot exceed the capacity of all the 
power plants available at that hour. 
• energy flows and losses on a network are specified by the physical laws 
• energy flows over a particular lme cannot exceed specified limits without 
causing operating system problems. 
The hourly spot pnce components are the sum of the following: the 
marginal generation cost, the marginal generation maintenance cost, the 
generation quality of supply costs, the marginal network losses, the marginal 
network quality of supply costs, and the revenue reconciliation. 
Marginal generation fuel and maintenance costs consist of two 
components. The first one is the derivative of generation fuel and 
maintenance costs with respect to demand durmg one hour. The second IS 
the net purchases the utility makes with interconnected utihtles. Normally 
marginal generation and maintenance costs increase with total demand. This 
also depends on plant outages, water (hydro) availability, and external 
purchase-sale opportunities. The marginal network cost component arises 
from the electricity losses on transmission and distribution, depending on the 
customer location. Generation quality of the supply cost component is very 
small or zero most of the bme and increases rapidly as generating capacity 
limits are being approached. By analogy, network quality of the supply cost 
component becomes large when the network capacity is stressed. To ensure 
that utilities do not make or lose too much money, revenue reconciliation 
components should be considered 
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23.2. Revenue Reconciliation 
Short-run margmal costs or spot prices often produce too little revenue to 
recover the investments made by the utility [10]. Moreover, it does not give 
enough incentives to the utilities to budd additional generation or 
transmission capacity to serve loads. For example, additional reactive power 
compensation equipment must be purchased to serve increased reactive 
power demands and to maintain the deSIred voltage levels. This equipment 
may cost the utility millions of dollars However, the added costs may not 
even be repaid by customers under the spot priong scheme because there are 
no charges for generating the extra marginal reactIve power. As a result, the 
return of investments IS often not recovered. 
Therefore, revenue reconciliation is necessary to ensure that electric 
utilities do not lose (too much) money. Revenue reconciliatIon may include 
interest, debt payment and rate of return of the eXisting power plants and the 
network. Other costs that must be compensated include fuel and generation 
maintenance costs, network maintenance costs, administration, metering, 
billing, and other fixed costs. Reference [10] discusses various approaches to 
calculate revenue reconciliation. 
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2.4. Review of Energy Brokerage System 
In the past, transactions occurred only between adjacent utilities. They 
were of the non-firm hourly type of transaction. The potential sellers offered 
energy when extra capaaty was available. They did not guarantee any capacity 
but sold energy when It was convenient for them. This transaction type is also 
called economIC energy interchange. The purpose is to improve the short-
term production effIciencies by minimizing the total fuel costs of both parties 
Therefore, whenever a company has a production cost significantly lower 
than its neighbors, the transaction can take place. Then, the company with the 
lower incremental cost raises its power generation by the agreed amount. The 
scheduled amount of energy is exported to the company with the higher 
incremental cost. Simultaneously, the higher cost company lowers its own 
native generation level. The energy transfer then proceeds untIl the end of 
the agreed hour has been reached. Then both companies adjust their own 
generation back to their normal operating levels. 
Inter-utility power interchange practice, however, has changed 
significantly over the last ten years. TransactIon levels have increased not 
only in magnitude and frequency, but also in complexity; this means that a 
utility may have several transactions take place simultaneously under 
complicated CIrcumstances. 
To ease the complexity and to achieve maximum economical benefits, 
several utilities have formed power pools or engaged in energy brokerage 
transactions. A power pool is a group of utilities that operates at a single 
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incremental cost A. Power pooling allows a utility to maximize its economic 
operation better than if operating individually. Moreover, it also helps 
member companies in providing back-up during emergencies, sharing 
spinmng reserves, coordmating umt commitment and mamtenance 
scheduling [1] Nevertheless, the pool's agreements are usually complex. This 
happens because each member attempts to obtain greater benefits from the 
pool operation. The more members try to push for maximum economlC 
operation the more complicated the agreements become. Also, complexity 
may arise in dealing WIth regulatory agencies if the pool operates in more 
than one state. Energy brokering provides an alternative 
Energy brokermg allows each utility to retain control of its own generating 
facilities and makes its own unit commitment decislOns. It does not impose 
any interchange contracts; the fmal decision on whether to enter a transaction 
is left to the individual companies [1]. Like the power pool, it may serve to 
coordinate planning, construction, and utilization of generation and 
transmission facilities of the system. This..,however, depends on the extent of 
cooperation defined in the agreements. 
Broker operation is based on two aspects. First, it ensures that no energy 
remains untraded when there is a potential saving in the transaction. In 
other words, as far as the seller's incremental cost is lower than the buyer'S 
decremental cost (As < Ab), a transaction will take place. Second, the total 
savings are dlstributed among partiClpating utilities according to a certam 
policy. The saving calculation is simple because the distribution of the total 
savings is determined only by the cost of the energy sold and the avoided cost 
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of purchasers. This is different from a pool's operation where the saving 
distribution policies also depend on the percent of peak, the percent of 
reserve, and the number of customers served by each company 
Energy brokermg resembles a decentralized spot market for electricity since 
it introduces greater competitions in the wholesale power market. The 
transaction price IS not only based on the utility's bid alone but also by the 
aggregate supply and demand conditions. That is, the price of energy is 
determined by the energy price offered by the seller and the utility's ranking 
among all bidders. 
Figure 2.1 illustrates a simple brokerage operation. A central broker acts as 
the transaction coordmator. At 15 minutes before the hour, each participating 
CENTRAL 
BROKER 
Figure 2.1. Energy brokerage operation of a four-company system. 
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utility (A, B, C, D) submits Its energy requirement and the price quotation to 
the central broker. Depending on the interchange agreements, quote 
components may cover either incremental fuel cost, incremental 0 & M (if 
available), and/or incremental transmission loss adjustment costs. The 
broker evaluates the purchase and sale bids accordmg to certain rules and 
determines the possible transactions that will achieve maximum gains for all 
participants. He then communicates the results and makes recommendations 
to each parhclpant. Finally, each participant decides whether to accept the 
proposed transaction. Any participant that sees an unforeseen need coming 
may immediately withdraw from the transaction. 
2.4.1. Determinahon of the Optimal Economy Energy Schedule 
Two methods are commonly used to determine the optimal economy 
energy schedule: 
[1] Pool-average matching: match each decremental cost (buy quote) with 
the average Incremental cost, and each incremental cost (sell quote) with 
the average decremental cost. 
[2] High-low matching. match the highest decremental cost with the lowest 
incremental cost. 
Pool-average matching requires multilateral contracts where all 
participants can trade with one another. High-low matching requires only 
bilateral contracts that encourage more eligible companies to participate in the 
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transaction. The contract conditions are usually agreed by both parties These 
conditions may include emergency assistance, make-up losses, wheeling 
services, and wheeling cost allocations. 
The high-low matching procedure begins by matching the lowest sell offer 
with the highest buy bid. Then, the next lower sell offer is matched with the 
next higher buy bid. This process contmues until all offers are covered. The 
matches are arranged such that the fIrst match captures the largest net 
savings. The second match maXImIzes the next largest savings, and so on 
until all savings are exhausted. A minimum spread between matched buy 
and sell quotes may be established to compensate for any cost 
underestimations m all quotes; this ensures that buyers and sellers in the 
broker scheme realize profits from all transactions. 
Both the high-low method and the pool-average method yield the same 
total amount of savings, but the distribution of the savings differ. 
2.4.2. Distribution and Fair Allocation of Savings 
Dividing savings equItably IS essential, but there IS no one best method. 
Fair allocation is negotiated or agreed upon among participants, usually on 
the contractual agreement basis. Various methods have been reported to 
allocate savings [11]. The split-the-savings method is most frequently used in 
economic power interchange today. It ensures that all involved participants 
in the transactions profit equally. The transaction price is set at the seller's 
cost of generation plus one-half of the purchaser's savings in operating costs. 
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Equations (2.2) and (2.3) descrIbe both the saving and the transaction price 
respectively [1]. 
where 
Savings = (Ap - As) II) 
TP= As+(Ap-AS>/2 
As - Seller's incremental cost 
Ab - Buyer's decremental cost 
Iij - Amount of interchange between area i and J 
The transaction price TP m equation (2.3) is sImplified to 
TP = (Ap + As> / 2 
2.4.3. Interchange Brokerage Procedure 
(22) 
(2.3) 
(2.4) 
The interchange brokerage procedure may be summarized as follows: 
A. Collect all the buy and sell quotes from each participant 15 minutes 
before each hour. 
B. Rank quotes. 
• Sell: LOW to HIGH 
• Buy: HIGH to LOW 
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C Set up transaction based on: 
• Highest buy to lowest sell 
• Existing contracts 
If companies A and B do not have a bIlateral contract, then they 
cannot arrange an economy mterchange with each other. 
• TransmisslOn constraints 
Previously, any transaction that violates the transmission 
constraints is automatically omitted and the next match IS 
determined. The optimization procedure can be improved to mclude 
the tie-line constraints so that the transaction with the line constraint 
violation is still eligIble; the total amount of energy, however, IS now 
reduced to the maximum capacity of the interconnectlOns. 
• Minimum allowable quotation spread 
There are three options in the hIgh-low matching algorithm: 
[1] Match buyers and sellers until there is no spread between the 
incremental quotes ($ Sell/MWh) and the decremental quotes 
($ Buy/MWh) 
[2] Match until a minimum spread is reached. 
a. Minimum spread set at a $/MWh value. 
b. Minimum spread set at some percentage of the transaction 
price i.e. ($ Buy /MWh - $ Sell/MWh) 
[3] Consider spread between quotes and transaction price. 
a. $ Buy-$TP 
b. $ TP - $ Sell 
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D. The savings and the transaction price are calculated as described by 
equation (2.2) and (2.4) respectively. 
savmgs = (Cp - CS> II) 
2.4.4. Brokerage Refmements 
Effects of wheeling and losses must be considered when the transaction 
involved a third party. Wheeling costs are fixed charges paid to an 
intermediate utility for its transmission service; they are intended to cover 
capital investment costs and are usually charged at $/MWh. Loss costs are 
variable charges based on an intermediate utility's incurred losses. The total 
losses may increase or decrease as a result of additional MW flow through the 
third party's transmission system. These losses may be reduced if the 
transaction is in the OppOSIte direction to the prevailing flows. Then, the 
third party that benefIts from this transaction should pay the other parties 
since the transaction reduces the total system losses. The loss charges usually 
are charged as some percentage of MW interchange and priced at transaction 
price or third-party incremental cost. Both wheeling and loss charges are costs 
incurred by and must be compensated for the third party. These costs may be 
either divided between the buyer and the seller, or paid entirely by the buyer 
upon agreement. 
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CHAPTER III. PROPOSED SOLUTION METHODOLOGY 
3.1. Mathematical Background 
The augmented Lagrangian method (AL) is a nonlinear programming 
technique that combines the ~ual and the penalty function methods [12]. The 
AL method serves as a mean to eliminate the disadvantages that these two 
previous methods have inherently. According to the dual theorem, when the 
LagrangIan multipliers assoaated with the constraints are optimized, the 
optimal solutions of the original problem are also found. These multipliers 
are known as the shadow prices and often have meaningful interpretations 
such as prices associated with constraint resources. The dual method, 
however, requires that the functional constrained problem exhibIts a locally 
convex structure in order for the dual function to be defined. Otherwise, a 
duality gap may occur and this method w1l1 fail to find the optimal solutions. 
Moreover, the iterative procedure converges only moderately fast Although 
the best unconstrained minimization search technique is employed, many 
unconstrained minimization solutions must be evaluated. As a result, the 
dual approach has lacked applications in many classes of problems. 
The penalty function method solves the non-linear constrained problem 
by performing a sequence of unconstrained minimIzations. The characteristic 
of this method is that the objective function is augmented with a penalty 
factor that prescrIbes a high cost for VIOlating any of the constraints. This 
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penalty factor determines the severity of the penalty and consequently the 
degree to which the unconstrained problem approximates the original 
constrained problem. UnlIke the dual method, the penalty method handles 
nonconvex problems very well. Nevertheless, the penalty approach is 
sensItive to round-off errors and It becomes increasmgly ill-conditioned as 
the penalty factors approach mfinity 
3.2. Augmented Lagrangians 
To overcome the difficulties that the penalty method has, a multipller 
term is introduced as with the dual method; this allows the penalty method 
to approach the optimal solutions for substantially lower values of the 
penalty factors and thus avoids the ill-conditioning problem. Moreover, at 
sufficiently large penalty factors, the LagrangIan function becomes locally 
convex near the solution points [12] This approach, which combines penalty 
function method and dual method, is called the augmented Lagrangian 
method. 
3.2.1. Optimality conditions 
The augmented Lagrangian method must satisfy a set of optimality 
conditions when solving a non-linear constrained problem. These optimality 
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conditlOns are also known as the Karush-Kuhn-Tucker (KKT) conditions and 
are introduced next. 
Consider the optimizatIon problem 
such that 
where 
min [(x) 
x 
i=l, 2, ... , r 
x = [ Xl, X2, ... , Xn]T 
(3.1) 
(3 2) 
Assume that the Lagrangian multipliers A.i exist. The Lagrangian function for 
the above problem becomes 
(33) 
Then at the point x* satisfymg 
min [(x) = [(x·) (34) 
x 
such that 
(3.5) 
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The following conditions must hold [13] 
* * VxL(x ,"J... )= 0 
* Vi.,L(x*,"J... )SO 
O.*)T g(x*) = 0 
* 
"J... ~O (3.6) 
In addition, at the optimal pomts (x", "J... .. ), the Lagrangian function L(x"', "J... .. ) 
must exhibit a saddle point [13] whose condition is characterized by 
(3.7) 
Equation (37) means that if (x"', "J....') exhibIts a saddle point for the Lagrangian 
function, then x" is the solution for the constrained primal problem. 
3.2.2. DualIty and the Saddle-Point Condition 
Define the dual function as 
h("J...) = min L(x,"J...) 
x 
(3.8) 
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Assume that there is a set of A. such that L(x,A.) has a fimte mmimum with 
respect to x. Then for all x satIsfying g(x) ~ 0, the dual function always 
provides a lower bound to the function f(x) such that h(A.) ~ f(x). In addition, 
Since the dual function provides a lower bound to f(x), it follows that the 
largest, lower bound must occur at the maximum value of h(A.). 
According to the duality theorem [13], the point (x"', A. ... ) is a saddle point of 
the Lagrangian function defined prevlOusl y if and only if 
where 
(i) x'" solves the primal problem 
(ii) A.. solves the dual problem 
(iii) f(x·) = h(A.·) 
Dual function: 
h(A.) = min L(x,A.) 
x 
D = {A.I h(A.) exists, and A. ~ O} 
Dual problem· 
max h(A.) 
AeD 
3.2.3. Augmented Lagrangian Formulation 
Let the standard minimization constrained problem be 
Minimize F(x) 
Subject to 
i = 1, 2, .. , noe 
(3.9) 
(3.10) 
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j = I, 2, ... , noi 
k = I, 2, ... , nolb 
QJ(X) - bj so 
ck -xk so 
xk -dk so k = 1,2, ... , noub (3.11) 
The AL formulation for the above constrained problem can be WrItten as 
AgLag = F(x) + Al (PI (x) - al) + III (Q)(x) - by 
+ Xlb (Ck - x0 + xup (Xk - dk) 
+ WI (P leX) - aj)2 
+ (W2 or W3) [(QJ(X) - bJ)2 + (Ck - Xk)2 + (Xk - dk)2] (3.12) 
where W2 and W3 represent the penalty factors for the active inequality 
constraint and the violated inequality constramt respectively [12]. 
The gradient of AgLag with respect to x is as follows 
VAgLag = VF(x) + [AI +2wl(PI-~)] VPI(x) + [Ilj+ 2W2(Qj-bJ)] VQJ(x) 
- [Xlb + 2(W2 or w3)(Ck-xk)] 
+ [xup + 2(W2 or W3)(Xk-d0] (3.13) 
The above AL function is treated as an unconstrained minimization 
problem and is solved iteratively. At each iteration, the multipliers and the 
penalty factors are updated to Improve the convergence. When the penalty 
factors are sufficiently large, the Lagrangian function becomes locally convex; 
at this point, it can be guaranteed that the mdefinite Hessian matrix of the 
augmented Lagrangian function becomes positive definite. As (A, Il, Xlb, xup) 
30 
approach (A."',)l*, Xlb"', xup"'), the solutions finally converge to [Xl"', X2"', ... , Xn"'] 
The AgLag(x"', A."',).1.*, Xlb", Xup", w) reaches the unconstramed local minimum 
of AgLag(x, A."', ).1.", Xlb"', xup", w) [12] 
3.2.4. Multiplier Updating Rules 
Recall that the dual function provIdes a lower bound to the onginal 
function f(x). Moreover, at the largest Lagrangian multipliers (A."', )l"', Xlb"', 
xup"'), the optimal solutions of the primal problem are found. Unfortunately, 
these multipliers are not known m advance. Therefore, the Lagrangian 
multipliers must be updated according to certain procedures to reach the 
optimal Lagrangian multipliers. 
Consider the unconstramed AgLag at the first iteration. The 
unconstrained problem is solved iteratively until the gradient of the AL 
function becomes zero. 
VAgLag l == 0 (3.14) 
The KKT necessary conditions, however, require that the gradient of the 
Lagrangian function to be zero. That is, 
VLa = VF(x) + A.I VPI(x) + ).1.J VQj(x) - xlb + xup = 0 (3.15) 
31 
Therefore, to satisfy the optimality condition, the multipliers (A.1,1l1, xlb1, 
xupl) must be updated such that 
1 1 VLanew - V AgLagold = 0 (316) 
Based on this concept, the multiplier updatmg rules Yleld equations (3.17) -
(3.20). 
For the equality constraints, 
i = 1,2, ... ,noe (3.17) 
For the inequality constraints, 
j = 1,2, ... ,noi (3.18) 
For the lower bound constraints, 
k = 1,2, ... ,nolb (3.19) 
For the upper bound constraints, 
k = 1,2,. .. ,noub (3.20) 
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, 
3.2.5. Penalty Updating Rules 
The penalty factors are designed to make the indefinite Hessian matrix 
become positive definite. At each iteration, they are updated to improve the 
convergence of the algorithm [14]. At sufflciently large penalty factors, the 
existence of the AL saddle point is guaranteed. The constant penalty terms WI, 
w2, and W3 at each iteration are increased by a factor fS ~ 1 until the g1ven 
upper bounds w1max's are reached. In summary, the penalty weight update 
rule is given as 
i = 1,2,3 \ 
J (3.21) 
It is important that the mitlal values of w must be sufficiently large to 
avoid an unbounded and an infeasible solutions. If the initial values of ware 
too small, then the objective function f(x) decreases at a rate faster than that of 
the penalty terms w1P(s can increase; the subproblem becomes unbounded 
and defective. In contrast, if w's are initially too large, then ill-conditiomng 
may result. 
The choice of the initial penalty values, however, depends on the case 
study and 1S also determined by experiences. Often, the following equation 
may be used to approximate the initial penalty terms. 
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2 F(Xo) Wk=----------------------------------
noe nOi nolb noub 
L eq~2 + L ineqcf + L xlbd~ + L xubd~ 
m n (3.22) 
If wk turns out to be less than one, then wk must be fixed to a value that is 
greater than one. 
3.2.6. General Structure of the AL Optimization Technique 
Figure 3.1 shows the general structure of the AL algonthm. First, the 
values of the parameters are imtialized. The penalty factors are calculated and 
the augmented Lagrangian function is formed. The unconstrained 
minimlzation subproblem proceeds as follows. Based on the initial 
conditions, the search direction rk is determined. Next, the algorithm finds 
the point xk + p rk such that p minimizes the AgLag function along the 
direction of the search from xk. Following the AL minimization subproblem, 
a set of stopping conditions is tested. If all optimality conditions are satisfied, 
then the search stops. Otherwise, the multipliers and the penalty factors are 
updated, and the same procedures starting from the new search point xk+l are 
repeated. 
Recently, the author wrote a Fortran program to the test this algorithm. 
The program used the NeIder and Mead simplex method to perform the 
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Initialize Parameters 
k=O 
,. 
Calculate Search 
Direction rk 
,. 
Stopping Conditions 
Satisfied? 
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" 
r " Output Results 
... 
k=k+l 
No.. Update Multipliers & 
t-----I ..~ Penalty Weights 
Figure 3.1. Non-linear optimization via augmented Lagrangians 
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unconstrained minimizations At each iteration, a collection (simplex) of 
(N+1) design vectors are updated and the worst one is removed. 
One highlight of the NeIder and Mead simplex method is that it does not 
require the derivatives of the function. This greatly simphfies the testing 
since the derivatives of the OPF problem are difficult to formulate. 
This research seeks only to provIde the theoretical foundation of the AL 
OPF m solving power system operatmg problems. Ease of Implementation, 
rather than high speed computation, is sought in testmg the algorIthm. The 
simplex method fits thIS purpose and was therefore Implemented. 
Consequently, the SImplex method IS slow. To make the AL OPF effiClent and 
applicable, a higher performance algorIthm should be selected for solving the 
unconstrained subproblem. 
3.3. Formulation of OPF 
The OPF formulation is presented In equatIon (323). The objectIve 
function minimizes the total cost of generation. The equality constraints 
represent the power injection at each bus. The transmission line flow limits 
(MVA), the bus voltage lImits, and the real and reactive of generation limits 
are represented by a set of inequality constraints. 
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Minimize 
Subject to: 
where 
PTI + P dl - P gl = 0 
Qrl + Qdl - Qgt = 0 
P gl,mm S P gl S P gl,max 
Qgt,min ~ Qgt ~ Qgt,max 
I Slj I S Slj,max 
Vi,mm S I VII S Vi, max 
[Energy balance constraints] 
[Unit capacity constraints] 
[Branch flow constraints] 
[Voltage constraints] 
(3.23) 
n 
PTi = ~ Gn - VI L V m [GlmCos(91-9m) + BlmSin(91-9m)] 
m=l 
n 
QT1 = -~ Bll - VI L V m [GimSin(91-9m) - BlmCos(9.-9m)] 
m=l 
n 
G li = L (Glm + Gslm) 
m=l 
n 
Bii = L (Blm + Bslm) 
m=l 
51j = Pij + jQiJ 
Plj = Glj IV 112 - GI) IV II IV ~ Cos(91-9j ) - B 'j IV~ IVj Sin(9.-9j ) 
Qlj = - Bij IV IF -Gij IV IIiV' ~ Sin(9.-9j ) + Bij IVJ IVj Cos(9r 9j ) 
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C - Total system operating costs 
Ci - Cost function of generatmg plant at bus i 
CiJ - Cost function of the binding transmission line flow constraint 
Pgi - Active power generation at bus i 
Qgi - Reactive power generation at bus i 
Pdi - Active power demand at bus i 
Qdi - Reactive power demand at bus i 
Sij - Complex power flow from bus i to bus j 
Vi - Voltage magnitude at bus i 
Si - Voltage angle at bus i 
G1m + j B1m - Line admIttance incident to bus i 
Gs1m + j Bs1m - Capacitive or inductive admIttance at bus i 
Note that Qgjmm and Qglmax are functions of the active generation 
operating point whose relatIonship can be approximated using linearized 
functional curves. These relationships are shown in equations (3.24) and 
(3.25) respectIvely (Appendix A). 
(3.24) 
and 
(3.25) 
These values may also be obtained from the generator reactive capability 
curve if available. This OPF problem is solved using the AL algorithm 
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previously described. Chapter 4 presents several examples to demonstrate this 
algorithm. 
3.4. Parametric Analysis 
Parametnc analysis allows one to analyze system element vanatIons with 
respect to their limits while maintaming the optimal solutions. In terms of 
optimization, this includes analyzing the changes in the cost vector, changes 
in the right-hand-side (RHS) vector, or the addition of new constramts. To 
maintain the optimality of the onginal solutions, these changes must be kept 
small. 
For power interchange purposes, parametric analysis is used to mvestIgate 
the acceptable range of variations, ~Ptte-bus, allowed at the boundary points. 
These variations represent the amount of interchange. Moreover, the 
variations made above or below the current generation level represent the 
amount of energy for sale or purchase respectively. Parametnc analYSIS 
ensures that these variations will not cause any violations to the generating 
units, transformers, or transmission constraints. One advantage of parametric 
analysis is that the new optimal solutions can be determined without having 
to rerun another complete power flow problem. 
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3.4.1. Determmation of the Amount of Energy for Sale 
Generally, two neighboring systems can buy and sell any amount of power 
less than or equal to the transmISSIon capabilities of the interconnection 
between them The transactions, however, also affect the power flows in the 
internal transmission system of the individual areas. Increases in flows 
caused by the scheduled interchange must be ensured not to overload any 
transmission lines. Therefore, the maximum amount of transaction energy 
must be evaluated with respect to the transmission constramts. 
Consider the line flow constramt that IS expressed as: 
o S PflowoP + ~Pflow S Pmax,flow (3.26) 
Let 
APmax,flow = Pmax,flow - PflowoP (3.27) 
Then the upper constraint of equation (326) can be reWrItten as 
~P flow S ~P max,flow (3.28) 
Equation (3.28) ensures that any consequences of the changes on the 
transmission line flows will satisfy the line capability limits. The relationship 
between the incremental line flow, 6Pflow, and the incremental interchange 
at the tie buses, APtte-bus, can be developed using the sensitivity matrix [H]. 
This is shown in equation (3.29). 
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~Pflow = [H] ~Pbe-bus (3.29) 
The sensitivity matrix developed from the cham rule is shown in equation 
(3.30) which is evaluated at the present soluhon. 
ae 
~P ~P ~P apue-bus [H] = [u flow] = [u flow U flow] 
apue-bus ae av av 
apue-bus (3.30) 
The linearized power flow injection relationshIps are defined are defmed as 
(3.31) 
where el and VI are the present soluhon. 
The derivative of each term of the Jacobian matrix in equahon (3.31) is shown 
in Appendix B. The inverse relationship of equation (3.31) becomes 
ae ae 
ap dQ 
av ae 
ap dQ (3.32) 
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The corresponding columns of the mverse of the Jacobian matrix in 
equation (3.32) represent the elements of vector ae/aPhe-bus and av /aPhe-bus 
in equation (330). Their values can be calculated by using forward 
elimination and backward substitution. 
Together the elements of aPflow/ae and aPflow/aV in equation (330) WIll 
have a maximum of four nonzero elements for every power flow from bus i 
to bus J. These are aP1)/aS1, aP1las), aP1)/aV1, and aPl)/aV). They are shown in 
equations (3.33) - (3.36) respectively [15]. 
(333) 
(3.34) 
(3.35) 
(3.36) 
Once the sensitivity matrIX [H] is formed, equation (3.28) can be expanded as 
[H] &he-bus ~ ~Pmax,flow (3.37) 
42 
It is important to note that if a load bus is chosen as the slack bus, then It 
cannot be used as an interchange bus. 
3.4.2. Determination of the Amount of Energy for Purchase 
The same procedure can be repeated to find the amount of energy for 
purchase. From equations (3.26), the lower bound is expressed as 
(3.38) 
Define L\Pmm,flow as PflowoP, then equation (3.38) can be rewritten as 
L\P flow ~ L\P mm,flow (3.39) 
Equation (3.39) guarantees that the line power flow does not change direction, 
thus satisfying the optImality condItIons. Analogous to equatIon (3.37), the 
relationship between the decremental power flow and the decremental power 
mterchange at the tie-bus is expressed as 
[H] L\Ptie-bus ~ L\Pmin,flow (3.40) 
where [H] IS the same sensitivity matrix previously described. Once calculated, 
the amount of interchange energy and the price quotations are transferred to 
the central broker. The broker then sets up the transactions accordingly. 
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It is often desirable to know how much the total operating costs will 
change when the new interchange schedules are Implemented. Equation 
(3.41) provides an estimate to the incremental operating cost because of 
interchange 
~F = L P;I ~PI 
1£ he-bus (3.41) 
For the selling utility, ~F reflects the amount of profits that the company 
should make to cover the extra cost of generation. SimIlarly, for the 
purchasing utility, ~F reflects the amount of the cost of generation that the 
company can avoid. 
34.3. Determination of the Participation Factor of each Generator 
Questions often arise to as how much each generating unit should be 
shifted to serve the new load level in the most economical way. As the 
system load level changes by the amount of ~Phe-bus, the participating 
generators must also respond correspondingly such that 
~PtJe-bus = ~PGl + ~PG2 + ... + ~PGN (3.42) 
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Assume that both the flrst and the second derivatives in the cost versus 
power output function are available i.e. F'(PGIOP) and F"(PGiOP) eXiSt. The 
incremental cost curve of the ith unit is shown in Figure 3.2. 
When the load level changes, the ith generator output shifts by the 
amount of .1PGi. Consequently, the system incremental cost also moves from 
AOP to AOP + .1A. For a small change in .1PGi, .1Ai can be approximated as 
shown in equation (3.43). 
dF/dP=F 
_t ___________________________ _ 
ASys f----------------- : 
I 
~ 
I 
I 
Figure 3.2. Incremental cost curve of PGl' 
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(3.43) 
or 
(344) 
Substituting the expression for ~PGl from equation (3.44) into equahon (342), 
~tie-bus can be written as 
N 
~Phe-bus = ~Asys L ( ~ ) 
1=1 Po. 
Substituting equation (3.43) into (3.45), and upon simplification, the 
participation factor for each unit IS expressed as 
This factor multiplied by the amount of interchange represents the 
increment for generator i. The new generatIOn level for unit i is the 
summation of the original operating level and the increment. 
(3.45) 
(3.46) 
The participation factor calculation (PFC) method is a major improvement 
over the classical approach. The additional power export/import is no longer 
absorbed by the slack generator. Instead, it is distributed among all the on-line 
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generating units so that the load is continually served in the most economical 
way. 
3.5. Incorporation of Regulating Transformer in OPF Calculation 
Phase-shifting and tap-changing-under-Ioad (TCUL) transformers have 
been used extensively in modem power system to regulate the line real 
power flows and the PQ-bus voltage magnitudes, respectively; their purpose 
is to enhance the power system security and minimize system losses [9]. 
Figure 3.3 depicts a regulating transformer connected between bus i and 
bus j. The transformer is assumed to have both the phase-shifting and the 
tap-changmg capabilities With phase-shift angle <1>lj and tap setting tIj. The 
phase-shift angle is adjusted to regulate the real power flows. The tap setting 
is used to control the P-Q bus voltage magnitudes. The transformer tap side is 
connected to bus i. 
VI&.. V)~ 
Il----il XFMR 1--1 ~~---11 
1: bj&i,. YIj~ 
Figure 3.3. Regulating transformer diagram 
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Let 
(Xi) = Arctan(B/G) (3.47) 
and 
I YI) I = I G + JB I = I YI) Cos (Xl) + YI) Sin (Xl) I (3.48) 
The line power flow equation at the transformer termination buses can be 
written as [9] 
(349) 
(3.50) 
(351) 
(3.52) 
Note that equations (3.49) and (3.50) are asymmetrical with equations (3.51) 
and (3.52), respectively. Conversely, when the equations do not include the 
transformer representations, then equations (3.49) and (3.50) become 
symmetrical with equations (3.51) and (3.52). Either pair of equations can be 
used to descrIbe the power flows through a transmission line. Without 
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transformer representations (til = 1 and «1>11 = 0), the line power flow can simply 
be described by equations (3.53) and (3.54). 
The real and reactive power injections into a bus are the sum of the 
transmission flows and the transformer branches incident to that bus. 
(3.53) 
(3.54) 
(3.55) 
(3.56) 
To include the TCUL transformer in the OPF formulation, first Pi{eg, 
Qijreg, PI{eg, and QI{eg are calculated using equations (3.49)-(3.52) respectively. 
Then the expressions for PTI and QTI in equation (3.23) are also replaced with 
equations (3.55) and (3.56) respectively. An equality constraint is added to the 
original problem formulatIon to limit the line's real power flow to pspec. 
Equation (357) shows this constraint where tIl is assumed to have a value of 
one. 
(3.57) 
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The OPF problem is solved to obtain the phase shift angle CPij. 
3.6. Economic Interpretation of the Lagrangian Multiplier and Determination 
of the Short-Run Marginal Costs 
In the real world problem, the declSion variables usually represent certain 
physical quantities. Similarly, the Lagrangian multiplier often has an 
economic meaning that can provide valuable information to the decision 
maker. The specifIc interpretation of this multiplier may vary depending on 
what units they represent. For instance, a power system planner may be 
interested to know how much energy (MW) each generator should provide to 
minimize the per-unit cost of electricity. This is also called the economic 
dispatch calculation (EDC) problem. 
Let the equalIty constraints represent the demand to be satisfied. For 
simplicity, the mequality constraints are neglected. The primal problem can 
be formulated as 
Minimize Ci ($/MW) x PGI (MW) 
Subject to 
[Dbus I (MW) for each bus in the system] (3.58) 
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and its dual form is 
Maximize Dbus i (MW) x Pp I ($/MW) 
Subject to 
[Cost activities associated with each generator ($/MW)] 
(3.59) 
The dual form is mterpreted as follows. Instead of trying to obtain the 
most desirable mIX of generator outputs, the system planner would like to 
calculate a price set that maximlZes the return of operating costs. Therefore, 
an equihbnum set of activities and a set of prices exist where the mmimal 
production cost is equal to the maximal return. 
The Lagrangian multiplier is the marginal cost of providing one unit of 
electricity to the customer. Economically, it is the fair price that the customer 
should pay for an extra unit of electricity. By definition, the Lagrangian 
multipliers are the short-run marginal prices or the spot prices. The 
Lagrangian function for the above OPF formulation is shown in equation 
(3.60). 
L (Pg, Qg, V, 9) = 
L Al CI(Pgt) 
+ L Ppl (PTI + Pdl - PgI) 
+ L Pql (Orl + Qdl - QgI) 
where 
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+ L Tli,nun (PgI,nun - P gI) 
+ L Tli,max (P gi - P gi,max) 
+ L J.1i,nun (Qgt,nun - Qgt) 
+ L J.1i,max (Qgi - QgI,max) 
+ L L 'tl ) (I St) I - St),max) 
+ L Vi,mm (VI,mm - I VII) 
+ LVi,max (I Vi 1- VI,max) 
Ai - Marginal operating cost at bus I 
(360) 
Ppi - The Lagrangian multiplier for the active power equation at bus i 
Pqi - The Lagrangian multiplier for the reactive power equation at bus i 
11I,mm - The Lagrangian multiplier for the minimum active power generation 
limit at bus i 
TlI,max - The Lagrangian multiplIer for the maximum active power generation 
limit at bus i 
J.lI,mm - The Lagrangian multiplier for the mimmum reactive power 
generation limit at bus I 
J.1i,max - The Lagrangian multiplier for the maximum reactive power 
generation limit at bus i 
'tij - The Lagrangian multiplier for the complex power flow limit from 
bus i to bus J 
Vi,mm - The Lagrangian multiplier for the minimum voltage level at bus i 
vI,max - The Lagrangian multiplier for the maximum voltage level at bus i 
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According to the spot pricing theorem [10], the real-orne prices of active 
and reactive power at bus i at a particular time are glVen by 
and 
1tpi = _B_ [Total cost of providing electricity to all customers BPd1 
subject to operaoonal constramts ] 
1tqi = _B - [ Total cost of providing electricity to all customers BQd1 
subject to operational constraints ] 
(3.61) 
(3.62) 
Equations (3.61) and (3.62) are the first-order derivatIves of the Lagrangian 
function with respect to the real and reactive power demands. Taking the first 
derivatives of the Lagranglan function, the spot prices at bus i, 1tpl and 1tql' are 
expressed as: 
1tPl =~ = Ppl 
BPd1 (3.63) 
(3.64) 
Equations (3.63) and (3.64) show that the spot prices, 1tpi and 1tqi, are the 
Lagrangian multipliers of the OPF problem. Therefore, the optimal 
multipliers from the OPF solution automatically determme the real-time 
prices for every bus. 
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Define the system lambda, Asys, as the short-run margInal generating cost. 
Specifically, it is the cost of transporting another KWh of energy from a 
marginal unit despite the losses and the transmission constraints. This 
lambda is also recognized as the optimal spot price at a reference bus, called 
the slack bus [10]. The system lambda is the same at every bus. However, it 
may not be optImal at another location other than the slack bus. To obtain the 
optimal spot pnce at bus I, the system lambda must be multiplied by the 
incremental transmission loss term. This term varies for different locations, 
depending upon the network losses and the transmIssion line constraints. If 
an Increase In demand causes a larger increase In system loss, then the 
customers at that location expenence higher spot prices. Conversely, an 
increase in demand that incurs a smaller loss obtain lower spot prices. 
Recall that the spot price is composed of the marginal generation cost, the 
marginal network losses, the marginal quality of supply, and the revenue 
reconciliation. The quality of the supply charge arises only when operating 
hmits are being approached. It can be shown that these effects do not happen 
acciden tally. 
According to the KKT optImahty conditions, 
and 
oL = AI - PPI - Th.rom + 11I,max = 0 
oPg1 
~ = -Pqi - Jl1,mm + Jlt,max = 0 
OQgl 
(365) 
(3.66) 
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The spot prices of the active and reactive power at the generating bus can 
be expressed as 
PPI = A.I - Ttl,mm + Ttl,max (3.67) 
P ql = - ~I,lmn + ~I,max (3.68) 
The multipliers, 11 and ~, are recognized as the shadow values of the 
generating capacity. They represent the charges necessary to avoid excessive 
demand These values are zero unless the generator at bus i is fully loaded. 
Figure 3.4 illustrates the spot pricing phenomena. First, the most efficient 
unit, the generator at bus one, is dispatched to satisfy the system demand. As 
load increases, umt one must raise Its output to satisfy the new system load 
and losses. This is followed by the increase of the marginal cost along unit 
one's incremental cost curve. The marginal cost will continue to rise until the 
generating capaaty limit is reached. After that, it rises vertically by the 
amount of 111,max. 
By analogy, the spot price of the reactive power at any generating bus i is 
zero until the reactive generation capacity limit is reached. Moreover, the 
price for reactive power varies with the system losses as the load changes. If 
an increase in the reactive power demand at a bus reduces the system losses, it 
is then possible to have a negative price for reactive power at that bus. 
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psys 
---------------------------- ~-. 
1l1,max Gen#2 
Gen#l 
PGl 
Figure 3.4. Incremental cost curve of a two-generator system 
Economically, this means that the utility would prefer to pay the customer to 
consume more reactive power at that bus since this will reduce the total 
system losses. 
Transmission limits also effect the real-time prices at each bus. When the 
power flow on a line is tightened, the real-time prices at the receiving end 
increase. This happens because the line flow constraint has forced the use of 
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other higher loss paths to satisfy the demand requirements at the receiving 
end of the line. As a result, more expensive generators may have to be 
dispatched to satisfy the loads that in tum increase the total operating cost. 
In addition, the system voltage must be maintained within an acceptable 
range so that real power can be supplied to the customers. Low voltage results 
in poor quality of service i.e. dim lights and overheated motors. In more 
severe cases, it may cause motors to drop off line, voltage collapse, or even a 
blackout. High voltage results in shorter life, ineffIcient operatIon, and 
damage to the electric equipment. When bus voltages become stressed, the 
local hIgh prices will cause the customers to lower their reactive power 
demand consumption. 
3.7. Computerized Brokerage Operation 
The interchange brokerage process described in Chapter 2 is 
implemented usmg LP optimization to maximize the profits for the total 
system. The LP formulation is given in equation (3.69). The objective 
function maXImizes the total net savings obtained from a possible 
interchange scheduled between area i and j. The right-hand-side (RHS) of the 
inequality constraint set represents the maximum amount of energy allowed 
to be exported or imported from a given area. The amount of energy for 
interchange IS determined from the parametric analysis discussed earlier. The 
LP formulation for the brokerage operation is presented in equation (3.69). 
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Maximize L (Ab) - AsI) lij 
Subject to: 
Where 
s 
112 + h3 + ... + hm ::; 11 
s 
121 + 123 + ... + 12m::; 12 
s 
In1 + 1n2 + .. + Inm ::; In 
b 
121 + 131 + ... + Im1 ::; 11 
b 
h2 + 132 + '" + 1m2 ::; 12 
b 
11n + 12n + ... + Imn::; In 
max 
o ::; II)::; Ilj, i;t: j 
s - Subscript representing selling area 
b - Subscript representing buying area 
Iij - The amount of interchange between selling and buying area 
11)max - Tie-line capability between selling and buying area 
Abj - Decremental cost of buying area ($/MWh) 
(3.69) 
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A.Sl - Incremental cost of selling area ($/MWh) 
Ib - The maximum amount of energy sold to the buying area 
IS - The maximum amount of energy purchased from the selling area 
The price quotations are obtained from the OPF solution at a given 
operating point; these quotahons represent the spot prices at the mterchange 
buses. Most transactions use the system incremental cost or the marginal 
generating cost of a unit as the price quotation. Practically speaking, this does 
not reflect the true value. Additional costs because of the network losses and 
the transmission constraints may be incurred in transporting energy from the 
generating stations to the delivery pomts. Moreover, an increase in load 
because of interchange activities also may stress the generation or the 
network system Spot prices indicate the true economic values of the 
transaction costs. When the generation or the network limits are stressed, the 
shadow prices become active. These shadow prices are reflected in the spot 
prices. 
If a wheeling arrangement exists, both the wheeling and the loss charges 
must be considered before matching buyers and sellers. These are defined in 
equations (3.70) and (3.71) respectively. 
Wheeling Charge = FC x IlkJ (3.70) 
Loss Charge = (A.bpt - Aspt) IikJ (3.71) 
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Iikj represents the amount of energy transferred from area i to area j 
through an intermediate area k. The notatIon "spt" reflects the boundary 
points of the local control centers between area s and area w. The notation 
''bpt'' reflects the boundary points between area w and area b FC is the fixed 
charge (in $/MWh) for revenue reconciliation purposes and may vary 
depending on the network configuration and the method used as well. For 
instance, the Florida brokerage system has used a $ 1.00/MWh fIgure for its 
fixed charge [16]. 
The loss charge calculatIOn is based on the marginal cost concept [10] It is 
calculated as the difference between the optimal spot prices at buses spt and 
bpt, multiplied by the total amount of energy that is wheeled through the 
network [10]. The total charge, TC, is the summation of the loss and wheeling 
charges, and is shown In equation (3.72). 
TC = [FC + O ..bpt - Aspt)] x Ilkj (3.72) 
The net saving (NS) calculation IS given in equation (3.73). 
(3.73) 
The LP formulation for the interchange brokering can be extended easIly to 
include wheeling transactIons [17]. ThIS is shown in equation (3.74). 
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Maximize L [(Abr AsI) IIJ - Tel 
Subject to: 
max 
o SIlk) + Ilk S IIk)1 i;t: j ;t: k 
max 
o SIlk) + IkJ S Ilk)1 i;t: J ;t: k 
(3.74) 
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CHAPTERIV. RESULTS 
A computer program implementing the AL optimization techmque was 
created to test the OPF. Several cases were used and the results are 
summarized. The interchange brokerage transaction was implemented using 
the GAMS/MINOS commercial LP software package. The test cases were 
presented as follows: 
[i] Economic Dispatch CalculatIon (EDC). 
[ii] Optimal Power Flow. 
[iii] OPF wlth the Inclusion of Regulating Transformer. 
[iv] Parametric Analysis. 
[v] Brokerage Interchange Transaction for a Four-Area System. 
[vi] Effect of Wheeling Transactions. 
All cases assumed a steady-state operating condition during the brokerage 
interchange study. The first example illustrated an EDC using a 2-generator 
system. Example two illustrated the use of the AL OPF technique to minimize 
the operating cost and ehmmate line overloading. The third example 
examined the effects of including a regulating transformer to control the real 
power flow The parametric analysis was performed using example 4. It was 
used to determine the maximum amount of interchange energy with respect 
to the generating units or transmisslon constraints. The initial operating 
system was assumed to have adequate capacity 
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Examples five and six showed the brokerage transactions. A four-area 
interconnected network served to illustrate the brokerage implementation. 
Example five examined the brokerage interchange without wheeling and 
example SIX analyzed the effect of wheeling transactions. The transactions 
were set up as an LP model and were solved using GAMS/MINOS. Both 
results were examined and the savings were compared. 
4.1. Example 1: Economic Dispatch Calculation 
Table 4.1 shows the data for a 2-generator umt system. Both units were 
dispatched to satisfy a total demand of 175 MW. The objective function was to 
minimize the total operating costs The constrained problem was formulated 
as shown m equatIon (4.1). 
The AL minimlzatlOn technique was implemented to solve the economic 
dispatch problem. The problem was solved in three iterations and the results 
are shown in Table 42. All constraints were satisfied; the total output met the 
desired 175 MW demand. Note that infeasible initial parameter values were 
chosen initially This demonstrates that AL can handle infeasible startmg 
points. 
Unit# 
1 
2 
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Table 4.1. Generator data 
Fuel Type Max Min Fuel Cost I/O Curve 
Output Output ($/MBtu) [a+bP+dp2] 
(MW) (MW) a, b, d 
Coal 160 80 1.0 100.267 
-29.745 
6.7252 
Oil 80 70 1.0 40.8915 
2.8571 
6.065 
MinimIze LFpCl 
Subject to 
L PCI = 175.0 i = 1,2 
80 ~PCl ~ 160 
50 ~PC2 S 100 
where 
FPCl = Hl x 1.0 = 100.267 - 29.745 PCl + 6.7252 PC12 $/h 
FpC2 = H2 x 1.0 = 40.8915 + 2.8571 PC2 + 6.065 PC22 $/h 
(4.1) 
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Table 4.2. Economic dispatch results 
Tolerance (Eps1)a 1.0E-04 
Tolerance (Eps2)b 1.0E-10 
Initial Penalty Factors 5 0 
Initial Parameter Values (PGl, PG2) 0.0 0.0 
----- P R I N T - RES U L T S -----
Objective Function $150.42 
PCl PC2 (MW) 105.78 69.22 
Lambda ($/MWh) 0.1126 
Penalty Factors 45.0 450 
No of Iterations 3 
a Eps1 IS the tolerance for the dual maximization 
b Eps2 is the tolerance for the augmented Lagrangian minimizatlOn 
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4.2. Example 2: Optimal Power Flow 
Figure 4.1 shows a four-bus network example. This system was used to test 
the performance of the augmented Lagrangian OPF. This network consisted 
of two generator buses and two load buses. Bus 4 served as the reference bus. 
No transformers, phase-shifters, or series capacitor banks were included for 
simplicity. In addition, reactive generating limits were ignored. The generator 
and the transmission line data were taken from reference [17]. 
Bus 1 Bus 4 (Ref) 
1.0 + j 0.20 
Gen#l 
Gen#2 
Bus 3 Bus 2 
0.75 + j 0.10 
Figure 41. A four-bus network for example 3 
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The generator cost function data was taken from the previous example. 
Table 4.3 and Table 4.4 gives the initial generation data and load data 
respectively. The transmission line data is shown In Table 4.5. The actual 
power flow operating conditions were first analyzed prior to optImizing the 
system. They were obtained from the power flow program solutions [17]. The 
results are shown in Table 4.6 and Table 4.7 respectively. 
Bus # 
1 
2 
Bus # 
3 
4 
Table 4.3. Generation bus data 
p 
1.26 
0.52 
p 
0.75 
1.00 
Q 
0.200 
0.262 
Vlower 
0.90 
0.90 
Table 4.4. Load bus data 
Q 
0.10 
0.20 
Vlower 
0.95 
1.00 
Vupper 
1.10 
1.10 
Vupper 
1.05 
1.00 
Line # 
1 
2 
3 
4 
5 
Line # 
1 
2 
3 
4 
5 
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Table 4.5. Transmission line data 
lhus Jbus Gpu Bpu 
1 2 0.48070 - 2.40380 
1 3 1.92308 - 9.61538 
1 4 0.96150 - 4.80770 
2 3 0.38461 -1.92300 
2 4 0.76923 - 3.84620 
Table 46. Onginal bus voltage data 
Voltage 
1.0440 
1.0570 
1.0241 
1.0000 
lbus 
1 
1 
1 
2 
2 
Angle (degrees) 
6.1298 
5.4317 
2.7572 
0.0000 
Table 4.7 Original line flow data 
Jbus Pij Ql! 
2 0.026 - 0.039 
3 0.648 0.096 
4 0.586 0.142 
3 0.111 0.050 
4 0435 0.173 
5rated 
0.0700 
0.6021 
0.7280 
0.2236 
0.5590 
51! 
0.0469 
0.6551 
0.6029 
0.1217 
0.4681 
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The initial power flow results from Table 4.7 were compared with the line 
rating requirements. Overloading occurred on line 1-3. The rated 51-3 was 
required to be 0 6021 pu; instead it was 0.6551 pu. 
The OPF problem was formulated as described in equation (3.23). The 
objective function was to minimize the total operating costs subject to the real 
power generation capability limits, real and reactive power transmission line 
limits, and bus voltage constramts. The OPF converged in seven iterations. 
The overload problem was alleviated. Table 4.8 shows the results. 
Initially, the total system losses were 0.03 pu and increase to 0.0332 pu 
This occurred because the transmission constraint on Ime 1-3 had forced the 
excessive power to flow through other hlgher loss paths to satisfy the load. 
This resulted in generatIon redispatch and increased the total operating costs. 
The initial cost was $15079 and increased to $ 150.80. 
The spot prices for the real and reactive power at each bus were obtained 
directly from the values of the optimal Lagrangian multipliers PPI and Pqi 
respectively. They are shown in Table 4.8. 
4.3. Example 3: OPF with the Inclusion of a Regulating Transformer 
Since line 1-3 was most likely to become overloaded, a phase-shifting 
transformer was used to regulate the real power flow on line 1-3. The 
transformer tap side was connected to bus 1. From example 4.2, the active 
power flow on line 1-3 was 0.595 pu. For reliability purposes, It was desired to 
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Table 4.8. OPF results of example 4.2. 
Tolerance (Epsl) 1.0E-06 
Tolerance (Eps2) 1.0E-I0 
Ininal Penalty Factors 
Initial Parameter Values 
PG1, QG1, PCz, QG2 
IVt l IV21 IV31 
593728 
1.0 0.0 0 8 0.0 
1.0 1.0 1.0 
Bus Voltage Angles 1,2,3 (in radians) 00 0.0 0.0 
----- P R I N T - RES U L T S -----
Objecti ve Function" ($) 15080 
PGt QGt (in p.u.) 1.058 
PG2 QG2 (m p. u.) 0.725 
IVt l 1V21 IV31 (in p.u.) 1.04096 
Bus Voltage Angles 1, 2, 3 (in radians) 
Slack Bus (Bus #4) 
I V41 : 1.0 p.u. 
Angle (In radians): 0.0 
0.183 
0.282 
1.06109 1.0222 
009434 0.11109 0.04012 
Line # 
1-2 
1-3 
1-4 
2-3 
2-4 
Bus # 
Ppl 
Pqi 
Penalty Factors 
No of Iterations 
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Table 4.8 (continued) 
Active & Reactive Line Flows (in p.u) 
Pij Qlj 
- 0.053919 - 0.0412269 
0.595067 0.0917531 
0.516912 0.1329821 
0164393 0.0550478 
0.506502 0.1840845 
Spot - Prices ($ I MWh) 
1 
0.112568 
0.000012 
2 
0.116509 
0.000002 
3 
0.132100 
0.003078 
4500.0 4500.0 4500.0 
7 
51) 
- 0.067875 
0.602099 
0.533743 
0.173365 
0.538916 
4 
0.119338 
0.000696 
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maintain Pl-3 at 0.55 pu. Then, the phase-shift angle of the transformer was 
adjusted. The tap setting was set to unity. The phase-shift angle was treated as 
the unknown variable and was included in the OPF formulation using 
equations (3.49) - (3.52). The problem was solved using the AL OPF software 
The results are shown in Table 49. Note that the inclusion of the phase 
shifter has reduced the total system losses (0.0329 pu). The total operating 
costs were also reduced as a result. Table 4.9 shows that the total operating 
costs decreased from $150 801 to $150.795. 
4.4. Example 4: Parametric Analysis 
Figure 4.2 shows the 4-bus system from previous example with PJoad at 
bus 3 was changed to 0.50 pu. Bus number 3 was treated as the interchange 
bus. In addition, no transformers, phase shifters, or senes capacitor banks 
were included. To perform a parametric analysis, the initial operating 
conditions were first determined. The results were obtamed from the OPF 
solutions. These are shown in Table 4.10. 
4.4.1. Determination of the Amount of Interchange 
This example shows how to use parametric analysis to determine the 
amount of energy for interchange. First, the linearized sensitivity 
relationship between transmIssion line limit and the power flow injectlOn 
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Table 4.9. OPF results of example 4.3 
Tolerance (Epsl) 1.0E-06 
Tolerance (Eps2) 10E-I0 
Initial Penalty Factors 5.0 
Initial Parameter Values 
PGI, QGI, PG2, QG2 1.0 0.0 0.8 0.0 
IVII IV2 1 1V31 1.0 10 1.0 
Bus Voltage Angles 1,2,3 (in radians) 0.0 0.0 0.0 
----- P R I N T - RES U L T S -----
ObJecti ve Function'" ($) 
PGI QGI (in p.u.) 
PG2 QG2 (m p. u.) 
I VII I V21 I V31 (in p.u.) 
150.79 
1.0829 0.2969 
0.7080 0.1685 
1.0486 1.0515 1.0269 
Bus Voltage Angles 1,2,3 (in radians) 0.09817 0.10627 0.01078 
Slack Bus (Bus #4) 
IV41 1.0 p.u. 
Angle (In radians) 0.0 
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Table 4.9 (continued) 
Regulating Line (Line #1-3) I Pspec I = 0.50 p. u. 
Phase-Shift Angle of XFMR connecting Line 1-3 
<P13 (in degree) = - 2.2165 
Active & Reactive Line Flows (in p.u.) 
Line # PI) Qlj 
1-2 - 0.022972 - 0.003155 
1-3 0.550000 0.129489 
1-4 0.547884 0.170235 
2-3 0.209824 0.019633 
2-4 0.475261 0.145494 
Spot - Prices ($ I MWh) 
Bus # 
Ppl 
Pqi 
1 
0.1148254 
0.0000092 
2 
0.1144614 
0.0000034 
Penalty Factors 45000 4500.0 4500.0 
No of Iterations 8 
3 
0.1190910 
0.0095691 
51) 
- 0.023187 
0.565037 
0.565037 
0.210741 
0.497033 
4 
0.11969789 
0.00076705 
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Bus 1 Bus 4 (Ref) 
1.0 + j 0.20 
Gen#l 
Gen#2 
Bus3 ........... - Bus 2 
0.50 + j 0.10 
tie-bus 
Figure 4.2. A four-bus system for example 4 
Table 4.10. OPF results with Pload at bus 3 equals to 0.50 pu 
Objective Function" ($) 148.07 
PCl QCl (in p.u.) 0.9530 0.2777 
PC2 QC2 (in p.u.) 0.5743 0.1583 
IV11 IV2 1 IV31 (in p.u.) 1.04965 1.05016 1.03288 
Bus Voltage Angles 1,2,3 (in Radians) 0.09946 0.104664 0.06342 
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Table 4.10 (continued) 
Slack Bus (Bus #4) 
IV41 1.0 p.u. 
Angle (In radians) 0.0 
Active & Reactive Line Flows (in p.u.) 
Line # PI) Qi) 
1-2 - 0.014034 0.0015063 
1-3 0.410838 0.1008966 
1-4 0556199 0.1752962 
2-3 0.093337 0.0194674 
2-4 0.466924 0.1403232 
Spot - PrIces ($ I MWh) 
Bus # 
Ppi 
Pqi 
1 
0.0984723 
0.0000070 
2 
0.0982731 
- 0.0000146 
Penalty Factors 4500 0 4500.0 4500.0 
No of Iterations 7 
3 
0.0999868 
0.0003565 
51) 
0014115 
0.423046 
0.583169 
0.095346 
0.487553 
4 
0.10267528 
0.00081463 
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was evaluated. All lines could be considered in the calculations. However, by 
selecting only the limiting lines, the computation requirements were 
significantly reduced. These limiting lines represent the transmIssion lines 
that are most readily become overloaded. Since line 1-2 and line 1-3 were the 
limiting lines, they were used to perform the parametric analysIs. Their real 
power flow rahngs are shown in equahons (4.2) and (4.3) respectively. 
P12R = 0 053623 pu (42) 
and 
P13R = 0.461235 pu (4.3) 
Moreover, P120P and P130P were obtained from Table 4.10 and were given 
as 0.014033 pu and 0.410838 pu respectively. These values were used in 
equation (3.27) to calculate 6Pmax,flow. The results are shown in equation (4.4). 
6P _ [000395891 
max,flow - 0005039~ (4.4) 
The values in equation (4.4) represent the incremental flow constraints 
Equation (4.5) shows the relationship between the maximum incremental 
flow constraints and the incremental interchange. 
[H) 6P3 ~ 6Pmax,flow (4.5) 
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The components of the sensitIvity matrix [H] were derived usmg equation 
(3.30). They are shown in equation (4.6). 
aSl 
ap3 
aS2 
ap3 
ap12 ap12 ap12 ap12 ap12 ap12 aS3 
[H] = [aPflow] = aSl aS2 aS3 aVl aV2 aV3 ap3 
ap3 ap13 ap13 ap13 ap13 ap13 ap13 aVl 
aSl aS2 aS3 aVl aV2 aV3 ap3 
aV2 
ap3 
aV3 
ap3 
(46) 
The elements of vector as/ap3 and av /ap3 in equation (4.6) were 
calculated from the third column of the inverse of the Jacobian matrix. The 
results are shown in equation (4.7). 
- 0.1220 
- 0.0841 
1 -0.1938 []3] = 
- 0 0188 
- 0 0107 
- 0.0354 (4.7) 
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The elements of aPflow/ae and aPflow/aV in equation (4.6) were calculated 
using equations (3.33) - (3.36) and the results are given in equations (4.8) and 
(4.9) respectively. 
P12 = [ - 2.6863 2 6863 0.0 -0.7307 0.2784 -0.0] (4.8) 
P13 = [-10.493 0.0 10.493 - 2.410 0.0 1.6536] (4.9) 
Using the above calculations, the sensitivity matrix [H] was formed. The 
values are given in equation (4.10). 
[H] = [ 0.1126] 
- 0.7663 (4.10) 
Following equations (4.4), (4.5), and (4.10), the sensitivity relationship was 
established as shown in equation (4.11) 
[ 0.1126] ~P ~ [0.039589] o 7663 3 0.050396 
Upon simplifying equation (4.11), 
~P ~ [0.3516] 
3 0.0650 
(411) 
(4.12) 
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~P3 describes the distance between the actual line flow and the 
corresponding line limit. The smaller value indicates that the expected line 1-
3 would be overloaded first. Therefore, 0.065 pu was chosen. This value also 
represents the available amount of energy for sale. 
The same procedure was repeated to determine the desired amount of 
energy to purchase. Following equation (3.40), 
[ 01126] 6P ~ [0.014033] 0.7663 3 0.410838 
Upon simplifying equation (4.13), 
P [0.12462] 
6 3 ~ 0.53613 
(4.13) 
(4.14) 
The smallest value of 6P3 was again selected since this indicated that P12 
would reach zero fIrst Therefore, the amount of energy was 0.125 pu. 
4.4.2. Participation Factor Calculation for Generators 1 and 2 
The PFC method allows us to estimate how much each corresponding 
generator must be shifted to serve the new load economically. The PFC is 
calculated in equation (3.46). 
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The second order derivatives of both generators were first calculated. They 
are shown In equations (4.15) and (4.16) respectively. 
F"(PG1) = 13.4504 (415) 
F"(PG2) = 12.1300 (4.16) 
The total generation to be raised was 6 5 MW (calculated from parametric 
analysls) and was distrIbuted to generators 1 and 2. The PFC for each unit was 
calculated using equation (346). The results are shown in equation (4.17) and 
(4.18) respectively. 
aPGl = 0.47419 
ap01 
~ = 0.5258 
ap03 
(4.17) 
(4.18) 
Equations (4.17) and (4.18) show the fraction of the amount of interchange 
that each generator should share. These values were multiplied by the 
amount of interchange ~P3 to yield the actual MW value that each unit 
shared. The results are shown in equations (4.19) and (4.20) respectively. 
~PGl = 3.0822 MW (4.19) 
and 
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6PG2 = 3.4177 MW (4.20) 
6PGl and 6PG2 are the estimated amount of energy that generator 1 and 2 
should be raised respectively. However, these results must be checked with 
the limits of the generators If the value of 6PGl exceeded the correspondmg 
incremental generator's capablhty limit, 6PGlmax, then the amount of 
interchange was fixed to that limit. 
The new operating levels of units 1 and 2 were calculated as shown in 
equations (4.19) and (4.20) respectively. 
PGl new = 95.30 + 3.0822 = 98.3822 MW (4.19) 
PG2new = 57.43 + 3 4177 = 60.8477 MW (4.20) 
These calculations were compared With the actual values obtained from 
running the OPF at the new load level (P3new equaled to 0.565 pu). Both 
results are shown in Table 4.11. The results gIVen in Table 4.11 show a 
consistency between PFC approach and OPF method. The total difference, 
l:(PGl + PG2), between the two methods yielded 0.1134 MW that was relatively 
small and could be corrected. 
Similarly, the PFC was used to determine the new generation level for the 
desired amount of purchase, 0.125 pu. The OPF program was rerun at PD3 
equaled to 0.375 pu. Both calculations are compared in Table 4.12. 
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Table 4.11. Results using PFC and OPF methods 
at PD3 equals to 0.565 pu 
PGnew (MW) PartIcl pa ting 
Factor 
983822 
608477 
OPF Method 
(Actual Results) 
984930 
60.8504 
Margin Errors 
(m MW) 
0.110 
0.003 
Table 4.12 Results using PFC and OPF methods 
with PD3 equals to 0.375 pu 
PGnew (MW) Participating 
Factor 
OPF Method 
(Actual Results) 
Margm Errors 
(in MW) 
89.3729 
50.8553 
89.1923 
50.8602 
- 0.180 
0.005 
4.5. Example 5: Implementation of Energy Brokerage Transaction 
A 4-utility example was presented to clarify the broker operation. The 
utilities were mterconnected as shown in Figure 4.3. The broker information 
for each area was obtained from parametric analysis. A 10 MW limit on each 
tie line was assumed for this example 
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The conventional brokerage transactions were established following the 
procedure in section 2.4.3. First, the sale quotation data were arranged in 
ascending order and the purchase quotation data were arranged in descending 
order as shown in Table 4.13 
The high-low matching procedure began by matching the lowest sell offer 
with the highest buy bid. Since area 1 and area 3 did not have any bIlateral 
agreements, area 3 was matched wIth the next lower sell offer. Area 2 was the 
recipient. The matching proceeded in this way until all offers were processed 
or all savings were exhausted. 
Area 1 
.. Sell 6.5 / $0.1 
-
.. Buy 12.5/ $0.1 
,r ,r 
Se1115.0 / $1.0 Area 4 Area 2 Se1112.5 / $0.5 Buy 20.0 / $1.0 Buy 15.0 / $0.5 
A~ A 
... Sell 10.0/$1.3 
-
.. Buy 18.0/ $1.3 .... 
Area 3 
Figure 4.3 A four-area interconnected system. 
AREA 
1 
2 
4 
3 
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Table 4.13. Purchase and sale quotes 
Energy 
(MW) 
6.5 
12.0 
15.0 
10.0 
Sale Quote 
($/MWh) 
01 
0.5 
1.0 
1.3 
AREA 
3 
4 
2 
1 
Energy 
(MW) 
18.0 
20.0 
15.0 
12.5 
Buy Quote 
($/MWh) 
13 
1.0 
0.5 
0.1 
The conventional broker results were tabulated In Table 4.14. Note that 
not all of the available energy could be transferred from area 2 to area 3. The 
transmission limit had prevented area 2 from doing so. As a result, only 10 
MW could be scheduled between the two areas. 
Also note that area 4 served as a seller and a buyer simultaneously. Its 
actual net mterchange was only 1.5 MW. Moreover, if the net interchange is 
zero, area 4 will then act as the wheeling party between area 1 and area 3. 
Because difficulty arose when brokerage transaction was performed 
manually because of the amount of data entered, an automated brokerage 
implementation is more desirable. The amount of savings for each 
transaction was first calculated. They are shown in Table 4.15. Those 
transactions with negative values were neglected SInce these indicated that no 
savings could be realized. 
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Table 4.14. Conventional brokerage transactions 
SELLER BUYER Amount Sale 
Quote 
Buy TP 
2 
4 
1 
BUYER 
3 
3 
4 
4 
2 
2 
1 
1 
3 
3 
4 
(MW) 
10.0 
8.0 
6.5 
0.5 
1.0 
0.1 
Quote ($/MWh) 
13 
1.3 
1.0 
0.90 
1.15 
0.55 
Table 4.15. Established transactions 
SELLER Buy Quote Sell Quote 
(Ab) <As) 
2 1.3 0.5 
4 1.3 1.0 
1 1.0 0.1 
3 1.0 13 
1 0.5 0.1 
3 0.5 1.3 
2 0.1 0.5 
4 0.1 1.0 
Savings 
($) 
8.00 
240 
585 
Ol.b - As> 
$/MWh 
0.8 
0.3 
0.9 
- 0.3 
0.4 
- 0.8 
-0.4 
- 0.9 
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The LP was formulated as shown in equation (421). The objectIve 
function maximized all the possible per-unit saving calculated in Table 4.15 
with respect to the amount of interchange. The LP was solved using 
CAMS/MINOS and the results are shown in Table 4.16. Note that the 
conventional brokerage operation and the LP optimIzation yield the same 
amount of savings. 
MAXIMIZE 
Subject to: 
F = 0 80 123 + 0.3043 + 0.90 h4 + 0.40112 
+ 0.0134 + 00132 + 0.0121 + 0.041 
112 + h4 ~ 6.50 
121 + 123 ~ 12.0 
132 + 134 ~ 10.0 
41 + 43 ~ 15.0 
121 + 41 ~ 12.5 
112 + 132 ~ 15.0 
123 + 43 ~ 18.0 
114 + 134 ~ 20.0 
o ~ lij ~ 10.0 i;to j i = 1,2,3,4 j = 1,2,3,4 
(4.21) 
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Figure 4.4 shows the direction of the resultant flows of power interchange 
among the utilities. The net savmgs for each area were computed and are 
tabulated in Table 4.17. The total savings that resulted from the broker 
operation was $ 16.25 for that hour. 
6.5MW 
... 
..... 
, 
Sell 15.0 / $1.0 
Buy 20.0/ $1.0 Area 4 
" 
.. 
-8.0 MW 
Area 1 
Sell 6.5 / $0.1 
Buy 12.5 / $0.1 
Sell 10.0/ $1.3 
Buy 18.0/ $1.3 
Area 3 
Area 2 
...... 
Se1112.5/ $0.5 
Buy 15.0/ $0.5 
,r 
10.0MW 
Figure 4.4. Diagram of the resultant flow of power mterchange 
Table 4.16. Broker results from CAMS/MINOS 
SELLER 
2 
4 
1 
BUYER 
3 
3 
4 
AMOUNT (MW) 
10.0 
8.0 
6.5 
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Table 4.17. Summary of net savings 
AREA 
1 
2 
3 
4 
Total Net Savings ($) 
293 
4.0 
4.0 + 1.20 = 5 20 
1.2 + 2.92 = 4.12 
4.6. Example 6: Effect of Wheeling Transactions 
The same interconnected system from example 4.5 was used to illustrate 
the wheeling calculation. The broker operation was extended to allow 
wheeling between non-contiguous utilities. This allowed area 2 to sell its 
excess energy to area 4 through area 1 or area 3 A certam cost for providing 
wheehng service was assumed for each area (}"w). These values are given m 
Table 4.18. The wheeling cost was first subtracted from the net saVlng for each 
pair of transactions and the per-unit saving for each transaction was 
determined. Those with negative savings were excluded. According to Table 
4.18, wheeling should occur between area 1 and area 3 and between area 2 and 
area 4 respectively. 
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The LP was formulated according to equatIon (3.74). This is shown in 
equation (4.22). The LP problem was solved using CAMS/MINOS and the 
results are shown in Table 4.19. 
The savings that resulted from each transaction are tabulated in Table 4.20 
Table 421 shows the net saving calculations for each area. These saving 
calculations assumed that the wheeling cost would be equally divided 
between the seller and the buyer. The total savmgs resulted from the 
wheeling operation was $ 17.24. This demonstrates that additional savings 
can be achieved through wheeling. 
Table 4.18 CalculatlOn of per-umt saving after the wheeling transaction 
Buyer Wheeler Seller Ab As Aw Ab-As-Aw 
3 2 1 1.3 0.1 0.010 1.190 
3 4 1 1.3 0.1 0.020 1.180 
4 1 2 10 05 0.005 0.495 
4 3 2 10 0.5 0.015 0.485 
2 1 4 0.5 1.0 0.005 - 0.505 
2 3 4 0.5 1.0 0.015 - 0.515 
1 2 3 0.1 13 0.010 -1.210 
1 4 3 0.1 1.3 0.020 -1.220 
MAXIMIZE 
Subject to: 
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F = 0.80 123 + 0.3043 + 090114 + 0.40112 
+ 0.0 134 + 0.0 132 + 0 0 121 + 0 0 41 
+ 1.19 1123 + 1.181143 + 0.495 1214 + 04851234 
112 + 114 + 1123 + 1143 S 6.50 
121 + 123 + 1214 + 1234 S 12.0 
132 + 134 + 1321 + 1341 S 10.0 
41 + 43 + 412 + 432 S 150 
121 + 41 + 1321 + 1341 S 12.5 
112 + 132 + Ln2 + 432 S 15.0 
123 + 43 + 1123 + 1143 S 18.0 
114 + 134 + 1214 + 1234 S 20.0 
o S Ii) + Ilk S 100 
o S Ilj + Ikj S 10.0 
i * k * j i = 1,2,3,4 k = 1,2,3,4 J = 1,2,3,4 
(4.22) 
SELLER 
2 
2 
4 
1 
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Table 4.19. Wheeling results from CAMS/MINOS 
Seller 
1 
2 
4 
2 
BUYER 
3 
4 
3 
4 
Wheeler 
1 
Buyer 
4 
3 
3 
4 
Energy (MW) 
65 
10.0 
8.0 
2.0 
Table 4.20. Savmgs from wheehng operation 
Amount Sale Quote Buy Wheel (Ab-As> - SaVIngs 
(MW) Quote Quote AWd ($) 
($/MWh) 
10.0 0.5 1.3 090 0800 800 
2.0 05 1.3 09 0.495 0.99 
8.0 1.0 1.3 1.15 0.300 2.40 
65 0.1 1.0 055 0900 585 
d Wheeling charge is first subtracted if any wheeling agreements exist. 
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Table 4.21. Summary of net savings 
AREA 
1 
2 
3 
4 
Total Net Savmgs ($) 
2.93 
4.0 + 0.50 = 4.50 
4 0 + 1.20 = 5.20 
1.2 + 2.92 + 0.49 = 4.61 
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CHAPTER V. CO NCL US I ON 
5.1. Summary 
This research provides the ground work for evaluating economy power 
interchange. The necessary indices for performing the economic transaction 
were obtained from an OPF solutions. The OPF aids in performing a complete 
analysis of the power system. It alleviates real and reactive power flow 
overloads, eliminates over voltage problems, and continually balances 
generation and load in the most economIcal way. The OPF uses a new class of 
optimIzation called the augmented Lagrangians. The good convergence 
properties enable this algorithm to handle complex non-linear constraints. 
One advantage of this method is that it provides a "close-to-optImum" 
solutIOn whenever some constraints cannot be tolerated. Another attractive 
feature is that the spot pnces are automatically calculated once the OPF 
problem is solved. In addition, the AL problem is easy to formulate. It does 
not requIre piecewise linearization as in the LP formulation. 
One major drawback of the AL approach IS the need to reformulate and 
resolve the power system equations when changes are made to the 
components of the power system. Since the convergence depends highly 
upon the effIciency of the unconstrained AL minimization, a high 
performance technique for solVing the unconstrained minimIzation should 
be consIdered when attemptlng to solve a large-scale power system. 
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The amount of interchange is determined by performing a parametric 
analysis. This method uses the linearized sensitivity relationship of the 
power system to determine the maximum incremental export/import 
capabilities at the interchange buses with respect to the transmission 
constraints. The amounts of export and import energy represent the energy 
for sale and purchase respectively. They are determmed and distributed to all 
generator buses in the system using a "participatIng factor", thus allowing the 
system to contmue to operate economically. This is a major accomplishment 
over the classical approach since additional power export/import is no longer 
absorbed only by the slack generator. 
The economy power interchange was performed using the interchange 
brokerage operation. The broker scheme was formulated as a linear 
programming model and was solved usmg GAMS/MINOS. Savings were 
computed and distributed equally based on the split-the-saving formula. 
5.2. Recommendations for Future Work 
The probability concept plays an important role in every aspect of power 
flow studies Since the power system conditions at a given time in the future 
cannot be specified precisely, we should have more confidence in the solution 
provided by a probabilistic OPF. The research should continue to improve the 
AL OPF technique by including probabilistic considerations of potential 
outages. This will allow us to analyze not only the complex power system 
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under normal operating conditions, but also the effects of power system 
faults. Then, the OPF parameters would be represented as random variables. 
A brokerage operation has been successfully modeled in performing the 
economy power interchange. The potential savings and non-monetary 
benefits might further increase If the broker scheme were extended to include 
long-term transactions. This type of broker transaction is called superbroker 
and requires a unit commitment evaluation. The AL algorithm is a 
promising tool to do thIS. Recently, Electricite de France (EDF) has reported 
that ItS new software that implements AL algorithm works very well in 
solvmg the daily generation scheduling problem [18]. Future work might 
apply this robust algonthm to solve the superbroker scheme. 
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APPENDIX A. GENERATOR OPERATING UMITS 
Practically speaking, a generator-operating limits are constrained by its 
rotor heating and stator end-core heating limIts. Operatmg the generator 
beyond these limits may cause severe damage to the windings. The 
information on the rotor-heating hmit and stator end-core stability limit is 
necessary to obtain an accurate representation of the operating limits and are 
usually provided by the manufacturer. A crude way to calculate the reactive 
power operating limits is as follows: 
1. First, interpret the relationship of Qg versus Pg geometrically. 
The rotor heating and stator end-core heating limit and the real power 
operating limit conditions are plotted on a Qg vs P g plane. 
2. Using the given value Pgmm, draw a vertical line across Pgmm until it hits 
the rotor and stator end-core heating limits to obtain two points, (a,Pgmm) 
and (-b,Pgmm). Apply the same procedure usmg p!f'ax to obtain the other 
two points, (c,Pgmax) and (_d,Pgmax) 
3. Use equation (a.1) to find the line that passes through two points. 
y-Yo = x - Xo 
YI - Yo xl - Xo (a.I) 
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By inserting (a,Pgmm) and (c,Pgmax) into equation (a.I), we obtain 
(a.2) 
Similarly, inserting (-b,Pgmm) and (-d,Pgmax) into equation (a.I) yields 
(a.3) 
Figure A.I depicts the geometrical figure of the generator operating limits. 
nun (a,Pg ) 
Rotor-heabng hnut 
----r---------------------~~--~Pg pmm lpmax gIg 
~ (-d,p;aX) 
Stator end-core heabng 
(-b,P~) 
Figure A.I Generator-operating limits 
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APPENDIX B. FORMULA nON OF JACOBIAN SUBMA TRIX 
Define the linearized power flow injection relationships as: 
Let 
ap ap 
as av 
aQ aQ 
as av a,v 
Tij = Gij COS(Si - Sj) + Bij Sin(Si - Sj) 
Vij = Gij Sin(Si - Sj) - Bij COS(Si - Sj) 
Gii = L (Gij +Gsij) 
j£t(i) 
Bu = L (Bij +Bsij) 
j£t(i) 
t(i) denotes the set of buses connected to bus i 
Then each submatrix of the Jacobian matrix can be expressed as: 
ap· 
_1 = _ Vi Vj Uij 
as· J 
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aPi - 2 V· G·· - ~ Vk Tik 
-- 1 11 k..J 
aVi ket(i) 
bi 
aPi V· T·· 
-=- 1 1) 
aVj 
~ =- Vi L VkTik 
aei ket(i) 
bi 
aQi = _ 2 Vi Bii - L Vk Uik 
aVi ket(i) 
bi 
