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1 Introduction
1.1 The model.
Liquid crystals are intermediate phases of matter with properties from both solid and liquid
states. The macroscopic properties come from the liquid behavior and are modeled by using the
velocity and pressure (u , p). The microscopic structure enters into the model through the molecules
of liquid crystals. These molecules influence the behavior of the matter and such an influence can
be modeled by using diﬀerent kinds of unknowns, which depend on diﬀerent theories and the type
of liquid crystal.
In the nematic case, where the molecules are arranged by layers and every molecule is oriented
equally, two main theories appear: the Oseen-Frank theory, where the microscopic structure is
modeled by using a director vector d , which is the average of the main orientation of the rod-like
molecules of liquid crystals, and the Landau-De Gennes theory, where the vector d is replaced by
a tensor Q.
The tensor Q is related to the second moment of a probability measure µ(x , ·) : L(S2)→ [0, 1]
for each x ∈ Ω, being L(S2) the family of Lebesgue measurable sets on the unit sphere. For
any A ⊂ S2, µ(x , A) is the probability that the molecules with centre of mass in a very small
neighborhood of the point x ∈ Ω are pointing in a direction contained in A. From a physical point
of view, this probability (cf. [5, 10]) must satisfy µ(x , A) = µ(x ,−A) in order to reproduce the
so-called “head-to-tail” symmetry. As a consequence, the first moment of the probability measure
vanishes, that is
￿p￿(x ) =
￿
S2
pi dµ(x , p) = 0.
Then, the main information on µ comes from the second moment tensor
M(µ)ij =
￿
S2
pi pj dµ(p), i, j = 1, 2, 3.
As a consequence, M(µ) = M(µ)t and tr(M) = 1. If the orientation of the molecules is equally
distributed, then the distribution is isotropic and µ = µ0, dµ0(p) =
1
4π dA and M(µ0) =
1
3 I. The
deviation of the second moment tensor from its isotropic value is therefore measured as:
Q =M(µ)−M(µ0) =
￿
S2
￿
p⊗ p− 1
3
I
￿
dµ(p),
which is the definition for the tensor Q, and from which the symmetry and traceless for Q is
deduced.
By following the Landau-De Gennes theory, a model to study the behavior of nematic liquid
crystals filling a bounded domain Ω ⊂ R3, with boundary ∂Ω, is given by:￿
Dtu − ν∆u +∇p = ∇ · τ(Q) +∇ · σ(H,Q), ∇ · u = 0 in Ω× (0, T ),
DtQ− S(∇u , Q) = −γH(Q) in Ω× (0, T ),
(1)
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where u : (0, T ) × Ω → R3 is the velocity field, p : (0, T ) × Ω → R is the pressure and Q :
(0, T ) × Ω → R3×3 is a symmetric and traceless tensor. The operator Dt(·) = ∂t(·) + (u ·∇)(·) is
the material derivative, ν > 0 is the viscosity coeﬃcient, and γ > 0 is a material-dependent elastic
constant. The tensors τ = τ(Q), σ = σ(H,Q) are defined by:￿
τij(Q) = −ε (∂jQ : ∂iQ) = −ε ∂jQkl ∂iQkl (ε > 0),
σ(H,Q) = H Q−QH, (2)
where H = H(Q) = −ε∆Q+ f(Q) and
f(Q) = aQ− b (Q2 − 1
3
tr(Q2)) + c|Q|2Q with a, b ∈ R and c > 0, (3)
hereafter, |Q|2 = Q : Q =
3￿
i,j=1
Qij Qij denotes the tensor euclidean norm. The stretching term
S(∇u , Q) is given by
S(∇u , Q) =W Qt −QtW (4)
where W = 12 (∇u − (∇u)t) is the antisymmetric part of the gradient of u .
In [11, 1] the problem is solved in the space of traceless and symmetric matrices (in the whole
R3 and in a bounded domain Ω ⊂ R3, respectively). In [11], the existence of global in time weak
solutions in 3D, and strong regularity and weak-strong uniqueness results in 2D are proved. A
generalized model considering more stretching eﬀects is studied in [12]. The analysis of a model
considering a more general expression for H(Q) (modifying the ∆Q-term of H(Q)) can be seen in
[9].
However, a similar study can be made for a system that generalizes (1)-(4), in which the
definition of S(∇u , Q) is replaced by:
S(∇u , Q) = ∇u Qt −Qt∇u (5)
and the function f(Q) in (3) is replaced by:
f(Q) = aQ− b
3
￿
Q2 +QQt +QtQ
￿
+ c |Q|2Q with a, b ∈ R and c > 0. (6)
Although this model does not have the restrictions of symmetry and tracelessness, it can be studied
in the same way. In fact, the existence of global weak solutions and the weak/strong uniqueness of
this model is proved in [7], and the local regularity and uniqueness is obtained in [6]. This study
tell us that these (physical) restrictions are not essential in the mathematical analysis. On the
other hand, if S(∇u , Q) is taken as in (4), then any weak solution provides a symmetric tensor Q;
meanwhile if f(Q) is taken as in (3), any weak solution provides a traceless tensor Q ([7]).
The PDE system is enclosed with the following initial and boundary conditions:
u |t=0 = u0, Q|t=0 = Q0 in Ω, (7)
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u |∂Ω = 0, ∂nQ|∂Ω = 0 in (0, T ). (8)
The compatibility condition ∂nQ0|∂Ω = 0 must be satisfied.
In the present work, we focus on the problem without restrictions of symmetry and tracelessness
(1)-(2), (5)-(8). At the end of the work, the results proven for this model are extended to the model
with tracelessness and symmetry (1)-(4), (7)-(8).
The manuscript is organized as follows: Next subsection summarizes the results on regularity
and uniqueness for the problem (1)-(2), (5)-(8). In Subsection 1.3, the new results in this paper
are stated: Theorems 1.3 and 1.4, and Corollaries 1.5 and 1.6. Section 2 is devoted to the proof
of Theorem 1.3 where the spatial treatment of the boundary term is made in Subsection 2.1. The
proof of Theorem 1.4 is made in Section 3. The last section analyzes how to extend the results in
Subsection 1.3 to the problems imposing symmetry and/or tracelessness.
1.2 Known results on regularity and uniqueness
The weak solution for these models is defined extending the Navier-Stokes case. Specifically,
(u , Q) is said a weak solution in (0, T ) of (1) if
u ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)), Q ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)),
satisfying the u-system (1)1 in a variational setting and the Q-system (1)2 point-wisely. The
existence of weak solutions is proved in [11, 12] for the whole R3 and in [1, 6] for a bounded
domain of R3, considering Dirichlet boundary condition for u together with Dirichlet or Neumann
boundary conditions for Q, or periodic boundary conditions for (u , Q). These results are based on
the following energy equality (see [6]):
d
dt
￿
1
2
￿u￿2L2(Ω) +
￿
Ω
E(Q) dx
￿
+ ν￿∇u￿2L2(Ω) + γ￿H￿2L2(Ω) = 0,
where the free energy is E(Q) =
￿
Ω
￿ε
2
|∇Q|2 + F (Q)
￿
with the functional F (Q) defined as
F (Q) =
a
2
|Q|2 − b
3
(Q2 : Q) +
c
4
|Q|4. (9)
Note that, in the case of f(Q) defined by (6), it is easy to check that F ￿(Q) = f(Q) and the tensor
H is the variational derivative in L2(Ω) of E(Q), that is H = δE(Q)
δQ
(see [6]).
On the other hand, in the case of bounded domains, the Q-system (1)2 satisfies a maximum
principle (see [6]), hence in particular
Q ∈ L∞(0, T ;L∞(Ω)). (10)
However, the uniqueness of weak solutions needs additional regularity for ∇u and ∆Q, which
corresponds to the criterion proved by Berselli in [3] for the Navier-Stokes system. Concretely, the
following result is proved in [6]:
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Theorem 1.1 (Uniqueness criteria) Assume (u0, Q0) ∈ L2(Ω) × H1(Ω). Let (u, Q) be a weak
solution in (0, T ) of problem (1) such that ∇u and ∆Q have the additional regularity
∇u ∈ L2q/(2q−3)(0, T ;Lq(Ω)) for 2 ≤ q ≤ 3, (11)
∆Q ∈ L2s/(2s−3)(0, T ;Ls(Ω)) for 2 ≤ s ≤ 3. (12)
Then, this solution coincides in (0, T ) with any weak solution associated to the same data.
We can study two types of regularity for weak solutions (u , Q) of (1):
• Strong regularity (as in the Navier-Stokes framework):
(St)
 u ∈ L
∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)), ∂tu ∈ L2(0, T ;L2(Ω)),
Q ∈ L∞(0, T ;H2(Ω)) ∩ L2(0, T ;H3(Ω)), ∂tQ ∈ L∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)).
• Weak regularity for (∂tu , ∂tQ) or “weak-t” solution:
(w-t)
 ∂tu ∈ L
∞(0, T ;L2(Ω)) ∩ L2(0, T ;H1(Ω)), u ∈ L∞(0, T ;H1(Ω)),
∂tQ ∈ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)), Q ∈ L∞(0, T ;H2(Ω)).
Under homogeneous Neumann or Dirichlet boundary conditions for Q, the existence and uniqueness
of global in time strong solutions are obtained in [7] if the viscosity ν is large enough. Otherwise,
when Q|∂Ω = 0 is imposed, and the stretching term S(·, ·) is defined as in (4), then the existence
and uniqueness of strong solutions are obtained in [7]; either local in time, or global one if ∇u
satisfies the regularity criterion given below in (13) (but regularity criterion for ∆Q given in (14)
can be avoided). The existence of local in time strong solutions when Q|∂Ω = 0 are also obtained
via a fixed-point argument in [2].
Remark 1.1 When the model (1)-(7) is considered in the whole space Ω = R3, some regularity
criteria to obtain global in time strong solution (in the sense of (St)) are given in [4]. One of them
imposes that ∇u has the regularity appearing in (11) for 2 < q ≤ 3. Following Remark 3.2 in [7],
if we consider the model (1)-(6) with space-periodic boundary conditions for (u, Q), the regularity
criterion only given for ∇u in (11) implies the global in time strong solution in the sense of (St)
(no hypothesis for the symmetry of S is assumed). Observe that in [7] the case q = 2 in (11) is
also considered.
However, as far as we know, the previous strong regularity results when Q|∂Ω = 0 cannot be
extended to either non-homogeneous Dirichlet or Neumann boundary conditions for Q. In these
cases, some boundary integrals appearing in the strong estimates argument do not vanish and it is
not clear how to bound them.
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In order to circumvent this diﬃculty, the weak-t concept (w-t) is considered in [1, 7], obtaining
weak-t solutions either local in time for any data or global in time assuming some regularity criteria
[7], as can be summarized in the following result:
Theorem 1.2 (Regularity criteria for global in time weak-t solution) Assume (u0, Q0) ∈
H2(Ω) × H3(Ω) and let (u, Q) be a weak solution in (0, T ) of problem (1) having the additional
regularity:
∇u ∈ L2q/(2q−3)(0, T ;Lq(Ω)), 3/2 ≤ q ≤ 3, (13)
∆Q ∈ L2s/(2s−3)(0, T ;Ls(Ω)), 3/2 ≤ s ≤ 3. (14)
Then, this weak solution (u, Q) is a weak-t solution in (0, T ) and coincides with any weak solution
in (0, T ) associated to the same data.
For some models of nematic liquid crystals without stretching terms (see [8]), the criteria (11)
and (12) to obtain uniqueness of weak solutions or (13) and (14) to obtain strong regularity could
be replaced by the following criteria of Serrin’s type ([13]):
u ∈ L2p/(p−3)(0, T ;Lp(Ω)) and ∇Q ∈ L2r/(r−3)(0, T ;Lr(Ω)), 3 ≤ p, r ≤ +∞. (15)
Moreover, when periodic boundary conditions for (u , Q) are considered, the previous regularity
criteria imposed for ∆Q or ∇Q are not necessary.
Remark 1.2 When Q ≡ 0 the Q-tensor model reduces to the classical Navier-Stokes problem.
In this case, the regularity hypotheses for u (13) and (15)1 correspond to Berselli’s and Serrin’s
regularity criteria for the Navier-Stokes equations (see [3] and [13], respectively). Indeed, the upper
constraint q ≤ 3 in (13) comes from the terms depending on Q (see [6, 7]), and therefore they do
not appear if Q ≡ 0.
In this work, under homogeneous Neumann boundary conditions for Q, a non-hilbertian regu-
larity for ∇Q is obtained only imposing a regularity criteria for ∇u . This non-hilbertian regularity
argument for ∇Q follows the steps given in [8] for nematic liquid crystals without stretching terms
and periodic boundary conditions. Afterwards, we use this new regularity for ∇Q (and the regu-
larity criterion for ∇u) to deduce the additional regularity for ∆Q considered in (12) and (14) for
the particular index s = 5/2. This regularity for ∆Q is based on a non-hilbertian regularity result
for a heat-Neumann problem (see [14]) and the L∞-regularity for Q given by a maximum principle
result ([6]).
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1.3 The new results of this paper
Theorem 1.3 Let (u, Q) be a weak solution of (1)-(2), (5)-(8) such that ∇u satisfies (11) and Q
satisfies (10). Then, ∇Q ∈ L∞(0, T ;L3(Ω)) ∩ L3(0, T ;L9(Ω)).
The proof is given in Section 2.
Theorem 1.4 Let Ω ⊂ R3 be a bounded domain with boundary ∂Ω of class C2+￿ for some ￿ > 0.
Let (u, Q) be a weak solution of (1)-(2), (5)-(8) with Q satisfying (10). Assume (u0, Q0) ∈ L2(Ω)×
B2−2/γγ (Ω) and hypotesis (13) for ∇u, where γ = min {q, 2q/(2q − 3)} and 3/2 ≤ q ≤ 3 is the
exponent given in (13). Moreover, under the following hypothesis for the tensor:
∇Q ∈ L∞(0, T ;L3(Ω)),
the solution (u, Q) satisfies the additional regularity
Q ∈ Lγ(0, T ;W2,γ(Ω)) and ∂tQ ∈ Lγ(0, T ;Lγ(Ω)). (16)
Note that, since 3/2 ≤ q ≤ 3, then 3/2 ≤ γ ≤ 5/2 and 2/3 ≤ 2− 2/γ ≤ 6/5.
Remark 1.3 Here, B2−2/γγ (Ω) is a Besov space. In fact, Besov spaces Blγ(Ω) coincides with the
well-known Sobolev spacesW l,γ(Ω) when the derivability exponent l is non-integer ([14]). In order to
define a Besov space Blγ(Ω) for integer l, it suﬃces to start with a one-variable function f : R→ R
where the norm in Blγ(R) is given by
￿f￿Blγ(R) = ￿f￿Lγ(R) +
￿￿ ∞
−∞
￿ ∞
0
￿￿￿￿∂l−1f(x+ 2h)∂xl−1 − 2 ∂l−1f(x+ h)∂xl−1 + ∂l−1f(x)∂xl−1
￿￿￿￿γ 1h1+γ dh dx
￿1/γ
.
Then, the generalization to Blγ(Ω) for a n-dimensional domain Ω can be made via a partition of
unity argument associated to overlapping subsets of Ω, more details can be found in [14].
The choice of the initial data Q0 in the Besov space B
2−2/γ
γ (Ω) responds to the use of the result
given below in Theorem 3.1.
We give the proof of Theorem 1.4 in Section 3.
Theorems 1.3 and 1.4 imply, in particular, that
∆Q ∈ Lγ(0, T ;Lγ(Ω)) for 3/2 ≤ γ ≤ 5/2. (17)
Regularity appearing in (17) can be seen as the regularity criteria of (12) or (14) if and only if
γ = 5/2, because this is the unique case in (12) or (14) where s = 2s/(2s−3) = 5/2. Therefore, since
in Theorem 1.4 γ = min {q, 2q/(2q − 3)}, then γ = 5/2 corresponds with q = 5/2 in the regularity
criterion for ∇u given in (11) or (13), that is ∇u ∈ L5/2(0, T ;L5/2(Ω)). As a consequence, by using
q = γ = 5/2 the following corollaries are deduced, improving Theorems 1.1 and 1.2, respectively:
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Corollary 1.5 (Uniqueness criteria) Assume (u0, Q0) ∈ L2(Ω)×W2−2/(5/2),5/2(Ω). Let (u, Q)
be a weak solution of (1)-(2), (5)-(8) such that ∇u satisfies the regularity criterion:
∇u ∈ L5/2(0, T ;L5/2(Ω)). (18)
Then, this solution coincides in (0, T ) with any weak solution associated to the same data.
Corollary 1.6 (Regularity criteria) Let (u, Q) be a weak solution in (0, T ) of (1)-(2), (5)-(8).
If (u0, Q0) ∈ H2(Ω) × H3(Ω) and ∇u has the additional regularity (18), then (u, Q) is the unique
weak-t solution of (1)-(2), (5)-(8) in (0, T ).
2 Proof of Theorem 1.3.
We can argue as in [8] for a Nematic Liquid Crystal model (without stretching term and periodic
boundary conditions). Indeed, by taking −∇·￿|∇Q|p−2∇Q￿, p ≥ 2, as test function in the Q-system
of (1), using the incompressibility equation ∇·u = 0 and the non-slip boundary condition u |∂Ω = 0,
we obtain:
−
￿
Ω
(∂tQ+ (u ·∇)Q− γ ε∆Q) : [∇ · (|∇Q|p−2∇Q)]dx
=
1
p
d
dt
￿∇Q￿pLp(Ω) + γ ε
￿
Ω
|∇Q|p−2|D2Q|2 dx
+
￿
Ω
|∇Q|p−2 (∇u ·∇)Q : ∇Qdx + 1
p
￿
Ω
(u ·∇)(|∇Q|p) dx
+γ ε
￿
2
p
￿2
(p− 2)
￿
Ω
￿￿￿∇￿|∇Q|p/2￿￿￿￿2 dx − γ ε ￿
∂Ω
|∇Q|p−2 (∂k(∇Q)nk) : ∇Qdσx
To treat the potential term F ￿(Q) = f(Q), we use the argument given in [6] splitting f(Q) =
F ￿c(Q) + F ￿e(Q), where
F ￿c(Q) = c |Q|2Q
is the derivate of the convex part Fc(Q) =
c
4
|Q|4 (see (9)) and
F ￿e(Q) = aQ−
b
3
(Q2 +QQt +QtQ)
is the derivate of the rest of F (Q). Thus,
−
￿
Ω
F ￿c(Q) :
￿∇ · ￿|∇Q|p−2∇Q￿￿ dx = ￿
Ω
|∇Q|p−2∇ ￿F ￿c(Q)￿ : ∇Qdx
= c
￿
Ω
|∇Q|p−2 ￿|Q|2|∇Q|2 + 2|(Q : ∇Q)|2￿ dx ≥ 0,
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−
￿
Ω
F ￿e(Q) :
￿∇ · (|∇Q|p−2∇Q)￿ dΩ = ￿
Ω
|∇Q|p−2∇ ￿F ￿e(Q)￿ : ∇Qdx
≤ a ￿∇Q￿pLp(Ω) + 2 b
￿
Ω
|∇Q|pQdx
≤ a ￿∇Q￿pLp(Ω) +
c
2
￿
Ω
￿|Q|2|∇Q|p + 2 |∇Q|p−2 |(Q : ∇Q)|2￿ dx + Cb,c ￿∇Q￿pLp(Ω)
(contrary to [8], the term depending on F ￿e(Q) is bounded without using a L∞-norm given by a
maximum principle). Therefore, considering homogeneous Neumann boundary conditions for Q,
we obtain:
1
p
d
dt
￿∇Q￿pLp(Ω) + γ ε
￿
Ω
|D2Q|2|∇Q|p−2 dx + γ ε (p− 2)
￿
2
p
￿2
￿∇(|∇Q|p/2)￿2L2(Ω)
+
c γ
2
￿
Ω
￿|Q|2|∇Q|p + 2 |∇Q|p−2 |Q : ∇Q|2￿ dx
≤ C
￿
Ω
|∇u ||∇Q|p dx −
￿
Ω
S(∇u , Q) : ∇ · [|∇Q|p−2∇Q] dx
+γ a ￿∇Q￿pLp(Ω) + γ Cb,c ￿∇Q￿pLp(Ω) + γ ε
￿
∂Ω
|∇Q|p−2 (∂k(∇Q)nk) : ∇Qdσx =
5￿
i=1
Ii.
From [8], by using the Sobolev’s inequality:
￿∇Q￿3pL3p(Ω) ≤ ￿|∇Q|p/2￿6L6(Ω) ≤ C
￿
￿∇Q￿pLp(Ω) + ￿∇
￿
|∇Q|p/2
￿
￿2L2(Ω)
￿3
, (19)
the I1-term is bounded as:
I1 ≤ C ￿∇u￿Lq(Ω)￿∇Q￿pLpq/(q−1)(Ω) ≤ C ￿∇u￿Lq(Ω)￿∇Q￿
p(2q−3)
2q
Lp(Ω) ￿∇Q￿
3p
2q
L3p(Ω)
≤ γ ε
6
￿
2
p
￿2
(p− 2) ￿∇(|∇Q|p/2)￿2L2(Ω) + Cγ,ε,p
￿
￿∇u￿Lq(Ω) + ￿∇u￿
2q
2q−3
Lq(Ω)
￿
￿∇Q￿pLp(Ω)
By using (19) and that Q ∈ L∞(0, T ;L∞(Ω)) (given by a maximum principle), the I2-term
related to the stretching term S(∇u , Q) can be bounded as follows:
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I2 ≤
￿
Ω
|∇u ||Q||∇Q|p−2|D2Q| dx
≤ ￿∇u￿Lq(Ω)
￿￿
Ω
|∇Q|p−2|D2Q|2 dx
￿1/2
￿Q￿L∞(Ω)￿∇Q￿
p−2
2
L
q(p−2)
q−2 (Ω)
≤ C ￿∇u￿Lq(Ω)
￿￿
Ω
|∇Q|p−2|D2Q|2 dx
￿1/2
￿∇Q￿
p(q−3)+q
2q
Lp(Ω) ￿∇Q￿
3(p−q)
2q
L3p(Ω)
≤ γ ε (p− 2)
6
￿
2
p
￿2
￿∇(|∇Q|p/2)￿2L2(Ω) +
γ ε
2
￿
Ω
|∇Q|p−2|D2Q|2 dx
+ Cγ ε,p
￿
￿∇Q￿pLp(Ω)
￿
￿∇u￿
2q
2q−3
Lq(Ω) + 1
￿
+ ￿∇u￿
q(p−1)
2q−3
Lq(Ω)
￿
.
In order to know if additional regularity for ∇u suﬃces to obtain non-hilbertian estimates, we note
that L
q(p−2)
q−2 (Ω) interpolates between Lp(Ω) and L3p(Ω) if q ≤ p ≤ q/(3− q) (therefore 2 ≤ q ≤ 3).
The I5-term will be bounded below (see (24) in Subsection 2.1).
Collecting all the previous estimates, we arrive to the following inequality:
2
p
d
dt
￿∇Q￿pLp(Ω) + γ ε
￿
Ω
|D2Q|2|∇Q|p−2 dx + c γ
￿
Ω
￿|Q|2|∇Q|p + 2 |∇Q|p−2 (Q : ∇Q)2￿ dx
+γε (p− 2)
￿
2
p
￿2
￿∇(|∇Q|p/2)￿2L2(Ω)
≤ ￿C ￿￿1 + ￿∇u￿Lq(Ω) + ￿∇u￿2q/(2q−3)Lq(Ω) ￿ ￿∇Q￿pLp(Ω) + ￿∇u￿q(p−1)/(2q−3)Lq(Ω) ￿ .
Taking into account that q(p− 1)/(2q− 3) ≤ 2q/(2q− 3) iﬀ p ≤ 3, the non-hilbertian estimates for
∇Q can be obtained for p = 3, that is, ∇Q ∈ L∞(0, T ;L3(Ω)) ∩ L3(0, T ;L9(Ω)).
2.1 Special treatment for the boundary integral term I5
By using a boundary parametrization, we study the case where ∂Ω is a finite union of Γi,
∂Ω =
￿I
i=1 Γi, each one defined through a parametrization of one variable of R3 in function of the
other two. For example, choosing a parametrization where the z variable is function of x = (x, y),
we have Γi = {(x , z) ∈ R3, z = f(x ),x = (x, y) ∈ ω}. Denoting ∂1 = ∂x, ∂2 = ∂y, ∂3 = ∂z, the
normal vector n = (n1, n2, n3) to Γi is proportional to m = (m1,m2,−1) = (∂1f(x ), ∂2f(x ),−1).
Observe that in this case,
∂nQ|∂Ω = 0 iﬀ − ∂3Q(x , f(x )) + ∂1Q(x , f(x ))m1 + ∂2Q(x , f(x ))m2 = 0
for x ∈ ω. Hence
∂3Q = ∂1Qm1 + ∂2Qm2, x ∈ ω (20)
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In this boundary Γi, we can derivate with respect to x and y, obtaining (denoting mj,i = ∂imj ,
j = 1, 2; i = 1, 2, 3):
∂231Q+ ∂
2
33Qm1 = (∂
2
11Q+ ∂
2
13Qm1)m1 + ∂1Qm1,1 + (∂
2
21Q+ ∂
2
23Qm1)m2 + ∂2Qm2,1 (21)
∂232Q+ ∂
2
33Qm2 = (∂
2
12Q+ ∂
2
13Qm2)m1 + ∂1Qm2,1 + (∂
2
22Q+ ∂
2
23Qm2)m2 + ∂2Qm2,2 (22)
By multiplying (21) by ∂1Q and (22) by ∂2Q and using (20), we obtain for the left hand-side:
∂231Q : ∂1Q+ ∂
2
33Q : ∂1Qm1 + ∂
2
32Q : ∂2Q+ ∂
2
33Q : ∂2Qm2 =
3￿
k=1
∂23kQ : ∂kQ
and for the right-hand side (using (20) and the fact that m1,2 = m2,1):
2￿
k=1
∂21kQ : ∂kQm1 + ∂
2
13Q : (∂1Qm1 + ∂2Qm2) m1
+
2￿
k=1
∂22kQ : ∂kQm2 + ∂
2
23Q : (∂1Qm1 + ∂2Qm2)m2
+|∂1Q|2m1,1 + 2 ∂1Q : ∂2Qm1,2 + |∂2Q|2m2,2
=
3￿
k=1
∂21kQ : ∂kQm1 +
3￿
k=1
∂22kQ : ∂kQm2 + |∂1Q|2m1,1 + 2 ∂1Q : ∂2Qm1,2 + |∂2Q|2m2,2.
Then,
0 =
3￿
k=1
∂23kQ : ∂kQn3 +
3￿
k=1
∂21kQ : ∂kQn1 +
3￿
k=1
∂22kQ : ∂kQn2
+ |∂1Q|2 m1,1|m| + 2 ∂1Q : ∂2Q
m1,2
|m| + |∂2Q|
2 m2,2
|m| .
(23)
Therefore, using (23) in the boundary I5 term, we have:
I5 = γε
￿
∂Ω
|∇Q|p−2∂2klQ : ∂kQnl dσ
= γε
￿
∂Ω
|∇Q|p−2 ￿∂2k3Q : ∂kQn3 + ∂2k1Q : ∂kQn1 + ∂2k2Q : ∂kQn2￿ dσ
= −γ ε
￿
∂Ω
|∇Q|p−2 ￿|∂1Q|2m1,1 + 2 ∂1Q : ∂2Qm1,2 + |∂2Q|2m2,2￿ /|m| dσ
≤ C γ ε
￿
∂Ω
|∇Q|p dσ = C γ ε ￿∇Q￿pLp(∂Ω) = C γ ε ￿|∇Q|p/2￿2L2(∂Ω) ≤ ￿C γ ε ￿|∇Q|p/2￿2H1/2+￿(Ω)
≤ γ ε δ￿∇ ￿|∇Q|p/2￿ ￿2L2(Ω) + γ εCδ￿|∇Q|p/2￿2L2(Ω)
≤ γ ε
6
￿
2
p
￿2
(p− 2) ￿∇
￿
|∇Q|p/2
￿
￿2L2(Ω) + Cp,γ,ε ￿∇Q￿pLp(Ω)
(24)
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Remark 2.1 In the special case of ∂Ω = {(x, 0) ∈ R3}, the normal vector is n = (n1, n2, n3) =
(0, 0,−1) and ∂nQ|∂Ω = ∂3Q(x, 0) = 0 which implies that ∂23iQ(x, 0) = 0 for i = 1, 2. Therefore,
the boundary I5 term in (24) is given by￿
∂Ω
|∇Q|p−2 ∂2klQ · ∂kQnl dσ = −
￿
∂Ω
|∇Q|p−2 ∂2k3Q · ∂kQdσ = 0.
Remark 2.2 (Open problem for Dirichlet b.c.) The extension to Dirichlet boundary condi-
tions for Q is an open problem. In fact, even in the case of ∂Ω = {(x, 0) ∈ R3}, since n = (0, 0,−1),
the boundary integral I5 reduces to:￿
∂Ω
|∇Q|p−2 ∂2klQ · ∂kQnl dσ = −
￿
∂Ω
|∇Q|p−2 ∂233Q · ∂3Qdσ = −
1
2
￿
∂Ω
|∇Q|p−2 ∂3
￿|∂3Q|2￿ dσ.
But, we do not have any information for ∂3Q on ∂Ω, hence we do not know how to bound this
boundary term in function of ￿∇Q￿Lp(Ω) and ￿∇Q￿L3p(Ω).
3 Proof of Theorem 1.4.
Regularity criteria for ∇u given in (11) and (13), respectively, joint to Q ∈ L∞((0, T ) × Ω)
given by the maximum principle for Q, imply that S(∇u , Q) ∈ L2q/(2q−3)(0, T ;Lq(Ω)) for 2 ≤
q ≤ 3 or 3/2 ≤ q ≤ 3, respectively. In the same way, as ∇Q ∈ L∞(0, T ;L3(Ω)) and u ∈
L2q/(2q−3)(0, T ;W1,q(Ω)), then the convective term (u ·∇)Q ∈ L2q/(2q−3)(0, T ;Lq(Ω)). It is easy to
prove that f(Q)∈L2q/(2q−3)(0, T ;Lq(Ω)). Indeed, the worse term in (6) is bounded by:
￿|Q|3￿2q/(2q−3)Lq(Ω) ≤ ￿Q￿6q/(2q−3)L3q(Ω) ≤ C0 ￿Q￿
6q/(2q−3)
W1,3q/(q+1)(Ω)
≤

C0 ￿Q￿6q/(2q−3)H1(Ω) if q ≤ 2,
C0 ￿Q￿3(q+2)/(2q−3)H1(Ω) ￿Q￿
3(q−2)/(2q−3)
H2(Ω) if q > 2,
where C0 is the constant of the embeddingW1,3q/(q+1)(Ω) ￿→ L3q(Ω). Since Q ∈ L∞(0, T ;H1(Ω))∩
L2(0, T ;H2(Ω)) and 3(q − 2)/(2q − 3) ≤ 2, therefore f(Q) ∈ L2q/(2q−3)(0, T ;Lq(Ω)). In summary,
G = S(∇u , Q)− (u ·∇)Q− f(Q) ∈ L2q/(2q−3)(0, T ;Lq(Ω)). (25)
Depending on the value of q, two situations can be presented:
for 3/2 ≤ q ≤ 5/2, G ∈ Lγ(0, T ;Lγ(Ω)) where γ = q = min
￿
q,
2q
2q − 3
￿
∈ [3/2, 5/2], (26)
for 5/2 ≤ q ≤ 3, G ∈ Lγ(0, T ;Lγ(Ω)) where γ = 2q
2q − 3 = min
￿
q,
2q
2q − 3
￿
∈ [2, 5/2]. (27)
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Now, we study the regularity of the parabolic problem given by the heat equation under homoge-
neous Neumann boundary conditions:
∂tw − γ ε∆w = f in Ω× (0, T ), ∂nw|Ω = 0 in (0, T ), w|t=0 = w0 in Ω. (28)
We rewrite Theorem 17 of the Solonnikov’s paper [14] for the case of Neumann boundary conditions.
Theorem 3.1 (Theorem 17 of [14]) Let Ω ⊂ R3 be a bounded domain with boundary ∂Ω of class
C2+￿ for some ￿ > 0. Let γ ∈ (1,+∞) and assume that w0 ∈ B2−2/γγ (Ω) and f ∈ Lγ(0, T ;Lγ(Ω)).
Then the solution w of (28) satisfies:
￿w￿Lγ(0,T ;W 2,γ(Ω)) + ￿∂tw￿Lγ(0,T ;Lγ(Ω)) ≤ C
￿
￿f￿Lγ(0,T ;Lγ(Ω)) + ￿w0￿B2−2/γγ (Ω)
￿
.
Now, we apply Theorem 3.1 to any component Qij of Q, which is the solution of the problem
(28) for f = Gij and w = (Q0)ij , where G is defined in (25). According to (26) and (27), then
Q ∈ Lγ(0, T ;W2,γ(Ω)) and ∂tQ ∈ Lγ(0, T ;Lγ(Ω)) with γ given in (16), and the proof of Theorem 1.4
is finished.
4 Extension to the traceless and/or symmetric models
In this section, we analyzes the influence on the proofs of Theorems 1.3 and 1.4 of both con-
straints, either symmetry (replacing the stretching term S(∇u , Q) defined in (5) by (4)), or trace-
lessness (replacing the function f(Q) defined in (6) by (3)). The proofs of Corollaries 1.5 and 1.6
do not need be modified.
4.1 Eﬀect of the symmetry.
When the definition (4) for S(∇u , Q) is considered, the proof of Theorem 1.3 must be modified
only replacing ∇u by W in the I2-term depending on the stretching.
The proof of Theorem 1.4 must be revised when the second-member G is defined in (25). Now,
G = S(W , Q)− (u ·∇)Q− f(Q).
Then, hypothesis (11) also implies that G ∈ L2q/(2q−3)(0, T ;Lq(Ω)), hence the proof of Theorem
1.4 is deduced.
4.2 Eﬀect of the tracelessness.
Instead of seeing the eﬀect of the new definition of f(Q) given in (3) over Theorems 1.3 and
1.4, we will study the influence of replacing (6) by the more general case:
f(Q) = aQ− b
3
￿
Q2 +QQt +QtQ
￿
+ c |Q|2Q− α(Q) I with a, b ∈ R and c > 0 (29)
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with α(Q) a convex combination of α1(Q) :=
1
3
￿−a tr(Q) + b3 ￿Q : Qt + 2|Q|2￿￿ and α2(Q) :=
− tr(f(Q))3 . Observe that, since tr(Q) = 0 can be deduced ([6]), then α(Q) reduces to:
α(Q) :=
b
9
￿
Q : Qt + 2|Q|2￿ . (30)
In order to see the eﬀect of (29)-(30) on the proof of Theorem 1.3, it suﬃces to analyze the new
term appearing when −∇ · ￿|∇Q|p−2∇Q￿ is taken as test function in the Q-system of (1):￿
Ω
α(Q)I :
￿∇ · ￿|∇Q|p−2∇Q￿￿ dx = − ￿
Ω
∇(α(Q)) |∇Q|p−2∇(tr(Q)) dx
+
￿
∂Ω
α(Q) |∇Q|p−2∂n(tr(Q)) dσ = 0
and therefore, no modifications in the proof of Theorem 1.3 must be done.
Concerning the proof of Theorem 1.4, again we have to look at the term G = S(∇u , Q)− (u ·
∇)Q− f(Q) with f(Q) given by (29) with α(Q) defined in (30). Observe that:
|α(Q)| ≤ b
3
|Q|2
and therefore for any q ≤ 3:
￿|Q|2￿2q/(2q−3)Lq(Ω) = ￿Q￿4q/(2q−3)L2q(Ω) ≤ C0 ￿Q￿
4q/(2q−3)
H1(Ω) .
SinceQ ∈ L∞(0, T ;H1(Ω)), then α(Q) I ∈ L∞(0, T ;Lq(Ω)) and thereforeG ∈ L2q/(2q−3)(0, T ;Lq(Ω)).
From this point, the proof of Theorem 1.4 does not change.
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