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The growth of internet users in Indonesia is increasing, this is in line 
with online shopping habits or often referred to as e-commerce which 
continues to increase. Various things are done by e-commerce 
companies to maintain customer loyalty, one of which is through 
product evaluation using consumer opinion reviews. The number of 
reviews that are too many will be biased, so it is necessary to do a 
classification method that will help e-commerce companies to find out 
the extent of their customer loyalty. Consumer review becomes 
something important because all assessments of the products they buy 
are all in the review column. In this research, a consumer review is 
carried out using the Naive Bayes classification method and to improve 
the accuracy of attributes using the Information Gain feature selection 
and using the Select by Weight operator which will display the best 
attributes of the pre processing process. The review data set is taken 
from consumers' comments on Google Play. The results of this study 
are classifying consumer reviews into positive reviews and negative 
reviews with Cross Validation using 10 fold, the accuracy of the Naive 
Bayes method is 78.4% using the Information Gain feature selection 
method, the accuracy increases to 81.2% 
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I. Latar Belakang  
Salah satu tempat belanja yang gemari saat 
ini oleh masyarakat adalah melalui situs online 
marketplace [1]. Situs jual beli online 
memeberikan kemudahan bagi para konsumen 
karena dapat diakses selama 24 jam. Hal tersebut 
juga didukung dengan perkembangan 
penggunaan teknologi internet di Indonesia, 
berdasarlam hasil survey yang dilakukan 
Asosiasi Penyelenggara Jasa Internet Indonesia 
pengguna internet terus meningkat[2]. 
Pada tahun 2020 jumlah online shopper di 
Indonesia dengan jumlah pengunjung web 
bulanan 71,5 juta. Tercatat sekitar 74 juta 
unduhan di Indonesia sampai akhir tahun 2018  
dan menjadi aplikasi belanja online nomor satu 
di Google Play dan App Store. Google Play 
merupakan layanan konten digital yang berisi 
toko produk-produk online. Google Play dapat 
diakses melaui aplikasi android atau yang disebut 
dengan Play Store, melalui web dan Google TV. 
Layanan Google Play dilengkapi dengan adanya 
fitur berisi review dari para pengguna yang dapat 
digunakan untuk melihat review dari pengguna 
aplikasi. 
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Penelitian yang dilakukan oleh Farki [3] 
menyatakan bahawa hasil penelitian Online 
Customer Review (OCR) baik review maupaun 
rating menjadi fitur yang sangat penting saat ini 
dalam e-commerce  karena minat pelanggan 
untuk membeli dipengaruhi OCR. Pengguna 
internet saat ini tergantung pada rekomendasi 
opini sebelum melakukan transaksi suatu produk, 
karena opini dari pengguna sebelumnya menjadi 
informasi baru dari produk tersebut. 
Salah satu alat analisis kalimat opini 
konsumen adalah analisis text mining yang dapat 
mengklasifikasikan semua opini konsemen ke 
dalam suatu kesimpulan positif, negatif maupun 
opini netral terhadap suatu produk yang mereka 
jual. Hal ini dapat mempermudah perusahaan 
membuat sistem pendukung keputusan atas 
produk tersebut. 
Algoritma yang digunakan dalam penelitian 
ini menggunakan algoritma Naive Bayes. 
Algoritma yang popular dan banyak digunakan 
untuk mengklasifikasikan suatu teks, dimana 
Naïve Bayes memiliki performa yang baik pada 
banyak domain [4]. Dalam penelitian lain yang 
dilakukan oleh [5] mengungkapkan bahwa 
penelitian tersebut mampu mengembangkan 
klasifikasi sentimen dari data pemilu presiden 
2014 dari halaman facebook dengan 
menggunakan algoritma Naïve Bayes. 
Selain menggunakan algoritma Naive 
Bayes, dalam mengklasifikasikan sentimen 
analisis pada text dalam dataset yang digunakan 
banyak terdapat atribut yang menjadi masalah, 
sehingga perlu menggunakan metode seleksi 
fitur untuk mengurangi atribut yang kurang 
relevan pada dataset, penelitian yang dilakukan 
oleh [6] hasil dari komparasi seleksi fitur, 
Information Gain memiliki hasil yang paling 
baik. 
Penelitian ini membuat klasfikasi review 
opini pengguna  yang diambil dari opini pada 
google play menggunakan algoritma Naïve 
Bayes dengan klasifikasi fitur yang digunakan 
yaitu Information Gain.  
 
II. Kajian Literatur  
Hidayatullah dalam penelitiannya telah 
membangun model untuk melakukan klasifikasi 
tweet terhadap tokoh public berdasarkan 
sentimen dan kategori dengan algoritma naïve 
bayes. Klasifikasi tweet pada penelitian ini 
diperoleh berdasarkan kombinasi antara kelas 
sentimen dan kelas kategori. Klasifikasi sentimen 
terdiri dari positif dan negatif sedangkan 
klasifikasi kategori terdiri dari kapabilitas, 
integritas, dan akseptabilitas [7]. 
Penelitian analisis sentiment dibidang 
politik juga dilakukan oleh saif penelitian 
dimulai dari dataset pelatihan, mengumpulkan 
tweets langsung dan melakukan sentimen dengan 
berbagai klasifikasi dengan kategori yang 
digunakan positif, negatif dan netral, kemudian 
memprediksi partai mana yang memiliki 
kemungikanan tinggi untuk memenangkan 
pemilu [8].  
Penelitian yang dilakukan oleh [7] [5] telah 
mampu mengembangkan sistem klasifikasi 
sentimen berdasarkan data Pemilu presiden 
Indonesia 2014 dari Facebook Page 
menggunakan Naïve bayes. Algoritma Naïve 
Bayes merupakan lagoritma pendukung untuk 
melakukan klasifikasi. Penelitian komparasai 
algoritma juga dilakukan oleh [6] menghasilkan 
pengujian algoritma seleksi fitur terbaikuntuk 
setiap algoritma klasifikasi adalah Information 
Gain mendapat hasil terbaik untuk digunakan 
pada algoritma Naïve Bayes. 
Perbedaan dengan penelitian ini akan 
membahas review opini konsumen yang 
menghasilkan nilai akurasi menggunakan 
algoritma Naive Bayes dan untuk mengurangi 
permasalahan pada atribut dalam penelitian 
ditambahakn seleksi fitur Information Gain.  
 
III. Metodologi  
Tahapan penelitian diperlukan sebagai 
kerangka dan panduan proses penelitian, 
sehingga rangkaian proses penelitian dapat 
dilakukan secara terarah, teratur dan sistematis.  
Berdasarkan gambar 1 tahapan penelitian 
yang dilakukan sebagai berikut: 
1. Proses Pengumpulan Dataset  
Proses ini dilakukan dengan melakukan 
pengambil data google play yang nantinya akan 
dioleh menjadi dataset yang nantinya akan 
dijadikan awal dalam penelitian ini. 
2. Text Processing 
Tahap Text Processing merupakan tahap 
pengolahan dataset yang bertujuan untuk 
mempersiapkan dokumen teks yang tidak 
terstruktur menjadi data terstruktur yang siap 
untuk digunakan pada tahap selanjutnya. Text 
Processing dilakukan dengan menggunakan 
metode-metode berikut: 
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a. Case folding adalah tahap merubah semua 
huruf capital pada semua dokumen komentar 
menjadi huruf kecil. Tujuannya untuk 
menghilangkan redudansi data yang hanya 
berbeda pada hurufnya saja. 
b. Tokenizing proses untuk merubah proses 
penguraian deskripsi yang semula berupa 
kalimat-kalimat menjadi kata-kata dan 
menghilangkan delimiter-delimiter seperti tanda 
titik (.), koma(,), spasi dan karakter angka yang 
ada pada kata tersebut. 
c. Filtering yaitu tahap mengambil kata-kata 
penting dari hasil token dalam penelitian ini 
menggunakan stoplist/stopword agar kata-kata 
yang kurang penting dan sering muncul dalam 
suatu dokumen dibuang sehingga hanya 
menyisakan kata-kata yang penting. 
3. Feature Selection Information Gain 
Dalam tahap ini dilakukan seleksi fitur dari data 
training yang digunakan sebelum dilkaukan 
proses klasifikasi. 
4. Klasifikasi 
Proses ini dilakukan untuk menguji akurasi 
dengan menggunakan algoritma naïve bayes. 
Secara detail tahap penelitian yang dilakukan 
























         







Dataset diperoleh dari data ulasan dari 
aplikasi google play melalui metode scraping. 
Setelah proses scrapping  selesai dilakukan, 
langkah selanjutnya mengolah dataset dengan 
preprocessing, langkah yang perlu dilakukan 
selanjutnya adalah pembersihan data yang 
memiliki tujuan mengurangi dimensi-dimensi 
kata yang tidak memiliki pengaruh pada hasil 
pengolahan data. Karena hasil dari scraping 
memiliki bentuk kalimat atau teks yang tidak 
berstruktur yang memiliki banyak noise melalui 
tahap text prosesing. 
Data ulasan sebanyak 250 yang telah 
diperoleh akan dibagi data menjadi dua yaitu 
sebagai data training dan data testing. Pada 
penelitian ini data yang menjadi data training 
sebesar 125 data ulasasan positif dan 125 ulasan 
negatif dan 100 data ulasan sebagai data testing. 
Tahap pertama tahap pre prosesing terhadap 
text dataset yaitu tahap transform cases dalam 
tahap ini dilakukan penyamaan bentuk huruf 
dengan menggunakan transform cases, karena 
data yang diperoleh dalam komentar google play 
tidak sama mengandung huruf besar dan kecil 
pada proses ini huruf akan diubah menjadi huruf 
kecil, operator yang digunakan transform cases. 
Selanjutnya text dipisah menggunakan 
tokenisasi. Setelah text berubah menjadi kata 
dilakukan proses stopword Bahasa Indonesia 
untuk menghilangkan kata yang tidak penting 
pada dataset.  
Data review produk yang digunakan 
sebanyak 125 pada google play, sebanyak 122 
data diprediksi sesuai yaitu negatif, 51 data 
diprediksi negatif tetapi ternyata positif, 3 data 
diprediksi positif ternyata negatif dan 74 data 
sesuai dengan prediksi positif.  
Perhitungan nilai dari akurasi dilakukan 
dengan menggunakan rumus akurasi. Sehingga, 
untuk penghitungan nilai akurasi pada metode 























Detail Confution Matrix algoritma Naive 
Bayes dengan tingkat akurasi sebesar 78,40% 
seperti pada tabel 1 berikut: 
Tabel 1 
Confution Matrix Algoritma Naive Bayes 










122 51 70,52% 
Prediction 
Positive 
3 74 95,10% 
Class recall 97,60% 59,20%  
Peningkatkan akurasi dalam penelitian ini 
selain menggunakan metode Naive Bayes, juga 
dilakukan seleksi fitur dengan menggunakan 
metode Information Gain, gambaran proses 
review opini keseluruhan dengan menggunakan 
metode Naive Bayes dan Information Gain 
seperti pada tabel 2 berikut:  
Data review produk sebanyak 125 yang 
diambil dari google play, sebanyak 101 data 
diprediksi sesuai yaitu negatif, 23 data diprediksi 
negatif tetapi ternyata positif, 24 data diprediksi 
positif ternyata negatif dan 102 data sesuai 
dengan prediksi positif. 
Proses perhitungan nilai dari akurasi 
dilakukan dengan menggunakan rumus akurasi. 
Sehingga, untuk penghitungan nilai akurasi pada 






















Detail Confution Matrix algoritma Naive 
Bayes dengan tingkat akurasi sebesar 81,20% 
seperti pada tabel 2 berikut: 
Tabel 2 
Confution Matrix Algoritma Naive Bayes Dan Information Gain 
  
Implementasi metode menggunakan software 
rapidminer, dalam penelitian ini seleksi fitur 
Information Gain dengan Select by Weights 
dengan menampilkan kata paling banyak muncul 
parameter Weight Relation dipilih top k dengan 
k berisi 10.  Selanjutnya melakukan visualisasi 
dengan tujuan yaitu untuk melihat informasi 
sentimen positif dan sentimen negatif serta, 
untuk mengekstraksi informasi berupa topik 
yang paling sering diulas atau dibahas oleh 
konsumen. Dari sekian banyak teks ulasan yang 
ada nantinya dapat diambil informasi yang 
dianggap paling penting.  
Tabel distribusi dari algoritma Naive Bayes 
dengan 2 parameter yaitu mean dan standard 
deviation, tabel distribusi menggunakan 
parameter standard deviation seperti pada Tabel 
3. 
Tabel 3  
Distribution Table Parameter Mean 
Atribut Negatif  Positif 
bermasalah 0.011 0.001 
jaringan 0.017 0.002 
jaringan_bermasalah 0.010 0.000 
maret_suka 0.000 0.008 
suka 0.001 0.012 
membantu 0.000 0.011 
online 0.001 0.014 
belanja 0.007 0.014 
sukses 0.001 0.011 
update 0.012 0.000 
Sedangkan tabel distribusi algoritma Naive 
Bayes dengan parameter standard deviation 
seperti pada Tabel 4 
Tabel 4 









Prediction Negative 101 23 81,45% 
Prediction Positive 24 102 80,95% 
Class recall 80,80% 81,60%  
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Atribut Negatif  Positif 
bermasalah 0.023 0.009 
jaringan 0.027 0.010 
jaringan_bermasalah 0.023 0.004 
maret_suka 0.001 0.023 
suka 0.006 0.027 
membantu 0.001 0.030 
online 0.010 0.027 
belanja 0.013 0.017 
sukses 0.005 0.026 
update 0.030 0.005 
 
Penelitian ini juga menghasilkan data revew 
terbanyak dari review opini produk yang 




Gambar 2 Review Terbanyak 
Terdapat 10 kata review yang paling 
banyak muncul, kata bermasalah sebanyak 222, 
jaringan sebanyak 203, jaringan_bermasalah 
sebanyak 227, maret_suka 237 kali muncul, suka 
222 kali muncul, kata membantu muncul 
sebanyak 233, kata online muncul sebanyak 218, 
kata belanja sebanyak 170 kali muncul, sukses 
muncul sebanyak 228 dan kata update muncul 
sebanyak 229 kali.  
 
V. Kesimpulan  
Algoritma Naïve Bayes merupakan 
algoritma pendukung untuk melakukan 
klasifikasi opini review konsumen. Dalam 
penelitian ini dilakukan dengan 2 tahap yaitu 
dengan melihat akurasi dari metode Naive 
Bayes. Selanjutnya untuk menghilangkan bias 
kata digunakan 2 metode yaitu Naive Bayes 
dengan seleksi fitur Information Gain. 
Berdasarkan hasil uji diperoleh nilai akurasi 
sebesar 78,4% dengan menggunakan metode 
Naive Bayes, untuk meningkatkan nilai akurasi 
dengan menggunakan seleksi fitur Information 
Gain diperoleh tingkat akurasi sebesar 81,2%. 
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