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ABSTRACT 
 
 This dissertation explores the shock compression of solid state explosives by thin, laser-
driven flyer plates.  These flyer plates consist of aluminum foils, typically 25 – 75 µm thick, 
which are launched using a Nd:YAG laser with a 20 ns pulse width in a technique developed 
within the Dlott group.  A full description of the novel instrumentation used to monitor the 
temperature history of shock compressed explosives and its integration into the existing flyer 
plate apparatus is detailed.  The system consists of 32 individual photomultiplier tubes to which 
light is fed through a prism spectrograph with fiber optic coupling.  These photomultiplier tubes 
collect the spectrally-dispersed light and record intensity with a high range of linearity to a 
digitizing oscilloscope.  The emission collected over 32-channels is then used to calculate the 
temperature and spatially-averaged emissivity with nanosecond resolution in what we dub a 32-
channel pyrometer.  This technique allows for the first high-fidelity direct measurement of the 
temperature in heterogeneous reactive sites which are created during shock compression, known 
as hot spots, on the nanosecond time scale. 
 The 32-channel pyrometer described herein was used to explore the temperature histories 
of solid explosives ranging from low-density powder compacts to polymer-bound explosives 
which has no void space on the microscale.  The temperature histories have given us valuable 
insight into the dynamics and reaction kinetics of explosive materials under shock compression 
by thin flyers.  Short duration shocks into thin samples are invaluable for theoretical constructs 
for which no experimental data was previously available as well as their similarity to practical 
systems such as those used in detonator systems such as the exploding bridge wire and exploding 
foil initiator. 
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 In our first foray into fast pyrometry we used low density octahydro-1,3,5,7-tetranitro-
1,3,5,7-tetrazocine (HMX) samples which were hand packed into wells containing ~20 µg of 
explosive material.  This low density sample produced hot spots which were ~7000 K, a 
temperature which was incredibly high by all expectations.  We determined that the high 
temperatures always preceded a burst in reactive volume which indicated that the spikes in 
temperature caused increased reaction in the reactive sites surroundings.  Vastly improved 
samples, created by adding a significant weight fraction of an elastomeric polymer, 
poly(dimethyl siloxane) PDMS, reduced the extreme hot spot temperatures which were seen 
upon impact.  In these so-called PBXs (polymer-bound explosives) we substituted HMX for 
PETN, an explosive known to have extremely fast chemistry.  We used these samples to 
determine that the hot spot temperatures observed in the low density HMX were due to the in-
situ gas generation from decomposition of explosive into micron-scale voids and the subsequent 
compression of these gas-filled pores.  This discovery allowed us to examine the underlying hot 
spot temperature evolutions which occurred due to the solid state chemistry of our explosive 
compounds.  We have determined that the chemistry which generates hot spots occurs on 
timescales which are faster than our pyrometer can measure due to the instantaneous appearance 
of hot spots at their maximum temperature and that slower chemistry can be observed by 
exchanging PETN for various other explosive compounds. 
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CHAPTER 1: INTRODUCTION 
1.1 OVERVIEW 
 This dissertation explores the shock compression of solid state explosives by thin, laser-
driven flyer plates.  This flyer-plate system was developed within our group and is used to 
shock-initiate explosive materials to better understand detonation chemistry and initiation 
mechanisms.  A 32-channel pyrometer was developed for studying the reaction temperature in 
explosives and consists of 32 individual photomultiplier tubes to which light is fed through a 
prism spectrograph with fiber optic coupling.  The photomultiplier tubes collect the spectrally-
dispersed light and record intensity with a high range of linearity to a digitizing oscilloscope.  
The emission is interpreted with respect to the graybody model for thermal emission.  The 
graybody model says that emissivity, a temperature and spectrally-dependent scalar on thermal 
emission which is related to the absorption of a material, is constant across all wavelengths.  The 
technique we’ve developed allows for the first high-fidelity direct measurement of the 
temperature in heterogeneous reactive sites which are formed during shock compression. 
 The 32-channel pyrometer described herein was used to explore the temperature 
evolutions of reactive sites in solid explosives ranging from low-density powder compacts to 
polymer-bound explosives where a polymer binder serves to fill in micron-scale gaps in the 
charges.  The reactive sites have been described as “hot spots,” spatially discrete areas where 
mechanical and chemical energy have been localized, for many decades, but direct evidence for 
them is lacking.  The work described herein presents direct imaging of these spots as well as 
temperature dynamics which describe for the first time how their temperatures evolve in time.  
The temperature histories have given us valuable insight into the dynamics and reaction kinetics 
of explosive materials under shock compression by thin flyers.  Short duration shocks into thin 
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samples are invaluable for theoretical constructs for which no experimental data was previously 
available.  Our system for initiating the explosives is similar to practical systems such as those 
used in detonator systems, with the added advantage of looking at the processes which are 
directly driven by the impactor before the system has had time to evolve inside the material 
under study. 
 The samples studied using our pyrometer and a fast (~3 ns gate) camera can be divided 
into two categories: low-density, pure molecular explosives and high-density, polymer-bound 
explosives.  Our first samples were low density octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine 
(HMX) samples which were hand packed into wells containing ~20 µg of explosive material.  
This sample produced hot spots which were ~7000 K and were determined to originate from 
shock-induced compression of gas which was generated in-situ by the explosive under the drive-
shock.  Vastly improved samples, created by adding a significant weight fraction of an 
elastomeric polymer, poly(dimethyl siloxane) PDMS, reduced the extreme hot spot temperatures 
which were seen upon impact.  In these so-called PBXs (polymer-bound explosives), we 
substituted HMX for PETN, an explosive known to have extremely fast chemistry.  This dense 
PBX was used to study presumed condensed-phase reactions in hot spots where the temperatures 
only reach 4000 K.  We have determined that the chemistry which generates hot spots occurs on 
timescales which are faster than our pyrometer can measure due to the instantaneous appearance 
of hot spots at their maximum temperature.  The way this initial temperature evolves is a 
complex function of shock wave pressure which is dictated by the chemistry within the reactive 
domains, and that slower chemistry can be observed by exchanging PETN for various other 
explosive compounds. 
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1.2 SHOCK COMPRESSION 
1.2.1 One-dimensional shockwaves 
 A shock wave is a supersonic compression wave with a picosecond rise time 
accompanied by a jump to extreme pressures and temperatures.
1
  These pressure and temperature 
jumps are often approximated as being uniform in the plane normal to travel, i.e. “quasi-1D”.1   
In our laboratory, planar shock waves are generated using laser-driven flyer plates in which a 
thin (25-75 µm) metal impactor is launched across a gap into a sample at speeds between 0.4 
km/s and 4.5 km/s.
2
  As the leading edge of a shock wave, known as the shock front, passes 
through a material, an immense amount of energy is deposited into the material. In materials 
with a high energy density such as explosives, this energy can be used to initiate and sustain a 
reaction, in turn releasing much more energy.
3
  In order for a shock wave to propagate one-
dimensionally, the sample must have a uniform shock impedance.  This is the case in metals, 
fluids, and polymers with uniform density, but not in powder compacts and polymer-material 
composites.  In the case of non-uniform shock impedance and porous beds, the shock front in a 
material can be stretched many orders of magnitude and the pressures obtained are typically 
lower, while the temperature achieved is higher.  These shocks can still be approximated as one-
dimensional; however, the approximation begins to deviate as the scale of inhomogeneities 
increases.   
1.2.2 Hugoniot equation of state 
 The pressure behind a one dimensional shock front can be determined using the 
conservation equations for mass and momentum.  These equations are given below,  
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𝜌0
𝜌
=
(𝑈𝑠−𝑢𝑝)
𝑈𝑠
 (1.1) 
𝑃 − 𝑃0 = 𝜌0𝑈𝑠𝑢𝑝 (1.2) 
where P is pressure, ρ is density, Us and up denote the shock and particle velocity, respectively, 
and the 0 subscript denotes the initial state.  The pressure which a material can be driven to for a 
single-stage shock, as is used here, represents a single point of a materials Hugoniot equation of 
state and the pathway to this pressure state is given by a straight line from the origin point to the 
final pressure, known as the Rayleigh line.
1
  Most solid materials display a linear relationship 
between the particle velocity behind a shock front and the velocity of the front itself, this relation 
is known as the Hugoniot relation.  The Hugoniot relation allows equation 1.2 to be rearranged to 
a form which only requires knowledge of the particle velocity to know the final pressure.  This 
equation is given as equation 1.3, 
𝑃 = 𝐴𝜌0𝑢𝑝 + 𝐵𝜌0𝑢𝑝
2 (1.3) 
where A and B are the fitting parameters for the intercept and slope, respectively, of the linear 
Hugoniot relation.  A technique is used in impactor-driven experiments, such as those used here, 
which utilizes the Hugoniot equation of state of both the impactor and the target to determine the 
pressure of the interface between them, and thus the pressure wave which propagates into the 
target.  This technique allows for the pressure in a target to be known as long as the velocity of 
the impactor is known at the time of impact.  An example of this technique, known as Hugoniot 
crossing, is given in Fig 1.1.  To determine the pressure at the interface, the Hugoniot for the 
impactor is simply transformed such that its zero pressure state is located at the point (0,vf), 
where vf represents the impactor velocity, and reflected such that pressure increases as particle 
velocity decreases (i.e. the impactor slows down).  The point where this reflected Hugoniot 
crosses the forward-facing Hugoniot of the target represents the pressure-particle velocity state 
5 
 
of the interface.  Temperature determinations require an alternate equation of state, such as the 
Mie-Grüneisen to correlate a change in volume to temperature; however, the parameters required 
for the application of this equation of state are not typically well-known in the shocked systems 
studied here.
1
  
 
1.3 INITIATION OF EXPLOSIVES 
1.3.1 Multiscale chemistry and physics 
Shock-initiated reaction of homogeneous and inhomogeneous energetic materials is 
inherently a multiscale process, beginning with atomic scale bond breakage and developing into 
macroscale reactivity.
4
 While theoretical studies have begun transitioning to multiscale 
methods,
5
 experiments with the sensitivity, resolution, and time range required to study how 
initial energy deposition into a sample transitions into steady reactivity are much less developed. 
Time-resolved temperature measurements are needed for informing simulations and validating 
models, which typically fail to reproduce experimental results due to the complicated shock 
response and interdependence of properties such as heat capacity and the Grüneisen parameter.
6
   
1.3.2 Hot spot model for initiation 
It has long been understood that initiation is seeded by critical regions of localized 
mechanical and chemical energy, termed hot spots, which cause strongly spatially heterogeneous 
temperature and pressure fields.
7
  These hot spots have been computationally probed over many 
time and length scales from the atomic
8-11
 to the macroscopic.
12-16
  Simulations are used to 
ascertain both the chemical and physical response of EMs to the insult that causes the hot spots, 
the effect of sample geometry and microstructure on the origin of hot spots, and the effect 
different hot spot characteristics have on bulk performance.  Experimental efforts towards 
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understanding the role of hot spots in initiation thresholds and bulk performance have made steps 
forward;
17-19
 however, the studies largely infer the role of hot spots from parameters such as 
surface area rather than directly characterizing the hot spots. 
An important hot spot formation mechanism is adiabatic compression of gas in a 
collapsing pore.
20
 The hot spot peak temperatures depend on the way the sample microstructure 
responds to impact and the gas composition in the pore.
20
  Molecular simulations of pore 
collapse typically involve nanometer-scale voids where atoms were removed from the specified 
geometry, leaving behind vacuum, whereas experiments mostly look at EM with air-filled 
pores.
11,14,21-23
  Continuum simulations where the pores are micron-scale typically don’t allow 
chemistry to occur, or restrict it to simplistic global reactions which don’t accurately capture the 
true behavior.
15,24,25
  In shock experiments, pores held under nominal vacuum become filled with 
gases, primarily gases evolved from the shocked and heated EM and binder materials.
20,26
  
Molecular dynamics simulations have showed that chemical decomposition of shocked EM can 
produce gases within picoseconds, faster than the pore can collapse.
8,27-29
 
1.3.3 Detonation theory 
 The chemical processes behind a shock front are typically interpreted using a theory put 
forth simultaneously and independently by Zel’dovich, von-Neumann, and Dӧring and is known 
as ZND theory.
30
  In ZND theory, the initial shock front compresses the explosive to the von-
Neumann spike pressure, which is a purely compressional process in which no chemistry 
occurs.
30
  Chemistry to convert starting material into products after the von-Neumann spike 
occurs in the so-called reaction zone.  Following the reaction zone, the products reach the CJ 
point, where chemical equilibrium is achieved and thus no chemical reaction occurs to liberate 
additional heat.
30
  This is described pictorially in figure 1.2.  The energy released by the 
7 
 
chemical reaction and rarefaction of the product gasses in the reaction zone and CJ-plane travel 
supersonically (i.e. faster than the shock wave) up to support the shock wave.  The velocity of 
the CJ-plane and initial shock wave is known as the detonation velocity and is equal to the sound 
velocity through the reacting material plus the particle velocity at the CJ point.
31
 The reaction 
zone length is dictated by the chemistry which takes the unreacted explosive to the final products 
in the CJ-plane.  When this chemistry occurs faster than can be measured experimentally, an 
explosive is said to be described purely by CJ-theory.  In this case, the reactants are described as 
instantaneously being converted to products as the driving shock passes over them. 
1.3.4 Applications of shock-initiated flyer plates 
 The most direct analogue to our flyer-plates in explosives research is in detonator 
systems.  Detonators such as exploding foil initiators (EFIs) and exploding bridgewires (EBWs) 
utilize a thin foil to directly shock initiate secondary explosives and are quite similar to our laser 
driven flyer plates in initiation processes.
32-35
  In these systems, a high power electrical pulse 
ablates a metal surface through extreme Ohmic heating and causes an impactor to be launched.  
The impactor velocities which are achievable overlap nicely with our laser-driven system.  
Typical EM pellet thicknesses in detonators are significantly longer (~3 mm)
34
 than our thin ~40 
µm samples, however the flyer diameters and thicknesses are often similar in scale.
33,35
  Thinner 
samples allow us to probe the EM in question during the first several ns of initiation and observe 
the hot spot-seeded initiation behavior while maintaining the small charges (~50 µg) needed for 
safe laboratory testing.  A visual comparison is given in Fig. 1.3.  In systems where a shock wave 
is weaker/slower than the detonation velocity, reaction will build and grow the shock strength 
until a detonation strength shock is reached, provided the sample is long enough.  This distance 
is known as the run-distance-to-detonation. If the driving shock wave is stronger than the 
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detonation strength shock the impacting flyer produces an overdriven detonation where the 
propagating wave is mechanically supported at a higher pressure than reaction behind the shock 
front can sustain. In longer charges the shock would eventually decay to the CJ pressure.
36
  In 
conditions where the shock strength is identical to the CJ condition, the molecules under shock 
are subjected to the equilibrium condition behind the shock front after reaction has concluded; 
however, to subject the EM to the dynamic condition immediately behind the front in a true 
detonation the incident shock must reach the von Neumann spike pressure as predicted by ZND 
theory.
37
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1.4 FIGURES AND CAPTIONS 
 
FIGURE 1.1. An example Hugoniot crossing where the incoming flyer plate velocity is 1.0 
km/s.  The flyer plate Hugoniot for copper is shown impacting an aluminum target.  The red 
circle indicates the point where the Hugoniots cross and thus an interfacial state at (P = 14 GPa, 
up = 0.65 km/s).  
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FIGURE 1.2. An example of ZND theory where the shock wave is passing left to right.  The 
shock velocity, pressure, and temperature given are for the CJ state in PETN. 
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FIGURE 1.3. Visualization of detonator (a) experiments compared to laser-launched flyer plate 
systems (b).  The detectors in detonator systems are set to study a system after it has evolved 
considerable, whereas the flyer plate systems look at the system in its nascent state, before 
significant evolution.  In the detonator, a high voltage is driven across a narrow strip of material, 
vaporizing it and launching the impactor while in our system a laser-drive pulse ablates and 
shock-drives a similar impactor.  
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CHAPTER 2: FLYER PLATES AND PYROMETRY 
INSTRUMENTATION 
 
2.1 LASER DRIVEN FLYER PLATES 
2.1.1 Shock compression microscope 
 A tabletop laser-driven flyer plate system and its application to study shock initiation of 
energetic materials (EMs) is described. A shock target array with hundreds of tiny explosive 
charges (typically 50 µg each) has been developed and used to study a wide range of EM, 
including powders, plastic-bonded explosives (PBXs) and liquids.  The combination of a 
convenient tabletop source of reproducible planar shocks and a multielement shock target array 
can be used to perform hundreds of shots per day.  Our latest version of this system is a “shock 
compression spectroscopy microscope” which uses an inverted microscope.  The microscope 
upgrades are detailed in section 2.2.5.  The laser launch pulses and thus flyer plates come in from 
the unobstructed top to impact the EM samples, which are observed through the microscope 
objective underneath.  This setup allows for simple coupling of optical detection schemes 
amenable to single-shot experiments such as absorption and emission spectroscopy, photon 
Doppler velocimetry (PDV) and high speed video imaging.  
2.1.2 System overview 
 The experiments described within this thesis were performed on our laser-driven flyer 
plate system, which has been described in literature, and is depicted in Fig. 2.1a.
1,2
 A Nd:YAG 
laser, Spectra Physics Quanta-Ray Pro-350-10, with a maximum pulse energy of 2.5 J and pulse 
width of 10 ns, was used at the fundamental frequency as the drive laser for launching flyer 
plates. The flyer plates are metal foils which are epoxied to a glass substrate. Typical impactors 
are aluminum foils, 1 mil, 2 mil, 3 mil. etc, hereafter referred to as 25, 50, 75 µm. Less often,  
16 
 
alternative flyers are used for special purposes, such as 12 µm  aluminum flyers for high speed, 
copper flyers for high impedance, etc. In order to launch flat flyers, the laser pulse was stretched 
to 20 ns, sent through a diffractive homogenizer optic, and focused into the target chamber.  The 
focused beam had a highly uniform region 500 µm in diameter with soft edges extending to 700 
µm (Fig. 2.1b).  This uniform 500 µm diameter region launches a very flat flyer plate with 
minimal tilt.
1
 The target chamber holds the flyer plate and sample under vacuum up to 100 mtorr 
and will be described in detail in a later section.  Emission from the target chamber is collected 
using a microscope objective and routed along a detection path where it can be sent to many 
different detectors, such as a 32-channel pyrometer, which will be detailed in section 2.2, or 
intensified CMOS camera (Andor iStar sCMOS) using motorized flipper mirrors.  Flyer 
velocities and timing for synchronization are collected on a 1550 nm fiber-coupled PDV system 
utilizing a 3x3 mixer and detecting signals on up to three detectors for high signal fidelity.
1,2
 
Analysis is carried out using either short time Fourier transform or peak finding analysis.
2
 The 
PDV system is digitized on an 8 GHz oscilloscope with a 25GS/s sample rate, which yields an 
upper limit of 6.2 km/s on the measured velocity. Coincidentally this is the maximum velocity 
achievable using 12 µm flyer plates.  The most important aspect of this microscope-based 
arrangement for laser-driven flyer plates is that any single-shot experiment which can be 
optically coupled to a standard inverted microscope can be utilized to study different aspects of 
shock compression phenomena.  In this thesis, we highlight the use of optical pyrometry plus 
PDV for temperature measurements in explosives during shock compression and the initiation 
that follows.
3
  The following sections detail the pulse stretching and homogenization, target 
chamber and sample arrays, characterization and range of the impactors, and finally the 32-
channel emission spectrometer for making optical temperature measurements. 
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2.1.3 Spatial and temporal manipulation of a one-box laser for launching flyers 
 The laser drive pulse, as produced, is too short temporally and of insufficient spatial 
profile for effectively launching flat flyer plates for impactor experiments.  To launch flat 
impactors the spatial profile of the launch beam is converted into a flat top using an 80 mm 
diameter diffractive optical element (Silios).  The beam homogeneity increases with a more 
multimodal laser pulse, described by the M2 factor, which is ~40 for our launch laser.  The 
homogenized pulse can be seen in Fig. 2.1b.  The flat top portion of the beam is 500 µm in 
diameter and results in flyer plates which are flat across a 500 µm diameter for 25 µm aluminum 
flyers and ~400 µm diameter for thicker aluminum and copper flyers.  The reduced diameter is 
due to edge effects cause by tearing the flyer from the surrounding foil and can be minimized by 
using cut-out flyers.  For flyer plates above 50 µm thick, strong shock reverberations occurred in 
the flyer plates when using a 10 ns laser pulse.  These reverberations were monitored by PDV 
and observed to cause mechanical instabilities and occasionally flyer break-up in flight.
2
  In 
order to minimize these reverberations and eliminate flyer break-up, the launch pulse was 
stretched to 20 ns using a ring cavity pulse stretcher.  The optical attenuator utilizing a Faraday 
isolator, beam expander, and ring cavity have an overall efficiency of 90%, while the spatial 
homogenization process using the diffractive optic is 68% efficient. The overall system 
efficiency is thus 61% from the laser box to the target chamber, resulting in a maximum pulse 
energy on target of ~1.5 J. 
2.1.4 Sample arrays for high throughput compression experiments 
 The target chamber for shock initiation is depicted in Fig. 2.2a. Flyer plate and target 
substrates are 76 x 76 x 6 mm Starphire glass.  Metal foils are bonded to the glass substrate using 
Ecobond 24 (Emerson and Cummings, Inc.).  The flyer plate is held apart from the target by a 
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stainless steel spacer that is 375 µm thick, allowing room for the flyer plate to accelerate to a 
constant velocity and for the reverberations to dampen out.  The spacer and target array can be 
seen in Fig. 2.2b.  The target consists of a glass substrate with an adhesive-backed Kapton film. 
The film can be varied from 25 – 160 µm to control sample thickness.  Sample compartments are 
generated by laser-cutting wells in a hexagonally close-packed arrangement (Fig. 2.2c) to 
minimized collateral damage and maximize packing efficiency.  Using this arrangement 187 
individual shots can be taken on a single array.  The chamber is arranged in a top down 
geometry, where the laser is incident from above, which allows for liquids, powders, and 
polymer-bound charges to be used. The target array is held on a motorized microscope stage with 
micrometer precision (Prior Scientific, ProScan III – H117) mounted on an inverted microscope 
body (Olympus, IX73). Labview code is used to control the stage for rapid shock 
experimentation, while rotating filters, an objective turret housing microscope objectives ranging 
from 4X to 20X, and motorized flipper mirrors along the detection path allow for switching 
between a large number of diagnostics with minimal downtime. 
2.1.5 Characterization of flyer impactors 
 Flyer plates have been characterized through both PDV and direct imaging using a 
femtosecond white light strobe and intensified CCD camera.
1
  Figure 2.3a. shows a typical PDV 
trace where the reverberations can be seen damping out until a steady flyer velocity is reached. 
Upon impact a sudden drop to the particle velocity for the duration of the steady-driven shock is 
observed.  The steady-shock time (τs) is a linear function of flyer thickness which lasts for 4 ns 
with a 25 µm aluminum flyer plate, 8 ns with a 50 µm flyer plate, and so on.  For materials with 
a known Hugoniot, the pressure can be calculated directly from the observed particle velocity 
using the conservation equations.
4
  Figure 2.3b shows the range of flyer velocities which can be 
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achieved for a given flyer plate material over the relevant launch laser energy.  At the lowest 
laser pulse energies, such as the data presented below 125 mJ for 25 µm aluminum flyers in Fig. 
2.3b, edge-effects become significant and flyer plates don’t detach from the foil backing. To 
combat this, laser-cut flyers can be prepared, where a laser-mill outlines the 500 µm flat portion 
of the launch beam to allow foil release and enable the launching of low velocity flyers. Figure 
2.3c-d show the instant of flyer impact onto a glass substrate. The PDV signal and the white light 
flash were synchronized to determine the tilt at the instant of impact.
1
  When 35 shots were taken 
timed for the moment of impact within the 0.8 ns uncertainty of the measurement, the images 
were equally distributed between observing a flyer and not. This indicates that the tilt of any 
given flyer plates is <1 mrad.  
2.2 32- CHANNEL EMISSION SPECTROMETER FOR OPTICAL PYROMETRY 
2.2.1 Background 
 A multichannel emission spectrometer capable of measuring spectrally and temporally-
resolved emission on a single shot with a high dynamic range in time (nanoseconds to 
milliseconds or longer) and amplitude (in some cases a dynamic range of 10
4
) is described.  
Using a graybody model to interpret the spectra, the spectrometer can function as an optical 
pyrometer for remote sensing of high-speed, large-amplitude temperature transients, such as 
those produced during impact initiation of energetic materials (EM).
5
  Here we use EM to refer 
to molecular explosives that can undergo shock-to-detonation transitions. 
 Complete equation of state determination for materials under extreme conditions, for 
instance in the reactive flow of a detonating EM, is invaluable in advancing the fundamental 
understanding of chemical kinetics and dynamics at high temperatures and high pressures.
6
 
High-speed interferometers of various designs
7-9
 can remotely measure particle velocities and 
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shock velocities in a reactive flow.  An absolute pressure determination can be made by 
combining these two velocity measurements, based solely on momentum conservation.
4
  
However, temperature is more difficult to measure non-invasively and is a critical part of the 
equation of state.  
 An issue that frequently arises in optical temperature measurements of energetic 
materials is the simultaneous appearance of thermal radiation along with atomic or molecular 
emission lines.
10-12
  Our pyrometer divides the wavelength range of 450-850 nm into 32 distinct 
spectral wavelength channels. We will show these are enough channels to determine whether the 
emission fits a blackbody or graybody model, and to extract reliable temperatures, even when the 
intensities of some channels are boosted by emission bands or atomic lines.   
 A high dynamic range in time is needed to study phenomena occurring on a multiplicity 
of time scales.  A topic of current interest in the EM community is the use of predictive 
multiscale modeling, where atomic-scale molecular dynamics is used to inform continuum-scale 
simulations.
4,9-13
 One way to test the validity of multiscale simulations is to obtain accurate 
measurements of temperature over an extensive range of time scales, thereby identifying 
different stages of exothermic reactivity resulting from the inherently complex EM chemical 
kinetics.
13-16
   
 In the results presented here, we used the emission spectrometer to study prototypical EM 
and reactive materials (RM) in microgram quantities that were shock initiated by km·s
-1
 impacts 
created by laser-driven flyer plates.  RM consist of hard materials such as metals and ceramics 
that cannot be detonated, but can release large amounts of energy in a short time.
17
  The shock-
induced emission resulting from initiation and ignition processes was collected from a 50-100 
m diameter region with a microscope objective, and was transported to the emission 
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spectrometer.  However, it is clear that the usefulness of our spectrometer design is not limited to 
this specific application, and it could be used for a variety of standoff single-shot measurements 
involving transient high temperatures simply by changing the imaging optics.   
  A number of other optical pyrometers have been described previously, for the purpose of 
single-shot monitoring of the temperature of reacting energetic materials
18-20
 or shocked inert 
materials such as deuterium.
16,17,21
  These usually consist of a grating spectrograph and streak 
camera detector, or two to eight photodetectors with fiberoptic coupling and different color 
bandpass filters.
20-23
  Streak cameras can have high dynamic range in wavelength, with typically 
hundreds of discrete wavelength channels,
23,24
 but have a low dynamic range in intensity and 
time for single-shot events, and streak cameras are difficult to calibrate with continuously-
emitting radiometric sources that emit low average powers.
25
 Photodetector/bandpass filter 
systems with a small number of channels have large spectral bandwidths (50 nm or more) in each 
channel, leaving the system susceptible to large fitting uncertainties and dependent on the 
assumption that no atomic or molecular emission is present on top of the thermal emission.
23
   
2.2.2 Pyrometer components 
 The apparatus described here consists of a prism spectrograph fiber optically coupled to 
32 photomultiplier tubes (PMTs) and high-speed digitizers.
22
 Prism spectrographs can be 
advantageous over grating spectrographs due to a lack of higher diffraction orders, significantly 
improved throughput, and minimal geometric aberration even at high numerical apertures
26
 
(N.A. = 0.3 in the present case).  Prism spectrographs are used infrequently, in part due to their 
non-linear dispersion, which creates a nonlinear wavelength abscissa and a detection bandwidth 
that increases moving from the blue to the red.
27
  It is straightforward to transform to a linear 
wavelength abscissa computationally, but the bandwidth variation remains a problem.  We have 
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at least partially compensated for the bandwidth variation by using a stepped fiberoptic array.  
We chose PMT detection due to the fast high-gain response. Since the intensity of thermal 
radiation increases linearly with emitting area, using high-gain detectors allowed us to perform 
measurements on microscopic sample regions, typically <100 µm in diameter, using microscope 
objective optics.  The ability to image such small regions is particularly useful in the study of 
EM and RM, since microscopic explosive charges are inherently safe.  
 Space considerations prohibit placing many PMTs in a spectrograph image plane, so we 
used a 321 stepped fiber optic bundle to transmit light from the spectrograph to the PMTs,24  
and as far as possible, maintain a constant spectral bandwidth for each channel. 
 Because our transient digitizers had a large temporal record length limited by the 2 GB of 
onboard memory, we developed a log (time) analysis routine
28
 that allows us to easily identify 
different stages of EM or RM heat release that result from multistage reaction pathways
29,30
 or 
hot spot growth and propagation dynamics.
26
  In the rest of this paper, we first describe the 
emission spectrometer.  We describe the stepped fiber optic method to couple the prism 
spectrograph to the PMT array.  We characterized the spectral and temporal response of the 
spectrometer, the limits of detector linearity and absolute radiometric calibration.  We describe 
the log (time) binning algorithm used to monitor multistage temperature dynamics.  Finally we 
present results obtained with impact-initiated EM and RM that produce graybody emission, or 
graybody emission accompanied by atomic or molecular emission. 
2.2.3 Experimental arrangement 
 A schematic of the experimental arrangement for detecting emission from microgram 
quantities of EM or RM impacted by km·s
-1
 laser-driven flyers is shown in Fig. 2.1.  Emission 
was collected with a 10X Nikon objective and separated from the 1550 nm PDV laser using a 
23 
 
high-pass dichroic mirror.  The emission could either be emission produced by high-speed 
impacts on a sample, as described here, or it could be photoemission from a shocked material 
produced by a photoexcitation laser.
31-33
  The emission passed through a spatial filter with a 
variable aperture that allowed us to select the size of the region of interest, which was typically 
50-100 m at the center of the 500 m diameter flyer plates.  The emission was imaged onto the 
entrance slit of the homebuilt high-throughput prism spectrograph, and the dispersed emission in 
the 450-850 nm range was imaged onto a 321 fiberoptic array. The 32 wavelength channels 
were directed to 32 PMT modules arranged on two circuit boards, and the electrical signals from 
each PMT were transmitted to a high-speed digitizer array using low-attenuation RG142 coaxial 
cable.  The PMT modules were Hamamatsu H10720-20, with extended red response S-20 
photocathodes.  Each PMT module had an individually adjustable gain potentiometer.  The PMT 
manufacturer specified a rise time of 0.57 ns.  We characterized the time response of the modules 
by detecting 135 fs 400 nm pulses from a mode-locked Ti:sapphire laser.  We found that the 
risetime was 0.5 ns, and the impulse response function had a full-width half maximum of 2.2 ns.  
The digitizer array consisted of eight front-end modules, each with four input channels having 
10-bit resolution, 1.5 GHz bandwidth, 1.25 GS∙s-1 sampling rate, and 2 GB of onboard RAM 
(National Instruments PXIe-5162).  The digitizers were housed in an 18-slot PXI chassis 
(National Instruments PXIe-1085) with onboard computer controller (National Instruments 
PXIe-8135 Core i7-3610QE 2.3 GHz).  The digitizers have onboard synchronization which was 
verified on all channels using a super-continuum generated from the mode-locked Ti:sapphire 
laser. Further post-processing was not required to achieve synchronized detection to the 800 
ps/pt detection limit of the digitizers. 
2.2.4 Light collection, prism spectrograph and fiberoptic coupler 
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 The spectral range of the detection system, 450-850 nm, was chosen to match the peak 
sensitivity of the PMT S-20 photocathodes.  Since the dispersion through a prism increases from 
the red to the blue portion of the spectrum,
27
 we designed a custom 321 fiber array made for us 
by FiberTech Optica.  Ideally the array would provide a constant spectral bandwidth at each 
channel by gradually decreasing the fiberoptic diameter moving from the blue to the red, but in 
practice the fibers were available only in certain fixed diameters, so we had to use a stepped fiber 
array.  The design of the stepped fiber array required consideration of several factors involving 
the numerical aperture of the emission collection and beam transport system, the spectrograph 
slit width and magnification, and the PMT spectral response. 
 We built a first-generation spectrograph which was in use from 2015 - 2016,
30
 and with 
lessons learned we designed an improved second-generation system in use from 2016 - 2018.  
Recently, a third generation fiber array was implemented which will be described in detail in a 
later section.  This third-generation fiber array system is presently in use.  For the first 
generation, we started with a legacy prism spectrograph having a fixed 100 m entrance slit and 
achromatic doublets optimized at three wavelengths, in the red, yellow and green, to provide a 
magnification of 4.4X.  This spectrograph imaged the 450-850 nm spectral region to a 22.4 mm 
wide stripe.  This meant the average diameter of the 32 fibers had to be 700 m.  Figure 2.4a 
shows the layout of the first-generation
30
 stepped fiber array, where the fibers ranged from 100-
1000 m, along with the spectral bandwidths for each fiber, computed as discussed below.  
Ultimately the problems associated with this design became apparent.  The relatively thick fiber 
optics had significant loss into the cladding and were mechanically stiff and prone to breakage.  
Achromatic performance of the doublet lenses was poor in the blue region and combined with 
the large spectrograph magnification resulted in serious spectral distortions described below. 
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 The spectral range (max - min) observed by an individual fiber is given by,
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where Xj is the fiber diameter of the j
th
 fiber, f is the imaging lens focal length, and θ() is the 
deviation of the rays through the prism. The deviation is given by,
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where  is the incidence angle at the minimum deviation for the center wavelength, α is the apex 
angle of the prism and n(λ) is the refractive index of the prism. In our spectrograph, f = 50 mm,  
= 62.9º, and α = 60º.  
 The second-generation spectrograph was designed with higher-quality achromatic lenses 
and lower magnification.  The collection objective and the objective that focused into the 
spectrograph (Fig. 2.1) were matched Nikon 10X Plan Fluor N.A. = 0.3 objectives with spherical 
aberration corrected at 3-4 colors and chromatic aberration corrected at 2-4 colors.  The lenses in 
the spatial filter were Nikon 2X Plan Apochromatic Lambda series objectives.  The spectrograph 
employed a compact variable entrance slit (Newport).  The spectrograph lenses were aspherized 
achromatics (Edmund Optics).  In the spectrograph, the input lens focal length was 40 mm and 
the output lens focal length was 50 mm, giving a net magnification of 1.25X, so the image width 
for 450-850 nm was reduced to 6.95 mm.  In that case the average fiber diameter was 220 m.  
The layout of the second-generation fiber array is shown in Fig. 2.4b, along with the computed 
spectral bandwidths for each fiber optic.  In our improved design, we chose to make the 
bandwidths 5-15 nm except in the far red, where we used higher bandwidths around 25 nm to 
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collect more red light to partially compensate for the rapid drop of PMT photocathode sensitivity 
above 800 nm.  
 The fiber coupling for the first generation spectrograph was one meter in length. For the 
second generation the length was increased to 1.5 meters to reduce tension in the fibers. For 
nanosecond resolution spectroscopy the group dispersion of this length of fiber optics has an 
insignificant effect on the timing. In standoff applications where the spectrograph and fiber array 
are coupled to detectors with a much greater length of fiber, post-processing may be required to 
synchronize the channels due to the different propagation velocities of the light frequencies.  
2.2.5 Microscope upgrade 
 A major upgrade to our homebuilt optical setup was installed in May of 2017.  Upgrades 
were made to the target array stage and detector optics.  The target array is now held on a 
motorized microscope stage with micrometer precision (Prior Scientific, ProScan III – H117) 
mounted on an inverted microscope body (Olympus, IX73).  LabVIEW code was written to 
control the stage so that a simple list of well positions could be uploaded to generate a shot 
pattern.  The microscope body allows for convenient switching between eyepieces, which we use 
for alignment, and an optical detector line.  When replacing the previous homebuilt setup, the 
Nikon 10X objective was replaced with the microscope body consisting of an objective turret 
which houses Olympus 4X, 10X, and 20X objectives.  The dichroic long pass filter and beam 
splitters for splicing in the PDV laser and pump lasers were replaced with a short pass 850 nm 
filter and a filter turret which we switch between various long pass filters and beam splitters to 
optimize our emission spectroscopy.  For the pyrometry which constitutes the majority of the 
work described here, an optical flat was used.  The spatial filter which previously consisted of 
matched Nikon 2X objectives was replaced by matching an additional microscope tube lens to 
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the tube lens which is built into the microscope.  All of these upgrades contribute to a system 
which is more user-friendly, lower loss, and allows for a larger field of view in imaging 
applications than was available previously. 
2.2.6 Third-generation fiber array 
 Recently, a third-generation fiber array which does not use a gradient of fiber diameters 
has been implemented.  The graded 32-fiber array was replaced with a 51-fiber array with a 
constant 100 µm fiber diameter.  In order to achieve the same non-linear wavelength correction, 
this fiber array was outfitted with SMA connections on the fiber terminuses where multiple 
fibers were bundled into the same output so as to approximate the increased diameter of using a 
graded fiber-array.  The advantage of this system is four-fold:  the SMA terminators plug directly 
into the fibers and do not require the custom housings which were required to couple the bare-
fiber ends to the detectors in the previous iterations, machining the fiber array was possible with 
a higher precision and accuracy, a constant diameter fiber core inherently eliminates the artifact 
that arises during calibration without a spatial filter and plagued our previous system, and the 
fibers can be customized with finer resolution in order to maximize bandwidth where it is most 
necessary.  The bandwidths of the third generation fiber array are given in Figure 2.4c.  Due to 
the enlarged true size of 100 µm fiber optics, their true size is 130 µm due to cladding and a 
jacket as compared to the 10% diameter increase which is required for the core and jacket on 200 
and 300 µm fibers, converting from our second generation array was not accomplished by simply 
converting each single 300 µm fiber into 3 100 µm fibers and each single 200 µm fiber into 2 
100 µm fibers.  We decided to further increase the bandwidth on 3 channels by including 4-fiber 
bundles to replace the 300 µm fibers which necessitated the conversion of several 200 µm fibers 
into single 100 µm fibers.  Trading bandwidth on central channels, where the PMT sensitivity is 
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highest, for bandwidth on the first channels allows us to have a higher overall sensitivity in our 
newest iteration in addition to the previous upgrades outlined. 
2.2.7 Spectrometer calibration and linearity 
 In order to determine the center wavelength of each spectral channel, we input quasi 
monochromatic light of known wavelengths, produced by filtering an incandescent lamp through 
a grating monochromator with a 10 nm bandwidth.  To verify the spectral response, we obtained 
test spectra from a series of five laser dyes having known overlapping emission spectra that 
spanned the 450-850 nm spectral range.  The dyes, from Exciton Corp., pumped by the 3
rd
 
harmonic (351 nm) of a 100 ns pulsed Nd:YLF laser were: coumarin 500, R6G, DCM, LDS-722 
and HITCI, all 10
-4 
M in ethanol.  The results for the first and second-generation systems are 
shown in Fig. 2.5.  The solid curves are the reference dye emission spectra, obtained using a 
factory-calibrated emission spectrometer (Ocean Optics USB4000).  In Fig. 2.5, look closely at 
the deviations between the reference spectra and the discrete points representing the PMT array.  
For the first-generation system, with the fibers located precisely in the output focal plane of the 
spectrograph, the results were significantly worse in the blue region.  The best results, shown in 
Fig. 2.5a, were obtained with the spectrograph output lens slightly misfocused to spread the 
errors across the entire spectrum.  Nevertheless, numerous deviations from the reference spectra 
were observed, for instance on the falling red edge of the DCM and LDS-722 spectra.  These 
deviations are the result of overly large spectral bandwidths caused by chromatic aberration and 
the large fixed entrance slit combined with the high spectrograph magnification.  The worst 
deviations were observed on the falling red edges of the spectra.  They were caused by light from 
the spectral maximum leaking into the fibers at the red edge, and the red edge was a bigger 
problem than the blue edge because the spectral bandwidths increased from blue to red.  Light 
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from the spectral maximum leaked into channels on the red edge, pulling them up too high and 
making the emission spectrum too broad.  The results using the same dyes with the second-
generation system are shown in Fig. 2.5b.  There was a significant improvement across the entire 
spectrum, with only minimal deviations between the measured and reference spectral intensities. 
From figure 2.5b it appears that center wavelength assignments are within ~2 nm.  The 
monochromator was also used on the third-generation system to verify its bandwidth and 
wavelength distribution; however, we did not repeat the calibration using dye solutions.   
 Linearity of the pulsed PMT response was established by exposing the PMTs to 100 ns, 
560 nm photoemission pulses from R6G dye pumped by a pulsed Nd:YLF laser, and terminating 
the PMTs into 50 inputs.  Linearity of the continuous illumination response was established 
using a fiber-coupled radiometric standard with a color temperature of 2700K (StellarNet Inc.), 
and terminating the PMTs into 1M.  For the pulsed response, we determined the PMT was 
linear below 40 mA into 50.  For the continuous input, we determined the PMT response was 
linear below 100 A into 1M.  An important point:  these relatively high saturation current 
levels were obtained only when the distance between the fiberoptic and the PMT was adjusted so 
that light from the fiberoptic expanded to fill the PMT photocathodes.  Illuminating smaller spots 
on the photocathodes drastically reduced the saturation current.  The third generation fiber array 
eliminated the need for fine-tuning the distance between the fiber and the PMT by using 
commercial couplings between the PMT and fiber array through SMA-type connectors on the 
fiber outputs.   
 The data for the saturation measurements are shown in Fig. 2.6.  In Fig. 2.6a, the pulsed 
output of one PMT into 50 was adjusted to provide the near-saturation output current of 40 
mA.  Then the optical input was attenuated using two neutral density filters, OD = 0.3 and OD = 
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1.3  (Thorlabs).  These neutral density filters were calibrated with a commercial UV-VIS 
spectrometer (Shimadzu UV-3600+) with a 1 mm x 5 mm beam spot size. Rotating the neutral 
density filters in that beam resulted in a 3% variation in transmission, so that was taken to be the 
error in our optical attenuation. The PMT output current was observed to be attenuated by the 
values expected for these filters to within 3%.  Figure 2.6b shows the wavelength-resolved 
output of the PMT array with the continuous calibration lamp, and with the PMTs into 1M 
digitizer inputs.  The gain on each PMT was set so each output was equal to the maximum value 
readable on the oscilloscope, 30 µA. This current is well below the nominal saturation value of 
100µA which is listed in the product specifications.  As in Fig. 2.6a, the neutral density filters 
produced the expected attenuation values within 3%. 
 To create a radiometric standard needed for pyrometry measurements, the spectrometer 
was calibrated by placing the output of the fiber-coupled 2700K radiometric lamp at the target 
position in Fig. 2.1.  Figure 2.7 shows the reference PMT spectral response taken from the 
Hamamatsu data sheet, and the reference radiometric standard source output taken from the 
manufacturer’s NIST-traceable calibration curve.  Figure 2.7a also shows the PMT outputs into 1 
M when the spectrometer was illuminated by the radiometric source and the individual PMT 
gains were set to ~25 A, securely below the saturation level.  Figure 2.7b then shows the 
spectrometer output when these gain values were locked in and a correction vector was applied, 
establishing an absolute calibration for spectral radiance (W sr
-1 
m
-2 
nm
-1 
A
-1
), with each channel 
below the saturation threshold.  Note that this calibration method automatically accounts for the 
different spectral bandwidths on each channel.  
2.3 OPTICAL PYROMETRY 
2.3.1 Graybody model 
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 Graybody emission methods, where the emissivity (,T) is assumed independent of 
wavelength  and temperature T, have been found to give good results for molecular 
explosives.
34-36
 Planck’s radiation law for a graybody, where the emissivity ε < 1 is independent 
of wavelength and temperature is, 
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where L(T,λ) is the spectral radiance, λ is wavelength, and h, c, and k represent the standard 
physical constants.  Fitting the spectral radiance of a graybody with a spatially-uniform 
temperature to Eq. (2.3) yields measurements of the graybody temperature T and the graybody 
emissivity .      
 Equation (2.3) can be forced into a linear form by neglecting -1 in the denominator, 
which is correct in the limit of short wavelength and low temperature.
37
  In the present case 
where  < 1 m, we have calculated that this approximation is valid here.  Simulations showed 
that the approximation causes an underestimation of T by 2% at 6000K and 5% at 8000K, which 
is smaller than measurement errors.  Equation (2.3) can thus be rearranged to yield,
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  At a given temperature T, when Z is plotted versus -1, a graybody emitter yields a linear 
plot with slope hc/kT and intercept –ln(ε). 
 Temperature fits are made using either Matlab or Origin Pro non-linear fitting algorithms 
and uncertainties are presented as the 95% confidence limit based on the standard error of the 
statistical curve-fitting. Systematic error, such as would be incited by an incorrect wavelength 
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assignment or poor spectral radiance calibration, would be accounted for in this uncertainty. A 
10% uncertainty threshold was applied where temperature fits with an uncertainty above 10% 
were discarded due to poor fit quality.  
 
2.3.2 Application of the graybody model to molecular explosives 
One important problem associated with impact initiation of energetic materials (EMs) 
involves the behavior of “hot spots”.  Hot spots can be formed when the EM microstructure 
temporarily concentrates the energy of the initiating shock into small volumes,
27,30,38
 believed to 
range from microns to millimeters.
30
 When hot spots are present, the EM develops a spatially-
inhomogeneous temperature distribution, but the spectrometer measures the emission averaged 
over the observed projected area.
26
  If we take into account the three-dimensional nature of the 
sample and assume a simple geometry, the projected area can be taken to represent the sample 
volume. For the three-dimensional geometry it is important to consider sample opacity. For a 
perfect blackbody an infinitesimal thickness is opaque.  In the case of an imperfectly opaque 
sample the emissivity will appear lower than the true emissivity. When a graybody emitter has a 
distribution of temperatures the emission is dominated by the highest-temperature region.  Thus 
the graybody signature of hot spots is a high spectral temperature with a low emissivity, since 
only part of the emitter is at the high temperature.
39
 Temperature fits were limited to a single 
graybody. Given that there are 32 data points to fit at a given time step, increasing the number of 
graybody fits allowed can easily result in an over parameterized fit and unphysical results.  The 
total intensity of the a thermal emitter scales with T
4
 and so in the case of a low area hot spot 
against a warm background (e.g. a 6000 K hot spot against a 3000 K background with 16X the 
area) the fit of a single temperature will appear cooler with larger uncertainty. In the case where 
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multiple disparate temperature regions are present with a surface area ratio which strongly favors 
the cooler temperature, the uncertainty in a single fit will be below the fitting threshold and 
return a null fit.    
 Consider a graybody emitter uniformly at temperature T, with emissivity .  Let us denote 
the observed spatially-averaged emissivity .  In this spatially-homogeneous case, 
   = ,           (2.5a) 
but when the emitter has a spatially inhomogeneous temperature distribution consisting of hot 
spots against a colder background, and the hot spot volume fraction is V*, 
 =   V*.           (2.5b) 
 Thus a time-dependent variation in the observed emissivity at a constant temperature 
can be related to the growth or decline of the hot spot population.  It is possible to quantitatively 
determine the hot spot volume fraction V* if conditions can be found where the EM sample can 
be made to react homogeneously.
39
  This is often the case with impacts that drive detonation-
strength shocks into the EM sample, so that the sample becomes one large hot spot and V* = 1.  
In such a case  is determined, and at any other condition where hot spots are present, the 
spatially-averaged emissivity  gives the instantaneous volume fraction of hot spots V* = /.  
2.3.3 Log (time) plots for representing temperature dynamics of long time ranges 
 With a high-speed digitizer having a large record length, each successive decade in time 
contains ten times as many points as the previous decade.  In the later decades, these huge 
collections of data points are not useful, so log (time) plotting with binning
40
 is an excellent way 
of dealing with this issue, and it is especially useful when the dynamic processes of interest 
stretch over many decades of time and consist of multiple distinct stages.  In our spectrometer, 
the digitizers operate at 1.25 GS s
-1
 with 2 GB of onboard RAM, so at full speed each digitizer 
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could collect one data point every 0.8 ns out to about 2 ms.  Reducing the sample rate increases 
the maximum time limit, e.g. 8 ns between points for 20 ms.  At 0.8 ns per point, the 1 ns decade 
has twelve data points while the later decades have tens of thousands of data points.  Starting at 
10 ns, we broke up each temporal decade into 15 - 25 logarithmically spaced time bins.  The 
points in each bin were averaged together. 
 One problem with log (time) plotting is that time zero is not defined.  In our experiments, 
we designate the instant of flyer plate impact as t = 0.  It then takes several nanoseconds for the 
shock to propagate through the sample, so by convention, we begin our log (time) plots at 10
-8
 s, 
which represents the approximate time the entire sample has been shocked up.
39,41
 
 An example of log (time) plotting and binning is shown in Fig. 2.8.  The plot shows the 
radiance observed by a single PMT, created when a 25 m thick Cu flyer plate at 1 km·s-1, 
arriving at t = 0, impacted a nanolaminate thermite
42,43
 consisting of 6 alternating layers of 
zirconium (129 nm thick) and copper oxide (233 nm thick) on a glass substrate.  It would also be 
possible to sum the signals from all 32 PMTs to determine the radiance with enhanced signal to 
noise.  This Zr/CuO nanolaminate reacts with a high exothermicity of 20.01 kJ cm
-3
,
28,42
 which is 
about twice the value for HMX.  Figure 2.8a shows the linear-time radiance, which peaks at 
about 2.5 s and decays with a long tail lasting tens of s.  In Fig. 2.8a, the red dots 
superimposed on the data represent the log (time)-binned averaged data points, which have 
enhanced signal-to-noise ratios in the later decades.  On the linear time plot in Fig. 6a, there is a 
spike near the t = 0 impact time with an indiscernible structure.  Expanding the time scale (inset 
to Fig. 2.8a) shows a dual-peak structure with one peak near 20 ns and the other near 300 ns.  
Thus the radiance appears with a three-peak structure.  Figure 2.8b shows the corresponding log 
(time) plot, which makes the three-peak structure immediately obvious.  In Fig. 2.8b we also 
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show the time-integrated radiance.  The integral shows that the 20 ns peak represents 1% of the 
total radiance, the 300 ns peak represents 2% of the total radiance, and the 2.5 s peak represents 
the other 97%.  So in Fig. 2.8, the emission from the shocked EM was obtained over 4 decades in 
time, with an amplitude dynamic range >10
3
.   
 
 
2.4 APPLICATIONS 
2.4.1 Impact initiation of energetic materials 
 Impact initiation of EM cannot be fully understood without measuring the EM response 
over a wide range of time and length scales ranging from the atomic level to the continuum 
level.
13,44
 In our first application of the emission spectrometer, detailed in chapters 3 and 4, we 
investigated impact initiation of HMX (Octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine), an 
insensitive high-performance explosive, in the form of an ultrafine powder with particle size 
4(±3) m.42  We showed that we could obtain time-resolved spectral radiance measurements that 
could then be converted to temperatures and emissivities, which allowed us to probe multiple 
stages of the initiation and ignition processes.
43
  In the early stages, exothermic chemistries were 
initially localized in so-called hot spots.
42
  By about 0.3 s the hot spots underwent a growth 
spurt until the entire sample became uniformly ignited, producing a deflagration.
45
  Deflagration 
is a term used to denote high-speed combustion processes occurring at ambient pressure. 
 In further application of the system to polymer-bound explosive charges (PBXs), detailed 
in chapters 5, 6, and 7, we investigated the impact initiation of various energetic materials which 
are bound in a silicone-rubber binder.  This binder allowed the sample to be densified to nearly 
100% of its theoretical maximum density.  The evaluation of these dense PBX charges has led us 
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to further understanding of hot spot formation and the underlying cause of the extremely high-
temperature hot spots observed in low-density samples such as those initially studied. 
2.4.2 Graybody emission with molecular bands and atomic lines 
 Figure 2.9 shows two examples of impact emission from RM and EM that illustrate how 
the 32 channel emission spectrometer alleviates one of the biggest problems associated with 
optical temperature determination, the appearance of molecular emission bands or atomic 
emission lines that lead to temperature errors if the bands are not resolved from the thermal 
emission.  In Fig. 2.9a, a 0.48 km·s
-1
 Cu flyer plate impacted a nanothermite RM that was a 
mixture of Al and CuO nanoparticles.
46
  This nanothermite, once ignited, can burn with more 
than twice the energy of HMX, but it burns much more slowly.  There was no observable 
emission until 1 µs after impact, and there was a secondary emission burst starting at ~100 µs 
which persisted through the end of the measurement.  The radiance averaged in the second 
emission burst, over the time range 80 – 200 µs, is shown in Fig. 2.9b.  The radiance in Fig. 2.9b 
was a good fit to a graybody at 2400K excepting the positive deviation around 550 nm.  The 
positive deviation can be attributed to unresolved emission bands of hot molecular AlO
47
 in the 
gas phase above the burning thermite.  Figures 2.9c,d show the result of an experiment where a 
tiny quantity of HMX powder was spread onto a glass window.  The tiny amount of HMX 
became hot enough to vaporize glass.  The spectral radiance in Fig. 2.9d was a good fit to a 
graybody at 3400K excepting the positive deviation at 600 nm.  This positive deviation can be 
attributed to unresolved Na
+
 emission lines.  As illustrated in Fig. 2.9, our 32 channel 
spectrometer provides the ability to confidently distinguish between graybody and atomic and 
molecular emissions.   
2.5 SAMPLE PREPARATION 
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2.5.1 Flyer plate preparation 
 The process for fabricating a flyer plate is relatively straightforward. The desired flyer 
foil (Alufoil Inc., Hauppage, NY) which is typically aluminum and 25, 50, or 75 μm thick is 
placed upon a 6 mm thick, 100 mm x 100 mm borosilicate substrate (McMaster‐Carr).  The 
borosilicate substrate is used as a base to roll the flyer foils upon. To temporarily stick the foil to 
the glass surface ethanol is sprayed onto the glass just before the foil is set upon it. This is 
important because it prevents the foil edges from delaminating and curling during the rolling 
process. The foil is then uniformly rolled against the substrate using a metallic cylinder, typically 
a machined rod with high uniformity. The rolling process is important because it removes some 
of the roughness in the received foils.  To adhere a 6.35 mm, 75 mm x 75 mm low-iron 
Starphire™ substrate, purchased from Fusion Glass, to the foil 3 drops of sonicated and degassed 
Ecobond 24 (Emmerson and Cummings) epoxy is used.  A second borosilicate substrate is then 
set upon the flyer Starphire substrate, and the entire assembly is clamped together. This is 
warmed to 60 °C for 2 hours to cure the epoxy. Once this process has finished excess foil is 
removed using a razor blade.   
 This flyer fabrication process works for other materials than aluminum as well. Flyer 
plates using copper, titanium, tantalum, tin, and stainless steel have been fabricated using this 
method. Factors that influence foil choice should be the density of the metal, since maximum 
velocity scales with the mass of a given flyer, and the ability of the epoxy to adhere the foil to 
the window. When the epoxy does not form a strong bond a large region of the foil will peel 
away from the substrate with each shot, limiting the number of shots. We found that this was 
problematic with tin, tantalum, and stainless steel flyers.  Additionally, to launch very slow flyer 
plates it is necessary to pre‐cut the flyers from the surrounding foil. This eliminates drag forces 
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from the foil sheet which can stop the flyer in flight.  Typically, measurable drag will occur 
when the maximum velocity for a flyer is below 0.5 km s‐
1
, but does depend on the foil 
thickness. Such flyer substrates are referred to as “cut outs” and are produced using a laser‐mill 
in our department machine shop. 
2.5.2 Target substrate preparation 
 To create uniform explosive charges, a series of 1 mm diameter holes was laser-cut from 
a 25 - 120 m thick sheet of adhesive-backed Kapton tape bonded to a glass window 75 x 75 x 
6.35 mm3, producing the pattern of 186 wells shown in Fig. 2.2c.  Typical samples were created 
using a 40 µm thick film and 1 mm diameter, where the volume of each well was 3 x 10
-5
 cm
3
.  
Wells were created in a hexagonal close-packed arrangement on 5 mm centerlines.  The 187 
wells allowed for a large throughput of explosive samples to be studied at any given time. 
2.5.3 Low-density HMX samples 
 Chapter 3 and 4 describe experiments performed with ultrafine HMX.  Fluid energy 
milled (FEM) HMX powder, provided by Dr. Dan Hooks of Los Alamos National Laboratory, 
had a mean particle diameter of 4 m, and the width (standard deviation) of the size distribution 
was 3m.35  The mean density was 0.56 g cm-3 (29% of crystalline density), and the surface area 
was 2.16 m
2
g
-1
.
35
  This HMX powder was spread over the wells and the powder was gently 
pressed into the wells with a Teflon-coated spatula.  Since PDV could not see the flyers through 
the HMX layer, thirty of these wells were left empty for flyer plate velocity test shots to establish 
the laser fluence-flyer velocity relationship.
30
  We are confident the actual HMX impact 
velocities were accurately determined by the test shots due to the high reproducibility of our 
flyer launches (±1% or better
1
) and because we could verify the speed of the flyer launch by 
detecting shocks emerging from HMX at the HMX-glass interface.   
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 A microscope photograph of a single well of HMX powder is shown in Fig. 2.10.  The 
density of HMX was measured by pressing a sample into a larger well of known volume in the 
same manner as the small wells and measuring the mass of sample in the well. The density of 
this pressed material was not significantly different from the bulk powder, so each sample well 
contained about 18 g of HMX, and the entire array of wells contained about 2.6 mg of HMX.    
Caution!  HMX, though a relatively insensitive EM, can react to produce a powerful explosion 
with energy release up to 11.7 kJ cm
-3
.  However an 18 g charge of low-density HMX in a 
single sample well could generate no more than ~100 mJ of energy.    
 
2.5.4 Polymer-bound PETN charges 
 Polymer-bound explosives based on the commercial product known as XTX-8003 were 
used predominately to eliminate the porosity of the HMX samples initially used.  These samples 
were typically composed of 80 wt.% pentaerythritol tetranitrate (PETN) and 20 wt.% 
poly(dimethylsiloxane) (PDMS, Sylgard 182) and denoted XTX.  All XTX samples were made 
by diluting PDMS in hexanes with a suspension of fine-grain PETN, and stirred for 24 hours 
until the hexanes evaporated and PDMS was cured.  FTIR was performed on the samples to 
ensure no residual hexanes was present.  Some XTX samples were used as produced and contain 
micron sized pores as discussed below. These samples will be referred to as microporous XTX 
(µXTX).  The rest of the XTX was transferred to a hydraulic press and pressed to 2000 PSI.  
Once removed from the press, the putty-like material was transferred to a stainless steel slab 
where it was repeatedly flattened and folded onto itself until a homogenous putty was formed.  
The homogenizing process eliminated the microscale pores but likely left behind nanopores, and 
we will refer to those samples as nXTX.  Differential scanning calorimetry (PerkinElmer) was 
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consistent with literature for both µXTX and nXTX. The density of µXTX and nXTX was 93 ± 
4% and 99 ± 2%, respectively, of the reported density of XTX8003 (1.556 g cm
-3
) estimated by 
filling large (3 mm diameter x 0.5 mm thick) wells. Scanning electron microscope (SEM) images 
of the micro- and nanoporous XTX are shown in Fig. 2.11.  The µXTX shows many micron-
scale pores and has a highly scattering appearance, while nXTX has a translucent appearance.  
Nanopores cannot be seen at the spatial resolution of these images (~1 m), but we infer their 
presence from experimental results presented in chapters 5, 6, and 7.  Additionally, SEM images 
and 2D slices collected with computer-aided tomography (CT) are shown in Fig. 2.12.  Higher 
resolution SEM at higher magnification to directly observe nanopores was precluded by the 
onset of beam damage and space charging effects.  The size distribution of PETN crystals, from 
SEM images analyzed with the ImageJ software package, show average crystallite sizes of 2.3 ± 
1.4 µm in the nXTX and 6.6 ± 2.9 µm in the µXTX.  
2.5.5 Polymer-bound charges from various explosive bases 
 Alternate explosive-bases were also used to prepare extrudable charges.  These samples 
were composed of 80 wt.% explosive (PETN, RDX, TNT, or TATB) and 20 wt.% 
poly(dimethylsiloxane) (PDMS, Sylgard 182), henceforth referred to simply as X-PETN, X-
RDX, X-TNT, and X-TATB, respectively and are the subject of chapter 7.  The polymer was 
chosen to remove micron-scale void spaces[24] and closely match known PBXs XTX-8003 and 
XTX-8004 which are made using PETN and RDX respectively.[15,16] No published results on 
an extrudable explosive (XTX) variant with a TATB or TNT base were available.  All PBX 
samples were made by the addition of fine grain HE to a solution of PDMS diluted in hexanes, 
and stirred for 6 hours until the hexanes evaporated.  Samples were transferred to a hydraulic 
press where they were pressed at 2000 psi for 2 minutes. The material was then mechanically 
41 
 
worked with a Teflon-coated spatula until a homogenous putty was formed.  X-RDX samples 
had a uniquely coarse consistency due to the larger initial grain size of the base explosive; 
however it still did not contain any measureable void space on the micron scale or larger.  Fine-
grain PETN and TNT were generated by dissolving the as-received material in an appropriate 
solvent (acetone) followed by crashing it out as a powder in a non-solvent (water).  RDX and 
TATB were received as “ultra-fine” powders and used as such.  FTIR was performed on the 
samples to ensure no residual impurities were present.  Scanning electron microscopy (SEM) and 
computer tomography (Xradia MicroXCT-400) was performed on each PBX.  Representative 
micrographs and slices from 3D tomograms of RDX- and TATB-based PBXs are shown in Fig. 
2.13.  Higher resolution SEM at higher magnification to directly observe nanopores was 
precluded by the onset of beam damage and space charging effects.[24]  Computer tomography 
with sub-µm pixel resolution did not show void spaces in X-PETN, suggesting that samples 
have, at most, sub-micron void spaces similar to prior work.[24]  In X-RDX, similar 
homogeneity was observed with the exception of the occasional large crystal which survived the 
homogenization process (see bottom left of Fig. 2.13c).  X-TNT and X-TATB tomograms 
showed larger crystals and occasional void space.   
2.5.6 Miscellaneous samples 
 Several other types of samples were studied. Pure PETN was used in the form of a 
loosely-compacted fine powder, which is necessarily highly microporous, and in the form of 
vapor-deposited films 40 µm thick with an average density of ~90% theoretical maximum, which 
were made by physical vapor deposition on poly(methyl methacrylate) substrates at Sandia 
National Laboratories.
48,49
 The vapor-deposited PETN was also microporous, based on electron 
micrographs from Sandia National Laboratory.
49
 Inert homogenized PBX-analogues were made 
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by replacing PETN with fine-grain sucrose (XTSucrose) or monodispersed 5 µm SiO2 powder 
(XTSiO2), i.e. both were 20% PDMS by weight.  The sucrose, from Sigma Aldrich was ground 
and sieved to remove particles >40 m, and the silica from Sigma Aldrich was monodispersed 5 
m microbeads.  All samples, except the vapor-deposited PETN, were loaded into the 
microarray wells, pressed flat by a Teflon-coated spatula. 
2.5.7 Modified testing atmosphere   
 Experiments in various gaseous atmospheres were made by evacuating the sample 
chamber to less than 200 mtorr for at least 15 minutes.  When the sample pores were loaded with 
different gases, the chamber was pumped out and back-filled with one atmosphere of gas and 
was flushed between shots to remove EM product gases.  PDMS is highly amenable to gas 
diffusion and thus the various gases are able to permeate the binder and fill sample pores.
50
 
When flyers were launched in gas-filled chambers, flyer compression of the fill gas produced a 
bright flash.  To shield this bright flash from the pyrometer, a 500 nm thick Ti light shield was 
evaporated on each sample impact surface. 
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2.6 FIGURES AND CAPTIONS 
 
FIGURE 2.1. (a) Block schematic of the laser launched flyer system. (b) spatial profile of the 
focused homogenized launch beam.  
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FIGURE 2.2. (a) Expanded view of the flyer plate target chamber. (b) Glass substrate and 
stainless steel spacer for 3”x3” samples. (c) Close up view of hexagonal close-packed sample 
array. All samples are on 5 mm center lines. 
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FIGURE 2.3. (a) Velocity history of flyer plate impacting glass as measured by PDV. (b) Peak 
flyer velocity as a function of incident laser pulse energy for several thicknesses of aluminum 
and copper flyer plates. (c) Close-up of flyer impact on a glass substrate. Uf represents the steady 
flyer velocity before impact, Up represents the particle velocity at the glass aluminum interface, 
τs represents the supported shock duration. Blue dots note the timing of pictures taken in (d). (d) 
Flyer plate images taken with ultrafast whitelight source on axis. Prior to impact the flyer plate is 
indiscernible from background aluminum foil.  During impact the flyer is seen as a clean 500 µm 
circle. 
  
46 
 
 
FIGURE 2.4. Fiberoptic arrays and resulting spectral bandwidths in the (a) first, (b) second, and 
(c) third generation fiber arrays.  In the second and third-generation array, the bandwidth on the 
red edge was made extra large to mitigate the rapid drop of spectral response of the PMT 
photocathode in the red.  The numbers of each cluster in the third generation array represent the 
number of 100 µm fibers which were bundled into each output. 
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FIGURE 2.5. Wavelength calibration test using fluorescence measurements of five laser dyes on 
the (a) first) and (b) second generation fiber arrays. All dyes were 10
-4 
M in ethanol. The solid 
curves were reference spectra obtained from a calibrated spectrograph, and the discrete points 
were the outputs of the individual PMTs. 
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FIGURE 2.6. (a) Pulsed linearity measurements into 50 measured using photoluminescence 
pulses from R6G dye pumped by a 100 ns laser pulse.  OD 0.0 represents no neutral density 
filter, and the pulsed current was 40 mA.  The OD 0.3 and OD 1.3 filters have nominal 
transmissions of 50% and 5%, respectively. The horizontal lines are the intensities expected for a 
linear response.  (b) Continuous illumination linearity measurements into 1M.  The black data 
points represent PMT outputs at 40 µA currents.  The lines are the values expected for linear 
response. 
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FIGURE 2.7. (a) Continuous output currents of the PMTs below the 100 µA linear threshold, 
and reference spectra of the PMT photocathode sensitivity and the 2700K radiance standard.  (b)  
Spectrometer output when the individual PMT gains were adjusted to agree with the radiance 
standard.  
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FIGURE 2.8.  Log-time binning algorithm for reduced data sets and improved signal-to-noise 
applied to the emission from a shocked Zr/CuO nanolaminate thermite impacted at 1 km·s
-1
. (a) 
Linear time axis shows a peak at 2.7 s and a long tail extending out to tens of s, along with a 
spike near t = 0.  The inset shows the spike on an expanded time scale.  The black data are the 
individual points acquired at 1.25 GHz and the red dots are the averaged data binned to 25 points 
per decade.  (b)  The same data set on a log (time) axis showing the three distinct stages of 
reaction.  The dashed blue curve is the time-integral showing the first, second and third processes 
account for 1%, 2% and 97% of the emission, respectively. 
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FIGURE 2.9. Graybody temperature measurements in the presence of molecular band or atomic 
line emissions.  (a) Impact emission (0.48 km·s
-1
) from an Al/CuO nanothermite.  (b)  The 
spectral radiance averaged over the 80 – 200 µs time interval fit to a 2400K graybody.  The 
positive deviation near 550 nm is due to unresolved gas-phase AlO emission bands.  (c)  Impact 
emission from a small amount of HMX on glass.  (d)  Spectral radiance at 1 s fit to a 3400K 
graybody.  The positive deviation near 600 nm is due to Na
+
 emission from glass. 
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FIGURE 2.10. Close-up of a single well filled with fluid energy milled ultrafine HMX powder 
having mean particle size 4 m.  The black circle denotes the outline of the 0.5 mm diameter 
flyer plate, and the red circle denotes the 50 m diameter region probed by emission 
spectroscopy. 
53 
 
 
FIGURE 2.11.  Scanning electron micrographs and optical images of µXTX (top) and nXTX 
(bottom). Note the significant microstructure change upon homogenization in a hydraulic press. 
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FIGURE 2.12. (a) A tomogram and (b) scanning electron micrograph of X-PETN.  The apparent 
void space in the southwest corner of the tomogram is due to the walls of the polyimide sample 
cell and not representative of structure within the charges. 
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FIGURE 2.13. Scanning electron micrographs of (a) X-RDX and (b) X-TATB along with 
tomograms of (c) X-RDX and (d) X-TATB.  The black spots in tomograms of X-TATB indicate 
void spaces within the samples. 
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CHAPTER 3: SHOCK COMPRESSION OF LOW-DENSITY OF 
HMX 
 
3.1 INTRODUCTION  
 The shock initiation, ignition and detonation of energetic materials (EM) are complex 
multiscale phenomena.
1-5
  A complete understanding of shock initiation requires theoretical and 
experimental studies over times ranging from femtoseconds, the fundamental time for chemical 
bond breaking and making, to microseconds or even milliseconds, the time scales for 
microstructural effects and macroscale reaction propagation.
6
  In this study, we investigated 
impact initiation and ignition of tiny beds of ultrafine octahydro-1,3,5,7-tetranitro-1,3,5,7-
tetrazocine (HMX) powder using laser-driven flyer plates
7-9
 and a newly-developed emission 
spectrometer
10
 (optical pyrometer) that has a high dynamic range in amplitude (10
4
), and which 
covers a great deal of the needed time range, from 2 ns to end of reaction (here ~100 s).  This 
configuration allowed us to perform several hundreds of shock experiments at different impact 
velocities (1-4.3 km s
-1
) and shock durations (2.5-16 ns).  The time-dependent emission spectra 
appeared to arise primarily from thermal emission, and were interpreted using a graybody model 
to obtain the graybody emissivity  and the dynamic temperature profile throughout each 
explosive event.  
 HMX is a high-performance explosive
11
 that has been studied experimentally
10,12-17
 and 
theoretically
15,18-21
 in many works.  HMX initiation refers to the onset of (generally endothermic) 
chemistries such as HMX decomposition.  HMX ignition refers to the subsequent onset of highly 
exothermic chemistries that produce the high temperatures and optical emissions studied here.  
Detonation refers to constant velocity shocks sustained by exothermic chemistries behind the 
shock front.  A charge can detonate only if it is above a critical diameter and critical thickness 
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(the run-to-detonation).
22
  These two parameters for HMX depend on additives and density, but 
are typically 5 mm or more for the critical diameter,
23
 and hundreds of microns or more for the 
run-to-detonation.
21
  HMX detonations occur at 9.1 km s
-1
 at 39 GPa.
19
 With Al flyer plates such 
as those used here, an impact velocity of ~5.8 km s
-1
 would be needed to drive a detonation-
strength shock into HMX.  The detonation temperature, based on optical emission of HMX
24
 and 
related materials,
22,25
 is in the 2800-3300K range.  Under detonation conditions, it is believed 
that the main energy-generating chemical reactions occur within about 20 ns,
21,26
 accompanied 
by much slower reactions due to the condensation and consumption of carbon clusters or carbon 
and oxygen-rich clusters.
27-29
 Recent atomistic simulations of HMX and the closely-related 
material RDX show the initial decomposition and subsequent formation of N2 and H2O occur in 
picoseconds, additional delayed steps involving CO, NO, OH and CO2 production require 
nanoseconds, and reactions of clusters were slower than the end of simulation.
21,30
 
 Under driven shock initiation, where the shock is below detonation strength, is generally 
thought to proceed through a first step where the EM is initiated and ignited heterogeneously.
28
  
The initiating shock creates hot spots
28,31,32
 in the microstructure via a variety of energy 
localization processes.  Once created, the hot spots can ignite and promote widespread 
reactivity.
33,34
  Understanding and controlling hot spots is believed to play an important role in 
the development of safer explosives.  However, existing observations of hot spot behavior are 
largely indirect.  Our emission experiments can provide information about the temperatures and 
volume fractions of hot spots, but not the size or size distribution
32,35,36
 of the hot spots.   
 Graybody models assume the emissivity  is independent of temperature and wavelength.  
When there are hot spots present, the emitters do not fill all the observed volume.  Since we 
measure the spatially-averaged emissivity, in the graybody model hot spots will have a unique 
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signature:  a high color temperature but reduced emissivity.  If we know the emissivity  of 
ignited HMX, we can use the observable of spatially-averaged emissivity, which we call  , to 
determine the volume fraction of observed emitters, denoted V*.  The way to do this is to 
increase the impact velocity until the EM becomes homogeneously ignited,
37
 in which case the 
observed emissivity   = .  Then at lower impact velocities when hot spots do not fill all the 
observed volume,   
  =   V*.          (3.1)  
 In the discussion above, the term “observed emitters” was used, but will be omitted 
henceforth, to take into account that our samples are optically thick and would probably not 
observe the hidden hot spots at the impact face.   
 A cartoon depiction of the hot spot interpretation of our experiments is presented in Fig. 
3.1.  A short-duration shock passing through the explosive sample and a glass window (Fig. 
3.1a) produces hot spots heterogeneously distributed in the shocked volume (Fig. 3.1b).  The sea 
of hot spots has varying sizes and temperatures (Fig. 3.1b).  The largest and hottest spots may 
ignite,
33,34,38,39
   and the smaller, colder hot spots will quench (Fig. 3.1c) until eventually 
energetic reactions become homogeneously distributed throughout the EM sample (Fig. 3.1d), 
now densified
39
 by the shock and at ambient pressure.  This fast widespread exothermic reaction 
in an ambient pressure EM is termed a deflagration.  In Figs. 3.1e,f, the driving shock is so 
strong that the EM immediately becomes one big hot spot.  Reactivity during the shock would be 
homogeneously distributed,
17
 and the volume fraction of hot spots V* = 1. 
 Equation (3.1) thus provides a method to determine the volume fraction of hot spots V* 
from graybody emissivities.  Using successively higher flyer velocities, eventually the value of 
 will stop increasing at the point where homogeneous ignition is achieved and V* = 1.  In that 
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case, the measured value of  would be equal to the graybody emissivity  of ignited HMX.  
Then at lower velocity impacts, corresponding to Fig. 3.1b, the measured values of  <  will 
give the hot spot volume fraction V*. 
3.2 EXPERIMENTAL DETAILS 
 In the present study, we used small beds, 1 mm in diameter by 40 m deep, of ultrafine 
micrometer-sized HMX powders at low density, about 1/3 of the single-crystal density.  Our 
tabletop apparatus used a pulsed laser to launch Al foil flyer plates with velocities up to 4.3 km s
-
1
, at these tiny (~20 g) HMX samples.  These samples were too small to sustain detonations.  
Varying the Al foil thickness in the 12-75 m range produced shocks that were steadily driven 
for 2.5-16 ns.
8,40
  The use of variable-duration shocks provides information about the rates of 
HMX exothermic chemistries.   
 We present high dynamic range emission spectra obtained with nanosecond time 
resolution, extending from the flyer plate impact to the end of the energetic reactions at 
approximately 100 s, as a function of impact velocities and impact durations.  A graybody 
model extracted time-dependent temperatures and fractional emitting volumes V* from the 
impact-ignited HMX.  The values of V* were interpreted with the hot spot model.  Shock-
duration dependent measurements are used to infer information about the rates of exothermic 
chemical processes in HMX. 
3.3 RESULTS 
3.3.1 Emission spectra from shocked HMX:  general features 
  An example of time-resolved emission spectra, for a 2.6 km s
-1
 impact on HMX by a 25 
m thick Al flyer plate, is shown in Fig. 3.2a on a log(time) plot.  The emission intensities are 
presented as spectral radiances (W sr
-1
 m
-2
 nm
-1
) as determined by comparison with a radiometric 
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standard.  The emission was spectrally broad, without distinctive sharper features that might 
result from molecular emission.  (Note: the emission channel at ~560 nm was absent due to a 
damaged optical fiber).  In emission transients, the intensity was often 100 times weaker after 10
-
7
 s, so in most experiments the emission transients were obtained by splicing the data from two 
shots.  The nanosecond burst was acquired using a neutral density filter of appropriate optical 
density and the microsecond burst with the filter removed. 
 At each flyer velocity we acquired typically four emission transients, using eight separate 
shots.  We then examined these shots to see if there were any outliers, which were discarded.  
Outliers were identified by their defective PDV velocity histories, and occurred about one time 
in five.   We believe outliers occurred when the sample wells were not properly filled or when 
there was a defect in the Al foil.  
 The emission data in Fig. 3.2a and elsewhere clearly result from HMX explosive impact-
stimulated reactivity, based on control experiments where HMX was replaced by a fine powder 
of unreactive silica, or where HMX was absent and the flyer plates impacted glass directly.  In 
both cases the observed emission was comparatively negligible.  Figure 3.2b shows results from 
the case where HMX was replaced by unreactive silica powder. 
 Shocked HMX emission appeared in the form of two emission bursts.  Although the 
temporal properties of these bursts depended somewhat on impact velocity and flyer thickness, 
generally speaking one burst occurred immediately after impact (recall that the instant of impact 
was set to 10
-8
 s) and it lasted for 5-15 ns, while the other burst appeared near 0.3 s with a long 
tail out to almost 100 s.  For the rest of this chapter, we will call these the “nanosecond burst” 
and the “microsecond burst”.  The two-burst structure was not observed for impacts much below 
1 km s
-1
, but was observed at all higher speeds up to 4.3 km s
-1
. 
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 Figures 3.2c and 3.2d illustrate how we determined the temperatures of the two bursts 
from spectra such as those shown in Fig. 3.2a.  In Fig. 3.2c we plotted the wavelength-resolved 
spectral radiance at the peak of the nanosecond burst, and the time-average during the 
microsecond burst.  The smooth curves are fits to the graybody model, Eq. (3.2), used to extract 
parameters T and .  Figure 3.2d shows the same data plotted in linearized form using Eq. (3.4).  
The linearized method
41
 was used throughout the rest of this paper.  It was easy to automate, and 
it provided a convenient method to determine temperature errors.  Our cited temperature error 
bars are the 95% confidence limit in the linear slope determination.   
3.3.2 Wavelength-integrated emission 
 The wavelength-integrated emission is expressed as radiance (W sr
-1
 m
-2
).  An example is 
shown in Fig. 3.3a, where HMX was impacted by a 25 m thick flyer at 4.05 km s-1. Note the 
log-log scale.   This transient is an example of the best data we acquired, since at this high speed, 
the signals were most intense.  Also the emission transient was above the noise floor at all times 
up to 70 s, so the whole transient could be acquired on a single shot.  The intensity dynamic 
range was about four decades.  The microsecond burst was two orders of magnitude weaker than 
the nanosecond burst.  In Fig. 3.3a we also displayed the normalized integral, which is 
proportional to the emitted fluence.  This integral shows the much brighter nanosecond burst is 
only ~10% of the total emitted fluence due to the long persistence of the microsecond burst.   
 As the shock emerges from the opaque HMX layer, we simultaneously detected both the 
PDV and emission signals.  We previously developed optical methods to synchronize these two 
detection systems.
7
  As shown in Fig. 3.3b, there was a rapid jump in the PDV signal, which we 
associate with shock breakout from the opaque HMX sample, and it nearly coincided with the 
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peak of the emission signal.  The first instant when the PDV signal reached its maximum value 
was, by convention, denoted 10 ns. 
 In Fig. 3.4a we plot the emission transient from a 2 km s
-1
 impact.  At this impact 
velocity, the emission briefly dropped below our noise floor at ~10
-7
 s.  As explained above, Fig. 
3.4a was obtained by splicing 2 shots at different optical gain settings. 
3.3.3 Time-dependent temperatures  
 Figure 3.4 also shows how we determined time-dependent graybody temperatures.  As an 
illustration, we marked six times in Fig. 3.4a and plotted the emission spectra at those times in 
Fig. 3.4b and in linearized form in Fig. 3.4c.  Through an automated procedure, we repeated 
those determinations at all times, with results shown in Fig. 3.4a.  Temperatures obtained during 
the nanosecond bursts have larger error bars because we have less time to make the 
determination.  We did not display temperature points at times when the emission was too weak 
to make a reliable determination.  
3.3.4 Emission and temperatures at different impact velocities 
 Fig. 3.5 shows the results of a series of measurements with 25 m thick flyers.  The 
remarkable feature of Fig. 3.5 is that increasing the flyer velocity increased the emission 
intensities but had little effects on temperatures.  Regardless of impact velocity, the nanosecond 
burst peaked around 7000K, and the microsecond burst consisted of an initial 4000-4500K 
temperature spike near 0.3 s and a ~3000K plateau out past 50 s.  Increasing the impact 
velocity did cause the spike to sharpen up and the plateau to run at a slightly cooler temperature. 
 Figure 3.6 addresses the issue of experimental reproducibility, by superimposing four 
emission transients at two flyer velocities.  Each emission transient derived from one shot for the 
nanosecond burst and one for the microsecond burst.  Generally speaking, the emission 
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intensities varied more than the temperatures.  The temperatures in the >0.5 s plateau regions 
were notably reproducible.  
3.3.5 Effects of varying shock durations 
 The effects of using different shock durations at different velocities are illustrated in Fig. 
3.7 for the nanosecond bursts and Fig. 3.8 for the microsecond bursts.  The 12, 25, 50 and 75 m 
thick foils produced shocks that were steadily-driven for 2.5, 5, 10 and 16 ns. The thicker foils 
could not be fired at the higher velocities.    
 For the nanosecond bursts (Fig. 3.7), the temperature dynamics were not strongly 
dependent on either impact velocity or shock duration.   
 As shown in Fig. 3.8, with the 2.5 ns shocks the temperature spike near 0.3 s was absent 
(Figs. 8a,b) or weak (Figs. 3.8c,d). With shocks 5 ns and longer, the spikes were prominent, and 
increasing the shock duration caused the spike near 0.3 s to move to later times.  With the 2.5 
ns shocks, the plateau temperatures were hundreds of K hotter than with longer-duration shocks.  
3.3.6 Temperatures and fractional emissive volumes 
  Figure 3.9 summarizes results for temperatures and fractional emissive volumes V* over 
all flyer velocities and thicknesses measured.  In Fig. 3.9a, the nanosecond burst temperatures 
were calculated at the peak of the nanosecond bursts, and the microsecond burst temperatures 
were averages from 1-50 s.  Including or excluding the 4000-4500K spike near 0.3s had little 
effect on the microsecond average.  The nanosecond burst temperatures were always ~6700K 
and the microsecond burst temperature ~3300K, regardless of impact velocity or shock duration.   
 Figure 3.9b plots the values, for the nanosecond bursts, of the spatially-averaged 
graybody emissivity  defined in Eq. (1).   is the product of the graybody emissivity of 
shocked ignited HMX and the fractional emissive volume V*.  As the impact velocities were 
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increased above 1 km s
-1
,   increased by more than an order of magnitude.  At and above 3 km 
s
-1
,  leveled out at the value 0.2.   
3.4 DISCUSSION 
 We performed impact emission spectroscopy measurements on low-density ultrafine 
powders of HMX as a function of flyer velocity up to 4.3 km s
-1
 with flyer thicknesses that 
produced shocks in the 2.5-16 ns range.  In this section we will discuss the temperature 
measurements, the shock-duration dependence and the emissivity in terms of the hot spot model. 
 When the impact occurred, it densified the porous HMX,
42
 initiated reactions and ignited 
the HMX.  We saw three distinct emission features, the ~6700K nanosecond burst, the 0.3 µs 
4000-4500K temperature spike, and the long-duration ~3000K plateau out to ~100 µs.  The 
emission intensities on different shots varied more than the temperatures.  The temperature were 
remarkably consistent and were largely insensitive to impact velocity and duration (Figs. 3.5, 
3.7, 3.8 and 3.9a).   
  Experiments with variable shock durations <20 ns can provide insight into HMX 
exothermic kinetics.  Since the main energy release in detonating HMX was said to occur in 20 
ns,
39
 which is longer than the shocks used here, after unloading the sample consists of an 
incompletely-reacted chemical mixture in a shock-densified material that retained some of the 
heat of reaction.  This mixture would then react at ambient pressure to produce more heat.  To 
account for the nanosecond burst, the 0.3 s spike and the long microsecond tail, we would need 
to invoke at least three exothermic processes.   
 Information about hot spots can be obtained from the graybody emissivities.  
Measurements on homogeneously-reacting HMX at impact velocities >3 km s
-1
 provide the 
ignited HMX graybody emissivity.  At lower impact velocities where reactions are 
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inhomogeneously distributed, measurements with high color temperature but lower emissivities 
allow us to infer the volume fraction V* of hot spots.  
3.4.1 Temperature measurements 
 Prior optical pyrometry studies of EM temperatures have looked mainly at detonation 
conditions,
42
 where shocks run for a few microseconds.  Our results for microsecond 
temperatures is generally consistent with those studies. Gogulya and co-workers used a two-
color emission apparatus to study detonating HMX.  They observed a temperature spike to 
4200K lasting ~0.1 s, followed by declining temperatures in the 3200K range.  Yoo and co-
workers
17,30
 used six-color pyrometry on the related explosives pentaerithritol tetranitrate 
(PETN), nitromethane (NM) and tetranitromethane (TNM).  They also observed temperature 
spikes up to 4300K around 0.1 s, followed by 3000-4000K temperatures out to 1.2 s.  Similar 
results with a six-color apparatus were subsequently reported for NM by Leal-Crouzet and co-
workers.
43
 
 It is interesting that the Gogulya HMX detonation measurements
42
 gave the same 
temperature of ~3000K that we observe here, even though the Gogulya measurements 
corresponded to the detonation pressure of ~40 GPa and ours were  near ambient pressure.  This 
suggests that the temperatures we see in the 1-100 s range result from HMX chemical processes 
whose rates are insensitive to pressure.   
 The nanosecond bursts we observed rapidly jumped to ~6700K, then cooled to ~4000K 
over a period of ~20 ns (Fig. 3.7).  The cooling rate is enormous.  It far too fast to result from 
thermal diffusion, so it must involve the adiabatic expansion caused by short-duration shock 
unloading, and possibly some radiative cooling. 
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 The ~6700K temperature is quite high for a chemical explosive, even taking into account 
the excess heat generated by shocking a porous medium, but 6700K is not an unprecedented high 
temperature.  In measurements on detonating low-density PETN with nanosecond time 
resolution, Tarasov and co-workers did see nanosecond bursts up to 7500K.
44
   They attributed 
those high temperatures to shock compression of air in the pores of the PETN samples.  But that 
cannot be the explanation for our observations, since our studies were performed in vacuum.  
Nanosecond duration temperatures in excess of 4300K were not seen in the Yoo and Leal-
Crouzet pyrometry measurements cited above,
29,30
 possibly due to the different sample geometry, 
shock duration and time resolution. 
 The ~6700K temperatures of the nanosecond bursts were insensitive to impact velocity 
and impact duration in the 1-4.3 km s
-1
 and 2.5-16 ns ranges studied here.  The nanosecond burst 
temperatures should depend both on sample microstructure, primarily in the form of porosity, 
and on HMX exothermic chemistries.  To separate the effects of porosity and chemistry would 
require studies where the porosity was varied in a controlled fashion,
44-46
 which was not done 
here.  Still it seems reasonable to attribute the 6700K temperature primarily to HMX exothermic 
reactivity under shock, since the heat created by adiabatic compression of the porous sample 
should be a rapidly-increasing function of impact velocity. 
3.4.2 Effects of shock duration 
 In our experiments, the HMX exothermic chemistries were never complete during the 
shock.  There was always enough energy left to produce a hot, long-duration microsecond burst 
that in total generates ten times as much light as the nanosecond burst (Fig. 3.3a).  The 
microsecond chemistries and the shock-duration dependence of these chemistries depend on the 
reactive mixture that remains after the 2.5-16 ns duration shocks unload. 
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 In the nanosecond bursts, the ~6700K temperature was insensitive to shock duration, but 
the emission intensity did increase with increasing duration for impacts <3 km s
-1
 (Fig. 3.9b).  
These observations indicate that varying the shock durations in the 2.5-16 ns range does not 
affect the nature of the exothermic chemistry during shock, but it does affect the quantity of 
material that reacts before the shock unloads. 
 The microsecond bursts were noticeably affected by shock duration, as shown in Fig. 3.8.  
The 0.3 s temperature spikes were absent or weak with 2.5 ns shocks, but prominent with 5-16 
ns shocks.  These spikes moved to later time when the shock durations were increased from 5 to 
16 ns (e.g. Fig. 3.8b).  Although the 2.5 ns shocks did not produce a reactive mixture that had the 
capacity to generate these temperature spikes, they did ultimately produce higher temperatures 
and more energy at later times, in the 3-50 s time range (Figs. 3.8b-d). 
 A seemingly plausible explanation for this behavior invokes the formation of carbon-rich 
or carbon and oxygen-rich clusters during the shock.  HMX, like its close relative RDX, is a 
carbon-rich explosive,
29
 and recent reactive molecular dynamics studies indicate such clusters do 
form and slow down the later stages of exothermic chemistry.
5,30
  To explain our observations, 
we have to postulate two things:  First, the 2.5 ns shock creates minimal amounts of clusters, 
while the longer-duration shocks create more and larger clusters.  Second, the 0.3 s, 4000-
4500K spikes are created when the clusters ignite.  With the 2.5 ns shocks, there are few clusters, 
and the temperature spike is minimal.  With shocks 5 ns and longer, clusters are created, they do 
ignite after the shock, and the larger clusters produced by the longer-duration shocks burn more 
slowly, shifting the spikes to later times.  Since there was no initial temperature spike with the 
2.5 ns shocks, the reactive mixture contained more energy, which raised the temperature in the 
plateau region above what was seen with longer-duration shocks.   
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3.4.3 Hot spots 
 Figure 3.9 provides the best evidence for hot spots created by impact on the HMX 
powder in the <3 km s
-1
 range.  The color temperature of the HMX during shock remains high at 
all impact velocities and impact durations (Fig. 3.10a), but the spatially-averaged emissivity  
increases by more than an order of magnitude from 1-3 km s
-1
.  In the hot-spot model, the 
velocity-independent emissivity   = 0.2 above 3 km s-1 is equal to , the emissivity of 
homogeneously-ignited shocked HMX, and values of    < 0.2 below 3 km s-1 can be used to 
compute V*, the volume fraction of hot spots, using Eq. (1).  Then Fig. 9b shows that we begin 
detecting shot spots when their volume fraction is ~5%.  Then increasing the impact velocity 
from 1 km s
-1
 to 3 km s
-1
 increased the hot spot volume fraction from 5% to 100%. 
 The variations in the emission intensities in the hot spot regime (Fig. 3.6) were much 
greater than variations in the hot spot temperatures (Figs. 3.6 and 3.7).  This suggests that the 
number of hot spots fluctuated from shot to shot, while the temperatures of the hot spots did not. 
 We should keep in mind that according to the Planck distribution in Eq. (3.2), emission 
spectroscopy will be the most sensitive to the hottest hot spots.  So it might be reasonable to 
think of 6700K as the maximum possible hot spot temperature. 
3.5 CONCLUSIONS 
A new apparatus has been developed for observing shock initiation and ignition of EM.  
Using laser-launched flyer plates, hundreds of shock experiments were performed on a few mg 
of explosive.  The emission spectrometer allowed us to monitor graybody emissivities and 
graybody temperatures as a function of time >2 ns.   
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The threshold for detectable emission was, depending on shock duration, in the 0.8-1.0 km s
-1
 
range.  The structure of the emission transients at all impact velocities from 1-4.30 km s
-1
 shows 
there are three primary exothermic processes:  a nanosecond process at ~6700K, and a 
microsecond process consisting of an initial 0.3 s temperature spike in the 4000-4500K range 
followed by a ~100 s process at ~3300K.  Our microsecond temperature measurements are 
consistent with previous optical temperature measurements made on detonating HMX,
45
 but our 
measurements are far more detailed and were obtained over a much wider range of impact 
conditions. 
We indirectly inferred the presence of hot spots from data where progressively higher speed 
impacts produced identical color temperatures of ~6700K but increasing emission intensities.  
The minimum detectable hot spot volume fraction was ~5% at 1 km s
-1
, and above ~3 km s
-1
 the 
volume fraction was 100%, i.e. the sample was a single homogeneous hot spot. 
The 0.3 s temperature spikes and the slower energy release out to ~50 s were affected by 
changing shock durations in the 2.5-16 ns range.  We put forth a plausible explanation for these 
effects suggested by reactive molecular dynamics simulations: the formation of carbon-rich 
clusters during shocks lasting longer than 2.5 ns.  In this view, the 0.3 s temperature spikes in 
the 4000-4500K range were created by ignition of these clusters.  
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3.6 FIGURES AND CAPTIONS 
 
 
 
 
FIGURE 3.1. Cartoon depiction of the states probed by HMX powder impact emission 
experiments.  (a) HMX powder impacted by a thin Al flyer plate <3 km s-1.  (b) A short-duration 
shock produces states with high color temperatures but small emissive volume fractions V*.  
This combination is indicative of localized hot spots.  (c)  After the shock unloads, most hot 
spots die out, but a few may grow.  (d)  The entire sample, densified by the shock and at ambient 
pressure, may be ignited by the growing hot spots to produce a deflagration.  (e) An impact with 
a thin Al flyer plate > 3 km/s.  (f)  The flyer velocity is high enough that the HMX is ignited 
homogeneously. 
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FIGURE 3.2. Emission spectra from a 2.6 km s-1 impact on (a) HMX and (b) nonreactive silica 
powder. The time axis was set so that 10-8 s indicated the instant the shock front exited the HMX 
sample.  The emission has a nanosecond burst and a microsecond burst.  (c)  Wavelength-
resolved spectral radiance during the two bursts.  The parameter , defined in Eq. (1), is the 
product of the graybody emissivity and the volume fraction of emitting material.  (d)  Data from 
(c) plotted on axes where a graybody spectrum appears as a straight line. 
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FIGURE 3.3. (a) Wavelength-integrated emission from HMX impacted by a 25 m thick Al 
flyer at 4.05 km s-1.  The normalized integral shows the microsecond emission fluence (t > 10-7 s) 
was ten times greater than the nanosecond fluence.  (b)  Simultaneous detection of the emission 
and PDV signals.  The instant when the PDV signal reached its maximum value signals the 
arrival of the shock at the HMX-glass interface and this instant is, by convention, denoted 10 ns. 
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FIGURE 3.4.  An example illustrating how time-dependent temperatures were extracted from 
emission measurements. Time 10-8 s indicates the instant the shock front exited the HMX 
sample. (a)  Wavelength-integrated spectral radiance (lines) from HMX powder impacted by 25 
m thick Al flyer plate at 2.0 km s-1, and derived temperatures (squares).  This panel was 
obtained by splicing a shot for the nanosecond burst with decreased optical gain and a shot for 
the microsecond burst with full gain. (b)  Emission spectra at the times indicated by red arrows.  
The smooth curves are fits to a graybody model.  (c) Results from (b) plotted on axes where a 
graybody spectrum appears as a straight line.  The parameter Z is defined in Eq. (2.4). 
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FIGURE 3.5. Wavelength-integrated spectral radiance (lines) and derived temperatures 
(squares) from HMX impacted by 25 m thick Al flyer plates at the indicated velocities.   
The nanosecond and microsecond bursts were obtained on separate shots. 
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FIGURE 3.6.  Reproducibility of emission measurements from HMX impacted by 25 m thick 
Al flyer plates at the indicated velocities.  Each panel shows the wavelength-integrated emission 
(lines) and derived temperatures (squares) from four consecutive measurement of the emission 
transients.   
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FIGURE 3.7.  Time-dependent graybody temperatures of the nanosecond bursts from HMX 
impacted by flyers generating the indicated shock duration at the indicated velocities.  Data for 
the thicker flyers are absent at higher velocities.   
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FIGURE 3.8. Time-dependent graybody temperatures from HMX in the microsecond region 
with different impact velocities and durations.   
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FIGURE 3.9. Graybody fitting parameters as a function of impact velocity and Al flyer 
thickness.  (a) Temperatures represent the peak of the nanosecond burst and the time-average of 
the microsecond burst.  (b) Observed spatially-averaged emissivities  at the peak of the 
nanosecond burst.  is the product of the graybody emissivity of ignited HMX and the emissive 
volume fraction. 
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CHAPTER 4: TEMPERATURE SPIKES AND GROWTH SPURTS IN 
HMX 
 
4.1 INTRODUCTION 
 When a high-velocity impact launches a shock wave into an energetic material (EM), the 
shock interacts with the material’s microstructure, creating pressure and temperature jumps with 
complex spatial and temporal profiles.
1,2
  EM ignition begins in regions where the shock inputs 
the most energy, the so-called hot spots.
3
 If hot spots attain a critical size and temperature, they 
expand into the surrounding EM and coalesce to produce a deflagration, a rapid burning 
throughout the EM charge.
4
  With charges having the appropriate geometry, the deflagration may 
transition into a detonation, a constant-velocity shock sustained by EM reactions.  Hot spots 
therefore play a crucial role in the shock-to-deflagration and shock-to-detonation transitions, and 
understanding hot spots is needed to control the sensitivity of EM to insults such as impacts or 
fires. 
 Much has been written about hot spots,
5
 but they are seldom observed
6
 and the detailed 
dynamics of hot spot growth have not been explored.  In this study, we describe experiments that 
use a high dynamic range emission apparatus
7
 coupled to a laser flyer plate launcher
8-10
 to study 
hot spot growth induced by km s
-1
 impacts with the energetic material HMX (octahydro-1,3,5,7-
tetranitro-1,3,5,7-tetrazocine), in the form of small beds of ultrafine
5
 4(±3) µm HMX powder. 
HMX is an insensitive high-performance EM that detonates with a velocity of 9.1 km s
-1
 at 39 
GPa, with temperatures in the 2800-3300K range.
6
    
 The prevailing picture of hot spot criticality, which determines whether hot spots 
extinguish or grow without restraint, is based on a seminal paper by Tarver and co-workers.
10
   
Those authors used a three-stage model for HMX thermal decomposition based on gradual 
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heating measurements extrapolated to the far faster shock conditions to predict the critical 
temperature and the time-to-explosion versus hot spot size for HMX.  For example, they 
computed that a 0.1 µm hot spot must be 1250K, but a 1 mm hot spot need be only 800K.
10
  The 
time-to-explosion for 4 µm HMX, the average particle size used here, was 10 µs.
10
  
Subsequently, Barua and co-workers showed how shocking an HMX-based explosive with 
realistic microstructure created a statistical distribution of hot spot sizes and temperatures, and 
used the Tarver criteria to determine which of the hot spots went critical.
11
 
4.2 RESULTS 
4.2.1 Application of the graybody model 
In chapter 3 we showed that the emission bursts resulting from flyers hitting HMX must 
be attributed to HMX shock-induced reactivity. 
12
  Control experiments were previously 
performed to show that emission from the flyer hitting glass or hitting a charge of inert silica 
powder was orders of magnitude weaker.
7
  An example of an HMX spectral radiance transient 
with a 2.5 ns duration, 1.8 km s
-1
 impact, selected from a library consisting of hundreds of shots, 
is shown in Fig. 4.2a.   Although we previously described the method to determine time-
dependent temperatures,
10
 now we have added the capability of determining time-dependent 
graybody emissivities.  A graybody model describes a spatially-homogeneous thermal emitter 
with just two parameters, temperature T and wavelength-independent emissivity ε < 1. The 
temperature can be determined from the spectral distribution (Figs. 4.1a,b), and the emissivity 
from the absolute spectral radiance.  When hot spots are present, the graybody emitter will have 
a spatially-inhomogeneous temperature distribution (Figs. 4.1c,d).  The emission detector will 
measure the spatially-averaged emissivity .  Since thermal emission detectors are most 
sensitive to the hottest parts of the emitter, an emitter with hot spots can be approximately 
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described by  = ε/V*, where  is the emissivity of a uniformly heated emitter and V*  is the 
volume fraction of hot spots.  In our experiments, we determined  under conditions where we 
were confident that the sample was uniformly hot, i.e. it was one large hot spot.  Then at any 
time, the volume fraction of hot spots V* = /ε.  While our experiments determine the volume 
fraction of hot spots V*, they say nothing about the sizes or size distributions of the hot spots, 
other than the hot spots must be smaller than the 50 µm diameter probed volume.    
 Figure 4.2 shows an example of our analysis for a 2.5 ns duration, 1.8 km s
-1
 impact with 
HMX.  Figure 4.2a shows the time-dependent spectral radiance.  Figure 4.2c shows graybody fits 
and error bounds (95% confidence limits) at the four example times indicated by arrows in Fig. 
4.2b.  The values of T and  at all times, obtained by repeating this analysis, are shown in Fig. 
4.2b along with the total radiance (the wavelength integral of the spectral radiance).  A jump in 
radiance not accompanied by a corresponding temperature jump indicates a jump in emissivity 
.   
4.2.2 Temperature spikes and growth spurts 
 Figure 4.3 shows examples of time-dependent graybody temperatures and emissivities for 
5 ns duration HMX impacts at velocities ranging from 1.4 to 3.2 km s
-1
.  Below 1.4 km s
-1
 (not 
shown), we observed greatly reduced emission signals.  Log (time) plots were used to emphasize 
the different stages of heat generation over the entire duration (10 ns-100 µs) of the emission 
bursts. To deal with the time zero problem in log(time) plots, we think of time zero as the instant 
of impact, and we used the convention that the time the shocks emerged at the HMX-glass 
interface, as determined by PDV, was 10
-8
 s,
10
 since it took several nanoseconds for the shock to 
propagate through the HMX.  Gaps in the data stream, especially near 100 ns, indicate where the 
emission intensity dropped below the noise floor.  We obtained five data sets at each velocity to 
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assess reproducibility.
10
  The temperatures were quite reproducible, since they depended 
fundamentally on HMX ignition chemistry.  The emissivities were also quite reproducible except 
at times > 10 µs when the HMX was burning out and the emission signals were the weakest.  
Some charges burned for tens of microseconds longer than others.   
 Figure 4.3 shows there were always two temperature spikes followed by two emissivity 
spikes.  The first temperature spike occurred during the shock (slightly after 10
-8
 s in Fig. 4.3), 
where temperature spiked to ~6500K and then cooled over the next 100 ns to ~3000K.  The 
corresponding emissivity spiked a few nanoseconds later (see, e.g., the guide lines in Figs. 
4.3a,b).  Around 0.3 µs, the temperatures spiked a second time to ~4500K, and the spikes lasted 
for hundreds of nanoseconds.  These second temperature spikes were followed by second 
emissivity spikes.  At the highest impact velocities (Figs. 4.3e,f), the spatially-averaged 
emissivities  attained maximum values of ~0.3 after the first temperature spike and ~0.2 after 
the second temperature spike.  These maximal values of  indicate the HMX was 
homogeneously heated, i.e. the HMX was a single uniformly hot emitter.  The value of   0.3 
after 10 ns is interpreted as the visible emissivity of spatially-homogeneous shock-compressed 
HMX reacting at high pressure.  The value of    0.2 after a few hundred nanoseconds is 
interpreted as the ambient-pressure visible emissivity of spatially-homogeneous ignited HMX.  
Smaller values of  at times > 100 ns, therefore, indicate spatially-inhomogeneous ignition, i.e. 
hot spots, as depicted in Figs. 4.1c, d.  The volume fraction V* of hot spots at any instant after 
the shocks have unloaded can be estimated from the data in Fig. 4.3 by dividing the value of  
by about five.   
 The data in Fig. 4.3 show that the first emissivity spikes that appeared during the shock 
decayed nearly to zero as the shocks unloaded.  This indicates that hot spots created during the 
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shock were mostly extinguished.  However there must have been surviving hot spots, no more 
than a few percent of the observed volume that smoldered for a few hundred nanoseconds after 
the shock before a new second stage of exothermic chemistries caused their temperatures to 
spike.  These second temperature spikes were followed by emissivity jumps that are interpreted 
as hot spot growth spurts that ultimately ended up igniting all the HMX in the probed volume.  
The hot spot growth spurts must have been caused by the temperature spikes, rather than vice 
versa, since emissivity maxima always appeared after temperature maxima.  The times between 
impact and the second emissivity maxima in Fig. 4.3 were ~500 ns.  This is the approximate time 
for ignited hot spots to grow and coalesce to homogeneously ignite the HMX. 
 We previously showed that we could significantly alter HMX chemical kinetics by 
changing the shock durations from 2.5 ns to 16 ns.
7
  This happens because, under even the 
extreme conditions of detonation shocks, the main HMX heat-producing reactions take 20 ns or 
more.
13,14
  The termination of these short-duration shocks interrupts chemical heat production at 
different stages of reaction, so they leave behind different post-shock reactive mixtures.  The 
shortest-duration shocks leave behind the greatest amount of stored chemical energy. 
4.2.3 Shock duration dependence on reaction kinetics 
 The effects of shock duration are illustrated in Fig. 4.4, where the impact velocities were 
about 2 km s
-1
.  With all shock durations in Fig. 4.4, we saw the two temperature spikes followed 
by the two emission spikes.  After the shocks unloaded, a small fraction of the hot spots 
smoldered until their temperatures spiked a second time, igniting hot spot growth spurts.  The 
smoldering times (time between impact and the second temperature peak) for 2.5, 5, 10 and 16 
ns shock durations were 300 ns, 200 ns, 500 ns, and 600 ns, respectively.  The durations of the 
corresponding hot spot growth spurts (the 10%-90% emissivity rise times) were 280 ns, 370 ns, 1 
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µs and 13 µs.  A second data set at ~1.4 km s
-1
, where the flyers had one-half the kinetic energy, 
is shown in Fig. 4.5.  The time between impact and the second temperature peak for this impact 
velocity is slightly different than at the higher velocity, with the peak occurring at 200 ns, 300 ns, 
400 ns, and 500 ns for the 12 ns – 75 ns duration shocks respectively.    
4.3 CONCLUSIONS 
   Our HMX samples consisted of low-density powders, so the quite high ~6500K 
temperatures during the first temperature spikes were due, in part, to powder compactification.
7
  
However, once the powder was compactified and the shock unloaded, the subsequent hot spot 
growth dynamics were properties of hot spots in dense HMX.  The picture of hot spot dynamics 
that emerges from our experiments, is as follows.  Most of the hot spots created by shock 
extinguished after the shock unloads.  The surviving hot spots smolder at ~3000K for times that 
depend on shock duration, but were typically a few hundred nanoseconds.  The smoldering HMX 
hot spots pass through different stages of reaction until an exothermic stage causes a temperature 
spike to 4000 or 4500K around 0.3 µs.  These temperature spikes induced hot spot growth spurts.  
The durations of these growth spurts were faster with shorter shock durations where the chemical 
energy stored in the smoldering hot spots was greatest.  Consequently, the hot spot growth spurts 
occurred in a few hundred nanoseconds with shocks ≤5 ns, but took several microseconds with 
10-16 ns shocks. 
 Our experimental results reveal that the dynamics of hot spot growth in a prototypical 
energetic material, HMX, are considerably more complex than envisioned by existing theoretical 
models.  The principle reason for this complexity stems from the complicated multistage reaction 
kinetics
15
 of the energetic material that, additionally, are sensitive to shock duration.  Unlike the 
chemical energy-production schemes used in hot spot thermal explosion models
10
 that capture 
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the behavior of EM under conditions of slow to moderately fast heating,
10,13,14
 the extreme 
temperature excursions associated with shock compression cause the HMX chemical energy to 
be released in bursts that cause temperature spikes.  The magnitudes and durations of these 
spikes depend not only on HMX chemistries, but also on the detailed nature of the input shock 
and the interactions of the shock with the sample microstructure.  The hot spots created by shock 
smolder for hundreds of nanoseconds before their temperatures spike.  Depending on the input 
shock duration, the subsequent hot spot growth spurts that ignite the entire volume of the EM 
charge can be as fast as 300 ns and as slow as 13 µs. 
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4.4 FIGURES AND CAPTIONS 
 
FIGURE 4.1.  Al flyer plates that produced 2.5-16 ns shocks impacted tiny HMX charges at 1-3 
km s
-1
.  The resulting explosive reactions generated emission bursts analyzed to determine the 
graybody temperatures and emissivities at all times.  (a,b).  The temperature T of a spatially-
homogeneous emitter is determined from the spectral distribution, which blueshifts with 
increasing T.  (c,d).  At a constant temperature, the spatially-averaged emissivity  observed by 
the detector increases linearly with the volume fraction V* of ignited HMX up to a maximum 
value  equal to the graybody emissivity of homogeneously-ignited HMX.  (e)  Velocity history 
of a 100 nm thick tungsten mirror deposited on the glass window when a 50 m thick Al flyer 
plate at 2.5 km s
-1
 impacts the HMX charge or impacts the window directly with no HMX.  The 
2.5 km s
-1
 signal prior to t = 0 comes from the flyer plate within a few microns of the mirror, 
which was not complete opaque.
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FIGURE 4.2.  Graybody analysis of HMX with 2.5 ns duration, 1.8 km s
-1
 impact.  (a)  
Spectrally-radiance of the emission burst.  (b)  Examples using the spectral radiance to determine 
graybody temperatures T and spatially-averaged emissivities .  (c)  Time-dependent radiance, T 
and  from the spectral radiance.  Error bars are 95% confidence limits.  
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FIGURE 4.3. Time-dependent graybody temperatures and spatially-averaged emissivities  
from HMX impacted for 5 ns at indicated velocities.  The temperatures spiked immediately after 
the shock arrived at 10
-8
 s and around 0.3 s.  Emissivity spikes always followed the temperature 
spikes.  The second emissivity spikes are interpreted as hot spot growth spurts. 
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FIGURE 4.4. Effects of variable duration impacts on HMX at about 2 km s
-1
.  The hot spot 
growth spurts, indicated by sudden jumps in the spatially-averaged emissivity, , always follow 
the second temperature spikes.  With shocks > 5 ns, less chemical energy was stored in the HMX 
hot spots, and the growth spurts were slower and began at later times. 
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FIGURE 4.5. Effects of different duration impacts with HMX at about 1.4 km s
-1
.  The vertical 
lines indicate the peaks of the second temperature spike.  The resulting hot spot growth spurts are 
indicated by a fast jump in the emissivity, .  With longer-duration shocks > 5 ns, less chemical 
energy is stored in the HMX hot spots, and the growth spurts are slower and begin at later times. 
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CHAPTER 5: HIGH TEMPERATURE HOT SPOT ORIGINS: IN-
SITU GAS GENERATION AND COMPRESSION 
 
5.1 INTRODUTION 
 Localization of mechanical energy into so-called hot spots is central to the process of 
shock initiation of energetic materials (EMs).
1
 Recent pyrometry measurements of EMs with 
nanosecond time resolution
2-5
 have shown extraordinarily high initial hot spot temperatures, up 
to 7500 K,
5
 that seemed too high to originate from solid phase reactions of explosives, which are 
generally in the 2000-4000 K range.
1
  In this study, we investigated the nature of these high hot 
spot temperatures and their dependence on EM microstructure and gas environment. 
 Understanding hot spots is central to the development of safer explosives
6
 and initiators.
3
  
Verification of theoretical studies of hot spots, working from molecular to continuum scales,
7
 
requires corresponding experimental measurements of temperature, pressure, and chemical 
reactivity as a function of microstructure.
8,9
  We have recently developed an experimental 
platform that allows us to measure thermal histories of microgram explosive charges with 
nanosecond temporal resolution during initiation by km s
-1
 aluminum flyers,
2,3
 and we used this 
platform to study hot spots in an impact-initiated plastic-bonded explosive (PBX) formulation 
having micro- and nano-pores filled with various gases.  The fabricated PBX has the same 
composition as the commercial pentaerythritol tetranitrate (PETN)-based explosive XTX-8003 
(hereafter abbreviated XTX).
10,11
   
 An important hot spot formation mechanism is adiabatic compression of gas in a 
collapsing pore.
12
 The hot spot peak temperatures depend on the way the sample microstructure 
responds to impact and the gas composition in the pore.
12
  Molecular simulations of pore 
collapse typically involve nanometer-scale voids where atoms were removed from the specified 
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geometry, leaving behind vacuum,
13-17
 whereas experiments mostly look at EM with air-filled 
pores.
12,18
 In shock experiments, pores held under nominal vacuum become filled with gases, 
primarily gases evolved from the shocked and heated EM and binder materials.  Molecular 
dynamics simulations have showed that chemical decomposition of shocked EM can produce 
gases within picoseconds, faster than the pore can collapse.
19-22
     
5.2 EXPERIMENTAL DETAILS 
 This chapter pertains to polymer-bound explosives based on the commercial product 
known as XTX-8003, which were used predominately to eliminate the porosity of the HMX 
samples initially used.  These samples were typically composed of 80 wt.% pentaerythritol 
tetranitrate (PETN) and 20 wt.% poly(dimethylsiloxane) (PDMS, Sylgard 182) and denoted 
XTX.  This full synthetic procedure, and the difference between microstructured and 
nanostructured samples, denoted µXTX and nXTX respectively, are given in section 2.5.4.   
5.3 RESULTS 
5.3.1 Microstructural effects on hot spot temperature 
 Figure 5.1a shows a representative thermal history of nXTX with a 2.3 km s
-1
 impact.  
The spectral radiances at all times were, as in previous works, good fits to a graybody model.
2,3
 
As a point of reference, a 2.8 km s
-1
 flyer plate will produce a shock at about 7.1 km s
-1
, close to 
the detonation velocity of XTX-8003.
10
  The temperature during the first few nanoseconds was 
~4000 ± 400 K, decaying to a plateau of ~2500 K by about 100 ns and temperature dynamics 
were invariant over the range of impact velocities measured. According to our assignment,
2,3
 the 
initial temperature originates from hot spots, and the later temperature, which occurred after the 
shock unloaded, was the deflagration temperature.  The emissivity of XTX (Fig. 5.1a) showed 
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only a single peak which resulted from deflagration.  This behavior differs from previous work 
on finely powdered HMX (octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine),
2,3
 where in addition 
to the deflagration peak there was an emissivity peak at a few nanoseconds.  The lack of a 
nanosecond emissivity peak in nXTX indicates a much smaller combined volume of hot spots 
than in the HMX powder.  Additionally, HMX demonstrated a temperature spike several 
hundred ns after impact, which was absent in the PETN-based charges studied here. The lack of 
secondary temperature spike is likely due to the relatively high oxygen balance of PETN, which 
causes the energy release to occur very quickly and without much soot formation.
23,24
 
 Figure 5.1b compares the thermal histories of various microporous PETN-based samples 
with nXTX using 2.8 km s
-1
 impact.  With nXTX, the initial hot spot temperature was ~4000 K 
but with all the microporous samples, the hot spots were ~6000 K.  The deflagration 
temperatures of ~2500 K were about the same for all these samples.   
 Figure 5.1b demonstrates that the ~6000 K hot spots must be associated with micropore 
collapse, which cannot occur in nXTX where the initial microporosity was minimized by 
hydraulic pressing.  We previously observed such ~6000 K initial hot spot temperatures in 
powdered HMX.
2,3
  As discussed below, the high temperature hot spots originate from gas 
compression not from the solid.  Molecular simulations of pore collapse emphasize heat 
produced from the solid, but in most simulations there is no gas.  The heat from the solid 
originates from viscoplastic heating of the solid, chemical reactivity, and compressional 
heating.
13,14,16,20
 But  gas in collapsing pores should get much hotter than the solid because gas is 
so much more compressible.
12
  The importance of gas compression over solid-state heating has 
been supported by direct calculations.  As an example, Baer et al. calculated the temperature of 
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gas and solid for compression of gas-filled micron diameter pores.
25
  The gas temperature was 
~5000K while the solid temperature was 1400K at the gas-solid interface and lower elsewhere. 
5.3.2 Origin of gas species 
 To understand whether, with the sample in vacuum, the gas in the pores originated from 
the shocked PETN, we compared control samples XTSucrose and XTSiO2 to nXTX.  The 
synthesis procedure for these controls is also given in section 2.5.6 of this thesis.  PETN under 
shock is volatile and explosive, sucrose is less volatile and nonexplosive, and silica is 
nonexplosive and nonvolatile.  The thermal histories and emissivities from these measurements, 
with 2.7 km s
-1
 impact velocity, are shown in Fig. 5.2.  In the first few nanoseconds when hot 
spots were created, the nXTX and XTXSucrose had hot spots at ~4000 K, while XTSiO2 showed 
negligible nanosecond time scale emission, implying the absence of any volatiles to produce hot 
spots.  As the shorter-time emissivities in Fig. 5.2 show, the weaker emissivity from XTSucrose 
indicated a lesser number of hot spots due to the lower reactivity of sucrose.  nXTX had a peak 
in the thermal history near 2 s not present in the other nonexplosive samples, so that peak can 
be assigned to PETN deflagration.  The weak emission at 10 s and beyond in XTSiO2 and 
XTSucrose does not result from energetic chemistries.  As discussed previously,
26
 it can be 
attributed to triboluminescence from the glass substrate.   
 The emissivity results in Fig. 5.2 show that the volume of hot spots in the collapsing 
pores was largest for nXTX, smaller for XTSucrose and negligible for nonvolatile XTSiO2.  This 
result shows that the high hot spot temperatures we observed in µXTX did not originate from 
residual gas left over after evacuating the sample chamber but rather from gas evolved by shock-
induced decomposition of volatile species such as PETN, to a lesser extent sucrose, and possibly 
PDMS. 
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5.3.3 Effects of heat capacity ratio on gas compression temperatures 
 To investigate the role of the gas compressed in the pores in producing hot spots, we did 
experiments with pores filled with different gases.  As a rough approximation, shock heating 
with different gases may be simply modeled by the well-known equation for adiabatic reversible 
heating of an ideal gas, 
                                                     
 1
2 1
1 2
T V
T V
 
   
   
   
               (5.1) 
where T1, T2, V1, V2, and  = Cp/Cv are the initial temperature, final temperature, initial volume, 
final volume, and specific heat ratio.
12
  Equation (5.1) for a reversible compression neglects the 
additional heat from irreversible shock compression, and so establishes only a lower limit for the 
final gas temperature T2.   The gases were chosen to span a range of  :  argon (1.6), oxygen 
(1.4), nitrogen (1.4), carbon dioxide (1.3), acetylene (1.2), and butane (1.1). For polyatomic 
gases Cp approaches Cv so  approaches unity as the molecules become larger and there are more 
vibrational states to soak up the shock energy.
12
  These values of γ are at NTP and will differ 
from the effective γ under shock. During rapid changes in condition, such as during shock 
compression, all vibrational modes cannot be excited and thus a higher value of γ might be 
expected.
12
 Conversely, a lower γ can be expected for species initially at high temperature.27     
 Figure 5.3 compares thermal histories for nXTX with different fill gases and nominal 
vacuum.  The hot spot temperature with Ar was the highest, ~6500 K, which may be even higher 
due to limited sensitivity of our pyrometer in the UV.  The hot spot temperatures with air, O2, N2, 
and CO2 were ~5500 K.  The hot spot temperatures with vacuum, acetylene, and butane were 
~4000 K.  Experiments in Ar, O2, N2, and CO2 are consistent with compression of species with 
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an effective γ of ≥1.4, while experiments with acetylene, butane, and nominal vacuum are 
consistent with an effective γ <1.4. The lower effective γ of decomposition products does not 
necessarily preclude di- or triatomic intermediates, but suggests that they may be formed at high 
temperature such as would be expected for molecules formed under shock-induced 
decomposition
28
 or impact from molecular spall across a collapsing void.
17,29
  
5.4 CONCLUSIONS 
 The tabletop shock compression system we developed, consisting of a km s
-1
 laser-driven 
flyer plate launcher, a shock target array with many identical EM charges, and a high-speed 
optical pyrometer, allowed us to conduct detailed studies of hot spots during shock initiation of 
PETN-based EMs.  The highest hot spot temperatures of ~6000 K required microporosity of the 
PETN samples, as shown in experiments where we compared microporous PETN powder, 
vapor-deposited PETN, and XTX to a nanoporous XTX. In the nXTX, a hydraulic press was 
used to remove all pores larger than 1 µm, which caused the hot spot temperature to decrease to 
~4000 K.  In all cases, these initial high temperatures tapered off to ~2500 K in a few hundred 
nanoseconds without further temperature spikes. The thermal emission beyond 100 ns was 
attributed to deflagration ignited by hot spots.
23
 
 We have shown that the hot spots in both microporous and nanoporous charges resulted 
from compression of gas inside shocked pores, and that even under nominal vacuum there is 
sufficient gas produced by shock-induced decomposition of PETN to produce gas compression 
hot spots, as shown by comparison to the control XTSiO2.  The nonvolatile XTSiO2 in vacuum 
did not produce any detectable hot spots, which proves the necessity of gas filled pores for the 
production of the hot spots. In the case of nanoporous EM, we found that the hot spot 
temperatures were dependent on the heat capacity ratio of the gas inside the pores.  A simplified 
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interpretation utilizing reversible adiabatic gas compression is consistent with both results. Our 
results indicate that in EM simulations, gas generation must be included in samples containing 
microstructure conducive to gas generation and compression in order to make accurate 
predictions of temperature histories.  We note the similarities between hot spot generation from 
micropores in compression of solids to cavitation in collapse of bubbles in liquids, where 
cavitation is capable of developing hot spots in excess of 18,000 K.
30
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5.5 FIGURES AND CAPTIONS 
 
FIGURE 5.1. (a)  Thermal history and emissivity of nXTX with 2.3 km s
-1
 impact.  The initial 
hot spot temperature was ~4000 K and the later deflagration temperature was ~2500 K. (b)  
Thermal histories with 2.8 km s
-1
 impacts of three microporous PETN-based samples have hot 
spot temperatures of ~6000 K, while the nanoporous nXTX has ~4000 K hot spots.  
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FIGURE 5.2. Thermal histories (a) and (b) emissivities of nXTX with the volatile explosive 
PETN, XTSucrose with less volatile nonexplosive sugar, and XTSiO2 with nonexplosive 
nonvolatile silica particles.  The shorter-time (nanosecond) emissivities indicate hot spots were 
present in greater quantities with nXTX than with XTSucrose and were essentially absent with 
XTSiO2.  The emissivity increase starting near 200 ns indicates a thermal explosion of the 
nXTX, which was absent with the nonexplosive samples.  Weak emission in XTSiO2 after 
several microseconds was from the glass substrate. No data is shown at times for which a 
graybody fit cannot be accurately determined (i.e. signal is too low).  
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FIGURE 5.3. Thermal histories from nXTX impacted at 2.8 km s
-1
 with pores filled with 
various gases.  (a) The initial hot spot temperatures were ~5500 K with the high Cp/Cv ratio gases 
Ar and the diatomics air, O2 and N2.  (b)  The hot spot temperatures were ~4000 K with both the 
lower heat capacity ratio gases C2H4 and C4H10 and under vacuum.  
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CHAPTER 6: SHOCK PRESSURE DEPENDENCE IN PETN-BASED 
PBXS 
6.1 INTRODUCTION  
 The fundamental chemical and physical processes which govern the shock-driven 
initiation of energetic materials (EMs) have been studied for several decades.  Theoretical work 
on perfect and imperfect crystals of molecular explosives have demonstrated that the timescales 
for initial conversion of starting material to intermediates and products are generally on the order 
of 1 – 100 ps,1,2 while experimental work has shown non-specific chemistry occurring on a 
similar timescale.
3,4
  These processes, which begin on the ps timescale, continue for a period of 
time up to hundreds of nanoseconds in what is known as the reaction zone.
5
  In heterogeneous 
materials, such as polymer-bound explosives (PBXs), the chemistry and physics which occur on 
these timescales yield non-uniform temperature and pressure fields in a propagating shock wave 
and spawn hot spots.  Hot spots are discrete spatial domains where chemical and mechanical 
energy have been focused, and are responsible for the transition to bulk reaction in a shocked 
EM.
6
  Hot spots are generally thought to range in dimension from 10s of nm to hundreds of µm, 
where they must possess some critical thermal mass in order to heat up their surroundings such 
that bulk reaction can occur and transition to a detonation.
6,7
  Both the processes which generate 
hot spots and how the hot spots evolve in time become significantly more complex in the case of 
PBXs where the chemistry can be altered by the different molecular species present and the 
physics is affected by the presence of voids, interfaces, grain boundaries, etc.  In PBXs the 
importance of hot spots and their effects on bulk properties such as failure-to-detonate thresholds 
are often probed indirectly by experiments where interfacial surface area and bulk density are 
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controlled.
8-10
  In the present work, we describe the initial hot spot temperature in a system with 
nanosecond time-resolution, where the ps timescale processes responsible for the initial stages of 
decomposition have set an initial reaction temperature, as well as the temperature evolution as 
reaction continues.  The EM studied in this work consists of 80 wt.% pentaerythritol tetranitrate 
(PETN) and 20 wt.% elastomer binder.  This formulation is designed to replicate the commercial 
formulation XTX-8003 which has the same nominal chemical make-up.
11,12
 
 Recently, we developed a 32-channel pyrometer for making temperature measurements 
with nanosecond time resolution on systems which have been shock compressed by a laser 
driven-flyer system.
13,14
  Prior publications utilizing our 32-channel pyrometer to study 
molecular explosives reported either extremely high temperature hot spots which originated from 
adiabatic compression of product gasses generated in-situ from low-density HMX powder 
compacts
15,16
 or hot spot dynamics at one impact velocity in a dense PBX, where the effects of 
shock pressure were not explored.
17
  In the present work, the dependence of the initial hot spot 
temperature and temperature evolution, on shock pressure is explored. The temperature 
characteristics of hot spots during their genesis are given enhanced scrutiny by analyzing the 
initial emission rise in a new averaging routine that yields enhanced signal to noise in shock 
compression measurements.  The capability to measure temperature evolutions during initiation 
of EMs is instrumental in informing models and increasing our basic understanding of the 
physical and chemical processes of shock initiation.
18
  In addition to temperature measurements 
of hot spots, we demonstrate a fast imaging technique using a 5 ns gated camera to directly 
observe hot spots both after they have initially formed and as they evolve in time. 
 The base-explosive used here, PETN, was chosen due to its small reaction zone that 
causes it to behave consistent with pure Chapman-Juoguet (CJ) theory (i.e. no measureable 
112 
 
reaction zone in pressed pellets) according to particle velocity data with ten nanosecond 
resolution.
19
  In CJ theory, chemical equilibrium is reached immediately behind the shock front, 
which can be approximated as instantaneously transitioning the EM to its final products which 
then expand, transporting energy to the detonation front, or shock front, to maintain it at a 
constant pressure and velocity.
20
  The initial temperature dynamics at short times are used to 
assess the validity of this approximation, which suggests that chemical reaction and thus heat 
release have been completed. 
 Detonators such as exploding foil initiators (EFIs) and exploding bridgewires (EBWs) 
utilize a thin foil to directly shock-initiate secondary explosives and are quite similar to our laser 
driven flyer plates in initiation processes.
21-24
  Typical EM pellet thicknesses in detonators are 
significantly longer (~3 mm)
23
 than our 42 µm thick charges, however the flyer diameters, 
thicknesses, and velocities are often similar in scale.
22,24
  Thinner samples allows us to probe the 
EM in question during the first several ns of initiation and observe the hot spot-seeded initiation 
behavior while maintaining the small charges (~50 µg) needed for safe laboratory testing.  
Depending on the input pressure under study, it is possible that the run distance to detonation 
(i.e. the distance from the input driving shock where a detonation wave is formed) will be 
smaller than our charge thickness.
22
  For example, in the work by Lee et al. the run distance to 
detonation was reported as 23 µm for a PETN sample pressed to 1.6 g cm
-3
 in a 19.4 GPa shock 
and 0.5 µm for a PETN sample pressed to 1.0 g cm
-3
 in a 7.0 GPa shock.
22
  Available data to 
calculate the run distance to detonation in XTX-8003 is not calibrated for the small charge 
thicknesses utilized in our lab; however, extrapolation would indicate a shock stress of 27.7 GPa 
is needed, which is significantly over the characteristic Chapman-Jouguet (CJ) pressure for this 
formulation (17 GPa).
11
  In this case, the impacting flyer produces an overdriven detonation 
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where the propagating wave is mechanically supported at a higher pressure than reaction behind 
the shock front can sustain.  In longer charges the shock would eventually decay to the CJ 
pressure.
25
  Due to the thin charges used here, we interrogate the PBX while it is still in a higher 
pressure state compared to a detonation front.  In conditions where the shock strength is identical 
to the CJ condition, the molecules under shock are subjected to the equilibrium condition behind 
the shock front after reaction has concluded; however, to subject the EM to the dynamic 
condition immediately behind the front in a true detonation the incident shock must reach the 
von Neumann spike pressure as predicted by Zel’dovich-von Neumann-Döring (ZND) theory.26  
The chemical environment in this case is not a perfect analogue to the chemistry behind a 
detonation front, due to the supported nature of the high pressure shock-wave as compared to the 
transient pressure spike experienced in a detonation wave.  In spite of this, overdriven detonation 
scenarios are used to collect data on product states and higher pressure chemistries than are 
typically available in a detonation.
27,28
  The von Neumann spike pressure is not present in the 
literature for XTX 8003 and so the pressure for PETN single crystals, 35GPa, is taken as an 
upper limit.
29
  This upper limit for a von-Neumann spike pressure in XTX-8003 is achievable by 
our flyer system and corresponds to a flyer impact velocity of 4.1 km s
-1
.  In the rest of this 
chapter, we describe the experimental apparatus and experiments which were conducted, present 
shock strength-dependent hot spot temperature evolutions for our PETN-based formulation, 
examine the early-time behavior at low and high shock strengths, and discuss the implications of 
hot spot number density on initiation. 
6.2 EXPERIMENTAL DETAILS 
 All samples used in this work consisted of 80 wt.% PETN 20 wt.% PDMS as described in 
the previous chapter and are referred to throughout as X-PETN.  The synthetic details are 
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presented in section 2.5.4.  The 32-channel pyrometer has been described in chapter 2 and in 
literature.
15,17,30
  The light collected by the microscope objective was used to create a magnified 
image in the plane of a variable iris which was imaged by a 1:1 relay system to the variable slit 
of the spectrograph, which results in a rectangular imaged area which was 90 x 36 µm.  To 
enable radiometric measurements, the spectrometer was calibrated by placing the output of a 
fiber-coupled radiometric standard with a color temperature of 2700K (StellarNet Inc.) at the 
sample position.  Graybody methods for temperature fitting have been described previously.
15,30
  
 High time resolution imaging was accomplished with an intensified CCD camera (Andor 
iSTAR sCMOS-334T) in order to observe hot spot dynamics after shock compression.  The 
camera was inserted into the optical path before the pyrometer and was used without the variable 
aperture spatial filter.  The electronic gate on the camera can be used to gate images up to 3 ns in 
time.  The camera’s field of view is roughly 1 mm with a spatial resolution of 4 µm. 
6.3 RESULTS 
6.3.1 Averaging shock compression measurements 
 Temperature and spatially-averaged emissivity, Φ, fits for an X-PETN charge impacted 
at 2.8 km s
-1
 are given in Fig. 6.1. Fits from individual shots as well as the averaged spectral 
radiance are shown.  Error bars for temperature and Φ are given as the 95% confidence limit 
(1.96 standard deviations).  At this impact velocity, the temperature dynamics appear consistent 
with previously published results on X-PETN where single shots were shown rather than the 
averaged dynamics shown here.
17
  The 95% confidence limit of the averaged spectral radiance 
fits for temperature measurements was typically within 10% during the first decade and within 
5% thereafter; however, due to the stochastic nature of reaction site generation and the T
4 
dependence of radiance allowing a small temperature band to represent a much larger spatially-
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averaged emissivity, the 95% confidence limit of Φ was typically within 50% during the first 
decade and within 30% thereafter.  We examined the shots in each set to see if there were any 
outliers, which were discarded. No more than 2 outliers were found per speed, typically 0 or 1.  
We believe outliers occurred when the sample wells were not properly filled or reaction from a 
previous shot damaged either the target or flyer plate.  This was more common at the higher 
impact velocities (>3.0 km s
-1
) and frequently resulted in skipping every other sample well, thus 
taking ~75 shots per target substrate in this velocity range.   
6.3.2 Shock-strength dependent temperature dynamics 
 Hot spot temperature evolutions as a function of shock pressure are shown in Fig. 6.2a, 
where shock pressures were calculated using the Hugoniot for XTX-8003.
31
  For clarity, the 
uncertainty is only shown for a single shock-pressure.  The temperature dynamics appear to be 
bimodal, showing a low shock pressure regime (11.7 – 26.1 GPa) and a high shock pressure 
regime (28.5 – 40.5 GPa).  For shocks below 26.1 GPa an initial temperature of 4000 K cools to 
~2800 K after 100 ns before the temperature plateaus at what is likely the final product 
temperature.  Under strong shock conditions (>26.1 GPa) the initial temperature is unchanged; 
however, the cooling rate increases and the final temperature is lower, with the hot spots 
reaching 2200 K in only 50 ns.  After some period at ~2200 K the temperature ramps up and the 
two shock pressure regimes converge near 2800 K.  Within the strong shock regime, the time at 
which the temperature begins to increase from the 2200 K floor is pushed back at increasing 
shock pressure.  For example, the temperature increases at 250 ns for a 28.5 GPa shock, 450 ns 
for a 31 GPa shock (not shown), and 600 ns for a 40.5 GPa shock.  By ~800 ns the observed 
temperature for all shock pressures converges to ~2800 K, which we attribute to the final product 
temperature.  Temperature dynamics after 1 µs likely result purely from reaction products are not 
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the subject of the present work. In the next section the reactive volume evolution is analyzed, 
after which additional analysis of the two shock regimes is presented. 
6.3.3 Hot spot volume 
 The spatially-averaged emissivity corresponding to the same impact conditions as Fig. 
6.2a is shown in figure 6.2b.  In all cases, Φ increases at early times with increasing impact 
velocity.  In the low shock pressure regime, increasing shock strength yields an increase in Φ 
both in early times and later times.  The spatially-averaged emissivity stays roughly constant at 
the value attained by 10 ns, and then increases faster starting near 300 ns, when the temperature 
is shown to stabilize.  The increase in Φ begins closer to 100 ns after impact for the stronger 
shocks in the low shock strength regime (24 and 26 GPa).  Once the transition to the strong 
shock regime is made, the spatially-averaged emissivity continues to increase on short time 
scales; however, on long time scales this increase is delayed by up to 1 µs and decreased in 
magnitude.  This could indicate that more HE may be completely reacted in the initial event and 
is thus not around to support a thermal runaway/thermal explosion after 100 ns.  At late times in 
the strong shock regime the increase in temperature from the ~2200 K floor is followed by an 
increase in spatially-averaged emissivity, similar to past results in low density HMX.
15
  The 
delayed rise time under strong shock conditions in Φ is examined further in section 6.3.4. 
 The spatially-averaged emissivity at t = 11 ns is shown in Fig. 6.3 for shock pressures 
from 8 to 41 GPa. This time was chosen both due to the peak in emissivity that is seen at all 
shock pressures and the observation that the temperatures at each shock velocity have not yet 
substantially diverged.  Over the limited pressure range available (factor of 4), the spatially 
averaged emissivity appears to follow an exponential growth (solid line) in Φ with increasing 
shock pressure.   
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 Figure 6.4 shows the radiance as a function of shock pressure.  It is important to keep in 
mind that while the spectral radiance, and thus its integral, radiance, is the observable directly 
measured, the temperature and emissivity must be used to interpret the radiance, not the other 
way around.  In contrast to the temperature dynamics, where the shock strength dependence 
appears largely bimodal, the radiance transitions more gradually and no increase in radiance is 
seen near the transition pressure.  This is not as anomalous as it may appear at first simply due to 
the 4
th
 power dependence of radiance on temperature.  The spatially averaged emissivity is still 
increasing through the threshold pressure and into the strong shock regime, but the temperature 
at the peak radiance is slightly lower.  This causes the observed behavior where the radiance 
appears to stagnate near threshold. While the temperatures are rapidly cooling (i.e. at shock 
pressures of 28.5 GPa and above) the quickly falling radiance is to be expected due to its T
4
 
dependence.  Additionally, the lack of total signal loss as the hot spots smolder before thermal 
explosion in the low shock regime as well as the delayed emission increase in the strong shock 
regime can easily be seen. 
6.3.4 Discrete shock-pressure regimes 
 The differences in dynamics of the two shock pressure regimes are easily seen in Fig. 
6.5a-b, where the radiance, temperature, and spatially-averaged emissivity for X-PETN are 
shown for impacts at 2.8 and 4.0 km s
-1 
(19.4 and 33.6 GPa, respectively).  The radiance in the 
strong-shock regime is much sharper and dissipates quickly due to the increased hot spot 
cooling, as opposed to the low velocity regime where a much longer lasting emission is seen, 
previously described as hot spot smoldering.
15
  The spatially-averaged emissivity increases twice 
as quickly in early times at 33.6 GPa as compared to 19.4 GPa; however they converge to similar 
values near 1 µs.  Fig. 6.5c-d show intensified camera images of the reaction propagation at 
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various points in time.  Each image is taken on a new charge and each time is measured in 
duplicate.  It is important to keep in mind that the portion of the reaction that the pyrometer is 
viewing is a 36 x 90 µm square centered on the impact area (luminous area) rather than the entire 
reaction front observed by the camera.  This area is highlighted with a red square in the first 
image of Fig. 6.5c.  The early time photos (5, 20, and 100 ns after impact) were all taken with a 5 
ns gate time, whereas the later time photos, 420, 800, and 2500 ns after impact, were taken with 
a 20, 100, and 1000 ns gate respectively.  Concurrent with impact at all velocities, a highly 
heterogeneous luminous area is observed with discrete spots which are brighter than the 
surroundings.  This emission pattern is attributed to hot spots which are created on impact, while 
the driving-shock progresses through the charge.  The rising edge of emission during the first 10 
ns will be discussed in more depth in sections 6.3.5 and 6.3.6.  In contrast to the low shock 
pressure regime, in the strong shock regime the emission burns out in the center and appears dark 
for hundreds of nanoseconds.  The pyrometer is analyzing the emission within this darkened 
region and is able to record temperature dynamics where the reaction has apparently burned out 
due to its higher sensitivity relative to the intensified camera.  In late times in both cases the field 
of view is filled with luminous products which are motion blurred due to the long exposure time.  
These are likely the products from reaction not only where impact occurred, but also from the 
edges of the charges where the reaction propagated radially outward.  As seen in the pyrometer, 
the temperature and behavior of these products does not seem to depend much on how the 
reaction was initiated.  In the next section we analyze the rising edge of the emission and its 
spectral characteristics in both shock-pressure regimes. 
6.3.5 Hot spot genesis 
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 Figure 6.6a-b shows same radiance, temperature, and spatially-averaged emissivity at 
Fig. 6.5a-b, where only the first 25 ns are examined in linear time.  To combat the low signal at 
the earliest time, the data shown represents a 2 point rolling average.  Figure 6.6c-f show several 
spectral radiance curves along the rising edge of the emission.  The earliest fits are typically 
neglected due to their high (>10%) uncertainty; however, within this uncertainty it is clear that 
the initial temperature does not have an appreciable rise time.  The fits at these early times are 
not intended to be a quantitative temperature, but rather a rough temperature estimate based on 
the bias towards either the red or blue portions of the spectrum, which would indicate low (3000 
K) and high (6000 K) temperatures respectively.  Interestingly, the strong-shock regime is 
roughly 2000 K hotter at the hot spot genesis than the weak shock pressure regime; however, by 
5 ns the temperature reaches 4000 ± 250 K in both regimes.  These jumps in temperature 
represent a shock-induced heating rate of 5∙1012 K s-1.  As with previous work, the peak 
temperature occurs on the rising edge of the emission.
15
  The increase in radiance with 
decreasing temperature signifies a large increase in the spatially-averaged emissivity as can be 
seen.   
 While the emission rise time (10 – 90%) appears relatively consistent at the two shock 
strengths given here, it is important to note that the rise time is affected by the averaging 
technique utilized here and may be affected by the optical depth of our 42 µm thick samples.  
The averaging technique may artificially broaden the rise time if the rise time is sufficiently short 
relative to our ~2 ns uncertainty in timing based on when the emission rises above the baseline.  
To elucidate the effect of our averaging technique as well as the charge thickness on our 
emission rise times, we calculate an average rise time by taking the rise time on each individual 
shot and averaging, rather than averaging the spectral radiance time-dynamics together.  The 
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average rise time calculated by this method at low and high shock strength for various charge 
thicknesses is presented in Fig. 6.7.  The solid lines represent a parabolic growth which would be 
expected for samples where the reactive volume (rather, the area of the reactive volume 
projected in 2D) of hot spots increases with charge thickness.   
 
6.3.6 Early time hot spot dynamics 
 Figure 6.8 shows the early time temperature, radiance, and spatially-averaged emissivity 
for a shock pressure of 19.4 GPa in linear time along with images of the reaction taken in 5 ns 
intervals with a 5 ns electronic gate.  Clearly from the images it can be seen that the initial 
reaction is heterogeneous; with discrete areas of greater intensity emission.  By 20 ns, where the 
radiance is falling and cooling is occurring, the luminous area the pyrometer measures is seen to 
darken as the reaction spreads radially.  Additionally, the heterogeneity of the central emission 
increases as the reaction continues.  A rough estimate, taken from an average over several 
images ranging from 5 to 35 ns after impact, of the luminous front’s expansion rate gives ~8 ± 1 
km s
-1
 radially outward (the front expands ~200 µm outward in 25 ns).  This velocity is greater 
than the shock velocity in unreacted XTX-8003 and is moving normal to the direction of shock 
propagation.  The rate is too fast for adiabatic expansion of product gasses, but may result from 
radial reaction waves in the PBX. 
6.4 DISCUSSION  
6.4.1 Direct imaging of hot spots 
 For the first time, direct images of spatially discrete emission on the microscale arising 
from an explosive charge concurrent with high-velocity impact are presented.  The images 
provide invaluable information about what happens outside of the narrow area which the 
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pyrometer observes.  The simultaneous appearance of both discrete emission spots and a diffuse 
background is consistent with emission which is originating both in and out of the plane of focus.  
The depth of field of the imaging camera is less than the 42 µm charge thickness and thus the 
emission is likely originating from throughout the charge volume.  It is important to note that the 
observed spots constrain a maximum hot spot size, near 40 µm for the larger discrete spots, but 
they do not define a minimum size since a cluster of 10 nm hot spots in a 5 µm diameter area 
would appear identical to a single 5 µm reactive domain due to the diffraction limit and spectral 
resolution of the camera.  In the low shock-pressure regime, the emission appears to be contained 
by the unreacted EM outside of the 500 µm diameter impactor for several dozen ns before 
expanding outward and dimming in the center slightly, while in the high shock-pressure regime 
the emission expands to the edge of the 1 mm charge diameter in 20 ns.  These reaction images 
confirm what the pyrometer observes within its field of view.  In the low shock pressure regime, 
hot spots are formed and reaction proceeds over 50 ns, while in the overdriven regime hot spots 
quickly cool and smolder for several hundred nanoseconds, depending on shock pressure, before 
the charge finishes burning out.  In both cases, the late time emission from the pyrometer is 
clearly due to reaction products which originate not only from the impacted center of the charge, 
but also from the edges where the reaction front is seen to propagate.  In addition to confirming 
what the pyrometer observes, the images demonstrate a marked increase in the radial reaction 
rate through the unshocked explosive charge.  In the low shock-pressure regime, the luminous 
front propagates radially at ~8 µm ns
-1
; however, in the high shock-pressure regime, the front 
appears to propagate even more rapidly.  The observed radial expansion rate of the luminous 
front in the high shock-pressure regime exceeds the shock velocity along the direction of 
propagation and thus certainly exceeds the shock velocity which extends radially.  In light of 
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this, it is possible that some of the observed emission is actually diffuse scattering which 
originates from closer to the driving shock. 
6.4.2 Hot spot genesis temperatures 
 The initial observable hot spot temperature is a function of chemical and physical 
processes which occur during the initial shock-driven decomposition processes.  As seen in Fig. 
6.6a,b, for both the low and high shock-pressure regime the observed temperature is above 3500 
K for the first observable temperature which is fit 2 ns after the emission leaves the baseline.  
The time axis is set based on when the emission rises off the baseline, due to the lack of PDV 
signal to synchronize off of; however, previous studies have shown that there is no induction 
time between the impactor impinging on the charge and the emission rise time and so the rise 
time can be taken as the moment the shock wave is observed to pass over the observed area.
15
  
From this, the observed temperature reaches 3500 K within 2 ns from shock compression, which 
is consistent with recent theoretical results where a 4000 K hot spot was observed within 500 ps 
for a 20 nm void in crystalline PETN and 50 ps in a 40 nm void in crystalline RDX.
1,2
  This 
indicates that the chemistry which occurs in hot spots, where the decomposition is seeded by 
void collapse in small pores, is the major factor which drives the hot spot temperature.  The 
average initial temperature is variable in the range from 3700 to 4500 K from batch to batch.  
Additionally, as can be seen in Fig 3a, the initial temperature for any given shot varies over a 
similar range.  The variance in initial temperature is larger than the uncertainty for any single 
temperature and thus represents a true stochastic nature to the initial temperature which is likely 
due to micro- and nanostructural differences within each charge.  This is similar to the shock-
pressure threshold between regimes and indicates that the initial temperature is affected by subtle 
changes in the PBX.  Interestingly, in the high shock strength regime the initial temperature is 
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observed to be almost 2000 K hotter in the first 4 ns and converges to 4000 K by 5 ns, similar to 
the low shock-pressure regime.  This could be indicative of a change in the fast, fundamental 
chemistry which drives the initial decomposition and results in the drastically altered temperature 
evolutions observed. 
6.4.3 Hot spot generation 
 The exponential increase in spatially-averaged emissivity as a function of shock pressure 
before the temperature evolutions have diverged can be interpreted in three ways.  Either an 
increasing number density of reaction sites, larger reactive sites, or a change in reactive site 
chemistry.  The latter is taken to be unlikely due to the lack of change in Φ with respect to the 
change in temperature dynamics at the threshold between low and high shock pressure.  While it 
is certainly possible that the hot spot chemistry is different in these two regimes, if the emissivity 
of the chemical make-up is not significantly altered there would be no observable effect on Φ.  
At present, it is thought that an increasing number density of hot spots is more likely than larger 
hot spots at a constant number density to do the nanostructured sites which are thought to give 
rise to hot spots.  Typically, size distributions of defects in explosive charges follow a normal 
distribution.
10,32
  We then postulate that for a given shock pressure, there are a distinct range of 
features which are capable (i.e. the correct size and/or shape) of seeding hot spot formation.  It is 
straight forward to conjecture that as shock strength increases, so too would the relative number 
of micro- or nanostructural features with structure which is conducive to spawn hot spots.  In this 
interpretation, a 20 GPa shock may be capable of inducing the necessary chemistry to achieve 
hot spot genesis in nanopores which are larger than 100 nm in diameter, while a 40 GPa shock 
may be able to achieve the same reaction in spots which are >50 nm diameter.   
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 The observation of a continuous trend in Φ at early times rather than the behavioral 
difference that occurs in later times (i.e. after 100 ns) is indicative that while the hot spot 
temperature evolution occurs in two distinct regimes, the number density of hot spots is strictly a 
function of shock pressure.  The spatially-averaged emissivity increases by roughly 500X 
between 2 ns and 10 ns for both shock pressure regimes.  Such an increase cannot represent 
adiabatic expansion without assuming an unphysical heat capacity ratio, 𝛾 ≈ 1, due to the lack of 
strong cooling observed.  The increase is likely a combination of hot spot formation as the shock 
propagates through the charge, as was seen in the images which were a time-average over 5 ns, 
and hot spot growth as reaction waves propagate.  In this case, the rising edge of emission is 
more accurately considered as a collection of hot spots which have existed over a range of times 
and the measured temperature represents the average hot spot temperature over this time range.  
Since a typical shock wave would require ~ 4 – 5ns to traverse our 42 µm thick charge, which is 
similar to the rise time observed for the 42 µm thick charges, the temperature in early times can 
be taken to be an average over hot spots which have existed for 0 – 5 ns.      
6.4.4 Overdriven detonation 
 When an impactor drives a shock wave which is stronger than reaction behind the shock 
front can sustain, it is said to drive an overdriven detonation.  Given a sufficiently long charge, 
typically several mm, the shock strength will eventually decay to the CJ pressure.
25
  In the 
present experimental geometry, the charges are far too thin to for this decay period and so the 
over pressures are propagated through the full charge.  As seen in Fig 6.2a, at a threshold of 3.4 
km s
-1
 a radical change is seen in the dynamics of X-PETN.  For a given batch of X-PETN, the 
threshold was consistent to within  ±0.1 km s
-1
 however for different batches the threshold 
shifted to impact velocities as low as 3.2 km s
-1
 and as high as 3.6 km s
-1
.  This is likely due to 
125 
 
subtle differences in parameters such as particle size distribution in the PBX from batch to batch.  
Under the assumption that our X-PETN is consistent with the unreacted Hugoniot for XTX-8003 
the threshold velocity of 3.4 ± 0.2 km s
-1
 corresponds to a shock pressure of 26.1 ± 2.3 GPa and 
shock velocity of 8.3 ± 0.4 km s
-1
.
31
  Interestingly, this is 53% higher than the detonation 
pressure (17 GPa) and 15% higher than the detonation velocity (7.30 km s
-1
), indicating that in 
bulk material this impact condition would be a strongly overdriven detonation.
25,33
  Additionally, 
the pressure at which this behavioral transition is seen is similar to that calculated earlier for the 
run distance to detonation for a 42 µm sample as well as just under the upper limit for the von-
Neumann spike pressure in single crystal PETN.   
 The images presented in Fig 6.5 present a clearer picture of the altered behavior in this 
overdriven condition.  Contrary to the low shock-strength regime, where the impacted region 
reacts with continued emission out beyond 50 ns, in the overdriven condition the reaction 
propagates radially much faster as well as burning out much faster in the impacted region.  The 
cause of this behavior is not immediately clear, but it likely to be a due to a change in the 
chemistry during the initial hot spot formation at higher pressure.  The difference in initial 
temperature suggests that the chemistry occurring in the initial several ns of reaction is likely 
different in this regime, which more closely resembles the chemical environment behind the von-
Neumann spike, albeit with a sustained pressure pulse rather than a transient.  The distinct 
pressure regimes indicate that such a change in chemistry likely represents a different pathway 
rather than a simple pressure-dependent rate.  In this condition the hot spot temperatures cool 
significantly faster.  From the images, it is clear that the radial reaction rate is substantially 
increased.  The observed front velocity is far too quick to result from the particle velocity of 
reaction products and so cannot strictly be an increase in the adiabatic expansion rate, thus the 
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expansion must be due to radially propagating reaction outside of the shock compressed sample 
region.  This reaction spreads into uncompressed, unreacted EM in under 20 ns.  Comparing this 
to the low shock-pressure regime, where reaction didn’t transition into the uncompressed EM 
until after 45 ns, it is clear that the boundary between compressed and uncompressed EM is less 
important in the overdriven detonation regime.  As seen in Fig 6.2, within the overdriven shock 
regime the shock pressure delays the long time temperature and spatially-averaged emissivity 
spike where the temperature increases above the 2200 K floor which is reached after shock 
compression.  It is especially interesting that this behavior occurs because it indicates that the 
nature of the chemistry during the initial overdriven detonation is sufficiently pressure dependent 
such as to affect the time required for long-term reaction to burn back into the field of view of 
the pyrometer. 
6.4.5 Emission rise time  
 The rise time-dependence on charge thickness in the low shock strength regime suggests 
that the optical thickness of the reacting material is low enough that the shock is observed 
moving towards the image plane creating hot spots as it goes along.  Some hot spots would be 
out of focus in our microscope, however the light would still contribute to the overall signal.  
The hot spots created at the impact surface would also have much more time to grow, increasing 
in projected area, before the shock reached the substrate interface.  This observation is consistent 
with the results obtained from thicker charges, where a shock would require 21 ns to cross the 
120 µm charge and 15 ns to cross the 90 µm charge, as compared to the observed rise time of 27 
± 4 and 14 ± 3 ns respectively. The images shown in Fig 10b are also consistent with this 
interpretation, where bright, resolved spots are evident on a diffuse background.  From the 
pyrometry data it is clear that in the overdriven regime the temperature not only cools at a greatly 
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increases rate, the initial hot spot growth, and thus rise time, is also faster.  At small charge 
thickness the effects are minimal, but when charges 3 times thicker are used, the discrepancy 
becomes substantial. In the strong shock regime the increase in rise time appears to be nearly 
linear rather than parabolic and may result from a much higher optical thickness in this regime, 
where the only hot spots which are seen at any given time are near the reaction front.  The shock 
speed only increases by 50% between these two shock pressures and thus the 400% decrease rise 
time is not simply the shock moving through the material faster and generating hot spots over a 
shorter time.  An alternative explanation for this behavior is that the optical density of the 
reactive domains remains constant and the observed projected area simply is not completely 
filled in the low shock pressure regime, while the observed area is full in the strong shock 
regime.  This was observed in the low-density HMX charges, but is taken to be unlikely here due 
to the lack of plateau in the spatially-averaged emissivity as a function of shock pressure. 
6.5 CONCLUSIONS  
 The temperature evolutions of hot spots in a PETN-based PBX consisting of 80 wt.% 
PETN and 20 wt.% PDMS elastomer binder has been presented as a function of shock pressure.  
Two distinct regimes were identified, where the shock pressure was above and below an 
overdriven state.  When shock pressures are strongly overdriven, hot spots both cool much faster 
and cause an increased rate of radial propagation.  The first direct images of hot spots in shock 
compressed PBXs were demonstrated to complement the measured temperature evolutions and 
provide insight into the behaviors of shock compressed charges outside the directly shocked 
regions.  For impacts which drive a 26 GPa or weaker shock into the PBX, reaction was seeded 
by hot spots which stayed hot over 100 ns while becoming increasingly structurally 
heterogeneous.  For impacts above this pressure, the charges transitioned into an overdriven 
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regime where the hot spots were observed to darken over the region of impact within 20 ns with 
a substantially increased radial burn rate which apparently exceeded the shock velocity.  The 
shocked region which cooled substantially faster than in the low shock strength regime was 
reasoned to do so due to altered chemistry behind the shock front and possibly an increased 
adiabatic expansion rate.  This interpretation was supported by the increased initial hot spot 
temperature which was observed during the first 5 ns of the overdriven compression. 
 Short time spatially-averaged emissivity was shown to have an exponential dependence 
on shock pressure, independent of the two distinct regimes which were observed in the 
temperature evolutions.  This is interpreted as an increasing number density of reactive sites 
which are activated by the driving shock.  The continued trend of exponentially increasing 
spatially-averaged emissivity at short times regardless of pressure regimes, where distinctly 
different behavior is observed in both the images and the temperature evolutions, is interpreted 
as chemistry-independent hot spot genesis where the driving shock determines the spatial 
domains in which hot spots are formed and the pressure-dependent chemistry dictates their 
formation temperature and temperature evolution. 
 Finally, the emission rise time is discussed as a function of charge thickness and shock 
pressure.  The rise time is stretched out to longer times as charge thickness is increased in the 
low shock regime; however, very little change is observed in the overdriven regime.  This is 
interpreted as a difference in optical density behind the shock front.  If the rise time were simply 
a function of observing the hot spots form behind the shock front as it travels through the thicker 
charge, the difference between the two shock pressure regimes would be proportional to the 
increased shock velocity between the two pressures.  The difference in shock velocity would 
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explain a 50% decrease in rise time at the higher pressure, but does not explain the observed 
400% decrease. 
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6.6 FIGURES AND CAPTIONS
FIGURE 6.1. (a) Temperature and (b) spatially-averaged emissivity (Φ) as calculated by the 
individual shots (symbols) and the averaged spectral radiance (solid line).  The errors bars 
represent 95% confidence in the fits. 
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FIGURE 6.2. (a) Average temperature and (b) spatially-averaged emissivity (Φ) of X-PETN as 
a function of shock pressure. Note the logarithmic time axis. 
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FIGURE 6.3. Spatially-averaged emissivity (symbols) 11 ns after emission rise. 
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FIGURE 6.4. Radiance (integrated spectral radiance) of X-PETN as a function of shock 
pressure. 
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FIGURE 6.5. Radiance (black line), temperature (red squares), and spatially-averaged 
emissivity (blue circles) at (a) 11.7 GPa and (b) 33.6 GPa.  Fast camera images of (c) 11.7 GPa 
and (d) 33.6 GPa shocks at the labeled times after impact.  The early time photos (5, 20, and 100 
ns after impact) were all taken with a 5 ns gate time, whereas the later time photos, 420, 800, and 
2500 ns after impact, were taken with a 20, 100, and 1000 ns gate respectively.  The red 
rectangle outlined in the first image of (c) represents the pyrometer field of view. 
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FIGURE 6.6. Radiance (black line), temperature (red squares), and spatially-averaged 
emissivity (blue circles) at (a) 11.7 GPa and (b) 33.6 GPa for the first 25 ns after impact in linear 
time.  (c-f) Show the spectral radiance at the defined times.  Each line out represents a 2 point 
rolling average. 
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FIGURE 6.7. Emission rise time as a function of charge thickness for shock pressures of 11.7 
GPa (black squares) and 33.6 GPa (red circles).  The solid lines are parabolic fit lines.   
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FIGURE 6.8. (a) Radiance (black line), temperature (red squares), and spatially-averaged 
emissivity (blue circles) at 19.4 GPa. (b) Fast camera images at the labeled times after impact.  
All images taken using a 5 ns gate. 
 
  
138 
 
6.7 REFERENCES 
1T. R. Shan, R. R. Wixom, and A. P. Thompson, Physical Review B 94 (2016). 
 
2M. A. Wood, M. J. Cherukara, E. M. Kober, and A. Strachan, Journal of Physical Chemistry C 
119, 22008 (2015). 
 
3S. D. McGrane, D. S. Moore, and D. J. Funk, The Journal of Physical Chemistry A 108, 9342 
(2004). 
 
4K. E. Brown, S. D. McGrane, C. A. Bolme, and D. S. Moore, The Journal of Physical Chemistry 
A 118, 2559 (2014). 
 
5C. M. Tarver, in Shock Compression of Condensed Matter - 2005, Pts 1 and 2; Vol. 845, edited 
by M. D. Furnish, M. Elert, T. P. Russell, and C. T. White (2006), p. 1026. 
 
6C. M. Tarver, S. K. Chidester, and A. L. Nichols, Journal of Physical Chemistry 100, 5794 
(1996). 
 
7J. Kang, P. B. Butler, and M. R. Baer, Combustion and Flame 89, 117 (1992). 
 
8C. D. M. Eric J. Welle, Ryan R. Wixom, Philip Samuels, and Jarred Langhals, Journal of 
Physics: Conference Series (2014). 
 
9A. L. Brundage, R. R. Wixom, A. S. Tappan, and G. T. Long, in Shock Compression of 
Condensed Matter - 2009, Pts 1 and 2; Vol. 1195, edited by M. L. Elert, W. T. Buttler, 
M. D. Furnish, W. W. Anderson, and W. G. Proud (2009), p. 315. 
 
10R. R. Wixom, A. S. Tappan, A. L. Brundage, R. Knepper, M. B. Ritchey, J. R. Michael, and M. 
J. Rye, Journal of Materials Research 25, 1362 (2011). 
 
11D. Stirpe, J. O. Johnson, and J. Wackerle, Journal of Applied Physics 41, 3884 (1970). 
 
12C. A. Campos, edited by D. Division (Mason & Hanger-Silas Mason Co. - Pantex Plant, 1980). 
 
13W. P. Bassett and D. D. Dlott, in Shock Compression of Condensed Matter - 2015; Vol. 1793, 
edited by R. Chau, T. Germann, I. Oleynik, S. Peiris, R. Ravelo, and T. Sewell (Amer 
Inst Physics, Melville, 2017). 
 
14A. D. Curtis, A. A. Banishev, W. L. Shaw, and D. D. Dlott, Review of scientific instruments 
85, 043908 (2014). 
 
15W. P. Bassett and D. D. Dlott, Applied Physics Letters 109, 091903 (2016). 
 
16W. P. Bassett and D. D. Dlott, Journal of Applied Physics 119, 11 (2016). 
 
17W. P. Bassett, B. P. Johnson, N. K. Neelakantan, K. S. Suslick, and D. D. Dlott, Applied 
Physics Letters 111, 061902 (2017). 
 
139 
 
18M. R. Manaa and L. E. Fried, in Advances in Quantum Chemistry, Vol 69; Vol. 69, edited by J. 
R. Sabin (2014), p. 221. 
 
19G. L. Green, C. M. Tarver, and D. J. Erskine, REACTION ZONE STRUCTURE IN 
SUPRACOMPRESSED DETONATING EXPLOSIVES, Vol. 113291-7 (Office of the 
Chief of Naval Research OCNR, Portland, OR, 1989). 
 
20A. Tokmakoff, M. D. Fayer, and D. D. Dlott, Journal of Physical Chemistry 97, 1901 (1993). 
 
21T. M. Willey, K. Champley, R. Hodgin, L. Lauderbach, M. Bagge-Hansen, C. May, N. 
Sanchez, B. J. Jensen, A. Iverson, and T. v. Buuren, Journal of Applied Physics 119, 
235901 (2016). 
 
22E. A. Lee, R. C. Drake, and J. Richardson, Journal of Physics: Conference Series 500, 182023 
(2014). 
 
23M. D. Bowden and R. C. Drake, in The initiation of high surface area Pentaerythritol 
Tetranitrate using fiber-coupled laser-driven flyer plates, 2007 (SPIE), p. 12. 
 
24M. D. Bowden, M. P. Maisey, and S. L. Knowles, in Shock Compression of Condensed Matter 
- 2011, Pts 1 and 2; Vol. 1426, edited by M. L. Elert, W. T. Buttler, J. P. Borg, J. L. 
Jordan, and T. J. Vogler (Amer Inst Physics, Melville, 2012). 
 
25Z. Liu, S. Nagano, and S. Itoh, in Shock Compression of Condensed Matter-1999, Pts 1 and 2; 
Vol. 505, edited by M. D. Furnish, L. C. Chhabildas, and R. S. Hixson (Amer Inst 
Physics, Melville, 2000), p. 227. 
 
26S. A. Sheffield, D. D. Bloomquist, and C. M. Tarver, The Journal of Chemical Physics 80, 3831 
(1984). 
 
27C. M. May and C. M. Tarver, in 18th Aps-Sccm and 24th Airapt, Pts 1-19; Vol. 500, edited by 
W. Buttler, M. Furlanetto, and W. Evans (2014). 
 
28B. G. Loboiko and S. N. Lubyatinsky, Combustion, Explosion and Shock Waves 36, 716 
(2000). 
 
29A. V. Fedorov, A. L. Mikhailov, L. K. Antonyuk, D. V. Nazarov, and S. A. Finyushin, 
Combustion, Explosion, and Shock Waves 47, 601 (2011). 
 
30W. P. Bassett and D. D. Dlott, Review of Scientific Instruments 87, 103107 (2016). 
 
31S. P. Marsh,  (University of California Press, 1980). 
 
32C. D. M. E. J. W. R. R. W. M. B. R. P. S. Y. Horie, Shock Compression of Condensed Matter - 
2015, Pts 1 and 2 (2015). 
 
33B. M. Dobratz and L. Lawrence Livermore National, LLNL explosives handbook : properties of 
chemical explosives and explosive simulants (Lawrence Livermore National Laboratory, 
140 
 
University of California ; Available from National Technical Information Service, 
Livermore, Calif. Springfield, Va. , 1985).
141 
 
CHAPTER 7: HOT SPOT GENSIS TEMPERATURES AND 
TEMPERATURE EVOLUTIONS IN MULTIPLE PBXS 
7.1 INTRODUCTION  
 Shock initiation of energetic materials (EMs) is a complex mechanochemical 
phenomenon which is inherently difficult to experimentally probe due to the vast time and space 
scales over which reaction occurs.
1
  This is especially true for polymer-bound explosives 
(PBXs), where a relatively high degree of heterogeneity is present as crystal/crystal, 
crystal/binder, and crystal/void interfaces.  It has long been understood that initiation is seeded 
by critical regions of localized mechanical and chemical energy, termed hot spots, which cause 
strongly spatially heterogeneous temperature and pressure fields.
2
  These hot spots have been 
computationally probed over many time and length scales from the atomic
3-6
 to the 
macroscopic.
7-11
  Simulations are used to ascertain both the chemical and physical response of 
EMs to the insult that causes the hot spots, the effect of sample geometry and microstructure on 
the origin of hot spots, and the effect different hot spot characteristics have on bulk performance.  
Experimental efforts towards understanding the role of hot spots in initiation thresholds and bulk 
performance have made steps forward;
12-14
 however, the studies largely infer the role of hot spots 
from parameters such as surface area rather than directly characterizing the hot spots.  In the 
present work, we have made significant progress in characterizing the temperatures of hot spot 
formation and the subsequent reactivity which hot spots undergo as it relates to the fundamentals 
of the EM-base from which the PBX is created.  The EMs studied in this work are pentaerythritol 
tetranitrate (PETN), 1,3,5-trinitro-1,3,5-triazinane (RDX), 2,4,6-trinitrotoluene (TNT), and 1,3,5-
triamino-2,4,6-trinitrobenzene (TATB) and consist of 80 wt.% EM and 20 wt.% elastomer 
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binder.  These formulations are designed to replicate the commercial formulations XTX-8003 
and XTX8004, which have a PETN and RDX base, respectively.
15,16
 
 Recently, we developed a 32-channel pyrometer for making temperature measurements 
with nanosecond time resolution on systems which have been shock compressed by a laser 
driven-flyer system.
17,18
  This system utilizes 32-channels to increase temperature fidelity and 
exclude molecular/atomic emission; however, no such emission has been observed on our system 
in prior molecular explosive studies except sodium emission which occurs microseconds after 
shock compression and has been attributed to the glass substrate.
19
  In various Raman studies on 
shock-driven temperature, the pressure-dependent absorption spectrum in TATB has obfuscated 
temperature measurements above 7 – 10 GPa, due to a shift and broadening of the absorption 
spectrum, further emphasizing the need for caution in pyrometry measurements.
20,21
  Dreger et al 
measured molecular emission in single-crystal PETN under shock compression, where the 
emission was assigned to NO2
+
.
22
  This molecular emission was shown to be shock-pressure 
dependent and was used to put forth a mechanism for the shock-induced decomposition in 
single-crystal PETN.  Similar experiments showing the time-resolved emission of molecular 
crystals, including single-crystal PETN, typically demonstrate a lack of emission on the 
nanosecond timescale and treat samples as graybody emitters.
23
    
 In polymer-bound systems without micron-scale void features, we’ve shown that hot 
spots originate from shock-induced decomposition of the reactive material and subsequent 
compression into what is best described as a reactive fluid (i.e. a hot, dense amalgam of EM and 
EM decomposition products such as H2O, N2, CO, etc.).
24,25
  The fundamental processes which 
form these reactive fluids as they decompose from the starting material and give rise to hot spots 
occurs on the ps timescale and thus are too quick to be observed by our pyrometer.
6,26,27
  The 
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initial temperature and temperature evolution of these reactive hot spots, as dictated by the 
starting material and thus chemical environment, as a function of shock strength is the subject of 
this chapter. 
 Purely physics based simulations of hot spot formation rarely show hot spot temperatures 
which are sufficient to initiate reaction.
9,28
  Recently, simulations of PETN and RDX which 
include chemical reaction have observed hot spot temperatures at ~4000 K for collapsing pores 
which are 10 – 100 nm in diameter.6,26  These temperatures are consistent with those our group 
observed recently in PBX systems based on PETN.
24
  As reported previously, the hot spot 
temperatures were observed concurrent with impact without a temperature rise time, indicating 
the local temperatures under shock compression reached 4000 K in <4 ns, which corresponds to 
a heating rate of >10
12
 K/s.  The capability to measure temperature evolutions during initiation of 
EMs is instrumental in informing models and increasing our basic understanding of the physical 
and chemical processes of shock initiation.
4
  A fundamental understanding of these processes 
will help efforts to improve the heavily parameterized phenomenological models for EM ignition 
and growth which have been utilized for modeling EM initiation thresholds and reaction 
processes in bulk systems for the last 30 years.
29
 
 The chemical processes behind a shock front are typically interpreted using a theory put 
forth simultaneously and independently by Zel’dovich, von-Neumann, and Dӧring and is known 
as ZND theory.
30
   In ZND theory, the transition between starting material and products is made 
in the reaction zone, a region between the compressed explosive and the chemically-equilibrated 
products which is described by the time it takes for this reaction to occur in a stationary reference 
frame.
31
  The base-explosives for the formulations used here were each chosen to elucidate the 
role of a certain experimental parameter.  Reaction zone studies reported by Tarver suggest that 
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the formulations studied here should behave on fundamentally different time scales.
32
  PETN 
was chosen due to its small reaction zone (<4 ns) that causes it to behave consistent with pure 
Chapman-Jouguet (CJ) theory (i.e. no measureable reaction zone in pressed pellets) according to 
particle velocity data with nanosecond time resolution.
33
  RDX was chosen due to its slower 
chemistry relative to PETN, where most of the energy is liberated over 20 ns.
32
  TNT and TATB 
were chosen due to their similar chemistry, with reaction zones lasting several hundred 
nanoseconds, where TNT trades enhanced power for enhanced sensitivity.
32
  It is interesting to 
note that with the exception of PETN, the reaction zone is spatially long enough in each 
explosive that when the shock front reaches the substrate, reaction at the flyer/EM interface has 
nominally not reached chemical equilibrium and ceased reaction.
32
  In the rest of this chapter, we 
describe the experimental apparatus and experiments which were conducted, present shock 
strength-dependent hot spot temperature evolutions for the 4 formulations which have been 
discussed, examine the first non-graybody emission which has been observed on our system, and 
qualitatively analyze the mechanisms which control hot spot temperature evolution and their 
implications on hot spot domain size. 
7.2 EXPERIMENTAL DETAILS 
 Samples were composed of 80 wt.% explosive (PETN, RDX, TNT, or TATB) and 20 
wt.% poly(dimethylsiloxane) (PDMS, Sylgard 182), henceforth referred to simply as X-PETN, 
X-RDX, X-TNT, and X-TATB, respectively.  The synthesis of this samples is described in 
chapter 2, section 2.5.5.  The 32-channel pyrometer has been described previously and in chapter 
2.
19,24,34
  The light collected by the microscope objective was used to create a magnified image in 
the plane of a variable iris which was imaged by a 1:1 relay system to the variable slit of the 
spectrograph, which results in a rectangular imaged area which was 90 x 36 µm for X-PETN, X-
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RDX, and X-TNT and 90 x 54 µm for X-TATB. The enlarged area for X-TATB was necessary 
due to lower total signal.  To enable radiometric measurements, the spectrometer was calibrated 
by placing the output of a fiber-coupled radiometric standard with a color temperature of 2700K 
(StellarNet Inc.) at the sample position.  Graybody methods for temperature fitting are described 
in chapter 2.
19,34
 
 Briefly, Plank’s Law, Eq. (7.1), gives the spectral radiance L of a thermal body, 
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where 𝜀 is the graybody emissivity.  To account for spatial inhomogeneity in emission, which 
cannot be corrected for in calibration, we modified Eq. (7.1) by defining the parameter Φ = 𝜀 ∗
𝑉∗, where Φ  is the spatially-averaged emissivity measured by our spectrometer, 𝜀 is the 
graybody emissivity, and V* the volume fraction of emitters. In that case,  
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 To acquire emission transients, the digitizer outputs were binned using a log(time) 
algorithm, where the data were averaged into 15 points per time decade.  This greatly improved 
the signal-to-noise ratio in the later decades, because each data point was the average of more 
acquisitions than the previous.  No PDV signal was acquired off the PBX surface and thus to 
deal with the time zero problem in our log (time) plots, the time axis was arbitrarily set to define 
10
-9
 s as the instant the emission came off the base line.  Furthermore, at each flyer velocity we 
acquired typically 25 emission transients and averaged together their spectral radiance before 
making temperature and spatially emissivity fits.  The high throughput of our impactor system 
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makes it uniquely capable to perform signal-averaged measurements of impactor-driven 
experiments.  The 95% confidence limit of the spectral radiance fits for temperature 
measurements was typically within 5%; however, due to the stochastic nature of reaction site 
generation and the T
4 
dependence of radiance, which allows a small temperature band to 
represent a much larger spatially-averaged emissivity, the standard deviation of Φ was typically 
within 50% during the first decade and within 30% thereafter.  We examined the shots in each 
set to see if there were any outliers, which were discarded. No more than 2 outliers were found 
per speed, typically 0 or 1.  We believe outliers occurred when the sample wells were not 
properly filled or reaction from a previous shot damaged either the target or flyer plate.  This was 
more common at the higher impact velocities (>3.0 km s
-1
) and frequently resulted in skipping 
every other sample well, thus taking ~75 shots per target substrate in this velocity range.   
7.3 RESULTS 
7.3.1 Temperature dynamics for various PBXs 
 Averaged temperature histories for X-PETN are shown in Fig. 7.1a.  Error bars for 
temperature and Φ are given as the 95% confidence limit (1.96 standard deviations).  For clarity, 
error bars are only shown for a single impact velocity, but are consistent across all impact 
velocities, with relative values as discussed in the previous section.  The temperature dynamics 
as a function of impact velocity appear to be bimodal, showing a low impact velocity regime (1.5 
– 3.4 km s-1) and a high impact velocity regime (3.6 – 4.5 km s-1).  An in depth discussion of 
these temperature dynamics was presented in chapter 6.  This chapter focuses on the comparison 
of different explosive bases.  Additional impact velocities have been collected, but are omitted 
for clarity.  The omitted velocities are chosen such that no significant changes are seen between 
shown data sets (i.e. 2.5 km s
-1
 is omitted because no significant change is observable between 
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2.0 and 2.8 km s
-1
). 
 
In the lower velocity regime, the temperature dynamics appear consistent 
with previously published results on PETN-based PBXs where single shots were shown rather 
than the dynamics shown here which were taken from the averaged spectral radiance of many 
shots.
24
  At an impact velocity of 2.8 km s
-1
 a slight increase in temperature is seen between 2 
and 5 ns.  This is the only impact velocity for which a temperature increase is observed.  This is 
likely due to the ns uncertainty in timing in conjunction with the low signal which is implicit in 
making fits on the rising edge of the emission and does not necessarily indicate that no such 
temperature increase existed at other speeds.  The high impact velocity regime shows a greatly 
increased cooling rate at early times and is discussed in section 7.4.1. 
 The temperature dynamics for X-RDX are shown in Fig. 7.1b. Contrary to the X-PETN, 
the temperature at lower impact velocities does not monotonically decrease.  Rather the 
temperature increases until ~25 ns. As impact velocity and thus shock pressure increases, the 
magnitude of the temperature rise at ~25 ns decreases.  At 3.5 km s
-1
 the temperature spike no 
longer increases above the initial hot spot temperature and begins cooling at an increased rate.  
At an impact velocity of 3.8 km s
-1 
the temperature increase is completely gone and the 
temperature cools monotonically very similarly to XTX-P.  Similar to X-PETN, the temperature 
converges to 2800 K near 1 µs after impact.  Temperature dynamics after 1 µs likely result 
purely from reaction products, as was shown in chapter 6, and are not the subject of the present 
publication.  At higher impact velocities a lower temperature is reached before the stable reaction 
temperature, which is also consistent with X-PETN’s behavior. 
 Average temperature histories for X-TNT are shown in Fig. 7.1c.  At the lowest impact 
velocities (2.0 – 2.8 km s-1) the hot spots cool at a consistent rate throughout the reaction, while 
at higher impact velocities there is a faster initial cooling into a plateau temperature which lasts 
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for hundreds of nanoseconds at 3.4 km s
-1
 and 20 ns at higher pressures, after which additional 
cooling is observed.  By 200 ns the temperatures converge to between 2000 and 2500 K, which 
is the lowest final temperature of any formulation studied here.  Between 3.4 and 3.8 km s
-1
 the 
initial hot spot temperature increases by ~1000 K.  Even though the initial temperature increases 
dramatically here, the temperature at t = 10 ns remains constant at ~2500 K.  This means that the 
hot spot cooling rate increased dramatically between these two speeds.  
 Average temperature dynamics for X-TATB are shown in Fig. 7.1d.  X-TATB shows the 
lowest temperature hot spots at 2500 K, nearly 1500 K cooler than those seen in either X-PETN 
or X-RDX and 1000 K lower than X-TNT.  The temperature is shown to be largely invariant 
with impact velocity, indicating that limited change in hot spot chemistry occurs at any shock 
pressure attainable here.  The emission spectra at the low impact velocities for X-TATB are not 
strictly thermal, which potentially leads to erroneous temperature measurements.  Due to this, the 
temperatures reported have a higher uncertainty than the other PBXs studied here.  The spectra 
are presented and discussed in section 7.3.2.  A slight increase in temperature concurrent with 
impact is seen at the highest impact velocities, however; this change is small compared to the 
radical difference in behavior of the other formulations at the highest impact velocities.  
Radiance and Φ are also largely invariant with respect to shock pressure.  This lack of response 
is consistent with TATB’s status as an insensitive HE.35,36  While only a marginal change in the 
hot spot temperature is attained at higher shock pressures, the temperature during the interim 
period between hot spot formation and reaction does show a slight decrease in temperature.  
These spectra do appear to be thermal.  An increase in temperature to ~2800 K occurs around 1 
µs after impact.  The long time temperature dynamics are believed to be due to the gaseous 
products of EM reaction.     
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 The first 100 ns of temperature dynamics, radiance, and spatially-averaged emissivity for 
all four PBX formulations at two impact velocities, 2.8 km s
-1
 and 4.0 km s
-1
, are shown in linear 
time in Fig. 7.2.  At 2.8 km s
-1
, the initial hot spot temperature is seen to be between 3500 and 
4000 K for both X- PETN and X-RDX, and the temperatures evolve similarly with the exception 
of the temperature rise in the RDX-based material.  In X-TNT, the initial hot spot temperature is 
similar to that of X-PETN and X-RDX, but cools more quickly than either.  After 10 ns, when 
the shock is unloading, the temperature difference between X-TNT and X-PETN and X-RDX 
has increased to nearly 1000 K.  At 4.0 km s
-1
, the temperature dynamics of X-PETN and X-
RDX have nearly converged.  At this velocity, X-TNT is observed to have the same initial 
temperature as X-PETN and X-RDX, however it quickly cools.  Neglecting the initial 20 ns, X-
TNT and X-TATB exhibit identical temperature evolutions.  At this high impact velocity, the 
PBXs can be divided into aromatic and non-aromatic based on their behavior.  The radiance is 
shown to last much longer at low velocities, especially for XTX-R which is the only formulation 
where the radiance peak is out as late as 20 ns.  At 2.8 km s
-1 
the radiance never falls to the noise 
floor of the instrument.  At the higher impact velocities used here, all formulations yielded 
limited radiance after the initial ~40 ns. 
7.3.2 Thermal vs non-thermal spectral distributions 
 Spectral radiance (i.e. the spectrally resolved emission) for a 2.8 km s
-1
 impact at various 
impact times is given in Fig. 7.3 for X-PETN, X-RDX, and X-TNT.  In all cases the emission is 
accurately modeled by a graybody temperature fit.  The relative temperatures are easily seen 
from the spectral shape with X-RDX being the hottest through this period and X-TNT being the 
coolest.  The 10, 15, and 20 ns times chosen here represent the rising edge and peak of emission 
in X-RDX and the peak and falling edge in X-PETN and X-TNT.  The spectra given here 
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indicate that similar experiments could be carried out using pyrometer instrumentation that does 
not have the available spectral resolution and range of our device.  The adherence to graybody 
behavior demonstrated is representative of all times and impact conditions studied here over the 
range from 1.5 to 4.5 km s
-1
 for these materials. 
 The spectral radiance for X-TATB at various impact conditions at the same relative times 
is given in Fig. 7.4.  Clearly the emission at low impact velocities, Fig. 7.4a-b, deviate strongly 
from graybody behavior.  At the high impact velocities, the behavior becomes more graybody-
like; however, the quality of the fit does not approach that of the other formulations studied here.  
Possible reasons for this deviations and their validity are discussed in section 7.4.4 of the 
discussion section.  In Fig. 7.4a the spectrum is also fit excluding the channels between 600 nm 
and 750 nm to analyze the effect of potential spectral emission over this range.  The graybody 
model fits reasonably well from 450 – 550 and 750 – 800 nm and results in a temperature of 
2000 K at 10 and 15 ns and 2400 K at 20 ns.  Comparing this to the 2500 K temperatures of the 
full wavelength fit there is a 25% decrease temperature and corresponding factor of 5 increase in 
spatially-averaged emissivity.   Clearly a pyrometer with a lesser number of channels would need 
to exercise extreme caution in making temperature measurements of TATB-related formulations 
at low impact velocities.  
7.3.3 Shock strength dependent growth in reaction volume 
 The spatially-averaged emissivity at t = 11 ns is shown in Fig. 7.5 for all 4 PBX 
formulations at impact velocities ranging from 1.5 km s
-1
 to 4.5 km s
-1
. This time was chosen due 
to the peak in emissivity that is seen in all formulations at all impact velocities except for X-
RDX, where the peak occurs about 5 ns later at low velocities.  In all cases except X-TATB, the 
Φ parameter increases with increasing impact velocity, indicating a larger volume of reaction 
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sites.  The formulations appear to follow an exponential growth (solid lines) in Φ except for X-
TATB, where a decreasing spatially-averaged emissivity is seen.  As previously discussed, the 
non-thermal spectra in X-TATB complicates the interpretation of spatially-averaged emissivity 
and thus the error is likely an underestimate.  The exponential growth parameter of X-PETN, X-
RDX, and X-TNT are 1.00 ± 0.04, 0.96 ± 0.08, and 1.42 ± 0.07 s km
-1
, respectively.    
 While the Φ parameter is frequently used to infer a relative change in the number density 
of reaction sites,
37
 for carbon-rich explosives such as TNT or TATB it is important to recall that 
it is also representative of the material emissivity.  For HEs known to produce carbon-heavy 
soot,
25,38
 the high Φ could be indicative of production of high emissivity carbon materials.39   
7.4 DISCUSSION  
7.4.1 Overdriven detonation 
 At a threshold of 3.4 km s
-1
 a radical change is seen in the dynamics of X-PETN and a 
gradual transition to similar behavior is observed in X-RDX, as seen in Fig. 7.1.  For a given 
batch of X-PETN, the threshold was consistent to within  ±0.1 km s
-1
 however for different 
batches the threshold shifted to impact velocities as low as 3.2 km s
-1
 and as high as 3.6 km s
-1
.  
This is likely due to subtle differences in parameters such as particle size distribution in the PBX 
from batch to batch.  Under the assumption that our X-PETN is consistent with the unreacted 
Hugoniot for XTX-8003, the threshold velocity of 3.4 ± 0.2 km s
-1
 corresponds to a shock 
pressure of 26.1 ± 2.3 GPa and shock velocity of 8.3 ± 0.4 km s
-1
.
40
 Interestingly, this is 53% 
higher than the detonation pressure (17 GPa) and 15% higher than the detonation velocity (7.30 
km s
-1
), indicating that in bulk material this impact condition would be a strongly overdriven 
detonation.
41,42
  As seen in Fig. 7.2, the temperature evolution behavior for X-TNT and X-
TATB, neglecting the initial 20 ns, similarly converge at high impact velocity.  Unfortunately, 
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there is no available Hugoniot for an HE which is comparable to X-TNT or X-TATB and thus 
impact velocities cannot be correlated to a specific shock pressure in these materials.  The 
paralleled temperature evolutions while the shock unloads for these two groups of materials may 
indicate that in an overdriven detonation environment the chemistry which affects the 
temperature evolution may be similar.   
7.4.2 Hot spot chemistry 
 In ZND theory, the initial shock up to the von-Neumann spike is a purely compressional 
process in which no chemistry occurs.
31
  Chemistry to convert starting material into products 
after the von-Neumann spike occurs in the so-called reaction zone.  Following the reaction zone, 
the products reach the CJ point, where chemical equilibrium is achieved and thus no chemical 
reaction occurs to liberate additional heat.
31
  PETN is known to behave in a way that is consistent 
with pure CJ theory, not showing evidence of a reaction zone on the several ns time scale of 
previous experiments.
30,43
  The lack of heating observed in the temperature evolution of PETN 
hot spots is consistent with the idea that PETN’s energy is released within the time-resolution of 
the instrument (~ 2ns) and so the only observed dynamics result from cooling mechanisms, while 
RDX generates heat for several dozen nanoseconds after impact which competes with heat loss 
to yield the observed temperature dynamics.
32
  During a 2.8 km s
-1
 impact, the reaction 
temperature in X-PETN is shown to increase from 3600 K to 4100 K between 1 and 5 ns.  This 
short time increase in temperature is still consistent with previous observations of PETN reaction 
zone chemistry.  In this view, the temperature evolution of hot spots is a measure of the 
temperature inside the reaction zone. 
 The four formulations explored here were chosen due to their well-known differences in 
reaction zone chemistry.
32
  Figure 7.1 clearly shows a marked difference in not only hot spot 
153 
 
generation temperatures, but also the temperature evolution of these hot spots within different 
explosive materials.  The hot spot chemistry behaves differently as a function of shock pressure 
for each material and cannot be described by a global shock-pressure dependent model.  For 
instance, while the PETN and RDX-based materials have nearly identical temperature dynamics 
at high shock pressures, X-PETN has two distinct regimes while X-RDX undergoes a gradual 
shift from low shock pressure behavior to high shock pressure behavior.  The temperature 
evolution of X-PETN is best described as pure cooling, while the RDX-based material requires 
heat generation to accurately characterize it.  The observation that only the magnitude of the 
temperature peak in X-RDX and not the time-dependence of this peak suggests that the amount 
of reaction responsible for the temperature spike is pressure-dependent while the kinetics of this 
reaction are pressure-independent. 
 The existence of two distinct regimes in PETN versus RDX may indicate that the hot spot 
chemistry of PETN is invariant until sufficiently overdriven and so maintains near constant 
cooling with respect to shock pressure.  The fact that shock pressure has minimal effect on the 
initial hot spot temperature, while exponentially increasing the spatially-averaged emissivity is 
indicative that the reactive sites may not be interacting within the low shock pressure regime.  If 
we assume that change in emissivity due to a change in the chemistry of the reactive sites with 
respect to shock strength is small compared to the change in reacting volume (i.e. Δ𝜀 ≪
Δ𝑉∗, ΔΦ = Δ𝑉∗) then the increase in Φ can result from two sources, either an increase in number 
density of reactive sights, or an increase in volume of individual reactive sites at a near constant 
number density.  An increasing number density of isolated reactive sites would increase the 
observed reacting volume fraction without causing changes in temperature dynamics, such as 
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would be expected with a change in chemical environment when a reaction site is confined by 
shocked, unreacted material rather than shocked, reacting material. 
 The observation that X-PETN and X-RDX do not increase in initial hot spot temperature 
at increasing shock pressures, but do increase in spatially-averaged emissivity at a similar and 
constant rate is indicative that the chemistry of hot spot generation does not change in this shock 
pressure range.  The initial hot spot temperature is thus controlled by the fast, fundamental 
chemistry which occurs during shock compression and yields lower temperatures for the 
materials with a higher activation energy and less favorable reactions such as carbon formation.
44
  
As shown by the temperature jump to the initial hot spot temperature, the initial chemistry that 
yields hot spots occurs within the time-resolution of our instrument.  The size of the hot spots 
increases rapidly with only minor change in temperature during the emission rise time.  The 
implications this has on hot spot expansion as an adiabatic process are discussed in the section 
7.4.5.  The immediacy of the temperature jump is consistent with theoretical works where 
significant loss of EM and generation of reaction products occurs on the 100 ps time scale, thus 
the major reactions and liberation of energy occurs in this period.
4
  The initial temperature is also 
known to be affected by changes in microstructure of a PBX.
24
  For example, just as the 
threshold for overdriven behavior can change slightly from batch to batch of X-PETN, the 
average initial temperature is variable in the range from 3700 to 4500 K from batch to batch.  
Additionally, the initial temperature for any given shot varies over a similar range.  The variance 
in initial temperature is larger than the uncertainty for any single temperature and thus represents 
a true stochastic nature to the initial temperature which is likely due to micro- and nanostructural 
differences within each charge.  In this view, a potential hot spot undergoes the same 
decomposition and liberates a constant amount of energy to its surroundings, however the 
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number of reactive sites generated and their evolution are both shock-pressure dependent.  The 
change in hot spot temperature evolution without a change in initial temperature is interpreted as 
a change in the confining layer around the hot spot.  This would result in altered reactivity once a 
given hot spot is created, without affecting the hot spot genesis temperature.   
 For TNT and TATB-based materials, a lesser amount of energy is released over longer 
time scales,
41
 failing to compete with the heat loss mechanisms as well as X-RDX which results 
in a lower overall temperature.  This is consistent with known properties of both TNT and 
TATB, where ~80 ns are required to release the bulk of their energy.
32
  The increased cooling 
rate seen in X-TNT could also be due to the higher thermal conductivity of solid carbon products 
such as graphitic sheets and amorphous carbon which are known to form from reaction of 
TNT.
25,45,46
  These high-carbon products form to a lesser extent in RDX and almost not at all in 
PETN.
38,45
   
7.4.3 HE sensitivity 
 For all formulations studied here, hot spot temperature evolutions were found to be only 
mildly affected by shock strength for weak shocks.  For flyer impacts between 1.5 and 2.8 km s
-1
 
temperature dynamics remained relatively consistent, while the spatially-averaged emissivity 
decreased with decreasing impact velocity at the demonstrated exponential rate until no emission 
was discernible.  Clearly at some lower boundary for shock pressure the hot spot genesis process 
must change; however in the range studied here the results are consistent with a modified 
interpretation of the classic hot spot model.
2,44
  In our experiments, individual charges are 42 µm 
thick and have a volume of ~50 µg, only 25% of which is compressed by our impactor.  While 
this precludes us from making quantitative descriptions of threshold shock pressures for 
detonation, we do obtain information about the sensitivity of our PBX formulations from the 
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initial temperature and rate at which hot spot creation increases with shock pressure.  In the hot 
spot view where a critical, spatially-constrained temperature must be reached,
44
 the likelihood of 
criticality is based on two things: the initial temperature at which hot spots are formed and the 
spatial proximity of individual hot spots to one another such that coalescence of many hot spots 
together will form a large enough thermalized volume of sufficient temperature.  In this view, a 
lower number density of hotter spots will thermalize equivalently to a higher number density of 
lower temperature spots.  If the initial hot spot temperature is material dependent, such as shown 
here, sensitivity should trend upwards with increasing initial temperature.  This general trend is 
observed in our PBX base HEs, with RDX and PETN having the highest initial temperature and 
sensitivity followed by TNT and TATB respectively.
47
  Sensitivity of HE is well-known to 
increase with pore size and surface area,
9,28
 which we have observed as having a substantial 
effect in initial hot spot temperature due to shock-induced decomposition and subsequent product 
compression.
24
  The X-TATB formulations were shown to have significantly larger pore sizes, 
but due to the relative insensitivity of TATB still showed minimal energy release. 
 Shock initiation is better described as a statistical phenomenon than as an absolute 
threshold
48
 similar to low velocity drop impact initiation.
49
  If an explosive is impacted at a given 
threshold pressure 100 times, 50 of the drive-shocks would initiate reaction and 50 would 
fail.
47,50
  In this context, failure may be seen as a change in run distance to detonation, such that 
the explosive performance is altered rather than a complete lack of detonation.
51
  For a PBX in 
which hot spots are non-uniformly distributed, the shock-pressure dependent growth rate of the 
number density of hot spots would strongly influence the width of the band for which shock 
initiation could occur.  Thus the range of shock pressures for which a sufficient number density 
of hot spots are likely to be formed in sufficient proximity to thermalize above the critical 
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temperature and initiate would increase with decreasing growth rate.  X-TNT has a larger shock 
strength dependence on spatially-averaged emissivity than X-PETN or X-RDX, and thus would 
be expected to have a narrower range of initiation pressures.   
 
 
7.4.4 Non-graybody behavior in TATB 
 Molecular explosives are known to fit well to graybody models for many species 
including HMX,
37
 PETN, and nitromethane.
52
  The non-graybody behavior in TATB has not 
previously been reported; however, shock-induced emission and absorption are not unheard of.  
The deviation from graybody behavior can be explained in two ways.  The simplest explanation 
is that the reaction products, intermediates, or unreacted TATB simply do not have an emissivity 
which is spectrally-uniform as required by the graybody model.  This is likely to be the case due 
emissivity being equivalent to absorption, and TATB’s well-known absorption between 400 and 
500 nm.
20
  This absorption is known to be pressure dependent and obscures Raman 
spectroscopy-based temperature measurements in TATB.
20,21
  Another potential cause of the 
deviation from graybody behavior is the presence of strong molecular emission which is only 
visible over the background thermal radiation when temperatures are low.  Molecular emission 
under shock compression has been observed previously for single-crystal PETN, where no 
background thermal radiation was observed.
53
  This explanation is plausible; however, because 
the spectral radiance is similar in intensity while the system becomes more graybody-like at high 
shock velocities, it would indicate that the molecular emission centered at 650 nm decreases with 
increasing shock pressure.  It is interesting to note that if self-absorption of graybody thermal 
radiation near 500 nm results in a dip in intensity at these wavelengths, the corrected spectrum 
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would have a peak near 700 – 800 nm, and thus correspond to a temperature of ~4000 K.  This is 
considerably higher than the near-thermal spectrum observed at high shock strengths and so 
considered unlikely.  
7.4.5 Temperature evolution 
 A framework for quantifying the temperature evolution in these reacting explosives 
would require a direct treatment of temperature rather than heat flow due to two major factors.  
Namely, the field of view of the pyrometer is far smaller than the area in which reaction is 
occurring and no explicit barriers reign the reaction in, therefore in order for energy to be 
conserved we would have to assume that there is equal energy transfer in and out of the field of 
view.  As seen in chapter 6, this is not likely to be the case.  Additionally, information about the 
heat capacity in a time-dependent, reactive system is not well-known and is difficult to estimate.  
For these reasons, we restrict discussion of the temperature evolution to a qualitative description 
and acknowledge that complex modeling outside the scope of this thesis would be required to 
treat it directly.  In the framework put forth, some amount of heat is liberated faster than the time 
resolution of our instrumentation (~2 ns) which sets the initial temperature of the system.  The 
temperature evolution of hot spots after their creation is governed by a competition between 
adiabatic expansion, heat lost, and heat generated.  Heat generation is a combination of shock 
heating and reaction.  It is known from experiments where inert samples such as silica powder 
were shock compressed that the heat generated from shock compression is too small to result in 
temperatures that are visible to our pyrometer.
24,37
  The heat generated by shock compression is 
certainly capable of affecting the reaction chemistry by increasing the bulk temperature, but isn’t 
directly applicable to the hot spot temperatures.  For this reason, only heat generation by reaction 
is considered here.  The heat generation from reaction is likely dictated by the surrounding 
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material which confines the hot spot and the reaction rates of the decomposition products and 
intermediates which make up the reacting spots themselves.  This is seen in the limited, slow 
reactivity exhibited by X-TNT and X-TATB.  The only formulation for which significant 
amounts of heating is observed is X-RDX, where temperatures either increased, or stagnated for 
as long as 25 ns.  It is likely that the heat release occurs too fast to be readily observed in PETN, 
and too slow to be distinguished from the background cooling in TNT and TATB. 
 Cooling on the time scale relevant to hot spot temperature evolution (1-100 ns) can 
feasibly occur by 3 mechanisms: adiabatic expansion of products, convection, and conduction.  
Radiation losses represent less than 0.01% of the kinetic energy imparted by the flyer plate over 
the observed temperatures out to 100 ns and are taken as insignificant.  Without advanced 
modeling it is difficult to quantify the contribution of each mechanism, however it is worthy of 
note that the cooling rate of PETN, where heat generation is assumed to occur within our time 
resolution and thus not affect the observed time-dependent cooling rate, is acceptably modeled 
by a single exponential at all shock velocities.  From Fig.7.2, the spatially-averaged emissivity is 
shown to increase by an order of magnitude over the 6 ns rise time of the emission with little to 
no change in temperature over this period.  This indicates that if adiabatic expansion is the cause 
of the initial hot spot size growth, the heat capacity ratio, γ, must be near unity.  For later times 
(i.e. 10 – 100 ns) where Φ doesn’t change as rapidly (Fig. 7.2c and f) the cooling mechanism has 
either taken on more conduction/convection, or γ must have increased to allow adiabatic 
expansion to have a greater effect on the temperature. 
 From the temperature evolutions shown, it can be seen that the cooling rates are similar 
for X-PETN and X-RDX, where additional heat generation is required to capture the behavior of 
the RDX-based material due to its slower chemistry.  An advanced heat flow analysis to model 
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conduction and convection is beyond the scope of this publication; however, some limiting cases 
can be stated.  We will now consider heat flow over a 50 ns period starting from the peak 
radiance, where the main burst in Φ has already occurred and the driving shock is unloading.  
During the first 50 ns after impact the exponential cooling rate in X-PETN can be approximated 
as linear with a cooling rate of 1∙1010 K/s in the low shock-pressure regime and 3∙1010 K/s in the 
overdriven regime.  Thus in the first 50 ns the temperature decreases by 500 K and 1500 K in the 
low and high shock pressure regime, respectively.  If we apply a simple one-dimensional heat 
diffusion model
18
 𝑑 =
1
2
√2𝛼𝑡, where d is the distance heat diffuses, 𝛼 is the thermal diffusivity 
of XTX (assumed to be 9∙10-8 m2 s-1), and t is time, heat can diffuse ~47 nm in 50 ns.  In order 
for heat conduction to play a role in the cooling seen here, diffusion over this distance must be at 
least partially responsible for the temperature reduction observed.  Assuming spherical hot spots, 
no thermal gradients inside the hot spot, and a uniform ratio of thermal mass between the hot 
spot and surroundings (i.e. a unit volume of hot spot decreases in temperature by δ K for a given 
increase of 1 K in the surrounding unit volume where δ is the thermal mass ratio), order of 
magnitude estimates for hot spot size and the ratio of thermal mass between the hot spot and the 
surroundings are presented in Fig. 7.6.  Clearly this model is oversimplified, nonetheless it 
demonstrates that for purely heat conduction to account for the observed hot spot cooling, the hot 
spots would have to be on the order of 10 nm in radius or else have a thermal mass of 1-5% as 
compared to the surroundings.  This hot spot size is small, but not unphysically small, consisting 
of ~1500 uncompressed explosive molecules.  Hot spots of this size are also consistent with 
recent molecular dynamics simulations which showed initial reaction temperatures similar to 
those presented here.
6,26
  Quantifying the effect of adiabatic expansion on a reaction temperature 
requires knowledge of the heat capacity ratio, γ, as well as the rate of expansion; however, it is 
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likely that adiabatic expansion plays a role due to the small size of the reactive sites.  An in depth 
heat flow treatment is necessary to understand the complexities of the spot cooling observed in 
the present work, but it is likely to originate from a combination of the cooling mechanisms 
discussed here. 
7.5 CONCLUSIONS  
 Hot spot genesis temperatures and temperatures evolution for 4 formulations based on 
XTX-8003/8004 are presented.  The formulations consist of either PETN, RDX, TNT, or TATB 
in a 80/20 wt.% mixture with a silicone elastomer binder.  Temperature dynamics obtained from 
averaging the spectral radiance of individual shock events were presented for the first time.  The 
temperature dynamics demonstrate a unique shock strength dependence for each base explosive 
with distinct behavioral regimes in PETN, a gradual loss of reaction heating in RDX, uniquely 
increasing genesis temperature in TNT, and a lack of significant shock strength dependence at all 
in TATB.  In strongly overdriven conditions the cooling rate of all explosives except TATB 
increases dramatically.  Under these conditions the formulations studied here can be grouped by 
temperature evolutions into aromatic and non-aromatic groups.  Early-time temperatures for 
TATB are to be taken as rough estimates due to the observed non-graybody behavior which is 
unique to TATB. 
 The number density of observed hot spots, as inferred from the spatially-averaged 
emissivity, increases exponentially with shock strength for PETN, RDX, and TNT-based 
formulations.  Using the hot spot genesis temperature and rate of increase of hot spot number 
density, qualitative conclusions about sensitivity were drawn which are consistent with known 
properties of explosives.  Hot spots appear to be largely non-interacting with chemistry that is 
dictated by the explosive reactant.  PETN undergoes the quickest hot spot chemistry, faster than 
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our instrument resolution (~2 ns) and consistent with pure CJ theory where chemical equilibrium 
occurs immediately behind the shock front and RDX is observed to release significant energy 
over 25 ns. Potential cooling mechanisms were briefly discussed and a simplified calculation 
using the volume increase of a hot spot due to heat conduction and the ratio of thermal mass 
between hot spots and their surroundings show that for reasonable ratios of thermal mass hot 
spot domains are likely on the order of 10 to 100 nm in diameter.  A more advanced model 
accounting for hot spot mixing (convection), conduction, and adiabatic expansion of products is 
required to fully explain the observed cooling rate and its shock-pressure dependence. 
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7.6 FIGURES AND CAPTIONS 
 
FIGURE 7.1 Temperature dynamics of (a) X-PETN, (b) X-RDX, (c) X-TNT, and (d) X-TATB 
at a range of impact velocities.  Error bars are omitted from all but the slowest velocity for 
clarity.  Typical relative error is ~5% for the first decade (i.e. until 10
-8
 s) and ~3% thereafter. 
Note the logarithmic time axis. 
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FIGURE 7.2 Averaged temperature dynamics (a,d), radiance (b,e), and spatially-averaged 
emissivity (c,f) for low velocity (a-c), and high velocity (d-f) impacts.  The top row represents 
low velocity impacts, where the flyer plate impacted at 2.8 km s
-1
 in all cases. The bottom row 
represents high velocity impacts, where the flyer plate impacted at 4.0 km s
-1
 in all cases.  Note 
the linear time axis. 
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FIGURE 7.3 Spectral radiance for (a) X-PETN, (b) X-RDX, and (c) X-TNT at the indicated 
times relative to observed emission.  Solid symbols represent the measured data points. Solid 
lines represent the graybody model with fitting parameters given in Fig. 4 at the relevant times.  
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FIGURE 7.4 Spectral radiance for X-TATB at (a) 2.0 km s
-1
, (b) 2.8 km s
-1
, (c) 3.2 km s
-1
, and 
(d) 3.6 km s
-1
.  Symbols represent collected data points and solid lines represent graybody fits 
utilizing all wavelengths.  The dotted line in (a) represents a graybody fit where the wavelengths 
between 600 and 750 nm are excluded. 
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FIGURE 7.5 Shock strength dependence on spatially averaged emissivity at t = 11 ns for (a) 
XTX-P (black squares), (b) XTX-R (red circles), (c) XTX-TN (blue triangles), and (d) XTX-TA 
(magenta downward-facing triangles.  Solid lines represent exponential growth fit lines. 
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FIGURE 7.6 Contour map for initial hot spot size versus the ratio of thermal mass (δ) of the hot 
spot to its surroundings.  The change in temperature represents the amount a spherical hot spot of 
given initial radius will cool to reach thermal equilibrium with its surroundings after a radial 
increase of 47 nm as a function of thermal mass ratio.  The ratio of thermal mass, described in 
the text, represents the amount that a unit volume of hot spot will cool, in Kelvin, for every 
increase in temperature by 1K in a unit volume of surroundings.  The highlighted bands represent 
a temperature change of 500 K (yellow band) and 1500 K (red/orange band) corresponding to the 
observed temperature change in 50 ns for low velocity and high velocity impacts respectively. 
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