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Despite of the eﬃciency brought by the high-throughput technology in detecting protein-protein
interactions, diﬀerent wet-lab methods still pose diﬀerent pitfalls. As a complementary strategy,
dry-lab methods are less expensive and have an advantage of data fusion that overcomes the biases
of individual data sources. This thesis explores the indicative features and the eﬀect of a graph
model in the protein-protein interaction prediction task as well as the capability of the multiple
kernel learning algorithms in improving the prediction performance.Diﬀerent kernels are applied in
accordance with diﬀerent features. We integrate 14 global and 10 graph features respectively in
the SVM framework via diﬀerent kernel methods, and then compare the prediction performances
of diﬀerent features. When applying the graph features, we represent individual proteins as labeled
graphs and then apply three diﬀerent graph kernels to explore which one can best capture the
relationships between proteins. For merging heterogeneous data, we apply diﬀerent multiple kernel
learning algorithms and explore their capabilities in improving the prediction accuracy.
We formulate the prediction of protein-protein interactions as a binary classiﬁcation problem and
in the SVM framework, we need to reconstruct the kernel which measures the similarity between
protein pairs from the kernel which measures the similarity between proteins. For this goal, we
employ three diﬀerent pairwise kernels in the SVM framework and explore their eﬀects in capturing
the relationships between protein pairs. We perform experiments on 896 Saccharomyces Cerevisiae
(baker's yeast) proteins and report the prediction performances of the three pairwise kernels on 10
graph and 14 global features, as well as the prediction results of diﬀerent multiple kernel learning
algorithms. Our experimental results reveal that the overall prediction performance achieved by
the 10 graph features applied to the proposed graph model is better than that achieved by the 14
protein global features, and that among all multiple kernel learning methods, the alignf wins over
the others in the protein-protein interaction prediction task. Our methods detect the interacting
proteins at a high level. Based on this work, low-level models can be devised to detect the exact
interacting spots between proteins.
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11 Introduction
In spite of various experimental methods for discovering protein-protein interactions,
the gap between the catalogued protein-protein interactions and the proteins with
known sequences is still huge. High-throughput technology has lowered the cost in
detecting new protein-protein interactions, however, each method has pitfalls and
can bring high rate of false positives. The computational methods make predictions
and suggest hypotheses that can be tested in laboratory. By this way, the discovered
interacting proteins are more reliable. In addition, the computational methods are
capable of fusing heterogeneous data sources with convenience and eﬃciency. By
applying appropriate computational methods, the predictions made can be rather
accurate. This advantage reduces the manual work and expense in laboratory since
the biologists can only verify a smaller data set which consists of the estimation
results of some computational method.
1.1 Biological Background
Proteins are the functional units of life. For sustaining life, the so-called hereditary
material DNA also plays a vital role. For understanding the thesis better, we ﬁrst
need to know the relationship between DNA and proteins as well as the deﬁnition
and signiﬁcance of protein-protein interactions. We refer readers to the textbook
[Lodish et al., 2000] for more relevant knowledge.
Living organisms are composed of cells and cells are classiﬁed as unicellular (e.g.,
bacteria) or multicellular (e.g., plants and animals). Taking the multicellular or-
ganism as an example, a cell comprises a cell nucleus, which contains DNA, the
hereditary material. DNA is a molecule composed of four diﬀerent types of nu-
cleotides (sometimes called bases). Certain segments of DNA correspond to genes,
which pass down the hereditary information from parents to children such that the
oﬀspring bears certain traits of parents. A gene in DNA serves as a recipe on how to
build a protein. A protein is a molecule composed of diﬀerent types of amino acids.
The order of nucleotides in a gene determines the order of amino acids in a protein.
The amino acid composition of a protein can further decide the 3D structure as
well as the function of the protein. When proteins interact with other proteins, a
series of biological events are triggered and as a consequence, the activities of living
organisms are regulated.
The ﬂow of information from genes to proteins is described by the central dogma as
2shown in Figure 1. Before a cell divides, DNA in the original cell is duplicated (repli-
cation). When certain proteins are needed, the corresponding genes are transcribed
to RNA, a single-stranded molecule composed of four diﬀerent types of nucleotides
(transcription). As opposed to DNA which is also a composition of four bases,
i.e., adenine (abbreviated A), cytosine (C), guanine (G) and thymine (T), in RNA
thymine is replaced by uracil (U). The RNA is ﬁrst processed for getting rid of the
non-coding parts (processing) and then transported out of nucleus (transport) for
completing the translation to the protein required (translation).
DNA RNA Protein
Replication
Transcription
Processing
Transport
Translation
Figure 1: The central dogma
The travel of the genetic information from DNA to the protein involves diﬀerent
interaction activities. For instance, as DNA transcribed to RNA, the proteins called
transcription factors bind to speciﬁc DNA sequences for controlling the rate of tran-
scription. During the processing phase, some proteins interact with RNA for reg-
ulating multiple steps of RNA processing, such as splicing, protecting, translating,
and degrading the message. Finally, in the translation phase, protein synthesis hap-
pens in the ribosome which requires the involvement of numerous accessory factors
to assist the translation initiation, elongation, and termination. As a result of a
series of chemical events, we obtain a protein composed of diﬀerent types of amino
acids (also called residues). Diﬀerent amino acids show diﬀerent physicochemical
properties as well as diﬀerent structures. Hydrophobicity, for example, reﬂects to
what extent that an amino acid likes or dislikes the watery environment. In general,
the hydrophobic, also called non-polar amino acids tend to expel water and the
hydrophilic, also called polar amino acids tend to attract water. Because of these
properties, the hydrophobic amino acids in a protein tend to pack together and
bury themselves up as a core; on the other hand, the hydrophilic amino acids tend
to seek contact with water and face away from the hydrophobic core. Propelled by
the forces between hydrophobic and hydrophilic amino acids, the protein will show
some 3D structure which tends to be stable.
The 3D structure of a protein can decide its function, but proteins rarely act alone.
They generally interact with other proteins or small molecules (ligands) to regulate
3biological processes or pathways. During the interactions, the protein structure
is vital. The complementary surface patches of the proteins or ligands result in
the formation of a number of non-covalent bonds such as hydrogen bonds, ionic
interactions, Van der Waal's forces, and hydrophobic packing.
Protein-protein interactions (PPIs) are generally deﬁned as the physical contacts
between two or more proteins as a result of a series of biochemical events. In
some context, however, the proteins having functional links are also considered as
interacting. In this thesis, we only study the protein physical interactions, namely,
the direct interactions.
Studying proteins by identifying their interacting partners is signiﬁcant. Although
many proteins perform their functions independently, the vast majority of proteins
interact with others in diﬀerent biological activities. It has been estimated that
more than 80% of proteins operate in complexes [Berggård et al., 2007]. In some
cases, the functional deﬁnition of a protein can be very ambiguous unless the object
that it acts on and/or the partners it works with are stated clearly. For this reason,
PPI data helps the discovery of previously unknown proteins by their association
with other proteins with known functions. Apart from the functional role that a
protein plays in the living organisms, PPI data also facilitates the modeling of func-
tional pathways for understanding the molecular mechanisms of cellular processes.
Moreover, the PPI data helps the reconstruction of PPI networks, which have led
to further studies and achievements in disease diagnosis [Navlakha and Kingsford,
2010; Schuster-Böckler and Bateman, 2008] and clinical therapies as well as drug
target determination in pharmaceutical industry [Fischer, 2005].
1.2 Relevant Research
The classic wet-lab methods for detecting PPI are in vitro and in vivo approaches.
For the in vitro methods, the PPI detection is performed in a controlled environ-
ment outside a living organism and the methods used include tandem aﬃnity pu-
riﬁcation, aﬃnity chromatography, coimmunoprecipitation, protein arrays, protein
fragment complementation, phage display, X-ray crystallography, and NMR spec-
troscopy. For the in vivo methods, the PPI detection is performed on the whole
living organism itself, and the methods used include yeast two-hybrid (Y2H, Y3H)
and synthetic lethality. These wet-lab approaches result in large-scale development
of useful tools for detecting PPIs. However, apart from the expensive instrumenta-
tion, these techniques are time consuming and the data generated have experienced
4high rates of noise and false positives. In general, extra eﬀort is needed to verify
the reliability of the PPIs obtained from the high-throughput technology. The lim-
itations of wet-lab experiments arises the need of the in silico methods. In silico
methods are also called the computational methods. They are performed on the
computer, thus they are faster, less expensive, and labor-saving. These methods
include chromosome proximity, gene fusion, in silico 2 hybrid, mirror tree, phylo-
genetic tree, as well as sequence-based, structure-based, and gene expression-based
approaches [Rao et al., 2014].
Computational methods, in particular, machine learning methods have been ex-
tensively utilized in combination with wet-lab methods to facilitate the detection
of PPIs over the years. The term machine learning refers to a set of topics re-
garding the construction and evaluation of algorithms that facilitate the pattern
recognition, classiﬁcation and evaluation based on the models derived from the ex-
isting data [Tarca et al., 2007]. Apart from the high eﬃciency, they exert power
by taking diﬀerent data sources into account and consequently accurate predictions
can be reached provided that appropriate methodologies are used. For this reason,
experimental and computational methods are complementary and can be used in
conjunction to bring forth more reliable conclusions.
Many biological problems can be formulated as a binary classiﬁcation problem. A
typical strategy is to tackle them by the state-of-the-art classiﬁcation methods,
speciﬁcally, support vector machines (SVM) and kernel methods [Cristianini and
John, 2000; Steinwart and Christmann, 2008]. SVM algorithm provides a good out-
of-sample generalization if the penalty factor for the incorrectly classiﬁed data is
appropriately chosen. Kernel methods provide the mechanism that separates data
with non-linear patterns by implicitly transforming them from their original space
to another high-dimensional space, where the data become linearly separable such
that the classiﬁcation of original data can be solved by SVM.
A lot of papers have revealed the eﬀectiveness of SVM and kernel methods in PPI
prediction over the last decade. In the SVM framework, the prediction task is clas-
sifying the protein pairs as interacting or not, thus a kernel measuring the similarity
between protein pairs is needed. A protein can be characterized by a speciﬁc fea-
ture from some source. According to the property of the feature, an appropriate
kernel can be chosen to measure the similarity between proteins. Then the simi-
larity between proteins is taken as the feature, and a so-called pairwise kernel is
devised to measure the similarity between protein pairs. The choice of both ker-
5nels is important in the PPI prediction task. Ben-Hur and Noble [2005] proposed
some sequence-based kernels  spectrum kernel, motif kernel and Pfam kernel  for
computing protein similarities, and each one is based on a diﬀerent feature derived
from the protein sequence itself. The spectrum kernel is based on the number of
the occurrences of the common k-mers (strings composed of k amino acids) in the
sequences of two proteins. The motif kernel is based on the number of motif matches
in the sequences of two proteins. The Pfam kernel is based on the comparison results
(E-values) of the domain structure represented by the hidden markov models in the
Pfam database to the sequences of the two proteins. The design of the pairwise ker-
nel arises from the intuition that if a protein pair (A,B) is similar to another pair
(A′, B′), it is very possible that the partner of either pair is similar to the partners
the other pair. In particular, A may be similar to A′ and B similar to B′. Since
ﬂipping (A,B) gives the same protein pair, then B may be similar to A′ and A
similar to B′.
In addition to exploring the best methodologies, computational scientists are also
interested at the features most indicative in detecting PPIs, which in turn makes the
data-driven prediction model more eﬃcient. Hamp and Rost [2015] has revealed that
the evolutionary proﬁle is a valuable feature in PPI prediction and the proﬁle-kernel
yields a good PPI prediction performance. Especially, when the gene expression
data is taken into consideration in the experimental setup, the prediction accuracy
can be further improved. The importance of the gene expression data in the PPI
prediction has also been observed in our work.
The protein 3D structure is believed to be critical since it determines the functional
role of a protein in the living organisms. To the best of our knowledge at the time
of writing, none of available methods has utilized the protein secondary structure
information in the PPI prediction. As opposed to the secondary structure elements
(SSEs), Suresh et al. [2015] has utilized the protein blocks (PBs)  a more accurate
representation of protein structures  in the RPI prediction. However, their method
dose not represent a protein by a graph. The smaller elements (PBs) will introduce
more nodes to the graph model applied in our work and should pose a diﬃculty in
computing the protein similarities. Therefore, in this thesis, we take the SSEs as
the smallest elements for constructing the graph model.
In recent years, multiple kernel learning (MKL) methods have been proposed to
make full use of multiple kernels instead of a single kernel in combination with SVM
for achieving an optimal prediction accuracy. The research in bioinformatics always
6relates to the joint analysis of heterogeneous data. The MKL methods have the
convenience of combining these heterogeneous features that use diﬀerent notions
of similarity and thus require the use of diﬀerent kernels. The advances in MKL
methods have not been applied in PPI prediction yet. In our work, we have two
types of features. One is the graph feature set composed of 10 graph features applied
to the protein graph model, while the other is the global feature set composed of
12 features extracted from the protein sequence plus 2 features from the wet-lab
experiments. For reducing the bias and exerting the strength of each feature in PPI
prediction, we turn to the MKL methods and explore their eﬀects in enhancing the
prediction performance.
1.3 Protein Graph Model
The conformation of a protein in space determines its function. The graph repre-
sentation of a protein may well express its intrinsic characteristics. Borgwardt et al.
[2005] proposed a protein graph model for protein function prediction. We use this
protein graph model in our PPI prediction task. It is known that the structure of a
protein can be considered at diﬀerent levels. The protein graph model is constructed
based on the protein primary, secondary, and tertiary structures. The protein pri-
mary structure refers to its amino acid composition; the secondary structure refers
to its local sub-structures (i.e., Sheets, Helices, and Turns); the tertiary structure
reﬂects the conformation of a protein in space. The protein conﬁrmation is ex-
pressed by the structural relationships of its local sub-structures, namely secondary
structure elements (SSEs).
Figure 2 shows the graph representation of a protein chain. In the graph model,
nodes represent the SSEs, for which sheets are marked with S and helices are marked
with H. Each node is assigned with a series of physicochemical features as shown in
Table 1 based on its amino acid (AA) composition. The relationships between nodes
are expressed by the sequential and structural edges respectively. Both edge types
are assigned with edge features. For the sequential edges, the label is the number of
AAs between adjacent SSEs in the sequence. It is obvious that for a protein chain,
both the initial and the last SSEs on the chain have only one neighbour. For the
structural edges, the label is the euclidean distance between the connected SSEs.
Each SSE corresponds to a 3-dimensional coordinate (XcenterSSE , Y
center
SSE , Z
center
SSE ), which
is the center point of its initial and last AA. The coordinate of an AA is decided
by its Cα atom. The coordinates of the initial and the last Cα atom of an SSE are
7denoted respectively by (XstartCα , Y
start
Cα
, ZstartCα ) and (X
end
Cα
, Y endCα , Z
end
Cα
). In this work,
for each SSE, only its three closest neighbors in space are considered. The coordinate
of an SSE is given by
(XcenterSSE , Y
center
SSE , Z
center
SSE ) = (
XstartCα +X
end
Cα
2
,
Y startCα + Y
end
Cα
2
,
ZstartCα + Z
end
Cα
2
). (1)
S
S
H
H
H
2
1
3
1
3
2
2
1
3
2
3
2 3
Figure 2: The protein graph
model. Blue nodes are the
initial and the terminal SSEs
in the sequence respectively.
Nodes labeled with S and H
are sheets and helices respec-
tively. Dashed lines repre-
sent sequential edges, while
solid ones represent struc-
tural edges. Numbers with
green background are the
lengths of sequential edges,
while the ones without back-
ground are the lengths of the
structural edges.
Feature Description Source
AALength Number of AAs composing the SSE PDB
3DLength Euclidean distance of the initial AA and the last AA
of the SSE
PDB
Hydropho-
bicity?
· The features ending with ? contain a sum and 3bin
feature respectively.
· Each AA has an index value for a speciﬁc feature.
· Based on the AA composition of an SSE, summing
up the index values of a speciﬁc feature gives the sum
feature value; while the low, median and the high
index value distributions give the 3bin features.
AAindexVan der
Waals
Volume?
Polarizability?
Polarity?
Table 1: Node labels of the protein graph. Above features are extracted from PDB
[Bernstein et al., 1977] and AAindex [Kawashima and Kanehisa, 2000] respectively.
81.4 The Proposed Methods
In this thesis, we formulate the prediction of PPIs as a binary classiﬁcation problem
that is solved by SVM and kernel methods. For characterizing individual proteins,
we follow two avenues. On the one hand, we obtain 12 global features by scan-
ning various patterns in protein sequences and utilizing the results from 2 wet-lab
experiments  gene expression and protein localization in diﬀerent cells. Previous
studies have shown that the protein sequence itself contains features indicative of
the discrimination of protein interactions, such as the domain similarity, the se-
quential homology and the sequence similarity. In this thesis, we also explore the
signiﬁcance of other sequence based features in the prediction of PPIs. In addition,
the gene expression and protein localization features are considered important since
the proteins not existing in the same cell should not interact. On the other hand,
we model a protein as a graph and apply 10 protein graph features to the protein
graph model. Figure 3 shows the 4-step workﬂow when the protein graph features
are used in predicting the interacting proteins. First, individual proteins are mod-
eled as labeled graphs. For a speciﬁc protein, nodes are assigned with the features
shown in Table 1 respectively. Therefore we obtain 10 sets of protein graphs and
each corresponds to one graph feature.
Second, taking the 10 sets of labeled protein graphs as inputs, we apply three dif-
ferent graph kernels (i.e., random walk graph kernel [Vishwanathan et al., 2010],
shortest-path kernel [Borgwardt and Kriegel, 2005], and GraphHopper kernel [Fera-
gen et al., 2013]) to measure the similarity between proteins. As a result, a series of
kernel matrices are obtained. Each matrix corresponds to a feature assigned to the
nodes of the protein graphs, and the entry values of a matrix indicate the degree of
similarity between proteins.
Third, the kernel matrices indicating protein similarities are input to the PPI frame-
work, where three diﬀerent kernel functions are employed to transform the inputs
to the so-called pairwise kernel matrices indicating the degree of similarity between
protein pairs. Likewise, each matrix corresponds to a feature assigned to the nodes
of the protein graphs. Then these pairwise kernels are combined with the SVM
algorithm to perform binary classiﬁcation, namely predicting whether two proteins
interact or not. The prediction performances of diﬀerent features are compared
through AUC which is the area under the receiver operating characteristic curve
(ROC) [Hanley and McNeil, 1982].
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Model protein as graph
S
S
H
H
H
2
1
3
1
3
2
2 1
3
2
3
2 3
· · · · · ·
Step 2
Graph kernels
P-P similarities k(pi, pj)
p1 pn
pn
p1 pn
pn
Step 3
PPI framework
ps pt
p′s p′t
ps pt
p′s p′t
ps pt
p′s p′t
tensor product kernel tensor product pairwise metric learning pairwise kernel
(TPK) kernel(TPPK) (MLPK)
PP-PP similarities K((pi, pj), (p
′
i, p
′
j))
p1p2 pn−1pn
pn−1pn
p1p2 pn−1pn
pn−1pn
Individual pairwise kernels
SVM + individual kernels−−−−−−−−−−−−−−−−−−−−−→ PPI prediction
Step 4
MKL algorithms
PP-PP similarities K((pi, pj), (p
′
i, p
′
j))
p1p2 pn−1pn
pn−1pn
p1p2 pn−1pn
pn−1pn
Mixture pairwise kernels
SVM +mixture kernels−−−−−−−−−−−−−−−−−−−→ PPI prediction
Figure 3: 4-step workﬂow.
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Lastly, for further improving the prediction performance, four diﬀerent MKL algo-
rithms (i.e., uniform, align, alignf [Cortes et al., 2012], and p-norm path following
algorithm [Jawanpuria et al., 2014]) are utilized and their eﬀects in the PPI predic-
tion are evaluated by AUC.
The rest of the thesis is organized as follows. We ﬁrst give a brief introduction to
the SVM algorithm in Section 2. Technical details about the graph kernels and the
pairwise kernels employed in this thesis are discussed in Section 3. Section 4 explains
the four MKL algorithms utilized in the MKL framework. The experimental results
are given in Section 5. Finally, I conclude this thesis by discussing the methods
applied in this work and their eﬀects as well as the future direction of the PPI
prediction research.
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2 Support Vector Machines
As a supervised machine learning method, SVM algorithm is ﬁrst introduced in
the paper [Boser et al., 1992]. Real-world problems often involve a prediction
over two classes. SVM algorithm can be used as separating one class from the
other and accordingly classifying objects to the correct classes. For this purpose,
the general method is to prepare a data set D = {(x1, y1), (x2, y2), ..., (xN , yN)},
where xi ∈ X = Rk and yi ∈ {+1,−1}. xi ∈ X = Rk is a k-dimensional data
point, and yi corresponds to the associated label. The data set D is then split
to the training set S = {(x1, y1), (x2, y2), ..., (xn, yn)} as well as the testing set
T = {(xn+1, yn+1), (xn+2, yn+2), ..., (xN , yN)}. The training set S is used to train
a classiﬁer or a decision function, which can be applied on the untouched data later
to predict their real labels. For evaluating the prediction performance of the classi-
ﬁer learnt from S, it is then applied to the testing set T for predicting the labels.
The performance of the classiﬁer can be evaluated by comparing the predicted labels
with the real labels.
This section gives a brief introduction about the theory behind SVM algorithm. We
start with the linear SVMs trained on the separable data. Then we take into account
the non-separable objects. Lastly, we discuss the extension of the linear SVMs to
the non-linear SVMs.
2.1 Linear SVMs
Given training data S as shown in Figure 4a, where red points and blue points refer
to two classes respectively, we want to ﬁnd a hyperplane or a separating plane H
given by w · x+ b = 0 which can separate the positive class from the negative class
without error. Here, · denotes the inner or scalar product; b is the bias or oﬀset
of H from the origin in the input space; w contains the weights that determine
the orientation of H; x contains the objects sitting on and normal to H. Though
many hyperplanes can reach this goal, the one in Figure 4a that separates the two
classes with the maximum margin γ is the best. Maximum margin means that the
perpendicular distances between the separating plane H and the closest data points
in either side are maximized. The maximum margin relates to the best prediction
performance of the classiﬁer learnt from S. The reason comes from a theoretical
upper bound on the generalization error, namely, the theoretical prediction error
when the classiﬁer is applied to unseen data. The generalization error bound can
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(a) Separable data
x
y
2
‖w‖
H
H1
H2
•
••
•
•
•
••
••
•
••
•
•
••
••
••
•
••••
•
•
•
•
••
••
•
••
••
••
••
•
•••
•
•
•
•••
•
•
•
•••••
•
••
•••••
•••••••
••
•••
••
•
•••
•••
•
•
•
•
••
•
•
•
••
•••
•
••
•
••
•••
•••
••
••••••
•
•
•
••••
•
•
••••••
••••••
•
•
•
••
•
••
•
••
••••
◦
◦
◦
◦
(b) Non-separable data
Figure 4: Linear SVMs. In both ﬁgures, blue points (+1) and red points (−1)
represent two classes. H is the separating plane learnt from the data. H1 and
H2 are the hyperplanes through the data points closest to H on both sides; the
data points sitting on H1 and H2 are the support vectors. The black dashed line
perpendicular to H, H1 and H2 indicates the maximum margin between H1 and H2
and is denoted by 2γ.
be minimized by maximizing the margin γ. More theoretical details about the
generalization bound can be found in the textbook [Vapnik, 2013].
For ﬁnding the maximum margin γ, we need to express γ mathematically ﬁrst. In
Figure 4a, H1 and H2 are two hyperplanes through the data points closest to the
separating plane H on both sides. H1 and H2 are called the canonical hyperplanes.
The region between the canonical hyperplanes H1 and H2 is the margin band whose
width is 2γ. The data points sitting on the canonical hyperplanes are support vectors.
Suppose we classify a data point xi to the blue class (+1) if w · xi + b > c, and
to the red class (−1) if w · xi + b < −c, where c > 0 is a constant. Dividing both
sides by c, normalizing w and adjusting the bias parameter b appropriately, we can
safely rewrite both inequalities as w ·xi + b > 1 and w ·xi + b < −1 for deciding the
correct class of xi. As the perpendicular distance from the origin to the hyperplane
H1 : w ·xi + b = 1 is |1− b|/‖w‖, and the perpendicular distance from the origin to
the hyperplane H2 : w ·xi+b = −1 is |−1−b|/‖w‖, the margin between H1 and H2
becomes 2/‖w‖ (2γ). As a result, we want to ﬁnd the hyperplane which maximizes
1/‖w‖ (γ) and satisﬁes the constraints w ·xi+b > 1 if yi = +1 and w ·xi+b < −1 if
yi = −1. This is equivalent with solving the quadratic programming (QP) problem
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below,
(w, b) = argmin
w,b
1
2
‖w‖2
s.t. yi(w · xi + b) > 1 ∀i.
(2)
Solving (2) can be reduced to minimizing the Lagrange function, comprising the
sum of the objective function and the n constraints multiplied by their Lagrange
multipliers. We call the following Lagrange function the primal formulation,
L(w, b) =
1
2
(w ·w)−
n∑
i=1
αi(yi(w · xi + b)− 1) (3)
where αi ≥ 0 are Lagrange multipliers. We can compute w and b that minimize (3)
by taking the derivatives with respect to w and b, and set the partial derivatives to
zero,
∂L
∂b
= −
n∑
i
αiyi = 0, (4)
∂L
∂w
= w −
n∑
i
αiyixi = 0. (5)
Substituting w obtained from (5) back to (3), we get the dual formulation below,
W (α) =
n∑
i=1
αi − 12
n∑
i,j=1
αiαjyiyj(xi · xj), (6)
which must be maximized with respect to αi with constraints αi ≥ 0 and (4) satisﬁed.
As a result, solving (2) boils down to solving the following constrained QP problem,
max
αi
n∑
i=1
αi − 12
n∑
i,j=1
αiαjyiyj(xi · xj)
s.t. αi ≥ 0
n∑
i=1
αiyi = 0 ∀i.
(7)
Filling in (xi, yi) and solving (7) gives the optimal αi denoted by α?i . Replacing αi
in (5) with α?i yields w
? =
n∑
i=1
α?i yixi. Next, we discuss the calculation of b.
According to KKT conditions [Kuhn and Tucker, 1950], at the optimum we have
the following equality hold
αi(yi(w · xi + b)− 1) = 0,
which is equivalent with
yi(w
? · xi + b) = 1.
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Because yi is a binary value, we immediately get
b = yi −w? · xi.
Now, we can observe that b depends on all objects lying on the canonical hyper-
planes in the training set S. Denote the number of support vectors in the canonical
hyperplanes by m, the set containing indices of support vectors by SV = {i1, ..., im},
the oﬀset b can be estimated by the following formula,
b? =
1
m
∑
j∈SV
(yj −w? · xj). (8)
Now, we can deﬁne a function
φ(x) =
n∑
i=1
α?i yi(xi · x) + b?,
whose sign gives the predicted class of an unseen object x. The decision function or
classiﬁer has the following form,
f(x) = sign(
n∑
i=1
α?i yi(xi · x) + b?).
When the separating plane is found in the feature space, only the data points closest
to it have α?i > 0 and these data points are support vectors. Other data points far
from it correspond to α?i = 0. The larger α
?
i is, the more signiﬁcant inﬂuence the
corresponding support vector will have in the decision function.
The real-life datasets generally contain noise and the SVMs ﬁtting to the noise can
lead to a poor generalization. An outlier, such as the red circle among the blue dots
in Figure 4b, can have an undue inﬂuence on the position and orientation of the
separating plane H. The eﬀect of noisy data can be reduced by introducing the soft
margin as opposed to the hard margin in the noise-free case. As shown in Figure 4b,
for example, the red circles are the data points xi in the red class dropping between
the canonical hyperplane H2 and the separating plane H, or out of the separating
plane H into the blue class. Each of these red circles triggers a margin error, tagged
with ξi ≥ 0. ξi deﬁned as |yi − f(xi)| is called the slack variable. Speciﬁcally,
when ξi = 0, xi drops within or in the canonical hyperplane; when 0 < ξ < 1,
xi drops between the canonical hyperplane and the separating plane; otherwise, xi
drops beyond the separating plane to the other class side. We introduce the slack
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variables to the learning task (2) and expect to minimize these margin errors. Here,
we consider to minimize an l1 error norm. Then (2) is rewritten as
(w, ξ, b) = argmin
w,b
1
2
‖w‖2 + C
n∑
i=1
ξi
s.t. yi(w · xi + b) > 1− ξi
ξi ≥ 0 ∀i,
(9)
where C ≥ 0 is a constant. The corresponding primal Lagrange function is as
follows,
L(w, b, ξ, α) =
1
2
(w ·w) + C
n∑
i=1
ξi −
n∑
i=1
αi(yi(w · xi + b)− 1 + ξi)−
n∑
i=1
riξi, (10)
where αi ≥ 0 and ri ≥ 0 are Lagrange multipliers. At the optimum, the derivatives
with respect to w, ξ and b give all zeros,
∂L
∂b
= −
n∑
i
αiyi = 0, (11)
∂L
∂w
= w −
n∑
i
αiyixi = 0, (12)
∂L
∂ξi
= C − αi − ri = 0. (13)
According to above (11),(12) and (13), the dual objective function of (10) is almost
the same as that of (6) except the constraints on αi,
max
αi
n∑
i=1
αi − 12
n∑
i,j=1
αiαjyiyj(xi · xj)
s.t. 0 ≤ αi ≤ C
n∑
i=1
αiyi = 0 ∀i.
(14)
The second line of above dual formulation is obtained from (13) and ri ≥ 0. Filling
in (xi, yi) and solving (14) gives the optimal αi denoted by α?i . Replacing αi in (12)
with α?i yields w
? =
n∑
i=1
α?i yixi.
For calculating b, according to the KKT conditions, the following equations must
hold at the optimum,
riξi = 0, (15)
α?i (yi(w
? · xi + b)− 1 + ξi) = 0. (16)
If α?i = 0, the corresponding training objects do not aﬀect the decision. If α
?
i = C,
we get ri = 0 from (13) and hence that ξi ≥ 0 from (15). If 0 < α?i < C, we deduce
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that ri > 0 from (13), hence that ξi = 0 from (15), and further that yi(w? ·xi+b) = 1
from (16). ξi = 0 means that the corresponding objects are exactly in the canonical
hyperplanes. Then we conclude that when 0 < α?i < C,
b = yi −w? · xi.
Similar to (8) the oﬀset b can be estimated by averaging over all support vectors
with 0 < α?i < C,
b? =
1
m
∑
j∈SV
(yj −w? · xj). (17)
After obtaining the classiﬁer from the training set S, in the testing phase, the
objects {xn+1, xn+2, ..., xN} in the testing set T are taken as input to the classiﬁer
f(x). The outputs of f(x) are the predicted labels {yˆn+1, yˆn+2, ..., yˆN}, which are
compared with the true labels {yn+1, yn+2, ..., yN} for evaluating the performance of
the classiﬁer.
2.2 Non-Linear SVMs
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Figure 5: Kernel trick. Left: non-separable. Right: separable.
Now we consider the case when the objects in the input space cannot be separated by
a hyperplane. In Figure 5, for example, the objects in the 2-dimensional space are not
separable, but by mapping the data to the 3-dimensional space we can separate them
by a hyperplane. Data that cannot be separated in the low dimensional space can
always be separated in a space of high enough dimensionality. The high dimensional
space is called the feature space. The data mapping is implemented by a mapping
function Φ : X = Rk → H = Rd, where k < d are non-negative integers. The
mapping of the data points from the input space X to the feature space H is denoted
by
{x1,x2, ...,xn, ...,xN} Φ−→ {Φ(x1),Φ(x2), ...,Φ(xn), ...,Φ(xN)}.
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From any feature mapping function we can deﬁne a kernel function K : X × X →
R,X ∈ Rk, and K(xi,xj) = 〈Φ(xi),Φ(xj)〉, where 〈·, ·〉 represents the inner product
which maps two vectors having the same dimension to a real or complex-valued
scalar. The deﬁnition shows that a kernel function requires an inner product of
the data points in the feature space. Therefore, the feature space must possess a
structure which allows an inner product. The feature space with this property is
called Hilbert space, which is a generalization of the Euclidean space to any ﬁnite or
inﬁnite number of dimensions.
Following the same method as discussed in Section 2.1, we deduce the the decision
function that is able to separate the data points in the feature space. The only
diﬀerence is that we replace the object xi in the input space with its mapping
object Φ(xi) when mathematically deduce the decision function. We replace the
inner product 〈Φ(xi),Φ(xj)〉 with K(xi,xj). The dual objective function (14) can
be written as follows,
max
αi
n∑
i=1
αi − 12
n∑
i,j=1
αiαjyiyjK(xi,xj)
s.t. 0 ≤ αi ≤ C
n∑
i=1
αiyi = 0 ∀i.
(18)
Solving (18) yields α?i and as a result, we get
w? =
n∑
i=1
α?i yiΦ(xi). (19)
Note that we write out w? for deducing the ﬁnal decision function with convenience.
We will see later that expressing Φ(·) explicitly is not a necessity.
Then replacing the w? in (17) with the one obtained in (19) and the inner product
〈Φ(xi),Φ(xj)〉 with K(xi,xj), we obtain the oﬀset
b? =
1
m
∑
j∈SV
(yj −
n∑
i=1
α?i yiK(xi,xj)).
The ﬁnal decision function becomes
f(x) = sign(
n∑
i=1
α?i yiK(xi,x) + b
?). (20)
Separating the data points in the feature space is equivalent with separating their
counterparts in the input space. We start with separating the data points in the
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feature space and end with a decision function taking as inputs only the data points
in the input space. The ﬁnal form of f(x) only relates to α?i , xi, yi and the choice
of the kernel function K, thus the functional form of the mapping function Φ and
the dimension of the mapping objects are not necessarily to be known. Φ is actually
implicitly deﬁned via the kernel functionK, as long as the latter satisﬁes the Mercer's
condition [James, 1909]. That is, given a sample of data points {x1, ...,xn} from X ,
for any set of real-valued variables {c1, ..., cn}, the following inequality must hold,
n∑
i=1
n∑
i=1
cicjK(xi,xj) ≥ 0.
The function K satisfying above condition is also called a positive semi-deﬁnite
(PSD) kernel on X . Otherwise, the chosen kernel function is invalid and the un-
derlying mapping function Φ does not exist. Mercer's condition guarantees that the
valid kernel or PSD kernel is associated with the inner product of objects in a Hilbert
space. Moreover, each kernel function K corresponds to a Gram matrix K ∈ Rn×n
with Ki,j = K(xi,xj), xi,xj ∈ {x1, ...,xn} sampled from X . In accordance with the
Mercer's condition, the corresponding kernel matrix K must be PSD.
Now, consider a sample of data points in the input space X and the kernel set
{K1..., Kr} over X . The PSD kernels have some properties [Van Den Berg et al.,
1984].
(1) The sum
r∑
i=1
λiKi is PSD, given λ1, ..., λr ≥ 0.
(2) The product
r∏
i=1
Kaii is PSD, given a1, ..., ar ∈ N.
Based on above properties, we can reconstruct new kernel functions that are also
PSD.
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3 Kernel Methods
As discussed in Section 2.2, the kernel function implicitly maps the non-separable
data from the original space to a high dimensional space H, where data become
linearly separable and thus SVM algorithm can be applied to separate them. How-
ever, a poor kernel function makes the data in the mapping space still diﬃcult to
separate or even non-separable. Thus, an appropriate choice of kernels is crucial
in applying SVM algorithm. As shown in (20), the classiﬁer learnt from SVM al-
gorithm contains a kernel function K(·, ·), which implies the degree of similarity
between objects. Diﬀerent kernel methods measure the similarity between objects
from diﬀerent angles. In this thesis, when we apply the graph features, proteins
are represented by the graph model introduced in Section 1.3. Therefore we utilize
three diﬀerent graph kernels (i.e., random walk graph kernel, shortest-path kernel,
and GraphHopper kernel) to measure the protein similarities and explore their ef-
fects in PPI prediction.
In general, the similarity between two graphs is measured by comparing their walks
or paths of same lengths. A walk in a graph is a sequence of alternating vertices
and edges, where the endpoints of any edge are the preceding and following vertices
in the sequence. A walk can contain one or more loops. A path, however, is a walk
without loops. The walk or path length is the number of edges contained.
3.1 Random Walk Graph Kernel
The formal deﬁnition of the random walk graph kernel is as follows,
kgraph(G,G
′) =
∑
walk∈G
∑
walk′∈G′
kwalk(walk, walk
′), (21)
where G and G′ are two graphs, and walk ∈ G, walk′ ∈ G′ are the walks of same
lengths. The walk length in (21) varies between zero and inﬁnity. We refer authors
to the paper [Vishwanathan et al., 2010] for more details.
For comparing two graphs G and G′, we have to follow three steps. First, all possible
combinations of walk ∈ G and walk′ ∈ G′ are matched up. Second, for each walk
pair (walk, walk′), we calculate their similarity score by measuring the similarities of
the encountered nodes and edges. Lastly, the sum of all walk similarity scores reﬂects
the similarity between two graphs. For explaining above idea more clearly, we start
with the simplest case, i.e., the comparison of two unlabeled graphs, which requires
a construction of the unlabeled product graph. Then we extend the comparison of
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two unlabel graphs to the comparison of two labeled graphs by adding constraints
to the nodes and edges of the unlabeled product graph.
3.1.1 Unlabeled Direct Product Graph
G1
2
3 × G′1′
2′ 3′
4′
11′ 21′ 31′
G×
34′ 12′
24′ 22′
14′ 32′
33′ 23′ 13′
Figure 6: Graph G,G′ and their direct product graph G×. Dashed lines indicate the
2-step (length 2) random walks from 11′ → 13′
A product graph is constructed for matching up all walks of equal lengths from
two graphs. Given two graphs G(V,E) and G′(V ′, E ′), where V and V ′ are the
vertex sets; E and E ′ are the edge sets. Their direct product graph is denoted by
G×(V×, E×) with vertex set V× = {(v, v′) : v ∈ V, v′ ∈ V ′} and edge set E× =
{((v, v′), (w,w′)) : (v, w) ∈ E ∧ (v′, w′) ∈ E ′} [Hahn and Sabidussi, 1997]. From
the deﬁnition, we can see that the vertices in the product graph G× are all possible
combinations of vertices in G and G′, and that an edge ((v, v′), (w,w′)) exists in
G× if and only if both edges (v, w) and (v′, w′) exist in their original graphs. For
instance, in Figure 6 the vertices 11′ and 24′ are connected in G× because edges
(1, 2) and (1′, 4′) both exist in G and G′; while the edge (11′, 33′) does not exist in
G× because there is no edge (1′, 3′) in G′ regardless of the existence of the edge (1, 3)
in G.
If we denote the walk length by n, there may exist multiple length n walks for a
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speciﬁc pair of starting and ending points. If a step represents an edge and its
two ending points, Figure 6 shows a product graph constructed from two unlabeled
graph and its all 2-step random walks. The number of n-step random walks of the
product graph can be computed from its adjacency matrix.
M×

11′ 12′ 13′ 14′ 21′ 22′ 23′ 24′ 31′ 32′ 33′ 34′
11′ 0 0 0 0 0 1 0 1 0 1 0 1
12′ 0 0 0 0 1 0 1 0 1 0 1 0
13′ 0 0 0 0 0 1 0 1 0 1 0 1
14′ 0 0 0 0 1 0 1 0 1 0 1 0
21′ 0 1 0 1 0 0 0 0 0 1 0 1
22′ 1 0 1 0 0 0 0 0 1 0 1 0
23′ 0 1 0 1 0 0 0 0 0 1 0 1
24′ 1 0 1 0 0 0 0 0 1 0 1 0
31′ 0 1 0 1 0 1 0 1 0 0 0 0
32′ 1 0 1 0 1 0 1 0 0 0 0 0
33′ 0 1 0 1 0 1 0 1 0 0 0 0
34′ 1 0 1 0 1 0 1 0 0 0 0 0

(a) Adjacency matrix of G×
M2×

11′ 12′ 13′ 14′ 21′ 22′ 23′ 24′ 31′ 32′ 33′ 34′
11′ 4 0 4 0 2 0 2 0 2 0 2 0
12′ 0 4 0 4 0 2 0 2 0 2 0 2
13′ 4 0 4 0 2 0 2 0 2 0 2 0
14′ 0 4 0 4 0 2 0 2 0 2 0 2
21′ 2 0 2 0 4 0 4 0 2 0 2 0
22′ 0 2 0 2 0 4 0 4 0 2 0 2
23′ 2 0 2 0 4 0 4 0 2 0 2 0
24′ 0 2 0 2 0 4 0 4 0 2 0 2
31′ 2 0 2 0 2 0 2 0 4 0 4 0
32′ 0 2 0 2 0 2 0 2 0 4 0 4
33′ 2 0 2 0 2 0 2 0 4 0 4 0
34′ 0 2 0 2 0 2 0 2 0 4 0 4

(b) The number underlined in red corre-
sponds to the example in Figure 6, i.e., the
number of 2-step random walks from 11′ →
13′
Figure 7: The matrix representation of the number of 2-step random walks
Denote the adjacency matrix of G× by M× (Figure 7a), where the value 1 indicates
the existence of a step vv′ → ww′. It is trivial that the entry corresponding to vv′
and ww′ in the matrix M2× gives the number of all possible 2-step random walks
between vv′ and ww′ (Figure 7b). Likewise, the entries of Mn give the number of
all n-step random walks. Performing an n-step random walk on the direct product
graph is equivalent to performing n-step random walks on G and G′ simultaneously.
The number of n-step random walks in G× reﬂects the matched n-step random
walks in G and G′. The more n-step random walks are matched up in G and G′, the
more similar the two graphs. If we consider all n-step walks with n ∈ [0,+∞), then
the similarity of two unlabeled graphs can be expressed by the sum of all entries in
+∞∑
n=0
Mn×.
Based on this idea, Borgwardt et al. [2005] deﬁned the random walk graph kernel
for comparing the labeled graphs.
3.1.2 Labeled Direct Product Graph
For the labeled graphs, all vertices and edges are assigned with real values. We now
consider two labeled graphs G(V,E, Lv, Le) and G′(V ′, E ′, Lv
′
, Le
′
), where Lv, Lv
′
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are the label sets of vertices and Le, Le
′
are the label sets of edges. We can denote
the labeled product graph by adding constraint functions to V× and E×:
V× = {(v, v′) : v ∈ V, v′ ∈ V ′
∧
f v× : label(v) = label(v′)}
E× = {((v, v′), (w,w′)) : (v, w) ∈ E ∧ (v′, w′) ∈ E ′
∧
f e× : label(v, w) = label(v′, w′)}.
The labeled direct product graph is then represented as G× = {V×, E×, Lv× , Le×},
where Lv× and Le× correspond to the labels of V× and E×. These labels are deﬁned
by the constraint functions f v× and f e× respectively. The label values are set to 1
if the equations deﬁned by f v× and f e× hold.
However, the labels of the vertices and edges in our graph model are not binary
valued and the similarity between the compared elements (vertices or edges) must
be quantiﬁed by comparing their associated labels. In addition, the labels assigned
to our graph model can be multi-dimensional. Each dimension corresponds to a
diﬀerent feature. The constraint functions must be able to compare the vectors.
Thus, we replace the constraint functions in V× and E× with the node kernel and edge
kernel below whose values reﬂect the degree of similarity between the encountered
nodes and edges,
knode(v, v
′) = ktype(v, v′)× knode labels(v, v′)× klength(v, v′), (22)
kedge((v, w), (v
′, w′)) = ktype((v, w), (v′, w′))× klength((v, w), (v′, w′)). (23)
Above node kernel and edge kernel are both reconstructed from the basic kernels as
deﬁned below.
• Type kernel (dirac kernel):
ktype(x, x
′) =
{
1 if type(x) = type(x′)
0 otherwise
Type kernel decides whether the compared elements are of same type, and is
deﬁned identically for both vertices and edges. As discussed in Section 1.3, the
node type refers to Sheet or Helix; while the edge type refers to the sequential
relationship or structural relationship.
• Length kernel (brownian kernel):
klength(x, x
′) = max(0, c− |length(x)− length(x′)|)
Length kernel compares the lengths of two elements and is deﬁned identically
for both vertices and edges, except for the threshold c. Length kernel on
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nodes takes the structural lengths (euclidean distances) as inputs with c = 3Å
(10−10 m), while on edges it takes as inputs both sequential lengths (number
of AAs separating two SSEs in sequence) with c = 2AA and structural lengths
with c = 3Å.
• Node labels kernel (gaussian kernel):
knode labels(x, x
′) = exp(−‖labels(x)−label(x′)‖
2σ2
)
Node label kernel compares the similarity between two SSEs based on the
diﬀerent features listed in Table 1. In this thesis, on the one hand, we compute
the node label kernel for each feature in Table 1 separately; on the other hand,
we take all features in Table 1 as a vector called all-feature, based on which
we calculate the node kernel. The choice of the σ value in gaussian kernel has
a great inﬂuence on the performance of the kernel. A very big σ results in
knode labels(x, x
′)→ 1 for any inputs x and x′, which means x and x′ are always
similar. A very small σ makes knode labels(x, x′) → 0, which means all input
pairs are diﬀerent from each other. In this thesis, we choose σ = 13. For both
the parameters σ in the gaussian kernel and c in the brownian kernel, we follow
the choice of the paper [Borgwardt et al., 2005], since it has been conﬁrmed
by their experiments that these values result in the kernel well reﬂecting the
similarity between protein graphs.
The labeled product graph G× can be deﬁned then by replacing the constraint
functions with the node kernel and edge kernel:
V× = {(v, v′) : v ∈ V, v′ ∈ V ′
∧
f v× : knode(v, v
′)}
E× = {((v, v′), (w,w′)) : (v, w) ∈ E ∧ (v′, w′) ∈ E ′
∧
f e× : kedge((v, w), (v
′, w′))}.
Now the values of the constraint functions f v× and f e× vary between 0 and some
upper bounds that are determined by the basic kernels deﬁned above.
The labeled product graph G× matches up all steps in G and G′. From the product
graph G×, we construct its adjacency matrixM×. The similarity between two steps
from G and G′ can be computed from the following step kernel,
kstep((v, w), (v
′, w′)) = knode(v, v′)× kedge((v, w), (v′, w′))× knode(w,w′). (24)
Using above formula, we can now ﬁll in the adjacency matrix M× of G× with the
step kernel scores.
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The similarity between two n-step walks in G and G′ is the product of n step kernels,
kwalk(walk, walk
′) =
n∏
i=1
kstep((vi, wi), (v
′
i, w
′
i)) (25)
n∏
i=1
knode(vi, v
′
i)× kedge((vi, wi), (v′i, w′i))× knode(wi, w′i).
Recall the adjacent matrixM× in Figure 7a, where the value 1 indicates the existence
of a step vv′ → ww′. A step in G× exists if and only if the two endpoints v, w
and v′, w′ are connected, meaning both steps v → w and v′ → w′ exist in G and
G′. The entry corresponding to vv′ and ww′ in Mn× reﬂects the number of n-step
walk combinations between nodes v, w ∈ V and v′, w′ ∈ V ′. In the labeled product
graph, the entry corresponding to vv′ and ww′ inM× is real-valued step kernel score
computed from (22), (23) and (24), and reﬂects the degree of similarity between the
steps v → w in G and v′ → w′ in G′. Then the entry corresponding to vv′ and ww′
in Mn× contains the sum of similarities of n-step walks between vertices v, w ∈ V
and v′, w′ ∈ V ′. Now the comparison of two graphs is implemented through the
adjacency matrix of the direct product graph. The similarity of two graphs is given
by the following formula,
k×(G,G′) =
V×∑
i,j
[
∞∑
n=0
λnMn×]i,j. (26)
Here, λ < 1 is the decaying factor regulating the contribution of random walks
with big steps and it must be small enough to guarantee the convergence of the
sum. The choice of λ relies on the maximum degree of the graph, namely λ =
min{∆G+,∆G−}, where ∆G+ and ∆G− represent the maximum out-degree and
maximum in-degree of the graph respectively. A proper λ value makes
∑∞
n=0 λ
nMn×
converge to (I − λM×)−1, where I is the identity matrix [Gärtner et al., 2003]. In
our case, after trying diﬀerent values of λ, we has ﬁnally chosen λ = 0.001 for the
3-bin distribution features, while 0.01 for the rest.
The random walk graph kernel is PSD. As discussed in Section 2.2, the sum and
product of PSD kernels yield also a PSD kernel. The walk kernel (25) with some
ﬁxed length n ∈ Z is PSD since it is the result of product of a chain of basic PSD
kernels  dirac, brownian and guassian kernel [Schölkopf and Smola, 2002]. The
walk kernel of all lengths corresponds to the kernel matrix
∑∞
n=0 λ
nMn. The walk
kernel of all lengths is PSD since it is the weighted sum of n-step walk kernels with
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Figure 8: The shortest-path
graph. Two edges are added
to the shortest-path graph.
They are the sequential
edge with label 4 and the
structural edge with label 5
connecting the vertex S in
the top and the vertex H
in the bottom respectively.
Based on this shortest-path
graph, the normal random
walk graph kernel with walk
length 1 is applied to mea-
sure the similarity between
two shortest-path graphs.
n = 0, 1, ...,∞. Finally, as shown in (26), summing up the walk kernels of all lengths
results in the random walk graph kernel which is also PSD.
3.2 Shortest-Path Kernel
The implementation of random walk graph kernel is based on the direct product
graph, which may contain |V |×|V ′| nodes. Though the adjacency matrixM× of the
product graph can be sparse, Mn× may become full, which leads to huge runtime and
memory usage. In addition, the random walk graph kernel allows walks containing
loops, such that the similar sub-structures may be calculated repeatedly. Assume a
lot of less similar sub-structures exist in two big input graphs, repeatedly taking their
similarity scores into consideration can result in a high similarity score; however,
in a pair of small graphs with few nodes and few highly similar sub-structures,
their similarity score can be far lower than that of the big graphs. Therefore, the
random walk graph kernel may not well express the similarity between graphs. For
this reason, we explore the eﬀect of the shortest path based graph kernels in PPI
prediction. We ﬁrst introduce the variant of the random walk graph kernel, i.e., the
shortest-path kernel [Borgwardt and Kriegel, 2005]. In Section 3.3, we will discuss
the GraphHopper kernel [Feragen et al., 2013].
For applying the shortest-path kernel to measure the similarity between two proteins,
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we ﬁrst express the proteins by labeled graphs and then utilize Folyd-Warshall algo-
rithm [Robert W, 1962] to transform the labeled graphs to the shortest-path graphs,
where the label of the edge connecting two vertices represents the shortest distance
between them. Figure 8 shows the shortest-path graph after the Folyd-Warshall
algorithm is applied to the graph in Figure 2. By this way, the individual protein
is expressed by a shortest-path graph. Next, based on the shortest-path graph, the
normal random walk graph kernel discussed in Section 3.1 is applied to measure the
similarity between two proteins. Note that the walk length is ﬁxed to 1 when the
normal random walk graph kernel is applied, since the protein structure is already
encoded in the shortest distance. In particular, the walk kernel in (25) is replaced
with
kwalk(walk, walk
′) = kstep((v, w), (v′, w′))
knode(v, v
′)× kedge((v, w), (v′, w′))× knode(w,w′),
and the similarity between two proteins is calculated by
k×(G,G′) =
V×∑
i,j
[M×]i,j.
Here, G and G′ are the shortest-path graph representations of two proteins; the
decay parameter λ is dropped since we only consider the ﬁxed walk length n = 1.
It is trivial that the shortest-path kernel is PSD since it is only diﬀerent from the
random walk graph kernel in formulation by ﬁxing the walk length to 1.
3.3 GraphHopper Kernel
GraphHopper is also a shortest path based graph kernel. It is ﬁrst introduced in
the paper [Feragen et al., 2013]. Diﬀerent from the random walk graph kernel, the
edge similarity is not considered in the GraphHopper kernel. Before explaining the
GraphHopper kernel, we ﬁrst clarify some notions.
• The shortest path between two ending nodes is evaluated in terms of the edge
weights.
• Each edge in the labeled graph contains a weight (edge label).
• The sum of the edge weights on a path is called the weighted length.
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• The path between two nodes having the smallest weighted length is the short-
est.
• The number of nodes composing a path is called the discrete length of the
path.
Similar to the random walk graph kernel as deﬁned in (21), the GraphHopper kernel
measures the similarity between two graphs by comparing the shortest paths of same
lengths. The formal deﬁnition of the GraphHopper kernel is as follows,
k(G,G′) =
∑
pi∈P,pi′∈P ′
kp(pi, pi
′). (27)
Here, G and G′ are the shortest-path graph representations of two proteins; P and
P ′ are the families of the shortest paths in G and G′; pi and pi′ are two shortest
paths from P and P ′; kp is the kernel function comparing the similarity between
two shortest paths of same length.
According to (27), for all shortest path combinations (pi, pi′), we calculate their path
similarities respectively. Then the sum of all path similarities yields the similarity
between two input graphs. Similar to the random walk graph kernel, the comparison
of two graphs boils down to the comparison of two shortest paths, which leads to the
diﬀerence between the random walk graph and GraphHopper kernel. In the random
walk graph kernel, the similarity between two length n walks is reﬂected by the
product of n step kernels, which encodes the similarities between the encountered
nodes and edges; in the GraphHopper kernel, however, the similarity between two
shortest paths with discrete length n + 1 (n edges) is only reﬂected by the sum of
node kernels,
kp(pi, pi
′) =

|pi|∑
i=1
knode(pi(i), pi
′(i)) if |pi| = |pi′|,
0 otherwise.
(28)
Here, knode is a node kernel function which can be customized; i indicates the i-
th coordinate and in particular, pi(i) represents the i-th node in the path pi; | · |
represents the discrete length of the shortest path. According to (28), the edge
similarity is not considered in the GraphHopper kernel. We will see later that this
formulation brings computational eﬃciency. By observing (28), we can conclude
that for comparing the similarity between two graphs, we only need to count the
number of times that every node pair (v, v′) occurs at the same coordinate of all
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possible path combinations (pi, pi′) of equal lengths. It is then natural to reformulate
the GraphHopper kernel as follows,
k(G,G′) =
∑
v∈V
∑
v′∈V ′
w(v, v′)knode(v, v′), (29)
where w(v, v′) saves the number of shortest path pairs with (v, v′) occurring at the
same coordinate. According to the property (1) of PSD kernel in Section 2.2, the
weighted sum of PSD kernels is also a PSD kernel. Considering the associated weight
of the node kernel w(v, v′) > 0 , the GraphHopper kernel (29) is PSD as long as
knode is PSD.
According to (29), k(G,G′) is determined by the number of times that every node
pair appears at the same coordinate of all shortest path combinations of same
lengths, as well as the choice of the node kernel. For applying GraphHopper kernel,
we ﬁrst express the individual protein by a labeled graph; then the labeled graph is
transformed to the shortest path graph via Dijkstra algorithm [Dijkstra, 1959] and
the individual protein is expressed by the shortest path graph as a result. Diﬀerent
from the Folyd-Warshall algorithm which only saves the shortest distances between
pairs of nodes, the Dijkstra algorithm records the nodes in the shortest paths. The
choice of node kernel depends on diﬀerent applications. In this thesis, we choose
the node kernel (22) utilized in the random walk graph kernel. Then computing the
protein similarity is narrowed down to calculating the weight w(v, v′) for each node
pair (v, v′).
3.3.1 Weights of Node Pairs
The weight of each node pair can be decomposed as
w(v, v′) =
δ∑
j=1
j∑
i=1
]{(pi, pi′)|pi(i) = v, pi′(i) = v′, |pi| = |pi′| = j}
= 〈M(v),M(v′)〉.
(30)
Here, δ is the maximum discrete length among all shortest paths in the input graphs;
j is the discrete length of a shortest path; i is the index (coordinate) of the node in
a shortest path, e.g., pi(i) represents the i-th node in pi; M(v) is a δ × δ matrix and
[M(v)]ij indicates the number of shortest paths of discrete length j, with v occurring
at the i-th coordinate. If taking the element-wise product betweenM(v) andM(v′),
we get [M×(v, v′)]ij indicating the number of path pairs of discrete length j, with
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(v, v′) occurring at the i-th coordinate simultaneously. The sum of all entries in
M×(v, v′) yields w(v, v′), representing the number of times that (v, v′) appear at the
same coordinate of all shortest paths of equal lengths.
G G′
2
1
4
1
1
1
3
2′
1
4′ 1 1′ 1 3′
(a) Input graphs. Edges are assigned all 1s in red.
M(v)/M(v′)
v = 1 v = 2 v = 3 v = 4

1 2 3
1 1 3 0
2 0 3 6
3 0 0 0


1 2 3
1 1 1 2
2 0 1 0
3 0 0 2


1 2 3
1 1 1 2
2 0 1 0
3 0 0 2


1 2 3
1 1 1 2
2 0 1 0
3 0 0 2

↓
〈M(v),M(v′)〉
v = 1, v′ = 1′ v = 2, v′ = 2′ v = 3, v′ = 3′ v = 4, v′ = 4′
M×(1, 1′) M×(2, 2′) M×(3, 3′) M×(4, 4′)

1 2 3
1 1 9 0
2 0 9 36
3 0 0 0


1 2 3
1 1 1 4
2 0 1 0
3 0 0 4


1 2 3
1 1 1 4
2 0 1 0
3 0 0 4


1 2 3
1 1 1 4
2 0 1 0
3 0 0 4

w(1, 1′) = 55 w(2, 2′) = 11 w(3, 3′) = 11 w(4, 4′) = 11
v = 1, v′ = 2′ v = 1, v′ = 3′ v = 1, v′ = 4′ v = 2, v′ = 1′
· · ·
(b) The computation of w(v, v′). The red entry inM(1) means that the node 1 appears as
the 2-nd node in 6 shortest paths of discrete length 3. The 6 shortest paths are 2→ 1→ 4,
2→ 1→ 3, 3→ 1→ 4, 4→ 1→ 2, 3→ 1→ 2, and 4→ 1→ 3.
Figure 9: Computing weights of node kernels
Figure 9 illustrates the computational results of M(v), M(v′) and w(v, v′). For
simplicity, both graphs are exactly the same with δ = 3 and all edges are assigned
the same weight 1, soM(v) andM(v′) contain exactly the same values. First,M(v)
is constructed for each node. Then all nodes in V and V ′ are paired up and the
element-wise product matrixM×(v, v′) for each node pair is computed. Speciﬁcally,
the sum of all entries in M×(1, 1′) yields the weight w(1, 1′).
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Next, we discuss how to constructM(v). If taking individual v˜ ∈ V as source nodes,
we can ﬁnd the shortest paths starting with them using Dijkstra algorithm [Dijkstra,
1959] respectively. Then the entry in M(v) of (30) is further decomposed as
[M(v)]ij =
∑
v˜∈V Uv˜(v, i)Lv˜(v, j − i+ 1). (31)
Here, v˜ is a source node; if denote by n the number of nodes in the graph, Uv˜(v, i)
is an n × δ matrix whose v-th row and i-th column saves the number of directed
walks from v˜ to v with i nodes; Lv˜(v, j − i + 1) is an n× δ matrix whose v-th row
and (j − i + 1)-th column saves the number of directed walks with j − i + 1 nodes
starting from v.
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(a) Original graph
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(b) DAGB
UB LB

1 2 3 4
A 0 1 0 0
B 1 0 0 0
C 0 1 0 0
D 0 1 2 0
E 0 0 1 2
F 0 0 1 2
G 0 0 1 2


1 2 3 4
A 1 1 3 0
B 1 3 5 6
C 1 1 3 0
D 1 3 0 0
E 1 0 0 0
F 1 0 0 0
G 1 0 0 0

(c) UB and LB. UB(D, 3) shows 2 walks
from the source B to D; LB(D, 2) shows
3 walks from D to all the rest; obviously,
i = 3, j = 4. Thus, 2 × 3 = 6 shortest paths
(j = 4) have D as the 3-rd node.
Figure 10: Computation of [M(v)]ij. Double circled node is the source.
Figure 10 illustrates the computation of [M(v)]ij for the graph in Figure 10a. Here, B
is the source node. First, a shortest paths graph DAGB is constructed (Figure 10b),
which shows all shortest paths starting fromB. Next,UB(v, i) and LB(v, j−i+1) are
calculated. UB(v, i)LB(v, j− i+ 1) gives the number of shortest paths with discrete
length j, and v ∈ V = {A,B,C,D,E, F,G} occurring as the i-th node. This process
is repeated for each v˜ ∈ V . According to (31), summing up the contributions of each
source v˜ ∈ V , we can obtain the value of [M(v)]ij.
3.3.2 Computation of Uv˜ and Lv˜
The matricesUv˜ and Lv˜ are ﬁlled by a message passing algorithm. The computation
of Uv˜ follows a top to bottom message passing ﬂow, and the values on rows are
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0012
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+01
+001
+0012
+0012+0012
(a) Compute UB
A113
B
1356
D 13
C 113
E
1
F
1
G
1
+013
+0113 +0113
+013
+013
+01
+01+01
(b) Compute LB
Figure 11: Computation of UB and LB. The values in red represent the messages
passing down or up from other nodes. Arrow lines show the direction of the message
ﬂow.
calculated from the message passed down from the parents. The computation of Lv˜
follows a bottom to top message passing ﬂow, and the values on rows are calculated
from the message passed up from the children.
Let ⊕ denote left aligned addition of two vectors, i.e.,
[a, b, c]⊕ [a′, b′] = [(a+ a′), (b+ b′), c]. (32)
Figure 11a shows the computation of Uv˜=B. The source node is initially assigned
1 and the rest are assigned all 0s. For the parent, along the edges to its children,
its node label is shifted to the right by ﬁlling a 0 on the left and then the modiﬁed
value is passed down to its children. For the child, the left aligned sum of its
initial value 0 and the messages obtained from its all parents yields its node label;
then its node label is passed down to its children iteratively the same way. For
example, the label on node D is computed from the left aligned sum of the messages
passed down from A,C,B and its initial value 0: [0, 0, 1] ⊕ [0, 0, 1] ⊕ [0, 1] ⊕ [0] =
[0 + 0 + 0 + 0, 0 + 0 + 1, 1 + 1] = [0, 1, 2].
Figure 11b shows the computation of Lv˜=B. Nodes are initially assigned all 1s. For
the child, along the edges to its parents, its node label is shifted to the right by
ﬁlling a 0 on the left and then the modiﬁed value is passed up to its parents. For
the parent, the left aligned sum of its initial value 1 and the messages obtained from
its all children yields its node label; then its node label is passed up to its parents
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iteratively the same way. For example, the label on node B is computed from
the left aligned sum of its initial value 1 and the messages passed up from A,C,D:
[0, 1, 1, 3]⊕[0, 1, 1, 3]⊕[0, 1, 3]⊕[1] = [0+0+0+1, 1+1+1, 1+1+3, 3+3] = [1, 3, 5, 6].
3.4 Pairwise Kernels
Applying any of above graph kernels, we obtain the similarities between individual
proteins. Now, we can take the similarities between individual proteins as feature
to reconstruct the pairwise kernel that measures the similarities between protein
pairs. Integrating the pairwise kernel with the SVM algorithm, we can then learn a
classiﬁer and perform PPI prediction.
Assume that we are given n proteins P = {p1, ..., pn}, where pi ∈ Rk is the protein
with k dimensional feature. After applying the graph kernel, P is transformed to
the data set P¯ = {(p1, p2), ...(pn−1, pn)} ≡ {pp1, ..., ppl}, where l = n(n−1)2 − n,
and ppi ≡ (ps, pt) ∈ R with s 6= t is the similarity feature of the i-th protein
pair. yi ∈ {+1,−1} is the associated label of ppi, showing whether ps and pt
interact. Our goal is to learn a classiﬁer from P¯ and use it to predict the labels
of the unobserved protein pairs. The prediction of PPIs is formulated as a binary
classiﬁcation problem, which can be solved by SVM algorithm in combination with
the pairwise kernels discussed below.
Recall that after combining the kernel methods with the SVM algorithm, the decision
function has the form f(x) = sign(
∑n
i=1 α
?
i yiK(xi,x) + b
?), where K(·, ·) reﬂects
the similarity between two input variables. In the PPI prediction problem, the
input variables are feature values of protein pairs and the classiﬁer has the form
f(pp) = sign(
∑n
i=1 α
?
i yiK(ppi, pp) + b
?). Therefore, we need to reconstruct the so-
called pairwise kernel showing the degree of similarity between protein pairs. Taking
a protein pair as an object, we consider that the protein pairs having the same label
show some relationship with each other. For instance, given two protein pairs (ps, pt)
and (p′s, p
′
t), if they are both interacting, they should be similar to each other in some
way. Given the similarity feature (obtained from one of the graph kernels) of protein
pairs, one possible way to measure the similarity between protein pairs is shown in
Figure 12a. If both (ps, p′s) and (pt, p
′
t) have high similarity scores, it is likely that
the protein pairs (ps, pt) and (p′s, p
′
t) are similar. In this case, if (ps, pt) is known
interacting, then (p′s, p
′
t) may also interact. Following this idea, we employ the tensor
product kernel (TPK), tensor product pairwise kernel (TPPK) and metric learning
pairwise kernel (MLPK) [Vert, 2010] to formulate the pairwise kernel functions.
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ps pt
p′s p
′
t
(a) TPK
ps pt
p′s p
′
t
(b) TPPK
ps pt
p′s p
′
t
(c) MLPK
Figure 12: Protein pairwise kernels. Solid lines connect protein partners. Dashed
lines represent similarity between proteins. Dot lines represent dissimilarity between
proteins.
(1) TPK (Figure 12a): For comparing the similarity between (ps, pt) and (p′s, p
′
t),
we can only consider the similarity score of the pair (ps, p′s), as well as the
similarity score of (pt, p′t). Thus, we can formulate the pairwise kernel as
follows,
KTPK((ps, pt), (p
′
s, p
′
t)) = K(ps, p
′
s)×K(pt, p′t).
From above formulation, we can see that KTPK((ps, pt), (p′s, p
′
t)) is not neces-
sarily to be equal to KTPK((ps, pt), (p′t, p
′
s)), though (p
′
s, p
′
t) and (p
′
t, p
′
s) refer
to the same protein pair. From this, we speculate that TPK may not work as
good as the other two pairwise kernels discussed below. The TPK kernel is
PSD because it is a product of PSD kernels according to the property (1) of
PSD kernels in Section 2.2.
(2) TPPK (Figure 12b): In addition to (1), we can take the similarity score of
(ps, p
′
t) and the similarity score of (pt, p
′
s) into account. In other words, it is
possible that all proteins are similar to each other. Then the tensor product
pairwise kernel is formulated as follows,
KTPPK((ps, pt), (p
′
s, p
′
t)) = 2[K(ps, p
′
s)×K(pt, p′t) +K(ps, p′t)×K(pt, p′s)].
We can observe that KTPPK((ps, pt), (p′s, p
′
t)) = KTPPK((ps, pt), (p
′
t, p
′
s)). It is
trivial that the TPPK kernel is PSD according to the property (1) and (2) of
PSD kernels in Section 2.2.
(3) MLPK (Figure 12c) As opposed to TPK and TPPK, MLPK considers the
possibility that (ps, p′t) and (pt, p
′
s) show opposite characteristics. Accordingly,
the metric learning pairwise kernel is deﬁned as follows,
KMLPK((ps, pt), (p
′
s, p
′
t)) = [K(ps, p
′
s)−K(ps, p′t)−K(pt, p′s) +K(pt, p′t)]2.
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In particular, K(ps, p′t) = K(pt, p
′
s) = 0 and K(ps, p
′
s) = K(pt, p
′
t) = 1 yield the
largest similarity score between the input protein pairs. We can also observe
that KMLPK((ps, pt), (p′s, p
′
t)) = KMLPK((ps, pt), (p
′
t, p
′
s)), since ﬂipping (p
′
s, p
′
t)
only changes the sign of the part embraced by the square brackets. For seeing
the positive semi-deﬁniteness of MLPK, we can rewrite KMLPK as follows,
KMLPK((ps, pt), (p
′
s, p
′
t)) = [(Φ(ps)− Φ(pt))T (Φ(p′s)− Φ(p′t))]2,
where Φ is the underlying feature mapping function withK(x, y) = 〈Φ(x),Φ(y)〉.
Then we deﬁne a new feature mapping function Φ¯(x, y) = Φ(x) − Φ(y), and
a new pairwise kernel function K¯((x, y), (x′, y′)) = Φ¯(x, y)T Φ¯(x′, y′). KMLPK
can be further rewritten as follows,
KMLPK((ps, pt), (p
′
s, p
′
t)) = [Φ¯(ps, pt)
T Φ¯(p′s, p
′
t)]
2 = K¯((ps, pt), (p
′
s, p
′
t))
2.
According to the property (2) of PSD kernels in Section 2.2, KMLPK is also
PSD.
Input kernels Input Labels LP

p1 p2 · · pn
p1 · · · · ·
p2 · · · · ·· · · · · ·· · · · · ·· · · · · ·· · · · · ·pn · · · · ·


p1 p2 · · pn
p1 · · · · ·
p2 · · · · ·· · · · · ·· · · · · ·· · · · · ·· · · · · ·pn · · · · ·

Use one of KTPK ,KTTPK ,KMLPK
⇓ Transform input kernels ⇓ Reshape LP
Pairwise kernels Label vector

p1p2 p1p3 · · p1pn p2p3 · · pn−1pn
p1p2 · · · · · · · · ·
p1p3 · · · · · · · · ·· · · · · · · · · ·· · · · · · · · · ·p1pn · · · · · · · · ·
p2p3 · · · · · · · · ·
p2p4 · · · · · · · · ·· · · · · · · · · ·· · · · · · · · · ·p2pn · · · · · · · · ·· · · · · · · · · ·· · · · · · · · · ·· · · · · · · · · ·· · · · · · · · · ·pn−3pn−1 · · · · · · · · ·
pn−3pn · · · · · · · ·
pn−2pn−1 · · · · · · · · ·
pn−2pn · · · · · · · · ·
pn−1pn · · · · · · · · ·


p1p2 ·
p1p3 ·· ·· ·p1pn ·
p2p3 ·· ·· ·p2pn ·· ·· ·· ·· ·pn−3pn−1 ·
pn−3pn ·
pn−2pn−1 ·
pn−2pn ·
pn−1pn ·

Figure 13: Transform input kernels to pairwise kernels (P-P similarity to PP-PP
similarity).
Now consider P with n proteins and a label matrix LP indicating the interaction
relationships between proteins in P . As shown in Figure 13, we can obtain the kernel
matrix whose entries reﬂect the similarities between proteins in P by applying any of
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the graph kernels introduced previously. Using above pairwise kernel formulations,
we can further transform the graph kernel matrix to the pairwise kernel matrix,
where entries reﬂect the similarities between protein pairs. We then reshape the
label matrix LP to the label vector with each element representing a protein pair,
and element value representing interaction relationships between the pair partners.
We combine the pairwise kernel matrix and the label vector with the SVM algorithm
to learn the classiﬁer and perform PPI prediction.
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4 Multiple Kernel Learning Methods
The performance of the SVM based classiﬁer depends on the data representation
and an appropriate choice of kernel function, however, the choice of kernels generally
depends on people's experience. The diverse features linked to an object reﬂect its
characters at diﬀerent levels and/or from diﬀerent views, thus the representation of
an object may be incomplete if only partial features are considered. In addition,
diﬀerent features of an object may contain noise at diﬀerent levels. Selectively tak-
ing more features into consideration may help a comprehensive representation of
the objects studied with regard to a speciﬁc prediction task, as wel as reduce the
bias that each feature introduces. For these reasons, MKL methods have drawn
researchers' attention in recent years. The goal of the MKL methods in the SVM
framework is to compose a mixture kernel from the candidate features and kernels
such that the prediction performance of the mixture kernel is superior to its compo-
nents. Speciﬁcally, given a kernel family K = {K1, ..., Kr} with respect to a sample
S = {x1, ...,xn} drawn from a distribution D, a convenient approach is to learn a
kernel, which is a conic combination of the base kernels in the kernel family K,
K =
r∑
i=1
ηiKi.
Here, ηi is the weight of Ki, which is called the base kernel ;
∑r
i=1 ηi = 1 and
ηi ≥ 0; the boldfaced K corresponds to the kernel matrix of a kernel function K.
Through the MKL methods, the problem of data representation via a kernel is then
transferred to the choice of kernel weights ηi. We refer readers to these literatures
[Bach, 2008; Lanckriet et al., 2004; Rakotomamonjy et al., 2008] for the foundations
of the MKL algorithms.
In real-world problems, the feature of input objects can be derived from diﬀerent
sources and therefore the objects themselves should be expressed diﬀerently. In this
thesis, on the one hand, we use protein structural information in space to model pro-
teins as graphs; on the other hand, we extract useful information by scanning protein
sequences alone and utilize the wet-lab experimental results. Diﬀerent features and
object representations may introduce bias in the ﬁnal prediction at diﬀerent levels.
The MKL methods, however, allow a fusion of all these data sources to reduce the
bias and resultantly improve the prediction accuracy. As we have seen that diﬀerent
types of features are encoded into the respective kernels, the data integration can be
implemented by an appropriate combination of the base kernels. In this thesis, we
explore the eﬀects of several MKL algorithms in the improvement of PPI prediction
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accuracy. They are uniform, align, alignf and the p-norm path following algorithm.
We take the uniform MKL formulation as a baseline and compare it to other MKL
algorithms, that are based on the kernel target alignment (KTA) [Cristianini et al.,
2006] and kernel centering [Cortes et al., 2012] notion.
4.1 Centered Alignment
Throughout years of studies in searching the best kernel from a family of base
kernels K, none of the published methods consistently and dramatically succeeded
the uniform combination solution in binary classiﬁcation tasks before the centered
alignment based kernel learning algorithms [Cortes et al., 2012]. The uniform com-
bination solution simply assigns an equal weight 1/r to all base kernels or kernel
matrices, where r is the number of base kernels in the kernel familyK = {K1, ..., Kr};
the corresponding mixture kernel matrix is then calculated by K = 1
r
∑r
i=1 Ki. The
centered alignment is a similarity measurement between kernels or kernel matrices.
The centered alignment is close to the uncentered kernel alignment [Cristianini et al.,
2006]. Speciﬁcally, given the kernel family K with respect to a sample S from D,
for the corresponding kernel matrices, the kernel alignment between the matrices
Ki and Kj is deﬁned as follows,
ρ(Ki,Kj) =
〈Ki,Kj〉F
‖ Ki ‖F‖ Kj ‖F , (33)
where 〈·, ·〉F denotes the Frobenius product and ‖ · ‖F the Frobenius norm, deﬁned
by
∀A,B ∈ Rm×m, 〈A,B〉F = Tr[ATB] and ‖ A ‖F=
√
〈A,A〉F .
If we reshape the corresponding kernel matrices of kernels in K to vectors, above
kernel alignment can be viewed as the cosine of the angle between two vectors. The
bigger the alignment score, the more similar the two kernel matrices. If K(x,x′)
and K ′(x,x′) are two random variables, the estimate of the expectation E(KK ′) is
1/n2
∑n
i,j=1[K]ij[K
′]ij and that of E(K2) is 1/n2
∑n
i,j=1[K]
2
ij. It is trivial that (33)
is obtained by replacing the expectations in the following alignment between the
kernel functions K and K ′ with the their estimates,
ρ(K,K ′) =
E(KK ′)√
E(K2)E(K ′2)
. (34)
If we denote the associated label vector of S by Y and YT its transpose, we can
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construct a target kernel matrix Kt by multiplying the label vector by its transpose,
Kt = Y ×YT . (35)
Since yk ∈ Y is either +1 or −1, then [Kt]ij = 1 means that yi and yj are equal;
while [Kt]ij = −1 means that yi and yj have opposite signs. The constructed target
kernel matrix Kt is consistent with the idea that the elements in the kernel matrix
represent the similarity between objects. The bigger the value of the element [K]ij
in the kernel matrix, the more similar the corresponding objects xi and xj. In the
alignment based kernel learning algorithms, the target kernel is viewed as the ideal
kernel to which the kernels having good prediction performance should be similar.
The similarity between the base kernel and the target kernel is measured through
the kernel alignment.
The uncentered kernel alignment (33) and (34), however, does not correlate well
with the prediction performance. As opposed to (34) which is consistent with the
uncentered correlation coeﬃcient of two random variables, the deﬁnition of the cen-
tered alignment is consistent with that of the standard correlation coeﬃcient, thus
it can better explain the similarity or correlation between kernels. To see the dif-
ference between the centered and uncentered kernel alignment, we refer readers to
the example shown in [Cortes et al., 2012]. The alignment of two centered kernels
is deﬁned as follows,
ρ(K,K ′) =
E[(K − E(K))(K ′ − E(K ′))]√
E[(K − E(K))2]E[(K ′ − E(K ′))2]
=
E(KcK
′
c)√
E(K2c )E(K
′2
c )
, (36)
where Kc is the centered base kernel and E(·) represents the expectation.
Next, we deﬁne the centered base kernel. Let D be the distribution from which
the training and testing sets are drawn and Φ : X → H the feature mapping
function. Then the data in the mapping space is centered by Φ(x)− E(Φ(x)), and
the centered base kernel Kc of K ∈ K is deﬁned as the inner product of the centered
feature mapping
Kc(x,x
′) = (Φ(x)− Ex(Φ(x))T (Φ(x′)− Ex′(Φ(x′))
= K(x,x′)− Ex[K(x,x′)]− Ex′ [K(x,x′)] + Ex,x′ [K(x,x′)]. (37)
Taking expectation over x and x′ for both sides of (37), we get Ex,x′ [Kc(x,x′)] = 0.
Therefore centering the feature mapping function is equivalent with centering the
kernel function.
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Now, assume that we have drawn a sample S = {x1, ...,xn} from the distribution
D, then E(Φ(x)) can be estimated by Φ¯ = 1
n
∑n
i=1 Φ(xi). After replacing the expec-
tation in (37) with the empirical estimation Φ¯, the elements in the corresponding
centered kernel matrix Kc can be computed from
[Kc]ij = Kij − 1
n
n∑
i=1
Kij − 1
n
n∑
j=1
Kij +
1
n2
n∑
i,j=1
Kij,
and we obtain
Kc = (Π− Π¯)(Π− Π¯)T , (38)
where Π = [Φ(x1), ...,Φ(xn)]T and Π¯ = [Φ¯, ..., Φ¯]T . According to lemma 1.1 [Cortes
et al., 2012], (38) can be written as
Kc =
[
I− 11
T
n
]
K
[
I− 11
T
n
]
, (39)
where 1 is a vector with all ones, I is an identity matrix, and n is the dimension of
the base kernel matrix K or the size of the sample S.
Now the alignment between the centered kernel matrices are deﬁned as follows,
ρ(K,K′) =
〈Kc,K′c〉F
‖ Kc ‖F‖ K′c ‖F
which is obtained by replacing E(KcK ′c) in (36) with 1/n
2
∑n
i,j=1[Kc]ij[K
′
c]ij, E(K
2
c )
with 1/n2
∑n
i,j=1[Kc]
2
ij and E(K
′2
c ) with 1/n
2
∑n
i,j=1[K
′
c]
2
ij.
According to lemma 1.2 [Cortes et al., 2012], 〈Kc,K′c〉F = 〈Kc,K′〉F . Thus the
alignment between the base kernel and the target kernel can be calculated by
ρ(K,Kt) =
〈Kc,Kt〉F
‖ Kc ‖F‖ Kt ‖F . (40)
Based on the centered alignment notion, Cortes et al. [2012] has further proposed
the so-called align and alignf formulations for learning the mixture kernel, and has
demonstrated with theoretical proofs and experimental results that these centered
alignment based MKL algorithms consistently outperform the uniform combination
solution, as well as surpass several other MKL algorithms in classiﬁcation and re-
gression tasks.
40
4.2 Align
The kernels yielding better prediction performance should be more similar to the
target kernel. The alignment score between the base kernel and the target kernel
reveals its similarity to the target kernel and may as well imply its prediction per-
formance. The align algorithm uses the training data to independently compute the
alignment scores between the base kernels and the target kernel. Then the alignment
scores are taken as the kernel weights to combine the base kernels.
Given a kernel family, we denote the centered base kernel set by Kc = {K1c, ...,Krc},
and the corresponding alignment scores between the individual base kernels and the
target kernel by {δ1, ..., δr}. Then the alignment score of the individual base kernel
is computed from (40). Because the factor ‖ Kt ‖F in the denominator of (40) is
a constant, we can safely remove it and compute the base kernel weights via the
following formula,
δi =
〈Kic,Kt〉F
‖ Kic ‖F ,
where δi is the kernel weight of the base kernelKi. Thus, the resulting kernel matrix
is deﬁned by
K =
r∑
i=1
〈Kic,Kt〉F
‖ Kic ‖F Ki.
4.3 Alignf
Though the kernel yielding better prediction performance should be more similar to
the target kernel, the mixture kernel obtained from the align algorithm may not align
best with the target kernel. An alternative solution is to ﬁrst express the mixture
kernel as a conic combination of base kernels with unknown weights, and then learn
the kernel weights by maximizing the alignment score between the mixture kernel
and the target kernel.
For the alignf algorithm, we ﬁrst center the individual base kernels and write out
the mixture kernel
K =
r∑
i=1
ηiKic.
Next, we align the mixture kernel K with the target kernel Kt and maximize the
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alignment score. The idea is reﬂected by the following formulation,
max
〈K,Kt〉F
‖ K ‖F‖ Kt ‖F .
Since ‖ Kt ‖F is a constant, above formulation is equivalent with the formulation
below,
max
〈K,Kt〉F
‖ K ‖F .
Cortes et al. [2012] has proved that solving above maximization problem is equivalent
with solving the following QP problem,
min
v0
vTMv − 2vTa,
where v is an unknown column vector, M is a matrix with [M]ij = 〈Kic,Kjc〉F and
a is a vector with ai = 〈Kic,Kt〉F . Solving this QP problem via any QP solver gives
the solution of v?. Then the weight vector η? is computed from
η?i =
v?i
‖ v? ‖ .
4.4 p-norm Path Following Algorithm
In some real world applications, we need to determine the entire feature selection
path through lp-MKL algorithms. The lp-MKL formulations introduce a regularizer,
which allows a robust feature selection by varying the real value of p ∈ [1, 2]. Dif-
ferent values of p determine the sparsity of the features selected. The signiﬁcance of
features selected can be well interpreted according to the prediction performances of
the mixture kernels obtained from diﬀerent p values. When p = 1, some kernels are
dropped with weights close to zeros, and others' contributions in the prediction task
are implied by their weights. When p = 2, all kernels tend to have non-zero weights
and the diﬀerences between diﬀerent kernel weights are less signiﬁcant. Including
the p-norm regularizer into the MKL formulations can increase the ﬂexibility in the
feature selection, and determining the complete feature selection path with respect
to p is essential in ﬁnding the best mixture kernel. However, one would need to try
thousands of parameter settings to generate the entire feature selection path. Moti-
vated by the ineﬃciency of normal lp-MKL algorithms, Jawanpuria et al. [2014] has
proposed a new lp-MKL formulation and implemented the p-norm path following
algorithm to learn the mixture kernel eﬃciently.
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The idea in the p-norm MKL algorithm is that for a speciﬁc p, we expect to ﬁnd
the kernel weights, which result in the maximized weighted sum of alignment scores
between the individual kernels and the target kernel, i.e.,
max
η0
r∑
i=1
ηiρi,t. (41)
Here, ρi,t is the alignment score between the i-th centered base kernel in Kc and the
target kernel Kt as deﬁned in (40). ηi is the weight of the i-th base kernel. If no
constraint is added to the kernel alignment scores, however, the objective function
(41) can be inﬁnitely big as ηi increases to inﬁnity. Thus, in a normal lp-MKL
algorithm, we add a p-norm regularizer to the weights,
max
r∑
i=1
ηiρi,t,
s.t.
r∑
i=1
ηpi = 1
ηi ≥ 0, i = 1, ..., r.
The dual optimization problem is as follows,
min
η0
λ
r∑
i=1
ηpi −
r∑
i=1
ηiρi,t. (42)
For eﬃciently computing the weights with respect to all values of p, Jawanpuria
et al. [2014] has further introduced a Bregman divergence based regularizer to (42).
The formulation now becomes
min
η0
λ1B¯F (η) + λ2
r∑
i=1
ηpi −
r∑
i=1
ηiρi,t, (43)
where λ1 ≥ 0 and λ2 ≥ 0 are the regularization parameters and B¯F (η) is the Breg-
man divergence based regularizer. Speciﬁcally, B¯F (η) =
r∑
i=1
BF (ηi) and BF (ηi) =
F (ηi)−F (η′i)−〈5F (ηi), ηi−η′i〉 is the diﬀerence between the value of function F at
point ηi and the value of the ﬁrst-order Taylor expansion of F around point η′i eval-
uated at point ηi. Technically, F can be any continuously-diﬀerentiable real-valued
and strictly convex function. According to the implementation of the algorithm
[Jawanpuria et al., 2014], speciﬁcally, we can choose F =‖ ηi − η′i ‖2 and η′i = 0,
thus B¯F (η) can be written as follows,
B¯F (η) =
r∑
i=1
BF (ηi) =
r∑
i=1
η2i .
43
Diﬀerent from the normal lp-MKL formulation (42), the Bregman divergence based
formulation yields a strictly convex objective function. Let us denote by η?i the
optimal ηi which minimizes (43) and take η?i as a function of p. As looking for the
optimal η?i with respect to p that decreases from 2 to 1, according to Theorem 2
[Jawanpuria et al., 2014], at a given point of p′, whenever η?i (p
′) < e−1, for all p < p′,
η?i (p) decreases monotonically; and whenever η
?
i (p
′) > e−
1
p′ , for all p < p′, η?i (p)
increases monotonically. If a small enough threshold c < e−1 is chosen beforehand,
once we ﬁnd some p′ with η?i (p
′) < c, we can safely set all subsequent η?(p) with
p < p′ to zeros. A feature weight less than the predeﬁned threshold c means that
the feature is insigniﬁcant in the PPI prediction and can be dropped. As a result,
the feature selection path can be obtained fast since computing each η?i for all values
of p is not required.
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5 Experimental Results
5.1 Data Set
We perform experiments on 896 yeast proteins. The features of proteins are from
heterogenous sources and are organized into two feature groups, which we call graph
feature and global feature respectively. As discussed in Section 1.3, we model a
protein as a graph and the graph features are localized to the SSEs as well as
the edges connecting them. For constructing the protein graph model, we extract
the protein structural information from protein data bank (PDB) [Bernstein et al.,
1977] and the protein physicochemical features from AAIndex database [Kawashima
and Kanehisa, 2000]. Global features include the gene expression from [Spellman
et al., 1998] and the protein localization from [Ghaemmaghami et al., 2003; Huh
et al., 2003] as well as other 12 features extracted from InterProScan [Zdobnov and
Apweiler, 2001].
The PPI labels are from the paper [Von Mering et al., 2002]. These interaction labels
have been conﬁrmed by diﬀerent experimental methods, such as yeast two-hybrid
systems, mass spectrometry techniques, genetic interactions, mRNA coexpression
and in silico methods. Some of these methods aim for detecting protein physical
interactions, while others aim for detecting functional associations. In many cases,
functional associations also take the form of physical binding. The intersection of
multiple experiments guarantees the high reliability of the data and we can take the
labels as physical interactions.
5.2 Experimental Setup
The code of the experiments is implemented in MATLAB R2014b. As for the
SVM implementation, we employ LIBSVM 3.18 [Chang and Lin, 2011]. When
applying alignf MKL algorithm to compute the weights of individual kernels, we use
CVX [Grant and Boyd, 2014]. The author of the p-norm path following algorithm
[Jawanpuria et al., 2014] has shared us the implementation. We parallelize the
experiments in clusters via SLURM [Yoo et al., 2003].
The goal of the experiments is multi-fold. First, we explore the eﬀect of the protein
graph model as well as the three diﬀerent graph kernels (i.e. random walk graph
kernel, shortest-path kernel and GraphHopper kernel) in PPI prediction. For this
purpose, we compare the prediction performances of the three graph kernels with
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respect to the diﬀerent features applied to the protein graph model. Second, for the
all 24 features (10 graph features and 14 global features), we compare the prediction
performance of individual features in PPI prediction separately, from which we can
see the eﬀect of the graph model as well as the most signiﬁcant features in PPI
prediction. The graph features are the ones listed in Table 1 and the global features
are shown in Table 2.
Global feature Description
Expression 72 micro-array gene expression data.
Blast Sequence alignment score via the statistics of local sequence compar-
ison.
Gtgs Sequence alignment score using global trace graph (graph clustering
algorithm).
Gene3D A classiﬁcation of domain based structural domains.
HMMPfam HMM proﬁle based superfamily classiﬁcation.
HMMPanther Functionally related subfamilies.
Localization Protein localization in 22 diﬀerent cells.
Superfamily Structural protein domains at the SCOP superfamily level. These
domains have a revolutionary relationship.
Protein-clusters A collection of proteins grouped by sequence similarity and function.
HMMSmart Domains annotated with respect to phyletic distributions, functional
class, tertiary structures and functionally important residues.
PatternScan Biologically signiﬁcant amino acid patterns summarized in the form
of regular expression.
ProﬁleScan Detection of divergent protein families base on weight matrices (also
known as proﬁles).
FPrintScan A collection of protein family ﬁngerprints.
HMMPIR Protein SuperFamily classiﬁcation based on the evolutionary relation-
ships of whole proteins.
Table 2: Global features. Except Expression and Localization, all the other features
are from InterProScan [Zdobnov and Apweiler, 2001].
We choose the gene expression and protein localization features due to the prior
knowledge that the proteins existing in diﬀerent cells should not interact. As dis-
cussed in Section 1.2, the protein sequence can reveal the characteristics of a protein
from diﬀerent angles, and many sequence-based kernels have been utilized in PPI
prediction with satisfying accuracy. In this thesis, we explore further the eﬀects of
the diﬀerent sequence-based features in PPI prediction. Third, on the one hand,
we combine the graph features and global features respectively through MKL algo-
rithms and evaluate the prediction performance of each group in PPIs; on the other
hand, we combine all graph and global features through MKL algorithms and then
compare the prediction performance with when combining each group separately.
Because the gene expression and protein localization features are from laboratory,
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and are generally thought expensive to obtain, we also explore whether excluding
them can bring a comparable result with when including them in the MKL frame-
work.
Our experiment follows the 4-step workﬂow as shown in Figure 3. We explain below
the experimental setup at each step.
5.2.1 Step 1 - Protein Graph Model
In out protein data set, each protein is identiﬁed by a UniProt ID [Bairoch et al.,
2005]. As we extract the protein structure information from PDB [Bernstein et al.,
1977], we ﬁnd that each PDB ﬁle may contain the structural information of several
diﬀerent proteins and the same protein may occur in diﬀerent PDB ﬁles. For not
losing information, we extract the structural information of a speciﬁc protein from
all PDB ﬁles containing it. As a result, we may get several graphs for the same
protein. As we have observed that the diﬀerent protein graphs are almost identical,
we decide to choose the structure data having the least amount of SSEs considering
that the fewer SSEs result in a smaller protein graph. The random walk graph
kernel has a high computational complexity. As we compute the random walk
graph kernel with inﬁnite steps using (26), we have to compute the inverse of the
matrix (I − λM×). Computing the inverse of an n × n matrix alone leads to the
computational complexity of O(n3), thus reducing the number of nodes in the graph
will reduce the required time of computing the kernel. We have also chosen the
structure data with the biggest amount of SSEs for individual proteins. A quick
experiment on a speciﬁc graph feature has shown that the prediction performance
is almost the same as when we choose the smallest amount of SSEs.
When we extract the physicochemical features from AAindex [?], we use the R
package Interpol [Heider and Hoﬀmann, 2011], which has embedded the AAindex
database with 533 descriptors for the twenty standard amino acids. In our experi-
ments, we only extract the four descriptors listed in Table 1.
5.2.2 Step 2 - Graph Kernels
In the second step, three diﬀerent graph kernels are employed to measure the degree
of similarity between proteins.
Since the protein graph model comprises two types of edges (AALength and 3DLength),
correspondingly, we construct two types of adjacency matrices denoted byAMAALength
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and AM3DLength. The former is for the sequential and the latter is for the struc-
tural edges. When the random walk graph kernel is applied to compare pro-
tein graphs, edge kernel is used for measuring the similarity between two edges
(v, w) ∈ G and (v′, w′) ∈ G′. For both edge types, the edge kernel is utilized sep-
arately and wet get two edge kernel scores, denoted by kAALengthedge ((v, w), (v
′, w′))
and k3DLengthedge ((v, w), (v
′, w′)) respectively. The SSEs close to each other in sequence
should be also close neighbors in space. We take the maximum of kAALengthedge and
k3DLengthedge because the insertions and deletions in the protein sequence will aﬀect the
value of kAALengthedge , and the sequence is not 100% error free. kedge is computed by
the following formula,
kedge((v, w), (v
′, w′)) = max[kAALengthedge ((v, w), (v
′, w′)), k3DLengthedge ((v, w), (v
′, w′))].
For the shortest-path kernel, we transform the original protein graph (Figure 2) to
the shortest-path graph (Figure 8) via Folyd-Warshall algorithm [Robert W, 1962],
and correspondingly, we construct two adjacency matrices with respect to the edge
types, denoted by AMSPAALength and AM
SP
3DLength respectively. Based on the new
shortest-path graph model and the corresponding adjacency matrices, we apply the
normal random walk graph kernel and ﬁx the walk length to 1 for measuring the
similarity between proteins.
Diﬀerent from the shortest-path kernel where only the pairs of ending nodes and
the shortest distances between them matter, the GraphHopper kernel values the
nodes on all shortest paths. Dijkstra algorithm [Dijkstra, 1959] is thus applied to
transform the original graphs to the shortest path graphs before the proteins are
compared through the GraphHopper kernel.
When measuring the protein similarities, we adopt two strategies. Before employing
the graph kernels, on the one hand, we apply 10 individual features as shown in
Table 1 to the nodes of the graph model separately; on the other hand, we take all
10 individual features as a feature vector which we call the all-feature vector, and
assign it to the nodes of the graph model. We apply 3 diﬀerent graph kernels over
10 individual features plus 1 all-feature vector, as a result, we will get 33 kernel
matrices, for which each graph kernel contributes to 11 kernel matrices.
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5.2.3 Step 3 - PPI Prediction Based on Individual Pairwise Kernels
Permute base kernel
↙↘split
Training data (sub-matrix 1)
P-P similarities k(pi, pj) labels
p1 pn
pn
p1 pn
pn
p1 pn
pn
Testing data 1,2 (sub-matrix 2,3)
P-P similarities k(pi, pj) labels
pp1n+1
pn
pN
pp1n+1
pn
pN
pp1n+1
pn
pN
pn+1 pN
pN
pn+1 pN
pN
pn+1 pN
pN
PPI
yframework yPPI framework
Pairwise kernels
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K((pi, pj), (p
′
i, p
′
j))
p1p2 pn−1pn
pn− 1pn
p1p2 pn−1pn
pn− 1pn
p1p2
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Pairwise kernels
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K((pi, pj), (p
′
i, p
′
j))
pipj
psptyCenter y
Centered pairwise kernelsyMKL
Kernel weights
Combine
y pairwise kernels
Mixture kernel
Kernel−−−−−−→
weights Mixture kernel Labels
SVM
y Labels
Trained classiﬁer
Compare
Trained−−−−−−−→
classifier Predicted labels
Figure 14: Evaluation of PPI prediction performance for both base kernels and
mixture kernels. For evaluating the prediction performance of base kernels, the part
between the dashed lines is omitted.
In the third step, we apply 3 diﬀerent pairwise kernels (i.e., TPK, TPPK, MLPK) to
transform the 33 graph kernel matrices obtained from step 2 to the pairwise kernel
matrices, which reﬂect the similarities between protein pairs. As a consequence, we
obtain 33 pairwise kernel matrices for each type of the pairwise kernel functions.
The experimental setup is shown in Figure 14. We run the experiment 10 times. In
a speciﬁc round, all 33 graph kernel matrices obtained from step 2 are permuted the
same way and split according to the strategy shown in Figure 15. Next we explain
the setup in one round of the experiment.
We permute the input kernel matrix and split all proteins to 80% and 20% parti-
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Figure 15: Kernel matrix.
The elements represent the
similarity scores between pro-
teins. Number 1, 2, 3 in red
refer to the training set, test-
ing set 1, and testing set 2 re-
spectively.
tions. The protein pairs represented by the kernel scores between the 80% proteins
themselves and their associated labels are the training set (sub-matrix 1 in Fig-
ure 15); the protein pairs represented by the kernel scores between the rest 20% and
the previous 80% proteins, as well as their associated labels compose the testing
set 1 (sub-matrix 2 in Figure 15); the protein pairs represented by the kernel scores
between the rest 20% proteins themselves and their associated labels compose the
testing set 2 (sub-matrix 3 in Figure 15). Technically, for each of the three matrices,
only the data in the upper triangle above the diagonal are used in our experiment
since the proteins do not interact with themselves and the lower and upper triangle
refer to the same protein pairs. We denote these upper triangular matrices by sub-
matrix 1, 2 and 3 for simplicity. By this way, one graph kernel is split to one training
set and two testing sets. We can observe that the protein pairs in the testing set 1
have connections with those in the training set; while the protein pairs in the testing
set 2 have no connection with the ones in the training set. Thus, we can foresee
that the prediction performance in the testing set 1 should be superior to that in
the testing set 2. The left side of Figure 14 is the training process, while the right
side is the testing process.
In the training phase, computing the pairwise kernel matrix based on the sub-
matrix 1 is hard to tackle due to the huge memory usage. For this reason, we
do sub-sampling in the sub-matrix 1 as well as the associated label matrix. We
ﬁrst pick out protein pairs whose associated labels are all positive since the positive
labels only account for a very small portion of all labels. We then randomly select
protein pairs having negative labels that are four times the number of the positive
labels. Based on these selected protein pairs with positive and negative labels, we
reconstruct the pairwise kernel matrix via a speciﬁc pairwise kernel function and
reshape the associated label matrix to a label vector. These data are integrated
then with the SVM algorithm to learn a classiﬁer, which will be used in the testing
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phase. In the testing phase, for reducing the memory usage, we distribute all protein
pairs in either of the two testing sets (sub-matrix 2 and 3) to n subsets. Each of the
ﬁrst n− 1 subsets contains 6000 protein pairs, while the last one contains the rest.
The subset number n is obtained by dividing the number of all protein pairs in the
testing set selected by 6000. For each subset we compute the pairwise kernel matrix
with respect to a speciﬁc pairwise kernel function and reshape the associated label
matrix to a label vector. The obtained pairwise kernel matrix of each subset is then
combined with the classiﬁer learnt from the training phase to predict the labels.
The predicted labels are then compared with the true labels and the prediction
performance of the classiﬁer is evaluated.
The prediction accuracy of the classiﬁer is evaluated by AUC, namely the area
under ROC (Receiver Operating Characteristic) curve which is created by plotting
the true positive rate (TPR) against the false positive rate (FPR) and generally
used in illustrating the performance of a binary classiﬁer. Usually, the performance
of the classiﬁer varies with diﬀerent discrimination thresholds. When using LIBSVM
[Chang and Lin, 2011] to train the classiﬁer, we choose C = 10. If we denote by TP
the interacting protein pairs correctly identiﬁed as interacting, and P all interacting
protein pairs, then TPR = (TP/P )×100%. If we denote by FP the non-interacting
protein pairs incorrectly identiﬁed as interacting, and N all non-interacting protein
pairs, then FPR = (FP/N)× 100%. The ROC curve demonstrates that the closer
the curve is to the left-hand and the top border of the ROC space, the better
prediction performance the classiﬁer has; and that the closer the ROC curve is to
the diagonal line that stretches from the coordinate (0,0) to (1,1), the worse the
classiﬁer.
For plotting the ROC curve and computing the AUC, we compute TPR and FPR
based on the prediction results of all n subsets. As a result, we get n points
(x1, y1), ..., (xn, yn), where xi = FPRi, yi = TPRi and i is the subset number.
Connecting the n points gives the ROC curve. The AUC can be approximated by
the areas of the n− 1 rectangles. The area of the i-th rectangle is computed by the
formula
∑n−1
i=1 (xi+1 − xi)× (yi + yi+1)/2 (Figure 16). Then the performance of the
classiﬁer in each round of the experiment is quantiﬁed by the AUC which is the sum
of the areas of the n− 1 rectangles.
AUC is insensitive to the proportion of the negative instances to the positive in-
stances [Tom, 2006]. In our case, for the whole data set including the training and
testing data, there are far more negative labels than positive labels  1753 interact-
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(1, 1)
(xi, yi)
(xi+1, yi+1)
TPR
FPR
Figure 16: ROC curve and AUC. The area of the blue rectangle is computed by the
formula (xi+1 − xi)× (yi + yi+1)/2.
ing versus 438631 non-interacting. If the classiﬁer predicts all input protein pairs
as negative, we can still achieve a high accuracy which is the proportion of the cor-
rectly predicted labels. Then the accuracy cannot reﬂect the real performance of
the classiﬁer. In addition, the positive labels in the ground-truth data refer to the
identiﬁed interacting proteins but we do not have faith that the negative labels are
all non-interacting ones. There could be a lot of interacting proteins not identiﬁed
yet up to now. Therefore, we are more interested at the capability of the classiﬁer
in predicting the true positive labels which is reﬂected by the TPR. Meanwhile we
also expect its capability in preventing from predicting negative labels as positive.
This explains why the closer the ROC curve is to the left-hand and the top border
of the ROC space, the better the classiﬁer.
We repeat above experiment 10 times and the prediction performance is measured
by an average of AUC scores of all rounds.
5.2.4 Step 4 - PPI Prediction Based on MKL Algorithms
At this step, 10 individual graph features are combined with 14 global features via
the MKL algorithms. For the 10 graph features, we only choose the graph kernels
that show best prediction performances over them. For the global features, except
that the Expression feature uses the Gaussian kernel with σ = 1, the rest use the
linear kernel to measure the similarity between proteins.
The experimental setup for MKL algorithms is shown between the dashed lines
in Figure 14. In the training phase, all the 24 pairwise kernel matrices (each one
corresponds to a feature) are centered via (39) and the centered pairwise kernel
matrices are obtained. A speciﬁc MKL algorithm is then applied to learn the weights
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of individual pairwise kernel matrices. Using the the weights to merge the individual
pairwise kernel matrices, we get a mixture pairwise kernel matrix. We combine the
mixture pairwise kernel matrix and the corresponding label vector with the SVM
algorithm to learn a classiﬁer, which will be evaluated in the testing phase. In the
testing phase, for a speciﬁc testing set partition, we combine the individual pairwise
kernel matrices with the weights learnt from the training phase and get a mixture
pairwise kernel matrix. We combine the mixture pairwise kernel matrix with the
classiﬁer learnt from the training phase to predict the labels of the protein pairs
in the testing set. Likewise, the predicted labels are then compared with the true
labels and the prediction performance of the classiﬁer is evaluated by AUC.
5.3 Results
We ﬁrst show the experimental results of individual features, and then the results
of diﬀerent MKL algorithms. We present the results for testing set 1 and 2 respec-
tively. Testing set 1 and 2 correspond to the sub-matrix 2 and 3 of Figure 15. For
reporting the results, we show the average AUC scores of 10-round experiment and
the corresponding standard deviations in brackets. For convenience, we associate
the three diﬀerent pairwise kernels with colored boxes. These pairwise kernel func-
tions are utilized for transforming the graph kernel matrices to the pairwise kernel
matrices. In all the result tables of individual features, columns represent individual
features, while rows represent the three diﬀerent pairwise kernels. Table cells show
the average AUC scores and the standard deviations in brackets. The highest AUC
score in each column is boldfaced, and the highest AUC scores among all features
and all pairwise kernels are underlined. In all the result tables of mixture kernels,
columns represent the diﬀerent MKL algorithms.
5.3.1 Individual Kernels
Individual features are organized as 10 graph features (Table 1) and 14 global fea-
tures (Table 2). The experimental results of 14 global features are shown in table 3.
We observe that for both testing set 1 and 2, the pairwise kernel MLPK yields
the best prediction performance on the whole for the global features and sometimes
TPPK yields higher AUC scores. Speciﬁcally for testing set 1 Expression wins
over the other features with AUC 78.1 in TPPK and 77.3 in MLPK; for testing
set 2, the best AUC scores are obtained by Expression (69.5) and Localization
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MLPK TPPK TPK
Global Features - Testing set 1
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77.3(2.2) 74.1(2.9) 73.9(3.4) 71.1(1.7) 72.0(2.0) 70.0(1.5) 70.7(1.4)
78.1(2.1) 68.6(3.0) 72.7(3.4) 61.7(2.7) 63.3(2.7) 57.0(2.9) 70.1(2.2)
74.9(1.9) 64.5(4.3) 69.0(3.0) 60.3(2.9) 60.9(2.9) 55.6(2.6) 70.1(1.6)
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71.9(2.0) 64.7(2.0) 64.1(2.1) 60.9(2.2) 59.5(2.2) 56.2(1.1) 52.2(0.5)
64.2(3.5) 51.6(0.6) 57.4(1.5) 53.5(1.9) 54.6(1.7) 50.5(0.4) 50.0(0.0)
62.4(2.9) 51.3(0.8) 56.6(1.7) 53.2(1.8) 53.9(1.4) 50.4(0.3) 50.0(0.0)
Testing set 2
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69.5(4.3) 58.4(5.0) 62.3(5.4) 63.7(2.2) 63.5(4.5) 62.5(3.8) 69.3(3.7)
69.3(4.8) 63.3(5.5) 67.1(4.9) 59.2(4.9) 61.4(4.2) 55.6(3.8) 68.6(5.4)
67.7(5.0) 61.3(4.4) 65.5(3.6) 59.0(3.5) 60.7(3.6) 54.7(3.7) 68.6(5.6)
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66.7(5.0) 59.8(2.4) 59.7(4.6) 57.5(3.1) 55.9(2.8) 53.9(3.8) 51.0(1.0)
62.8(4.3) 51.6(1.4) 56.0(2.1) 53.9(3.6) 55.2(2.9) 50.1(0.2) 50.0(0.0)
61.8(3.5) 51.5(1.3) 55.6(2.2) 53.6(3.4) 54.4(2.3) 49.9(0.5) 50.0(0.0)
Table 3: AUC and the standard deviations of global features. In the testing set 1,
protein pairs have connections with protein pairs in the training set; while in the
testing set 2, protein pairs have no connections with protein pairs in the training
set.
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Graph features - testing set 1
Random walk graph kernel
77.6(2.8) 77.4(2.4) 77.2(2.1) 77.4(2.1) 77.4(2.2) 77.4(2.2) 77.2(2.2) 77.6(2.3) 77.4(2.0) 77.5(2.1)
78.8(2.0) 78.7(1.9) 78.8(1.8) 79.0(2.0) 78.9(1.9) 78.9(2.0) 78.9(1.6) 78.5(1.8) 78.7(1.9) 79.0(1.8)
74.3(2.1) 74.2(2.1) 74.4(1.8) 74.2(1.6) 74.3(2.0) 74.3(1.6) 74.1(2.1) 74.0(1.7) 74.4(1.7) 74.7(1.8)
Shortest-path kernel
79.1(2.4) 79.0(2.6) 79.3(2.1) 79.3(2.2) 79.3(2.5) 79.3(2.3) 79.2(2.1) 79.0(2.4) 79.3(2.5) 79.4(2.4)
79.1(2.4) 78.9(2.4) 78.9(2.2) 79.1(2.4) 79.1(2.1) 79.2(2.5) 79.1(2.3) 79.0(2.2) 79.1(2.4) 79.0(2.3)
74.8(1.9) 74.7(1.8) 74.8(2.1) 74.8(2.3) 75.1(2.0) 75.0(2.3) 74.7(2.1) 74.7(2.0) 74.8(2.0) 75.0(2.0)
Graph features - testing set 2
Random walk graph kernel
59.4(4.4) 57.0(3.0) 58.4(3.5) 58.3(3.4) 57.8(4.6) 58.9(3.4) 57.8(4.7) 58.5(3.2) 60.2(4.6) 58.4(4.0)
66.0(3.2) 66.7(4.9) 66.8(4.3) 67.1(3.7) 66.8(5.0) 66.9(4.5) 67.1(4.0) 64.9(4.2) 67.1(3.7) 67.2(4.1)
63.8(4.7) 65.2(2.8) 65.4(3.3) 65.7(3.3) 65.2(3.1) 66.6(3.5) 65.0(3.7) 65.8(3.7) 66.5(3.7) 65.4(4.2)
Shortest-path kernel
58.0(5.9) 58.2(5.5) 58.9(6.9) 58.9(6.3) 58.4(7.2) 58.2(5.9) 58.1(6.8) 58.1(6.5) 59.5(7.0) 58.7(5.6)
68.4(2.9) 68.2(3.8) 69.1(2.8) 69.3(4.0) 69.0(2.9) 69.2(4.0) 69.5(3.1) 69.1(2.9) 68.3(3.8) 68.5(3.1)
67.3(4.2) 67.0(4.2) 68.1(4.7) 67.2(4.3) 67.6(4.6) 67.2(5.0) 67.5(4.5) 67.8(5.0) 68.0(5.0) 67.3(4.7)
Table 4: AUC and standard deviation of graph features.
(69.3) which are both close to 70.0. These results imply that the protein subcellular
localization and tissue-speciﬁc expression are valuable in distinguishing PPIs.
The results of the 10 graph features are shown in Table 4. Here, we only report
the results of the random walk graph kernel and the shortest-path kernel for the
individual graph features, as we ﬁnd from the experiments that the AUC scores of
the GraphHopper kernel are not comparable with theirs. Our results are organized
into two groups. In one group, the graph similarity is measured by the random walk
graph kernel, while in the other, the graph similarity is measured by the shortest-
path kernel. For both testing set 1 and 2, we put the results of the random walk graph
kernel and those of the shortest-path kernel together for comparison convenience. It
turns out that the pairwise kernel TPPK behaves best in general. Even though for
the shortest-path kernel group, MLPK works better than TPPK in the testing set
1, the diﬀerence between these two pairwise kernels is not dramatic. It is interesting
to ﬁnd that TPK works better than MLPK in the testing set 2 for both random
walk graph kernel and shortest-path kernel groups. The possible reason for this
is that the combination of the graph model and the MLPK kernel reﬂects the
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relationships between proteins more precisely. The more information is provided,
the better prediction eﬀect we can achieve. Diﬀerent from the testing set 1, the
partners of any protein pair in the testing set 2 do not exist in the training set. The
information contained in the training set may bias theMLPK based classiﬁer, thus
the prediction accuracy drops dramatically.
According to the experimental results obtained by the graph and global features, we
conclude that in both testing set 1 and 2, MLPK yields more reliable estimation
for the global features, while TPPK shows a better prediction performance for the
graph features on the whole. Graph model expresses the protein substructures and
the graph kernel can capture the similarities between substructures from two protein
graphs. At the binding spots, the proteins binding to each other should have similar
properties  both exposing to the watery environment  and have similar shapes.
If one protein at the binding site has a shape looking like the less than symbol <,
the interacting partner should also show the same structure < at the interaction
spot for closely binding to the former, such that they form a complex looking like
<<. Then it is logical to consider the interacting proteins similar to each other,
thus TPPK yields the better prediction performance for the graph features on
the whole. MLPK performing better for the global features is consistent with our
intuition that the interacting partners should be complementary to each other at the
binding sites. When MLPK works on the graph features, it captures the delicate
diﬀerences between the interacting partners at the binding sites even though they
are similar at large. For example, only the atoms with opposite charges attract
each other and the formulation of MLPK can capture this diﬀerence. However, the
proteins in the testing set 2 has lost the connection with those in the training set,
the performance of MLPK drops dramatically.
When comparing the global features with the graph features, we notice that for the
shortest-path kernel, the AUC scores achieved by the best graph feature are a little
higher than those achieved by the best global feature Expression in both testing
set 1 and 2. For the random walk graph kernel, the overall AUC scores achieved by
individual graph features are also among the best. This implies that without using
the expensive gene expression and localization features, computational method can
also yield a comparable or even better prediction performance. It is also interesting
to see that for all individual graph features, their prediction performances are almost
the same. This may imply that the performance of diﬀerent features is in principle
determined by the structure of the graph model.
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MLPK TPPK TPK
RWK(all) SP(all) GraphHopper(all)
All features - testing set 1
77.5(2.5) 79.2(2.2) 78.2(2.2)
78.9(1.6) 79.1(2.5) 71.8(3.1)
74.5(1.6) 74.9(2.0) 67.3(1.9)
Testing set 2
57.5(3.7) 58.9(7.2) 59.1(5.3)
67.2(4.1) 68.7(3.6) 56.0(5.5)
66.1(3.1) 67.6(5.1) 56.6(4.2)
Table 5: AUC and the standard deviations of three graph kernels in all features.
RWK represents the random walk graph kernel, SP represents the shortest-path
kernel. The all in braces means that all 10 graph features are taken as a feature
vector applied to the nodes of the graph model.
We lastly compare how diﬀerent graph kernels behave when all 10 graph features are
taken as a feature vector and applied to the graph model. The results are shown in
Table 5 with columns representing the diﬀerent graph kernels. Here, we include the
GraphHopper kernel as its performance is comparable with the other two in the all-
feature situation. We ﬁnd that the shortest-path kernel attains the best prediction
performance on the whole. This is consistent with its behavior over individual graph
features. In addition, for each graph kernel, the AUC result obtained by all-feature
is almost an average of AUC scores obtained by individual graph features.
5.3.2 Mixture Kernels
For evaluating the eﬀects of MKL algorithms, we group the individual features to
six groups. We have 14 global features, where 12 are from InterProScan [Zdobnov
and Apweiler, 2001] and the other two Expression and Localization are from the
papers [Cho et al., 1998; Huh et al., 2003; Spellman et al., 1998]. We put these 14
global features in group 1. We have also 10 graph features and put them in group 2.
Then all 24 features are in group 3. For the group 2, we only use the shortest-path
kernel to measure the protein similarities since it outperforms the other two. Our
purpose is to explore how eﬀective the MKL algorithms are in integrating features
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from diﬀerent sources.
MLPK TPPK TPK
Testing set 1
align alignf pnormpath(p = 2) uniform
79.0(3.3) 83.2(2.3) 78.3(3.5) 76.6(3.6)
78.9(3.0) 82.5(2.1) 79.3(3.2) 72.8(4.2)
76.3(3.0) 79.8(1.8) 76.9(3.1) 69.8(2.9)
Testing set 2
align alignf pnormpath(p = 2) uniform
70.7(7.3) 77.1(3.7) 69.6(7.8) 67.9(7.9)
74.0(4.7) 77.5(4.4) 74.6(4.9) 65.1(7.6)
73.0(4.4) 76.8(3.3) 73.6(4.9) 64.5(6.4)
Table 6: AUC and standard deviation of 14 global features
Though gene expression and localization of protein in cells yield good prediction
performances, they are from wet lab experiments and expensive to obtain. Con-
trarily, we can conveniently obtain other features from freely accessible databases.
Thus, we are interested at whether the MKL algorithms can bring comparable re-
sults when excluding Expression and/or Localization with when combining all
24 features together. Excluding Expression and Localization features separately
yields group 4 and 5. Excluding both features yields group 6. For each group, we
apply uniform, align, alignf and the p-norm path following algorithm respectively
to combine individual features.
With columns representing diﬀerent MKL algorithms, Table 6 shows the MKL re-
sults of group 1 (14 global features). We can see that the best AUC scores are given
by alignf for all pairwise kernels and the improvement is dramatic compared to the
highest AUC score achieved by the best global feature Expression. The best AUC
achieved by Expression in the testing set 1 is 78.1, while that achieved by the MKL
algorithm alignf is 83.2. The most signiﬁcant improvement is in the testing set 2,
where the best global feature Expression has an AUC score 69.5 and Localization
is also at the same level with AUC 69.3. However, alignf improves the best AUC
to over 77 in the testing set 2.
As opposed to the impressive prediction performance in the group 1, it seems that
the MKL algorithms do not bring any improvement for the group 2  the 10 graph
features. By comparing the MKL results of group 2 in Table 7 with the SP (all)
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MLPK TPPK TPK
Testing set 1
align alignf pnormpath(p = 2) uniform
79.7(2.4) 79.4(2.4) 79.8(2.3) 77.1(2.6)
79.0(2.5) 78.9(2.5) 78.7(2.3) 79.0(2.5)
74.5(2.3) 74.5(2.2) 73.3(2.1) 74.5(2.3)
Testing set 2
align alignf pnormpath(p = 2) uniform
60.8(4.5) 58.5(6.6) 61.4(4.1) 55.8(6.9)
68.6(3.1) 68.5(3.1) 67.5(3.5) 68.5(3.1)
67.3(4.4) 67.3(4.4) 65.7(4.7) 67.4(4.4)
Table 7: AUC and the standard deviations of 10 graph features
MLPK TPPK TPK
Testing set 1
align alignf pnormpath(p = 2) uniform
79.2(3.5) 85.5(2.0) 79.2(3.5) 78.8(3.6)
81.2(3.0) 85.7(1.4) 81.00(3.0) 80.5(3.0)
78.5(3.0) 82.2(2.8) 78.2(2.9) 77.6(3.0)
Testing set 2
align alignf pnormpath(p = 2) uniform
69.2(8.6) 75.7(3.8) 69.2(8.5) 68.8(8.7)
76.7(4.4) 80.9(2.3) 76.4(4.5) 76.0(4.6)
75.4(4.5) 78.4(5.4) 75.0(4.6) 74.9(4.5)
Table 8: AUC and the standard deviations of the 24 global and graph features
results in Table 5. It seems that the prediction performances achieved by diﬀerent
MKL algorithms are on the whole at the same level of SP (all). This implies that
applying all features to the graph model is equivalent with combing them through
the MKL algorithms.
In group 3, we combine all 24 global and graph features. Table 8 reveals that the
alignf can further improve the prediction performance and push the highest AUC
to 85.7 and 80.9 in the testing set 1 and 2 respectively. Because the graph features
show a uniform-like distribution in the AUC scores, the AUC increment contributed
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by the graph features is not as dramatic as that contributed by the global features.
However, the MKL algorithm provides a mechanism to combine the graph features
with the global features which cannot be integrated to the graph model in any way.
For exploring to what extend that the prediction improvement attained by diﬀerent
MKL algorithms relies on the wet lab data, we ﬁrst exclude the Expression and
Localization feature separately, and then exclude both altogether.
MLPK TPPK TPK
Testing set 1
align alignf pnormpath(p = 2) uniform
78.7(3.7) 84.7(2.1) 78.7(3.6) 78.4(3.7)
80.3(2.9) 84.1(1.8) 80.0(3.0) 79.6(3.0)
77.4(2.8) 81.5(2.0) 76.9(2.9) 76.6(2.9)
Testing set 2
align alignf pnormpath(p = 2) uniform
68.2(8.5) 73.9(4.1) 68.2(8.4) 68.0(8.5)
75.8(5.0) 78.9(3.2) 75.4(5.0) 75.2(5.2)
74.4(5.1) 78.0(4.2) 73.8(5.3) 73.9(5.3)
Table 9: AUC and the standard deviations of 23 features excluding Expression
MLPK TPPK TPK
Testing set 1
align alignf pnormpath(p = 2) uniform
76.9(3.7) 82.9(2.0) 76.9(3.7) 76.5(3.7)
76.8(3.0) 82.6(2.1) 76.6(3.0) 76.0(2.8)
73.1(3.4) 78.9(2.3) 72.9(3.4) 72.2(3.2)
Testing set 2
align alignf pnormpath(p = 2) uniform
64.8(9.0) 70.7(3.8) 64.9(8.9) 64.6(9.1)
71.6(4.0) 76.6(2.4) 71.5(4.1) 71.0(4.0)
70.3(3.8) 74.5(3.2) 70.1(3.8) 69.7(3.9)
Table 10: AUC and the standard deviations of 23 features excluding Localization
As a result, we observe from Table 9 that in both testing set 1 and 2, when simply
excluding Expression the prediction results are very close to when combining all 24
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features together (Table 8). Excluding only Localization (Table 10), however, does
not bring as good performance, with AUC achieved by the best alignf over 82 in
the testing set 1 and over 76 in the testing set 2.
MLPK TPPK TPK
Testing set 1
align alignf pnormpath(p = 2) uniform
76.2(3.9) 81.4(2.4) 76.1(3.9) 75.9(3.9)
74.6(3.2) 80.6(2.6) 74.6(3.1) 74.2(3.2)
70.6(3.5) 76.4(2.5) 70.6(3.4) 70.3(3.3)
Testing set 2
align alignf pnormpath(p = 2) uniform
63.3(9.2) 67.6(5.6) 63.3(9.1) 63.4(9.2)
68.9(5.8) 73.0(3.0) 69.0(5.7) 68.7(6.1)
67.4(5.3) 70.8(4.4) 67.5(5.3) 67.2(5.5)
Table 11: AUC and the standard deviations of 22 features excluding Expression
and Localization
As shown in Table 11, by further excluding both Expression and Localization
features, the best AUC scores further fall to 81.4 and 73.0 in the testing set 1
and 2 respectively. These experimental results indicate that the Expression and
Localization features are both important indicators in this PPI prediction task,
and that the Localization feature makes most contribution to the ﬁnal prediction
improvement in the MKL framework.
The alignf winning over the others in the MKL framework is consistent with our
intuition since its formulation guarantees the best alignment between the mixture
kernel and the target kernel. However, the mixture kernels obtained from the align
formulation and the p-norm path following algorithm may not align best with the
target kernel.
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6 Discussion
In this thesis, apart from expressing proteins by 14 global features including 2 wet
lab features, we employ the graph model assigned with 10 diﬀerent graph features to
represent proteins. We explore how results of the graph features compare with the
global features. Considering diﬀerent graph kernels evaluate the protein similarities
from diﬀerent angles, we employ three diﬀerent graph kernels and observe which
one captures the real relationships between interacting proteins. Individual protein
features introduce biases in the PPI prediction task and the intrinsic characteris-
tics of diﬀerent features decide that they may be expressed diﬀerently. The MKL
algorithm makes the fusion of heterogenous data sources possible. We explore the
eﬀects of diﬀerent MKL algorithms in the feature combination. In this work, we
also explore the eﬀects of diﬀerent features in PPI prediction and expect to ﬁnd the
signiﬁcant features that will guide the further research in the future.
Our experimental results show that compared to the 14 global features, the features
assigned to the graph model yield the best prediction performance when the shortest-
path kernel is used to measure the protein similarities. Among the 14 global features,
the Expression feature attains the best prediction accuracy, which is comparable
with the performance of the graph model. On the other hand, the impact of the
Localization feature in the improvement of prediction performance is especially
signiﬁcant in the MKL framework. Therefore, we conclude that the gene expression
and protein localization are two important indicators in the prediction of PPIs. Since
after excluding Expression from the MKL framework, the prediction performance
is not aﬀected dramatically, we can drop this feature for lowering the cost. As for
the three pairwise kernels applied to capture the similarities between protein pairs,
we observe from the formulation and speculate that TPK works less good than
the other two kernels. The experimental results reveal that for the global features,
MLPK shows the best prediction performance, while for the graph features TPPK
behaves best on the whole. However, sometimes it is necessary to combine the
results of MLPK and TPPK. The intersection of both results may yield more
reliable prediction. In addition, in the MKL framework, the overall performance of
the pairwise kernel MLPK remains the best when all global features are merged;
however, when graph features are included the eﬀects of TPPK and MLPK in the
testing set 1 and 2 are consistent with the individual graph features, namely, TPPK
works better on the whole.
This work predicts protein interacting relationships at a high level, meaning with-
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out considering the exact binding sites. The proposed method in this thesis spots
potential PPIs. Based on this work, on the one hand, researchers can carry out
wet-lab experiments for further conﬁrming the existence of new interacting proteins
with reduced cost and manual work; on the other hand, low-level models can be
designed to locate the exact interacting spots, which helps the discovery of drugs
and the treatment of diseases.
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