Abstract. The p-facility Hu location problem aims at locating facilities on a competitive environment so as to maximize the market share. While it has been deeply studied in the eld of continuous location, in this paper we study the p-facility Hu location problem on networks formulated as a Mixed Integer Nonlinear Programming problem that can be solved by a branch and bound algorithm. We propose two approaches for the initialization and division of subproblems, the rst one based on the straightforward idea of enumerating every possible combination of p edges of the network as possible locations, and the second one dening sophisticated data structures that exploit the structure of the combinatorial and continuous part of the problem. Bounding rules are designed using DC (dierence of convex) and Interval Analysis tools.
Introduction
Competitive location models [12, 23] were originally introduced by Hotelling in [15] , considering the location of two competing facilities on a linear market. In the seminal work of Hotelling, users patronize the facility closest to them. In contrast with this all·or·nothing assumption, it was introduced the Hu location model [16] , in which the probability that a user patronizes a facility is proportional to its attractiveness and inversely proportional to a power of the distance to it. The Hu location problem has been extensively studied in the eld of continuous location [6, 11, 13, 16, 17] and successfully applied in the marketing eld, in problems such as location of petrol stations, shopping centers or restaurants [14, 20, 22] .
Network optimization models [5] are widely used in practice due to their methodological aspects and intuitive formulations. They arise naturally in the context of assignment, ow, transportation or location problems among others [1, 19] . For a comprehensive introduction to location models on networks see [18] .
The combination of the Hu location problem and network optimization has been already addressed in the literature [4, 8] and applied to market area analysis [20] and demand estimation [21] . The single-facility case has been solved in [4] by means of Interval Analysis (IA) bounds, and in [8] using IA and dierence of convex (DC) bounds. Dierent metaheuristics have been proposed for the p-facility case in [25] . In this paper we solve the p-facility Hu location problem on networks formulated as a Mixed Integer Nonlinear Programming (MINLP) problem.
The remainder of this paper is organized as follows. In Section 2 we set up the notation for networks and introduce the p-facility Hu location problem. In Section 3, a branch and bound method with dierent initialization and branching rules is described. Section 4 is devoted to procedures for calculating lower and upper bounds. Computational results are reported in Section 5, where the p-facility Hu location problem is solved using the dierent branching and bounding rules for 12 real-life and 9 articial networks. Finally, Section 6 contains a brief summary, nal conclusions and some lines for future research.
The model
Let N = (V, E) be a network, with node set V and edge set E. The length of the edge e ∈ E is denoted by l e . The distance between two nodes a i , a j ∈ V is calculated as the length of the shortest path [18] from a i to a j . For each e ∈ E, with end-nodes a i , a j , we identify each x ∈ [0, l e ] with the point in the edge e at distance x from a i and l e − x from a j . This way, we obtain that, for any vertex a k ∈ V and x ∈ e, the distance d(x, a k ) from x to a k , as a function of x, is a concave piecewise linear function, given by
In the p-facility Hu location model, the nite set V of vertices of the network represents users, asking for a certain service. Each user a ∈ V has demand ω a ≥ 0, that is patronized by dierent existing facilities, located at points y 1 , . . . , y r on the network. The demand captured by facility at y i from user a is assumed to be inversely proportional to a positive nondecreasing function of the distance d(a, y i ), namely, 1/d(a, y i ) the utility or attraction function of y i . Therefore, the demand captured by the facility at y i from the user at a is given by
A new rm is entering the market, by locating p new facilities at some points x 1 , . . . , x p on the network. This perturbs how the market is shared, since the new facilities will capture part of the demand from a ∈ V ,
Our goal is the maximization of the market share of the entering rm. Thus, the problem we need to solve can be formulated as
Let us denote the total attraction of the existing facilities for each a ∈ V by the positive constant 
where F is dened as
The MINLP problem (5) is formed by a combinatorial and continuous part. First, we need to solve the combinatorial problem of choosing a set of p edges to locate the facilities, and then solve a continuous location problem on the edges.
The methodology
The natural way to solve the MINLP formulation of the p-facility Hu location problem is to use a branch and bound method. In our methods we dierenciate two main phases: the initialization phase and the branch and bound phase. In the initialization phase the initial exploration tree is prepared. In the branch and bound phase, an element of the list is selected iteratively (until the termination rule is fullled) according to a selection criterion, and then is divided into new elements that are included into the list if they cannot be eliminated by their bounds. In this phase, division, bounding, selection, elimination and termination rules are required.
In this paper we propose dierent approaches for the initialization phase, division and bounding rules. As selection, elimination and termination rules, we always apply the usual ones from the literature [4] : the element to be evaluated is selected as the one with the largest upper bound, elements whose upper bound are lower than the current lower bound are eliminated, and the optimization is terminated when the relative error between the largest upper bound and the current lower bound is less than a xed tolerance. This section is aimed at describing two types of initialization and division rules. Bounding rules will be discussed in Section 4.
Total enumeration
The straightforward way of solving Problem (6) 
The subdivision of each element of the partition is done by splitting each (sub)edge by its midpoint, obtaining two new smaller segments for each (sub)edge, namely lower and upper segments. Then, the new elements of the partition are built by replacing each (sub)edge s i by either its lower or upper segment, s L i , s U i respectively. In the case of (sub)edges with multiplicity greater than 1, the above-described method is used to avoid symmetric sets. For instance, Figure 1 depicts the subdivision process, for p = 2, of the element s = (s 1 ), with m(s 1 ) = 2, identied with the blue coloured area of the big square. Then, the subdivision of s leads to three new elements, identied with the blue coloured area of the small squares.
Superset
A more sophisticated data structure for location problems on networks has been proposed in [9] , exploiting together the structure of the combinatorial and continuous part of a
covering problem on networks.
In order to avoid the enumeration of every possible combination of p edges, [9] proposes to construct clusters of (sub)edges, called hereafter edgesets, and dene a subproblem of (5) over a collection of edgesets called a superset.
To be precise, an edgeset is a nite collection of (sub)edges of E; a superset S is any uple of the form (E 1 , p 1 ; . . . ; E k , p k ), where E 1 , . . . , E k are disjoint edgesets, p j are strictly positive integer numbers with k j=1 p j = p, indicating, for each j = 1, . . . , k, that exactly p j facilities are to be located within the (sub)edges in E j . For this data structure, the subproblem to be solved at this stage on superset S has the form
with F dened as in (6), and (x 1 , . . . , x p ) ∈ S understood as x 1 , . . . ,
Supersets will be identied with nodes in the branch and bound tree. The root node of the branch and bound tree is the original superset S 0 = (E, p). E is rst subdivided into a given partition E (1) , . . . , E (p) of E: we add to the branch and bound exploration tree the
First, we need to dene how the edges of the network conforming S 0 , are split into the partition of p edgesets E (1) , . . . , E (p) . In the rst step, E is divided into 2 edgesets by a distance criterion, namely the diameter of the edgeset, dened as the maximum of the minimal distance between each pair of nodes. Then, the nodes giving the diameter are selected as centres of the two new (sub)edgesets. Each edge of the edgeset is assigned to the closest (sub)edgeset, where the distance from an edge to an (sub)edgeset is measured as the distance from the edge to the (sub)edgeset centre. Then, we will repeat the process until obtaining p edgesets, selecting the largest edgeset to be subdivided at each step, where the size of the edgeset is understood as the sum of the (sub)edgelengths.
The subdivision of a superset S = (E 1 , p 1 ; . . . ; E k , p k ) during the branch and bound is done by partitioning the largest edgeset E i . If E i contains only one (sub)edge, the subdivision is done by bisecting the (sub)edge at its midpoint, otherwise E i is partitioned to edgesets E i 1 , E i 2 by its diameter as done in the initial subdivision of S 0 . Thus, the following supersets substitute S:
and additionally if 1 < p i , for j = 1, . . . , p i − 1
This means, that in each step p i + 1 new supersets are created.
Lower and Upper bounds
A branch and bound algorithm requires the calculation of tight upper and lower bounds.
In this section we present dierent bounding approaches for the branch and bound used to solve (5). We propose two upper bounds and two lower bounds: IA bound, DC bound as upper bounds, Hu discrete bound (HuDisc) and midpoint bound (MidPoint) as lower bounds. Note that when a superset contains edgesets with |E j | = 1 ∀j, it corresponds to a p-uple of (sub)edges. Each p-uple of (sub)edges has its unique superset correspondance. Thus, the following bounds are valid for p-uples of edges as well, i.e., for the enumeration approach in Section 3.1.
Upper bounds
The IA bound considers only endpoints of (sub)edges as possible location of facilities. For a superset S = (E 1 , p 1 ; . . . ; E k , p k ) we obtain the IA bound by replacing in (6) d(a, x j ) by the distance from a to the closest vertex of the edges that belong to E j , i.e., by
For any x ∈ E j it holds that d(a, E j ) ≤ d(a, x) ∀j = 1, . . . , p. Hence, the following is a valid upper bound for (6):
The second upper bound approach is based on a DC bound of the single facility Hu location problem on networks, ,x) ) 2 , a particular case of (6) for p = 1. This problem has been already studied in [8] . First, for a given edge e of the network, F single (x) is expressed as a dierence of convex functions,
Therefore, it holds that
A DC bound over an edgeset E j is dened as the maximum DC bound of the edges from E j , i.e.,
U B
DC (E j ) := max
Given a superset S = (E 1 , p 1 ; . . . ; E k , p k ), a DC bound of (6) is calculated as
This DC bound is a valid upper bound since it holds that ,x j ) ) 2 , we have:
Lower bounds
Both of our lower bounding approaches are based on the calculation of the objective function at a feasible solution (x 1 , . . . ,x p ) ∈ S. Then, a valid lower bound is given by
Let us now focus on possible feasible solutions. The rst lower bound, namely Hu discrete bound (LB Huf f Disc ), is a greedy procedure based on solving iteratively p times the single facility Hu location problem at the vertices of the edges of the superset. For a given superset S = (E 1 , p 1 ; . . . ; E k , p k ), letx 1 be the optimal solution of a single facility Hu location problem on the vertices of the (sub)edges of E 1 . In the next step, we will consider that a facility is already located atx 1 , and will locatex 2 solving the single facility
Hu location problem at the vertices of the edges of the corresponding edgeset. In the last step, we will choose locationx p as the optimal solution of the single facility Hu location problem on the vertices of the edges of E k , considering that p − 1 facilities are already located atx 1 , . . . ,x p−1 . Since only vertices are considered as candidates, each step of the greedy procedure is executed by complete enumeration of the candidate points.
The second lower bound, namely the midpoint bound LB M idP oint , is calculated by randomly choosing an edge from an edgeset E j , and locating p j facilities at its midpoint ∀j ≤ k.
Computational results
The approaches described in Sections 3 and 4 were implemented in Fortran and executed on an Intel Core i7 computer with 16.00 Gb of RAM memory. The solutions were found within an accuracy of 10
We tested the approaches on a battery of 21 networks, whose characteristics are shown in Table 1 . The rst 9 networks are articial networks generated as described in [2] . The following 5 networks are proposed for p-median problems in [3] and also used in [4] . Finally, the last 7 networks are taken from [10, 24] . The number r of existing facilities, is set as r = 10% of the number of edges of the network, |E|. The sign × in the MaxList column means that the size limit ( 10 8 ) was exceeded so the method was stopped. The second column reports the CPU time in seconds. Time limit is set to 6 hours (21600 seconds) and when it is exceeded, it is denoted with ×. In such case, the third column shows the gap in % achieved by the approach, measured as
U B−LB LB
100%. We start with the analysis of p = 2, in Tables 2 and 3. All strategies are able to solve the problem on the 21 networks in less than an average time of 2 seconds. For both approaches, the best upper and lower bound choice is IA+DC and MidPoint respectively, with superset being the fastest approach and enumeration achieving the best MaxList size.
For p = 3, using supersets we achieve the best computing time, while using enumeration we achieve the best Maxlist result. Using enumeration, its gap reduces from 32.24% to 17.67% if IA+DC bound is used. Using supersets with IA+DC bound its gap reduces from 15.94% to 8.24% when HuDisc bound is used and from 12.57% to 9.93% for MidPoint bound. In terms of time, the best choice is to use MidPoint as lower bound, while the choice of upper bound does not make big dierence for the superset approach, but for the enumeration approach, IA bound is the best choice. If we compare the results only for art1 − art9 networks, which are very small, see Table 1 , the enumeration approach becomes the best in terms of all criteria.
However, when the size of the network increases, the superset approach outperforms the enumeration one. For the enumeration approach, the dierence between the bounding approaches in terms of MaxList size is hardly noticeable, being the best choice IA+DC as upper bound and MidPoint as lower bound. For the superset approach, slightly better MaxList sizes are achieved when using HuDisc bound.
Finally, we analyze results for p = 5, Tables 8 and 9 . Using enumeration we are able to solve the problem on 8 networks while with supersets on 7 networks. Using enumeration, nodes edges  art1  20  38  art2  20  43  art3  20  51  art4  30  56  art4  30  71  art5  30  84  art7  40  74  art8  40  95  art9  40  115  pmed1  100  196  pmed2  100  191  pmed3  100  196  pmed4  100  194  pmed5  100  194  KROB150G  150  296  KROA150G  150  297  PR152G  152  296  RAT195G  195  336  KROB200G  200  386  KROA200G  200  392  TS225G  225  306 there is a big outperformance in terms of gap achieved by IA bound over IA+DC bound.
In terms of computing time, lower bound makes a small dierence, MidPoint bound being the fastest one. In terms of MaxList size, there is no big dierence between the bounding approaches. Using supersets, the choice of lower bound makes a big dierence in terms of MaxList size and time. There is an average improvement of more than 3 hours of MidPoint bound over HuDisc bound. On the contrary, in terms of MaxList size, HuDisc bound outperforms MidPoint bound, the MaxList size of the latter being about the double of HuDisc MaxList size. These big dierences in the behaviour when changing lower bound are due to HuDisc bound being computationally expensive, which makes the approach stop due to time limit, and MidPoint bound less ecient, which explodes the size of the MaxList tree. Better gaps are achieved using IA+DC bound. For the enumeration approach, we achieve better results when using IA bound with HuDisc bound. For the superset approach, the best lower bound choice is using MidPoint bound while the choice of upper bound is irrelevant.
In summary, we can say that both approaches are comparable for p = 2, 3 while for p = 4, 5 the superset approach outperforms the enumeration approach. When faced with the choice of the best upper bound, using IA+DC bound as upper bound is the best choice for both approaches and all values of p, except for p = 5 for the enumeration approach.
In terms of lower bound, we observe that using MidPoint as lower bound is, in general, the best choice, except for p = 5 for the enumeration approach.
Conclusions
In this paper we have addressed the p-facility Hu location problem on networks. We propose two branch and bound based approaches and show results for p ≤ 5. Computational results show that both division approaches are able to solve problems of rather realistic size up to p = 4 facilities while for p = 5 only small problems are solved. For small values of p, both approaches are comparable, and when the number of facilities increases, the superset approach outperforms the enumeration approach. We conclude with three promising extensions.
As shown in Section 5, for high values of p and for both approaches, some problems remain unsolved because the MaxList size limit is reached. It could be interesting to design a heuristic approach able to reduce the number of elements of the partition, and exploit the benets of the branch and bound tree evolution.
As second extension, both approaches could be applied to dierent p-facility location problems on networks, such as the p-median problem with continuous demand on a network [7] .
Finally, parallelization techniques deserve further study. Parallelizing the approach can solve the problem of reaching the MaxList size limit and may reduce the computational cost linearly, which will denitely lead to solving the problem for higher values of p. 
