The aim of this article is to present some new stability sufficient conditions for discrete-time nonlinear systems. It shows how to use nonnegative semi-definite functions as Lyapunov functions instead of positive definite ones for studying the stability of a given system. Several examples and some applications to control theory are presented to illustrate the various theorems. ᮊ
INTRODUCTION
This paper deals with the stability of nonlinear discrete-time systems that can be described by an autonomous difference equation
Stability is a very important property in control system design. Some of the most important results in stability theory have been known for many decades. Well-known stability criteria for linear systems were developed a long time ago. Stability of nonlinear systems can be studied via linearization but the general and the most powerful technique is Lyapunov's second method. This method actually has its origin in energy considerations. It consists in the use of an auxiliary function, which generalizes the role of energy in mechanical systems. For differential equations the method has w x been used since 1893 7 , while for difference equations its use is more w x recent and can be summarized as follows 2, 3, 5 : The existence of a positive definite function, whose difference is negative definite, is actually a necessary and sufficient condition for the asymptotic stability. However, it is often difficult to find such a function. w x Thanks to LaSalle's invariance principle 6, 4 , the assumption on the difference of the Lyapunov function in the asymptotic stability theorem has been considerably relaxed: Theorem 1.3 is a generalization of the original Lyapunov's asymptotic stability theorem. It is very useful in practice, for it does not require the definiteness of the difference of the Lyapunov function and so it is easier to find Lyapunov functions satisfying the assumptions of Theorem 1.3 than it is to find Lyapunov functions which satisfy the assumptions of Theorem 1.2.
Our contribution can be seen as a continuation of the works summarized in the paragraph above. The primary objective of this paper is to give a new generalization of Lyapunov's theorems. We do not only relax the definiteness requirement on the difference of the Lyapunov function, but also on the Lyapunov function used in the stability theorem as well as in the asymptotic stability theorem. We show how the results of Lyapunov can apply when the Lyapunov function is only semi-definite. Our result can Ž . be formulated as follows: The null solution of system 1 is stable if it is asymptotically stable with respect to perturbations belonging to the set where the Lyapunov function V vanishes. It is asymptotically stable if it is asymptotically stable with respect to perturbations belonging to the largest invariant set contained in the set where the difference ⌬V vanishes. The natural interest is that it is often much easier to find a nonnegative Lyapunov function satisfying the conditions of our results than it is to find a positive definite one which satisfies the assumptions of Theorems 1.1, 1.2, and 1.3. For a simple illustration, consider the following 2-dimensional w x system 6 :
¢ a and b are two constants. Ž . V s x q y . He has shown that the null solution of system 2 is globally asymptotically stable if a 2 F 1, b 2 F 1, and a 2 q b 2 -2. By using the Ž . 2 results of this paper with the semi-definite function V s xy , one can Ž . easily prove that system 2 is globally asymptotically stable if and only if < < ab -1. Section 3 contains the main stability theorems of this paper as well as some illustrating examples and remarks.
The last section of this paper is devoted to investigating the feedback stabilization of nonlinear control systems that can be described by
Ž . Ž . where x k and y k denote the state and the measurable output, respec-Ž . tively, and u k is the input or the control.
The stabilization of nonlinear control systems has become, during the last two decades, one of the most important problems in control theory and engineering design: whatever the control system performance criterion Ž . may be, one must check that the resulting system is stable. System 3 is said to be state feedback stabilizable if there exists a continuous feedback Ž . Ž . law u x in such a way that the closed-loop system x k q 1 s
is asymptotically stable. When the complete state measurement is not available, one has to compute a stabilizing control using Ž . only the measurable output y k . If there exists an output feedback law Ž . Ž . Ž Ž . Ž Ž ... u y in such a way that the closed-loop system x k
is asymptotically stable then system 3 is said to be output feedback stabilizable. However, it is rarely possible to stabilize a given system by means of an output feedback control. The alternative way Ž . is to achieve the stabilization of system 3 by using dynamic output Ž . feedback. This consists in constructing an observer for system 3 , i.e., a
. mate x k of the state x k and computing a feedback law u x k in sucĥâ way that the null solution of the composite system
As an application of the theorems of Section 3, we give a sufficient and necessary condition for the asymptotic stability of systems in cascade form
This allows us to achieve the stabilization of control systems
. by means of a decentralized feedback law u x ,¨y .
We derive also a sufficient condition for the feedback stabilization of Ž . Ž . Ž Ž . . control systems 3 that are free dynamics stable, i.e., x k q 1 s f x k , 0 is stable but not asymptotically stable. The last paragraph of this section Ž . deals with the stabilization of system 3 by an estimated state feedback.
Ž . We show that if there exists an observer which produces an estimate x k Ž . Ž . of the state x k of system 3 and if some conditions hold then it is Ž . Ž . possible to stabilize system 3 by an estimated state feedback law u x . An application to bilinear systems is given.
NOTATIONS AND PRELIMINARIES
Let us consider a system of difference equations
where U U is a neighborhood of the origin in ‫ޒ‬ n and f : ‫ޒ‬ n ª ‫ޒ‬ n is a continuous function.
k Ž . For each p g U U, let f p denote the value at time k of the solution of
First of all, we give some usual notations and standard definitions:
‫ގ‬ is the set of nonnegative integers, ‫ޒ‬ is the set of real numbers, and Ž . M ‫ޒ‬ is the set of n = n square matrices. n 5 5 n Ž . denotes a norm on ‫ޒ‬ and also its associated norm on M ‫ޒ‬ .
Ž . In general we are interested in points x g U U such that f x s x . attracti¨e if it is an interior point of its region of attraction. We say also Ž . that system 6 is attractive at x . In general, an attractive equilibrium 0 Ž w point is not necessarily Lyapunov stable an example can be found in 2,
x. p. 170 . DEFINITION 2.2. x is an asymptotically stable equilibrium point for 0 Ž . system 6 if it is Lyapunov stable and attractive.
In the sequel, we will take x s 0. 
Ž . able if there exists a feedback control law u x in such a way that the
Ž . In the sequel, if the system 6 has a nonnegative Lyapunov function defined in a neighborhood of the origin V V ; U U, we will denote by G the 0 set where V vanishes, G the set where the difference of V along the solutions of the system vanishes, and G U the largest positively invariant set contained in G.
One can easily show that G , G U , and G are closed sets, G is positively 0 0 invariant, and 
MAIN RESULTS
In the first part of this section, we give the stability theorems. The second subsection contains some remarks and examples.
Stability Theorems
The first theorem concerns the Lyapunov stability. 
then the origin is Lyapuno¨stable.
Proof. Suppose that the origin is not stable. Then there exists ⑀ ) 0 for Ž . which it is possible to construct a sequence of initial conditions x ; n ng‫ގ‬ B satisfying lim x s 0 and such that for each n g ‫,ގ‬ the positive
other words, for each initial condition x , there exists a set of positive
smallest element of K K ; k is simply the first exit-time from B for the n n ⑀ Ž solution issued from x the solution does not leave B before the time
Ž . First of all, let us remark that 7 implies the property
Ž .
n n It must be emphasized, however, that the definition of k does not give
We take ⑀ sufficiently small in order to have B l G ; A A .
The origin is G -asymptotically stable, so there exists N g ‫ގ‬ such that 0 Ž . the solutions of 6 satisfy
ŽThanks to the compacity of B l G , one can easily check that the integer ⑀ 0 . N can be chosen independently of z.
The continuity of the solutions with respect to initial conditions ensures the existence of ␦ ) 0 such that
Ž . The sequence x tends to the origin as n tends to qϱ, so there n ng‫ގ‬ 5 5 Ž . exists n g ‫ގ‬ such that x -␦ for all n G n . Thus, by 10 , one has
Žn.
n ªqϱ Ž . Hence, z belongs to B l G and then 9 yields
Ž . Finally, the combination of 11 and 12 leads to
which is a contradiction to 7 . This ends the proof of Theorem 3.1. Now we state and prove the asymptotic stability theorem. 
of the origin, it is possible to find ) 0 in such a way
The continuity of the solutions ensures the existence of ␣ ) 0 such that
Ž . 
Ž .
n Now suppose that the system 6 is defined on ‫ޒ‬ and there exists a 0 Ž n q . Ž . nonnegative function V g C ‫ޒ‬ , ‫ޒ‬ which is a Lyapunov function for 6 Ž . Ž Ž .. Ž . Ž . 4
All the solutions of system 6 are bounded, then the origin is globally asymptotically stable.
Remarks and Examples
Remark 3.1. Theorem 3.2 states that the asymptotic stability of the origin is equivalent to its G U -asymptotic stability. This equivalence is no more true for the Lyapunov stability as it can be shown thanks to the following example:
x, y g ‫ޒ‬ .
Ž .
2
ÄŽ . Ž. ny , y , which tends to infinity for all initial data x, y . Thus the system is unstable. This shows that G -stability of the origin is not sufficient to get 0 the stability of the origin with respect to arbitrary perturbations.
EXAMPLE 3.2. It is known that if f is a C C
1 function and the lineariza-Ž . tion of system 6 at zero, namely
Ž is stable that is, the eigenvalues of the matrix A lie in the open unit i < < . Ž. disk: -1 , then system 6 is locally asymptotically stable and when the i Ž . linearization 21 has at least one eigenvalue outside the closed unit disk Ž < < . Ž. i.e., ) 1 then system 6 is unstable. But, when the linearized system is critical, that is, the matrix A has all its eigenvalues inside the closed unit < < disk with at least one eigenvalue which satisfies s 1, then one cannot Ž .
Ž . conclude about the stability of system 6 , that is, the zero solution of 6 may be stable or unstable. So the results of this article can be helpful to study the stability properties of systems whose linearization is critical. For instance, consider the example
Ž . Ž . Ž .
Ž . The linearized system around the equilibrium 0, 0 is 
If we take V x, y s y then ⌬V x, y s y3r4 y F 0. ÄŽ .
The origin is G U -globally asymptotically stable but the system is not globally asymptotically stable. Indeed, one can see that the set
is invariant, and so global asymptotic stability cannot be expected. EXAMPLE 3.4. Consider a system described by 
Ž . is asymptotically stable then so is the zero solution of system 25 .
w x
The proof proposed in 1 is very clever but here, using Theorem 3.2, we can give a simpler proof.
Indeed, the matrix B has all its eigenvalues with modulus -1, so there Ž . 
Ž . Ž .
On the one hand f and g are supposed to be C 2 , so one can write
The matrices F, G, and H are defined by
where
Ž . So the difference of V along the solutions of 25 becomes
The functions F, G, and H are of class C 1 and vanish at the origin, so the Ž .
1 Ž . matrix ⑀ x, y is symmetric, C in x, y and vanishes at the origin. Hence, in a neighborhood of the origin, one has
APPLICATIONS TO CONTROL PROBLEMS

Stability and Stabilization of Cascade Systems
In this section we use the theorems of Section 3 to study a special class of nonlinear discrete-time systems called Cascade systems. The continu-Ž ous-time systems of this form have been studied by many authors an w x. extensive bibliography can be found in 8, 9 . Consider the following cascade nonlinear system:
Consider then the systems
Ž .
Using Theorem 3.2, we can state the following Ž . The above result can be easily generalized by induction to relate the stability properties of the large-scale system
i to those of a collection of isolated subsystems
Ž . From Proposition 4.1 and Corollary 4.1 we derive a stabilization result for control systems described by
Ž . Ž Ž . Ž .. Ž . where z k s x k , y k is the state vector of the system and w k s Ž Ž . Ž .. 
is stabilizable by a linear feedback law u s Ky.
We would like to mention here that the result given in Corollary 4.3 can also be proved by means of the center manifold machinery as it has done for the continuous-time systems. However, the center manifold theorems Ž . cannot be used to achieve the stabilization of system 32 because no assumptions are made on the linear part of the functions F and G.
Stabilization of Nonlinear Systems with Stable Free Dynamics
Consider a discrete-time control nonlinear system described by
n m where x k g ‫ޒ‬ is the state of the system at time k, u g ‫ޒ‬ is the n m n 2 Ž . control, and f : ‫ޒ‬ = ‫ޒ‬ ª ‫ޒ‬ is a C function satisfying f 0, 0 s 0. The problem addressed here is how to find a feedback control which stabilizes the system at its equilibrium point. To be more precise we recall the following definition:
Ž . DEFINITION 4.1. System 33 is said to be stabilizable if there exists a n m Ž . continuous mapping u: ‫ޒ‬ ª ‫ޒ‬ satisfying u 0 s 0 and such that the Ž . Ž Ž . Ž Ž ... closed loop system x k q 1 s f x k , u x k is asymptotically stable at the origin.
Thanks to Theorem 3.1 and Theorem 3.2 we shall develop a machinery Ž . to construct a stabilizing feedback for systems of the form 33 that are Ž . Lyapunov stable but not asymptotically stable when the control is identically null. Furthermore, we make the following assumption:
Ž .
H H There exist a neighborhood V V of the origin and a function 2 
Before stating our stabilization result we need to introduce the following notations: As in Section 3, G denotes the set where V vanishes, i.e., 0˜n n 2
Ž . Ž . valued functions satisfying
2
Ѩx Ѩu
and set K x s . 3 9 Ž . Ž .
Now we can state our stabilization result: Ž . Ž . Ž . Ž . 5 Ž .5 From 37 ᎐ 38 ᎐ 39 and 40 , one has for any x g V V , u x F , and so Ž . one can deduce that ⌬V x F 0.
It remains to prove the asymptotic stability of the origin. To this end, by Theorem 3.2, it is sufficient to show that the origin is G U -asymptotically stable where G U is the largest invariant set contained in the locus 
Ž . Ž .
Ѩx Ѩu
This implies that x g W. Thus G U : W. By hypothesis, the set W is assumed to be equal to G , so we have G U s G . On the other hand 0 0
Ž . system 43 is supposed to be G -asymptotically stable, so the origin is Ž .
Ž . Now if system 50 is stabilizable by a state feedback law u s ␣ x 5 Ž .5 n Ž which satisfies ␣ x F for all x g ‫ޒ‬ this can be realized if, for Ž . . example, system 50 satisfies the assumptions of Theorem 4.1 then all the Ž . hypotheses of Proposition 4.2 are satisfied and so system 50 can be Ž . stabilized thanks to an estimated state feedback u s ␣ x where thê Ž . estimation x is given by the observer 51 .
