Blinking dynamics of CdSe/ZnS semiconductor quantum dots (QD) are characterized by (truncated) power law distributions exhibiting a wide dynamic range in probability densities and time scales both for off-and on-times. QDs were immobilized on silicon oxide surfaces with varying grades of hydroxylation and silanol group densities, respectively. While the off-time distributions remain unaffected by changing the surface properties of the silicon oxide, a deviation from the power law dependence is observed in the case of on-times. This deviation can be described by a superimposed single exponential function and depends critically on the local silanol group density. Furthermore, QDs in close proximity to silanol groups exhibit both high average photoluminescence intensities and large on-time fractions. The effect is attributed to an interaction between the QDs and the silanol groups which creates new or deepens already existing hole trap states within the ZnS shell. This interpretation is consistent with the trapping model introduced by Verberk et al. (R. Verberk, A. M. van Oijen and M. Orrit, Phys. Rev. B, 2002, 66, 233202).
Introduction
Single quantum objects show intriguing electronic and optical properties which became observable since the successful spectroscopy on such single systems. 1, 2 One fundamental and characteristic feature is the luminescence intermittency often denoted as blinking which was verified for single emitters like quantum dots (QDs), [3] [4] [5] dye molecules, 6-8 fluorescent proteins 9 or even nitrogen-vacancy centres in nanodiamonds. 10 Moreover, blinking is also observed in large organic systems like individual chains of conjugated polymers 11, 12 or J-aggregates. 13 The phenomenon relates to fluctuating emission intensities between dark ''off'' and bright ''on'' events but is also characterized by intermediate states with intensities in-between. 14, 15 In the case of single quantum dots (and also dyes) the distributions for both on-and off-times follow most often power laws showing a huge dynamic range in times from several tens of nanoseconds up to minutes and in probability densities with even more orders of magnitude. 16, 17 Thus, blinking dynamics depend both on the QDs itself but also on their local environment. Namely, they are influenced by the particles' structure (material, shape, multiple layers), [18] [19] [20] its passivation 21 and occupation by ligands 20, 22 on the one hand and by external conditions like the surrounding matrix and its polarity, [23] [24] [25] the atmosphere 26, 27 or electrical fields 28, 29 on the other. To explain this behaviour, several models have been proposed 16, 25, [30] [31] [32] [33] [34] but especially the trapping model 35 accounts for most features of fluorescence intermittency and the related huge dynamics. According to this model it is generally assumed, that photoinduced charging originates from tunnelling of the electron and/or hole of an exciton to trap states or self-induced trap states even for very long times. The photoluminescence of a subsequently excited new exciton will be (partly) quenched due to Auger relaxation or other non-radiative decay channels such as increased electron-phonon coupling. 16 If the trap states are widely distributed owing to variations of tunnelling barriers and/or tunnelling distances, dynamics are readily described by (truncated) power laws. In this manner the power law dynamics of off-times can be explained in accordance with the existence of multiple trapping sites. Moreover, energetic or spatial disorder seems to be a prerequisite of (power law type) blinking. 16 However, the discussion related to blinking is not settled and open questions still remain. In particular, the mechanisms responsible for the dynamics of the on-events have not been decoded conclusively so far. In this case, again, most experiments indicate a power law though the rate of deactivation of an initial state should be proportional to the sum of all parallel decay routes resulting in only one unique on-time (exponential dynamics). The clearly observed deviation from this assumption implies that either the trap state distribution is (slowly) fluctuating in time or that a second (independent) switching process has to be invoked. Verberk et al. already suggested 35 that both, electron and hole, might be subject to tunnelling and trapping processes. This model has been extended recently by Chon et al., 20 who show evidence that on-times depend on shell and ligands which influence hole and electron tunnelling. However, definite elaboration of power law dynamics needs a broad dynamic range over several orders of magnitude both in time and probability. In many reported experiments this condition is not fulfilled, which subsequently lacks definite assignment of the underlying models.
In the present paper we aim at precise determination of the off-and especially the on-times over a large dynamic range. We emphasize the complexity of the on-time dynamics by presenting measurements on the luminescence intermittency of CdSe/ZnS QDs, initially capped with trioctylphosphine oxide (TOPO) ligands, on thermally grown silicon oxide of tuneable surface properties. It turns out that the often observed (truncated) on-time power law is superimposed by an additional single exponential function which correlates with the grade of hydroxylation of the silicon oxide surface as well as with the photoluminescence (PL) intensity. Furthermore, this behaviour varies for different single QDs. The hydroxylation is controlled by the density of silanol groups (Si-OH) which occur if hydroxyl groups, available from abundant water, bind to silicon atoms on the silicon oxide surface according to
These groups appear in different types like isolated, paired (geminal) or vicinal silanols and form islands of various sizes. 36 They may play an important role for the optical properties of QDs as they can also be negatively charged by deprotonation (SiO À ) in the presence of water which leads to the formation of hydronium groups (H 3 O + ) 37 as
Thus, (deprotonated) silanols influence their local environment by electrostatic interactions or as possible (static) trap states for charge carriers, possibly affecting the blinking dynamics of nearby QDs. The density of the silanol groups can be controlled by the preparation conditions of the silicon oxide. Annealing decreases the density of these groups whereby the vicinal silanols desorb at temperatures of 180-400 1C, followed by the paired and isolated ones which vanish completely at temperatures of about 850 and 1200 1C, respectively. 36 The complete rehydroxylation of silicon oxide, i.e. the recovery of the original silanol density, is enforced through treatment with hydrolyzing compounds like Piranha or boiling water. 36, 38 In this way average densities varying by a factor of about 20, namely from E0.25 OH nm À2 (T E1000 1C) up to E4.6 OH nm À2 (fully hydroxylated, T r 180 1C) were obtained. 36 The presented results for on-time contributions are discussed in the context of the above mentioned charge trapping model for single quantum objects and are attributed to hole trapping at surface sites at which silanol groups bind to the surface of the QDs.
Experimental
We used CdSe/ZnS core-shell QDs, capped with TOPO ligands, which were obtained in a 10
À6 M solution in toluene 36 A subsequent Piranha treatment enforces the rehydroxylation of the silicon oxide surface and recovers the high silanol group density.
The luminescence time traces were recorded with a home-built wide field microscope consisting essentially of a high numerical aperture objective (100x/0.9NA, Zeiss) and a back-illuminated EMCCD camera (iXon, Andor). For excitation the 476 nm cw-line of an argon/krypton ion laser was used at average intensities of about 25 W cm
À2
.
Results and discussion
To analyze the blinking behaviour of CdSe/ZnS core-shell QDs we recorded time traces of the emission of single nanocrystals for 30 min with an exposure time of 50 ms. To cover a wide range of blinking dynamics (of about four and six orders of magnitude in time and probability density, respectively) we have investigated at least 100 single QDs on each examined silicon oxide surface with a given density of silanol groups. This high number of QDs ensures that the influence of a given environment on the blinking behaviour can be evaluated with extremely high sensitivity. The time traces were analyzed individually by separating the on-and off-events through a well determined and low lying intensity threshold defining the background noise as off-state without losing low-intensity on-states. On/off-time distributions, exhibiting the (scaled) probability density p i (t i ) of an event as a function of its length t i , were obtained from histograms for the on/off-event durations where a linearly increasing bin size was used to flatten the statistics. Fig. 1 shows typical examples for both event distributions for QDs on Piranha-treated, highly hydroxylated silicon oxide, that is with a large silanol group density.
As known from literatures 4, 16, 23 the off-time statistics follow a power law truncated by an exponential function 31 (solid line in Fig. 1(a) ) according to
The power law exponent a off and the truncation rate G off are found to be 1.71 AE 0.03 and (21 AE 3) Â 10 À3 s À1 and agree with recently reported values for this system. 23, 30, 39 It should be mentioned that we have always scaled the probability density to the third data point corresponding to an event duration of 250 ms. We have defined this point as the first stable data point due to the underestimation of the occurrence of shorter off-times. This results from the low lying intensity threshold which misses such (short) off-events if they do not match the integration time window of the measurement.
Regarding the on-time distribution one clearly discovers a deviation (''hump'') from the recently published on-time histograms which can usually be described analogous to the off-times by the above given function of a truncated power law (dotted curve in Fig. 1(b) ). 5, 16, 40, 41 This on-time ''hump'' is described here for the first time although it is evident from several other publications related to blinking of CdSe/ZnS QDs which do not dwell on this phenomenon. 39, 42, 43 It emerges for times between 1 to 100 s with a maximum deviation up to a factor of 3 in probability density close to 20 s and can be characterized by an additional, superimposed exponential term complementing the truncated power law dependence (solid curve in Fig. 1(b) ) and resulting in
Both summands p A and p B relate to an inverse timescale allowing for dimensionless weighting factors A and B. In Fig. 1 . The ratio of the weighting factors is given by B/A = 0.12 AE 0.01, meaning that the additional exponential function and the process responsible for this behaviour is about one order of magnitude less probable compared with the mechanism generating the power law dynamics. The reason for this deviation and its treatment by an exponential function will be discussed later.
At this point we emphasize again the wide range in blinking dynamics. As an essential condition, the large range in timescale of about four orders of magnitude enables us to observe small, but systematic deviations from a power law. In this context, another significant requirement is the determination of the intensity threshold separating the on-and off-events. In order to detect the on-time ''hump'' the threshold should be set as low as possible but still identifying the background as off-state. Fig. 2(a) clearly reveals the dependence of detectability of the on-time deviation on different thresholds. The on-time ''hump'' drops for increasing on/off discrimination levels and nearly vanishes in the case of high thresholds (+700 a.u.). To visualize the extent of the examined thresholds the insets in Fig. 2 demonstrate the corresponding range within a typical time trace and its corresponding intensity histogram for a single QD. It is obvious that only a small shift of the threshold, compared to the absolute difference in intensity between the peaks for off-and on-events in the intensity histogram, makes the ''hump'' disappear. To examine the reason for this behaviour we plotted the same on-time distributions in Fig. 2(b) but without normalizing the probability densities in comparison to the normalized/scaled ones in Fig. 2(a) . The absolute values for the probability density close to on-times of about t on E 20 s, where the on-time deviation reaches its maximum (see Fig. 2(a) ), are unchanged for all distributions. This clearly reveals that the on-time deviation did not disappear, but is overlayed by an increased probability density for shorter on-events (t on o 20 s). These additional, but artificial short on-times arise through high thresholds which split longer on-events, consisting partly of low intensity values, into shorter ones and furthermore also reduce the amount of long on-events in Fig. 2(b) . We have also analyzed the influence of a threshold lowering in order to observe an even stronger on-time ''hump'' (data not shown). However, this only results in highly overestimated probability densities for the shortest on-time durations already for small threshold reductions (up to minus 100 a.u.) due to a physically meaningless on-/off-event separation of background intensities. These findings indicate our thresholds to be well chosen and imply that the observed ''hump'' is not an artefact of data evaluation.
To get closer insights of the physical origin of the on-time deviation and to identify a possible dependence on the environment of the QDs, we analyzed the blinking dynamics on annealed silicon oxide surfaces with a reduced grade of hydroxylation and silanol group density, respectively. Fig. 3 compares both on-and off-time distributions of CdSe/ZnS QDs on highly hydroxylated silicon oxide with those of annealed samples. In regard to the black line in the on-time statistics in Fig. 3(a) it is obvious that the deviation decreases in the case of annealed oxide surfaces, while the power law exponent a on is (nearly) not affected (see inset of Fig. 3(a) ). As can be seen from Fig. 3(a) the decrease of the ''hump'' is small for the moderate treatment at 500 1C (30 min) but more clearly visible in the case of long annealing at 800 1C (22 h) or short annealing at 1000 1C (10 min). Table 1 summarizes the fit parameters according to eqn (4). Obviously, the two power law parameters A and a on remain constant for all surface conditions which implies that the power law behaviour for short on-times is not affected by the silicon oxide treatment. Otherwise, both the probability amplitude B and the rate g on decrease and increase, respectively, in the case of reducing silanol densities. The observed increase of the truncation rate G on is possibly due to the difficulty in fitting G on and g on independently. It is interesting to note that both high-temperature silicon oxide treatments, namely 800 1C (22 h) and 1000 1C (10 min), have nearly the same effect on the blinking dynamics indicating similar densities of silanols.
According to the above observations we suggest, that the on-time ''hump'' is related to the density of silanol groups on the silicon oxide surface. To prove this hypothesis we analyzed the PL intermittency of QDs on silicon oxide, which was initially annealed for 22 h at 800 1C but rehydroxylated via ''Piranha'' treatment in an ultrasonic bath. The related distribution is also displayed in Fig. 3(a) (red, unfilled triangles) . In this case the on-time ''hump'' recovers and almost reaches its original magnitude before annealing (black squares, see also Table 1 ). From the fact that the silanol group density recovers nearly completely after rehydroxylation of the oxide 36, 38 this suggests a strong correlation between the density of silanol groups and the magnitude of the on-time ''hump''. Opposite to the on-times, the off-time distributions, plotted in Fig. 3(b) , nearly show no dependence on the treatment of the silicon oxide or the silanol group density and could be fitted with a truncated power law according to eqn (3), which again results in a off = 1.71 AE 0.03 and G off = (21 AE 3) 10 À3 s À1 .
To get further information about the physical background of the on-time ''hump'' and its relation to silanol groups we analyzed the time traces of all examined QDs with respect to their on-activity. For this purpose we calculated the on-time fraction F on of each QD which we defined as the sum of all single on-time durations t on,i within a certain time trace, normalized to its total length, i.e. the sum of all single on-and off-time durations t off,i
The on-time fractions of all evaluated QDs for high and low silanol densities are shown in Fig. 4 (a) and (b), respectively. 45 On both surfaces QDs show asymmetrically distributed ontime fractions with a maximum at high values (high on-but low off-fractions, see also inset of Fig. 2(a) ). In comparison, QDs on highly hydroxylated silicon oxide show larger on-time fractions than those on strongly annealed oxide which is also apparent from their corresponding average values F on of 86.0 and 69.4%, respectively. However, the distribution peaks sharply at about F on E 0.95 for the hydroxylated silicon oxide whereas it is broad with a maximum at F on E 0.8 in the case of a surface with a low silanol group density. Additionally, we have sorted the 100 evaluated QDs in both cases according to increasing on-time fractions prior to a (4) for all groups, illustrated in Fig. 4 (e) and (f). Groups ''II'' nearly reproduce the on-time distributions gained for all (ungrouped) QDs (Fig. 3(a) ) which is indicated by the horizontal dotted lines and black (filled) triangles in Fig. 4 (e) and (f). In contrast, groups ''I'' with the lowest average on-time fractions do not show any ''hump'', whereas an enhancement becomes clearly visible for groups ''III''-''IV''. This means that the extent of the ''hump'' varies for different QDs but its manifestation can be correlated both with the silanol group density and the on-time fraction. Finally, we examined the relationship between the amplitude of the ''hump'' and the PL intensities of the corresponding on-time events. To proceed, we have correlated the duration t on of each on-event of an individual time trace to its averaged intensity I on . In order to make a comparison between different QDs (with different PL intensities) feasible, we related these intensities to the maxima of ''background'' (I on ¼ 0) and ''on''-peak (I on ¼ 1) in the intensity histogram (cf. inset of Fig. 2(b) ) for each time trace. Fig. 5 shows typical graphs for a single QD on highly hydroxylated (Fig. 5(a) ) and highly annealed (Fig. 5(b) ) silicon oxide. Although the data points for the highly annealed system show a broad distribution, both plots in Fig. 5(a) and (b) exhibit increasing PL intensities with increasing on-times. Moreover, on-events which are related to the ''hump'' (1 s o t on o 100 s) are characterized by average PL intensities close to the maximum of the on-peak (I on % 1). Therefore, larger ''humps'' result in an increased occurrence of high PL intensities which is obvious by a comparison of the intensity distributions given in the insets in Fig. 5(a) and (b) (see also accumulation of data points with high intensities in Fig. 5(a) ). To generalize this trend we have plotted the average intensity distributions for all QDs in Fig. 5(c) and (d) . From there a larger fraction of high intensities is clearly visible for the system with the larger ''hump''.
Let us summarize the experimental results. Correlated with the density of silanols we observe both a broad distribution of on-times as expressed by a power law and an additional exponential component (eqn (4)) with a typical time scale of g on À1 = (7-15) s. This component comes along with high PL intensities. Nevertheless, not all of the single QDs in a given sample are affected by silanol groups (see Fig. 4 and 5(b) ). This is reasonable, since it is known that silanols are not homogeneously distributed on the silicon oxide surface. 47, 48 The power law coefficients a (both for on-and off-times) are not influenced by the silanol density, whereas the cut-off time G on
À1
, the amplitude B of the ''hump'' and its decay time g on À1 decrease when reducing the silanol density. Concluding this part, CdSe/ZnS QDs can tentatively be divided in two classes. One class is not influenced by silanols (a typical representative is shown in Fig. 5(b) ) and is characterized by a power law with a relatively short truncation time. Depending on the local silanol density the second class is described by a superimposed exponential term (on-time ''hump'') and a prolongation of the truncation time. Therefore, within optical resolution, QDs can be used as probes for the local silanol density.
To explain why the on-time ''hump'' appears and why it is related to the silanol density, we refer to the trapping model introduced by Verberk et al. 35 which was worked out in more detail by Chon et al. 20 In this model the dynamics of PL intermittency is explained in terms of light induced ionisation of QDs by tunnelling processes of electrons from the core of the nanocrystals to trap states outside (including the interfaces). In the simplest case of an uncharged QD excitons recombine radiatively (''on-state'' with maximal PL intensity). If the particle becomes charged by tunnelling of the electron to trap states in the environment, leaving a delocalized hole within the QD (charged core), radiationless recombination pathways deactivate subsequently generated excitons [49] [50] [51] leading to a quenching of the PL (''off-state''). Therefore, such an off-state persists (off-time) until the electron tunnels back. The probability of this tunnelling process P r (r,V t ) of a particle (with the respective effective mass m eff ) between two discrete states is given by the distance r between these states and the magnitude of the corresponding energy barrier V t according to
Since there is a broad distribution of ''off-states'' the related off-times follow power law dynamics 16 whereby the truncation for long times simply results from a finite density of trap states. Despite this broad distribution of trap states, we have to expect an exponential distribution of on-times (tunnelling from one single initial state). From the discrepancy between this expectation and the experimentally observed power law distribution of ''on-states'' a second mechanism of switching (tunnelling) has to be thought of. On the one hand, this might be related to fluctuations of accessible trap states causing different tunnelling rates for the electron. Another possibility is related to the localisation of the remaining hole (after electron tunnelling) in trap states within the QD (most likely at the interface or in the ZnS shell). In that case the PL intensity will be partly restored depending on the charging conditions and gives rise to PL intensities intermediate between the bright, uncharged on-state and the completely quenched off-state (delocalized hole in the CdSe core). Hence, the time before the hole is delocalized again determines the duration of an on-event (on-time) with intermediate PL intensity. Since this process is related to tunnelling from a distribution of hole-trap states to the core the on-times also become power law distributed. The overall model for an interrelated tunnelling of hole and electron is shown in Fig. 6 . Taking hole traps into account the on-time power law dependence and the broad range of intermediate intensities can be explained. 14, 15 Recently it has been shown that the off-time power law exponent a off depends on the dielectric properties of the environment. 23 As can be concluded from Fig. 3(b) the silanol density has a negligible effect on a off and G off . However, on-time distributions clearly depend on the silanol density. While a on remains constant, we took into account a superimposed exponential contribution of trap sites. This contribution is related with obviously high PL levels. Comparing all data it can be clearly ruled out that eqn (4) simply relates to a superposition of two distinct classes of QDs (featuring either power law or exponential distributed on times) since, as shown in Fig. 5(a) , also a single QD clearly exhibits both components. In the context of the trapping model a single exponential function added to the truncated power law is a strong evidence for the presence of a discrete and well defined trap state depicted schematically in Fig. 6 . Following this conjecture the observed on-time ''hump'' (single exponential component) is related to an enhanced localisation probability of a hole in a well defined trap. The correlation between this ''hump'' and the average silanol density proves the significant role of the Si-bounded hydroxyl groups. The more silanol groups are present the stronger the ''hump'' emerges. Therefore, a silanol induced hole trap is most likely responsible for the described on-time ''hump'' formation. How can a silanol group induce a well defined hole trap state which, simultaneously, results in efficient PL of the QD? To answer this question one has to keep in mind that within a given sample not all of the single QDs are related to such a well defined trap. This heterogeneity is easily explained by the fact that silanol groups do not homogeneously cover a silicon oxide surface. 47, 48 Creating a well defined trap needs a well defined interaction of a silanol group with a QD. Thus, one essential prerequisite is that a QD and specifically the ZnS shell has to be in close contact with at least one silanol group. This is, as shown in Fig. 7 , only possible for steric reasons if the TOPO ligands of the QDs are at least partly removed. In that case Si-OH can form an electrostatic bond with a Zn 2+ atom at the outer surface of the ZnS shell in a similar manner as for (TOPO) ligands. 52 It should be mentioned that a coordinated covalent bond between Si-OH and Zn 2+ is also possible. Such bonds subsequently facilitate the localisation of a hole at or close to the bond at the outer sphere of the ZnS shell. At the same time the overlap of the wave functions of the localized hole and subsequently excited excitons is reduced owing to the relative large distance resulting in a high PL intensity. According to eqn (6) this long distances (at least E1 nm shell thickness) will favour relatively long trapping times for the hole and thus long on-times will be observed (more often). With respect to chemical aspects, silanol groups act as hole acceptors. Instead of silanols it is also conceivable that negatively charged, deprotonated silanol groups (see reaction scheme (2)) deepen existing hole traps or generate new ones with increased localisation energies for holes.
Finally we like to remark that the clearly observed on-time truncation of the power law (which is hardly, if at all, evident for off-times) is probably related to the finite range for hole traps which is due to the finite thickness of the ZnS shell of about 1 nm. This is in accordance with variations of the on-time distribution with different shells and ligands as previously reported. 20 
Conclusions
In summary, this work demonstrates the complexity of the blinking dynamics of single CdSe/ZnS QDs and the underlying physical mechanisms. For the first time it is disclosed that QDs on a silicon oxide surface with varying grades of hydroxylation and silanol group densities show on-time distributions which are characterized by the commonly observed (truncated) power law dependence but are also superimposed by a single exponential function. This deviation from the power law behaviour depends on the density of the silanol groups anchoring to a QD surface and is further correlated with large on-time fractions and high photoluminescence intensities. Therefore, an interaction between QDs and silanols was postulated which generates well defined new or modified hole traps with an enhanced localisation probability at the outer ZnS interface. This explanation is consistent with the trapping model originally proposed by Verberk et al. 35 which takes both hole and electron tunnelling into account. The off-time distributions do not show modifications of the power law dependence with respect to differently prepared silicon oxide surfaces. This supports the assumption that silanols do not affect electrons tunnelling back to the QD. Further modelling will be necessary to investigate the interdependence of on-and off-statistics. Fig. 7 Sketch of the (well defined) electrostatic bond between a silanol group and a partly charged Zn 2+ atom at the ZnS surface of the QD (bottom). The radially distributed hole trap density (projected into the drawing plane) schematically shows the well defined and narrow distribution of hole trap states at the ZnS outer surface. Additionally, a broad distribution of hole trap states related to lattice disorder within the ZnS shell is depicted. Note that the corresponding widths of the two trap distributions are considered to have a large variance. Furthermore, the only partial coverage with TOPO ligands is indicated.
