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ABSTRACT

Multiscale Dynamics of Energy Transfer within the Electron Diffusion Region
of Magnetic Reconnection
by
Dominic Payne
University of New Hampshire, December, 2021

During the process of magnetic reconnection, anti-parallel magnetic fields with embedded
plasma particles converge and undergo a dramatic topological reconfiguration in the electron
diffusion region (EDR) while releasing some of the stored magnetic energy directly into the
particles. This process is ubiquitous in natural plasmas, and is responsible for many of the
explosive phenomena observed in the Earth’s magnetosphere and on the sun. While it has
long been established that magnetic reconnection is a plasma energization process, it is still
unclear what mechanisms underlie the energy conversion from fields to particles, particularly
in the EDR where magnetohydrodynamic (MHD) approximations are invalid. The aim of
this thesis is to examine these small-scale energization processes of reconnection using combination of in-situ Magnetospheric Multiscale (MMS) data, Particle-in-Cell (PIC) simulations
of reconnection, and test particle tracing techniques. First, the spatial and temporal evolution of reconnection is studied from an energy balance perspective by evaluating the terms
in Poynting’s theorem in MMS data and PIC simulations. Second, the physics of the outer
EDR are examined, with particular focus on the development and effect of localized ’gener-

vii

ator’ regions where the plasma returns some of its energy back to the electromagnetic fields.
Third, the electron kinetic structure of the EDR is analyzed in detail and illustrated with
particle tracing techniques. The results suggest that the central EDR is characterized by
an approximately time-independent balance of Poynting’s theorem, whereas near the outer
EDR, there is much more time-dependent dissipation as accelerated electron populations
begin to remagnetize and mitigate the growth of the reconnection structures.

viii

CHAPTER 1
INTRODUCTION

1.1

Basic Reconnection

Magnetic reconnection is a natural phenomenon that occurs in plasmas, where magnetic
fields oriented in opposite directions can break and reconfigure themselves, changing the
magnetic topology and transferring some of the stored magnetic energy into the plasma
particles. Figure 1.1 presents a very simplified schematic of reconnection, where converging
magnetic fields break at and diverge away from the x-point. The separatrix or separatrices
define the boundary between the converging and the diverging magnetic fields. The LMN
coordinate system in figure 1.1 is useful in the study of magnetic reconnection, since it is
defined by the orientation of the x-line with a component along the outflow direction (L),
a component normal to the converging fields (N), and an out-of-plane component (M). For
most of the following sections, we will refer to the LMN coordinate system. Some references
to literature will use xyz in place of LMN.
The concept of magnetic reconection was first invoked by Jim Dungey [1953], as a potential explanation for the high energy particles behind aurora. Dungey argued that electrical
discharges capable of producing high energy particles are likely to occur near neutral points
in the magnetic field, and that such discharges could also occur in solar flares. Dungey also
argued that the same process behind the release of solar flares was also responsible for the
complex dynamics of the terrestrial magnetic field. In 1961, he proposed what is known as
the ”Dungey Cycle” (figure 1.2) to describe how the geomagnetic field and the interplanetary magnetic field (IMF) interact [Dungey, 1961]. In the Dungey Cycle, reconnection of
1

Figure 1.1: Simple reconnection diagram depicting the magnetic fields, x-point, and separatrices

the IMF with the dayside magnetosphere (left side of figure 1.2) opens the IMF field lines
and drives a two-cell convection pattern where plasma is carried anti-sunward across high
latitudes. Reconnection in the geomagnetic tail (right side of figure 1.2) closes the field lines
again, allowing magnetic flux and plasma to be carried further in to the magnetosphere. The
Dungey cycle is useful for understanding how reconnection drives magnetospheric dynamics,
but it does not explain the physics behind the reconnection process.
There has been much progress in the research of magnetic reconnection since it was first
theorized, and today it is understood to be a ubiquitous process throughout the universe.
Solar flares, coronal mass ejections, magnetospheric substorms, aurora, active galactic nuclei (AGN) jets, and breakdown of plasma confinement techniques are all consequences of
magnetic reconnection [Kivelson et al., 1995, Hesse and Cassak, 2020]. The prevalence of
reconnection in a variety of contexts highlights its importance to astrophysics, space physics,
and nuclear physics research.

2

Figure 1.2: Illustration of the Dungey cycle from Dungey [1961]. On the left, IMF lines
reconnect with the dayside magnetosphere field lines, opening the IMF lines and allowing
magnetic flux to convect toward the nightside magnetosphere. On the right, the fields reconnect again as the IMF continues to convect further tailward and the reconnected geomagnetic
field lines convect toward Earth.

1.2

Frozen-In Flux and Ohm’s Law

The colloquial description of reconnection invokes an image of magnetic field lines ’breaking’
and ’reconnecting’, as if the magnetic field lines are physical objects that can be taken apart
and put back together. Magnetic field lines are merely a visual representation of the magnetic
field. While the density of field lines is representative of the local strength of the field, the
number of lines depicted is completely arbitrary. Therefore, to understand how magnetic
fields ’break’ as they open and close during magnetic reconnection, we need a more nuanced
description of the interaction of magnetic fields and plasmas.
One of the important implications of Faraday’s law (equation 1.1) is that it takes work
to move a conductor through a magnetic field. Within the moving conductor, electric fields
are induced. The response by the conductor’s free charges results in currents and an induced
electromotive force (emf), which opposes the motion of the conductor. Ohm’s law (equation
3

~ are dependent on the resistivity η of the material
1.2) describes how the induced currents (J)
~ and B,
~
and the Lorentz force (F~ ), which is a function of the electric and magnetic fields (E
respectively), the charge q, and the velocity of the charged particles ~v .
~
∂B
~
= −∇ × E
∂t

(1.1)



~
F
1
~ + ~v × B
~
=
J~ =
E
qη
η

(1.2)

This principle can also be applied to plasmas with embedded magnetic fields. Free charges
make plasmas highly conductive, especially in the case of collisionless plasmas, which are
perfect conductors (η = 0). In this case, equation 1.2 is satisfied only under the following
condition:
~0 = E
~ + ~v × B
~ =0
E

(1.3)

~ = 0. Equation 1.3
In the rest frame of the plasma, where v = 0, equation 1.3 reduces to E
defines the ideal condition of magnetohydrodynamics (MHD). In an ideal MHD fluid, any
induced electric fields caused by time-changing magnetic flux are cancelled out, keeping the
magnetic flux Φ constant. This causes the magnetic fields to be ’frozen-in’ in to the plasma
as it moves or deforms in space. An illustration of the frozen-in-flux concept adapted from
Kivelson et al. [1995] is included in figure 1.3.
The concepts of frozen-in flux and ideal MHD provide a useful framework to understand
the physical characteristics magnetic field lines in plasmas. Under ideal MHD conditions,
plasma that moves through space also represents magnetic field lines (or more precisely, magnetic flux tubes) moving through space, since the plasma is essentially ’pulling’ the magnetic
fields along. This is an important concept to understand when we discuss how a magnetic
field can ’break’ during magnetic reconnection. In the ’diffusion region’ of reconnection,
~ 0 6= 0), allowing magnetic flux to dissociate from
the ideal MHD condition breaks down (E
the particles [Zenitani et al., 2011]. This can only occur in a collisionless setting if there

4

Figure 1.3: In ideal MHD conditions, the magnetic flux through surface A1 will be the same
at a later time through surface A2 . The expansion of a frozen-in plasma is accompanied
by the weakening of the magnetic field to conserve the magnetic flux. Figure adapted from
Kivelson et al. [1995].

5

Figure 1.4: Simple diagram of the diffusion region, where the frozen-in condition breaks
~ 0 develops
down and a non-ideal electric field E

is a contribution to the resistivity from the kinetic effects of the particles. From principles
of mass continuity and momentum conservation one can derive the generalized Ohm’s law
(equation 1.4), which is a more exhaustive accounting of resistive contributions that are
typically negligible in collisional plasmas [Gurnett and Bhattacharjee, 2005, Kivelson et al.,
1995, Griffiths, 2005].
~ + ~v × B
~ = η J~ − 1 ∇P + 1 (J~ × B)
~ + m
E
nq
nq
nq 2

∂ J~
~v )
+ ∇ · (J~
∂t

!
(1.4)

In this formulation of the generalized Ohm’s law, P represents the plasma pressure, n is the
plasma number density, and m is the particle mass.
Equation 1.4 is a simplified version of generalized Ohm’s law which considers only one
particle species. In the study of near-earth space plasmas, the two-fluid version is often used
(equation 1.5), which takes into account the electron and H + ion populations typical in the

6

magnetosphere [Gurnett and Bhattacharjee, 2005, Torbert et al., 2016a].
→
1
~ + me
~ + ~v × B
~ = η J~ − 1 ∇ · ←
Pe + (J~ × B)
E
nq
nq
nq

!
1 ∂ J~
+ ∇ · n(~
vi v~i − v~e v~e )
q ∂t

(1.5)

Here, some terms are expressed for individual electron and ion species, denoted by a subscript
←
→
e and i, respectively. The scalar pressure is replaced by the electron pressure tensor Pe .
Equation 1.5 also assumes that the plasma is quasi-neutral (ni ≈ ne ). The terms on the right
hand side of equation 1.5 represent possible contributions to the non ideal electric field. The
first term represents Ohmic losses or Joule heating, and is sometimes referred to as a residual
term or as anomalous transport [Torbert et al., 2016a] in spacecraft experiments. The
second term is proportional to the divergence of the electron pressure tensor, and represents
ambipolar diffusion of electrons based on gradients in the electron pressure. The third term
represents contributions by the Hall effect on currents normal to the magnetic field. The
remaining term represents contributions from electron inertia. The partition between the
temporal and the spatial derivative contributions in the electron inertia terms is framedependent.

1.3

Models of Reconnection

The earliest model of reconnection was developed by Peter Sweet [1958] and Eugene Parker
[1957]. In this Sweet-Parker model, converging magnetic fields flatten the plasma in between
into a large, thin current sheet flowing along the reconnection electric field. Electrical resistance in the current sheet then contributes to the dissipation of magnetic fields [Burch et al.,
2016a]. In this model the compression of the plasma pushes it away into the outflow akin to
a fluid being mechanically pressed between two plates. The Sweet-Parker model falls short
in its failure to explain rapid reconnection rates inferred from the explosive energy release
seen in solar flares and coronal mass ejections [Loureiro and Uzdensky, 2015].
The next major reconnection model is the Petschek model [Petschek, 1964], which pro-

7

Figure 1.5: Sweet Parker reconnection geometry [Zweibel and Yamada, 2009]

poses the influence of Alfven waves in producing shocks that accelerate plasma in the exhaust
regions. The key difference between the Sweet-Parker model and the Petschek model is that
the latter does not require the plasma from the diffusion region to flow along the entire
length of the field reversal layer. This means that in some finite region near the x-point,
mass continuity issues no longer play a role and the reconnection rate can be much faster.
The Petschek model has not been ruled out, as some of its effects have been observed by
Sonnerup et al. [2016] in the low latitude magnetopause.
The latest breakthrough in reconnection models is the Hall model, which deals with the
physics that arise when one particle species is demagnetized while the other is not, leading
to unique field configurations and flows near the x-line (figure 1.3). A charged particle of
species s in a magnetic field will become demagnetized when the magnetic field curvature rc
approaches and goes below the scale of the particle gyroradius ρs . This tends to occur at a
distance from the x-point on the order of the inertial length ls [Yamada et al., 2015]. The
electron gyroradius and inertial length are given by equation 1.6, where c is the speed of light,
e is the magnitude of the electron charge, and v~e⊥ is the component of the electron velocity
perpendicular to the local magnetic field. Due to their different masses, ions and electrons
become demagnetized at different distances from the x-line. Therefore the diffusion region,
8

Figure 1.6: Petschek or Fast reconnection geometry [Zweibel and Yamada, 2009]

where the plasma becomes demagnetized, is too vague of a term to describe Hall reconnection
and it must be broken down for each particle species. In the case where the species are H+
ions and electrons, this means there is an ion diffusion region (IDR) and a smaller electron
diffusion region (EDR) both centered at the x-point. The unique effects of Hall reconnection
are caused by the particle dynamics in the region between the EDR and IDR boundaries,
where ions are demagnetized but electrons are still coupled to the magnetic field flowing
along the field lines. This produces field aligned currents that do not exist outside the IDR
where ion and electron currents cancel. These currents induce magnetic fields that overall
produce a quadrapolar magnetic field structure (bipolar in cases of asymmetric reconnection)
that points along the axes of the reconnection electric field (out-of-plane in figure 1.3).
v~e⊥
ρe = q

eB
me c

le = q

c

(1.6)

ne e2
me 0

The Hall field structures may contribute to the dissipation expected in the diffusion region
[Burch et al., 2016a, Eastwood et al., 2013]. Using CLUSTER satellite data, Eastwood
9

Figure 1.7: Illustration of the field and flow structures of Hall Reconnection from Yamada
et al. [2015]

et al. [2013] showed that Hall effects play a significant role in the energization of plasma in
magnetotail reconnection exhausts, indicating that in order to fully understand how plasma
gains energy in reconnection, a kinetic description must be included. How this energy gained
by the plasma is distributed during reconnection is still an ongoing question.

1.4

Field Annihilation and Plasma Energization

As discussed previously, the topological transformation of the magnetic field associated with
reconnection takes place within the electron diffusion region, where ideal-MHD assumptions
~ 0 6= 0. The introduction
(1.3) break down and give rise to a plasma rest frame electric field E
of an electric field in a region of plasma not frozen-in allows for the acceleration of charged
particles and the energization of the plasma. Overall, the process of magnetic reconnection
involves an imperfect topological shift in the magnetic field, where some of the energy stored
in the converging magnetic fields is converted into plasma acceleration and heating [Vasyliunas, 1975, Sonnerup, 1979, Yamada, 2007]. To understand the dynamics of reconnection,
it is critical that we understand the energization processes of the diffusion region and the
physical constraints on the field-plasma system.
10

Any energy exchange process we consider must conserve the total energy in the system.
The loss of electromagnetic energy must be accounted for by an increase in the kinetic and
thermal energies of charged particles. From fundamental principles of electrodynamics we can
derive an expression of energy conservation that governs electromagnetic energy transport.
The following derivations are adapted from Jackson [1999].
~ and
First, consider a single particle of charge q in a region with nonzero electric (E)
~ fields. The force on this particle is again given by the Lorentz force equation.
magnetic (B)

~ + ~v × B)
~
F~ = q(E

(1.7)

Next, we can determine the infinitesimal amount of work (dW ) done on the particle as it
moves an infinitesimal distance (ds) under the influence of the Lorentz force (F~ )

~ = F~ · ~v dt
dW = F~ · ds

(1.8)

We can determine the work rate by dividing both sides by dt and substituting F~ with
equation 1.7

dW
~ + ~v · (~v × B)
~ = q~v · E
~
= q ~v · E
dt

(1.9)

The electromagnetic contribution to the work rate comes exclusively from the electric field,
~ by definition, bringing the dot product in the magnetic
since ~v is perpendicular to ~v × B
field term to zero.
Now if we consider not a single charge, but n charges within an arbitrary finite volume
V , we can replace the charge with the charge density

nq
V

and multiply by ~v to get the current

~ The work rate for the charge distribution is then given by
density J.
dW
~
= J~ · E
dt

(1.10)

~ is an expression of work done per unit time per unit volume, and represents the energy
J~ · E
11

transfer rate between the electromagnetic field and the charged particles. In the study of
~ 0 , associated with
reconnection it can be useful to focus on the non-ideal work rate J~ · E
the breaking of the frozen-in flux condition that underlies the reconnection process [Zenitani
~ 0 are often used to identify the EDR1 in
et al., 2011]. For example, regions of enhanced J~ · E
spacecraft observations of reconnection [Burch and Phan, 2016, Torbert et al., 2018].
~ 0 is useful for understanding the physics of the diffusion
Although the non-ideal J~ · E
region, it does not totally account for all possible means of field-plasma energy conversion
during reconnection. Laboratory and spacecraft experiments have shown non-ideal energy
conversion to be highly localized around the x-point [Pritchett, 2010], even though the region
of energized and heated plasma is more broad; extending away from the diffusion region along
the outflow and the separatrices [Yamada et al., 2014, 2015] (see example in figure 1.8). The
presence of energy exchange processes beyond the diffusion region highlights the importance
~ instead of J~ · E
~ 0 when discussing the energy budget of magnetic reconnection.
of using J~ · E

Figure 1.8: Figure from Yamada et al. [2014] showing that the EDR and the region of electron
heating are related, but not identical
The EDR is defined by E~e0 6= 0, where E~e0 is obtained by substituting ~v = ~ve in equation 1.3. The same
~ 0 6= 0 and ~v = v~i . It is interesting to note that even though E~ 0 and E
~ 0 are not
is true for the IDR, where E
e
i
i
~ 0 is the same no matter which reference frame you choose, so long as
identical, the non-ideal work rate J~ · E
the plasma is assumed quasi-neutral (ne ≈ ni ).
1

12

~ > 0), but recent studies
Overall, the reconnection process energizes the plasma (J~ · E
~ < 0 and the plasma
have found that x-lines can exhibit smaller localized regions where J~ · E
does work to the surrounding fields [Birn and Hesse, 2005, Burch et al., 2017, Swisdak
et al., 2018, Wang et al., 2018, Farrugia et al., 2021a]. The physical processes behind these
electromagnetic ’generator’ regions are not adequately explained by any existing reconnection
model.
To fully account for the energy in a system of reconnecting fields, we need a description
of energy conservation that accounts for the energy stored in the fields and the work done
between the fields and plasma. We wil derive such a description based on derivations from
Jackson [1999]. We can begin to construct an energy conservation law by using Ampere’s
law (1.11) to replace J~ in equation 1.10.
~
~
∂E
∇×B
= J~ + 0
µ0
∂t

~
~
∇×B
∂E
− 0
µ0
∂t

~ =
J~ · E

!

(1.11)

~
~

~ = E · ∇×B
~ − 0 E
~ · ∂E
·E
µ0
∂t

(1.12)


~ · ∇×B
~ term using a vector identity (1.13) and use Faraday’s law
we can replace the E
~
(1.1) to replace ∇ × E.

~ · ∇×B
~ =B
~ · ∇×E
~ −∇· E
~ ×B
~ =B
~·
E




~ = −∇ ·
=⇒ J~ · E



~ ×B
~
E
µ0

!
−



~
∂B
−
∂t



~ ×B
~
−∇· E

~ ∂B
~
~
B
~ · ∂E
·
− 0 E
µ0 ∂t
∂t



(1.13)

(1.14)

The two time derivatives can be grouped together

~ = −∇ ·
J~ · E

~ ×B
~
E
µ0

!
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"
#
∂ B2
0 E 2
−
+
∂t 2µ0
2

(1.15)

~=
Noting the definitions of Poynting flux S
u=

B2
2µ0

+

0 E 2
,
2

~ B
~
E×
µ0

and the electromagnetic energy density

we can simplify the form of the equation and obtain Poynting’s theorem
~ = −∇ · S
~ − ∂u
J~ · E
∂t

(1.16)

Equation 1.16 is a statement of the conservation of energy within a region of space. The
~ must be accounted for by some combination of
rate of field-plasma energy transfer J~ · E
the change in the local electromagnetic energy density

∂u
∂t

and the rate of electromagnetic

~ into or out of the region. To gain an intuition for what Poynting’s theorem
energy flux ∇ · S
describes, let’s consider extreme cases of equation 1.16 by setting different terms to zero:
1. No Work Rate:
~ = 0 =>
• J~ · E

∂u
∂t

~
= −∇ · S

2. Fully Time-Dependent Work Rate:
~ = 0 => J~ · E
~ = − ∂u
• ∇·S
∂t
3. Time-Independent Work Rate:
•

∂u
∂t

~ = −∇ · S
~
= 0 => J~ · E

In case 1, there is no energy transfer between the fields and the plasma. This applies to
ideal-MHD plasmas, where the frozen-in condition ties the plasma motion and the magnetic
flux together. In case 2, the work rate is entirely due to the temporal change in the local
electromagnetic field energy density u. In case 3, there is energy transfer between the
fields and the plasma, but the value of u remains constant. This can only occur if the net
electromagnetic energy flux into the region of interest perfectly balances out the work rate
in the region. In practice, experimental evaluations of equation 1.16 may not fall neatly into
any one of the three cases listed above, but instead somewhere in between. According to
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~ may be due to a combination of nonzero ∇ · S
~ and
equation 1.16, a nonzero J~ · E

∂u
,
∂t

so long

as equation 1.16 is satisfied.
There have been some studies that examine the terms in Poynting’s theorem and their
spatial distribution near reconnection sites. Birn and Hesse [2005] examined some of the
terms of Poynting’s theorem (equation 1.16) in an MHD simulation with imposed resistivity
to model non-ideal contributions of the diffusion region. Among the terms they showed

~ J~ · E
~ and the magnetic contribution to the time derivative term d B 2 , finding large
∇ · S,
dt 2
~ < 0 and J~ · E
~ > 0 along the separatrices and near the central diffusion
signatures of ∇ · S
region, with some signatures of nonzero near the edge of the diffusion region. Genestreti et al.
[2018b] used MMS data to assess the time dependence of a magnetopause reconnection event
by quantifying the terms in 1.16 during the encounter (figure 1.9). They found evidence of
rapid electromagnetic energy accumulation ( ∂u
> 0) on either side of the observed current
∂t
~ and negative contributions to ∇ · S.
~
sheet, including large positive contributions to J~ · E
At the center of the current sheet, they found the balance of equation 1.16 to be time~ ≈ −∇ · S.
~
independent, where J~ · E
Even with equation 1.16, we still do not have the full picture needed to describe the
energy transport processes of reconnection. Poynting’s theorem governs electromagnetic
energy transport in space, but the electromagnetic energy does not have to be conserved.
It is the total energy stored in the electromagnetic fields and the plasma particles that
~ is essentially a loss term in equation 1.16, representing a sink of
must be conserved. J~ · E
~ > 0). Since total energy is conserved, J~ · E
~ also represents
electromagnetic energy (if J~ · E
~ by itself
a source of plasma energy. It is critical to note that a signature of positive J~ · E
does not necessarily imply anything about the reversibility of the energization process. It
only implies that electromagnetic energy is being converted to plasma energy. The ways in
which plasma can be energized can vary from ordered bulk flows to more chaotic heating.
Aunai et al. [2011] suggests that most of the lost magnetic energy goes into plasma heating
rather than bulk acceleration. A full description of energy transport requires a description
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Figure 1.9: Poynting’s theorem balance for an MMS encounter with a dayside EDR from
~ signatures are adjacent
Genestreti et al. [2018b]. The observed balance shows the largest J~ · E
to the current sheet where there is an accumulation of electromagnetic energy, while the
center of the current sheet is more time-independent.

of plasma energy transport that takes into account both the mechanical and thermal energy
associated with bulk acceleration and heating, respectively.
Just as we described energy transport for electric and magnetic fields, we can also express
energy transport for a plasma in similar form. In the absence of particle collisions, we
can assume that the thermal energy flux in the plasma rest frame (heat flux) is negligible.
With this approximation, we can write an equation that governs plasma energy transport
[Akhiezer, 1975, Birn and Hesse, 2005].
"
~ =∇·
J~ · E



#


∂
ρv 2
ρv 2 
~v +
ut +
ut + P +
2
∂t
2
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(1.17)

where P is the scalar pressure, ut = 3P/2 is the thermal energy density, and ρ is the mass
density. Note how equation 1.17 is similar in form to equation 1.16, except that the terms
~
on the right hand side have the opposite sign (+). This makes sense when we describe J~ · E
~ > 0) , where the work by the
as a source term for the plasma energy (in the case where J~ · E
fields to the plasma must be accounted for by some combination of an increase in the local
plasma energy density up = ut +

ρv 2
2

and the rate of plasma energy flux out of the region.

The plasma energy flux can be broken up into two distinct categories: The kinetic energy
~ associated with the bulk kinetic energy of the plasma, and the enthalpy flux (H)
~
flux (K)
associated with the convected thermal energy of the plasma. From the first term on the
right hand side of equation 1.17, we can recover the definitions of kinetic energy flux and
enthalpy flux for a given particle species s. We include these definitions and the definition
of Poynting flux again in equation 1.18.
~ s = 1 ρs v 2~vs
K
2 s
~ s = (ut + Ps )~vs
H
~
~
~ = E×B
S
µ0

(1.18)

Birn and Hesse [2005, 2010] used resistive MHD and particle simulations to examine energy
conversion and transport during reconnection. These studies showed that the outgoing
energy flux from the reconnection site was dominated by the Poynting flux and the enthalpy
flux. While the kinetic energy flux was locally significant near the x-point, its magnitude and
extent was negligible compared to the other terms. However, the kinetic energy flux did play
an important role as a catalyst for the transfer of field energy to the thermal energy of the
plasma due to the pressure gradients in the outflow. These studies also observed localized
~ < 0) associated with a loss of enthalpy flux in the outflow. These
generator regions (J~ · E
generator regions appeared to coincide with rapid fluctuations in B 2 . A study by Eastwood
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et al. [2013] of magnetotail reconnection exhausts used CLUSTER spacecraft data to examine
the partition of energy fluxes across a statistical sample IDR encounters. Their results were
similar to the results from simulations in that the enthalpy flux (specifically the ion enthalpy
flux) was generally the dominant energy flux in reconnection outflows. However, they found
considerable variability between events, making it difficult to generalize the results and apply
them to any specific reconnection site. They note that the Poynting flux in the IDR was not
negligible, and that in some cases it was in fact the dominant energy flux.
While the energy budgets of reconnection may be dominated by the ions, and regions of
energized plasma may extend well beyond the EDR itself, it is important to understand the
electron-scale physics of the EDR, where the electrons are no longer coupled to the magnetic field. The influence of the localized Hall fields on the energization process has been
discussed in recent literature [Burch et al., 2016a, Eastwood et al., 2013]. The importance
of Hall physics to reconnection highlights the necessity for a kinetic description of the diffusion region; one that takes into account the particle dynamics that give rise to macro-scale
variables like pressure, temperature, and current density.

1.5

Non-Maxwellian Structures of Reconnection

The reconnection process and the behavior of x-lines over time is highly influenced by the
complicated electron dynamics in the EDR and the Hall effects that arise from the charge
separation in IDR. Hesse et al. [2011] explained some of the electron dynamics of the diffusion
region, and how the dynamics were tied to the thermal inertia of the electrons as opposed to
the bulk velocity of the electron fluid, highlighting the importance of nongyrotropic electron
motion on the dissipation process. One example they cited from previous studies was the
electron meandering motion that produces a double-layer structure in the current sheet
(figure 1.11). To parse these dynamics and their relation to the evolution of the x-line, it
is necessary to characterize the kinetic structures of the EDR via distribution functions of
electrons in phase space.
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Figure 1.10: Divergence of various energy fluxes in resistive MHD simulations from Birn and
Hesse [2005]

The multi-scale nature of collisionless magnetic reconnection requires a kinetic description
of the plasma in and around the diffusion region where non-ideal processes drive the overall
reconnection process. So far we have considered macroscopic parameters like the current
density J~ and the particle number density n, but have not yet examined the distribution
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Figure 1.11: Illustration of electron meandering motion within a magnetic field reversal Hesse
et al. [2011]

function from which those parameters are derived. An ensemble of particles of species s
can be characterized by the distribution function fs (~r, p~, t), which consists of three spatial
coordinates, three momentum coordinates, and a time coordinate. fs (~r, p~, t) represents the
density of particles in 6D phase space, describing the number of particles of species s with
position ~r and momentum p~ at time t. By examining not only the spatial distribution of
electrons, but also the velocity distributions ( where v~e = p~/me ), we can get a better sense
of the small-scale kinetic picture of the EDR.
The time evolution of the distribution function for a system of charged particles and
fields is described by the Vlasov-Maxwell system of equations (equation 1.19)
∂fs
∂fs
~ + ~v × B)
~ · ∂fs = 0
+ ~v ·
+ qs (E
∂t
∂~r
∂~p
~ = ρ
∇·E
0
~ =0
∇·B
~
~
∂E
~− J
= c2 ∇ × B
∂t
0
~
∂B
~
= −∇ × E
∂t
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(1.19)

The current density J~ and the charge density ρ in the above relations can be calculated
directly from the particle distribution functions by integrating over velocity, giving us the
first and second moments of the distribution.
ρ=

X

J~ =

X

Z
qs

fs (~r, p~, t)d3 p

s

Z
qs

~v fs (~r, p~, t)d3 p

(1.20)

s

The time evolution of these moments are determined by the continuity equation
∂ρ
+ ∇ · J~ = 0
∂t

(1.21)

The Vlasov-Maxwell relations, combined with the continuity equation, provide a framework
in which the time evolution of fields and particles can be described. It is especially useful
to study the velocity distribution functions (VDFs) associated with the particle dynamics in
the EDR.
Studies by Ng et al. [2011, 2012] examined the electron physics and structures within the
EDR of antiparallel reconnection in a kinetic simulation. Their main finding was that the
mechanism driving the electron current within the EDR was the anisotropic pressure of the
electrons in the current layer, where the electron pressure along the magnetic field was dominant (Pk  P⊥ ), also showing that the current in the EDR was insensitive to the reconnection
electric field. To investigate the pressure anisotropy in greater detail, they reconstructed electron VDFs within the EDR and found them to be highly structured (anisotropic), including
distinct striations in the distributions themselves (figure 1.12). With the help of particle
tracing techniques, they determined that the striations in the particle distributions were related to the number of reflections along the normal direction, and that electrons making up
the narrow tip of the triangular distributions in figure 1.12 had a large number of reflections,
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and therefore spent more time in the current layer accelerated by the out-of-plane electric
field.

Figure 1.12: Examples of electron velocity space structures within the diffusion region from
Ng et al. [2011]

A series of studies from 2014 [Bessho et al., 2014, Shuster et al., 2014] and 2015 [Shuster
et al., 2015] examined the common types of velocity distribution structures in particle simulations and their relation to the dynamics of the x-line in greater detail. Observed among
the distributions were arcs, swirls, and rings, as well as striations within the distributions
similar to earlier studies [Ng et al., 2011, 2012]. Bessho et al. [2014] explored the mech-
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anisms behind the fine structure of the distributions and found that the striations were a
consequence of the oscillating sign of the Lorentz force (equation 1.7) as electrons meandered around the neutral line. Bessho et al. [2014] also showed that the observed swirl and
arc structures downstream of the x-line are a product of the accelerated electrons gyrating
about the normal magnetic field, and that at the edge of the EDR, the full ring distribution
arises from the remagnetization of electrons. Shuster et al. [2014] demonstrated that the
highly structured distributions emerged approximately when the reconnection rate reached
its peak, highlighting the important relationship between electron velocity space evolution
and the temporal evolution of the EDR and the reconnection x-line. Shuster et al. [2014]
also showed that the arc and ring distributions near the edge of the electron outflow jet
corresponded with large anisotropies in the electron temperature, where T⊥  Tk , which is
distinct from the inflow region where Tk  T⊥ . Shuster et al. [2015] examined the dominant
processes behind the temperature enhancements and anisotropy in the EDR. They showed
how electrons with small initial outflow velocity spend the most time being accelerated and
energized by the out-of-plane reconnection electric field before eventually being turned into
the outflow via cyclotron turning by the normal magnetic field component. The high energy
electrons from these regions eventually lead to the strong temperature anisotropy observed
at the edge of the EDR [Shuster et al., 2015].
Non-Maxwellian electron velocity distributions have also been observed during MMS
encounters with EDRs in the magnetosphere. Some of the first MMS science results come
from Burch et al. [2016b], which described observations from an EDR encounter in October
of 2015. The EDR was observed at the magnetopause where the IMF reconnects with
the dayside magnetosphere and mixes magnetospheric and solar wind plasmas (see figure
1.2). In the study, they found evidence of electron demagnetization and magnetic energy
dissipation directly associated with the decoupling of electrons from the magnetic field.
They also presented high resolution measurements of the electron VDFs in the EDR and
found non-maxwellian structures similar to those from particle simulations, including rings
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Figure 1.13: Evolution of electron velocity space structures along the outflow adapted from
Shuster et al. [2015]

and what they called ’crescents’, which are similar to the arc structures from Bessho et al.
[2014], Shuster et al. [2014]. Similar obervations on the dayside have also been presented by
Torbert et al. [2017], in a study of an EDR encountered in October of 2016. Torbert et al.
[2017] again found crescent structures in electron velocity space within the EDR, highlighting
the unique characteristics of the plasma associated with the transfer of magnetic energy.
Another important event, and one that will be relevant in the following chapters, is the July
11th, 2017 encounter of an EDR in the magnetotail, where reconnection is usually close to
symmetric. Torbert et al. [2018] first detailed the characteristics of this EDR and found
that it exhibited features consistent with Petschek reconnection, such as positive non-ideal
~ 0 > 0), super-alfvenic electron jets, and structured non-maxwellian
energy conversion (J~ · E
distributions consistent with the electron meandering motion described in Hesse et al. [2011].
In the following chapters of this dissertation, we will combine MMS and PIC data to
expand upon the above material and provide more insight into the energization processes
that drive reconnection. Chapter 2 covers the instrumentation and analysis methods used.
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In chapters 3, 4 and 5 we present our results, and we discuss and contextualize those results
in chapter 6. In chapter 7, we summarize our results and provide closing thoughts.
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Figure 1.14: Examples of velocity space structures in the diffusion region observed by MMS
from Torbert et al. [2018]
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CHAPTER 2
INSTRUMENTATION AND METHODOLOGY

2.1

Magnetospheric Multiscale Mission

The Magnetospheric Multiscale (MMS) is a multi-spacecraft experiment that was launched
in March of 2015. MMS follows the trend of earlier multi-spacecraft experiments such as
CLUSTER (launched in 2000) and THEMIS (launched in 2007), which were designed to
study the boundary regions of the magnetosphere and the dynamics behind aurora and
substorms. While observations of reconnection features were possible with earlier missions,
MMS is unique from its predecessors in that it was designed to resolve the small spatial scales
necessary to study the kinetic processes of the EDR. MMS is capable of such small-scale observations due to its relatively small spacecraft separation, which ranges from approximately
10 - 100 km [Burch et al., 2016a]. Each of the four MMS spacecraft is equipped with suites
of instruments to measure electric fields, magnetic fields, and particle data with high time
resolution.
The FIELDS instrument suite [Torbert et al., 2016b] consists of six sensors per spacecraft
which provide overlapping measurements of electric and magnetic fields across various frequency bands. The vector electric fields are determined by both the spin-plane double probe
(SDP) and axial double probe (ADP). Vector magnetic fields are measured by the analog
and digital fluxgate magnetometers (AFG and DFG, respectively) up to a frequency of 64
Hz, and a search coil magnetometer (SCM), which can measure high frequency magnetic
field fluctuations up to 6 kHz. The electron drift instrument (EDI) can indirectly determine
both local magnetic and electric fields by firing electron beams and analyzing their return
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trajectories and their time-of-flight (TOF). EDI does not have the high time resolution of
the other field instruments, but it is less prone to electrostatic fluctuations and noise near
the spacecraft due to the relatively large gyroradii of electrons in the magnetosphere. The
redundant measurements by multiple sensors of varied designs allow the MMS team to conduct cross-calibration of the data products to improve the overall measurement of the local
field structures. The effective sampling rate for the calibrated data products used in this
work is 128 samples per second for the DC magnetic fields and 8,192 samples per second for
the electric fields, with associated errors of 0.1 nT and 0.5 mV/m, respectively.

Figure 2.1: The FIELDS instrument suite on board MMS [Torbert et al., 2016b]

A full in-situ analysis of a plasma environment must also include measured parameters
associated with the plasma particles. For this, each MMS spacecraft is equipped with the
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hot plasma instrument suite, which consists of the fast plasma investigation (FPI) [Pollock
et al., 2016] and the hot plasma composition analyzer (HPCA) [Young et al., 2016]. FPI
contains electron and ion spectrometers (DES and DIS, respectively) which can measure
electron and ion phase space distributions. We use FPI data in this work to determine
many plasma parameters such as electron and ion temperature, pressure, bulk velocity, and
density. The HPCA instrument is designed to measure multiple minor ion species in the
solar wind in addition to H + such as O+ , He+ , and He++ . We do not use HPCA for this
study, but it is important to the study of the physical mechanisms that influence dayside
magnetic reconnection.
MMS combines the high time and spatial resolution data necessary to study the smallscale kinetic processes associated with the IDR and the EDR of reconnection. Next we will
discuss the advantage of the multi-spacecraft configuration and how we use all four spacecraft
to gain further insight into plasma processes.

2.2

Multi-Spacecraft Techniques

The advantages of multi-spacecraft experiments are best illustrated by the shortfalls of single
spacecraft analysis. For example, if we looked at the data from only a single spacecraft as
it flew through some field structure, we would observe field and particle data only along the
trajectory of that spacecraft. With only a single path of measurements, it can be difficult
to determine the orientation, velocity, and evolution of the structure as a whole. Multispacecraft experiments like MMS allow us to study structures along multiple paths. By
comparing differences in the data between the four spacecraft, we can get a better sense of
the overall structure. If the coordinates of each spacecraft is known relative to the others,
the structure velocity can be estimated by comparing common features in the data of two
or more spacecraft that are observed at slightly different times.
Another advantage of MMS is the configuration of the spacecraft in a tetrahedral formation. This makes it possible for MMS to approximate scalar and vector fields between
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the spacecraft based on the measured values at the vertices of the tetrahedron. In the following sections, we make use of the linear interpolation methods defined in Paschmann and
Schwartz [2000] to obtain barycentric coordinates and their gradients, which are called the
reciprocal vectors. A reciprocal vector (~k) can be calculated for each spacecraft, so there are
four reciprocal vectors for a tetrahedral formation such as MMS (equation 2.1). Equation
2.1 and figure 2.2, adapted from Paschmann and Schwartz [2000], present the definition of
the reciprocal vector for spacecraft 4 (S4 ) and its representation in the tetrahedron.
k~4 =

~r12 × ~r13
~r14 · (~r12 × ~r13 )

(2.1)

Here, ~rij = r~j − r~i is the position vector of spacecraft j with the position of spacecraft i as
the origin. The other k~i are obtained by cycling through the indices (4 → 1 ; 1 → 2 ; 2 → 3
; 3 → 4).
Reciprocal vectors are also useful for estimating spatial gradients, divergence and curl
of vector quantities about a barycentric origin. With MMS, we can use the four spacecraft
measurements and reciprocal vectors to approximate the divergence and curl of any arbitrary
measured vector quantity ~a.
∇ · ~a =

4
X

k~i · a~i

i=1

∇ × ~a =

4
X

(2.2)

k~i × a~i

i=1

A common use of reciprocal vector methods is the calculation of the barycentric current
density J with MMS. As mentioned in previous sections, each MMS spacecraft is already
capable of measuring the current density at their respective coordinates, but the value of
the current density at the barycenter can be determined with the four point measurement
of the magnetic field at each spacecraft. Using the second formula in equation 2.2, we can
~ To obtain the barycentric value of J from the
determine the barycentric value of ∇ × B.
~ we just need to invoke equation 1.11 (in practice, the time derivative
barycentric ∇ × B,
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Figure 2.2: The reciprocal vector k~4 and its interpolating function µ4 associated with spacecraft 4. k~4 is normal to the plane opposite the vertex S4 [Paschmann and Schwartz, 2000].

term is neglected for the calculation). This version is generally referred to as the ’curlometer’
~ which is just an average of the four
J~ [Dunlop et al., 1988], in contrast to the ’moments’ J,

spacecraft measurements of the current density J~ = hqn(~ve − ~vi )i . It is often useful
to use both versions to calibrate the instrumentation and improve the accuracy of in-situ
measurements.
~ in
In the following sections, we use these reciprocal vector methods to determine ∇ · S
equation 1.16 for MMS encounters with the EDR unless otherwise specified. It is important to note that the reciprocal vector method is an approximation that assumes a linear
variation in the measured fields between the four separate measurements. This linear gradient assumption may not always be reliable in cases where the spacecraft separation is much
larger than the observed structure. The other terms in Poynting’s theorem are also expressed
as barycentric averages to remain consistent, where angle brackets indicate an average of the
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four spacecraft measurements (equation 2.3).
∂hui
~ − hJi
~ · hEi
~
= −∇ · S
∂t
2.3

(2.3)

3-D Field Reconstruction

The method of using reciprocal vectors to determine barycentric coordinates and spatial
derivatives within the MMS tetrahedron is often useful, but the linear gradient approximations necessary in those methods can be an issue if the field structures within the tetrahedron
have a non-linear gradient, or if they are prone to rapid fluctuations in time. Here, we discuss
a recently developed field reconstruction method that can improve the accuracy of measured
barycentric quantities.
Torbert et al. [2020] developed a new method to reconstruct the 3-D structure of the
magnetic and electric fields near any 3-D spacecraft formation (requires minimum of four
spacecraft) using the field and current measurements of each spacecraft. The method first
~ in this case) at some coordinate within
uses a Taylor expansion to model the field (B,
the tetrahedron (usually the barycenter), resulting in a 2nd order expansion of the field
and its components at that coordinate. The higher order terms in the expansion come
with additional unknown coefficients that need to be solved for in order to evaluate the
actual values of the field components. To solve for these coefficients, the authors consider
constraints from both physical principles and from the measured plasma parameters at each
spacecraft. The first requirements are that the magnetic field and the current density are
divergence free (∇ · B = 0; ∇ · J = 0) everywhere. These conditions constrain the quadratic
coefficients and reduce the total number of unknown quantities in the model. The second
constraint on the model assumes that the 2nd order derivatives along the M direction of the
field components can be neglected due to the relatively small variation along M compared
to the N and L directions. This approximation (∂M ∂M BL,M,N = 0) eliminates three of the
remaining unknowns. Lastly, a single cubic term assumed slowly-varying is introduced to
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~ = 0). The model
the model, with the constraint that the ∇J~ tensor be traceless (T r(∇J)
~ via equation 1.11 and automatically
constructs J~ directly from the determined curl of B
satisfies (∇ · J~ = 0), but the measured values of J~ do not necessarily satisfy the divergencefree current condition. The requirement that the linear approximation of the ∇J~ tensor be
zero remedies this issue, and provides a unique solution for all coefficients and measured
parameters. Similar methods to these can also be used to reconstruct the local electric field
~ with constraints on its curl from equation 1.1 and on its divergence from Gauss’s law
E
~ = ρ/0 ).
(∇ · E

Figure 2.3: Reconstructed magnetic field comparisons with simulations from Torbert et al.
[2020].
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2.4

Reference Frames

Poynting’s theorem describes the spatial and temporal variation of electromagnetic energy
density, so the relationship between terms in equation 2.3 is frame-dependent. We are
interested in the relative values of the terms in Poynting’s theorem at an x-line, therefore
the terms are determined in the x-line frame. This can be done using the velocity of the x-line
(~vxl ) determined by four-spacecraft timing analysis of the Bz reversal. With this velocity,
we can express the total convective derivative of the energy density
∂u
du
=
dt
∂t
This breaks the

du
dt

+ ~vxl · ∇u

(2.4)

xl

observed by MMS into a purely temporal term and a spatial term asso-

ciated with the motion of the x-line relative to MMS. Therefore, to obtain
term in the convective derivative must be subtracted from the

du
dt

∂u
∂t xl

the spatial

measured by MMS. We

also use ~vxl to shift the electric field into the x-line frame.
∂u
∂t

=
xl

du
− ~vxl · ∇u
dt

(2.5)

~ xl = E
~ + ~vxl × B
~
E
For the in-situ evaluation of Poynting’s theorem in this work,

(2.6)
∂u
∂t

~ are determined for the
and E

x-line frame according to equations 2.5 and 2.6, respectively. Since J~ is frame independent
in non-relativistic regimes, equations 2.5 and 2.6 are sufficient to shift Poynting’s theorem
into the x-line frame. The residual of the calculation is any imbalance in the left and right
~ + J~ · E
~ 6= 0)
hand sides of equation 2.3 ( ∂u
+∇·S
∂t
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2.5

Particle-In-Cell Simulation

In addition to in-situ observations from MMS, this work also relies on particle simulations
to provide a more broad picture of the reconnection process and put the MMS observations
in context. We utilize particle-in-cell (PIC) simulations to study the kinetic structures of
reconnection.
In general, PIC simulations employ numerical methods to solve the Vlasov-Maxwell system of equations (equation 1.19). The specific algorithms behind PIC methods may vary,
but the general steps are described below.

Steps to Evolve a System of Fields and Particles
~i, B
~ i , r~i , and p~i
1. Evolve fs (ti → ti+1 ) based on the distribution of E
2. Derive the moments J~i+1 and ρi+1 from fs (ti+1 )
~ i+1 and B
~ i+1 by solving Maxwell’s equations with derived moments
3. Obtain updated E
4. Repeat steps 1 - 3 up to a desired end time
The above steps illustrate the basic idea behind kinetic simulations, however it is important to note some of the approximations and techniques that PIC methods typically use to
reduce computation costs and mitigate the accumulation of errors over successive iterations
of the above steps. Instead of accounting for a large number of point particles, PIC methods
represent fs with quasi-particles of finite extent. This approximation is computationally
cheaper and it can reduce the effect of strong particle-particle interactions while preserving
the physics of long-range interactions. The discrete calculation of the otherwise continuous
expressions in equation 1.19 can lead to an accumulation of errors and a nonphysical end
~
result. To account for this, the simulations in this study use discrete versions of ∇ · E,
~ ∇ · B,
~ ∇ × B.
~ They also advance the particles in time via a leapfrog method, which
∇ × E,
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uses staggered timesteps to obtain more accurate results. For example, instead of updating
the position and momentum of a particle all at once with the lorentz force, half-steps are
used. The expressions for position and velocity below are adapted from Germaschewski et al.
[2016] and illustrate this concept.
~ri+1/2 − ~ri−1/2
= ~vi
∆t
(2.7)


p~i+1 − p~i−1
~
~
= qs Ei+1/2 + ~vi+1/2 × Bi+1/2
∆t
To further mitigate the accumulation of un-physical errors from discrete updates of fs , PIC
methods often employ a Boris algorithm [Boris, 1970b] to push the particles of fs forward in
time in a way that conserves the energy of the system. We will discuss this in more detail
when we cover particle tracing techniques in the next section.
The simulations used in this dissertation were run on the Trillian computer cluster at
UNH. Trillian is partially funded with a NSF Major Research Instrumentation (MRI) grant
PHY-1229408, with additional funding from the UNH Space Science Center (SSC), the
College of Engineering and Physical Sciences (CEPS), and the Research and Instrumentation
Center (RCI). Trillian has over 4,000 cores, 132 nodes, 4 TB of memory, and 160 TB of disk
space. It is administered by the Research and Computing Center (RCC) at UNH.
The code used to implement the PIC methods on the computer clusters is the Plasma
Simulation Code (PSC) from Germaschewski et al. [2016]. PSC is designed to run simulations
in parallel, which is typically difficult to implement for PIC methods. Instead of distributing
particles equally among parallel processing units, PSC decomposes the spatial domain of
the simulation into multiple units and distributes particles based on where they are in the
domain at a given time step. This method of distributing among multiple processes is more
easily scalable to larger numbers of processes, allowing for more efficient parallelization of
the code.
The runs used in this study are initially setup in a Harris sheet configuration, where the
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initial magnetic fields are only directed along the L axis and there exists a sheet of more
dense plasma across the entire L domain centered about N = 0. The initial profiles of BL
and n along N are given by equation 2.8, where nb is the background plasma density, n0 is
the plasma density in the central sheet, B0 is the maximum magnitude of B, and w is the
width of the sheet.

BL = B0 tanh (N/w)
(2.8)
2

n = n0 sech (N/w) + nb
In these 2-D runs, there is no spatial dependence in the fields along M at any time, but
there still can be out-of-plane components JM , EM , BM , etc. Reconnection is initiated with
a small perturbation in the sheet.

2.6

Particle Tracing Method

To understand the relationship between the EDR, plasma energization, and non-maxwellian
VDFs, it is important to study individual electron particle trajectories and how electrons
exchange energy along those trajectories. While the simulations used in this study can
produce outputs of particle distributions at certain time intervals, the history of a specific
particle’s trajectory through the simulation is not retained, although it can be approximately
recovered with a particle pushing scheme.
Consider an arbitrary snapshot in time of the simulation domain. Each spatial coordi~ and B,
~ each with three components.
nate in the domain has associated value of vectors E
With this information, it should be possible to give a test particle some initial coordinate in
phase space (initial ~r and ~v ), and advance that particle forward in time based on the lorentz
~ and B
~ in equation 1.7 are taken from the
force (equation 1.7) on that particle, where E
particle’s spatial coordinate. For example, a simple Forward Difference method to advance
test electrons may proceed as follows:
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Forward Difference Particle Push Method
1. Define the initial ~r0 and ~v0 of the electron and a discrete step size ∆t
~ r0 and B
~ r0
2. Retrieve fields at electron’s coordinate: E
3. Update the electron’s velocity: ~v1 = ~v0 +

qe
me


~ r0 + ~v0 × B
~ r0 ∆t
E

4. Update the electron’s position: ~r1 = ~r0 + ~v1 ∆t
5. Revisit step 1 using new ~r1 , ~v1 as inputs and repeat process up to a desired end time
While the above method is fairly intuitive, it also has significant limitations. The accuracy
can be improved using a leapfrog scheme similar to equation 2.7, but un-physical errors from
steps 3 and 4 can still accumulate over many timesteps. A way to adjust for these errors is to
split the Lorentz force update from step 3 into multiple parts to more accurately account for
the magnetic field rotation of the electron’s trajectory. This is the Boris method summarized
in the steps below:
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Boris Particle Push Method
1. Define ~r0 , ~v0 and ∆t
~ r0 and B
~ r0
2. Retrieve fields: E
3. Perform half of the electrostatic push: ~v = ~v0 +

~ r ∆t
qe E
0
me 2

4. Perform rotation by the magnetic field with a rotation vector: ~vrot = ~v0 + θ~rot
5. Perform 2nd half of electrostatic push: ~v1 = ~vrot +

~ r ∆t
qe E
0
me 2

6. Update position: ~r1 = ~r0 + ~v1 ∆t
7. Repeat steps 1-6 with newest ~r, ~v as inputs. Continue process up to desired end time.
The Boris push method is useful because it breaks the electric field acceleration into two
steps, with a step in between to account for the magnetic field rotation. The rotation vector
θ~rot is adapted from Birdsall and Langdon. θ~rot is derived such that it bisects the angle
between the pre-rotation and post-rotation velocity vectors while retaining the magnitude of
the velocity before and after the rotation. This ensures that the magnetic field rotation does
no work on the electron, just like real magnetic fields. Figure 2.4 illustrates this method and
figure 2.5 shows a comparison of the forward difference and Boris methods for an electron
with initial velocity normal to a static magnetic and electric field. Figure 2.5 shows that even
for a static magnetic field, the forward difference method artificially inflates the energy of the
electron, increasing its gyroradius over time. For the reasons stated above, the Boris particle
push method is the standard method of advancing particles in PIC simulations, including
those used in the following sections.
Boris methods are used here to trace the trajectories of individual test particles through
static fields in the simulations. To study the the complex electron dynamics that drive the
evolution of the EDR in simulations, we also use particle tracing methods to make sense of
the highly structured velocity distributions commonly observed in the EDR. We have begun
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Figure 2.4: Vector illustration of the Boris Push method, with the electrostatic contributions
in red and the magnetic rotation in blue

Figure 2.5: Comparison of Forward Difference vs Boris push method in static fields

to develop tools to analyze pieces of the VDFs and use them to define the initial conditions
placed on test particles in the simulation. By doing this, we can isolate specific features of
the distributions and study the particle dynamics associated with those features. Below we
summarize the basic steps in this process:
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Particle Select and Trace Steps
1. Select a spatial coordinate in the simulation domain
2. From the particle data near that coordinate, construct electron VDFs
3. Identify a feature of interest in the VDF, and filter the data to include only particles
within that piece of velocity space
4. Sort the remaining particles by their energies and pick 5-10 particles that span the
range of energies as a representative sample
5. Take the initial conditions of each of the selected particles and push them forward
and/or backward in time
6. Track the position, velocity, and kinetic energy of each of the particles over time
By following the process outlined above, we can manually select interesting features in velocity space and reproduce a small ensemble of electrons representative of that feature.
Combined with Boris pushing techniques, we can see how that feature, and the electrons
associated with it, evolved from an earlier time or how they will evolve up to a later time.
This allows us to partially reproduce the history of electron trajectories and energization
between ion-scale timesteps in the simulated EDR.
The next three chapters will summarize the results of this dissertation, starting with our
measurements of Poynting’s theorem from both spacecraft observations and simulations.
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CHAPTER 3
ENERGY BALANCE IN THE DIFFUSION REGION

This chapter is based on published work [Payne et al., 2020] where we examined the balance
of Poynting’s theorem in an EDR encountred by MMS and in an EDR in a PIC simulation.

3.1

The July 11th EDR Encounter

On July 11th, 2017, MMS encountered an EDR about 22 Earth radii into the magnetotail
at approximately 22:34 UT Torbert et al. [2018]. MMS observed multiple signatures of
reconnection, such as reversals in both BL and BN , Hall EN components, and a flow reversal
in veL correlated with the BN reversal (figure 3.1). The spacecraft separation was roughly 15
km, and within the width of the current sheet. The trajectory was largely along the L axis
of the current sheet centered LMN system, and remained close to the current sheet during
the encounter as indicated by the small BL .
The July 11th EDR has been studied extensively, and has been compared to a simulation
with similar parameters to determine the reconnection rate and the reconnection electric field
[Nakamura et al., 2018, Torbert et al., 2018, Genestreti et al., 2018a]. The EDR exhibited
evidence of laminar particle acceleration and quasi-2D force balance [Torbert et al., 2018,
Nakamura et al., 2019, Egedal et al., 2019].

3.2

Spacecraft Measurement of Poynting’s Theorem in the EDR

The initial results of our Poynting’s theorem calculations in the frame of the X-line are shown
in figure 3.2a. There is a close balance between the energy transfer rate and the divergence
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Figure 3.1: Overview of the July 11th EDR encounter. Left: magnetic field, electric field,
and electron bulk velocity from MMS3. Right: MMS path through the EDR (diagram and
simulation) Torbert et al. [2018]

~ · hEi
~ is roughly equivalent to ∇ · S,
~ and
of the electromagnetic energy flux, where −hJi
∂hui
∂t

is close to zero, meaning that the reconnection is relatively steady state. Despite this,

~ · hEi
~ and ∇ · S
~ from 22:34:02-03 UT that is not
there is still a discrepancy betweeen −hJi
completely accounted for by a change in

∂hui
.
∂t

To investigate this discrepancy further, we calculate a divergence term by defining a
~ mom , for each spacecraft, given by
’moments’ (∇ · S)
~ mom = − ∂u − J~ · E
~
(∇ · S)
∂t

(3.1)

~ and E
~ are all determined from one spacecraft. E
~ is again shifted into the xwhere u, J,
line frame (equation 2.6).

∂u
∂t

for each spacecraft are still calculated in the x-line frame by

subtracting ~vxl · ∇u from each

du
dt

(equation 2.5), using the same ~vxl and ∇u. Equation 3.1

gives a value for the divergence of Poynting flux at each corner of the MMS tetrahedron
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that balances Poynting’s theorem at those points. These are plotted for each of the MMS
~ mom , and the
spacecraft in figure 3.2b. There is a discrepancy between their average, (∇· S)
~ (figure 3.2c). The close agreement between the four
original barycentric calculation of ∇ · S
spacecraft suggest that they were all in a similar region, therefore the larger than expected
~ does not appear to be due to any significant difference from one spacecraft. The next
∇·S
~ down into its individual components to look
step taken was to break the calculation of ∇ · S
into any issues that may be causing the imbalance in Poynting’s theorem.
~ where
In figure 3.2d, we show the components whose sum make up ∇ · S,
~ = ∂SL + ∂SM + ∂SN
∇·S
∂L
∂M
∂N

(3.2)

The LMN coordinate system can be expressed in GSE coordinates as L = [0.948, -0.255,
-0.189], M = [0.182, 0.925, -0.335], N = [0.260, 0.283, 0.923] Genestreti et al. [2018a].
As expected for quasi-2D reconnection, the fields in the diverging reconnection outflow
produce a positive

∂SL
,
∂L

and the converging inflowing fields produce a negative

is unexpected in figure 3.2d is the large negative

∂SM
,
∂M

∂SN
.
∂N

What

which would indicate that fields are

converging to the x point along both the N and M axes to a similar degree. Also note that
the

∂SM
∂M

~ in figure
component has a large spike at 22:34:02 UT which also can be seen in ∇ · S

~ along M, there should be near zero
3.2. While there can be some component of S

∂SM
∂M

for

~ along the M direction is likely the
quasi-2D reconnection. This large contribution to ∇ · S
~ and Poynting’s theorem.
biggest contributor to the imbalance in ∇ · S
To check if this is the case, we test whether the assumption of quasi-2D reconnection
improves the balance of Poynting’s theorem by eliminating
lation. After eliminating

∂SM
∂M

∂SM
∂M

from the divergence calcu-

contributions, Poynting’s theorem is closer to being balanced

overall (figure 3.2e), however this does contribute to some imbalance from 22:34:01-02 UT.
We will discuss possible explanations for why the quasi-2D assumption improves the results
near the end of section 3.
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~ mom for each
Figure 3.2: (a) Initial determination of Poynting’s theorem terms, (b) (∇ · S)
~ calculations, (d) Contributions to ∇ · S
~ along LMN
spacecraft, (c) Comparison of all ∇ · S
axes, (e) Poynting’s theorem terms assuming quasi-2D reconnection
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3.3

~
Reconstruction of ∇ · S

~ that utilizes a novel 2nd order
Here we show the results of a new method of calculating ∇ · S
3D field reconstruction technique from Torbert et al. [2020]. The method uses MMS data to
solve for a quadratic model of the electric and magnetic fields within the MMS tetrahedron.
Using these fields, they reconstruct the current density such that Maxwell’s equations are
valid everywhere. The result is a reconstruction of the electromagnetic fields and the current
density at all points within the MMS tetrahedron. The reconstructed terms can then be used
to calculate each term in Poynting’s theorem. In figure 3.3 we compare the reconstructed
~ at the barycenter to the other methods and approximations discussed previously.
∇·S

~ R to the other methods of approximation:
Figure 3.3: Comparison of the reconstruction (∇·S)
~ ’Moments’ (∇ · S)
~ mom , and quasi-2D assumption (∇ · S)
~ 2D
Linear gradient method (∇ · S),

~ mom in the central
The reconstruction result is similar to the quasi-2D result and (∇ · S)
EDR. There is a discrepancy of between roughly 0.1 − 0.3 nW/m3 between the reconstruc~ calculation. The sign of the discrepancy is not consistent over
tion and the original ∇ · S
the event; the reconstruction being larger than the original term from 22:34:02-03 UT but
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smaller beforehand. The larger discrepancy after 22:34:02 UT may be due to very small field
magnitudes making it difficult to obtain accurate spatial derivatives. Spatial derivatives may
be comparable to the noise in the data or to magnetometer offsets when field magnitudes are
close to zero. This could explain why the quasi-2D approximation improves the calculation
~ and therefore the overall balance of Poynting’s theorem. (figure 3.2d). Both EN and
of ∇· S,
BL approach zero near the EDR and become difficult to measure precisely. This may cause
fluctuations in the out-of-plane component of Poynting flux (SM ∝ EN × BL ), skewing the
calculation of the gradient after 22:34:02 UT leading to an artificially large

∂SM
∂M

~
and ∇ · S.

In the case of the July 11th 2017 EDR, there is a relatively steady balance of electro~ therefore there is very little
magnetic energy flux to support the energy transfer rate J~ · E,
time evolution of the electromagnetic energy density in the current sheet. Whether or not
this is indicative of steady-state reconnection is an important question to consider. For this,
we turn to a PIC simulation to examine the time evolution of a reconnection x-line.

3.4

Simulation Comparisons and Time-Dependence

We investigate the time evolving simulation by evaluating each term in equation 1.16 in the
EDR as described previously in section 2. These results are shown in figure 4.2, along with
the out-of-plane component of the electric field.
As the out of plane reconnection electric field grows, the electromagnetic field energy
~ and J~ · E
~ over the
transfer rate grows until reconnection stablizes. The balance between ∇· S
entire evolution suggests that, even in the early growth of reconnection, the electromagnetic
energy flowing into the diffusion region will balance the plasma energization such that the
electromagnetic energy density is constant. The central EDR in the growth phase as well
as the steady state phase of reconnection remains in approximate energy balance such that
the electromagnetic energy density remains roughly constant. The only exception to this
~ is mostly balanced
appears at reconnection onset around t = 10Ωci , where the negative ∇ · S
by the positive

∂u
∂t

~ starts to grow. Beyond the border of the central EDR,
right before J~ · E
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Figure 3.4: Poynting’s theorem terms and out-of-plane reconnection electric field ER within
the center and edge of the EDR. The EDR is shown at various stages during the growth
phase of reconnection, including markers indicating where the terms were evaluated for the
EDR center (black) and edge (orange).

Poynting’s theorem exhibited significant contributions from all three terms, including large
∂u
∂t

contributions well past the onset time, implying more temporal dependence at the fringes

of the EDR.
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CHAPTER 4
STRUCTURES OF THE ELECTRON EXHAUST

The following chapter is based on a study published in an MMS special issue of Physics of
Plasmas. In this study, we use PIC simulations and data from an MMS event to examine the
structure and dynamics of the outer EDR region, including the physics behind electromag~ < 0. We begin by examining the evolution of electron
netic generator regions where J~ · E
velocity distributions along the current sheet in a PIC simulation.

4.1

Generator Structure in a PIC Simulation

In the simulation, we plotted the electron velocity distribution functions for a series of
locations along the center of the current sheet to outside the EDR in figure 4.1. The evolution
of the triangular structure (figure 4.1d) to a swirl or spiral structure is consistent with results
of earlier studies [Shuster et al., 2015, Bessho et al., 2014, Zenitani and Nagai, 2016]. The
generator is characterized by the swirl structures (figure 4.1b) similar to those observed in
Shuster et al. [2015]. This suggests that the higher energy electrons that spent more time
accelerated by the reconnection electric field are still demagnetized in these regions, even as
the low energy electrons become remagnetized. These regions of ’partial remagnetization’
appear to correspond to the generator region. Outside of the generator toward the exhaust
(figure 4.1a), the distribution becomes isotropic in vLM .
~ that
Figure 4.2 shows the separate contributions of the LMN components of J~ and E
~ for a few ion-scale timesteps preceding the formation of the generator
make up the sum J~ · E
region. The central EDR consists of a large positive JM EM throughout the interval due
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Figure 4.1: Structures in electron vLM at different locations along the EDR and into the
outflow, including the swirl structure (c) in the generator region. The high energy tail of
the distribution and its evolution downstream is indicated by the red oval in the velocity
distributions.

to the out-of-plane acceleration by the reconection electric field. The dominant negative
~ is along the outflow, with an additional contribution by a negative
contribution to J~ · E
JM EM that develops at the edge of the electron jet around t = 17 − 18Ωci . We note that
as the negative JM EM region starts to develop, a positive JL EL develops in the same region
along with it. The EL component at the edge of the EDR has been previously referred to as
a polarization electric field [Pritchett, 2008] due to the charge separation between electrons
and ions in the region. For simplicity, we will simply refer to in-plane EL and EN fields in
the region as components of the Hall electric field. Electrons in the outflow encounter Hall
EL opposing their motion along the outflow, slowing down until they begin to remagnetize.
As they do, they turn about BN where the reconnection electric field briefly opposes their
motion along M. We illustrate this further in figure 4.3 with test particle trajectories in the
50

simulation at t = 17Ωci , using a Boris Pusher algorithm to move them forward in time while
the fields remain static [Boris, 1970a, Zeiler et al., 2002]. Initially, we set up five test particles
with zero momentum along the current sheet at increasing distances from the center along
L. This acts as a proxy for the amount of energy the particle has when it leaves the central
EDR since particles closer to the center of the current sheet will spend more time being
accelerated by EM than those further toward the edge. From the bottom panel of figure 4.3,
the beginning of the generator occurs as the particles’ velocity is turned predominantly in
the L-direction and they begin to encounter the Hall electric fields.

~ by the LMN components of J~ and E
~ as the generator
Figure 4.2: Scalar contributions to J~ · E
region develops from t = 16 − 18Ωci .

To further examine the behavior of electrons flowing into the outer EDR and remagnetizing, we set up a small ensemble of 10 test electrons, this time all initially in the same
location in the central EDR with increasing initial vM magnitude. In figure 4.4a and 4.4b
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Figure 4.3: Five test particles along the current sheet and their trajectories toward the
outflow in the LN and LM planes at t = 17Ωci . The dotted lines represent the extent of the
generator region along the L axis.

, we show the trajectories of the particles in the LN and LM planes when they are pushed
forward in time. From figure 4.4b we see that the higher energy electrons penetrate further
into the outer EDR before gyrating around the local BN . In figure 4.4c, we track the total
energy of the ensemble by taking the sum of the magnitudes of the particles’ kinetic energies.
We also include a ’bulk’ energy component, which is calculated by taking the magnitude of
the vector sum of the particles’ momenta to get a ’bulk’ momentum, then using that momentum to calculate the bulk kinetic energy of the ensemble. Finally, we include a ’random’
energy component, which is just the difference between the total energy and the bulk energy.
This breakdown is useful for differentiating between energization from bulk acceleration and
stochastic heating processes for the small ensemble of particles. The shaded region across
figure 4.4c and 4.4d highlights where the ensemble loses energy to the local electric field.
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During this process, much of the bulk kinetic energy is lost and the electrons are scattered.
The breakdown of each particle’s kinetic energy in figure 4.4d suggests that more of the
energy loss is accounted for by the higher energy electrons than the lower energy ones. The
bottom panels of figure 4.4 shows the particle coordinates in the vLM plane at different steps
along their trajectories, from which we can see that the distribution of the particles gets
spread across velocity space over time, similar to the way swirl and arc structures form at
the edges of the EDR [Shuster et al., 2015].

0
Figure 4.4: Top Left: Non-ideal EM
component overlayed with trajectories of the test electrons in the LN (a) and LM (b) planes. Top Right: (c) Energy of the particle ensemble
during the interval, broken into total, bulk, and random contributions. (d) Energy of each
test electron during the interval. Bottom Row (e-g): Test electron trajectories in vLM space
at different stages of the interval.
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Next we will examine a generator region with similar features observed at the edge of a
magnetotail EDR by MMS. We go on to discuss the energization processes observed during
the event as well.

4.2

MMS Encounter in the Magnetotail

On June 17th, 2017, MMS encountered a current sheet in the magnetotail where signatures
~ were present [Farrugia et al., 2021b]. Figure 4.5 includes
of positive and negative J~ · E
relevant field parameters from the EDR encounter, including a breakdown of the directional
~ electron pitch angle distributions (PADs) for low and high energies,
contributions to J~ · E,
and an illustration of the approximate path of MMS through the region consistent with the
~ MMS initially encountered large negative JL EL and JN EN , as
observed components of E.
well as large positive JM EM as it passed across the border of the electron jet, observing
the electrons slowing down in the outflow and accelerating away from N = 0 along the
N components of the Hall electric field. Immediately following the reversal of JN EN is a
negative spike in the JM EM as MMS encounters electrons being remagnetized about BN . In
the lower panels of figure 4.5, electron PADs for low energy populations show largely parallel
and antiparallel signatures as MMS crossed the neutral sheet. The high energy population,
however, is broad in its PAD, suggesting that these electrons are still demagnetized and that
the electron distribution is not fully isotropized.
~ we also
In addition to the MMS measurements of the component contributions to J~ · E,
examine the unique energy budget of this region with the measured temperature anisotropy,
~ enthalpy flux (H),
~ Poynting flux (S),
~ and various
values of electron kinetic energy flux (K),
energy densities, including the bulk kinetic (uk ) and thermal (ut ) contributions to the plasma
energy density based on definitions from another study Birn and Hesse [2005] (figure 4.6).
~ and H
~ are dominated by their out-of-plane components KM and HM throughout the
K
~ is also dominated by
region, with smaller non-zero contributions along the N and L axes. S
its out-of-plane component SM , with smaller contributions from SL and SN . In general,
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Figure 4.5: Left (Top to Bottom): Magnetic field components, electric field components,
~ component contributions to J~ · E,
~ Low energy electron PADs, high energy electron
J~ · E,
PADs. The dotted rectangle indicates the outer EDR interval, with another dotted line
representing the center of the field reversal. Right: Illustration of MMS Path through the
EDR edge region, with colored regions approximating where Hall EL (blue) or Hall EN (red)
dominates.

~ which is an order
the energy budget across the exhaust encounter is dominated by H,
~ and two orders of magnitude larger than the
of magnitude larger than the maximum S
~ Although the maximum energy fluxes are separated by orders of magnitude,
maximum K.
the dominant component of energy flux varies throughout the encounter due to the spatial
distribution of each term. Near the separatrices (red regions in figure 4.6), the parallel
~ is at its maximum and within
dominant temperature anisotropy (Tk > T⊥ ) is highest while S
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~ which is relatively small at the separatrices. Localized near the
an order of magnitude of H,
neutral sheet (blue region in figure 4.6), the temperature anisotropy is small (Tk ≈ T⊥ ) and
~ approaches a null where it becomes the smaller than both H
~ and K,
~ which are at their
S
maximum values. The energy density plots in the bottom of figure 4.6 show that the total
energy density in the region is dominated by the thermal contribution to the plasma energy
density ut , which is relatively stable throughout the interval. We also observe that while
the kinetic component of the plasma energy density uk is generally much smaller than the
electromagnetic energy density uEM , it is larger near the center of the neutral sheet where
the electromagnetic terms approach zero. Comparing the electron-only energy densities (ute
and uke ) to uEM , we see ute is enhanced in the region, and uke also briefly rises above uEM
where the electromagnetic terms approach zero. We have also included a plot of magnetic
field curvature Rc along with electron gyroradii Re for different energy bands, where the local
magnetic curvature is calculated with a least-squares minimization technique described in
Harvey [1998]. Figure 4.7 shows that within the generator, Rc is comparable to the gyroradii
of the electrons in the region, and is at times between the minimum and maximum Re , as
expected in a region where electrons are ’partially’ remagnetized.

56

~ electron temperature anisotropy, electron
Figure 4.6: Panels from top to bottom: J~ · E,
kinetic energy flux components, electron enthalpy flux components, Poynting flux components, electromagnetic and plasma (thermal and kinetic) energy densities, electromagnetic
and electron-only (thermal and kinetic) energy densities. The shaded regions roughly correspond to the same colored regions in the illustration of figure 4.5 and in the top right of this
figure. Top right: Illustrations of MMS path through the region and energy flux structures
observed.
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Figure 4.7: MMS local magnetic field curvature Rc (black) compared to measured electron
gyroradii Re for different energies. Close to the generator region, Rc dips within the range
of electron Re .
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CHAPTER 5
PHASE SPACE ANALYSIS WITH PARTICLE TRACING METHODS

In this chapter, we will present some early results from the use of the particle select and
trace methods described at the end of chapter 2. The results presented in this chapter are
meant to demonstrate the usefulness of such methods in any future studies of the phase
space structures of the diffusion region.

5.1

Distributions in the Central EDR

The central EDR can be characterized by unique and structured distributions in electron
velocity space, particularly in vLM where triangular distributions can be seen such as in
figure 4.1d. In the previous chapter, we observed the evolution of an ensemble of test
particles initially in the central EDR with identical spatial coordinates, but with different
out-of-plane velocities. Here, we use pieces of the velocity distributions themselves as inputs
for the same pushing algorithm and trace a representative sample of a given selection of
velocity space.
In figure 5.1, we show selections of electron velocity distributions at the center of the
EDR. For this, we made three broad selections in velocity space, choosing different layers of
the triangular distributions in the quadrant where vL > 0 and vM < 0. The velocity space
selections are indicated by a red rectangle in both vLM and vM N , where each selection region
targets a different layer of the structured distribution. From each selection, we produced a
representative sample of seven electrons from the particle data via the methods described
at the end of chapter 2, and traced those electrons forward (green line) and backward (red
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Figure 5.1: Multiple broad selections of the triangular vLM distribution at the center of the
EDR and the resulting particle trajectories forward (green) and backward (red) in time.
Selections are indicated by the red rectangles in the velocity distributions.

line) in time. For selections with larger vM , we see that the electrons penetrate further into
the EDR. This is particularly evident when comparing the top panel to the middle panel of
figure 5.1. In all three panels we see the green electron paths saturating the exhaust region
as re-magnetized electrons undergo bounce motions, but in the middle panel we can see the
higher energy portion of the selected electrons near N = 0 and a distinct jet that is turned
back near L = 820. The third panel consists of even higher energy electrons, and although
it is difficult to see the electron jet clearly among the overlapping electron paths, we can see
that the region of electron bounce motion as a whole is larger than in the top and middle
panels, and that it extends slightly further into the exhaust. These results appear to be
consistent with the test particle tracing results from chapter 4.
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Figure 5.2: A smaller selection of a specific feature from a triangular vLM distribution near
the center of the EDR and its resulting particle trajectories. Clearly captured in the incoming
(red) and outgoing (green) electron paths is the approximate structure of the separatrices.

We can also apply this method to smaller features in the distributions, such as in figure
5.2, where we select a smaller structure within the vLM distribution slightly offset from the
center of the EDR. The trajectories look similar to those in figure 5.1, and we can clearly
see the incoming (red lines) and outgoing (green lines) electron paths on opposite sides of
the separatrices. These results illustrate that the dynamics behind very small features of
distribution functions can be examined via these methods.

5.2

Distributions in the Exhaust

The outer EDR also exhibits structures in electron velocity space that are unique from
maxwellian distributions and unique from the structures of the central EDR. In the last
chapter we showed how triangular vLM distributions of the central EDR warp along the
current sheet, leading to the swirl structures near the generator region in the outer EDR
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Figure 5.3: Selections of low energy (left) and high energy (right) portions of electron velocity
~ regions at the separatrices and their trajectories forward (black)
distributions in positive J~ · E
and backward (red) in time

as electrons remagnetize. In figure 5.3, we show selections from the region just above the
~ 0 is locally positive. We show two different velocity space selections
generator, where J~ · E
for this location. On the left is a selection near the center of the distribution, and on the
right is a selection of a high energy portion of the distribution, with paths traced for equal
time. An interesting result can be seen on the right side, where tracing electron trajectories
backwards in time (in red) reveals that those pieces of the distribution were formed by high
energy electrons that had been turned around at the edge of the generator region toward the
separatrices.
In figure 5.4 we show a similar selection, separately plotting the electron paths forward
and backward in time from the selection region, but coloring the path based on the electron
energy along its trajectory. In this case, the types of trajectories that produce the crescent
structure in vLN space are varied, but they all exhibit some kind of bounce motion within
the broader exhaust region. By tracking their energy along their trajectories, we can also see
that they don’t just gain energy when they first enter the EDR, they can also gain energy
from the bounce motion in the exhaust and feed into the secondary x-line.
This type of analysis of phase space structures may prove to be a useful tool for future
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Figure 5.4: Tracing results from a selection of a vLN crescent, showing multiple trajectories
that intersect the selection region. The trajectories are color coded to represent the energy
of the test electron
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studies the spatiotemporal evolution of reconnection x-lines. It is important to not just
categorize different parts of the diffusion region by the types of velocity space structures
present, but to understand the history of the particles that form them, so that we can gain
a better understanding of how those phase space structures evolve and how their evolution
is related to the spatial evolution of the diffusion region as a whole. These methods need
not be limited to simulation data. The electric and magnetic field reconstruction techniques
described in chapter 2 and used in chapter 3 provide MMS with a more full picture of the
local field structures that cannot be provided by four point measurements alone. MMS measurements of phase space distributions could be given further context with the combination
of field reconstruction and particle tracing techniques.
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CHAPTER 6
DISCUSSION

6.1

Energization Structure of the EDR

The balance of terms in Poynting’s theorem is unique in the central EDR where the non-ideal
~ 0 > 0) emerges and expands along the outflow over time. MMS observations
electric field (E
on July 11th, 2017 suggest that the balance is approximately time-independent in the central
~ is significant. The magnitude of J~ · E
~ > 0 does appear to depend on the
EDR where J~ · E
location of measurement within the EDR with a maximum value close to the center of
~ < 0 tends to balance it out such that the
the current sheet, but the magnitude of ∇ · S
energy stored in the converging fields is efficiently dissipated by the reconnection electric
field with negligible buildup in the electromagnetic energy density. The balance of terms in
Poynting’s theorem is improved with the use of a 3D field reconstruction technique to obtain
~ which reduces the residual in the measured Poynting’s theorem and still
a barycentric ∇ · S,
supports the time-independent result.
An analysis of a PIC simulation of symmetric reconnection suggests that the timeindependent nature of the central EDR is not tied to a specific phase of the reconnection
~ and a 2D ∇ · S, we find that the cenprocess. With independent determination of J~ · E
tral EDR exhibits similar time-independent balance during both reconnection growth and
after the peak reconnection rate is reached, with only a brief interval of time-dependence
~ and 2D ∇ · S are at maximum
at reconnection onset. Again, the magnitudes of the J~ · E
when the peak reconnection rate is reached, but they generally balance out to leave a relatively small

∂u
∂t

~ 0 < 0) is
during the entire process. In contrast, the outer EDR (where E
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~ contributions compared to large
highly time-dependent, with negligible J~ · E

∂u
∂t

and ∇ · S

contributions.
These results suggest that the current sheet in the central EDR is characterized by a
region of constant electromagnetic energy density, while the outer EDR and exhaust regions
are characterized by stronger time-dependent fluctuations and turbulent structures. The
EDR exhibits a time-independent energy balance, even as it evolves on ion timescales. It
should be noted that the July 11th EDR and the simulation used in this study are examples
of 2D reconnection. Large turbulent structures, asymmetries, guide fields, and other 3D
effects may influence these dynamics and are worth further exploration.

6.2

Features of the Outer EDR Generator Region

Results from a 2D PIC simulation suggest that the generator region at the edge of the EDR
is associated with the remagnetization of the electrons from the central current sheet. The
~ by the reconnection electric field EM becomes less dominant as electron
contribution to J~ · E
motion rotates into the outflow direction and JM approaches zero. As the electron current
sheet rotates into the outflow direction, the contribution by Hall electric field EL opposing
~ When
their motion becomes more significant, and the negative JL EL term dominates J~ · E.
they begin to remagnetize about BN , their encounter with the out-of-plane reconnection
electric field opposes their motion further, contributing to a negative JM EM and forming
the outermost edge of the generator region. It is the combination of negative JM EM and
~ to be negative, forming a localized generator of electromagnetic
JL EL that causes J~ · E
energy. The tracing of a small ensemble of electrons (figure 4.4) initially from the central
EDR, varied in vLM space, illustrates these dynamics further. Like the formation of swirl
structures from earlier studies Shuster et al. [2015], Bessho et al. [2014], we see in figure
4.4 the spreading of the outer edge of the distribution across vLM space as the electrons
slow down and remagnetize in the outer EDR. In this process, we see that the loss of the
ensemble energy in the outer EDR is also associated with a transition from bulk kinetic
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energy to ’random’ kinetic energy and scattering (figure 4.4).
The generator region observed by MMS shows similar features to that in the simulation
~ (figure 4.5) and evidence of a
including a significant negative JL EL contribution to J~ · E
partially remagnetized electron population like the electron PADs (figure 4.1 from comparing
the local magnetic radius of curvature Rc to the local electron gyroradius Re (figure 4.7). The
agreement between the MMS observations and the features in the 2D PIC simulation suggests
that 3D dynamics strong enough to affect the fine structure of the outer EDR were not
present during the in-situ EDR encounter. MMS results also show that the electron exhaust
~ near the separatrices, but not near the neutral line,
region is dominated by Poynting flux S
~ becomes more important as the electromagnetic energy
where the electron enthalpy flux H
~ drops near zero (figure 4.6). Our interpretation of this structure is that
density uEM (and S)
close to the neutral line, the electrons carry more energy from their thermal motion than the
local electromagnetic fields. The energy density profiles in figure 4.6 suggest that although
the ion thermal energy density is much larger in magnitude than any of the other energy
density terms, the energy exchange processes in these regions appear to be driven by electron
dynamics. The electron thermal energy density ute shows a more significant enhancement
relative to its background value than the total plasma thermal energy density. Despite
their negligible contribution to the overall energy density budget, the kinetic energy density
profiles (uk and uke ) are also worth examining, since it is still important to understand the
energy transfer from electron beams in the outflow to the electromagnetic fields and to the
heating of those electrons. Within the exhaust the electromagnetic energy density dips below
both the plasma kinetic energy density and the electron kinetic energy density, indicating
that within that very localized region the electron beam carries more energy than the local
fields. The total plasma kinetic energy density uk stays relatively constant throughout the
interval, unlike the electron contribution uke , which is locally enhanced due to the electron
outflow.
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6.3

Kinetic Energy Filtering Mechanism of the Outer EDR

The formation, growth, and spatial extent of electromagnetic generator regions in reconnection exhausts appears to be closely related to the process of electron remagnetization and
heating at the edge of the EDR. For example, the temperature profile across the exhaust
in figure 4.6 suggests that the generator region is approximately isotropic in temperature
(Tk ≈ T⊥ ) or even slightly perpendicular dominant (T⊥ > Tk ), even though the surrounding
regions near the separatrices are dominated by the parallel component (Tk > T⊥ ). This is
similar to the results and analyses in earlier studies Egedal et al. [2016], Le et al. [2016]
that invoked pressure anisotropy structures as a mechanism to control x-line geometry. The
environment at the edge of the EDR is one with strongly curved magnetic fields and a large
gradient in the field curvature radius along the outflow direction. The partial remagnetization region can be explained by this unique magnetic field topology, but only electric fields
~ and exchange energy between the electrons and the electromagnetic
can contribute to J~ · E
field. What then is the relationship between the generator region and the partial remagnetization region in the outer EDR? The combined effects of the ambipolar EL and the gradients
in magnetic field curvature Rc in the outflow help explain how partial remagnetization and
generator regions are related. To illustrate further, consider a simplified setup like the one
in figure 6.1 where we have an electron beam made up of three distinct groups: low, medium
and high energy electrons. It is important to note that the actual magnitudes of energy in
each group are completely arbitrary for the purposes of this illustration. Each group of electrons will remagnetize as their gyroradii approaches the local rc , which means that the low
energy group will remagnetize closest to the central EDR while the high energy group will
remagnetize further downstream. The ambipolar EL will take kinetic energy away from each
group until that group has been remagnetized. As a result, the electrons of higher energies
lose more energy along the outflow than those of lower energies because EL acts on their motion over a longer distance. For a beam of electrons moving in the same direction, this means
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that the local ambipolar and Hall field structures act essentially as a filter of bulk kinetic
energy by preferentially taking energy from the fastest electrons and reducing the total bulk
kinetic energy of the local electron population. Immediately after the remagnetization of all
groups, the average energy of the electron population decreases and the spread in energies
will become more narrow. As the remagnetized electrons scatter away from the neutral line,
their once bulk motion dissipates, resulting in signatures of electron enthalpy flux in the M
and N directions. This may imply that entropy-increasing processes are more prominent in
the generator as the plasma loses some of its energy to the surrounding fields. The process of
remagnetization in the exhaust is one in which some of the bulk kinetic energy of the electron
jet is filtered out by the local EL , putting energy back into the local electromagnetic fields
and increasing the local electromagnetic energy density. Overall, the bulk kinetic energy is
converted to thermal energy with enhancement of the local electromagnetic energy density
as an intermediate step.

6.4

Outer EDR Influence on EDR Growth

It is worth considering what role these regions at the edge of the EDR could play in the
broader dynamics of x-lines, and how the unique configuration of such regions and their
associated energy budgets can help explain the variation between different reconnection
events under different conditions. In chapter 3, we showed that the time-dependence of
EDR growth is contained within the outer EDR, where converging Poynting flux does not
adequately balance out the work rate, leading to a buildup of electromagnetic energy density.
In chapter 4 we examined the mechanisms behind the dynamics of the generator region and
the outer EDR more broadly, and found that the ambipolar electric field due to charge
separation was the mechanism by which electrons could do work to the local electromagnetic
field.
One of the main points of chapter 4, discussed further in the last section, is that the region
of irreversible electron heating is inherently related to the generator region and the partial
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Figure 6.1: Kinetic energy filtering mechanism in an EDR exhaust. Before becoming remagnetized, electrons flowing away from the central EDR will lose some of their kinetic energy
to the local electric field opposing their motion. The combination of this effect with a steep
gradient in the magnetic field curvature radius Rc causes the highest energy electrons to lose
more energy than the lowest energy electrons, due to the fact that they will remagnetize
slightly further downstream and exchange more energy with the local electric field. The end
result is that the electron popultion loses some of its bulk kinetic energy during the remagnetization process, and that much of the lost energy came from the higher energy portion of
the electron population.

remagnetization of the electrons. If the generator region and the partial remagnetization
of the local electrons are associated with irreversible electron heating, then the gradient
of the magnetic field curvature radius along the outflow should have an influence on the
amount of heating versus laminar acceleration we see in reconnection. A directed beam
of electrons will scatter over a long distance along the outflow if they encounter a shallow
gradient in magnetic field curvature radius, whereas an identical beam encountering a sharp
gradient will be scattered much more efficiently since the electron heating mechanism of the
generator is more spatially confined (figure 6.2). Variability in the ∇Rc could be due to a
number of factors, such as the strength of the reconnecting fields, or if the reconnection is very
asymmetric. Another important variable that determines the spatial extent of a generator
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region in the exhaust is the energy and velocity distribution of the electrons coming out of
~ > 0), which is not easily generalizable and depends on the
the central load region (J~ · E
length of the EDR, the amount of time electrons spend in the EDR, the number of bounces
along N they go through, and the point of entry of the electrons into the current sheet [Ng
et al., 2011, Shuster et al., 2015].

Figure 6.2: Gradients in magnetic field curvature radius Rc influence how long a generator extends in the outflow direction (l1,2 ). The gyroradii of the lowest and highest energy
electrons are given by RLow and RHigh , respectively.

There is still work to be done to better understand the relationship between electron
acceleration, heating, and x-line growth. The mechanisms in the outer EDR suggest that
it is possible to relate these together, but it is still difficult to make any general claims
about how the structure of the outer EDR can vary without accounting for the variability
of parameters in the central EDR. In the next section, we will take a step back from the
detailed analysis of the mechanisms of the outer EDR, the evolution of electron phase space,
etc. and instead present a description of EDR formation and expansion from an arrow-oftime perspective, where we consider the general trend of the system based on the spatial
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distribution of electromagnetic energy density.

6.5

Arrow-of-Time Description X-line Behavior

The multi-scale processes of magnetic reconnection cannot be fully accounted for by a strictly
MHD or kinetic description. As we have seen in previous literature and in the results presented here, electron-scale dynamics in the EDR can influence the behavior of reconnection
x-lines at and above ion scales. We have seen that the EDR can be characterized by inner
and outer EDR regions, which exhibit time-independent and time-dependent processes, respectively. In a closer analysis of the electron remagnetization process in the outer EDR, we
have shown that local ambipolar and Hall electric fields help to mitigate the expansion of
the electron current sheet along L, resulting in a localized loss of plasma kinetic energy to
the local electric fields and ultimately to the heating of the electron population as electrons
remagnetize and scatter away from the neutral line. The relationship between electron remagnetization, electromagnetic field enhancement, electron heating, and the growth of the
EDR highlights the need to understand the intermediate length scales between purely electron kinetic and purely MHD regimes. We will not continue to discuss the complex electron
dynamics of EDRs, and instead try to take a simpler first-principles approach to describe
the general behavior of x-lines. Here, we seek to describe field-plasma interactions from a
thermodynamic perspective; considering how spatial distributions of energy density ought
to trend over time.
We begin this discussion by revisiting Poynting’s theorem (equation 1.16), initially under
the assumption that the energy transfer rate between the fields and the plasma is negligible
~ ≈ 0). Under this assumption, Poynting’s theorem takes the following form:
(J~ · E
∂u
~
= −∇ · S
∂t

(6.1)

Equation 6.1 describes a system where any temporal evolution in the local electromagnetic
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~ will point down gradients of energy
Figure 6.3: Under the assumption that Poynting flux S
density, any local maximum in u will reduce in the absence of any field-plasma energy transfer

energy density is due to electromagnetic flux flowing into the region (if
the region (if

∂u
∂t

∂u
∂t

> 0) or out of

< 0), with no loss or gain of the total electromagnetic energy. Consider

a basic profile of u with a local maximum (figure 6.3). If we assume that the system will
trend toward an equilibrium state, then the central maximum in the electromagnetic energy
density should decrease in time ( ∂u
< 0) as electromagnetic energy flux flows away from the
∂t
~ > 0) until the spatial distribution of u is uniform and both terms in
central maximum (∇ · S
equation 6.1 go to zero. Built into the claim that the system will trend toward an equilibrium
state is the assumption that the Poynting flux will tend to point down gradients in the
electromagnetic energy density, carrying electromagnetic energy away from maxima in u and
toward minima in u. This simplified description may be useful for describing reconnection,
~ Next, we will describe symmetric reconnection
especially when we re-introduce non-zero J~·E.
in this framework with the following assumptions: (1) The Poynting flux will always point
from regions of larger u to smaller u and (2) At a small enough length scale where kinetic
effects become more important, sharp gradients in u will result in direct energization of the
~
plasma, and non-zero signatures of J~ · E.
First, we begin with perfectly antiparallel magnetic fields before reconnection onset (figure
6.4), with a small spatially uniform background electric field. As is typically the case in
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space plasmas, we assume that the magnetic field contribution to the electromagnetic energy
2

B

density is generally larger than the electric field contribution by orders of magnitude 2µ
0

0 E 2
~ ×B
~ and S
~ pointing
, but the background electric field still contributes to a nonzero E
2

toward the center. The neutral line between the converging fields represents a local null in
|B| and therefore a local minimum in u.

Figure 6.4: With the presence of even a small background EM , the electromagnetic energy
~ in a magnetic field reversal
will converge toward the center via the Poynting flux S

~ the electromagnetic energy density will build up
In the absence of any significant J~ · E,
~ < 0 in the region. However, because this
between the converging fields due to the ∇ · S
is a perfect field reversal, there remains a central region where |B| = 0 and u is negligible
compared to the upstream values that are dominated by magnetic field contributions. Any
contribution to nonzero

∂u
∂t

at the very center of the magnetic field reversal must be due to

enhancements in the local electric field. For now, we assume these enhancements are not
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Figure 6.5: The balance of Poynting’s theorem without work (equation 6.1) dictates that
the magnitude of u will increase in the field reversal, while the center remains close to zero

significant compared to the magnetic field contributions near the center and that they are
~ while the fields and plasma are
not yet large enough to contribute to any appreciable J~ · E
still frozen-in. The result is a valley of energy density that grows in magnitude while the
center remains close to zero, causing the valley of energy density to become more narrow over
time (figure 6.5). At first glance, this runaway effect appears to trend away from equilibrium
as electromagnetic energy density builds up near the neutral line. To understand how this
process changes, we begin to turn to the small-scale effects on plasma particles.
The minimum u at the center of the magnetic field reversal is small, but non-zero due
to the background electric field. So far, the electric fields present in the system help drive
the overall motion of the MHD fluid, but their contribution thus far has been too small
to accelerate plasma particles that are still frozen-in to the magnetic fields. As the valley
in u becomes more narrow, it approaches smaller length scales over time. Eventually, the
magnetic field reversal can reach length scales on the order of the gyroradii of the plasma
particles. At such small scales, the gyroperiod-averaged magnetic field in the particle rest
frame approaches zero, so the primary contribution to the lorentz force (equation 1.7) comes
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from the electric field. De-magnetized particles are then accelerated and energized by local
electric fields. At this onset stage, the electromagnetic energy can now be dissipated directly
~ begins to become a significant term in the local balance of Poynting’s
into the plasma and J~·E
theorem (equation 1.16).
The buildup to the onset stage is a steady trend toward an unstable equilibrium. The
converging magnetic fields compress more electromagnetic energy density and more plasma
toward the center of the magnetic field reversal over time. As the scale of the energy density
valley approaches particle kinetic scale lengths, random variance in the plasma parameters
across space will eventually lead to some initial onset region, where the converging field energy contributes to enhancements in the local electric field beyond the background value and
allow electromagnetic energy to transfer directly to the plasma. The localized enhancement
in the non-ideal electric field and the formation of a diffusion region fundamentally changes
the trend of the system in the future.
~ becomes an important contribution to the balance of
Once the diffusion region forms, J~· E
~ that initiates the increase in J~ · E
~ also represents
equation 1.16. The local enhancement in E
a local maximum in the electromagnetic energy density u along the neutral line, embedded
in a u minimum along the normal direction (figure 6.6). There is now a gradient in the
electromagnetic energy density pointing away from the center of the onset region along L in
addition to the large gradient pointing toward the onset region along N. Initially, all three
terms in equation 1.16 may be significant, but equation 1.16 will rapidly trend toward a
time-independent balance in the diffusion region. This is because any components of SN
pointing away from the diffusion region will be diminished by the larger components of SN
pointing toward the diffusion region due to the converging upstream fields. Just above and
~ combined with no contributions from J~ · E
~
below the diffusion region, the net negative ∇ · S
results in localized regions where

∂u
∂t

> 0. With the diffusion region initially characterized

by

∂u
∂t

< 0, and the immediate regions above and below the diffusion region characterized

by

∂u
∂t

> 0, the diffusion region will approach a steady state where
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∂u
∂t

≈ 0 and the only

components of SN are due to the converging upstream fields (figure 6.7).

Figure 6.6: Reconnection onset occurs once there is a local enhancement in the electric field
strong enough to accelerate de-magnetized plasma particles, resulting in a local maximum
in u and SL components away from that maximum

Once the diffusion region has formed and reached a steady-state where

∂u
∂t

≈ 0, the

converging SN components can be efficiently converted to plasma energy. The diffusion
region will continue to expand along L due to the SL components pointing toward regions
of smaller u. The regions immediately adjacent to the diffusion region in the third panel of
figure 6.7 have a negative
∂SL
∂L

∂SN
∂N

component due to the converging fields and a small negative

component due to the energy flux coming from the diffusion region. Poynting’s theorem

~ contribution, the
dictates that in this fringe region, where there is not yet any significant J~ · E
electromagnetic energy density must be increasing in time
inner EDR where

∂u
∂t

= 0 and an outer EDR where

∂u
∂t

∂u
∂t

> 0. The overall structure is an

> 0, similar to our results in chapter

3. As time progresses, the SL components will cause the diffusion region to expand along
L while the diffusion region as a whole maintains a time-independent balance in Poynting’s
theorem.
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Figure 6.7: After onset, the system will quickly reach a steady-state due to the large SN
components toward the center

This description of reconnection treats the plasma and the electromagnetic fields as two
co-located but separate systems that can directly exchange energy only at certain small
scales. Once that scale is reached, the trend of the system is predicted based on the assumption that the landscape of energy density will try to reach equilibrium, and that energy flux
will tend to move from regions of high to low energy density. Perfectly symmetric reconnection with a single-fluid plasma is the simplest setup to use for the purposes of illustrating
these concepts, but it may be useful to discuss other complications to reconnection, and how
those complications may be accounted for in this framework.
So far in this section, we have assumed that the plasma is made up of a single arbitrary
particle species, all with a similar scale length. It is worth discussing how a multi-fluid plasma
could fit into this kind of description. For now, we will consider how a two-fluid system of ions
and electrons could influence the dynamics of the diffusion region. In an ion-electron plasma
the ”diffusion region” is really two diffusion regions, with an EDR embedded within an
IDR, since the ions demagnetize at a larger spatial scale than electrons. Reconnection onset
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occurs in the small-scale EDR, when non-ideal electric fields occur at the scale of the electron
gyroradius. The expansion of the EDR in this case is influenced by the ambipolar electric
and magnetic field structures caused by the effects of charge separation between ions and
electrons. The gradient in the electromagnetic energy density outside of the EDR is altered
from the single-fluid picture due to these fields. In the EDR-IDR boundary, the ambipolar
electric fields opposing the electron motion along L add to the local electromagnetic energy
density. Therefore, the regions adjacent to the EDR along the neutral line have a larger E 2
than outside of the IDR. This reduces the magnitude of the electromagnetic energy density
gradient from the central EDR to the outflow, reducing the effective energy flux out of the
diffusion region and causing it to expand at a slower rate.
It is also worth considering how the introduction of a guide field to otherwise symmetric
reconnection may play a role within this description. A guide field provides a non-zero
component of B 2 at the center of the magnetic field reversal. If this non-zero contribution to
u in the center of the reversal is large enough, it may influence the conditions for reconnection
onset by changing how sharp the gradient in Poynting flux can be. In the case of asymmetric
reconnection, the converging SN components would not be symmetric. After reconnection
onset, energy flux will flow into the outflow, preferentially angled toward the region with
weaker SN . The large magnetic field curvature gradients in the outflow of asymmetric
reconnection may also limit the extent of the diffusion region along L compared to symmetric
cases.
In closing, this description of reconnection rests on the idea that even with the complexity
of kinetic-scale behavior, the macro-scale trends of the system can be approximated to a degree, just as the thermodynamic trends of gasses can be predicted without perfect knowledge
of the positions and velocities all the gas particles. Unlike simple gasses, magnetized plasmas
have multiple scales of interaction that are important to consider. At MHD scale lengths,
the plasma and the fields effectively do not exchange energy. At kinetic scale lengths, they
can exchange energy directly via kinetic-scale electric fields if the particles are not frozen-in
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to the magnetic fields. In the future, it may be helpful to explore the conditions under which
we can claim these multi-scale interactions occur from an energy density perspective. In
chapter 4, we compared kinetic energy density, thermal energy density, and electromagnetic
energy density, and found that localized near the diffusion region, the kinetic energy density
can be larger than the electromagnetic energy density, which is not typically the case. This
suggests that comparisons between electromagnetic energy density and kinetic energy density may be useful to understand when and where diffusion regions can form and how they
grow.

80

CHAPTER 7
CONCLUSION

The research presented in this dissertation sought to address questions regarding the energy
conversion processes of the electron diffusion region, and how those kinetic-scale processes
tie in to larger scale dynamics of magnetic reconnection in general.
The data used in this study came from two major sources. The first source of data
came from in-situ plasma and field measurements taken by the MMS spacecraft in the magnetosphere. The high time resolution MMS data combined with multi-spacecraft analysis
methods provided the opportunity for detailed analysis of the EDR in naturally occuring
magnetic reconnection. The second source of data used in this study came from PIC simulations, which preserved some of the kinetic physics important to magnetic reconnection.
While the MMS measurements could provide in-situ measurments of real magnetic reconnection in space, the PIC simulations provided a broader picture of the diffusion region and
the x-line of magnetic recconection, and were critical to giving context to the results from
MMS.
In chapter 3, we used both sources of data to characterize the structure of the EDR from
an energy balance perspective, labeling different regions of the EDR based on the structures
of electromagnetic energy density and energy flux in those regions. The results we presented
suggest that the ”inner” EDR exhibits a nearly time-independent balance in Poynting’s
theorem, indicating that in the EDR, the electromagnetic energy flowing toward the x-point
is quickly and efficiently dissipated into plasma energy such that the electromagnetic energy
in the EDR stays relatively constant. We found that in the case of symmetric reconnection,
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such as was observed by MMS in this case, the balance of measured Poynting’s theorem was
improved by assuming no out-of-plane spatial derivatives. The use of 3D field reconstructuon
techniques with the MMS data confirmed this result, and improved the overall balance of
Poynting’s theorem. We used simulation data to determine the balance of Poynting’s theorem
in the ”outer” EDR as well. Unlike the inner EDR, the outer EDR exhibited strong timedependence, indicating that electromagnetic energy piled up in the outer EDR.
In chapter 4, we provided a more detailed analysis of the outer EDR, again including
simulation results and another MMS event that crossed the outer EDR region. One of the
features observed in the outer EDR was the presence of an electromagnetic generator region,
where plasma locally returns some of its energy back to the electromagnetic fields, in contrast
to the broader trend of reconnection being a process of converting electromagnetic energy
to plasma energy. The formation of the generator region in the outer EDR appears to be a
result of fast electron flows slowing down in the presence of Hall electric fields opposing their
motion along the outflow, with additional contributions by the reconnection electric field
briefly slowing down remagnetized electrons as they gyrate about the normal magnetic field.
We also sought to understand these regions and the outer EDR more generally in terms of
the various energy fluxes and energy densities present. By analyzing the dynamics of small
ensembles of test electrons varied in velocity space, we showed that upon crossing into the
outer EDR, the local electron population loses some of its energy to the local electric fields
and becomes scattered at the same time. This highlights the outer EDR as a region that
seems to filter bulk energy out of the electron population. The MMS data provide a picture
of a very unique energy flux structure, where the outer EDR overall is dominated by electron
enthalpy flux, with other significant contributions by the Poynting flux concentrated near
the separatrices. In a similar vein, the generator region near the neutral line is embedded
within a very localized region where the electromagnetic energy density is smaller than the
plasma energy density and even the electron kinetic energy density. This makes sense in
light of the fact that this is a region of plasma to field energy conversion, as we’d expect
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energy to generally flow from states of high energy density to lower energy density if we take
an arrow-of-time approach to analyzing the flow of energy in the system.
In chapter 5, we presented preliminary results of particle tracing techniques in conjunction
with velocity distributions in PIC simulations. These types of analysis methods could be a
good way to make sense of the distribution functions in simulation and spacecraft data. They
allow us to study specific features of particle distribution functions and predict how those
features were formed and how they can evolve in future timesteps. Such methods could prove
useful in future reconnection studies that try to connect the temporal evolution of x-lines to
the formation and evolution of phase space structures within the diffusion region.
In chapter 6, we discussed the results of the preceding chapters and tried to provide
additional commentary on the significance of the results and what they imply about the
relationships between small and large scales in reconnection. After summarizing the results
of the preceding chapters, we provided a discussion of the ”anti-dissipative” mechanisms
of the Hall electric field structures in the outer EDR. In that discussion, we hilighted the
importance of relating the process of electron remagnetization to the amount of work done
to the plasma by the local electric fields. We pointed out that the relationship between the
local magnetic field curvature, the local Hall electric field along the outflow, and the energy
of the electrons leaving the EDR is important to understand if we hope to describe the largescale physics that drive the temporal evolution of the x-line. We provided a simplified but
intuitive explanation of how these regions can act as filters of electron bulk kinetic energy due
to a combination of electric fields slowing down electrons and large gradients in the magnetic
field curvature remagnetizing different portions of the electron population depending on their
energy. We went on to provide some insight into how x-line growth can be mitigated by these
dynamics, and what kinds of plasma and field parameters may influence the rate of exchange
of plasma and electromagnetic energy in the outer EDR.
In the last section of chapter 6, we took a different approach to describe the dynamics
of magnetic reconnection. In that section, we sought to describe magnetic reconnection
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from an arrow-of-time perspective. That is, we built the description on the assumption that
electromagnetic energy will tend to flow down gradients in energy density, and that at some
kinetic length scale, the energy density structure will eventually get to such a point that it
will be favorable for the electromagnetic energy to flow directly into the plasma and form the
diffusion region. Upon formation of the diffusion region, we illustrate how the diffusion region
has to grow between the converging fields based on this energy density gradient perspective.
We also use this type of description to make sense of some of the results in chapters 4 and
5, including the balance of Poynting’s theorem in the inner and outer EDRs. At the end
of the section we tried to fit this kind of description into the multi-fluid picture, describing
how the charge separation between ions and electrons could change the topology of the
electromagnetic energy density and influence the growth of the x-line. We also made brief
statements on how guide fields and asymmetric conditions may be accounted for within this
framework.
The work presented here provides additional insight into the energization structures of
the EDR. The interaction of these structures is a crucial component of the reconnection
process, and ultimately need to be understood in detail if we are to fully understand the
physics of magnetic reconnection.
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