Abstract. The QR algorithm and its variants are among the most popular methods for calculating eigenvalues of matrices. Typical implementations chase bulges from top to bottom of an upper Hessenberg matrix. It is also possible to chase bulges from bottom to top. There are some situations in which it may be advantageous to chase bulges in both directions at once, in which case one needs a procedure for passing bulges through each other without mixing up the information that the bulges convey. This paper derives a procedure for passing bulges of arbitrary degree through each other. Experiments with a Fortran 90 program show that the procedure works well in practice for bulges of degree two.
1. Introduction. The family of QR-like algorithms [12] , [7] , [8] , [15] is one of the most prominent classes of algorithms for solving matrix eigenvalue problems. Most implementations of QR-like algorithms are bulge chasing algorithms. The matrix is first transformed to a condensed form (usually upper Hessenberg) by a similarity transformation. Then each QR iteration consists of a sequence of similarity transformations, which first create a bulge in the condensed form, then chase the bulge from one end of the matrix to the other.
For simplicity we will confine ourselves in this paper to the upper Hessenberg condensed form. Typically, bulges are created at the top of the matrix and chased downward, but it is also sometimes useful to create bulges at the bottom of the matrix and chase them upward. One might also wish to create bulges at both ends of the matrix and chase them toward each other. Then one has to ask how to pass the bulges through each other without mixing up the information that they contain. This paper will address that problem.
The problem of passing bulges through each other, or bulge exchange, was first considered by Byers [2] , [3] , who showed how to exchange two bulges of degree one or two in a Hamiltonian Hessenberg matrix. The motive was to create a version of the QR algorithm that preserves the Hamiltonian form. This is achieved by requiring that the transforming matrices be symplectic, which requires in turn that two "mirror image" bulges be chased in opposite directions. Watkins [16] showed that the bulge exchange does not depend on Hamiltonian structure; it can be done in arbitrary upper Hessenberg matrices, not only for QR algorithms, but for LR, SR, and other QR-like algorithms as well. However, the discussion in [16] was restricted to bulges of degree one.
Obviously it must be possible to exchange bulges of arbitrary degree, but for years we could not see how to do it. Finally we were able to discern the mechanism by which information is carried by bulges [18] , and this proved to be the key to understanding the bulge exchange process in general.
To give an idea of where bulge exchanges may be useful beyond the preservation of Hamiltonian form, we shall sketch two potential applications. First, bidirectional chasing (chasing bulges in both directions) may prove to be an effective strategy for decreasing memory traffic in parallel QR codes on distributed memory machines. Blocks of the matrix are doled out to the processors. Whenever a bulge gets to a block boundary, information has to be passed back and forth between processors. If a bulge from above arrives at a block boundary at the same time as another bulge arrives from below (and this can certainly be arranged), then information about both bulges can be swapped with no more effort than it would take to pass information about a single bulge. Thus the total message passing is decreased substantially.
The second potential application is of a completely different nature. There is a class of algorithms, exemplified by the LR algorithm without pivoting [22] , [5] , that operate on highly condensed, e.g., tridiagonal, forms. Algorithms of this type are able to preserve the highly condensed form because they forego pivoting. The price they pay for this is that they can be unstable because they must sometimes use extremely large multipliers (i.e., small pivots) in the elimination operations that the algorithm performs. A typical safeguard against this is to save a copy of the matrix before each iteration. If at any point during the iteration a multiplier exceeds a certain tolerance, the iteration is aborted and restarted with different shifts. The ability to pass bulges through each other offers an alternative to the wasteful restarting process. If at any time during the bulge chase it is found that an excessive multiplier is about to arise, the bulge can simply be stopped. A new bulge chase, with different shifts, can be initiated, and the new bulge can be passed right through the old one, which waits in place until conditions improve. Once one or two (or perhaps 100) bulges have passed through, conditions will become favorable for chasing the original bulge forward. This paper's contents. This paper derives a general procedure for passing bulges of arbitrary size through each other. Section 2 sets the stage by introducing explicit and implicit GR and RG algorithms and establishing the relationships between them. The implicit algorithms are the ones that chase bulges. A new explanation of the mechanism by which the bulges carry information is presented. Section 3, the heart of the paper, derives a procedure for exchanging bulges without mixing up the information that they carry. Section 4 describes numerical experiments that demonstrate the viability of the bulge exchange procedure for bulges of degree two in the QR (unitary) case.
Notation. The vector space of complex n-tuples is denoted I C n . The standard basis vectors in I C n are denoted e i , i = 1, . . . , n. The ith entry of e i is 1 and all other entries are 0. Technically we should write e (n) i
to specify the dimension of the space in which e i lies, but we shall delete the n, which will always be clear from context. The space of m × n complex matrices will be denoted I C m×n . a ij and a (k) ij denote the (i, j) entries of matrices A and A k , respectively. A * is the matrix whose (i, j) entry is a ji . I m is the identity matrix in I C m×m . Script letters such as S will be used to denote subspaces of I C n . S ⊥ denotes the orthogonal complement of S in I C n .
GR and RG decompositions. We will work within the context of the class of QR-like algorithms known as GR algorithms [20] . 1 The basic operation in an iteration of a GR algorithm is a GR decomposition. Given a matrix B ∈ I C n×n , a GR decomposition of B is a factorization of B into a product
where G is nonsingular and R is upper triangular. There are many ways to do a GR decomposition. For example, one can require that G be a unitary matrix, in which case the decomposition is called a QR decomposition. Every B has a QR decomposition; under mild conditions 2 the QR decomposition is essentially unique [15] . Another possibility is to require that G be lower triangular with ones on the main diagonal, that is, unit lower triangular. Then the decomposition is called an LR (or LU ) decomposition. Almost every B has an LR decomposition, which is unique [15] .
One can equally well perform an RG decomposition, B = RG, putting the upper triangular matrix first. There are many different types of RG decompositions, including RQ and RL.
Explicit GR and RG algorithms. Let us begin with GR algorithms. These are iterative processes; for our purposes it suffices to focus on a single iteration, starting with a matrix A ∈ I C n×n and resulting in a matrixÂ that is similar to A. First a spectral transformation function f is chosen. For the purpose of specifying the class of algorithms, the only requirement on f is that the matrix f (A) be well defined. The next step is to perform a GR decomposition: f (A) = GR. Just as there is much latitude in how f is chosen, there is also a great deal of choice in how the GR decomposition is carried out. Now there is the additional requirement that f (A) have a GR decomposition of the desired type (e.g., LR). If this is not the case, then either f or the type of GR decomposition being used has to be changed. Once a GR decomposition has been performed, the final step is to use G to perform a similarity transformation on A; specificallyÂ = G −1 AG. The whole process is summarized by two equations
We call this a GR iteration driven by f . If this process is performed repeatedly with intelligent choices of f and G, the iterates will tend to (block) upper triangular form, revealing the eigenvalues of A. In addition to GR algorithms there are RG algorithms, which are defined in a similar fashion. An RG iteration driven by f is summarized by the two equations
As we shall see, the RG algorithm is the GR algorithm with time reversal. Repeated application of the RG algorithm will also lead to (block) upper triangular form, but (assuming fixed f , for example) the (blocks of) eigenvalues will come out in the opposite order on the main diagonal.
1 All of the developments of this paper have extensions that can be applied to GZ algorithms for the generalized eigenvalue problem [11] , [8] , [15] , [21] .
2 For example, B is nonsingular or B is a proper upper Hessenberg matrix.
If A has spectrum λ 1 , . . . , λ n , then f (A) has spectrum f (λ 1 ), . . . , f (λ n ). The point of applying f is to spread out the spectrum. The more spread out it is (plotting magnitudes | f (λ i ) | on a logarithmic scale), the faster the iterates converge [20] .
Commonly f is taken to be a polynomial, but in this paper we will focus on rational f . Let us suppose to begin with that f = 1/q, where q is a polynomial whose zeros are not eigenvalues of A. A GR iteration driven by 1/q has the form
Notice that this is the same as an RG iteration driven by q, since the equations can be rewritten as
. Now suppose f = p/q, where p and q are polynomials. A GR iteration has the form
This can be decomposed into two iterations, a GR iteration driven by p followed by an RG iteration driven by q, as follows. First
Using the equation q(
1 , we see easily thatÂ and A are related by (2.1), where
is nonsingular and R = R −1 2 R 1 is upper triangular. Thus a GR iteration driven by a rational function can be accomplished by a GR iteration driven by the numerator polynomial followed by an RG iteration driven by the denominator polynomial. One easily checks that the same result is achieved if the RG step is done first; the order of the steps is immaterial.
Remark. Nothing that has been said so far depends on p and q being polynomials. Consider a GR step driven by any function p for which p(A) is invertible. Follow that with an RG step driven by the same p. As we have just seen, the result is a GR step driven by p/p = 1. Now 1(A) = I, whose spectrum is as unspread as possible; a GR step driven by I goes nowhere. This shows that the RG iteration driven by p cancels the GR iteration driven by p. In other words, an RG iteration is a GR iteration run in reverse.
Implicit GR and RG algorithms. If p is a polynomial, even if its degree is as low as two, computing p(A) is an expensive proposition. Therefore GR iterations are usually effected by a process that avoids the explicit computation of p(A). These are called implicit GR iterations, and they require that the matrix first be reduced to a condensed form such as upper Hessenberg. Let us assume, therefore, from this point on that A is a proper upper Hessenberg matrix. Upper Hessenberg means almost upper triangular: a ij = 0 for i > j + 1. Proper means that a i,i−1 = 0 for i = 2, . . . , n.
The key results are the following theorems. Notice that if p(A) = GR, then the first column of G is proportional to p(A)e 1 , which is the first column of p(A). Theorem 2.1 is a sort of converse of this simple observation. Theorem 2.1. Let A ∈ I C n×n be a proper upper Hessenberg matrix, and let p be a polynomial. Let G be a nonsingular matrix whose first column is proportional to x = p(A)e 1 , such thatÂ = G −1 AG is upper Hessenberg. Then there exists an upper triangular matrix R such that p(A) = GR. This is Theorem 2.4 of [19] . It says that if we can manage a similarity transformation that has the right first column and preserves upper Hessenberg form, we will have done a GR iteration. The next theorem is the RG analogue of Theorem 2.1. Theorem 2.2. Let A ∈ I C n×n be a proper upper Hessenberg matrix, and let q be a polynomial. Let G be a nonsingular matrix whose last row is proportional to y T = e T n q(A), such thatÂ = GAG −1 is upper Hessenberg. Then there exists an upper triangular matrix R such that q(A) = RG.
Thus if we can manage a similarity transformation that has the right last row and preserves upper Hessenberg form, we will have done an RG iteration. Theorems 2.1 and 2.2 are special cases of Theorems 2.9 and 2.10, which will be proved below.
Similarity transformations satisfying the conditions of Theorems 2.1 and 2.2 can be effected by bulge chasing algorithms. Chasing algorithms that perform GR iterations were described in [19] . These algorithms begin by doing a similarity transformation that creates a bulge in the upper Hessenberg form at the top. Then they return the matrix to upper Hessenberg form by similarity transformations that clear the columns one by one, proceeding from left to right. The effect of this is to chase the bulge down the main diagonal and off of the bottom edge of the matrix.
For variety's sake we will describe here bulge chasing algorithms that perform RG iterations implicitly. These create a bulge at the bottom and chase it to the top. Suppose we wish to carry out an RG iteration driven by the polynomial q of degree k. According to Theorem 2.2, we need a similarity transformation whose last row is proportional to y T = e T n q(A), the last row of q(A). We wish to avoid calculating q(A) explicitly. It turns out that computing only the last row is much cheaper if k ≪ n, as we shall assume. The polynomial q is normally given in factored form
which can be computed by a sequence of k matrix vector multiplications. Since e n has only its last entry nonzero and A is upper Hessenberg, only the bottom k + 1 rows of A are involved in the computation, only the last k + 1 entries of y T can be nonzero, and y T can be computed in O(k 3 ) flops. We have y i = 0 for i = 1, . . . , n − k − 1. It is important to note that y n−k = 0, because A is properly upper Hessenberg. Indeed y n−k = a n,n−1 a n−1,n−2 · · · a n−k+1,n−k .
Let G 0 = diag{I n−k−1 ,G 0 }, whereG 0 is a matrix whose last row is proportional toỹ T 0 = y n−k · · · y n . Thus the last row of G 0 is proportional to y T .
Clearly e T k+1G 0 = α
−1 0ỹ
T 0 for some nonzero α 0 . Another way to put this is to say thatG 0 is chosen in such a way thatG 
n,n−k−1 . This entry is certainly nonzero. In fact a
(1)
0 y n−k a n−k,n−k−1 . We call this a bulge of degree k.
The rest of the iteration consists of a sequence of similarity transformations that return the matrix to upper Hessenberg form by clearing out the rows one by one from bottom to top. The first step is to choose a G 1 such that G −1 1 clears out the last row of A 1 . The form of G 1 is diag{I n−k−2 ,G 1 , 1}, where the last row ofG 1 is proportional toỹ
1 , the last row is returned to upper Hessenberg form; the bulge is reduced by one row. When the similarity transformation is completed by left multiplication by G 1 , a column is added to the left-hand edge of the bulge. In other words, the matrix
has a bulge whose tip is at a (2) n−1,n−k−2 . This tip entry is certainly nonzero. Indeed a
n,n−k−1 a n−k−1,n−k−2 . This step establishes the pattern for the process. The next transforming matrix G 2 has the form diag{I n−k−3 ,G 2 , I 2 }, whereG 2 is chosen so thatG −1 2 returns row n − 1 to Hessenberg form and so on. After n − 1 steps the iteration is complete. TakingÂ = A n−1 , we haveÂ = GAG −1 , where G = G n−2 · · · G 1 G 0 . In this matrix product every factor except G 0 has the general form diag{M, 1}. Consequently the last row of G is the same as the last row of G 0 , which is proportional to the last row of q(A). SinceÂ is upper Hessenberg, we conclude from Theorem 2.2 that the bulge chasing algorithm affects an iteration of an RG algorithm driven by q.
This development establishes a somewhat weak connection between explicit and implicit versions of RG algorithms. A much more detailed connection is established in [21] .
The relationship between y and q. It is obvious that q determines y uniquely (given a fixed A) through the equation y T = e T n q(A). It is worth noting that y determines q uniquely as well.
Proposition 2.3. Let A be a properly upper Hessenberg matrix. Let y ∈ I C n . Then there is a unique polynomial q of degree less than n such that y T = e T n q(A). If y i = 0 for i = 1, . . . , n − k − 1 and y n−k = 0, then q has degree exactly k.
Proof. Since A is properly upper Hessenberg, the row vectors e This "row-wise" result has the following column-wise analogue. Proposition 2.4. Let A be a properly upper Hessenberg matrix. Let z ∈ I C n . Then there is a unique polynomial q of degree less than n such that z = q(A)e 1 . If z i = 0 for i = k + 2, . . . , n and z k+1 = 0, then q has degree exactly k.
How information is carried in the bulge. In an RG or GR iteration driven by the polynomial q, the information that needs to be carried in the bulge is the polynomial q itself, which we shall assume is monic, without loss of generality. q can be factorized completely over the complex field:
and it is usually presented in this form. Knowledge of the roots τ 1 , . . . , τ k , which are called the shifts for the iteration, is equivalent in principle to knowledge of q.
How is this information carried in the bulge? We already answered this question in [18] . Here we shall prove the main results of [18] by a different approach, getting some new insights along the way.
A good overall view of the bulge chasing process is achieved by embedding the pencil A − µI n in a larger pencilÃ − µN n+1 obtained by adjoining a column on the left and a row at the bottom.
We will consider various choices of vectors x and y. Notice that N n+1 is not an identity matrix; it is a strictly upper triangular matrix with ones on the superdiagonal. The symbol N stands for nilpotent. Since N n+1 is singular, a pencil of this form must have at least one infinite eigenvalue.
Let us first consider the case x = e 1 , y = e n . Then the pencilÃ − µN n+1 is upper triangular. Its determinant is the product of the subdiagonal entries of A, which is nonzero because A is properly upper Hessenberg. Thus the characteristic polynomial det(Ã − µN n+1 ) is a nonzero constant, which means that the pencil is regular and has no finite eigenvalues; all n + 1 eigenvalues are infinite. In fact each main diagonal entry a j+1,j − 0µ signals an infinite eigenvalue.
For the purpose of analyzing an iteration of the RG algorithm driven by q, we take
Now the eigenvalues of (2.2) are not all infinite. The pencil is not upper triangular, but it is still block triangular. It has the form
where H 0 is upper triangular and nonsingular, and B 0 ∈ I C (k+1)×(k+1) would be upper triangular, except that its last row consists ofỹ T , the nonzero part of y T . The asterisk denotes a submatrix whose values are not of immediate interest. The spectrum ofÃ − µN m+1 is the union of the spectra of H 0 − µN n−k and B 0 − µN k+1 . The spectrum of H 0 − µN n−k consists of ∞ repeated n − k times. The spectrum of B 0 − µN k+1 is much more interesting.
then the eigenvalues of B 0 − µN k+1 are τ 1 , . . . , τ k , ∞. In other words, the characteristic polynomial of B 0 − µN k+1 is q.
Proof. The entry in the lower left-hand corner of B 0 is y n−k , which is nonzero. It follows easily that the characteristic polynomial det(B 0 − µN k+1 ) has degree k. Thus the pencil is regular and has k finite eigenvalues and one infinite eigenvalue. We just need to show that the finite eigenvalues are τ 1 , . . . , τ k .
Let τ i be any one of the roots of q. Then q(z) = r(z)(z − τ i ) for some polynomial r of degree k − 1. Thus y T = s T (A − τ i I n ), where s T = e T n r(A). Only the last k entries of s can be nonzero; lets ∈ I C k denote this subvector. Then, in view of the definition of B 0 , the equation
The proof is now complete if τ 1 , . . . , τ k are distinct, as there can be no more than k finite eigenvalues. We can deduce the general result by continuity; just perturb the roots slightly to make them distinct. This causes a slight perturbation ofỹ. Then invoke the fact that the roots of the characteristic polynomial depend continuously on the data.
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Theorem 2.5 has an analogue for GR iterations, which we shall note for future reference. This is Theorem 1 of [18] . Theorem 2.6. Let q be a polynomial of degree k. LetÃ − µN n+1 be given by (2.2), where x = q(A)e 1 and y = e n . Let B 0 − µN k+1 be the (k + 1) × (k + 1) subpencil from the upper left-hand corner of the pencilÃ − µN n+1 . Then the characteristic polynomial of B 0 − µN k+1 is q. This point of view shows that the initial similarity transformation, which we had viewed at first as a bulge-creating transformation, can also be viewed as a bulge chasing transformation.
At intermediate stages in the bulge chase the matrix A i has the form
The corresponding pencil, which we can callÃ i − µN n+1 , has a corresponding bulge which prevents it from being upper triangular. It is, however, block upper triangular. It can be written in the block form
where j is the column index of the first column of the bulge in A i . H i − µN j and K i − µN n−k−j are upper triangular and have only ∞ as eigenvalues, repeated j and n − k − j times, respectively. The pencil B i − µN k+1 contains the bulge, so let us call it the bulge pencil. SinceÃ i − µN n+1 has the same eigenvalues as the original pencil A − µN n+1 , we can conclude that the eigenvalues of the bulge pencil are τ 1 , . . . , τ k and ∞. This shows how information about q is carried in the bulge; it is our main result.
Theorem 2.7. Consider a bulge chase driven by q(z) = (z − τ 1 ) · · · (z − τ k ). For i = 1, 2, . . . the k finite eigenvalues of the bulge pencil B i − µN k+1 are the shifts τ 1 , . . . , τ k . In other words, the characteristic polynomial of the bulge pencil is q.
Remark. This is a theoretical result, valid when the arithmetic is performed exactly. In floating-point arithmetic it can fail badly if k is large [18] . Thus one should use fairly small values of k (e.g., 2-6) in practice.
The local viewpoint. We have proved Theorem 2.7 by looking at the eigenvalues of the big pencil. This is the global viewpoint. A second approach (used in [18] ) is to prove the result by induction. We know that the initial bulge pencil B 0 −µN k+1 has eigenvalues τ 1 , . . . , τ k , ∞. We can prove Theorem 2.7 by showing that B i+1 − µN k+1 has the same eigenvalues as B i − µN k+1 . This is the local viewpoint, and it has an important advantage. When we consider matrices with two or more bulges, we want to be sure that each bulge retains the shifts that it is carrying. We would not want shifts somehow to hop from one bulge to another. The local viewpoint shows that this does not happen; the shifts travel with the bulge.
The transformations that generate B i+1 − µN k+1 from B i − µN k+1 are associated with the similarity transformation
corresponds to an equivalence transformation on B i − µN k+1 that clears out the last row. This deflates the infinite eigenvalue. That is, the transformed pencil has block triangular form; the bottom 1 × 1 block has eigenvalue ∞, and the top k × k block has eigenvalues τ 1 , . . . , τ k . Now delete the infinite eigenvalue by discarding the last row and column from the pencil. Next enlarge the pencil by adjoining a row and a column (obtained from the big pencil) at the top. This adds a new infinite eigenvalue. Now, left multiplication by G i transforms this pencil to B i+1 − µN k+1 . This is an equivalence tranformation, so it preserves the eigenvalues. Thus the eigenvalues of B i+1 − µN k+1 are the same as those of B i − µN k+1 .
The final configuration. At the end of the iteration, A has been transformed toÂ = GAG −1 , and the pencil has been transformed to
where z = Ge 1 . The bulge has been chased fromÃ, but the pencil still has a bulge, which has been compressed into z. Only the first k + 1 entries of z can be nonzero, so we can express the pencil in block triangular form as
where H n−1 − µN n−k is upper triangular and has an (n − k)-fold eigenvalue ∞. B n−1 − µN k+1 is the final bulge pencil of the RG iteration, and its characteristic polynomial is, of course, q. This is exactly the form of a pencil for the start of a GR iteration. IfÂ is properly upper Hessenberg, we can perform a GR iteration that undoes the RG iteration by chasing the bulge back down to the bottom. A will be properly upper Hessenberg as long as none of the shifts is an eigenvalue of A.
4 This is the generic case. If, on the other hand, some of the shifts are eigenvalues (i.e., q(A) is singular), there will be a deflation at the end of the RG iteration [19] , and the iteration will not be reversible.
We elaborate on these last remarks (generic case). AssumingÂ is properly upper Hessenberg, we can invoke Proposition 2.4 with A replaced byÂ to conclude that z = βq(Â)e 1 for some unique monic polynomialq of degree k and nonzero constant β. Theorem 2.6, applied with A, x, and q replaced byÂ, z, andq, respectively, then implies that the characteristic polynomial of B n−1 − µN k+1 isq. However, we already know that the characteristic polynomial is q. Thus z = βq(Â)e 1 , which is exactly the configuration we want for the beginning of a GR iteration onÂ [19] .
Chasing bulges in both directions. Our discussion of explicit GR algorithms showed that a GR iteration driven by a rational function p/q can be broken into a GR iteration driven by the polynomial p and an RG iteration driven by the polynomial q. These can be performed in either order.
If we want to implement the process implicitly, our task is to chase a bulge from the top of the matrix to the bottom (GR iteration), then chase a different bulge from bottom to top (RG iteration). Alternatively we can do the upward chase before the downward chase. We can also consider chasing both bulges at once, which brings us to the heart of the paper.
If we wish to perform a GR iteration driven by p, we need to start by calculating x = αp(A)e 1 , which is used to create a bulge at the top of the matrix. Similarly, an RG iteration is started by calculating y T = βe T n q(A), which is used to create a bulge at the bottom. We can simultaneously perform similarity transformations that create both of these bulges and then push them toward each other. The upper (lower) bulge has a bulge pencil whose characteristic polynomial is p (resp., q). In the big pencil viewpoint, we start with the configuration (2.2), where x = αp(A)e 1 and y T = βe T n q(A).
In this configuration the pencilÃ − µN n+1 has eigenvalues σ 1 , . . . , σ m and ∞ corresponding to the top bulge, τ 1 , . . . , τ k and ∞ corresponding to the bottom bulge, and ∞ with multiplicity n − m − k − 1 in the middle. Once the bulges have met, we need to pass them through each other somehow. The subpencil that contains the two bulges has the form
where B 11 − µN m+1 and B 22 − µN k+1 have characteristic polynomials p and q, respectively. The challenge is to perform similarity transformations on the matrix that transform this pencil into the form
where C 11 − µN k+1 and C 22 − µN m+1 have characteristic polynomials q and p, respectively. That is, we want to interchange the positions of the shifts. If we can accomplish this, we can then complete the iteration by chasing the new bulges away from each other until they are pushed off of the ends of the matrix. Call the resulting matrixÂ = G −1 AG. The final pencil is
where z has nonzeros in at most its first k + 1 positions, and w has nonzeros in at most its last m + 1 positions. In block triangular form the pencil looks like
D − µN k+1 and F − µN m+1 have characteristic polynomials q and p, respectively.
From what we now know about the transmission of information in bulges, this procedure ought to effect a GR iteration driven by the rational function p/q. However, we have not yet proved that it does. We will prove it in the generic case whenÂ is properly upper Hessenberg.
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Let us assumeÂ is properly upper Hessenberg. Then, since D−µN k+1 has q as its characteristic polynomial, we have z = γq(Â)e 1 by Proposition 2.4 and Theorem 2.6. Similarly, since F − µN m+1 has p as its characteristic polynomial, w T = δe T n p(Â) by Proposition 2.3 and Theorem 2.5. Summarizing the initial and final conditions, we have
These are clearly redundant; the conditions on x and z imply the conditions on y and w, for example. This follows from the invariance of the eigenvalues of the big pencil. The similarity transformationÂ = G −1 AG corresponds to the transformation zÂ 0 w
on the big pencil. Expanding this equation, we find that it is equivalent to the three equationsÂ
Theorem 2.9, which shows that the transformationÂ = G −1 AG is a GR iteration driven by p/q, will use the first two equations from (2.8) and the first equation from (2.5) and (2.6).
The proof of Theorem 2.9 depends on some basic facts about Krylov matrices. Given any A ∈ I C n×n and any v ∈ I C n , the Krylov matrix K(A, v) is the n × n matrix whose columns are v, Av, A 2 v, . . . , A n−1 v. One easily proves the following proposition. Thus the similarity transformationÂ = G −1 AG is an iteration of the GR algorithm driven by the rational function p/q.
Proof. Since GÂ = AG, we have GÂ i = A i G for all i, and Gq(Â) = q(A)G. Furthermore, the various hypotheses imply αp(A)e 1 = x = Gz = γGq(Â)e 1 = γq(A)Ge 1 , so p(A)e 1 = ρq(A)Ge 1 , where ρ = γ/α = 0. More generally,
for i = 0, 1, 2, . . . , n − 1. This can be rewritten as
Thus q(A) −1 p(A) = GR, where R = ρK(Â, e 1 )K(A, e 1 ) −1 is upper triangular by Proposition 2.8. Because we are restricted to the generic case, q(A) is guaranteed to be nonsingular [19] .
If we take q = 1 in Theorem 2.9, we have z = γe 1 , and the theorem reduces to Theorem 2.1. The proof is valid even in the nongeneric case, because now q(A) = I. In the nongeneric case both p(A) and K(Â, e 1 ) are singular, but the proof remains valid.
Theorem 2.9 has a companion. Thus the similarity transformationÂ = GAG −1 is an iteration of the RG algorithm driven by the rational function q/p. This is just a restatement of Theorem 2.9 with the symbols G and G −1 interchanged; the hypotheses of the two theorems are equivalent. If one wishes to prove Theorem 2.10 directly, one can do so with the help of Krylov matrices built by stacking rows of the form e where B 11 − µN m+1 and B 22 − µN k+1 have characteristic polynomials p and q, respectively, how do we transform it to the form
where C 11 − µN k+1 and C 22 − µN m+1 have characteristic polynomials q and p, respectively? This is a block swapping problem similar to that of swapping two blocks of a matrix in real Schur form [1] or two blocks of a matrix pencil in generalized real Schur form [9] , [10] . These swaps are accomplished by applying a transformation determined by solving a Sylvester or generalized Sylvester equation, respectively.
The method of [9] , [10] cannot be applied directly to the pencil (3.1) because that method is designed for pencils F − λG with arbitrary G; it will not preserve the righthand matrix N m+k+2 . In order to preserve the special form of (3.1) and (3.2), we must restrict ourselves to equivalence transformations of a certain type, namely, those that correspond to similarity transformations on the matrix in which B is embedded. Thus every application of a transformation diag{1, G −1 } on the right must be matched by a transformation diag{G, 1} on the left. We shall see how to transform (3.1) to (3.2) using only transformations of this type by solving a Sylvester-like equation.
A critical assumption will be that σ i = τ j for all i and j, where σ 1 , . . . , σ m and τ 1 , . . . , τ k are, as before, the zeros of p and q, respectively. This is the normal situation. After all, there is no profit in sending the same shift in opposite directions. For rapid convergence the τ 's should be well separated from the σ's.
Deflating subspaces. We review some of the basic ideas associated with deflations of matrix pencils [13] , [14, p. 752] . Let B − µM be an n × n regular matrix pencil. Regular means that the characteristic polynomial det(B − µM ) is not identically zero. Let S be a subspace of I C n of dimension j, with 0 < j < n. Let T B = BS = {Bx | x ∈ S}, let T M = M S, and letT = T B + T M . Then (B − µM )S ⊆T for all µ. S is called a deflating subspace for the pencil B − µM if dim(T ) ≤ j. If S is a deflating subspace and T is any j-dimensional subspace of I C n containingT , then (S, T ) is called a deflating pair of subspaces for the pencil B −µM .
The following characterization is clearly true. A pair (S, T ) of j-dimensional subspaces is a deflating pair if and only if BS ⊆ T and M S ⊆ T .
There is also a useful matrix characterization of deflating pairs. Let s 1 , . . . , s j and t 1 , . . . , t j be bases of S and T , respectively, and let S 1 = [s 1 , . . . , s j ] ∈ I C n×j and If it happens that M S = T , the bases can be chosen so that M s i = t i , i = 1, . . . , j. With this choice the equations (3.3) take the simpler form
which can also be written as the single equation Knowledge of deflating subspaces allows one to transform the pencil to block triangular form. Let S 1 and T 1 be matrices satisfying (3.3), and let S 2 , T 2 ∈ I C n×(n−j)
be matrices chosen so that S = S 1 S 2 and T = T 1 T 2 are nonsingular. Let
, from which we find that B ′ − µM ′ has the form
A pencil that has been transformed to this form has (E j , E j ) as a deflating pair, where E j = span{e 1 , . . . , e j }. Proof. BS ⊆ T if and only if B * T ⊥ ⊆ S ⊥ . This is true for any operator, so it is true for M also. The first part follows immediately.
The second part is perhaps most easily seen by looking at matrices. If (S, T ) is a deflating pair, there is a similarity transformation to block triangular form . The similarity transformation (3.5) can also be written as
Define matrices U = U 1 U 2 and V = V 1 V 2 by U * = S −1 and V * = T −1 . Then U * S = I, which implies that the columns of U 2 span S ⊥ . Similarly the columns of V 2 span T ⊥ . Writing (3.6) in block form, we have
This shows that (T ⊥ , S ⊥ ) is a left deflating pair (reproving the first part) whose associated eigenvalues are the eigenvalues of B . . , τ k , ∞, respectively. We would like to reverse this configuration; we want a pencil of the form (3.2), where (E k+1 , E k+1 ) is the right deflating pair associated with τ 1 , . . . , τ k , ∞.
The bulge exchange procedure. We begin with the form (3.1). B 22 − µN k+1 has eigenvalues τ 1 , . . . , τ k , ∞. We want to move these eigenvalues to the top, so to speak. Our procedure begins by separating the infinite eigenvalue from the others. This yields the deflating subspace associated with the finite eigenvalues. For now we are working within the small pencil B 22 − µN k+1 . The left deflating subspace associated with the eigenvalue ∞ is the left nullspace of N k+1 , which is U = span{e k+1 }, since e * k+1 N k+1 = 0. Let v * denote the last row of B 22 . Then e * k+1 B 22 = v * , so if we let V = span{v}, then (U, V) is the left deflating pair for the eigenvalue ∞. By Proposition 3.1 the pair (V ⊥ , U ⊥ ) is the right deflating pair for the finite eigenvalues.
Thus we just have to find span{v} ⊥ . Let U be a nonsingular matrix such that
for some α, and let Y denote the (k +1)×k submatrix consisting of the first k columns of U . Then the columns of Y form a basis of V ⊥ = span{v} ⊥ . Let Z = N k+1 Y . Then, since all of the eigenvalues associated with V ⊥ are finite, the columns of Z are linearly independent and form a basis of U ⊥ . Therefore, as in (3.4), there is a k × k matrix F such that
The eigenvalues of F are τ 1 , . . . , τ k .
It is easy to compute F . Both B 22 Y and Z have bottom rows consisting entirely of zeros. Let C and E be the square matrices obtained by deleting these zero rows from B 22 Y and Z, respectively. Then C = EF . Since Z has full rank, E is nonsingular. Therefore F = E −1 C. Now let us shift our attention to the larger pencil
where N 11 = N m+1 and N 22 = N k+1 . We wish to find the right deflating subspace associated with τ 1 , . . . , τ k . This is tantamount to satisfying a larger version of (3.8), which can also be written as B 22 Y = N 22 Y F . Thus we seek X ∈ I C (m+1)×k such that
Proposition 3.2. Equation (3.9) has a unique solution X if σ i = τ j for all i and j.
Proof. The second of the two blocks in equation (3.9) is just (3.8), so X just has to be chosen so that the first block is satisfied. This can be written as a Sylvester-like equation
Letting Z = N 11 X + N 12 Y , we can write this as the generalized Sylvester equation
This has a unique solution (X, Z), because the pencils B 11 − µN 11 and F − µI have disjoint spectra [4] .
Our program is to transform X Y , whose columns span the deflating subspace associated with τ 1 , . . . , τ k , to the leading part of the pencil. We begin by deflating an infinite eigenvalue, pushing the two bulges together. This is achieved by right multiplication by diag{I m+1 , U } and left multiplication by diag{I m , U −1 , 1}. This is the same U as before, the one that satisfies
By the construction of U ,B has the block triangular formB = B * 0 α .
If we drop the last row and column, we deflate an infinite eigenvalue. Doing so we obtainB
Equation (3.11) shows that the columns of [ µN m+k+1 associated with τ 1 , . . . , τ k . We want to move this space to the top of the pencil. This requires a transformation that compresses the nonzeros in [
] to the top. Bearing in mind the constraint on the form of the transformations that we are allowed to perform onB, we see that we will not be able to touch the first row of X. Denoting this row by u T , we can write
Let G be a nonsingular matrix such that
where R ∈ I C (m+k)×k is upper triangular. From the form of W it is clear that R has full rank (k). LetC = diag{G −1 , 1}Bdiag{1, G}. We are going to transform (3.11) into an equation involvingC, but first let us note that
The bottom m rows of R are zero. In order to emphasize this fact we write
whereR ∈ I C (k+1)×k has full rank. Multiplying (3.11) on the left by diag{G −1 , 1} and making appropriate insertions, we obtaiñ
C is not block triangular, but, as we shall see, it is nearly so. Before we can break out two separate bulges, we need to put back the infinite eigenvalue that we removed earlier. Before we do that, let us investigate the special properties ofC.
First letC N W denote the (k + 1) × (k + 1) submatrix in the northwest corner of C. Then the top k + 1 rows of (3.13) imply that (3.14) which implies that the k-dimensional subspace spanned by the columns ofR is a deflating subspace of the pencilC N W −µN k+1 corresponding to eigenvalues τ 1 , . . . , τ k , the eigenvalues of F .
This assumes thatC N W − µN k+1 is a regular pencil. Actually we cannot rule out the possibility thatC N W − µN k+1 is singular; it can happen that the last row of C N W is identically zero. However, (3.14) holds in any event. Now letC SW denote the (m + 1) × (k + 1) submatrix in the southwest corner ofC. Notice thatC SW andC N W overlap by one row. The bottom m + 1 rows of equation (3.13) imply thatC SWR = 0. Thus all rows ofC SW (which are members of I C k+1 ) are orthogonal to the k linearly independent columns ofR, so they all lie in a one-dimensional subspace. ThusC SW has rank at most one. In fact the rank is exactly one; if it were zero, thenC − µN k+m+1 would be a singular pencil.
Remark. LetC SE be the (m+1)×(m+1) submatrix in the southeast corner ofC (overlapping withC SW by one column). One can show that the pencilC SE − µN m+1 is either singular (with its first column identically zero) or has σ 1 , . . . , σ m , ∞ as its eigenvalues. This fact is not needed for our development, so we omit the proof.
One can also show that the pencilB − µN m+k+1 has similar structure. We can readily push the bulges apart again by applying a transformation that condenses the rank-one submatrixC SW . Specifically, add one row and one column to the pencilC − µN m+k+1 to obtain
This restores the infinite eigenvalue that was deleted earlier. Let x ∈ I C m+1 be a nonzero vector that is proportional to the columns ofC SW , and let V be a nonsingular matrix such that
SW has nonzero elements only in its first row. Thus if we apply diag{I k , V −1 , 1} to the left-hand side of (3.15), we will obtain a pencil of the form
where C 11 is (k + 1) × (k + 1). We now complete the transformation by applying diag{I k+1 , V } on the right to obtain
Since this pencil is regular, both of the subpencils C 11 − µN k+1 and C 22 − µN m+1 must be regular. It is not hard to see that the eigenvalues of C 11 − µN k+1 are τ 1 , . . . , τ k , and ∞. We just need to show that (3.14) continues to hold whenC N W is replaced by C 11 . But C 11 differs fromC N W only in the last row, so we just have to check that the last row of the equation remains valid. Let c T denote the last row of C 11 . We have to show that c TR = 0. But c T is also the first row of V
−1C
SW , so c TR = e . . , τ k are eigenvalues of C 11 − µN k+1 . Of course ∞ is also an eigenvalue, since N k+1 is singular. Finally, C 22 − µN m+1 must carry the complement of the spectrum, namely, σ 1 , . . . , σ m and ∞. Our mission is accomplished.
Summary of the procedure. Practical matters. The transformation from (3.1) to (3.2) is a product of three transformations involving matrices U , G, and V satisfying (3.7), (3.12) , and (3.16), respectively. U and V accomplish simple tasks that can be handled by a reflector, a Gaussian elimination transformation, or some other simple rank-one modification of I. G is a matrix that accomplishes a GR decomposition of W ∈ I C (m+k)×k , so it will normally be a product of k such simple transformations. The minimal requirement on all of these matrices is that they be nonsingular, but we would also like them to be well conditioned for stability's sake.
Before we can compute the GR decomposition (3.12), we need to calculate X by solving the Sylvester-like equation (3.10) . One approach is to use a variant of the Bartles-Stewart algorithm [8, p. 388] , which exploits the structure of the equation. However, this may not be worthwhile if m and k are small. Equation (3.10) is a system of (m + 1)k linear equations. If, for example, m = k = 2, we have six equations in six unknowns, which can be solved cheaply by standard software.
The function of the matrix V −1 is to map each column ofC SW to a multiple of e 1 . This is possible in principle because the columns ofC SW are proportional. In practice, however, the columns will not be exactly proportional because of roundoff errors, so there is no one vector x that is proportional to all of the columns. How does one choose x then? Our solution is to calculate the singular value decomposition ofC SW . This is inexpensive if k and m are small. We then take x to be the left singular vector corresponding to the maximum singular value. This guarantees that the numbers that this transformation is supposed to make zero are no bigger than V −1 i>1 σ i in practice. We have to set these numbers to zero in order to continue the computation. We can do so without compromising backward stability only if the numbers are tiny, i.e., on the level of the machine precision relative to A .
It would be nice if we could prove that these numbers are always tiny, but existing results [1] suggest that this may not be possible. The accuracy of the transformation V depends on how accurately the Sylvester-like equation (3.10) is solved. An accurate solution can be guaranteed if the Sylvester operator X → B 11 X − N 11 XF is well conditioned. We know that this operator is nonsingular if and only if the σ i are all distinct from the τ j . Thus it is reasonable to expect that the operator will be well conditioned if the σ i are well separated from the τ j . Since we control the shifts, we can always arrange for good separation, which is also desirable from the standpoint of convergence. Unfortunately, good separation of the shifts does not absolutely guarantee a well-conditioned Sylvester operator. Consequently, we cannot guarantee backward stability without actually checking the numbers that are to be set to zero. Conversely, we can guarantee backward stability by performing the bulge exchange tentatively and checking the numbers (cf. [1] , [10] , [9] ). If they are not small enough, we refuse to perform the exchange. Instead we can either form one big bulge from the two smaller ones and chase it in one direction or the other or, equivalently, chase one of the bulges back to its point of origin and follow it with the other. If adequate shift separation is maintained, events of this type should be rare.
The bulge swapping procedure is summarized as follows:
• Calculate U satisfying (3.7). Extract Y from U .
• Calculate F using (3.8).
• Solve (3.10) for X.
• Perform right transformation involving U and left transformation involving U −1 to get pencilB − µN m+k+1 .
• Calculate G satisfying (3.12).
• Perform left transformation involving G −1 and right transformation involving G to get pencilC − µN m+k+1 .
• Calculate singular value decomposition (SVD) ofC SW . Let x be the dominant left singular vector.
• Use x to construct V satisfying (3.16).
• Perform left transformation involving V −1 and right transformation involving V to get (3.17) .
• Check that the numbers that were to be zeroed out really are small. If they are small, then set them to zero. Otherwise, refuse to perform the swap.
Numerical results.
To see how these ideas work in practice, we wrote a Fortran 90 bidirectional double-shift real QR code. This means that m = k = 2, the code handles real matrices, and all transformations are real and orthogonal (Householder reflectors). Complex shifts are allowed, but they must occur in conjugate pairs. The purpose of this exercise was simply to find out whether the exchange procedure works. We know of no reason to believe that a bidirectional QR algorithm will be faster or more accurate than a conventional QR code in a serial setting.
The shifting strategy was derived from the standard strategy. That is, σ 1 and σ 2 (resp., τ 1 , τ 2 ) are taken to be the eigenvalues of the lower right-hand (resp., upper left-hand) 2 × 2 principal submatrix of A. Before an iteration is started, the shifts are checked to make sure they are not too close together. If
the iteration is undertaken with the given shifts. Otherwise, the τ j are perturbed by an ad hoc procedure that guarantees the desired separation. The shifting strategy is decidedly primitive; surely there are better strategies. For example, one can choose shifts from among the eigenvalues of larger principal submatrices, as suggested in [17] .
Each bulge exchange was performed tentatively. After the swap, the part of the matrix that contains the two bulges has the form 
where the δ ij are the numbers that should be zero. The swap is accepted, and the δ ij are set to zero, if
where ǫ is the machine precision. If the swap is rejected, the bulge that came up from below is chased back to the bottom, after which the bulge that came from above is also chased to the bottom. This test is more stringent than is necessary for normwise backward stability; a threshold of 10ǫ A would be good enough. We chose the stricter criterion in order to improve the accuracy of small eigenvalues of graded matrices.
The code was tested on numerous upper Hessenberg matrices, including the following seven examples. Matrix 1 is an 800 × 800 matrix created by filling an array with random numbers (normal with mean 0 and variance 1) and reducing it to upper Hessenberg form.
Matrix 2 is a 700 × 700 matrix with known eigenvalues, which was created as follows. A quasi-triangular matrix with 50 real and 650 complex (random) eigenvalues and a modest departure from normality was built. Then a random orthogonal similarity transformation was applied. Finally, the matrix was reduced to upper Hessenberg form.
Matrix 3, also 700 × 700, was constructed by the same procedure as matrix 2, except that the departure from normality was made ten times as great. The eigenvalues of this matrix are somewhat ill conditioned.
Matrix 4 is a 625 × 625 matrix with characteristic polynomial (x 125 − 2) 5 , constructed as follows. A random orthogonal similarity transformation was applied to the companion matrix of (x 125 − 2) 5 . Then the matrix was reduced to upper Hessenberg form. All eigenvalues have geometric multiplicity 1, algebraic multiplicity 5, and infinitessimal condition number ∞.
Matrix 5 is a 750 × 750 matrix created by filling the upper Hessenberg part of an array with random numbers.
Matrix 6 is a graded 750 × 750 matrix obtained by creating an upper Hessenberg matrix like matrix 5, then multiplying the jth row by 1.1 n−j+1 , j = 1, . . . , 750. Matrix 7 is a 600 × 600 matrix with known eigenvalues constructed in the same way as matrix 2, except that the eigenvalues 1.1 m (1±i), m = 1, . . . , 300 were assigned. Computing times and accuracies are recorded in Tables 4.1 and 4.2, respectively. All computations were performed in IEEE standard double precision arithmetic on a DEC AlphaStation 500/333. Four different methods were used. The method denoted "BIQR" is the bidirectional QR algorithm. The method "QR" denotes the same Fortran 90 code as BIQR with the parameters set so that bulges are chased downward only. Thus it is a standard double-shift QR code. Similarly, "RQ" is the same code set so that it chases bulges upward only; it is a standard double-shift RQ code. "LAPACK" denotes the LAPACK [6] code DHSEQR, which performs the multishift QR algorithm. The BIQR, QR, and RQ codes are written in vanilla Fortran 90; we have not attempted to make them fast. In contrast, the LAPACK code was run using tuned level-2 BLAS from DEC's DXML library. Thus it is significantly faster in most cases. If one wishes to compare only comparable codes, one should compare BIQR to QR and RQ. Table 4 .1 shows that BIQR is about as fast as QR and RQ in most cases. Similar results were obtained for smaller matrices. is the maximum relative error over all eigenvalues of the matrix. For matrices whose eigenvalues are not known, the values computed by the LAPACK code were taken to be the "true" eigenvalues. Table 4 .2 shows that BIQR is as accurate as any of the other methods. BIQR did not reject any bulge swaps on Matrices 1-5. About 4000 iterations were performed altogether in these five computations. Numerous additional tests on matrices of these types showed that bulge exchange rejections are extremely rare.
The results for matrix 6, the graded matrix, are quite interesting. All methods ran much faster on this matrix than on the ungraded matrix 5. The considerable savings were due to the matrix's tendency to split apart during QR iterations. Notice that in this case "QR" is significantly faster than LAPACK. Most methods were able to resolve even the smallest eigenvalues. The exception was RQ, which chases bulges in the "wrong" direction and thereby deflates the large eigenvalues first. Not only did it fail to resolve the small eigenvalues; it was also much slower than the other methods. If the grading is reversed, RQ performs well and QR looks bad (and so does LAPACK).
While computing the eigenvalues of matrix 6, BIQR rejected 62 bulge swaps during iterations 67-132. Many of these just barely failed to pass the test (4.1). Every one of them would have passed the less stringent test max ij | δ ij | < 10ǫ A , but then the smallest eigenvalues would not have been resolved as well. When the run was repeated with the test (4.1) turned off, the maximum relative error jumped from 10 −12 to 10 −8 . On matrix 7, BIQR rejected 59 bulge swaps in the first 66 iterations. Turning off the test (4.1) caused no loss of accuracy in this case.
These experiments do not demonstrate the superiority of the code BIQR; indeed, they were not expected to. They do demonstrate the viability of the bulge swapping procedure, which has several potential applications to eigenvalue computations.
