Neural data are inevitably contaminated by noise. When such noisy data are subjected to statistical analysis, misleading conclusions can be reached. Here we attempt to address this problem by applying a state-space smoothing method, based on the combined use of the Kalman filter theory and the Expectation-Maximization algorithm, to denoise two datasets of local field potentials recorded from monkeys performing a visuomotor task. For the first dataset, it was found that the analysis of the high gamma band (60-90 Hz) neural activity in the prefrontal cortex is highly susceptible to the effect of noise, and denoising leads to markedly improved results that were physiologically interpretable. For the second dataset, Granger causality between primary motor and primary somatosensory cortices was not consistent across two monkeys and the effect of noise was suspected. After denoising, the discrepancy between the two subjects was significantly reduced.
Introduction
Experimental measurements are noisy. For neural recordings, the noise may arise from a multitude of sources, both intrinsic and extrinsic to the nervous system. Operationally, supposing that recorded data are composed of two parts, signal of interest and other processes unrelated to the experimental conditions, the latter can be collectively referred to as noise. The presence of noise can adversely impact the statistical analysis performed on the data (Albo et al., 2004) . Consider two possibilities. First, if noise has a broadband spectrum, its deleterious effect is thus expected to become progressively more severe in higher frequencies (e.g. gamma band), as the power of neural signals typically decreases with frequency in a 1/f fashion (Buzsaki and Draguhn, 2004) . Thus far, this problem has not received much research interest, despite the fact that high frequency neural activity is hypothesized to have a significant role in normal brain functions and in pathology (Keil et al., 1999; Tallon-Baudry and Bertrand, 1999; Buzsaki and Draguhn, 2004; Schnitzler and Gross, 2005) . Second, for multivariate neural data, Granger causality has become a useful tool in revealing directions of neuronal interactions among different brain regions, both in the time and in the frequency domain (Bernasconi and Konig, 1999; Bernasconi et al., 2000; Hesse et al., 2003; Brovelli et al., 2004; Bollimunta et al., 2008; Dhamala et al., 2008a,b; Guo et al., 2008a,b ; * Corresponding author. Tel.: +91 80 23600373; fax: +91 80 23600146.
E-mail address: rangaraj@math.iisc.ernet.in (G. Rangarajan). Marinazzo et al., 2008) . Theoretical derivations and numerical simulations have shown that noise, depending on the signal-to-noise ratio, can give rise to false directions while masking true directions (Nalatore et al., 2007) . The manifestation of this problem in neural data analysis has not been studied.
Analyzing two datasets of local field potential recordings from monkeys performing a visuomotor task, we wish to accomplish two objectives. The first objective is to demonstrate the adverse effects of noise in two specific problems: (1) correlation between prefrontal high gamma activity prior to stimulus onset and response time and (2) beta band Granger causality between primary motor and primary somatosensory cortex during motor maintenance. First, a positive correlation between the level of prestimulus high gamma oscillation (60-90 Hz) and the response time (RT) was found in one monkey (TI). This result contradicts the known properties of gamma oscillations, and the effect of noise is suspected. Second, for the interaction between the primary motor and primary somatosensory cortex in the beta band (15-30 Hz), Granger causality analysis revealed apparent discrepancies between two monkeys (GE and LU), and the effect of noise was again suspected. The second objective is to evaluate the effectiveness of a statistically principled method to separate signal from noise. The method, formulated in state space, combines Kalman filter smoothing with the Expectation and Maximization (EM) algorithm, and has been proven effective in a number of previous studies (Dempster et al., 1977; Digalakis et al., 1993; Gahramani and Hinton, 1996; Weinstein et al., 1994; Shumway and Stoffer, 1982; Smith and Brown, 2003; Smith et al., 2004 Smith et al., , 2005 Nalatore et al., 2007) . Our results show that, after denoising, (1) the correlation between prestimulus prefrontal high gamma activity and response time became significantly negative, meaning that higher levels of gamma activity immediately prior to stimulus onset lead to faster response times, an observation consistent with the putative role of gamma activity in mediating top-down attentional control (Engel et al., 2001 ) and (2) the Granger causal influences in the beta band between primary motor and primary somatosensory cortices become more consistent between the two monkey subjects. Both results can be seen as providing evidence for the effectiveness of the proposed denoising approach.
Methods

The denoising algorithm
Kalman filtering (Haykin, 2001 ) is a standard method for removing noise from noisy data, a process called denoising. Let y t = (y 1t , y 2t , . . ., y Nt ) denote the data from N recording channels at time t (where denotes matrix transpose). We will model this using the following noisy multivariate autoregressive (MVAR) model:
where z t is an N × 1 vector giving the true state of the system, A i is an N × N coefficient matrix, p is the order of the MVAR process, ε t is an N × 1 Gaussian error vector with zero mean and covariance matrix S, and v t is an N × 1 noise vector with zero mean and covariance matrix R. Thus the observed time series {y t } is being viewed as composed of two parts: signal of interest (z t ) and other unrelated processes collectively referred to as noise (v t ). The signal is recovered via an iteration process to be detailed below, which is initiated by estimating the parameters in the above equations through fitting an MVAR model directly to the noisy data using standard procedures, including model order determination by the AIC criterion (Ding et al., 2000) . The source of noise in neural data can be manifold, including noise that is intrinsic to the nervous system, as well as environmental and instrumental noise. For more discussions on this, see Section 4. To apply the Kalman filter algorithm, we first need to rewrite the above model in a state-space form. This can be accomplished by introducing an M × 1 state vector x t = (z t , z t−1 , . . . , z t−p+1 ) where M = Np. In terms of this vector, it can be easily shown (Shumway and Stoffer, 2000) that the noisy MVAR(p) model can be written as
Here x t is the unobserved (or "hidden") signal vector of dimension M × 1 and y t is the N × 1 observed data vector that is the signal contaminated by noise v t . The objective of Kalman filtering is to recover x t based on y t . In the above equation, A is an M × M state transition matrix given in terms of the unknown coefficient matrices A i (Shumway and Stoffer, 2000) , C is a trivial N × M observation matrix given by (I, 0, . . ., 0) comprising one N × N identity matrix and p − 1 N × N zero matrices, and w t = (ε t , 0 , . . . , 0 . . . ) is an M × 1 zero-mean Gaussian independent and identically distributed vector random variable with the M × M covariance matrix Q (which has S in the upper right-hand corner and zeros elsewhere). This formulation of Kalman filter is not directly applicable to experimental data as it assumes the knowledge of the model describing the state-space dynamics. That is, A, C, Q, R are assumed to be known. In our case, this knowledge is not available except for C (which is a fixed constant matrix for MVAR models as described above). This problem is overcome by combining the Kalman filter formulation with the Expectation and Maximization algorithm (Dempster et al., 1977; Digalakis et al., 1993; Gahramani and Hinton, 1996; Weinstein et al., 1994) . A similar approach has been used by Smith et al. to estimate state-space parameters from neural spike trains and behavioral data (Smith and Brown, 2003; Smith et al., 2004 Smith et al., , 2005 . A review of other applications of this method appears in Roweis and Ghahramani (1999) .
The denoising algorithm includes the following steps (Nalatore et al., 2007) . Let {x} and {y} denote the set {x t } and {y t }, respectively, for all time. Other than the actually observed vector {y}, if we were able to observe the hidden state vector {x}, then we could consider {x, y} as the complete data with the joint density Stoffer, 1982, 2000) :
Under the Gaussian assumption, the joint log likelihood (given by log P({x}, {y})) can be written as
where again denotes matrix transpose. We have assumed that 
For j = 1, 2, . . .. We start the iteration with the initial guess Â (0) for the parameter values. We obtain these by applying the standard AR model estimation procedures to the noisy data (Ding et al., 2000) , yielding A i s and S, which can then be put in their respective state-space forms A (0) and Q (0) . The initial guess R (0) for R is usually taken to be a fractional multiple of the identity matrix. Then O depends on the following three conditional expectations:
These quantities can be calculated using the Kalman smoother (see Appendix A for the smoother equations). This completes the E step.
Next, we go to the maximization (M) step. Each of the parameters A, Q, R is re-estimated by maximizing O. The expressions obtained for these parameters are:
When multiple trials (realizations) are available, the above denoising algorithm is modified so that quantities such as y t y t are averaged over all these trials. Using these improved estimates, we can apply the E step again followed by the M step. This iterative process is continued till the value of log likelihood function converges. Theoretically, the convergence is monotonic to the desired maximum if certain conditions are satisfied. In practice, one can encounter local maxima. The way to get around it is using different initial conditions. In our case, we typically needed less than 200 iterations for convergence.
The denoising algorithm yielded two time series: denoised signal and removed noise. The final denoised signal is treated as new experimental time series and an MVAR model is fitted to it using standard procedures (Ding et al., 2000) . This MVAR model is given by:
where E t is a temporally uncorrelated residual error series with covariance matrix , and A k are N × N coefficient matrices which are estimates of A k given in Eq.
(1) with A 0 = I. Here I is the identity matrix. The model order is determined using the Akaike Information Criterion (Ding et al., 2000) . For the experimental data analyzed in this paper, the model order obtained using this criterion ranged between 10 and 13. To estimate the variability of model parameters and statistical quantities defined below, a standard bootstrap procedure (Zoubir and Boashash, 1998 ) is used. It is worth noting that an alternative way to analyze the denoised data is using Eqs. (1) and (2) since these equations also contain the autoregressive model of the denoised data. The combination of this approach with the bootstrap procedure may lead to increased computational cost because the denoising operation is required for each bootstrap resample.
MVAR spectral analysis
Once the model coefficients A k and are estimated, the spectral matrix can be evaluated as
where the asterisk denotes matrix transposition and complex conjugation, and H(f ) = p k=0
A k e −2 ikf −1 is the transfer function. The power spectrum of channel l is given by S ll (f) which is the lth diagonal element of the spectral matrix S(f). The coherence spectrum between channel l and channel k is:
The value of coherence can range from 1, indicating maximum linear interdependence between channel l and channel k at frequency f, down to 0, indicating no linear interdependence. The phase of the complex quantity S lk (f) plotted as a function of f gives the phase spectrum.
Granger causality
The above MVAR methodology provides a natural framework for incorporating the computation of Granger causality as well . Let us consider two simultaneously acquired time series: z 1t and z 2t . Suppose that one would like to build a linear predictor of the current value of the z 1t series from its p previous values: z 1,n = a 1 z 1,n−1 + a 2 z 1,n−2 + · · · + a p z 1,n−p + ε 1,n . This is nothing but a single variable autoregressive model (setting N = 1 in Eq. (1) or (11)). The variance of the error series ε 1,n is a gauge of the prediction accuracy. Now consider a predictor of the current values of the z 1t series by including both the previous values of z 1t series and the previous values of z 2t series:
The variance of the error series Á 1,n is a gauge of the prediction accuracy of the new expanded predictor. Based on Wiener's idea, Granger (1969) formulated that if var(Á 1,n )/var(ε 1,n ) is less than one in some suitable statistical sense, meaning that the z 1t prediction is improved by incorporating past knowledge of the z 2t series, then we say the z 2t series has a Granger causal influence on the z 1t series. The role of the z 1t and z 2t series can be reversed to address the influence from z 1t to z 2t .
To evaluate Granger causality in the spectral domain we follow the ideas of Geweke (1982) . This formulation starts with two channels of recordings (setting N = 2 in Eq. (1) or (11)). Suppose that the bivariate autoregressive model for two LFP time series z 1t and z 2t has been obtained according to the procedure outlined earlier. The Granger causality spectrum from z 2t to z 1t is defined as (Brovelli et al., 2004 )
Similarly, the causality spectrum from z 1t to z 2t can be obtained by switching the indices 1 and 2 in Eq. (14). Geweke (1982) showed that the integration of this spectral quantity over frequency is the time domain Granger causality. In applications, it is important that we understand the statistical meaning of the magnitude of the Granger causality. We note that the expression 1 − exp(−I 2→1 (f)) gives the percentage of variance of z 1t at f explained by the past values of z 2t . For example, a Granger causality value of 0.1 means that about 10% of the variance at that frequency is explained by the Granger causal influence.
It should be noted that two signals that have no causal interaction may exhibit spurious Granger causal interactions if they are driven by a common signal arriving at the two recording sites with differential delays. If the common input is also measured, the spurious Granger causality can be removed by applying conditional Granger causality analysis Ding et al., 2006) . If the common input is unobserved, the issue becomes more complicated and is addressed in some recent papers (Nykamp, 2007 (Nykamp, , 2008 Kulkarni and Paninski, 2007; Rajagovindan and Ding, 2008; Guo et al., 2008a,b) . The denoising method proposed here cannot handle unobserved common inputs in general. A particular case where the common input manifests itself as a correlated noise process is considered in our simulation examples.
Experimental data
The experiment was performed in the NIMH Laboratory of Neuropsychology and the animal care was in accordance with institutional guidelines at the time (Bressler et al., 1993; Ledberg et al., 2007) . Surface-to-depth local field potentials were sampled from 14 bipolar Teflon coated platinum electrodes chronically implanted in one cerebral hemisphere of three macaque monkeys (TI, LU and GE) while the monkeys performed a visuomotor pattern discrimination task. See Fig. 1 for a schematic of electrode placement. They initiated each trial by depressing a lever with the preferred hand. Recordings were made from the hemisphere contralateral to this preferred hand (right hemisphere in monkey GE and left hemisphere in monkey LU). Data collection began about 90 ms prior to stimulus onset and continued until 500 ms post-stimulus. The sampling rate was 200 Hz. Each stimulus consists of four dots arranged as a line (left or right slanted) or diamond (left or right slanted) on a display screen. The monkeys indicated whether the stimulus was a line or diamond pattern by a lever-release (GO) or a lever-maintenance (NO-GO) response. For GO trials, the time from stimulus onset to lever-release is the response time (RT). For NO-GO trials, the lever was released at the end of the trial. GO and NO-GO trials were presented with equal probability for all sessions to each monkey. In our study, only GO trials combining data from three recording sessions were used and the data analysis was further restricted to the pre-stimulus activity (−90 to 20 ms). In TI, the goal was to study whether aspects of prestimulus activity predicted RT, while in LU and GE, the goal was to study Granger causal relations within a beta oscillatory network in the sensorimotor cortex.
In TI, the correct GO trials were rank ordered by RT and then sorted into groups of 200 trials each, starting with the fastest response times and proceeding to the slowest, each group sharing 150 trials with the previous one (Liang et al., 2002; Zhang et al., 2008a,b) . A total of 18 groups resulted. The mean RT for each group was calculated. Power spectrum and coherence were computed by fitting a MVAR (Ding et al., 2000) model to the LFPs from the ensemble of trials in each group during the 110 ms pre-stimulus period (22 points for a sampling rate of 200 Hz). The main focus was the correlation between group mean RT and group power and coherence. The three recording sites, denoted PF1, PF2 and PF3, used for analysis were from the prefrontal cortex. Oscillatory activities in the beta frequency (14-30 Hz) range at these sites and their relation with the response time has been reported in the past (Liang et al., 2002; Zhang et al., 2008a,b) . Here our main interest includes this beta frequency band as well as the high gamma band which was defined to be from 60 to 90 Hz. Spearman rank correlation coefficients (SRCC) were computed for the relations of band power and band coherence with RT for both the noisy data and the signal after denoising.
The denoising algorithm yielded two time series: denoised signal and removed noise. To examine the issue of whether the removed noise is of a broadband nature we tested its whiteness according to the following procedure (Ding et al., 2000) . For each of the three prefrontal data channels, we obtained time series of noise removed by the denoising algorithm. Auto and cross-correlations were computed up to lag 20, excluding lag 0, for all pairwise combinations of the above three noise time series. The null hypothesis was that the removed noise had no temporal correlation. For this to be true, more than 95% of the correlation coefficients were expected to fall within the interval [−2/ √ N, 2/ √ N] (N denotes the number of time points in each trial which was 22 for this study). This allowed about 5% of the coefficients to fall outside the interval by pure chance even if the process was white.
In LU and GE, previous work has identified a beta oscillatory network in sensorimotor cortex during the prestimulus time period (Brovelli et al., 2004; Zhang et al., 2008a,b) . In particular, it was shown that the drive from the somatosensory site (S1) to the motor site (M1), denoted by S1 → M1, is stronger than that in the opposite direction, denoted by M1 → S1, in both monkeys. However, the ratio between these two Granger causal influences in the beta band, (S1 → M1)/(M1 → S1), which measures the input-output relationship at the involved cortical sites, is substantially different between the two monkeys. This inconsistency is hypothesized to be caused by noise. To test this hypothesis, we denoised the LFP data from both channels for both monkeys and subjected the denoised data again to Granger causality spectral analysis. The noise removed by the denoising algorithm was again examined for its broadband nature through whiteness test described in the preceding paragraph.
Results
Simulations
Example 1. We considered the following bivariate AR(2) process as a first test bed for our algorithm:
The values of the parameters used were a = 0.4, b = 0.6, d 1 = 0.4, d 2 = 0.5, and the covariance matrix S of the noise vector (ε 1 , ε 2 ) is a diagonal matrix with entries 0.04 and 1.0. Two time series signals from channels z 1 and z 2 were generated by numerically simulating this MVAR model. A Gaussian measurement noise vector with a diagonal covariance matrix with entries 0.04 and 6.25 were added (2) process (Example 1). The top and middle panels show the power spectra of channels z1 and z2. The solid lines, dotted lines, dashed lines, and filled squares depict the exact power spectra, the power spectra of the noisy data, the power spectra of the denoised signals, and the spectra for the removed noise, respectively. The bottom panel represents the coherence spectra between z1 and z2. Here, the solid line indicates exact coherence spectrum; the dotted and dashed lines are the coherence spectra of noisy data and denoised signal, respectively. Error bars for the coherence spectra were computed using a bootstrap procedure. See text for more details.
to the simulated data to create noisy data. It is clear that more noise was added to the signal from channel z 2 than that from channel z 1 . In what follows we assumed that each time unit corresponded to 5 ms and hence the sampling rate was 200 Hz. The data set consisted of 100 realizations, each of length 250 ms (50 points).
Assuming no knowledge of the generating model, the noisy data was denoised and smoothed by the denoising algorithm adapted to multiple trials. The power and coherence spectra were computed using the MVAR approach for both noisy data and denoised signal and are shown in Fig. 2 . Error bars for the coherence spectra were computed using the standard bootstrap procedure (Zoubir and Boashash, 1998) . Several findings are noted. First, for channel z 1 , both noisy data and denoised signal have similar power spectra at all frequencies, in agreement with the exact power spectrum ( Fig. 2 ; top panel). This is expected as this signal was relatively noise free. Second, for channel z 2 , the denoised signal has a power spectrum that is much closer to the exact spectrum ( Fig. 2; middle panel) , demonstrating the effectiveness of the denoising algorithm. Third, for channel z 2 , the signal-to-noise ratio becomes increasingly more unfavorable toward the higher end of the spectrum ( Fig. 2; middle  panel) . Fourth, the coherence spectrum of the noisy data is greatly suppressed at higher frequencies due to the unfavorable signalto-noise ratio ( Fig. 2; bottom panel) . However, after denoising, the coherence spectrum becomes much closer to the exact coherence spectrum ( Fig. 2; bottom panel) . This is again an illustration that the denoising algorithm can restore the statistical properties of the contaminated data.
Example 2. A bivariate AR(1) process as defined below was used for studying the effect of noise on Granger causality:
The parameter values used were a = 0.4, b = 0.6 and d = 0.9 and the covariance matrix S of the noise vector (ε 1 , ε 2 ) has diagonal Granger causality spectra for data from a bivariate AR(1) process (Example 2). The solid lines, dotted lines, dashed lines represent true Granger causality spectra from data without added noise, spectra from data with added noise, and spectra from the denoised data, respectively. Error bars were computed using a bootstrap procedure. Note that in the top panel the noise-free spectrum and the denoised spectrum nearly coincide. entries 0.04 and 1.0 with off-diagonal entries both equal to 0.03. The nonzero off-diagonal entries imply that noise terms are correlated and this is one possible manifestation of a common unobserved input. We again obtained one hundred realizations of two time series signals from channels z 1 and z 2 by numerically simulating this MVAR model. Noisy data were created by adding Gaussian measurement noise with a diagonal covariance matrix whose entries were 0.04 and 6.25 to the simulated data. The duration of the signals was 250 ms (50 points) as in the previous example.
From the above AR(1) model, it is clear that channel z 2 drives channel z 1 and channel z 1 does not drive channel z 2 . Hence, this is a unidirectional causal system by design. But on adding measurement noises to both channels, we observe that noisy z 1 drives noisy z 2 , giving rise to spurious Granger causal direction as shown in Fig. 3 . Also, the true Granger causal direction is suppressed. Here, the solid lines represent the true Granger causality spectra, while the dotted lines represent the Granger causality spectra for noisy data. Error bars computed using a bootstrap procedure (Zoubir and Boashash, 1998) are also shown. On denoising the noisy data, we see that correct Granger causal directions are recovered and that the denoised spectra are reasonably close to the true Granger causality spectra. The dashed lines represent the Granger causality spectra for the denoised data.
Example 3. Consider again the model in Eqs. (17) and (18). It has been shown mathematically (Nalatore et al., 2007) that it is only the added noise in the driver channel (z 2 ) that gives rise to spurious Granger causality. Hence, if z 2 has no measurement noise, then no amount of added noise in the driven channel (z 1 ) can lead to spurious Granger causality. On the other hand, as seen in Fig. 3 , a true Granger causal direction can be masked by added noise and the noise in both channels can contribute to this (Nalatore et al., 2007) . Fig. 4 demonstrates that spurious Granger causality is greatly diminished if driver channel (z 2 ) has only a small amount of noise. Granger causality spectra for data from a bivariate AR(1) process (Example 3). The amount of noise added to the driver variable z2 is relatively small while the amount of noise added to the driven variable z1 is relatively large. The solid lines, dotted lines, dashed lines represent true Granger causality spectra from data without added noise, spectra from data with added noise, and spectra from the denoised data, respectively. Error bars were computed using a bootstrap procedure. Note that all three spectra in the top panel nearly coincide.
All parameter values were taken to be the same as in Example 2 except that the measurement noise added to the driver channel z 2 had variance 0.25 instead of 6.25.
Experimental results
Dataset 1 (TI):
We apply the denoising algorithm (adapted to multiple trials) to the experimental data described in Section 2 for TI. Only the three prefrontal channels (PF1, PF2, and PF3; corresponding to recording sites O, L, and M respectively in top panel of Fig. 1) were denoised. Fig. 5 shows the power spectra for the noisy experimental data (dotted line), the denoised signal (dashed line), and removed noise (squares) for a single typical channel. Error bars computed using a bootstrap procedure (Zoubir and Boashash, 1998) are also shown. The noise is hypothesized to have a broadband spectrum. We applied the whiteness test to the noise, and the percentage of auto and cross-correlation coefficients that were outside the significance interval was below 2%, suggesting that the removed noise is indeed white. Fig. 6 shows one realization of the removed noise as a function of time along with its autocorrelation function.
The noisy data and the denoised signal have similar spectral features. A pronounced peak around 20 Hz indicates oscillatory activity in the beta range (Liang et al., 2002) . The magnitude of power decreases rapidly as frequency increased past 40 Hz. While the amplitude of noise is small relative to the denoised signal in the lower frequency end of the spectrum, in the high gamma band, the noise is stronger than the signal. Table 1 summarizes the signal-tonoise ratio for the two frequency bands for all three channels. From the table it is reasonable to expect that noise has a much stronger impact on our analysis of neural activity in the high gamma band than that in the beta band. Consequently, denoising has the potential to reveal new physiological insights in high gamma band that were masked by noise in the original recording. This idea is tested below. 5 . The power spectra of the prestimulus data (−90 to 20 ms) at site PF3 for monkey TI. The dotted line, dashed line, and squares represent the power spectrum of the noisy data, the power spectrum of the denoised data, and the power spectrum of the removed noise, respectively. Error bars were computed using a bootstrap procedure. Fig. 7 shows the coherence between PF1 and PF2. Error bars were computed using a bootstrap procedure (Zoubir and Boashash, 1998) . It can be seen that the coherence in the low frequency range stays roughly the same before and after the denoising operation, but the coherence from 60 to 90 Hz increases 10 fold after noise is removed from the data. Substantial increases in coherence Fig. 7 . The coherence spectrum of the pre-stimulus data for prefrontal site pair PF1-PF2 of monkey TI. The dotted line and the dashed line represent the coherence of the noisy data and of the denoised data. Error bars were computed using a bootstrap procedure. Inset: The ratios of high gamma band coherence of denoised signal to that of noisy data are shown for all three site pairs with the plotted pair shaded.
Table 2
Spearman rank correlation coefficient (SRCC) between peak power value in beta band and RT for the three sites in TI prefrontal cortex. are found for other channel combinations. The ratios of coherence increase are summarized in the inset of Fig. 7 . Previous analysis of the same data reported (Liang et al., 2002; Zhang et al., 2008a,b) that the power and coherence in the beta band is negatively correlated with the response time. Based on this finding it was hypothesized that beta oscillatory activity implemented anticipatory attention in the prefrontal cortex (Liang et al., 2002; Zhang et al., 2008a,b) . We repeated the same analysis here for the beta band activity using both the original noisy data and the denoised signal. From our earlier discussion, we expect the results to be similar in this low frequency range. The Spearman rank correlation coefficient was calculated to measure the correlation of pre-stimulus power and coherence peak values (in the beta frequency range) with response times. The values are shown in Tables 2 and 3. The peak power is significantly correlated (p < 0.01) with response time in all prefrontal sites for both noisy data and denoised signal. Similarly, peak coherence is also significantly correlated (p < 0.05) with response time for both noisy and denoised data for all site pairs. It is clear from Tables 2 and 3 that SRCC values stay essentially the same after denoising, confirming our expectation that the effect of noise is negligible in this case as a result of the large signal-to-noise ratio in this frequency range (Table 1) . Table 3 SRCC between peak coherence value in beta band and RT for site pairs in TI prefrontal cortex.
Site pair SRCC before denoising SRCC after denoising Next, we consider the power and coherence in the high gamma band for the same recording channels (PF1, PF2 and PF3) and their correlation with RT. The results are shown in Table 4 and Figs. 8 and 9. The SRCC of gamma band power is positive for all three sites and it is significant (p < 0.01) for PF2 (Table 4 ). The SRCC of gamma band coherence is significantly positive (p < 0.02) for all site pairs except PF1-PF3 (Fig. 8) . These results mean that Fig. 9 . Scatter plot showing negative correlation between pre-stimulus prefrontal network coherence in the high gamma band and RT for denoised signal in monkey TI. A Least-squares fit is superimposed. Inset: Spearman rank correlation coefficients between high gamma coherence and RT for all network site pairs are shown with the value for the plotted pair shaded. the higher the synchronized high gamma activity in the prefrontal cortex the slower the response time. Such observations are at variance with the result obtained for the beta band and contradict the prior physiological findings that gamma activity is enhanced with the deployment of attention and increased attention led to faster response time (Womelsdorf et al., 2006) . Strikingly, after denoising, the high gamma band power and coherence for the denoised signal become negatively correlated with response time, as shown in Table 5 and Fig. 9 . Specifically, the negative value of SRCC for power is significant (p < 0.01) at site PF1 (Table 5) , and the negative values of coherence are significant (p < 0.02) for all site pairs (Fig. 9) . These results, in conjunction with the signal-to-noise ratios reported in Table 1 , suggest that the positive correlation observed for the noisy data in the high gamma frequency band is largely due to the effect of noise. It is worth noting that the result obtained by Womelsdorf et al. (2006) does not involve a denoising procedure.
Dataset 2 (LU and GE):
We now study the Granger causal relations between one recording site in primary somatosensory cortex (S1) and another in primary motor cortex (M1) in monkeys LU and GE. These recording sites correspond to sites K and L respectively in Fig. 1 (middle panel) for monkey LU and to sites I and J respectively for monkey GE ( Fig. 1; bottom panel) . The LFP data for these two channels are denoised and Granger causal relations are computed for both the original noisy data and the denoised data. The results are shown in Fig. 10 for LU and Fig. 11 for GE, respectively. Error bars were computed using a bootstrap procedure (Zoubir and Boashash, 1998) . In LU, it was found that the peak at 20 Hz for the Granger causality in the direction S1 → M1 is enhanced significantly after denoising (solid lines), whereas there is no major corresponding change for Granger causality in the opposite direction M1 → S1. In the case of GE, Granger causality from M1 to S1 remains small after Fig. 10 . Granger causality spectra between sites S1 and M1 for monkey LU. The dashed lines and solid lines represent spectra for noisy data and denoised data respectively. Error bars were computed using a bootstrap procedure. Fig. 11 . Granger causality spectra between sites S1 and M1 for monkey GE. The dashed lines and solid lines represent spectra for noisy data and denoised data respectively. Error bars were computed using a bootstrap procedure. Table 7 Granger causality over a narrow frequency band around beta peak frequency for LU.
Before denoising 0.6354 0.1467 After denoising 2.9890 0.1826 denoising, while for S1 → M1, no significant change is observed (see Fig. 11 ). The signal-to-noise ratio (SNR) was calculated over the frequency band 10-35 Hz for both monkeys and is shown in Table 6 . From the table it is clear that the effect of noise should be more severe in LU than in GE. Band Granger causality, which was computed by summing the Granger causality spectrum over a narrow frequency range around the beta peak frequency, was evaluated for both noisy data and denoised data for both monkeys. In LU, the Granger causality spectra in the direction S1 → M1 has a peak at 20 Hz and a 6 Hz band centered around this frequency was chosen. Likewise, in GE, a 6 Hz frequency band around 21 Hz was chosen. Each of these band Granger causality values are as shown in Tables 7 and 8 for LU and GE respectively. On taking the ratio of the above band Granger causality value in the direction S1 → M1 to the band Granger causality value in the direction M1 → S1, we found that this ratio was markedly different for both monkeys before denoising as shown in Fig. 12 . Error bars were computed using a bootstrap procedure (Zoubir and Boashash, 1998) . Physiologically, this ratio is a measure of input-output relationship for the involved cortical site. The dramatic difference in this ratio between the two monkeys represents a discrepancy in this input-output relationship and the effect of noise Table 8 Granger causality over a narrow frequency band around beta peak frequency for GE.
Before denoising 0.8100 0.0144 After denoising 1.2322 0.0572
Fig. 12.
Ratio between S1 → M1 and M1 → S1 Granger causality in beta band for noisy data for monkeys LU and GE. Error bars were computed using a bootstrap procedure. Fig. 13 . Ratio between S1 → M1 and M1 → S1 Granger causality in beta band for denoised data for monkeys LU and GE. Error bars were computed using a bootstrap procedure.
is surmised. As expected, after denoising, the above described band Granger causality ratio is seen to be more consistent across the two monkeys, as shown in Fig. 13 .
Discussion and summary
Neural noise refers to random activity in the nervous system that is not related to the processing of sensory input or motor output. The role of noise in neural information processing has been studied in the past. In coding theory, the rate coding hypothesis considers the variability in inter-spike intervals irrelevant noise, whereas for the temporal coding hypothesis, this variability is an important part of signal transmission (Stein et al., 2005) . In sensory systems, it has been shown that the presence of noise can enhance the perception of weak coherent stimuli through the mechanism of stochastic resonance (Wiesenfeld et al., 1995) . Neural noise has also been implicated in age-related differences of cognitive functioning (Welford, 1981; Cremer and Zeef, 1987) . Here, the slower information processing due to ageing is hypothesized to be caused by a lower signal-to-noise ratio which leads to higher sensory thresholds (Myerson et al., 1990) .
Electroneurophysiology gains insight into functions of the brain by relying on the statistical analysis of data collected in the form of time series. Given the complexity of the neural system these time series can be viewed as composed of two parts: signals of interest and other unrelated processes collectively referred to as noise. In this definition, the source of noise is manifold, including neural noise which is intrinsic to the nervous system, as well as environmental and instrumental noise. Unlike many previous reports, the focus of the present work is not on how noise affects neuronal information processing; instead we explore how the presence of noise impedes our ability to extract meaningful information from measurements via statistical analysis. This question has been considered extensively in the statistics literature (Fuller, 1987) . For example, it is known that linear regression, which is the basis for many statistical analyses methods, is highly vulnerable to noise contamination. Analyzing multivariate recordings with partial coherence, Albo et al. (2004) showed that signal-to-noise ratio is the key determinant in the identification of the generators of oscillatory activity in a network, irrespective of the true underlying connectivity pattern. Particularly significant for the analysis of neural data is the fact that the power of a neural signal decreases rapidly as the frequency increases into the gamma range (30-90 Hz) (1/f spectrum) (Buzsaki and Draguhn, 2004) . If the noise has a broadband spectrum, this means that the signal-to-noise ratio will become progressively more deteriorated in higher frequencies, limiting our ability to understand the true nature of neural activity in this frequency range. Despite such concerns, no attempts have been made to separate noise from signal, especially when the signal itself is a stochastic process occurring as the ongoing brain activity.
Our goal here is to apply a statistically principled method that can remove noise from noisy data to recover the signal of interest. The method is formulated in state space and based on the Kalman filter/smoother theory in conjunction with the Expectation-Maximization algorithm. To demonstrate the effectiveness of the method, we carried out simulation examples, where the noisy data were created by adding white Gaussian noise to the signal generated by a bivariate autoregressive process. In these examples, spectral properties of the signal were known a priori. We were thus able to verify that, whereas the added noise led to significantly distorted spectral properties, the procedure of denoising yielded markedly improved results.
Validating the denoising algorithm on actual neural data is a more challenging problem as there is no a priori information on signal or on noise. Knowledge from outside the analysis framework could help interpret the findings. Two LFP datasets from monkeys performing a visuomotor task were used for this purpose. The first dataset came from the prefrontal cortex of monkey TI. The second dataset consists of data from one somatosensory and one motor cortex site in two monkeys (LU and GE).
For the first dataset, the research question concerns how neural activity immediately preceding the onset of stimulus (prestimulus) was correlated with the response time (RT) (Liang et al., 2002; Zhang et al., 2008a,b) . This choice was based on several considerations. First, RT varies significantly from trial to trial. Spontaneous fluctuations of neural activity during the prestimulus time period in the prefrontal cortex reflect the level of anticipatory attention which inversely correlates with RT. Second, Liang et al. (2002) and Zhang et al. (2008a,b) have analyzed the same data and observed the existence of a strong beta oscillatory network. The power and the coherence of this network is negatively correlated with RT. Third, oscillatory activity in the gamma range (30-90 Hz) is known to increase with the deployment of attention (Engel et al., 2001 ).
In particular, Womelsdorf et al. (2006) reported that higher levels of gamma activity in visual cortex V4 is associated with faster RT in behaving monkeys. Given that the prefrontal cortex is the high center of executive control over the selection and coordination of processes in posterior cortical areas and that it is interconnected with V4, we expected that the gamma activity in the prefrontal cortex should be negatively correlated with RT. Fourth, as pointed out earlier, neural signal power is relatively weak in the gamma frequency range, making it vulnerable to the effect of noise. The denoising approach is best tested here as the result can be compared with the theoretical prediction. The application of the denoising algorithm leads to a removed noise time series and the denoised signal. The removed noise was shown to have a white spectrum. The signal-to-noise ratio was high in the beta range and very low in the high gamma range (60-90 Hz). The correlation between beta band activity and RT was not affected by the denoising operation, a consequence of the strong signal-to-noise ratio to begin with. In contrast, the gamma band power and coherence were found to be positively correlated with RT prior to denoising, meaning that higher the gamma activity slower the response time. After denoising, however, both power and coherence in the high gamma band became negatively correlated with RT, a finding in agreement with the theoretical prediction.
For the second dataset, the research question concerns the Granger causal influence in the beta frequency band between primary somatosensory cortex (S1) and primary motor cortex (M1) during the prestimulus time period. Based on the strong Granger causal influence from S1 to M1 as well as other evidence, Brovelli et al. (2004) proposed that the beta oscillatory network existed in support of sustained motor maintenance. When computing the ratio between Granger causal input and output of these sites, we found that this ratio is markedly different between the two monkeys. This discrepancy was thought to be caused by noise. In GE, the signalto-noise ratio is relatively high at both recording sites. In LU, the site in M1 had a high level of noise compared to the site in S1 (see Table 6 ). From Fig. 10 , it is clear that after denoising, the Granger causality in the direction S1 → M1 is significantly enhanced, but there is no significant change in the Granger causality for the direction M1 → S1. This can be understood as follows: our previous work has shown that (Nalatore et al., 2007) only noise in the driving channel contributes to spurious Granger causality (as also seen in Fig. 4 for the bivariate AR(1) model in simulation Example 2). According to Brovelli et al. (2004) , S1 is the driver of the network. Since the data from S1 have a small amount of noise, no significant spurious Granger causality from M1 → S1 should be observed even for the original noisy data. It is thus not surprising that denoising has no effect on M1 → S1. On the other hand, past work has also shown that noise in both channels contribute to suppression of true Granger causality (Nalatore et al., 2007) . This is the reason why S1 → M1 is so suppressed as a result of a large amount of noise in M1. Denoising significantly enhanced the true Granger causal influence. Importantly, the ratio between Granger causal input and output becomes more consistent across two monkeys after denoising, a result to be expected from the enhanced S1 → M1 driving.
Brain activity in the absence of sensory stimulation is referred to as ongoing activity. Ongoing neural activity reflects important cognitive functions such as anticipation, attention and motor control. In this paper, we have modeled the ongoing neural data using an autoregressive plus additive white Gaussian noise model. In our experience, this model provides a good description for continuousvalued recordings such as local field potentials. Other types of linear models or even nonlinear models with non-Gaussian noise may also be considered. As our work is a proof of concept, the main goal is to establish that the denoising procedure based on a simple data model works on actual neural data. Our results provide support for this goal.
