Let R be a complete discrete valuation ring with maximal ideal generated by π. Let f (X) ∈ R[X] be a monic polynomial. Suppose given a factorisation of f (X) modulo π s into several factors. Under certain assumptions we lift it to a true factorisation of f (X) in R [X]. This generalises the HenselRychlík Lemma, which covers the case of two factors. We work directly with lifts of factorisations into several factors and avoid having to iterate factorisations into two factors. For this purpose we define a resultant for several polynomials in one variable as a determinant of a certain matrix.
Introduction
In this introduction, by a polynomial we understand a monic polynomial.
Resultant of several polynomials
Let S be an integral domain. We define the resultant of several polynomials in S[X], analogously to the resultant of two polynomials, as a determinant of a certain matrix; cf. van der Waerden, [6, §34] . For n polynomials g (1) (X), . . . , g (n) (X) ∈ S[X], n ≥ 1, the resultant Res(g (1) , . . . , g (n) ) is given by the determinant of the matrix A(g (1) , . . . , g (n) ) whose entries are coefficients of products of the polynomials g (1) (X), . . . , g (n) (X) that omit respectively one of them; cf. Definition 1.
Consider the polynomials g (1) (X), . . . , g (n) (X) as having coefficients in a large enough field. Write g (k) (X) =: i∈ [1,deg g (k) ] (X − γ (k)i ) for k ∈ [1, n] . In Lemma 2 we state that Res(g (1) , . . . , g (n) ) = 1≤ k < ℓ ≤n
In particular, we have Res(g (1) , . . . , g (n) ) = 1≤ k < ℓ ≤n Res(g (k) , g (ℓ) ) . Since in our application below the matrix A(g (1) , . . . , g (n) ) is used in a crucial way, it would not have been possible to work just with the right hand side of this equation.
Applications to Hensel's Lemma
Let R be a complete discrete valuation ring and π ∈ R a generator of its maximal ideal.
General case
Hensel's Lemma in its classical form can, in rudimentary form, already be found in [3, §374] ; cf. [2, §3.6]. Hensel [4, §4, p. 80] developed a more sophisticated version, known today as Hensel-Rychlík Lemma. We generalise in Theorem 12 the Hensel-Rychlík Lemma from the case of two factors to the case of an arbitrary number of factors.
Let n ≥ 1 and f (X), g (1) (X), . . . , g (n) (X) ∈ R[X] of degree ≥ 1 be such that f (X) ≡ π s k∈ [1,n] g (k) (X) for some s ≥ 2t + 1, where t := v π (Res(g (1) , . . . , g (n) ). Then there exist polynomials ∨ g (1) (X), . . . , ∨ g (n) (X) in R[X] congruent, respectively, to g (1) (X), . . . , g (n) (X) modulo π s−t such that f (X) = k∈ [1,n] ∨ g (k) (X). In addition, the polynomials In Example 14 we assume that f (X) ≡ π s g (1) (X) · g (2) (X) · g (3) (X) to compare the result of a single application of Lemma 11 to three factors with the result of two subsequent applications of Lemma 11 to two factors. We determine that both methods are essentially equally good.
Particular case f (X)
In § 2.3 we investigate our generalisation of the Hensel-Rychlík Lemma in a particular case. Let f (X) be a polynomial in R[X] with deg f =: M and f (X) ≡ π X M . Let n ≥ 1 and g (1) (X), . . . , g (n) (X) ∈ R[X] of degree ≥ 1 ordered such that deg g (1) ≤ · · · ≤ deg g (n) . Again, we write t := v π (Res(g (1) , . . . , g (n) ). Moreover, we write t ′ := t− j∈[1,n−1] (n−j) deg g (j) −1 . Now, suppose that f (X) ≡ π s k∈ [1,n] g (k) (X) for some s ≥ t+t ′ +1. Then there exist polynomials ∨ g (1) (X), . . . , ∨ g (n) (X) ∈ R[X] congruent, respectively, to g (1) (X), . . . , g (n) (X) modulo π s−t ′ such that f (X) = k∈ [1,n] ∨ g (k) (X). In addition, the polynomials ∨ g (1) (X), . . . , ∨ g (n) (X) are unique. Cf. Theorem 18.
The proof of Theorem 18 is similar to the respective proof in the general case. We refrained from attempting to produce an assertion that covers both the general Theorem 12 and the more particular Theorem 18, for it probably would have obscured Theorem 12.
Lemma 17 contains the main part of the proof of Theorem 18. In Example 19, we assume that f (X) ≡ π s g (1) (X) · g (2) (X) · g (3) (X), where deg g (1) ≤ deg g (2) ≤ deg g (3) , to compare the result of a single application of Lemma 17 to three factors with the result of two subsequent applications of Lemma 17 to two factors. Under the present hypothesis f (X) ≡ π X M , we determine that the former method yields a somewhat more precise result than the latter method.
To illustrate the theory we consider in § 3 some polynomials with cofficients in Z p for a prime number p using the computer algebra system Magma [1] .
Notations
• Given a, b ∈ Z, we denote by [a, b] := {z ∈ Z : a ≤ z ≤ b} ⊆ Z the integral interval.
• Given an integral domain R, a prime element π ∈ R with π = 0 and x ∈ R {0}, we denote v π (x) := max{ i ∈ Z ≥0 : π i divides x }.
Resultants
Let R be an integral domain. Let π = 0 be a prime element of R. Let n ∈ Z ≥1 . Suppose given monic polynomials
Let K be the field of fractions of R. Let L be a splitting field for k∈ [1,n] 
We have
This generalises the well-known assertion in the case n = 2; cf. e.g. [6, §35] .
Step 0. Let
Step
Consider the K-algebra homomorphism Ψ :
Consider the coefficient in (I) that belongs to
So we have the following matrix equation with entries in F .
Since u(X) and v(X) are monic, thus nonzero, it follows that
Step 2. Maintain the elements κ, λ
Consider the element det A(
Since κ, λ, µ and ν were chosen arbitrarily, we conclude that Res(
Step 3. We aim to show that Res 0 (
Step 3.1. Observe that Res 0 (
We claim that each nonzero Leibniz-summand in the determinant det A( 
This proves the claim. So we have
for some C ∈ K. We want to show that C = 1.
Step 3.2. Suppose given ℓ ∈ [1, n − 1]. Given a monomial α := c k∈ [1,n] 
Now we define the degree Deg of a monomial β ∈ ∧ L to be
We define a lexicographical order on (Z ≥0 )
. We want to compare coefficients of the monomial
First we consider Res
replacing any factor (− ∧ γ (ℓ)j ) therein by a factor ∧ γ (k)i with k < ℓ strictly raises the degree Deg. We have
Now consider Res(
] strictly raises the degree Deg. Thus the unique Deg-minimal monomial in
Γ .
So we have to show that the monomial Γ does not appear in another Leibniz-summand.
Recall that A(
Suppose given τ ∈ S M . Suppose that its Leibniz-summand
It suffices to show that τ
For k ∈ [0, n − 1], we denote byΓ (k) the subproduct ofΓ that consists of those factors ofΓ that appear as monomials in
We prove by induction on k ∈ [0, n − 1] that
Putting
Base clause for k = 0 : We have
. By induction assumption, we have
We have to show that
Using (V), it suffices to show that
We consider 3! first. We claim that
We prove by induction on ℓ ∈ [1, k] that for i ∈ I (ℓ) , the monomial of e i,τ (i)
1.
, this then will prove the claim.
that appears as a factor inΓ with multiplicity m (λ) for λ ∈ [1, ℓ − 1], we havẽ
Suppose given i ∈ I (ℓ) . Let ϕ be the monomial of e i,τ (i) = e i,i = ∧ a (ℓ)m (ℓ−1) that appears as a factor inΓ. We have to show that ϕ
of the polynomial
. Expanding this polynomial, the terms contributing to ϕ may not contain a factor (−
. Thus the only term that contributes to ϕ is
whence the result for ϕ. This concludes the induction thus proves this claim.
Taking (k + 1)-degrees, this claim yields
So assertion 3! is shown.
We prove 2! in a stronger form, which will be needed for the proof of 1! later on.
Suppose given x ∈ [1, n − k − 1]. Suppose given s ∈ I (k+1+x) . Let ϕ be the monomial of e s,τ (s) that appears as a factor inΓ. Since
. Expanding, we see that ϕ is a monomial of a coefficient of
. This is equivalent to
For x = 1, assertion 2! is shown. Now we do 1! by proof of contradiction. Assume that τ (s 1 ) = s 1 for some s 1 ∈ I (k+1) . There
2.
So τ (s) = s for s ∈ I (k+1) and 1! is shown. This concludes the induction.
Step 3.3. To obtain the statement of the lemma, we apply the K-algebra homomorphism
to the preceding equation. So
Corollary 3. We have Res(g (1) , . . . , g (n) ) =
).
Remark 6. Let f (X) ∈ R[X] be a monic polynomial with ∆(f ) = 0. Suppose that we have
Proof. We have ∆(f )
Remark 7. Let r ∈ R. Letg (1) (X) , . . . ,g (n) (X) ∈ R[X] be monic polynomials such that Hence A(g (1) , . . . , g (n) ) ≡ r A (g (1) , . . . ,g (n) ) ; cf. Definition 1. Taking determinants, we get Res (g (1) , . . . , g (n) ) ≡ r Res(g (1) , . . . ,g (n) ) .
Hensel
Let R be a discrete valuation ring. Let π ∈ R be a generator of the maximal ideal of R.
Linear Algebra
Suppose given k ≥ 1. Suppose given A ∈ R k×k such that det(A) = 0. Let π e 1 , . . . , π e k be the elementary divisors of A, ordered such that 0 ≤ e 1 ≤ e 2 ≤ · · · ≤ e k . Write e := e 1 + · · · + e k = v π (det(A) ). Choose S, T ∈ GL k (R) such that SAT = diag(π e 1 , . . . , π e k ) =: D. Suppose given
Remark
Proof.
Lemma 9.
(1) Suppose given y ∈ π e k R 1×k . Then there exists x ∈ R 1×k such that xA = y.
(2) Suppose given y ∈ π e R 1×k . Then there exists x ∈ R 1×k such that xA = y.
(3) Suppose that for every i ∈ [1, k], the element π d i divides each entry in column number i of A. Suppose given y ∈ π e ′ R 1×k . Then there exists x ∈ R 1×k such that xA = y.
Ad (3). By Remark 8 we have e ′ ≥ e k , so that the assertion follows with (1).
Lemma 10.
(1) Suppose given u ≥ e k and x ∈ R 1×k such that xA ∈ R 1×k π u . Then x ∈ R 1×k π u−e k .
(2) Suppose given u ≥ e and x ∈ R 1×k such that xA ∈ R 1×k π u . Then x ∈ R 1×k π u−e .
(3) Suppose that for every i ∈ [1, k], the element π d i divides each entry in column number i of A. Suppose given u ≥ e ′ and x ∈ R 1×k such that xA ∈ R 1×k π u . Then x ∈ R 1×k π u−e ′ .
Proof. Ad (1). We have xA = xS
General case
Let f (X) ∈ R[X] be a monic polynomial. Write M := deg f .
Let n ≥ 1. Let g (1) (X) , . . . , g (n) (X) ∈ R[X] be monic polynomials of degree ≥ 1 such that Res(g (1) , . . . , g (n) ) = 0. Denote t := v π (Res(g (1) , . . . , g (n) )). Write
Let s ≥ 2t + 1. Suppose that f (X) ≡ π s k∈ [1,n] g (k) (X) .
(Note that we may replace s ≥ 2t + 1 by s ≥ v π (∆(f )) + 1 if ∆(f ) = 0; cf. Remark 6.)
Lemma 11 (cf. [4, p. 81]).
(1) There exist monic polynomialsg (1) 
We call such a tuple (g (k) (X)) k of polynomials an admissible lift of (g (k) (X)) k with respect to s. We have v π (Res(g (1) , . . . ,g (n) )) = t for any admissible lift (g (k) (X)) k of (g (k) (X)) k with respect to s.
In particular, considering the case r = 0, two admissible lifts with respect to s as in (1) are mutually congruent modulo π 2s−3t R[X].
In the following proof, we shall use the notation of § 1. The arguments we have learnt from 
Proof. Ad (1). Existence of admissible lift.
We make the ansatzg
So our requirement reads b(X)
g (ℓ) (X) . So it suffices to find
Writing b(X) =:
where β i , a (k)i , u (k)i ∈ R for i ≥ 0, a comparison of coefficients shows that it suffices to find 
. So U exists as required by Lemma 9.(2).
Valuation of resultant. (1) , . . . , g (n) )) + 1, this implies v π (Res(g (1) , . . . ,g (n) )) = v π (Res (g (1) , . . . , g (n) )) = t .
, sinceg (k) (X) and g (k) (X) are monic polynomials of the same degree; likewise, we obtain deg v (k) (X) < m (k) .
We have to show that u (k) (X)
The difference yields
Writing w (k) (X) =:
, and (g (1) , . . . , g (n) )). So we can infer by Lemma 10.(2) that W ∈ π s−2t−r R 1×M .
Theorem 12. Suppose R to be complete.
Then there exist unique monic polynomials
Proof. Existence. Since R is complete, it suffices to show that there exist monic polynomials
for k ∈ [1, n], and v π (Res(g (1) , . . . ,g (n) )) = t. This follows by Lemma 11.(1) as 2(s − t) ≥ s + 1.
Note that v π (Res(
Let
in the sense of Lemma 11. (1), since
and the other required congruences are verified using equalities. So Lemma 11. (2) yields
Let s 3 := 2(s 2 − t). Note that s 3 = s 2 + (s 2 − 2t) > s 2 + (s 1 − 2t) > s 2 . Continue as above.
This yields a strictly increasing sequence (s ℓ ) ℓ ≥ 1 of integers such that
Remark 13. The case n = 2 of Theorem 12, i.e. the case of a factorisation of f (X) into two factors g (1) (X) and g (2) (2) (X) are "Näherungswerte" of g (1) (X) and g (2) (X). In the proof, on [4, p. 81, l. 7], he makes this precise and shows that actually
Example 14. Suppose that n = 3. Write t 0 := v π (Res(g (2) , g (3) )), t 1 := v π (Res(g (1) , g (2) g (3) )). Lemma 2 gives Res(g (1) , g (2) , g (3) ) = Res(g (1) , g (2) g (3) ) · Res(g (2) , g (3) ), whence t = t 1 + t 0 . In particular, Res(g (1) , g (2) g (3) ) = 0 and Res(g (2) , g (3) ) = 0.
We can apply Lemma 11. (1) 
We can also apply Lemma 11.(1) first to the factorisation f (X) ≡ π s g (1) (X) · (g (2) (X) · g (3) (X)) and then to the resulting factorisation of the second factor into g (2) (X) · g (3) (X) modulo a certain power of π.
We
We have s − t 1 ≥ 2t + 1 − t 1 = t 1 + 2t 0 + 1 ≥ 2t 0 + 1. So Lemma 11.(1) gives monic polynomials
Altogether, the two subsequent applications of Lemma 11.(1) for two factors yield
Comparing the result (i) of Lemma 11. (1) for three factors with the result (ii) of two subsequent applications of Lemma 11.(1) for two factors, both methods essentially yield a precision of s − t for the factors and a precision of 2(s − t) for the product decomposition.
Case
Let n ≥ 1. Suppose given monic polynomials g (1) (X), . . . , g (n) (X) ∈ R[X] with degree ≥ 1. Write
Suppose the ordering to be chosen such that m (1) ≤ m (2) ≤ · · · ≤ m (n) and that Res(g (1) , . . . , g (n) ) = 0. Let t := v π Res(g (1) , . . . , g (n) ) ,
(Note that we may replace
Suppose the ordering to be chosen such that
, it remains to show that for such a summand, we have
Lemma 16.
(1) We have e ′ ≥ 0.
(2) Suppose given y ∈ π e ′ R 1×M . Then there exists x ∈ R 1×M such that xA(g (1) , . . . , g (n) ) = y.
Proof. Write
.
since the sequence of degrees of the polynomials g (j) (X), with g (k) (X) omitted, is entrywise bounded below by the sequence of degrees of the polynomials g (j) (X), i.e. by the sequence of the
, . . . , g (n) ) ; cf. Definition 1.
We have (1) There exist monic polynomialsg (1) 
In particular, considering the case r = 0, two admissible lifts with respect to s as in (1) are mutually congruent modulo π 2s−3t ′ R[X].
In the following proof, we shall use the notation of § 1.
Proof. Ad (1). Existence of admissible lift. We make the ansatzg
where
, a comparison of coefficients shows that it suffices to find (1) , . . . , g (n) )) + 1, this implies v π (Res(g (1) , . . . ,g (n) )) = v π (Res(g (1) , . . . , g (n) )) = t .
Valuation of resultant. Sinceg
Theorem 18. Suppose R to be complete.
, and v π (Res(g (1) , . . . ,g (n) )) = t. This follows from Lemma 17.(1) since 2(s − t ′ ) ≥ s + 1.
we have to show that
in the sense of Lemma 17. (1), since
and the other required congruences are verified using equalities. So Lemma 17.(2) yields
Example 19. Suppose that n = 3 and s ≥ 2t + 1. Write t 0 := v π (Res(g (2) , g (3) )) and t 1 := v π (Res(g (1) , g (2) g (3) )). Lemma 2 gives Res(g (1) , g (2) , g (3) ) = Res(g (1) , g (2) g (3) ) · Res(g (2) , g (3) ), whence t = t 1 + t 0 . In particular, Res(g (1) , g (2) g (3) ) = 0 and Res(g (2) , g (3) ) = 0.
We can also apply Lemma 17.
(1) first to the factorisation f (X) ≡ π s g (1) (X) · (g (2) (X) · g (3) (X)) and then to the resulting factorisation of the second factor into g (2) (X) · g (3) (X) modulo a certain power of π.
)h(1) (X) ·h (2) (X) .
We have s ≥ 2t+1 ≥ 2t−m (2) −m (1) +3−t 1 = (2t 0 −m (2) +1)+(t 1 −m (1) +1)+1 = (t 0 +t 
Examples
To illustrate Theorem 12 we consider some polynomials in the complete discrete valuation ring Z p for a prime number p. Given a polynomial in Z[X] ⊆ Z p [X] and a factor decomposition in Z[X] to a certain p-adic precision, the method of the proof of Lemma 11 gives a factor decomposition in Z[X] to a higher p-adic precision. We use the notation of Lemma 11.
Let s be the current precision. Write g (k) (X) =:
c (k)j X j andg (k) (X) =:
, where c (k)j ,c (k)j ∈ Z. Write
By Lemma 11, we have s ′ ≥ s − t. Let the defect be s − s ′ . The defect is bounded above by t.
If f (X) ≡ π X M and the degrees of the factors g (k) (X) are sorted increasingly, then the defect s − s ′ is bounded above by t ′ ; cf. Lemma 17.
The following examples have been calculated using Magma [1] .
Example 20. We consider the polynomial f (X) = X 3 + X 2 − 2X + 8 at p = 2. This polynomial is also used as an example in [5, §3.12, Einleitung zu §4, §4.4].
We start with initial precision s = 3. We consider the development of the factors g (1) (X), g (2) (X), g (3) (X) during steps 1 to 6, starting with the initial factorisation during step 1. We obtain the following results in the first 10 steps. The defect is bounded above by t = 1. The defect seems to be constant with value 1. We observe that the defect is maximal. Note that in step 1, the precision grows only by 1.
Example 21.
We consider the polynomial f (X) = X 8 + 3072X 2 + 16384 at p = 2. We start with initial precision s = 103, for which we have the initial factorisation into the factors We obtain the following results in the first 10 steps. The defect is bounded above by t = 23. Since f (X) ≡ 2 X 8 , the defect is even bounded above by t ′ = 22.
step current defect precision s s − s
