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Abstract This article provides very personal reflections on some of the important contributions made by
Lotfi A. Zadeh that havemade impacts uponmy own research. Upon reflection, I found that his work-fuzzy
and non-fuzzy-have influenced much of my career.
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In order to put into perspective and reflect upon some of
Lotfi A. Zadeh’s (henceforth called ‘‘Zadeh’’, although ‘‘Lotfi’’
would have been preferred) important contributions that have
impacted my own research, it is necessary first for me to
provide a brief sketch of my own background. I began my
career in the Aerospace industry in 1963 working in the field
of control theory and, as so often the case in industry, on
many different problems including learning control systems,
adaptive control, pattern recognition, parameter estimation
methods and Kalman filtering. When I went into academia in
1974,mywork shifted fromcontrol theory to geophysical signal
processing (notably, seismic deconvolution for petroleum
exploration) and then around 1984 to signal processing, using
higher-order statistics (cumulants). It was only around 1987
that I started to work in the field of fuzzy sets and systems, a
field that has occupied my interests since.
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When I graduated with my Ph.D., in 1963, and started work
in the Aerospace industry, I had scant knowledge of state space
methods; bread and butter methods that were fast becoming
known as ‘‘modern control’’. The first book about suchmethods
that I read was the now classical book ‘‘Linear System Theory,
the State Space Approach’’, by Zadeh and Charlie Desoer [1].
This book made a very strong and lasting impression on me
because of its clarity and rigor. It is still difficult for me to
realize that at the time of its publication (1963), Zadeh was
well into his famous struggle with the demons of precision
and significance (especially since the material in this book was
so precise), as encapsulated by his now-famous Principle of
Incompatibility [2]:
As the complexity of a system increases, our ability to make
precise and yet significant statements about its behavior
diminishes until a threshold is reached beyond which precision
and significance (or relevance) become almost mutually
exclusive characteristics, or The closer one looks at a real-world
problem, the fuzzier becomes its solution.
Building upon what I learned about state-space models
from the 1963 book, it was relatively easy for me to learn
about optimal control and Kalman filtering [3]. I mention
the latter because a Kalman filter is not limited to time-
invariant dynamical systems. One of its great strengths is that
it is applicable to time-varying systems, an area also studied
extensively by Zadeh (e.g. [4]).
When I left industry in 1974 to join the University of South-
ern California, I turned my attention to geophysical model-
ing and processing for petroleum exploration. Because of my
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very quickly see how a very important kind of seismic process-
ing for petroleum exploration, called deconvolution, whichwas
then being solved by using digitalWiener filters, could be refor-
mulated using a state-spacemodel, and could then be solved by
using mean-squared smoothing (a close relative to the Kalman
filter) [5]. It was also possible to reformulate classical models of
layered media systems as state space models [6]. So, for about
a decade, state space models and methods played key roles in
my students work for what some later have calledmodel-based
signal processing.
3. Shifting away from state space methods
During the 1970’s and early-to-mid 80’s, I was very active
in the IEEE Control Systems Society, and no self-respecting
control theorist would dare go into Zadeh’s new fuzzy field. To
do so would have meant instant ex-communication; however,
what was happening during this period of my research was
the beginning of a realization that the nice ‘‘clean’’ state space
models, widely used by us in ourmodel-based signal processing
works and by the Aerospace industry (aswell as bymany others
and many other industries), were beginning to break down for
me due to the complexity of the earth andmuch uncertainty. In
fact, unless the seismic data fit the model – and usually it didn’t
– better results could be obtained by using so-calledmodel-free
methods, such as a neural network.
When the bottom fell out of the oil industry around 1983,
one of my students (Georgios Giannakis) moved me into the
field of signal processing known as higher-order statistics [7,8]
or higher-order spectra. This move was a further shift in my
thinking because, unlike Kalman filtering which is optimal only
under Gaussianity, so that everything can be learned from first-
and second-order statistics, I was now researching problems
where the signals were non-Gaussian, so thatmore information
about them could be obtained by not only using second-order
statistics, but also using third- and fourth-order statistics.What
we were doing was non-linear signal processing.
Around 1985, another one of my students (Robert Popoli)
suggested we look into fuzzy sets because they could incorpo-
rate someapriori uncertainties into our state-spacemodels that
we could not otherwise incorporate. I think I probably threw
him out of my office, because at that time I thought that fuzzy
sets and everything connected with them were some sort of
cult activity, with Zadeh as the cult-leader. Fortunately for me,
Popoli was very persistent, and he presented a series of lectures
about fuzzy sets to myself and my group of students, so that by
the end of that summer,wewere convinced that fuzzy setswere
not ‘‘fuzzy mathematics’’, but as Zadeh has always maintained,
was ‘‘legit’’ mathematics.
As an aside, there is no doubt that Zadeh was considered
to be among the top system theorists of his day, and then
almost overnight, he disappeared from that field, wandering (as
some might say) in the fuzzy wilderness. At least Moses had
a following when he wandered through the wilderness. Zadeh
had no one, and one of the great ‘‘miracles’’ is that he not only
survived, but by the time he left the fuzzy wilderness, had also
created a strong tribe of what one might now call ‘‘fuzzyites’’.
Returning to Popoli, he incorporated a very simple rule into
an Extended Kalman Filter (yes, we were still using state-space
models – and we still do) for the problem of tracking a very
large objectwhosemeasurementswere very noisy, and showed
that by doing this one could track the target very well, even
in lots of noise [9]. In addition, a former student of mine, FredAminzadeh, was also using fuzzy sets in some of his work at
the UNOCAL Corporation, and was editing books about this.
These events started to open my eyes to possibilities for fuzzy
sets, even though we had so far only made use of the most
rudimentary aspects of a fuzzy set, namely, its membership
function, but at least it was a beginning.
4. Moving fully into fuzzy sets
My first 100% fuzzy logic student was Li-Xin Wang. Zadeh’s
influence on our work became much greater during Li-Xin’s
period of time at USC, especially Zadeh’s 1973 seminal work
on rule-based systems [2]. It was through Li-Xin’s insights that
I learned much about a Fuzzy Logic System (FLS), e.g. it is a
universal approximator; it can be viewed as a layered system (in
the spirit of a layered neural network); it can be trained using
data, just like a neural network; its input–output relation can be
expressed mathematically as a fuzzy basis function expansion
with number of terms equal to number of rules; and it is a
variable structure system, i.e. only rules that are in a subspace
of the state space fire, and those rules change as the system
sweeps through its state space. This variable-structure property
occurs automatically because of the way in which rules are
created through a partitioning of state variables into linguistic
terms—another Zadeh idea [2].
The significance of being able to express an FLS as a
mathematical formula should not be under-estimated. It is only
through such a formula that it was possible to do much of the
above. Later, when Li-Xin did his post-doc at UC Berkeley for
Zadeh, he was able to use FLS formulas in a nonlinear control
system and a nonlinear adaptive control system, and perform
the kind of analyses that are demanded by the control theory
community for such systems. This established a bridge between
the fuzzy and control theory communities.
Rules are the very heart of an FLS. Although it may be
possible to extract rules from an expert, many times this is not
possible or practical to do. Li-Xin was the first to explain how
rules can be extracted from data. His method for doing this
(called the Wang-Mendel (WM) Method [10]) is considered by
many to be the standard against which all other such methods
are compared.
Somehow Zadeh found out about Li-Xin’s USC work and
asked if he could show some slides about the work at the first
IEEE FUZZ conference held in San Diego in 1992. Zadeh was
extremely generous in his praise of that work at this kick-off
IEEE fuzzy conference, something that made it easier for us
to continue working in the fuzzy-field. Li-Xin later wrote two
books on fuzzy logic [11,12].
5. Type-2 fuzzy sets
My earlier background in estimation theory and statistical
signal processing then moved me in the direction of trying
to understand how an FLS could handle uncertainties. It soon
became apparent that the fuzzy sets that everyone was using
(now called type-1 fuzzy sets in order to differentiate them from
type-2 fuzzy sets) did not have enough flexibility for them to
incorporate an uncertainty, such as non-stationary noise or a
histogram of consequents, asmight be established from a group
of subjects all of whom did not provide the same consequents
for a rule. Zadeh, as usual, was way ahead of us. In his 1975
three-part magnum opus [13], he introduced fuzzy sets of type-
2 [now called type-2 fuzzy sets (T2 FSs)] in which membership
grades were themselves fuzzy sets. One could call such fuzzy
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set needed in order to continue our work [14,15].
I have often wondered: ‘‘Why did Zadeh develop a type-2
fuzzy set?’’ when there was so much that needed to be done
with type-1 fuzzy sets. I can only speculate on why he did this.
During the 1960s and early 1970s, he was under attack for his
work, and one such attack was about the membership function
of a fuzzy set, e.g. ‘‘How could an FS be an uncertainty model if,
once its MF parameters are specified, there is nothing uncertain
about it?’’ Perhaps a T2 FS was a response to this attack; or
perhaps he realized from the very beginning of fuzzy sets that
requiring something that is ‘‘fuzzy’’ to be precise seemed like a
contradiction.
During the years that my students and I developed type-
2 fuzzy logic systems, we used yet another Zadeh concept,
namely, the Extension Principle (EP) [13]. Zadeh had the
foresight to know that people would want to determine a
function of fuzzy sets, which of course is just another fuzzy set,
and must therefore be described by its membership function.
The EP provides a procedure for doing this. Unfortunately,many
times it is very difficult to carry out the operations of the
EP. Fortunately, for our works on T2 FLSs, we only needed to
compute the set-theoretic operations of union, intersection and
complement, and formulas for these operations had already
been developed byMizumoto and Tanaka [16],whoused the EP.
We also made use of the EP when we developed the centroid of
a T2 FS [17]. The EP is a very important tool that is very widely
used and, in my opinion, has to be in the armamentarium of
anyone doing work in the FL field.
Formany years I wonderedwhy somany people used alpha-
cuts, since we had never needed them for any of our work on
T2 FLSs. Alpha-cuts are another Zadeh invention and provide a
practical way to implement his EP. Loosely speaking, alpha is
a real number with values in the interval [0,1]. Imagine slicing
a (2D) MF of a T1 FS with a horizontal cut at level alpha. That
cut will intersect the MF at a left-end value and a right-end
value, leading to an interval of real numbers. An alpha-cut is
the projection of that interval of real numbers onto the axis of
the primary variable. By keeping the alpha-cut at level alpha,
so that one has a rectangular well of height alpha and width
equal to the alpha-cut, one obtains the important alpha-cut
decomposition of a T1 FS [13], where the MF of such a FS
equals the union (over all values of alpha) of those rectangular
wells. Most important is the related function decomposition
theorem [13] that states: ‘‘TheMF for a function of T1 FSs equals
the union (over all values of alpha) of the MFs for the same
function applied to the alpha-cuts of the T1 FSs’’. This result
appears in [13], but without proof. This result may have been
obvious to Zadeh, but it was not so obvious to mere mortals;
it was subsequently first proved by Nguyen [18]. A very nice
proof of it also is in [19]. Lest one think that this is the end of
the computational chain in computing theMFof a function of T1
FSs, it is not, because one must now figure out how to compute
that function applied to the alpha-cuts of the T1 FSs. This can be
challenging, but is usually manageable.
Returning to T2 FSs, they come in two kinds-interval T2 FSs
and general T2 FSs. An interval T2 FS (IT2 FS), also known as
an interval valued fuzzy set (e.g. [20–22]), is a T2 FS, all of
whose secondary grades are the same; hence, it is completely
described by its 2D-domain which is now called the Footprint
Of Uncertainty (FOU). The FOU is completely described by two
T1 FSs, a lower bounding function called the Lower MF (LMF),
and an upper bounding function, called the Upper MF (UMF).
The FOU can be represented as the union of all T1 FSs thatcover it; hence, everything that one needs to know about an
IT2 FS, and subsequently an IT2 fuzzy logic system FLS, can be
derived by using T1 FS mathematics [23]. This simplifies things
enormously, especially for new researchers,which is one reason
why IT2 FLSs are so popular.
General type-2 FSs and FLSs are today hot topics of research.
A general T2 FS has a 3D MF, sort of like a mountain sitting on
its FOU. Just as the 2D MF of a T1 FS can be cut by a horizontal
line and can be expressed by an alpha cut decomposition, the
3D MF of a general T2 FS can be cut by a horizontal plane,
and one can compute the union (again, with respect to alpha
over [0,1]) of all these alpha-planes raised to level alpha. This
is called the alpha-plane decomposition of a T2 FS [24,25] or a z
Slice decomposition [26]. Each alpha plane is bounded by a LMF
and an UMF and is therefore an IT2 FS when it is raised up to
level alpha (butwith secondary grades all equal to alpha instead
of one). So, everything that has been learned about IT2 FSs and
IT2 FLSs can be applied to general T2 FSs and FLSs. Additionally,
when one cuts the 3D MF of the general T2 FS vertically, one
obtains a vertical slice, and the union of all vertical slices is once
again the 3DMF of a general T2 FS. Each vertical slice is a T1 FS,
and can be decomposed by the alpha-cut decomposition; hence,
alpha cuts play a very important role for general T2 FSs and FLSs.
6. Computing with words
Zadeh’s work on fuzzy sets is very rich in new ideas.
Everything that I have described so far would lead one to
believe that he developed FSs for the solutions to engineering
problems; but, in fact, he did not (at least I don’t think he
did). From the 1970’s [2] and through today, e.g. [27–30] he
continues to champion FSs for what is now called Computing
With Words (CWW or CW). Arguably, this phrase appears first
in his 1996 article [31]; however, he has many earlier articles,
e.g. [32–34] inwhich he champions the use of FSs for words and
phrases.
According to Zadeh [28]: CWW is a methodology in which
the objects of computation are words and propositions drawn
from a natural language. [It is] inspired by the remarkable
human capability to perform a wide variety of physical and
mental tasks without any measurements and any computations.
CWW may have an important bearing on how humans · · ·
make perception-based rational decisions in an environment of
imprecision, uncertainty and partial truth.
What happened? Why has so much of this work gone
unnoticed? Perhaps it was Mamdani and Assilian [31,35] and
others who saw how to implement rules that could be obtained
from an expert, and could be used to solve difficult engineering
problems using T1 FSs; or the Japanese who championed many
consumer products that could be easily designed using FL and
T1 FSs; or the fact that just about any crisp problem could
be ‘‘fuzzified’’ and could be described by precise mathematics,
which became a bonanza for mathematicians. It is also rather
ironical that the greatest triumphs for fuzzy logic have occurred
in the control field, the field that has often been themost critical
of fuzzy logic.
In short, the fuzzy field went down a path quite different
from the one envisioned by Zadeh. But ‘‘hats off’’ to that path!
Fortunately, for all of us, Zadeh is very persistent. For the
past (at least) 15 years, he has been reminding us of his
important earlier ideas and works on CWW (when they were
not yet called CWW). Although he published articles in which
he introduced, e.g. test score semantics [33] and a language
called ‘‘Possibilistic Relational Universal Fuzzy’’ (PRUF) [32,34],
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translate and compute with words and phrases (which is much
more difficult than only computing with words), these works
have yet tomake the same impact as the ones I havementioned
above.
Why? Again, I can only speculate. Perhaps it has to do
with the examples that Zadeh uses in these articles, which
may be of interest to a linguist, but arguably do not seem so
interesting to an engineer (it is engineers who have turned FL
into commercial products), e.g. ‘‘Given that most Swedes are
tall, what is the average height of a Swede?’’ Or, perhaps it is
because the jargon that he uses, although technically precise, is
either difficult to pronounce, or difficult to differentiate, or both,
e.g. precisiation [34], precisiend and precisiand. Or perhaps, it is
because noMamdani or Assilian has yet to come forwardwith a
‘‘killer ap’’ for thiswork. Or perhaps, thiswork is too general and
needs a focus. Or perhaps, this work is truly interdisciplinary
and needs to be done jointly with a linguist, and such pairings
are difficult to come by for most of us.
My own feeling about CWW is that it is a high-level
paradigm (loosely speaking, words in and recommendations
out) that has to be applied to specific applications. For more
than the past 10 years, my students and I have been trying to
implement this paradigm for one class of applications-aiding
people in making subjective judgments. Our CWW architecture
is called a Perceptual Computer, e.g. [36]. It uses IT2 FSs, and
makes very heavy use of Zadeh’s EP and alpha cuts. So his
earlier works are now influencing CWW. This should not come
as a surprise to anyone who has read his earlier CWW articles,
because almost from the very beginning, he recognized that
solutions to his CWW problems require using the EP. Some
of the challenges to doing this are: Using data [36,37] and
knowledge that is generally known or easy to obtain, but is
context dependent, finding algorithms to implement the formal
EP solutions, validating the solutions [38] and applying CWWto
meaningful problems.
7. A final thought
In conclusion, when I look over my entire career, I
can see Zadeh’s influence on it to a degree greater than
around 0.7. Just as some people have an Erdös number.
[According toWikipedia [39], ‘‘The Erdös number’’ describes the
‘collaborative distance’ between a person and mathematician,
Paul Erdös, as measured by (joint) authorship of mathematical
papers. Erdös was an influential and itinerant mathematician
who spent a large portion of his later life living out of a suitcase
and writing papers with those of his colleagues willing to give
him room and board. The Erdös number was created by friends
as a humorous tribute to the enormous output of Erdös, one
of the most prolific modern writers of mathematical papers
(he published more papers during his life (at least 1400) than
any other mathematician in history), and has become well
known in scientific circles as a tongue-in-cheek measurement
ofmathematical prominence.] I propose that somepeople could
have a Zadeh Influence Number (ZIN), but of course unlike
the former, which is a crisp integer, a ZIN would be fuzzy
(e.g., around 0.7).
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