The OLI (Operational Land Imager) sensor on Landsat-8 has the potential to meet the requirements of remote sensing of water color. However, the optical properties of inland waters are more complex than those of oceanic waters, and inland atmospheric correction presents additional challenges. We examined the performance of atmospheric correction (AC) methods for remote sensing over three highly turbid or hypereutrophic inland waters in China: Lake Hongze, Lake Chaohu, and Lake Taihu. Four water-AC algorithms (SWIR (Short Wave Infrared), EXP (Exponential Extrapolation), DSF (Dark Spectrum Fitting), and MUMM (Management Unit Mathematics Models)) and three land-AC algorithms (FLAASH (Fast Line-of-sight Atmospheric Analysis of Spectral Hypercubes), 6SV (a version of Second Simulation of the Satellite Signal in the Solar Spectrum), and QUAC (Quick Atmospheric Correction)) were assessed using Landsat-8 OLI data and concurrent in situ data. The results showed that the EXP (and DSF) together with 6SV algorithms provided the best estimates of the remote sensing reflectance (R rs ) and band ratios in water-AC algorithms and land-AC algorithms, respectively. AC algorithms showed a discriminating accuracy for different water types (turbid waters, in-water algae waters, and floating bloom waters). For turbid waters, EXP gave the best R rs in visible bands. For the in-water algae and floating bloom waters, however, all water-algorithms failed due to an inappropriate aerosol model and non-zero reflectance at 1609 nm. The results of the study show the improvements that can be achieved considering SWIR bands and using band ratios, and the need for further development of AC algorithms for complex aquatic and atmospheric conditions, typical of inland waters.
Introduction
Since the launch of CZCS (the Coastal Zone Color Scanner), atmospheric correction (AC) for water remote sensing (water-AC) has been dominated by the black pixel assumption for NIR (near infrared) bands; i.e., the TOA (top of atmosphere) radiance in NIR bands is dominated by atmospheric radiance from Rayleigh and aerosol scattering. Therefore, water-leaving radiance (L w ) (or water-leaving reflectance (ρ w )) in visible bands may be derived by removing Rayleigh scattering and aerosol scattering through extrapolation from NIR [1] . In the CZCS era, the atmospheric contribution was predicted and removed based on the single scattering approximation [2] . For SeaWiFS (Sea-Viewing Wide Field-of-View Sensor), Gordon and Wang (1994) developed the GW94 atmospheric correction algorithm, which considers multiple scattering and aerosol models [3] . However, for turbid coastal and inland waters, the "black pixel" assumption may be invalid [4] . Overestimation of the aerosol Table 1 . Bands of the OLI (Operational Land Imager) on Landsat-8, with band range, band center, ground sampling distance (GSD), and signal-to-noise ratio (SNR) at reference radiance [27] . Although these AC algorithms have been applied to atmospheric correction for inland waters, there are no large-scale comparative assessments of AC algorithms for OLI data of highly turbid eutrophic inland waters. This study compares the performance of four water-AC algorithms (SWIR, EXP, DSF, and MUMM) and three land-AC algorithms (FLAASH, 6SV, and QUAC) using in situ data from shipborne measurements in three turbid and shallow inland lakes in eastern China EXP, DSF, and MUMM) and three land-AC algorithms (FLAASH, 6SV, and QUAC) using in situ data from shipborne measurements in three turbid and shallow inland lakes in eastern China (Lake Hongze, Lake Chaohu, and Lake Taihu). The study is directed at informing remote sensing analysis of inland waters, providing fundamental and novel information to improve the utility of OLI data.
Band

Data and Methods
Field and Satellite Data
Study Area
Lake Hongze (Figure 1a ), Lake Chaohu ( Figure 1b ) and Lake Taihu (Figure 1c) are the fourth fifth , and third largest freshwater lake in China, with areas of ~1576.9 km 2 (33°06′-33°40′N, 118°10′-118°52′E), 770 km 2 (31°25′-31°43′N, 117°17′-117°51′E), and 2338 km 2 (33°06′-33°40′N, 118°10′-118°52′E) respectively. The three lakes are shallow with an average water depth lower than 3 m, with high turbidity and with a eutrophic status. All provide important potable water sources to the local populations [28, 29] . Lake Taihu and Lake Chaohu are characterized by extensive algal blooms [30] . Typically, their optical properties are dominated by phytoplankton, suspended matter, and CDOM (colored dissolved organic matter) [28] . These three lakes were selected because of their importance and complexity, to test the performance of AC algorithms over inland waters. 
Field Measurements
Spectral data were measured by the spectrometer (ASD FieldSpec 4) following NASA Ocean optics protocols [31] . The total water-leaving radiance (L t ) ranges from 350 to 2500 nm, reflectance and radiance of reference panel (ρ p , Lg, respectively), and sky radiance (L sky ) were measured via this instrument at 90 • azimuth with respect to the sun and with a nadir viewing angle of 45 • at each station. The water surface reflectance factor σ was assumed to be 0.028 [32] considering the wind speed (<5 m/s)and sky conditions (under clear sky or low cloud) of the field measurements. For each site, the remote sensing reflectance (R rs ) measurements were conducted 15 times to obtain the average value [33] , from the ratio of water-leaving radiance (L w ) to incident downwelling plane irradiance (E d ):
The water samples were collected near water surface (<0.3 m), and were stored in the dark at 4 • C before laboratory analysis. According to NASA recommended protocols, concentration of chlorophyll-a (Chla) was measured spectrophotometrically using a Shimadzu UV-2600 spectrophotometer [34, 35] . Concentrations of SPM (suspended particle matter) were determined gravimetrically in laboratory, and this matter was further differentiated into suspended particulate inorganic matter (SPIM) and suspended particulate organic matter (SPOM) by burning organic matter from the filters [36, 37] . Spectral absorption coefficients of particulate involved phytoplankton (a ph (λ)) were determined using the quantitative filter technique [38] . Spectral absorption coefficients of CDOM (a g (λ)) were determined using a Shimadzu UV-2600 spectrophotometer with Milli-Q water as the reference. Absorption coefficients of pure water (a w (λ)) were obtained from Pope and Fry (1997) [39] . Further details of the field measurements of bio-optical parameters and processing methods can be found in the previous studies [40, 41] .
Satellite Data and Data Matching
Five images of Level-1 from OLI sensor onboard the Landsat-8 (Table 2) were acquired from USGS (United State Geological Survey) (http://earthexplorer.usgs.gov/). The Level-1 data are provided in GeoTIFF format, with each spectral band in a separate file that has been mapped to a common UTM (Universal Transverse Mercator) projection, and the full suite of spectral band files are packaged into a compressed tape archive (tar) file that also includes a MTL (Landsat Metadata) file containing scene-specific time and location information [42] . These cloud free OLI images were processed to R rs products via atmospheric correction, and then compared to in situ R rs data. In order to minimize the effects of temporal and spatial mismatches between satellite and in situ data, the time window was narrowed to~±3 h of the Landsat-8 overpass. For the sake of ensuring spatial data consistency, model-measured R rs spectral data were derived by averaging a 3 × 3 pixel area surrounding the in situ data location. Water-atmospheric correction algorithms on narrow band sensors were developed specifically for remote sensing of aquatic ecosystems [9, 25, 43] . In general, four water-ACs [6, 7, [24] [25] [26] are usually used, based on the assumptions that (1) pixels of water meet the requirements of "black pixel" assumption [4] ; (2) the accuracy of aerosol model for extrapolation meets the real aerosol model [8] . It is worth considering their suitability for turbid waters. ACOLITE was developed for atmospheric correction for both OLI and MSI (MultiSpectral Imager) on Sentinel-2. The ACOLITE software (acolite_py_win_20180925.0) includes two atmospheric correction algorithms: EXP (exponential extrapolation) and DSF (dark spectrum fitting).
(1) SWIR For turbid waters, the NIR black water assumption is often invalid because phytoplankton, detritus, and suspended sediment contribute to NIR backscatter [6, 7] . SWIR bands have a higher absorption with respect to NIR bands [44] . The black pixel assumption is generally valid for SWIR bands at 1640 nm and 2130 nm, even for extremely turbid waters [45] . The SWIR algorithm process is the same as GW94, replacing the NIR bands with SWIR bands. Here, we use SeaDAS 7.4 [42] to process the satellite data via SWIR algorithm.
(2) EXP The EXP algorithm is based upon exponential extrapolations of the ratio of multiply scattered SWIR aerosol reflectance in the visible bands. There is no use of aerosol LUTs (lookup tables). EXP reduces the noise from SWIR bands through spatial smoothing [25] . Two SWIR bands (1609 nm and 2201 nm) of OLI were used for aerosol determination in ACOLITE (v20180925).
(3) DSF DSF was developed by Vanhellemont et al. [26] and integrated into a Python version of ACOLITE (acolite_py_win_20180925.0). The "dark pixels" for atmospheric correction in DSF are more flexible than in EXP and SWIR. In GW94, SWIR or EXP, dark targets pixels in NIR or SWIR are fixed while the band selection of "dark targets" is performed dynamically in the DSF algorithm. The darkest pixels in DSF are searched from all the image pixels. The aerosol optical thickness (AOD) is derived from the darkest pixels using a LUT, then used in the AC process. The DSF algorithm achieved satisfactory results on the Belgian coast.
(4) MUMM
The MUMM algorithm uses an alternative method to estimate the marine contribution in the NIR, as proposed by Ruddick et al. [6] . This algorithm replaces the assumption that the water-leaving radiance is zero in the NIR with the assumption of spatial homogeneity of the NIR band ratios for aerosol and water-leaving reflectance over the subscene of interest [6, 46, 47] . These assumptions are extended into the turbid waters, and the MUMM accuracy is highly dependent on the validity of the assumptions for a given image. The MUMM can be summarized as follows: (1) enter the atmospheric correction routine (i.e., GW94) to produce a scatter plot of the Rayleigh-corrected reflectance, ρ rc (λ1) and ρ rc (λ2), for the study region; (2) calculate the calibration parameter ε based on the scatter plot mentioned above; (3) reenter the atmospheric correction routine with data for the Rayleigh-corrected reflectance and use Equations (2) and (3) to determine ρ a (λ 1 ) and ρ a (λ 2 ), taking into account the nonzero water-leaving reflectance; (4) continue as in the standard GW94 algorithm [48] .
where α is the ratio of the water-leaving radiance in NIR bands, ρ a is the reflectance due to the aerosol scattering and the interaction between molecular and aerosol scattering reflectance; ρ rc , is the top-of-atmosphere signal corrected for Rayleigh scattering, ε is the ratio of ρ a . α is defined as ratio of the red band and NIR band; fixed for OLI to a value of 8.7 [49] .
The Land-Atmospheric Correction Algorithms
Three popular atmospheric correction algorithms designed for land (land-AC) (FLAASH, 6SV, and QUAC) were assessed. FLAASH and 6SV are based on radiative transfer models and QUAC on a dark object assumption. Radiative transfer models consider the radiation transmission process in the range of visible light to the SWIR band. They describe the condition of the radiation source, the atmospheric status (including Rayleigh scattering, aerosol scattering, and vapor absorption), and the geometric conditions of the sensor. The key is to acquire in situ atmospheric parameter data simultaneously with satellite data acquisition. Actually, it is rarely possible to synchronously obtain such information. Therefore, standardized atmospheric parameters are used during the atmospheric correction. Dark targets or black pixels are usually used to derive the aerosol scattering [14, 16, 50, 51] . AC algorithms for water strictly define black pixels, thus, dark objects required for land-AC are widely defined, including dense vegetation [52] , water [53] , and shadow waters [54] . The QUAC is typical of algorithms based on dark objects. The AC algorithm-driven surface reflectance is calculated as R rs by dividing by π, because the water is approximated as a Lambert body [6, 25, [55] [56] [57] .
(1) FLAASH FLAASH was developed on the basis of the MODTRAN (MODerate resolution atmospheric TRANsmission) code by the Air Force Research Laboratory, Hanscom AFB, and Spectral Sciences, Inc. It has a unique solution to each image, because the atmospheric parameters are estimated from the characteristics of the atmosphere in image pixels, and atmospheric information is assessed by the dark target method based on the image itself [58] . Both the standard atmospheric model and aerosol model from MODTRAN are used to replace the real-time atmospheric parameters, which broaden the application of the FLAASH and improve its stability. The aerosol model for FLAASH is urban, due to the study areas are next to the cities, and the visibility value setting is the same as in Rotta et al. [59] . (2) 6SV 6SV is the vector version of 6S (Second Simulation of the Satellite Signal in the Solar Spectrum) [60, 61] , a basic radiative transfer code used to calculate lookup tables in the atmospheric correction algorithm (http://6s.ltdri.org). It enables accurate simulations of satellite and plane observations, accounting for elevated targets, the use of anisotropic and Lambertian surfaces, and the calculation of gaseous absorption. The code is based on the method of successive orders of scattering approximations [15] . For detailed corrections, 6SV, the latest code for atmospheric correction requires ancillary data such as water content, ozone content, and aerosol optical depth, as well as terrain elevation [62] . Standard atmospheric model and aerosol model from the 6SV algorithm were used in the present study due to the lack of real-time atmospheric data. The observed geometry is obtained from MTL text, and other settings are same as Shen et al (2018) [63] .
(3) QUAC QUAC (Quick Atmospheric Correction) is an algorithm based on dark targets. Three assumptions are considered: (1) the image must present more than 10 spectrally different pixels; (2) the standard deviation of the reflectance from end-member pixels is spectrally independent and can be used to calculate the transmittance; and (3) there is a relevant number of dark pixels to calculate an invariant baseline, assumed as a measurement of attenuation (scattering and absorption) and the adjacency effect [17] . The computational speed of the atmospheric correction method is significantly faster than radiative transfer model based methods because QUAC does not involve first principles radiative-transfer calculations, and only requires an approximate specification of sensor band locations (i.e., central wavelengths) and their radiometric calibration [53] .
Water Type Classification
Normalized through depth at 675 nm (NTD675) [64] was used for classification of inland water studied:
where nR rs (λ) referred to the normalized remote sensing reflectance at wavelength λ nm by using reflectance at 675 nm. In our study, waters were classified into three types: turbid water (TW), in-water algae (IW), and floating bloom (FB) [64] .
Statistical Indices
To evaluate performance of the algorithm, the determined coefficient (R 2 ), the root-mean-square-error (RMSE), the mean absolute percentage error (MAPE), and bias were used:
where R i rs is the in situ data, R m rs is the OLI data after atmospheric correction, and n is the number of match-ups.
Results
Spectrums and Water Conditions of Study Areas
The measured R rs within the range of 400-900 nm, associated with 74 sites over three lakes (Figure 1 ), are shown in Figure 2a (Lake Hongze), 2b (Lake Chaohu), and 2c (Lake Taihu). The spectral shape of Lake Hongze on 24 October 2014 (Figure 2a ) was monotonous, with a flat spectrum at 550-650 nm, and the R rs are characteristic of highly turbid waters and are similar in shape to previously reported spectra [65, 66] . The Figure 2b ,c showed that the spectral characteristic of Lake Chaohu and Lake Taihu are complex. In Lake Chaohu and Lake Taihu, the spectral characteristics of turbid waters were found, furthermore, other spectra also showed distinct increased water-leaving radiance within NIR region, i.e., 700 to 900nm. The higher variability in the spectral curves in Figure 2b ,c within the 700-900 nm range reflects a larger variability in optically active constituents of lake waters in Lake Chaohu and Lake Taihu than in Lake Hongze.
were found, furthermore, other spectra also showed distinct increased water-leaving radiance within NIR region, i.e., 700 to 900nm. The higher variability in the spectral curves in Figure 2b ,c within the 700-900 nm range reflects a larger variability in optically active constituents of lake waters in Lake Chaohu and Lake Taihu than in Lake Hongze. Table 3 shows the variations of bio-optical properties of three lakes (Lake Hongze, Lake Chaohu, and Lake Taihu). For the waters of Lake Taihu, Chla showed highest variability from 19.96 to 1022.53 μg/L (206.13 ± 267.93 μg/L), SPOM also showed highest variability from 4.00 to 321.33 mg/L (72.04 ± 85.48 mg/L). Correspondingly, the ag(440) and aph(665) of Lake Taihu covered wide ranges. While the variation ranges of bio-optical properties of Lake Hongze was much narrower than that of Lake Chaohu and Lake Taihu (Table 3) , especially ag(440) (1.38 ± 0.13) and aph(665) (0.19 ± 0.03). On the other hand, the mean SPOM/SPIM value of Lake Hongze was 0.25, Lake Hongze was dominated by SPIM, while the mean SPOM/SPIM values of Lake Chaohu and Lake Taihu were more than 1.39, and these two lakes were dominated by SPOM. Table 3 . Variations of bio-optical properties of the three study lakes (Lake Hongze, Lake Chaohu, and Lake Taihu). The unit for Chla is μg/L. The units for SPOM and SPIM are mg/L.
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Parameters Minimum Maximum Mean SD Lake Hongze (n = 10) Table 3 shows the variations of bio-optical properties of three lakes (Lake Hongze, Lake Chaohu, and Lake Taihu). For the waters of Lake Taihu, Chla showed highest variability from 19.96 to 1022.53 µg/L (206.13 ± 267.93 µg/L), SPOM also showed highest variability from 4.00 to 321.33 mg/L (72.04 ± 85.48 mg/L). Correspondingly, the a g (440) and a ph (665) of Lake Taihu covered wide ranges. While the variation ranges of bio-optical properties of Lake Hongze was much narrower than that of Lake Chaohu and Lake Taihu (Table 3) , especially a g (440) (1.38 ± 0.13) and a ph (665) (0.19 ± 0.03). On the other hand, the mean SPOM/SPIM value of Lake Hongze was 0.25, Lake Hongze was dominated by SPIM, while the mean SPOM/SPIM values of Lake Chaohu and Lake Taihu were more than 1.39, and these two lakes were dominated by SPOM. Table 3 . Variations of bio-optical properties of the three study lakes (Lake Hongze, Lake Chaohu, and Lake Taihu). The unit for Chla is µg/L. The units for SPOM and SPIM are mg/L. 
Water Optical Properties and the Classification
For turbid water, there were three peaks at around 550, 710, and 810 nm, and the R rs slowly decreased from 550 to 710 nm ( Figure 3a) . The spectral peaks of in-water algae were salient at around 550 and 710 nm and, from 710 to 900 nm, the spectrum shown a downward trend (Figure 3b ). For the floating bloom waters, however, the R rs in the NIR region was normally higher than that at around 680 nm with a spectral shape similar to that of vegetation ( Figure 3c ). These spectral characteristics of water reflectance were important in atmospheric correction algorithms, especially for the "black pixel" assumption. The average biochemical parameters for each water type show clear differences (Table 4) . The Chla, SPOM, SPOM/SPIM (ratio of SPOM to SPIM), and a ph (665) generally showed an increasing trend from turbid water to in-water algae and floating bloom. The Chla values indicated that three water types are eutrophic. Floating bloom had obvious high value of Chla (198.04 ± 203.85 µg/L) and relatively higher SPOM (117.27 ± 69.46 mg/L) and a ph (665) (6.59 ± 8.07) than other water types. The mean SPOM/SPIM value was 0.28 in turbid water, meaning that turbid water was dominated by SPIM. However, the mean SPOM/SPIM values were more than 1.5 in in-water algae and floating bloom, revealing that the two water types are dominated by SPOM. Actually, the SPOM in in-water algae and floating bloom was mainly phytoplankton. According to field observations, in-water algae is dominated by algae phytoplankton accumulation in the water column, and floating bloom waters are dominated by floating phytoplankton. Remote Sens. 2018, 10, x FOR PEER REVIEW 10 of 24 
Assessment of the Water-AC Algorithms
Comparison with In Situ Measurements
In this section, the performances of water-atmospheric correction algorithms will be assessed using in situ data. It needs to be pointed out that only 56 match-up sample points of in situ data were used for the evaluations of SWIR and MUMM algorithms because of water pixel mask derived by AC algorithms. The DSF algorithm provided the smallest RMSE and MAPE at 561 nm (RMSE ~ 0.0083 sr −1 ; MAPE ~ 17.06%) and 655 nm (RMSE ~ 0.0086 sr −1 ; MAPE ~ 27.63%) (Figure 4c ). The DSF and SWIR algorithm showed quite similar MAPE values at 443, 482, 655, and 865 nm bands (Figure 4a,c) . The EXP algorithm derived the smallest RMSE and MAPE of Rrs(443) (RMSE ~0.0078 sr −1 ; MAPE ~ 43.17%) and Rrs(482) (RMSE ~ 0.0080 sr −1 ; MAPE ~ 28.96%), but the data plots at 865 nm were discrete in the measured high value (Figure 4b In this section, the performances of water-atmospheric correction algorithms will be assessed using in situ data. It needs to be pointed out that only 56 match-up sample points of in situ data were used for the evaluations of SWIR and MUMM algorithms because of water pixel mask derived by AC algorithms. The DSF algorithm provided the smallest RMSE and MAPE at 561 nm (RMSE~0.0083 sr −1 ; MAPE~17.06%) and 655 nm (RMSE~0.0086 sr −1 ; MAPE~27.63%) (Figure 4c ). The DSF and SWIR algorithm showed quite similar MAPE values at 443, 482, 655, and 865 nm bands (Figure 4a,c) . The EXP algorithm derived the smallest RMSE and MAPE of R rs (443) (RMSE~0.0078 sr −1 ; MAPE~43.17%) and R rs (482) (RMSE~0.0080 sr −1 ; MAPE~28.96%), but the data plots at 865 nm were discrete in the measured high value (Figure 4b 
Band Ratios
Band ratio algorithms are commonly used in retrieval of water biogeochemical products, and can reduce the systematic retrieval error caused by atmospheric corrections. They can be used to test the ability of AC methods to accurately retrieve the spectral shape of Rrs at the water surface from TOA radiance. According to the definition of α, the ratio of band 3 and band 4 for the OLI sensor is fixed at a value of 8.7 [49] . The Rrs(865)/Rrs(655) retrieved by MUMM was not discussed.The lowest values of three statistical indices ( (Table 4) . Remarkably, four water-AC algorithms all failed in the band ratios with the NIR band (Rrs(865)/Rrs(561) and Rrs(865)/Rrs(655)), and the RMSE and MAPE values of band ratios with the NIR band were more than 0.3916 and 89.43%, respectively. Similarly, the RMSE and MAPE values of the band ratios with 443 nm band were more than 0.1758 and 46.11%, respectively. The large error in band ratios with NIR 
Band ratio algorithms are commonly used in retrieval of water biogeochemical products, and can reduce the systematic retrieval error caused by atmospheric corrections. They can be used to test the ability of AC methods to accurately retrieve the spectral shape of R rs at the water surface from TOA radiance. According to the definition of α, the ratio of band 3 and band 4 for the OLI sensor is fixed at a value of 8.7 [49] . The R rs (865)/R rs (655) retrieved by MUMM was not discussed.The lowest values of three statistical indices (Table 5 ) was in R rs (655)/R rs (561), and the highest values were in R rs (865)/R rs (561) and R rs (865)/R rs (655). The R rs (655)/R rs (561) had the best agreement with in situ data, the best algorithm was SWIR algorithm, and the worst was MUMM algorithm. R rs (655)/R rs (561) had a similar accuracy of RMSE~0.01 and MAPE~11% across algorithms (Table 4) . Remarkably, four water-AC algorithms all failed in the band ratios with the NIR band (R rs (865)/R rs (561) and R rs (865)/R rs (655)), and the RMSE and MAPE values of band ratios with the NIR band were more than 0.3916 and 89.43%, respectively. Similarly, the RMSE and MAPE values of the band ratios with 443 nm band were more than 0.1758 and 46.11%, respectively. The large error in band ratios with NIR band or with 443 nm band may reduce the robustness of the retrieval methods of water biogeochemical products. While R rs (655)/R rs (561) was supported by four water-AC algorithms, R rs (655)/R rs (561) may reduce the uncertainty of the inversion algorithms brought by the AC algorithm. Accordingly, EXP achieved the best accuracy in band ratios (except the band ratios with NIR band), while MUMM was the worst performer of the four water-AC algorithms. In summary, the MUMM algorithm with fixed α of 8.7 did not work in our study areas, and the SWIR algorithm did not meet the requirements [2] . The accuracy of EXP was very similar to that of DSF.
Assessment of the Land-AC Algorithms
Comparison with In Situ Measurements
The land-AC algorithms failed at 443 nm (RMSE > 0.0102 sr −1 , MAPE > 91.35%) and 865 nm (RMSE > 0.0269 sr −1 , MAPE > 180.37%), which was similar to the results of water-AC algorithms. Comparatively, the accuracy of land-AC algorithms at 561 nm was the best. The EXP and MUMM algorithms underestimated the water-leaving reflectance the water-leaving reflectance (Figure 4b,d) . However, the land-AC algorithms overestimated the water-leaving reflectance ( Figure 5 ). The MAPE of FLAASH-derived R rs was larger than 27.75%, and the RMSE of that was more than 0.0108 sr −1 (Figure 5a ). The RMSE and MAPE of QUAC-derived R rs was larger than 0.0179 sr −1 and 47.13%, respectively (Figure 5c ). Compared with FLAASH and QUAC, the 6SV algorithm produced the smallest overall RMSE and MAPE (Figure 5b ). The MAPE of 6SV-derived R rs (561) and R rs (655) were 16.44% and 22.74%, which met the requirement for Case II remote sensing retrieval at 561 nm and 655 nm [2] . However, 6SV did not work at the blue band (443 nm) and NIR band (865 nm). 
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Band Ratios
Rrs(655)/Rrs(561) retrieved by land-AC algorithms provided the highest accuracy of all band ratios (RMSE < 0.0963, MAPE < 11.50%) ( Table 6 ), while the accuracy of the retrieved band ratios with the NIR band was the lowest (RMSE > 0.6360, MAPE > 149.59%). This was similar to the performances of water-AC algorithms. Different from the large gap between the performance of the water-AC algorithms in band ratios, the three land-AC algorithms showed similar accuracy for Rrs(482)/Rrs(561), 
R rs (655)/R rs (561) retrieved by land-AC algorithms provided the highest accuracy of all band ratios (RMSE < 0.0963, MAPE < 11.50%) ( Table 6 ), while the accuracy of the retrieved band ratios with the NIR band was the lowest (RMSE > 0.6360, MAPE > 149.59%). This was similar to the performances of water-AC algorithms. Different from the large gap between the performance of the water-AC algorithms in band ratios, the three land-AC algorithms showed similar accuracy for R rs (482)/R rs (561), R rs (655)/R rs (561), and R rs (482)/R rs (655). Notably, the QUAC algorithm in the band ratios was improved (Table 5 ) and could accurately retrieve the spectrum shape. 6SV had better performance than other algorithms, however, the advantage of 6SV were not significant. 
EXP vs. 6SV
Three water-AC algorithms (SWIR, EXP, DSF, and MUMM) and three land-AC algorithms (FLAASH, 6SV, and QUAC) were evaluated in the previous sections, and EXP and 6SV were, respectively, the optimal algorithms.
Intercomparison of AC Algorithms
As Figure 6 shows, the 6SV-driven red lines were generally to the left of the EXP-driven blue lines. This means that R rs (λ) derived by the 6SV algorithm were larger than those derived by the EXP algorithm (Figure 7 ), especially at 561 nm, and the difference between the two AC algorithms was more obvious. Compared with in situ data, 6SV overestimated water-leaving reflectance in all bands (Figure 5b ) whereas EXP underestimated it (Figure 4b ). The errors of R rs (561) and R rs (655) retrieved by 6SV were less than that retrieved by EXP, and it met the inversion requirements of remote sensing of Case II waters [2] , yet both EXP and 6SV failed at 443 and 865 nm. The accuracy of EXP and 6SV were satisfactory in TW waters, and EXP was better than 6SV. Although the accuracy of 6SV met the requirements of remote sensing inversion in 561 and 655 nm of IW waters, both EXP and 6SV failed in FB waters. For the band ratios, the accuracy difference between 6SV and EXP was small. This feature was same in the three water types. The errors of the 443 nm band ratios retrieved by 6SV were larger than that retrieved by EXP, but the performance of 6SV was better than that of EXP for the 865 nm band ratios. 
Performance of EXP and 6SV in SPM Estimation
To understand the performance of EXP and 6SV in remote sensing retrieval of ocean (water) color, a retrieval model for SPM (suspended particle matter) in Lake Chaohu was developed using in situ data. The SPM data of Chaohu came from four field sampling data time points (the dates were 09/11/2016, 12/07/2016, 04/27/2017, and 08/22/2017) with a total of 84 samples, of which 47 samples were used to develop the SPM model and 37 samples were used to validate the SPM model. It should 
To understand the performance of EXP and 6SV in remote sensing retrieval of ocean (water) color, a retrieval model for SPM (suspended particle matter) in Lake Chaohu was developed using in situ data. The SPM data of Chaohu came from four field sampling data time points (the dates were 09/11/2016, 12/07/2016, 04/27/2017, and 08/22/2017) with a total of 84 samples, of which 47 samples were used to develop the SPM model and 37 samples were used to validate the SPM model. It should be pointed out that these in situ sampling data are not the synchronization data of OLI, only used for Based on this analysis, the accuracies obtained by EXP and 6SV were similar. The differences in the accuracy of EXP and 6SV varied in different water types: EXP had a significant advantage in turbid waters and 6SV was more accurate in in-algae waters, but both failed in floating bloom waters.
To understand the performance of EXP and 6SV in remote sensing retrieval of ocean (water) color, a retrieval model for SPM (suspended particle matter) in Lake Chaohu was developed using in situ data. The SPM data of Chaohu came from four field sampling data time points (the dates were 09/11/2016, 12/07/2016, 04/27/2017, and 08/22/2017) with a total of 84 samples, of which 47 samples were used to develop the SPM model and 37 samples were used to validate the SPM model. It should be pointed out that these in situ sampling data are not the synchronization data of OLI, only used for the development and verification of SPM model. It was used to evaluate the effects of the EXP and 6SV algorithms on the accuracy of the retrieval model for SPM. Since the reflective signals of the water column were weak or even absent in algae bloom waters, the in situ data of algae blooms were eliminated in this section. Based on the results for the in situ-measured R rs (λ) and in situ measurements of SPM, the empirical band ratio algorithm with the highest coefficient of determination was obtained through regression analyses among different band combinations that estimate SPM, as follows:
The coefficient of determination, R 2 , for the best regression relationship of the logarithmic function between the simulated in situ-measured R rs (655)/R rs (561) and in situ SPM data was 0.82 (P < 0.001) (Figure 8a ). The proposed model performed well for the validation dataset (Figure 8b ). The MAPE of the SPM model for the in situ dataset was 18.82% and RMSE was 10.97 mg/L. Comparisons between the in situ measurements and the derived SPM data were evenly distributed along the 1:1 line. These results indicated that the proposed model could be used to estimate SPM with satisfactory performance in these inland waters. 6SV algorithms on the accuracy of the retrieval model for SPM. Since the reflective signals of the water column were weak or even absent in algae bloom waters, the in situ data of algae blooms were eliminated in this section. Based on the results for the in situ-measured Rrs(λ) and in situ measurements of SPM, the empirical band ratio algorithm with the highest coefficient of determination was obtained through regression analyses among different band combinations that estimate SPM, as follows: 
The coefficient of determination, R 2 , for the best regression relationship of the logarithmic function between the simulated in situ-measured Rrs(655)/Rrs(561) and in situ SPM data was 0.82 (P < 0.001) (Figure 8a ). The proposed model performed well for the validation dataset (Figure 8b ). The MAPE of the SPM model for the in situ dataset was 18.82% and RMSE was 10.97 mg/L. Comparisons between the in situ measurements and the derived SPM data were evenly distributed along the 1:1 line. These results indicated that the proposed model could be used to estimate SPM with satisfactory performance in these inland waters. The spatial distributions of the EXP-derived and the 6SV-derived SPM were consistent, and the absolute SPM values derived by EXP and 6SV were comparable (Figure 9a-d) : the EXP-retrieved SPM was 12 to 100 mg/L and the 6SV-retrieved SPM was 2 to 82 mg/L. Furthermore, the spatial distribution of low SPM values matched the distribution of algae blooms, as the absorption peak of chlorophylla near 665 nm reduced the Rrs(655)/Rrs(561). As shown in Figure 9f ,g, the SPM values derived by EXP were higher than those by 6SV algorithm. The R 2 of the regression relationship between the simulated in situ-measured SPM and OLI-estimated SPM derived by EXP and 6SV were 0.80 and 0.78, respectively (Figure 9e) . Based on the statistical indices, the estimation accuracy of the EXP-derived SPM was higher than that of the EXP-derived SPM, however, the fitting lines of the scatter points were almost parallel. On the left side (Figure 9e ) of the measured SPM (<50 mg/L), the EXP-derived and 6SV-derived SPM were overestimated, and the scatter points of the 6SV-derived SPM were closer to the 1:1 line (dashed dark line) than the EXP-derived SPM. However, on the right side of the The spatial distributions of the EXP-derived and the 6SV-derived SPM were consistent, and the absolute SPM values derived by EXP and 6SV were comparable (Figure 9a-d) : the EXP-retrieved SPM was 12 to 100 mg/L and the 6SV-retrieved SPM was 2 to 82 mg/L. Furthermore, the spatial distribution of low SPM values matched the distribution of algae blooms, as the absorption peak of chlorophyll-a near 665 nm reduced the R rs (655)/R rs (561). As shown in Figure 9f ,g, the SPM values derived by EXP were higher than those by 6SV algorithm. The R 2 of the regression relationship between the simulated in situ-measured SPM and OLI-estimated SPM derived by EXP and 6SV were 0.80 and 0.78, respectively (Figure 9e ). Based on the statistical indices, the estimation accuracy of the EXP-derived SPM was higher than that of the EXP-derived SPM, however, the fitting lines of the scatter points were almost parallel. On the left side (Figure 9e ) of the measured SPM (<50 mg/L), the EXP-derived and 6SV-derived SPM were overestimated, and the scatter points of the 6SV-derived SPM were closer to the 1:1 line (dashed dark line) than the EXP-derived SPM. However, on the right side of the measured SPM (>50 mg/L), the estimated SPM was less than the measured SPM and the scatter points of the EXP-derived SPM were closer to the 1:1 line. 
Discussion
Assessment of AC Algorithms for Different Water Types
Chlorophyll and SPM contents of all three water types increased in turn ( Table 4) . As shown in Figure 10 , the performance of water-AC algorithms in TW were better than those in IW and FB. Since the DSF-derived Rrs(561) obtained the best accuracy, this was used as an example: the RMSE of the DSF-derived Rrs(561) for turbid, in-water algae, and floating bloom waters was 0.0038, 0.0071, and 0.0120 sr −1 , respectively; the MAPE of that was 7.62%, 16.80%, and 20.59%, respectively (Figure 10 ). For land-AC algorithms (Figure 11 ), the 6SV-derived Rrs(561) was taken as an example: the RMSE of the 6SV-derived Rrs(561) for turbid, in-water algae, and floating bloom waters was 0.0053, 0.0070, and 0.0157 sr −1 , respectively; the MAPE was 11.14%, 16.57% and 23.17%, respectively. The performances of the AC algorithms in turbid waters were acceptable, however, the errors from estimation of AC algorithms in in-water algae and floating bloom waters reduces the overall accuracy of algorithms. The performance of the AC algorithms was poor for high chlorophyll and high SPM concentration waters. Further analysis was necessary to understand why the AC algorithms failed in our study area.
The QUAC algorithm is based on dark targets and relies on three assumptions [17] . In practice, the lowest-value set of pixels in the image is selected as the dark pixels, but the water pixels are often the lowest-value pixels in the image. Therefore, the water pixels are often used as a dark target for 
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sources of dark pixels. Thus, the nonzero reflection in SWIR bands also affected the performance of the DSF algorithm.
From Equations (2) and (3), the α of the MUMM algorithm is the core correction parameter, and its value directly affects the accuracy of the algorithm. The MUMM algorithm uses the Red and NIR bands to extrapolate from NIR to visible bands, and fixes α as 8.7 for OLI [49] . Using in situ data, the mean α (red band/NIR band for OLI) was 2.5 and its SD (standard deviation) was 1.9. The absorption and reflectance of water in the NIR bands are not dominated by pure water when the water is very turbid or algal blooms occur, and the ratio of the water-leaving reflectance is not constant in the NIR bands [46] . This indicated why the MUMM algorithm failed in the study areas. 
Does the Aerosol Model Accord with the Real Situation?
The aerosol model is another factor affecting the performance of the SWIR, DSF, and MUMM algorithms. AERONET Level 2 data (https://aeronet.gsfc.nasa.gov) from the Taihu station (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) (2016) (2017) (2018) were used for classification of aerosol types according to Lee's classification method [68] . Lee's method differentiates aerosol into 7 types: dust, uncertain, mixture, and highly absorbing (HA), moderately absorbing (MA), slightly absorbing (SA), and highly scattering (HS) fine-mode aerosols. The results of the aerosol type frequencies showed that the fine mode dominated the aerosol types of Taihu, primarily SA (43.96%) and HS (31.60%). This is a typical of urban or industrial aerosol sources. Figure 13 showed the frequency of seasonal variation of aerosol types from the Taihu AERONET station (from 2005 to 2018). HS dominated in the summer and fine mode aerosol type was dominant in other seasons. However, most aerosol models used by AC algorithms are non-and weakly Figure 12 . OLI-RGB images and Rayleigh-corrected reflectance (ρ rc ) images of two SWIR bands in Lake Taihu (a,c,d) and Lake Chaohu (b,e,f). The Rayleigh-corrected reflectance derived by SeaDAS processing. (g) and (h) were line graphs of ρ rc value from figure (a) and (b) (100 × 100 pixel area), respectively.
As shown in Figure 12g -h, the ρ rc (SWIR) extracted from S2 and E2 were higher than those from S1, S3, and E1, and the distribution of high value pixels of the Rayleigh-corrected reflectance was the same as the distribution of floating bloom waters (Figure 12c-f) . This indicated that the high contributions at 1609 nm and 2201 nm were from floating-bloom waters, and not from the atmosphere. When blooms occurred, the water-leaving reflectance of floating bloom waters in SWIR bands was strong and no longer met the "black pixel" assumption. Thus, the AC algorithms based on the black pixel assumption failed in floating bloom and in-algae waters. Although the "dark pixels" defined by DSF are dynamically selected, the SWIR bands of water were very important sources of dark pixels. Thus, the nonzero reflection in SWIR bands also affected the performance of the DSF algorithm.
From Equations (2) and (3), the α of the MUMM algorithm is the core correction parameter, and its value directly affects the accuracy of the algorithm. The MUMM algorithm uses the Red and NIR bands to extrapolate from NIR to visible bands, and fixes α as 8.7 for OLI [49] . Using in situ data, the mean α (red band/NIR band for OLI) was 2.5 and its SD (standard deviation) was 1.9. The absorption and reflectance of water in the NIR bands are not dominated by pure water when the water is very turbid or algal blooms occur, and the ratio of the water-leaving reflectance is not constant in the NIR bands [46] . This indicated why the MUMM algorithm failed in the study areas.
The aerosol model is another factor affecting the performance of the SWIR, DSF, and MUMM algorithms. AERONET Level 2 data (https://aeronet.gsfc.nasa.gov) from the Taihu station (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) (2016) (2017) (2018) were used for classification of aerosol types according to Lee's classification method [68] . Lee's method differentiates aerosol into 7 types: dust, uncertain, mixture, and highly absorbing (HA), moderately absorbing (MA), slightly absorbing (SA), and highly scattering (HS) fine-mode aerosols. The results of the aerosol type frequencies showed that the fine mode dominated the aerosol types of Taihu, primarily SA (43.96%) and HS (31.60%). This is a typical of urban or industrial aerosol sources. Figure 13 showed the frequency of seasonal variation of aerosol types from the Taihu AERONET station (from 2005 to 2018). HS dominated in the summer and fine mode aerosol type was dominant in other seasons. However, most aerosol models used by AC algorithms are non-and weakly absorbing aerosol types [3, 8, 26, 69] . The absorption capacity of absorbing aerosol reduces the surface reflectance signal that the satellite sensor can receive, and the surface reflectance signal is overcome by a larger atmospheric signal than for non-and weakly absorbing aerosol types. However, due to the complexity of aerosol sources and types, it is difficult to develop aerosol models of dust atmosphere. This error cannot be avoided for atmospheric correction algorithms that rely on extrapolation of aerosol models. EXP is based upon exponential extrapolations of the ratio of multiply scattered SWIR aerosol reflectance into the visible bands, and aerosol LUTs (lookup tables) are not used in the EXP algorithm [25] . EXP avoids systematic errors caused by inaccurate descriptions of aerosol models. However, the EXP errors are larger in the blue bands due to the simple exponential extrapolation from NIR or SWIR bands. absorbing aerosol types [3, 8, 26, 69] . The absorption capacity of absorbing aerosol reduces the surface reflectance signal that the satellite sensor can receive, and the surface reflectance signal is overcome by a larger atmospheric signal than for non-and weakly absorbing aerosol types. However, due to the complexity of aerosol sources and types, it is difficult to develop aerosol models of dust atmosphere. This error cannot be avoided for atmospheric correction algorithms that rely on extrapolation of aerosol models. EXP is based upon exponential extrapolations of the ratio of multiply scattered SWIR aerosol reflectance into the visible bands, and aerosol LUTs (lookup tables) are not used in the EXP algorithm [25] . EXP avoids systematic errors caused by inaccurate descriptions of aerosol models. However, the EXP errors are larger in the blue bands due to the simple exponential extrapolation from NIR or SWIR bands. 
Validation of EXP Algorithm
The EXP algorithm showed the best performance in our study areas, but how did the EXP algorithm perform in other areas? Caballero et al. [70] studied the TSS (Total Suspended Solid) levels for each dredging in Guadalquivir River (located in the southwest of the Iberian Peninsula and corresponds to one of the largest rivers in Spain) using EXP-driven images, and the employment of EXP algorithm seemed to properly correct atmospheric features of the OLI bands over the Guadalquivir region, yielding a reasonable spectral signature compared with the spectral signal of the visible and NIR bands driven by EXP algorithm, which revealed varying TSS concentrations as well. EXP has proven to be a very accurate scheme in the processing of medium-resolution images for the coastal waters of the Guadalquivir estuary [70] . Similarly, the performance of the EXP algorithm was accepted in Jiujing River (located in Xiamen city, China) [71] . Furthermore, Novoa et al. [72] compared the performances of EXP and MACCS (Multisensor Atmospheric Correction and Cloud Screening processor) in coastal waters. Both AC algorithms achieved good accuracy in coastal waters. However, the MACCS algorithm is based on land pixels and estimates the aerosol optical thickness combining a multispectral assumption. This method is not able to estimate the aerosol model and uses a constant model for a given site, which is a disadvantage for regions where the 
The EXP algorithm showed the best performance in our study areas, but how did the EXP algorithm perform in other areas? Caballero et al. [70] studied the TSS (Total Suspended Solid) levels for each dredging in Guadalquivir River (located in the southwest of the Iberian Peninsula and corresponds to one of the largest rivers in Spain) using EXP-driven images, and the employment of EXP algorithm seemed to properly correct atmospheric features of the OLI bands over the Guadalquivir region, yielding a reasonable spectral signature compared with the spectral signal of the visible and NIR bands driven by EXP algorithm, which revealed varying TSS concentrations as well. EXP has proven to be a very accurate scheme in the processing of medium-resolution images for the coastal waters of the Guadalquivir estuary [70] . Similarly, the performance of the EXP algorithm was accepted in Jiujing River (located in Xiamen city, China) [71] . Furthermore, Novoa et al. [72] compared the performances of EXP and MACCS (Multisensor Atmospheric Correction and Cloud Screening processor) in coastal waters. Both AC algorithms achieved good accuracy in coastal waters. However, the MACCS algorithm is based on land pixels and estimates the aerosol optical thickness combining a multispectral assumption. This method is not able to estimate the aerosol model and uses a constant model for a given site, which is a disadvantage for regions where the aerosol model is subject to large spatial variations [72] . This is also the disadvantage of AC algorithms that require pre-set aerosol model, such as 6SV. EXP uses an ocean color approach, and is considered more appropriate for the coastal waters of the study regions. Wei et al. [57] found EXP-derived R rs had comparable spectral shape and magnitude to the corresponding in situ R rs in the three regions with different CDOM (Colored Dissolved Organic Matter) levels, and the EXP worked better in inner bay and rivers, while it worked worse in coastal waters which had high bottom reflectance [73] . This was consistent with the verification results of Wei at al. [57] in optically shallow coral reef environment. The performance of the EXP algorithm was worse than GW94 algorithm in optical shallow waters [57] . The bottom reflectance contributed in SWIR bands may affect the atmospheric correction.
Overall, the assessment results showed the EXP algorithm can be effectively applied in turbid waters (including inland waters and coastal waters), but EXP did not work well in clear waters, algae blooms waters, or waters with bottom reflectance.
Conclusions
The present study compared four water-AC algorithms (SWIR, EXP, DSF, and MUMM) and three land-AC algorithms (FLAASH, 6SV, and QUAC) for inland waters using in situ data from shipborne measurements. The accuracy of EXP, DSF, and 6SV were similar, and their performance was better than the others. However, they all failed in the NIR band due to the effects of floating algae.
EXP, DSF, and 6SV achieved satisfactory accuracy in all bands for turbid waters but did not work in in-algae and floating bloom waters. This was associated with the high signals in these waters at the 1609 nm band of the OLI sensor, which was not in line with the "black pixel" assumption. SWIR bands in turbid water sites conformed to the "black pixel" requirement using in the SWIR, EXP, and DSF algorithms.
The aerosol type in the study area was dominated by absorbing fine-mode aerosols. However, most of the aerosol models used by the AC algorithms are non-and weakly absorbing aerosol types; thus, the inaccurate aerosol model limited the performance of the AC algorithms. The red-green ratio (R rs (655)/R rs (561)) was supported by all algorithms, and the empirical model based on the red-green ratio was successful in the SPM inversion of Lake Chaohu. The systematic retrieval error caused by atmospheric correction can be reduced by band ratio. Notably, all AC algorithms failed in retrieval of the band ratios formed by the NIR band. The present study shows that the EXP algorithm is suitable for turbid inland waters and achieving an elevated accuracy across inland waters with a range of trophic and optical conditions remains a challenge.
