A statistical mechanical theory for heat flow is developed based upon the second entropy for dynamical transitions between energy moment macrostates. The thermal conductivity, as obtained from a Green-Kubo integral of a time correlation function, is derived as an approximation from these more fundamental theories, and its short-time dependence is explored. A new expression for the thermal conductivity is derived and shown to converge to its asymptotic value faster than the traditional Green-Kubo expression. An ansatz for the steady-state probability distribution for heat flow down an imposed thermal gradient is tested with simulations of a Lennard-Jones fluid. It is found to be accurate in the high-density regime at not too short times, but not more generally. The probability distribution is implemented in Monte Carlo simulations, and a method for extracting the thermal conductivity is given.
I. INTRODUCTION
A theory for the structure, and dynamics of steady-state systems was developed in Papers I and II of this series.
1,2
The first paper gave explicit results for the structure of a Lennard-Jones fluid that develops when a temperature gradient is applied, and it speculated on the form of the probability distribution for the steady-state dynamics of such a system. The second paper developed a general theory for the dynamic macrostate transitions, and showed how the theory yielded Onsager's 3 expressions for fluctuations and for the steady state. This, the third paper in the series, returns to heat flow in a Lennard-Jones fluid.
This paper has four main purposes: ͑1͒ to give explicit first and second entropy expressions for the first energy moment macrostates and their transitions, including the relationship between the thermal conductivity, the second entropy matrix, and fluctuations, ͑2͒ to derive a modified GreenKubo expression that relates the thermal conductivity to the energy moment fluctuations, ͑3͒ to test against computer simulations this modified expression, and also the steadystate probability distribution ansatz, and ͑4͒ to use the steady-state probability distribution to simulate heat flow in a Lennard-Jones fluid.
II. FORMALISM
A summary is here given of the first energy moment formalism for a system with an applied thermal gradient, as given for the structure in Paper I. As well, the second entropy formalism developed in Paper II is particularized to the present case of transitions between energy moment macrostates. Compared to Paper I, given here is a more precise relationship between the components of the change in moment of the subsystem and the amount of energy exchanged with the reservoirs. Compared to Paper II, the second entropy quadratic form is generalized from the dynamic fluctuations of an isolated subsystem to the case of dynamic exchange with a reservoir, identifying the two components to the change in moment just mentioned.
It should be mentioned that in Paper II the theory was motivated by considering Brownian motion, in which case position and velocity appeared as the independent variables. In the general theory given in Sec. IV of Paper II, an arbitrary thermodynamic variable was treated, and the words "displacement" or "position" were used for its value, and the word "velocity" was used for its rate of change with time. A similar nomenclature is used here, with the energy moment being considered as position, and its time rate of change being considered as velocity. The first and second entropies defined for the Brownian particle and for the general case of Paper II are conceptually identical to the same quantities defined here. By "conceptually identical" is meant the same thermodynamic quantity applied to a different problem.
A. Isolated system

First entropy
Consider an isolated system and let E 0 be the total energy and E 1 be the first energy moment. Here is treated onedimensional heat flow in an isotopic system, and so the flux and energy moment are scalars ͑e.g., they refer to the z direction͒, as are the susceptibility and transport coefficients. In Papers I and II the more general problem of vector fluxes with matrix coefficients was treated. The first energy moment is a nonconserved variable and fluctuates about zero,
Here and throughout the overbar denotes the most likely value, and the angle brackets denote the average value. The subscript 0 on the average denotes an isolated system. The entropy may be written as a quadratic form,
The constant and S depend upon the total energy. This is the first or static entropy, and is conceptually the same as the quantity given the same name for the general case in Eq. ͑II.55͒. The inverse temperature moment of the system, 1/T s1 , is conjugate to the first energy moment, and one has 1 T s1 = ‫ץ‬S ͑1͒ ͑E 0 ,E 1 ͒ ‫ץ‬E 1 = SE 1 . ͑3͒
As usual, the probability of the macrostate is proportional to the exponential of the entropy, 4 ,5
From the theory of Gaussian probability, S is the covariance and is readily shown to be given by the fluctuations in energy moment,
Second entropy
The dynamic or second entropy for this isolated system may likewise be written as a quadratic form,
͑6͒
Again this is conceptually the same quantity as introduced in Eq. ͑56͒ of Paper II. The exponential of this expression gives the ͑unconditional͒ probability of observing the macrostate E 1 at a time t and E 1 Ј at t + . From the reduction of the second entropy to the first, Eq. ͑II.57͒ shows that
The third equality above expresses the second entropy in terms of the difference between macrostates and the coefficient , which is closely related to the conductivity, as is now discussed. The relationship between the coefficient of the quadratic form and the more conventional transport coefficient function is
for not too large. Here and below the constant a will prove negligible. One expects at short times,
and in the intermediate regime
The conventional thermal conductivity is given by
where V is the volume of the system and T is the temperature.
As was shown in Paper II, the intermediate regime is bounded below by short = i / ss , ͑12͒
and above by long = ss /S. ͑13͒
The inertial coefficient is given by
The superscript zero denotes a trajectory of the isolated system ͑i.e., unperturbed by any reservoir͒; in this section it is redundant. One has to distinguish between the coarse velocity,
and the instantaneous velocity,
In general these are not equal. ͑Note that velocity is used here and throughout in a generic sense to denote the time rate of change of the variable.͒ However, as discussed in connection with Eq. 2.72, for in the intermediate regime the system tends to a steady state in which the coarse velocity equals the instantaneous velocity,
The corrections to this equality are order −1 .
Maximizing Eq. ͑6͒ with respect to E 1 Ј, the most likely coarse velocity is
since T s1 −1 = SE 1 . This equation says that in the future, ͓sign͑͒ = +1͔, the system will move closer to equilibrium ͑both S and are negative, and hence if E 1 is positive, then in the future E 1 will be negative, which is to say that E 1 Ј will be less than E 1 ͒. Conversely, it says that in the past the system most likely came from a state closer to the equilibrium one. From the nature of Gaussian probabilities, the most likely value is equal to the average value,
Since the ͑unconditional͒ transition probability is Gauss- 
The final form may be recognized as a Green-Kubo expression. 6, 7 Note that this result is only true in the intermediate regime. One can of course simply define the righthand side to be a function of that asymptotes to ss −1 for intermediate values of , which is the approach generally taken in the literature to obtain the transport coefficients. 6, 7 The major concern is of course to determine ss ͑equiva-lently ͒ rather than ͑͒, ͓equivalently ͔͑͒, per se. In other words, one seeks alternative expressions that converge faster to ss in the intermediate regime than the above Green-Kubo expression. Since d͑͒ / d = sign͑͒ ss in the intermediate regime, it is proposed to calculate the conductivity by
This converges faster to the conductivity than does the Green-Kubo expression, as will be demonstrated explicitly by the numerical results presented below.
B. Reservoir
First entropy
Consider two reservoirs of temperatures T ± and energies E r± at ±L / 2. There are four variables, E 0 , E 1 , E r+ , and E r− , and one constraint, E 0 + E r+ + E r− = const. The first energy moment of the reservoir is E r1 = L͓E r+ − E r− ͔ / 2. The total first entropy is
where the reservoir entropy has been Taylor-expanded and constant terms have been removed. ͑Again, this first entropy is conceptually identical to the quantity given the same name above and in Papers I and II. Obviously the independent variables displayed explicitly as arguments are chosen for the specific system being dealt with here.͒ 
Setting these to zero and adding and subtracting them yield the equilibrium value of the subsystem zeroth temperature,
and first temperature
Here T 0 and T 1 are the zeroth and first temperatures of the reservoir, respectively. 1 This says that the steady state is characterized by equality between the subsystem zeroth temperature and that of the reservoirs, and by equality between the subsystem first temperature and that of the reservoirs. The first equation determines Ē 0 , and the second equation determines Ē 1 . Using the quadratic form for the subsystem first entropy, Eq. ͑2͒, the last equation gives the most likely energy moment as
This of course also equals the average energy moment. The present paper has no interest in the true equilibrium state of the system, which is the state T + = T − = T s0 . It is instead concerned with that steady state in which the reservoirs exchange relatively little energy with each other so that their temperatures remain at their initial values, T + T − . They do, however, exchange enough energy with the subsystem to establish a temperature gradient across it. This steady state is obtained as above, by the restricted maximization of the total entropy with respect to the two variables E r± only. If one were to in addition maximize the total entropy with respect to E 1 , then one would find T s1 = 0, which, in conjunction with the above, would imply T 1 = 0. This is the ultimate equilibrium state of the total system where there is no temperature difference between the reservoirs. The present restricted maximization is justified when equilibration across the boundaries with each reservoir, and the consequent internal equilibration of the subsystem consistent with those boundaries, is much more rapid than is the equilibration of the total system. Implicitly, one also assumes that the conductivity of the reservoirs is much greater than that of the subsystem so that the reservoirs may be regarded as being of individually uniform temperature.
Second entropy
One can now ignore E 0 and concentrate on the first moment E 1 ͑since there is no coupling between these variables due to their different tensorial ranks, and also because only E 1 is related to the energy flux͒. Nominally for the second entropy there are six relevant variables, E 1 Ј, E r± Ј , E 1 , and E r± , where the prime variables are at time t + , and the unprimed variables refer to time t. There is one constraint, E r+ Ј + E r− Ј = E r+ + E r− , which derives from the constraint on the total energy and the fact that now in essence E 0 Ј= E 0 . These five degrees of freedom may be recast as two transitions, ⌬ 0 E 1 and ⌬ r E 1 , and the three initial values, E 1 , and E r± . Here ⌬ 0 E 1 is the change in the first moment of the subsystem due to internal processes ͑i.e., as if the subsystem were isolated͒. The change in the reservoir moment is
The change in the first moment of the subsystem during the interval is ⌬E 1 = ⌬ 0 E 1 − ⌬ r E 1 . However, in the steady state the moment of the subsystem must be constant, with Ē 1 fixed at the value that maximizes the first entropy as derived above. Accordingly one may impose the additional constraint
͑More precisely, most likely the change in reservoir moment in a time interval is equal to the internal change in subsystem moment, so that most likely the subsystem moment does not change.͒ The total second entropy for these four degrees of freedom is
͑Again, this second entropy is conceptually identical to the quantity given the same name above and in Paper II, with appropriate independent variables being displayed explicitly as arguments.͒ For the steady state, the inertial contribution to the second entropy is strictly zero, i =0 ͓c.f. Eq. ͑II.26͒, et seq.͔. Note also that it is , not ͉͉, that appears in the first term to reflect the condition that the system is already in the steady state. The second term combines the internal entropy returning the fluctuation to zero discussed in Paper II, Sec. III, with the external force acting upon the Brownian particle discussed in Paper II, Sec. II C. The derivative is
The derivative with respect to the change in reservoir moment vanishes because the total first entropy is at an extremum with respect to the reservoir energies. In this same steady state, T s1 = T 1 and therefore the most likely internal rate of change of the subsystem energy moment is
If one did not impose the constraint ͑28͒, then the last two equations would still hold. In this case one would find that the derivative of the total dynamical entropy with respect to ⌬ r E 1 would vanish when the reservoir transition was such as to move E 1 to the E 1 Ј that satisfied Eq. ͑25͒. Obviously if E 1 itself satisfies this equation, then this is tantamount to having ⌬E 1 = 0, which is just the constraint ͑28͒.
Fourier's law
As mentioned above, the first moment changes due to internal and to external influences. For the structural properties of the subsystem ͑i.e., the most likely value of the first moment͒, the internal changes were negligible. However, this is not the case for the dynamic properties. On average the first energy moment is constant in time in the steady state, Ė 1 = 0, which means that Ė 1 0 = Ė r1 . That is to say that the rate of change of the first moment of the subsystem due to the internal influences ͑denoted by the superscript zero͒ must cancel with its rate of change due to the reservoir. Since the rate of change of the reservoir moment is just the flux of energy through the system one has
where A is the cross-sectional area of the subsystem and V = AL is the subsystem volume. Fourier's law for heat conduction is
where is the thermal conductivity. Accordingly one has
In view of Eq. ͑31͒, this means that thermal conductivity and second entropy transport coefficient are related by = −1/2VT 0 2 ss , as was asserted above in Eq. ͑11͒. The above relationships were written in terms of the instantaneous velocity Ė 1 . Above and in Paper II this was distinguished from the coarse velocity, E 1 . For the steady state one expects
The rationale for this is that going forward in time, since the subsystem has already been at Ē 1 for some time, the ͑iso-lated͒ trajectory is already beyond the inertial regime, and so the instantaneous velocity of the isolated system equals the future coarse velocity as the system attempts to return E 1 to its equilibrium value of zero. Going backwards in time the nonzero steady-state instantaneous velocity causes the magnitude of E 1 to actually increase ͑i.e., to move away from equilibrium͒, for a time on the order of the inertial time. At this stage the instantaneous velocity passes through zero, ͗Ė 1 0 ͑t − inertia ͒͘ ss Ϸ 0 then changes sign, and then continues to increase in magnitude until it reaches −͗Ė 1 0 ͑0͒͘ ss , returning the system to equilibrium.
Probability density
In Paper I the static or structural probability density was derived, Eq. ͑1.38͒,
where ␤ i =1/k B T i and i = 0, 1. It was shown that this probability density described the structure of a system with an induced temperature gradient but that it did not describe the dynamics. The system and averages described by this distribution will be called "static" systems or averages. An ansatz that describes the steady-state dynamics was proposed as Eq. ͑I.74͒,
where ␣ is a time constant to be determined. Evidently if ␣ = 0 then this reduces to the static distribution, and if in addition ␤ 1 = 0 then this reduces to the equilibrium distribution. One of the purposes of this paper is to test the regime of validity, if any, of this ansatz. Using this steady-state probability distribution, for weak temperature gradients the average coarse velocity is
͑38͒
The second equality follows upon expansion to linear order, and the vanishing of the odd powers of the moment in the equilibrium system. The third equality follows because in the equilibrium system Ė 1 ͑t͒ is uncorrelated with E 1 ͑t͒. In the long-time interval limit this yields
This limiting form, which invokes Eqs. ͑19͒ and ͑11͒, shows that this dynamic probability gives the conductivity from the coarse velocity over long enough time intervals independent of the value of ␣. In the opposite limit, → 0, one sees that the dynamic average of the instantaneous velocity is
Hence for this to yield the thermal conductivity the value of ␣ must be
In view of Eq. ͑11͒, this is the same as Eq. ͑I.75͒. ͑A static average can also be used in the denominator.͒ As mentioned above, the steady-state probability distribution is an ansatz whose validity remains to be demonstrated. To this end, if the ansatz is valid, then the correct value of ␣ should make Eq. ͑33͒ independent of . Hence setting the derivative with respect to to zero and solving for ␣ one obtains
Note that in doing the differentiation ␣ has been treated as a constant, but in solving for ␣ the possibility that it is a function of has been accounted for. The simulation results given below confirm that in some regimes this is indeed relatively constant for not too small.
III. EQUILIBRIUM AND STEADY-STATE SIMULATIONS
A. Simulation details
A Lennard-Jones fluid was simulated, based upon the pair potential u LJ ͑r͒ =4⑀ LJ ͓͑ LJ / r͒ 12 − ͑ LJ / r͒ 6 ͔. Where units are not explicitly indicated, it may be assumed that the unit of length is the molecular diameter, LJ , the unit of energy is the well depth, ⑀ LJ , and the unit of time is ͱ m LJ LJ 2 / ⑀ LJ , where m LJ is the mass of the atoms. In addition k B is set to unity. The Lennard-Jones pair potential was truncated and shifted,
ͮ ͑43͒
Here the cut-off radius was R cut = 2.5 LJ . In Paper I a cut but unshifted potential was used for the Monte Carlo simulations. In the present work it was found to be essential to shift the potential to obtain consistency between the Monte Carlo and the molecular-dynamics aspects of the present simulations. In the latter, the pair force was as usual f͑r͒ = −du͑r͒ / dr. Evidently this vanishes beyond the cut-off radius, and has a discontinuity at R cut . ͑For the unshifted potential, it should have in addition a ␦ function at R cut .͒ As in Paper I, a spatial neighbor table was used with cubic cells of side length Ϸ0.6. This gave a neighbor volume of Ϸ2.38 times the minimal neighbor volume of 4R cut 3 /3, which is substantially less than 27/ ͑4 /3͒ = 6.45, the neighbor-volume factor for the cells of size R cut that is commonly advocated in the literature. 6 The present small cells meant that each atom had on the order of 600-700 neighbor cells, a suitable compromise between increased memory and cell checking, and decreased neighbor volume.
The Monte Carlo simulations were carried out in 6N-dimensional phase space, rather than the usual 3N-dimensional configuration space. An attempted move was made on each of the N atoms in sequence, with a trial configuration consisting of simultaneous displacement of the three components of velocity and the three components of position of an atom. A cycle consists of one attempted move for every atom. Thus M cycles corresponds to MN trial configurations. The maximum displacements in velocity and position were empirically adjusted to give an overall acceptance rate in the range of 30%-50%.
Because the starting position of each trajectory was taken from a Boltzmann-weighted distribution in 6N-dimensional phase space, the center-of-mass velocity of the system ͑the total linear momentum͒ was generally nonzero. Prior to commencing each molecular-dynamics trajectory, the z component of the center-of-mass velocity was zeroed at constant kinetic energy by shifting and rescaling the z component of the momenta. ͑Only the z component of the first energy moment was used.͒ It was found that a nonzero center-of-mass velocity made a non-negligible contribution to the conductivity. Conventional molecular-dynamics simulations are performed with zero center-of-mass velocity, which is of course the most appropriate model of reality. For the bulk case the total z momentum was conserved at zero along the molecular-dynamics trajectory. For the inhomogeneous case discussed in the steady-state simulations below, the momentum during the natural evolution was not conserved due to collisions with the walls. In this case an additional external force was applied to each atom that was equal and opposite to the net wall force per atom, which had the effect of conserving the z component of the total linear momentum at zero along the molecular-dynamics trajectory.
Averages were collected once every 50 cycles ͑and approximately weighted if umbrella sampling was being used͒. At this time a molecular-dynamics trajectory was generated, and various time-dependent properties were accumulated for averaging. The trajectory was that of an isolated system ͑i.e., Hamilton's equations were solved for the pair and wall Lennard-Jones potentials, without thermostatting͒. Typically the length of the molecular-dynamics ͑MD͒ trajectory for the steady-state simulations was in the range of 0.05-0.5, and that for the equilibrium bulk system was 1.5-4.
A slightly modified velocity Verlet algorithm was used that gave the velocity and the position at the end of each time step. Explicitly this was
where i labels the atom, ␣ = x, y, or z labels the component, and F i␣ ͑t͒ϵF i␣ ͑q N ͑t͒͒ is the force, which does not depend upon the momenta. Obviously one evaluates F i␣ ͑t + ⌬ t ͒ after evaluating the new positions and before evaluating the new momenta. The first neglected term in these expressions is on the order of ⌬ t 4 . Typically, the time step was ⌬ t = 2.5ϫ 10 −3 . The zeroth energy moment in general increased by less than 1% over the trajectory. It was found that some of the routes to the dynamical quantities could develop artifacts if a larger time step was used. Each trajectory was initiated beginning at ⌫͑0͒ and then using four steps of size ⌬ t /4 ͓with a secondorder rule for q and a first-order rule for p, to obtain ⌫͑⌬ t ͔͒.
In terms of the energy per atom
where w͑z͒ is the wall potential, the total energy is
and the first moment is
The natural ͑or unperturbed͒ rate of change of the first energy moment is
where the velocity is q iz = p iz / m LJ , and, using Hamilton's equations, it is readily shown that
In the case of periodic boundary conditions, it is quite important to use the minimum image convention for all the separations that appear in this expression. The Metropolis algorithm requires ⌬E 0 , and, in the steady-state simulations, ⌬E 1 and ⌬Ė 1 0 . In attempting to move atom k in phase space, it is possible and obviously more efficient to identify the k-dependent contributions to the formulas given above and to only calculate the change in these for each attempted move.
B. Green-Kubo, bulk
For the Green-Kubo calculations, a bulk equilibrium system was simulated using periodic boundary conditions and the nearest image convention. The coordinates of each atom were always taken as those of its image in the central cell, including when calculating the first energy moment; the so-called itinerant coordinate was not used. This means that there was an inconsistency between E 1 ͑t͒ and the time integral of Ė 1 0 ͑t͒, since the latter was calculated without accounting for such translations. The velocity Ė 1 0 ͑t͒ is independent of the boundary conditions and can be used in the Green-Kubo formula for the thermal conductivity, whereas the mathematically equivalent expressions that invoke E 1 ͑t͒ cannot be used with periodic boundary conditions ͑even if the itinerant coordinate were to be used͒. Details of the Monte Carlo ͑MC͒ procedure used to generate the starting point of each MD trajectory were detailed above. On each trajectory the quantity Ė 1 0 ͑t͒Ė 1 0 ͑0͒ was saved for averaging. A single example of this time correlation was saved each trajectory; time shifting was not used. To circumvent the problems with the itinerant coordinate and periodic boundary conditions, the other time correlations that were required were calculated after the simulation as
and
Typically the MD trajectory had a length of 1.5, although trajectories of length 4 were used at lower densities.
C. Steady state, inhomogeneous
For the steady-state simulations, an inhomogeneous fluid was simulated, as in Paper I. This had periodic boundary conditions in the x and y directions, and Lennard-Jones 9-3 walls in the z direction, ͑no cutoff͒. The system size was adjusted so that the uniform, or at least linear, density in the center of the system, which appeared to be uninfluenced by the walls, was the nominal one. It was checked that the pressure of the inhomogeneous system agreed with that of the bulk system with the nominal density. The system length L refers to the distance between the origins of the wall potentials, and the length L eff Ͻ L refers to the width of the region of nonzero density found in the simulations.
The steady-state simulations consisted of alternating 50 Monte Carlo cycles in 6N-dimensional phase space using the Metropolis algorithm with the dynamic probability distribution, Eq. ͑37͒, and one molecular-dynamics trajectory. The natural trajectory of the system was used with Hamilton's equations of motion, except that an external force was added to keep the system's first number moment constant, Ṅ 1 0 ͑t͒ = 0. The beginning of each set of 50 Monte cycles was the same as the end of the preceding set ͑i.e., the end of the molecular-dynamics trajectory was not used͒.
The effective thermal conductivity of the system along the trajectory was defined as
The steady-state averages are taken over the Monte Carlo configurations at fixed ␣. Umbrella sampling was used to obtain results for several different values of ␣ simultaneously. Figure 1 shows the normalized time correlation function for the fluctuations in the energy moment. In a typical case ͑ = 0.8, T =2͒, 250 atoms were used in a cell with a size of 7.3 2 ϫ 5.38, and 169 000 trajectories were generated, with 50 Monte Carlo cycles between trajectories. In general the function is a maximum at t = 0 and it decays to zero at longer times. The rate of decay increases with increasing density at fixed temperature, and, comparing the case for the triplepoint temperature T = 0.73 with the higher temperature cases T = 2, the decay rate increases with decreasing temperature. At least initially the decay is monotonic. Due to statistical error, there is no numerical evidence that the correlation function approaches zero from below at long times, but theoretically this must be so.
IV. RESULTS
A. Equilibrium fluctuations
The time-dependent thermal conductivity is shown in Fig. 2 . This is derived from three expressions: the GreenKubo result Eq. ͑20͒, the result from A͑͒, Eq. ͑19͒, and the result from the derivative of A͑͒, Eq. ͑21͒. All three expressions clearly asymptote to the same value at long times, and these values agree with the respective literature values obtained with nonequilibrium molecular dynamics, 8 at least within the statistical error of the latter ͑which is estimated as ±0.1͒. 9 The conductivity derived from A͑͒, Eq. ͑19͒, approaches the asymptote most slowly, and is therefore the worst from the point of view of computational efficiency. It is interesting that the Green-Kubo expression, Eq. ͑20͒, performs better than Eq. ͑19͒. In my opinion the proper classification of the two is that the latter is a formally exact result and the former is an approximation to it. Evidently, in discarding certain terms of order 1 / to obtain the Green-Kubo approximation, one actually speeds up the rate of convergence to the asymptotic value.
Of the three routes, the one based upon the derivative of A͑͒, Eq. ͑21͒ approaches the asymptote most rapidly, and is therefore the best computationally. Explicitly removing the t = 0 limit evidently increases the relative contribution of ss rather significantly. The speedup is most dramatic at low densities. At = 0.3, the new expression reaches a local maximum of ͑͒ = 1.69 at = 1, and slowly decreases thereafter, reaching ͑͒ = 1.66 at = 3. The literature value is = 1.76± 0.1. 8 The Green-Kubo expression has only reached ͑͒ = 1.61 at = 3, and is still increasing. The new expression was within 0.1 of its maximum by t = 0.6, which means that for this tolerance it is almost an order of magnitude more efficient than the Green-Kubo expression at this density and temperature. The advantage of the new expression over the Green-Kubo expression is less marked at higher densities. Figure 3 shows the transport function ͑͒ = A͑͒ / 2 . The values of the parameters that characterize this function are shown in Table I , where i is obtained from the time correlation function at t = 0, Eq. ͑14͒, ss and ss0 are coefficients of the line of best fit to ͑͒ at large times, and cross ϵ͑ i − ss0 ͒ / ss is a measure of crossover time between the short-time and the intermediate-time behaviors. It can be seen that ͑͒ is quite linear at large times. Also, long ϵ ss / S is quite a conservative lower bound on the upper limit of the intermediate regime. However, because V ss and VL 2 S are intensive variables, 1 then long ϰ L 2 , which means that the upper end of the intermediate regime can be made as large as desired by simply using a larger simulation cell. In the present case, the results in Table I indicate that the cell was always sufficiently large for the intermediate regime to exist, short Ͻ long .
The results for ͑͒ ͓or more precisely A͔͑͒ can also be used to test the validity of neglecting the constant a in Eq. ͑8͒. Evaluating the second derivative of 2 A͑͒, and averaging it over larger values of , the dimensionless ratio a / ss is equal to 4.7ϫ 10 −3 for = 0.3 and T = 2. Hence a is indeed negligible over the relevant time interval. At higher densities it was not possible to distinguish a from zero.
The validity of the ansatz for the steady-state probability distribution, Eq. ͑37͒, is tested in Fig. 4 . It can be seen that only in the high-density case, = 0.8, and for times տ 0.2, is ␣͑͒ constant and equal to the expected value. At lower densities, ␣͑͒ does appear to asymptote to a constant value at larger , but this value is greater than the value that is necessary to yield the correct thermal conductivity, Eq. ͑41͒. Interestingly enough, ␣͑͒ in the limit → 0 appears to be independent of density. Figure 5 shows the density profile and local temperature for the inhomogeneous simulations at the nominal state point = 0.8, T 0 = 2. The system consisted of 500 atoms, with L x = 7.34 and L z = 12.33, and 5 ϫ 10 4 trajectories were used for the averages, each separated by 50 trial Monte Carlo cycles. ͑This is about one-third the number of cycles used to test the Green-Kubo fluctuation expressions.͒ It can be seen that the walls create oscillations in the density, but that the separation is large enough for a relatively flat bulk region to occur in the central portion of the system. The induced density gradient due to the applied temperature gradient is quite small. 1 The width of the region of nonzero density, L eff = 11.36, is quite well defined. Figure 5 shows that the steady-state probability distribution, Eq. ͑37͒, induces quite a linear temperature profile, as measured from the local kinetic energy. With the starting point of the trajectory selected from this distribution, ͑␣ = 0.1͒, after = 1 the temperature profile has evolved to become somewhat sigmoidal in shape, with the gradient in the central region barely changed, and the gradient close to the walls being close to zero. This is a consequence of the fact that there is no flux of energy across the walls during the natural evolution. This means that the relaxation of the induced energy moment can only occur via internal energy flow. In the Appendix a solution to the heat equation for insulating walls is obtained using a temperature profile that approximates that in Fig. 5 . Figure 6 shows the evolution of the effective thermal conductivity, Eq. ͑53͒. The energy moment decreases substantially during the natural evolution for = 1, and hence it is important to monitor ͗Ė 1 0 ͑͒͘ ss / ͗E 1 0 ͑͒͘ ss . The solution of the heat equation shows that at the longest time shown the conductivity of the system confined between insulating walls is about 25% lower than the bulk thermal conductivity. ͑Es-sentially because the flux is being driven only by the central region, but the moment is measured over the whole of the system, including the flat wings that do not drive the flux.͒ At = 0, the confined system has the same conductivity as the bulk ͑see the Appendix͒.
B. Steady-state simulations
The steady-state simulations for the different values of ␣ in Fig. 6 coincide after about = 0.2, but differ at small . At large times, the simulations agree with the approximate solution of the heat equation given in the Appendix, at least within the statistical error ͑±5 % ͒. ͑The high degree of statistical correlation for different values of ␣ is due to the fact that the results were obtained by umbrella sampling on ␣ from the one simulation.͒ At =0, ͗Ė 1 0 ͑0͒͘ ss , and hence ͑0;␣͒, is linearly proportional to ␣ ͑for the present small value of ␤ 1 ͒. The "correct" value of ␣, Eq. ͑41͒, for this system is ␣ = 0.086. It can be seen that the simulations carried out at ␣ = 0.1 and at ␣ = 0.05 bracket the bulk conductivity at = 0, and tend rapidly to the solution of the heat equation with increasing .
The inset of Fig. 6 shows an estimate of the bulk thermal conductivity. This is obtained for each value of by inverting the solution of the heat equation to find the value of that would give the simulated value of ͑ ; ␣͒. It can be seen that beyond Ϸ 0.3, this estimate is independent of the value of ␣ and in reasonable agreement with the known value. The simulations with ␣ close to the correct value give a good estimate of the conductivity at even smaller values of .
The above observations suggest a method for determining ␣ self-consistently during a simulation, ͑bootstrapping͒. After each trajectory, one can rescale ␣ so that the corresponding instantaneous initial conductivity, ͑0;␣͒ would be rescaled to equal est , the bulk conductivity estimated from inverting the heat equation ͑either at the final , or else averaged over the latter part of the trajectory͒,
͑54͒
Applying this idea to the ͑ ; ␣͒ given in Fig. 6 at = 0.25, one finds that ␣ = 0.1 is rescaled to ␣ = 0.089, ␣ = 0.05 is rescaled to ␣ = 0.085, and ␣ = 0.2 is rescaled to ␣ = 0.094. Using larger values of gives the same results within ±0.05. These are all in good agreement with the expected value ␣ = 0.086, Eq. ͑41͒. One concludes that quite short trajectories could be used for the scheme. As a simulation algorithm for the unknown bulk conductivity, this or similar "bootstrap" methods are likely to be more computationally efficient than fluctuation methods because they utilise the steady flow due to an applied temperature gradient.
V. CONCLUSION
This paper has been concerned with heat flow. Second entropy ͑dynamic fluctuation͒ expressions were derived for spontaneous transitions between energy first moment macrostates. It was shown explicitly that the value of the temporal covariance matrix for the fluctuations of an isolated system in the intermediate time regime gave the heat conductivity for a system connected to reservoirs that impose a thermal gradient. More generally the time dependence of the matrix was explored, and it was shown that by making an approximation valid in the intermediate regime, the GreenKubo integral for the time-dependent conductivity could be derived. A new expression for the time-dependent conductivity was given, and it was demonstrated by comparison with simulation results that it converged to its asymptotic limit, the conductivity constant, faster than the Green-Kubo inte- gral did. It was concluded that the new expression was the more efficient computationally, particularly at lower densities.
An ansatz for the steady-state probability distribution proposed in a previous paper 1 was tested. It was shown that the ansatz could not be correct in general. However, it appeared accurate for dense fluids at not too short time scales. The probability distribution was used in Monte Carlo simulations for heat flow in a Lennard-Jones fluid confined between insulating walls. It was found that the Monte Carlo procedure, in conjunction with short molecular-dynamics trajectories, enabled the thermal conductivity to be obtained even when the value of the time parameter that it uses was not known a priori. Because the conductivity is obtained from a steady-state system with an imposed temperature gradient, rather than from fluctuations in an equilibrium system, the method is potentially more efficient than Green-Kubotype methods, although this remains to be broadly demonstrated.
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APPENDIX A: HEAT EQUATION FOR A CONFINED FLUID
This Appendix gives an approximate solution of the heat equation for a system with an initial linear temperature gradient confined between nonconducting walls located at z = ±L / 2. where T͑z , t͒ is the temperature at position z at time t, is the thermal conductivity, c the heat capacity per atom, and is the number density. ͑This uses the fact that ⌬ = c⌬T.͒ Because the walls are nonconducting, the flux must vanish there, and hence TЈ͑±L /2,t͒ = 0, where the prime signifies the spatial derivative. Accordingly, one seeks approximate solutions of the form Hence ȧ ͑t͒ = 0, and the temperature gradient in the central region is fixed at its initial value,
For gentle gradients, a =−T 0 2 / T 1 . Multiplying the heat equation by z and integrating between the walls, it follows that the flat regions at the walls grows according to
ͬ .
͑A4͒
For plotting purposes, it is of course easiest to regard this as an equation for t͑␦͒. Accordingly, the first moment in energy is given by where A is the cross-sectional area. From this the specific heat capacity may be obtained from the initial energy moment and applied temperature gradient, ␦͑t͒, t → ϱ.
͑A10͒
Hence
In contrast the small-time limit given above for the confined system yields
which is exactly the result for a bulk system in steady flux ͑Fourier's law for a bulk system is Ė 1 = VT 0 2 / T 1 , and the first susceptibility is E 1 = S −1 T 1 −1 , and a =−T 0 2 / T 1 has been used.͒ This shows that the effective conductivity drops to two-thirds of its initial or bulk value at long times for a system confined between insulating walls.
Its worth mentioning that a more complicated ansatz has also been solved, with the temperature and its first derivative continuous at ±␦͑t͒. The results of this ansatz were difficult to distinguish numerically from the one solved explicitly above over the time scales used in the text. In the asymptotic limit of long times, the logarithmic derivative of the first energy moment has the factor of 8 replaced by 48 /5.
