Abstract-This paper is concerned with the risk-limiting operation of electric power grids with stochastic uncertainties due to, for example, demand and integration of renewable generation. The main contribution is incorporating autoregressive-moving-average (ARMA) type prediction models for the underlying uncertainties into chance-constrained, finitehorizon optimal control. This uncertainty model leads to a more (compared to existing work in literature) careful treatment of correlation in time which is significant especially in renewable generation yet has attracted limited attention. The paper first discusses how the resulting chance-constrained optimization problems can be solved computationally and demonstrates the effects of the use of the proposed prediction models through simulation-based case studies with realistic data.
I. INTRODUCTION
The increasing uncertainties due to integration of generation from renewable sources in the electric power grid necessitate new reliability metrics and new methods to assess the operation of the grid against these metrics. We consider the risk of not meeting certain constraints, e.g., supply-demand balance, as the reliability criterion, i.e., risklimiting operation or dispatch. This risk is induced from the stochasticity in renewable generation and demand. Prior work, including but not limited to [1] , [2] , [3] , [4] , on risk-limiting operation relied on simple statistical models of uncertainty and did not provide any constructive procedure to account for the effects of correlation over time. On the other hand, the outputs of the renewable generators (e.g., wind turbines) may feature significant correlation over time violating an essential assumption in this earlier work. For example, Figure 1 shows the power spectrum density of wind generation from a wind farm in Southern California in July, 2006.
1 Clearly the spectral density is not uniform implying correlation over time. In other words, wind generation cannot be modeled as white noise. In addition to the recent interest in risk-limiting dispatch with no systematic treatment of correlation over time, reference [5] takes a step toward modeling correlation through a Markov chain. This approach can capture time correlation in wind generation; however, it requires to discretize power output from wind turbines into a finite number of levels.
On the other hand, in modeling community there is a significant body of work on the modeling of uncertain wind and demand [6] . In particular, it has been shown that an autoregressive-moving-average (ARMA) model is an effective tool to predict wind generation [7] , [8] as well as electricity demand [9] , [10] , [11] . Moreover, unlike the Markov-chain model [5] , the ARMA-based prediction models do not require discretization and can potentially capture correlation between distant time steps. However, these fruitful results have not been fully utilized in a control context.
Our work-to the best of our knowledge-takes a first step toward an integration of ARMA-based prediction models into chance-constrained model predictive control (CCMPC) while keeping an eye on the computational tractability (through modeling). We employ an ARMA model because it is simple enough to be handled by CCMPC tractably yet expressive enough to represent the behavior of wind power. More specifically, an ARMA model describes an autocorrelated stochastic process by a linear regression with additive Gaussian noise [12] . From the ARMA model we obtain a probability distribution of future wind generation and demand conditioned on the current and past observations, and use the probability distribution to evaluate the probability of constraint violations. The main contribution of the paper is this integration of the ARMA-based model for renewable generation into risk-limiting operation, which have been investigated by modeling and control communities, respectively, though in isolation from each other.
We discuss how the resulting optimization problems can be solved computationally (particularly how the chance constraints can be handled) and demonstrate the effects of the use of the proposed prediction models through simulationbased case studies with real (or relatively realistic) data. The main observations include the following: Without an adequate prediction model of wind and demand, increasing wind penetration (i.e., increasing uncertainties) requires a higher reserve capacity, e.g., typically supplied by conventional generation. The proposed risk-limiting control methodology with integrated ARMA-based uncertainty models yields a reduction in such reserve capacity compared to methods based on simplistic models of uncertainty. The benefits become more significant with increasing uncertainty due to, e.g., increasing wind generation penetration levels.
II. OVERVIEW: RISK-LIMITING GRID CONTROL
The method proposed in this paper can be considered as a wrapper that is implemented on top of an existing linear chance-constrained model predictive control (CCMPC) method and utilizes an ARMA-based prediction of stochastic processes, such as wind generation and demand. We present the method in a general way so that it can be applied to a wide variety of risk-limiting control problems. To this end, we first present a generalized form of a CCMPC problem in Section II-A. Then we apply it to simple grid control problem in Section II-B.
A. General formulation of CCMPC
We consider linear dynamics driven by stochastic disturbance input w and represented by the general state-space model
where x k , u k , and w k are the state vector, control vector, and disturbance at time k, respectively. Constraints can be represented in a general form, by proper choice of C, D, and F , as
where c k is a constant. Since there is uncertainty in x k , robustly satisfying the above constraint often results in a conservative solution; when the probability distribution of x k is not bounded, it is typically impossible to robustly satisfy the constraint. In the CCMPC framework the deterministic constraint is replaced by a chance constraint:
where 0 < ϵ < 1 is a user-specified risk bound. We also consider additional, explicit control constraints encoded by u k ∈ U at each k. At time step t, CCMPC solves the following chanceconstrained finite-horizon optimal control (CCFHOC) problem with a given cost function J. (2) , and (3), k = t, . . . , t + T − 1. (6) Note that J can be a function of random variables x, such as its expectation. In many cases, the cost function is simply a function of deterministic control inputs u.
Various methods have been proposed to solve Problem 1. Most of the solution methods fall into one of the following two categories:
1) An analytical approach, such as [13] , [14] , [15] , which transforms the chance constraint (3) into a determinis-
where
2) A scenario-based method, such as [16] , [17] ,which evaluates the chance constraint by sampling. The first approach is computationally efficient but requires relatively strong assumptions on the probability distribution of w k . The second approach can be applied to relatively more general classes of problems but typically leads to higher computational cost.
The CCMPC (like the regular MPC) solves Problem 1 at each time step and applies only the initial control input.
B. Example: Risk-limiting power flow and dispatch
We review the risk-limiting power flow and dispatch problem formulated by [1] and demonstrate that it can be encoded into Problem 1. Consider a power grid consisting of a set of buses, N . The set G ⊆ N of generation buses is connected by transmission links with a given topology to the set L ⊆ N of load buses, i.e., N = G ∩ L. A generation bus is equipped with wind turbines as well as a conventional power plant which provides ancillary services. Each load bus demands an uncertain amount of power. In order to mitigate the uncertainty in demand and wind generation, each load bus is (possibly) equipped energy storage. The problem of interest is the optimal scheduling of, for example, the ancillary services, storage, and phase angle at each bus over a finite receding time horizon.
The following notation is used. The superscript i represents the index of buses while the subscript k represents a time step. 
The energy level of the storage is related to the charge/discharge rate through the difference equation
For all the nodes, we limit the risk of violating the following constraint in order to prevent energy shortage
This system is encoded into the form of (1) and (2) through the choice of
where I n and O n are the n-by-n identity and zero matrices, respectively. Furthermore, we impose upper and lower bounds on s 
III. METHOD
The proposed approach consists of off-line and on-line parts, as illustrated in Figure 2 . An ARMA model is identified off-line using past data. This process is described in detail in Section III-A. The on-line part, which we call CCMPC-ARMA, consists of the ARMA model and a chance-constrained, model predictive controller. CCMPC-ARMA takes as an input the observed sequence of uncertain processes, such as wind generation and demand, up to the present time step. From this input the ARMA model predicts the probability distribution of the uncertain process over the current prediction horizon, as discussed in Section III-B. Then the controller uses this probability distribution to generate a control sequence that satisfies the probabilistic constraint by solving the chance-constrained finite-horizon optimal control problem formulated in Section III-C. The on-line part is summarized in Section III-D. Fig. 2 . Illustration of the proposed approach. An ARMA model is identified off-line using past data of uncertain process, such as wind generation and demand. During the on-line control, the ARMA model takes as an input the observed sequence of the uncertain process up to the present time step and outputs the probability distribution of the process over the current prediction horizon. Then a CCMPC controller uses this probability distribution to generate a risk-limiting control sequence.
A. Construction of an ARMA model and preprocessing of data
For now we assume w k to be a scalar for simplicity, while an extension to multi-dimensional case is straightforward.
An ARMA model represents a stochastic process in terms of two polynomials, one for the auto-regression (AR) and the second for the moving average (MA) [12] . More specifically, an ARMA model with p autoregressive terms and q movingaverage terms, denoted by ARMA(p,q), is
where v k is a white noise (i.e., v k is an independent and identically distributed random variable). An ARMA model can be viewed as a whitening filter that represents an autocorrelated (i.e., colored) process, w k , by a a white noise v k [19] . It is often assumed that v k has a zero-mean Gaussian distribution N (0, σ 2 ) with variance σ 2 . In such a case, w k also has a Gaussian distribution, but its mean and variance are time-varying, and the distributions are autocorrelated. The maximum-likelihood estimation of the parameters, a i , b i , and σ 2 , can be obtained by iterative methods such as the iterative Prony's method [20] . The order of an ARMA model is chosen to minimize a model selection criterion such as the Akaike's information criterion and the Bayesian information criterion [12] .
Of our particular focus is an ARMA(p,p−1) model, which can be transformed into the following observable canonical
The state vector z k is
This state-space representation of an ARMA model is integrated into a linear CCMPC in the next subsection. It is often assumed that v k is a zero-mean noise. In such a case, a stationary process always results in a stable ARMA model where the mean of the stationary distribution of w k is zero. Therefore, before constructing an ARMA model of wind generation, we subtract the mean from the given data. For example, Figure 3 -(a) shows a profile of wind generation over a month, which is used for the simulation in Section IV-B. The mean generation over the month, 12.57 MW, is subtracted from the data before computing the ARMA parameters. The mean is added back when making a prediction.
Similarly, ARMA models can be used to make a prediction of demand. Unlike wind generation, energy demand has an obvious daily pattern, as shown in Figure 3-(a) . Therefore, we perform a different preprocessing for demand data. We obtain a mean at every time over the day from the given data, and subtract the circadian mean from the data. For example, in Figure 3 -(b), the circadian mean is shown by the dotdashed line. As in wind generation, the circadian mean is added back when making a prediction.
B. On-line prediction by the ARMA Model
The ARMA model constructed in the previous subsection is used to make a prediction on-line. Here, we mean by prediction a set of parameters that specifies the probability distributions of w k , such as mean and standard deviation.
Let t be the present time step. Roughly speaking, the prediction can be made by recursively applying (8) and (9) starting from k = t. In order to do so, we first need to construct the initial state of the prediction model, z t , using (13) and (14) . This requires the values of w t , w t−1 , w t−2 , · · · , as well as v t , v t−1 , v t−2 · · · . We assume that w t , w t−1 , w t−2 · · · have been observed at time step t, which simply means that, for example, the data of the current and past wind generation is available. However, the noise, v t , is not directly observable. If we assume that v t−1 , v t−2 · · · v t−q are available, then v t can be determined from the observations of w t , w t−1 , · · · w t−p by using (7) as
In order to initiate this recursion, the first q steps of v t is set to its mean value. Then, the present value of v t is updated on-line at each time step using (15). Letv and σ 2 v be the mean and variance of v. Then, the meanw t+k and variance Σ t+k of w t+k are given bȳ
C. Formulation of the chance-constrained finite-horizon optimal control problem with ARMA
We next integrate the ARMA model into Problem 1 and obtain a new formulation of the chance-constrained finitehorizon optimal control problem, which is solved at each time step in order to obtain the optimal control sequence over a prediction horizon. Consider the extended system [
] ,
Then we formulate the following chance-constrained finite-horizon optimal control problem.
over u t , . . . . , u t+T −1 ∈ U (21) subject to (18) , (19) , and (3), k = t, . . . , t + T − 1.
Compare (18) and (19) with (1) and (2) and notice that they have the same form. Therefore, Problem 2 can be solved by existing CCMPC approaches that can solve Problem 1, such as the analytical and scenario-based approaches discussed in Section II-A.
For reader's convenience, we derive the mean and covariance matrix of y t+k below. Here we assume that the white noise v is a vector, whose mean and covariance matrix are represented byv and Σ v . We denote byx t and Σ xt the mean and covariance of the initial state x t . Then,
In a special case wherev follows a Gaussian distribution, the probability distribution of y k is also Gaussian, whose mean and variance is obtained as above. Let F −1 SG (·) be the inverse cumulative distribution function of the standard Gaussian distribution, N (0, 1). Then the chance constraint (3) is transformed into a deterministic constraint as
where diag(Σ y k ) is a vector of the diagonal elements of Σ y k and √ · is the element-wise square root.
D. The CCMPC-ARMA method
The proposed method, namely CCMPC-ARMA, is summarized in Algorithm 1. At time step t, CCMPC-ARMA solves Problem 2 and applies only the initial control input, u t . The main difference from typical MPCs is that CCMPC-ARMA must keep track of the noise process in the ARMA model, v t , as in line 5 of Algorithm 1. In Figure 2 we illustrate prediction and control steps separately for ease of explanation. In Algorithm 1, these two steps are performed in a combined manner in line 7 since the ARMA model is integrated in the extended system (18) and (19) .
Observe w t 5:
Construct z t by (13) and (14) 7:
Solve Problem 2 8: Apply u t
9:
t ← t + 1 10: end while
IV. SIMULATION RESULTS

A. Simple dispatch problem
We first demonstrate how the proposed method can improve the performance on a simple problem where a centralized dispatcher plans supply capacity for the next 24 hours in the presence of uncertainty in energy demand and supply. The objective is to minimize the total planned supply capacity over a day in order to minimize the cost, while making sure that the risk of being in short of supply is limited to a pre-specified bound, ϵ. This risk-limiting supply capacity is computed using the proposed CCMPC-ARMA method. We compare the results with an existing approach (referred to as "CCMPC-White" hereafter) which models wind generation and demand by the sum of a circadian means and a white noise.
More specifically, we formulate the following finitehorizon optimal control problem:
where g k , and d k are wind generation, and demand at the kth time step, respectively. The planned supply capacity, denoted by s k , represents the spinning reserve and energy generation by conventional (i.e., dispensable) power plants. Note that g k and d k are random variables predicted by the ARMA model described in Section III-A.
Observe that this problem is equivalent to Problem 1 by letting
We define w k so that its mean is zero by subtracting the average wind generation and demand,ḡ andd k . Since electricity demand has an obvious dependence on time of the day, we use circadian mean for demand,d k . On the other hand, since the dependence of wind generation on the time of the day is not as obvious as demand, we consider a constant meanḡ for wind. The proposed approach models the residual noise w k by an ARMA model while CCMPC-White models it by a white Gaussian noise. The probability distribution of g k is predicted using an ARMA(3,2) model constructed from the real data published by California ISO 2 over 93 days in December in 2010, 2011, and 2012. During these periods, approximately 2% of the total energy is supplied from wind turbines on average. In order to simulate future situations in which the renewable penetration is significantly higher than the present, we also considered cases with 20%, 50%, and 80% wind penetrations, by magnifying the wind data. We assume that v k in (18) has a zero-mean Gaussian distribution with standard deviation σ v . The parameters, a i , b i , σ v , are estimated using a maximum likelihood method from the data. As for CCMPCWhite, the mean and the standard deviation at the kth hour of a day are obtained statistically from the same data over 93 days.
The results are shown in Table I . We solve the above optimization problem for 93 days and the table shows the average. The cost shown in the table is the total supply capacity planned over a 3-month period, while P f ail is the resulting probability violation at each hour, computed from the simulation over the same period. The risk bound ϵ is set to 10%.
Our simulation results indicate that, with increased wind penetration, CCMPC-White requires greater amount of supply capacity because the amount of energy that can be saved by increasing wind penetration is exceeded by the extra amount of reserve capacity that is required to absorb the increased uncertainty in wind generation. Intuitively, this means that, as we introduce more wind power to a grid, we need to increase, rather than decrease, the capacity of conventional power plants in order to provide sufficient ancillary service. With such a situation, the benefit of renewable generation is significantly undermined.
The proposed approach, CCMPC-ARMA, requires smaller amount of supply capacity than CCMPC-White with all penetration levels. Most importantly, the required reserve capacity decreases as the wind penetration increases. This is because the probability distribution of future net demand (i.e., demand minus wind generation) derived from an ARMA model has significantly smaller standard deviation than a white-noise model, as shown in Figure 4 . Another important feature of CCMPC-ARMA is that it uses the probability distribution of net demand conditioned on the current and past observations. For example, Figure 5 shows the mean net demands derived from an ARMA model and a white-noise model, predicted at 0:00 am on December 31. The white-noise model simply uses the same circadian mean everyday. On the other hand, an ARMA model predicts future probability distributions based on current and past few observations. Since the observed demand is lower than usual 2 http://www.caiso.com/ over past few hours from 0:00 am on December 31, the ARMA model predicts that the mean net demand is lower than average on this day. Consequently, it requires less supply capacity and hence results in a smaller cost.
B. Optimal power flow and dispatch
Next we deploy the proposed CCMPC-ARMA method on the risk-limiting optimal power flow and dispatch problem formulated and solved by [1] , which is reviewed in Section II-B. We use the IEEE 14-bus system, of which buses 1, 2, 3, 6, and 8 are generation buses. Generation profiles for the generation buses were created using data from five Southern California locations provided by NREL. At each location, the data at 10-minute intervals for five individual wind turbines during July 2006 were averaged. Load profiles were created using normalized demand data from 14 typical feeders for the month of July 2010. 3 The data were interpolated to obtain points separated by 10-minute intervals to match the wind generation data. Samples of the data were shown in Figure  3 .
In our previous work [1] , uncertainty in demand and wind generation are modeled as white Gaussian noises, whose mean and standard deviation are obtained statistically from the data over 31 days of the month for each of the generation and load buses. For example, the uncertainty in the wind data at bus 1, shown in Figure 3-(a) , was modeled as a white Gaussian noise with the mean being 12.57 MW and the standard deviation being 10.68 MW. This is a quite wide distribution, whose one-sigma interval around the mean (represented by the dotted lines in Figure 3-(a) ) almost covers the entire range of possible output from the wind generator. In the present work, the ARMA models are created off-line for both demand and wind generation at each bus using the same raw data. Then, during the execution of model predictive control, the mean and standard deviation of the demand and wind generation are predicted on-line using the ARMA models. The standard deviation derived from the ARMA model is significantly smaller than the white-noise model, as we show in Figure 7 . Another key difference from [1] is that the previous work scheduled control actions over a single horizon while this work performs receding horizon control over a month. In this simulation study we compare the proposed approach with the receding horizon extension of [1] , which we refer to as CCMPC-White for convenience.
The step cost function is a quadratic map of spinning reserve and battery charge/discharge rate
where h The wind generation provides 6.7% of the total energy demand. As in Section IV-A, we also conduct simulations with magnified wind supply in order to simulate scenarios with 25, 50, and 75% wind penetration. For each scenario, the CCMPC-ARMA and CCMPC-White are run over 4,000 time steps with 10-minute intervals. Table II shows the resulting average cost per day as well as the average probability of constraint violation (P f ail ). Trends similar to those in Section IV-A are observed. Indeed, the proposed method, CCMPC-ARMA, always results in a smaller cost than CCMPC-White. Furthermore, with increasing wind penetration levels, the difference becomes more significant. The resulting probability of constraint violation by CCMPC-ARMA is slightly above the given risk bound, 5%, except for the scenario with 75% wind penetration. This is because the actual probability distribution of wind generation is not necessarily Gaussian. This issue is more remarkable in CCMPC-White since it uses a fixed probability distribution for CCMPC regardless of the current and past observations. Figure 6 shows the profile of spinning reserve, s i k , at buses 1 and 2 over three days, generated by CCMPC-ARMA and CCMPC-White with 6.2% wind penetration. In both results the power plant at bus 1 is often utilized at the maximum output level, 6 p.u., since it has the lowest cost of generation. Observe in the figure that CCMPC-ARMA always results in smaller amounts of spinning reserve. This is the main reason of the cost reduction by CCMPC-ARMA, as shown in Table  II. CCMPC-ARMA can satisfy the chance constraint with less amounts of spinning reserve because of the improved prediction accuracy by an ARMA model. Figure 7 shows the one-sigma interval around the mean of the wind generation on bus 1 over the 12-time-step prediction horizon, generated at 0:00 on July 3. Since CCMPC-White assumes a timeinvariant probability distribution obtained off-line, its onesigma interval fails to contain the realized wind generation profile, shown in the black solid line in Figure 7 even Fig. 7 . Prediction of the mean and one-σ (standard deviation) interval deviation over the prediction horizon generated by the ARMA model as well as the mean and one-σ interval under the white noise assumption.
though having a large standard deviation. On the other hand, CCMPC-ARMA generates on-line a time-varying probability distribution conditioned on the observed data at past few time steps. Note in Figure 7 that the predicted mean of CCMPC-ARMA starts from the value at the present time step (i.e., 0:00 on July 3). It correctly predicts the slightly decreasing tendency of the realized wind generation profile. Also note that standard deviation of CCMPC-ARMA is significantly smaller than that of CCMPC-White, but increases over time. Intuitively, this means that the prediction of far future is more uncertain than that of near future.
In sum, the simulation results demonstrate that the proposed method can reduce the cost of risk-limiting power grid control by incorporating an ARMA model, which generates the probability distributions of wind generation and demand conditioned on the observed data.
V. CONCLUSIONS
We presented a risk-limiting power grid control method, namely CCMPC-ARMA, which integrates a chanceconstrained model predictive control with an ARMA-based prediction model of uncertain renewable generation and electricity demand. Unlike a white-noise model that is often assumed by existing risk-limiting power grid control methods, an ARMA-model can provide the probability distribution of future renewable generation and demand conditioned on the current and past observations, which typically has significantly smaller standard deviation. We deployed CCMPC-ARMA on a risk-limiting power flow and dispatch problem and empirically showed that the proposed method achieves significant saving in cost, particularly when having a high renewable penetration.
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