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Abstract The production rates of prompt and non-prompt
J/ψ and ψ(2S) mesons in their dimuon decay modes are
measured using 2.1 and 11.4 fb−1 of data collected with the
ATLAS experiment at the Large Hadron Collider, in proton–
proton collisions at
√
s = 7 and 8 respectively. Production
cross-sections for prompt as well as non-prompt sources,
ratios of ψ(2S) to J/ψ production, and the fractions of non-
prompt production for J/ψ and ψ(2S) are measured as a
function of meson transverse momentum and rapidity. The
measurements are compared to theoretical predictions.
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1 Introduction
Measurements of heavy quark–antiquark bound states
(quarkonia) production processes provide an insight into
the nature of quantum chromodynamics (QCD) close to
the boundary between the perturbative and non-perturbative
regimes. More than forty years since the discovery of the
J/ψ , the investigation of hidden heavy-flavour production
in hadronic collisions still presents significant challenges to
both theory and experiment.
In high-energy hadronic collisions, charmonium states
can be produced either directly by short-lived QCD sources
(“prompt” production), or by long-lived sources in the decay
chains of beauty hadrons (“non-prompt” production). These
can be separated experimentally using the distance between
the proton–proton primary interaction and the decay vertex
of the quarkonium state. While Fixed-Order with Next-to-
Leading-Log (FONLL) calculations [1,2], made within the
framework of perturbative QCD, have been quite successful
in describing non-prompt production of various quarkonium
states, a satisfactory understanding of the prompt production
mechanisms is still to be achieved.
Theψ(2S)meson is the only vector charmonium state that
is produced with no significant contributions from decays of
higher-mass quarkonia, referred to as feed-down contribu-
tions. This provides a unique opportunity to study production
mechanisms specific to J PC = 1−− states [3–12]. Measure-
ments of the production of J++ states with J = 0, 1, 2, [12–
17], strongly coupled to the two-gluon channel, allow similar
studies in the CP-even sector, complementary to the CP-odd
vector sector. Production of J/ψ mesons [3–7,9–11,13,18–
24] arises from a mixture of different sources, receiving con-
tributions from the production of 1−− and J++ states in
comparable amounts.
Early attempts to describe the formation of charmonium
[25–32] using leading-order perturbative QCD gave rise to a
variety of models, none of which could explain the large pro-
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duction cross-sections measured at the Tevatron [3,13,21–
23]. Within the colour-singlet model (CSM) [33], next-to-
next-to-leading-order (NNLO) contributions to the hadronic
production of S-wave quarkonia were calculated without
introducing any new phenomenological parameters. How-
ever, technical difficulties have so far made it impossible to
perform the full NNLO calculation, or to extend those calcu-
lations to the P-wave states. So it is not entirely surprising that
the predictions of the model underestimate the experimental
data for inclusive production of J/ψ and ϒ states, where
the feed-down is significant, but offer a better description for
ψ(2S) production [18,34].
Non-relativistic QCD (NRQCD) calculations that include
colour-octet (CO) contributions [35] introduce a number
of phenomenological parameters — long-distance matrix
elements (LDMEs) — which are determined from fits to
the experimental data, and can hence describe the cross-
sections and differential spectra satisfactorily [36]. However,
the attempts to describe the polarization of S-wave quarko-
nium states using this approach have not been so success-
ful [37], prompting a suggestion [38] that a more coherent
approach is needed for the treatment of polarization within
the QCD-motivated models of quarkonium production.
Neither the CSM nor the NRQCD model gives a satisfac-
tory explanation for the measurement of prompt J/ψ pro-
duction in association with the W [39] and Z [40] bosons: in
both cases, the measured differential cross-section is larger
than theoretical expectations [41–44]. It is therefore impor-
tant to broaden the scope of comparisons between theory and
experiment by providing a variety of experimental informa-
tion about quarkonium production across a wider kinematic
range. In this context, ATLAS has measured the inclusive
differential cross-section of J/ψ production, with 2.3 pb−1
of integrated luminosity [18], at
√
s = 7 TeV using the data
collected in 2010, as well as the differential cross-sections
of the production of χc states (4.5 fb−1) [14], and of the
ψ(2S) in its J/ψππ decay mode (2.1 fb−1) [9], at
√
s =
7 TeV with data collected in 2011. The cross-section and
polarization measurements from CDF [4], CMS [6,7,45,46],
LHCb [8,10,12,47–49] and ALICE [5,50,51], cover a con-
siderable variety of charmonium production characteristics
in a wide kinematic range (transverse momentum pT ≤ 100
GeV and rapidities |y| < 5), thus providing a wealth of infor-
mation for a new generation of theoretical models.
This paper presents a precise measurement of J/ψ and
ψ(2S) production in the dimuon decay mode, both at
√
s =
7 TeV and at
√
s = 8 TeV. It is presented as a double-
differential measurement in transverse momentum and rapid-
ity of the quarkonium state, separated into prompt and
non-prompt contributions, covering a range of transverse
momenta 8 < pT ≤ 110 GeV and rapidities |y| < 2.0.
The ratios of ψ(2S) to J/ψ cross-sections for prompt and
non-prompt processes are also reported, as well as the non-
prompt fractions of J/ψ and ψ(2S).
2 The ATLAS detector
The ATLAS experiment [52] is a general-purpose detector
consisting of an inner tracker, a calorimeter and a muon spec-
trometer. The inner detector (ID) directly surrounds the inter-
action point; it consists of a silicon pixel detector, a semicon-
ductor tracker and a transition radiation tracker, and is embed-
ded in an axial 2 T magnetic field. The ID covers the pseu-
dorapidity1 range |η| = 2.5 and is enclosed by a calorime-
ter system containing electromagnetic and hadronic sections.
The calorimeter is surrounded by a large muon spectrometer
(MS) in a toroidal magnet system. The MS consists of mon-
itored drift tubes and cathode strip chambers, designed to
provide precise position measurements in the bending plane
in the range |η| <2.7. Momentum measurements in the muon
spectrometer are based on track segments formed in at least
two of the three precision chamber planes.
The ATLAS trigger system [53] is separated into three
levels: the hardware-based Level-1 trigger and the two-stage
High Level Trigger (HLT), comprising the Level-2 trigger
and Event Filter, which reduce the 20 MHz proton–proton
collision rate to several-hundred Hz of events of interest for
data recording to mass storage. At Level-1, the muon trigger
searches for patterns of hits satisfying different transverse
momentum thresholds with a coarse position resolution but
a fast response time using resistive-plate chambers and thin-
gap chambers in the ranges |η| < 1.05 and 1.05 < |η| < 2.4,
respectively. Around these Level-1 hit patterns “Regions-of-
Interest” (RoI) are defined that serve as seeds for the HLT
muon reconstruction. The HLT uses dedicated algorithms
to incorporate information from both the MS and the ID,
achieving position and momentum resolution close to that
provided by the offline muon reconstruction.
3 Candidate selection
The analysis is based on data recorded at the LHC in 2011
and 2012 during proton–proton collisions at centre-of-mass
1 ATLAS uses a right-handed coordinate system with its origin at
the nominal interaction point (IP) in the centre of the detector and
the z-axis along the beam pipe. The x-axis points from the IP to
the centre of the LHC ring, and the y-axis points upward. Cylindri-
cal coordinates (r, φ) are used in the transverse plane, φ being the
azimuthal angle around the beam pipe. The pseudorapidity η is defined
in terms of the polar angle θ as η = − ln tan(θ/2) and the transverse
momentum pT is defined as pT = p sin θ . The rapidity is defined as
y = 0.5 ln [(E + pz) / (E − pz)], where E and pz refer to energy and
longitudinal momentum, respectively. The η–φ distance between two
particles is defined as 
R =
√
(
η)2 + (
φ)2.
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energies of 7 and 8 TeV, respectively. This data sample
corresponds to a total integrated luminosity of 2.1 and 11.4
fb−1 for 7 and 8 TeV data, respectively.
Events were selected using a trigger requiring two oppo-
sitely charged muon candidates, each passing the require-
ment pT > 4 GeV. The muons are constrained to originate
from a common vertex, which is fitted with the track param-
eter uncertainties taken into account. The fit is required to
satisfy χ2 < 20 for the one degree of freedom.
For 7 TeV data, the Level-1 trigger required only spatial
coincidences in the MS [54]. For 8 TeV data, a 4 GeV muon
pT threshold was also applied at Level-1, which reduced the
trigger efficiency for low-pT muons.
The offline analysis requires events to have at least two
muons, identified by the muon spectrometer and with match-
ing tracks reconstructed in the ID [55]. Due to the ID accep-
tance, muon reconstruction is possible only for |η| < 2.5.
The selected muons are further restricted to |η| < 2.3 to
ensure high-quality tracking and triggering, and to reduce the
contribution from misidentified muons. For the momenta of
interest in this analysis (corresponding to muons with a trans-
verse momentum of at most O(100) GeV), measurements of
the muons are degraded by multiple scattering within the
MS and so only the ID tracking information is considered.
To ensure accurate ID measurements, each muon track must
fulfil muon reconstruction and selection requirements [55].
The pairs of muon candidates satisfying these quality criteria
are required to have opposite charges.
In order to allow an accurate correction for trigger inef-
ficiencies, each reconstructed muon candidate is required to
match a trigger-identified muon candidate within a cone of

R =
√
(
η)2 + (
φ)2 = 0.01. Dimuon candidates are
obtained from muon pairs, constrained to originate from a
common vertex using ID track parameters and uncertainties,
with a requirement of χ2 < 20 of the vertex fit for the one
degree of freedom. All dimuon candidates with an invariant
mass within 2.6 < m(μμ) < 4.0 GeV and within the kine-
matic range pT(μμ) > 8 GeV, |y(μμ)| < 2.0 are retained
for the analysis. If multiple candidates are found in an event
(occurring in approximately 10−6 of selected events), all
candidates are retained. The properties of the dimuon sys-
tem, such as invariant mass m(μμ), transverse momentum
pT(μμ), and rapidity |y(μμ)| are determined from the result
of the vertex fit.
4 Methodology
The measurements are performed in intervals of dimuon pT
and absolute value of the rapidity (|y|). The term “prompt”
refers to the J/ψ or ψ(2S) states — hereafter called ψ to
refer to either — are produced from short-lived QCD decays,
including feed-down from other charmonium states as long
as they are also produced from short-lived sources. If the
decay chain producing a ψ state includes long-lived parti-
cles such as b-hadrons, then such ψ mesons are labelled as
“non-prompt”. Using a simultaneous fit to the invariant mass
of the dimuon and its “pseudo-proper decay time” (described
below), prompt and non-prompt signal and background con-
tributions can be extracted from the data.
The probability for the decay of a particle as a function
of proper decay time t follows an exponential distribution,
p(t) = 1/τB ·e−t/τB where τB is the mean lifetime of the par-
ticle. For each decay, the proper decay time can be calculated
as t = Lm/p, where L is the distance between the particle
production and decay vertices, p is the momentum of the par-
ticle, and m is its invariant mass. As the reconstruction of non-
promptψ mesons, such as b-hadrons, does not fully describe
the properties of the parent, the transverse momentum of
the dimuon system and the reconstructed dimuon invariant
mass are used to construct the “pseudo-proper decay time”,
τ = Lxym(μμ)/pT(μμ), where Lxy ≡ L·pT(μμ)/pT(μμ)
is the signed projection of the distance of the dimuon decay
vertex from the primary vertex, L, onto its transverse momen-
tum, pT(μμ). This is a good approximation of using the par-
ent b-hadron information when the ψ and parent momenta
are closely aligned, which is the case for the values of ψ
transverse momenta considered here, and τ therefore can be
used to distinguish statistically between the non-prompt and
prompt processes (in which the latter are assumed to decay
with vanishingly small lifetime). If the event contains mul-
tiple primary vertices [52], the primary vertex closest in z to
the dimuon decay vertex is selected. The effect of selecting
an incorrect vertex has been shown [56] to have a negligible
impact on the extraction of prompt and non-prompt contribu-
tions. If any of the muons in the dimuon candidate contributes
to the construction of the primary vertex, the corresponding
tracks are removed and the vertex is refitted.
4.1 Double differential cross-section determination
The double differential dimuon prompt and non-prompt pro-
duction cross-sections times branching ratio are measured
separately for J/ψ andψ(2S)mesons according to the equa-
tions:
d2σ(pp → ψ)
d pTdy
× B(ψ → μ+μ−) =
N
p
ψ

pT
y ×
∫
Ldt
,
(1)
d2σ(pp → bb¯ → ψ)
d pTdy
× B(ψ → μ+μ−)
=
N
np
ψ

pT
y ×
∫
Ldt
, (2)
where
∫
Ldt is the integrated luminosity,
pT and
y are the
interval sizes in terms of dimuon transverse momentum and
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rapidity, respectively, and N p(np)ψ is the number of observed
prompt (non-prompt)ψ mesons in the slice under study, cor-
rected for acceptance, trigger and reconstruction efficiencies.
The intervals in 
y combine the data from negative and pos-
itive rapidities.
The determination of the cross-sections proceeds in sev-
eral steps. First, a weight is determined for each selected
dimuon candidate equal to the inverse of the total efficiency
for each candidate. The total weight, wtot, for each dimuon
candidate includes three factors: the fraction of produced
ψ → μ+μ− decays with both muons in the fiducial region
pT(μ) > 4 GeV and |η(μ)| < 2.3 (defined as acceptance,
A), the probability that a candidate within the acceptance
satisfies the offline reconstruction selection (ǫreco), and the
probability that a reconstructed event satisfies the trigger
selection (ǫtrig). The weight assigned to a given candidate
when calculating the cross-sections is therefore given by:
w−1tot = A · ǫreco · ǫtrig.
After the weight determination, an unbinned maximum-
likelihood fit is performed to these weighted events in each
(pT(μμ), |y(μμ)|) interval using the dimuon invariant mass,
m(μμ), and pseudo-proper decay time, τ(μμ), observables.
The fitted yields of J/ψ → μ+μ− andψ(2S)→ μ+μ− are
determined separately for prompt and non-prompt processes.
Finally, the differential cross-section times the ψ → μ+μ−
branching fraction is calculated for each state by including
the integrated luminosity and the pT and rapidity interval
widths as shown in Eqs. (1) and (2).
4.2 Non-prompt fraction
The non-prompt fraction f ψb is defined as the number of non-
prompt ψ (produced via the decay of a b-hadron) divided by
the number of inclusively producedψ decaying to muon pairs
after applying weighting corrections:
f
ψ
b ≡
pp → b + X → ψ + X ′
pp
Inclusive−−−−−→ ψ + X ′
=
N
np
ψ
N
np
ψ + N
p
ψ
,
where this fraction is determined separately for J/ψ and
ψ(2S). Determining the fraction from this ratio is advanta-
geous since acceptance and efficiencies largely cancel and
the systematic uncertainty is reduced.
4.3 Ratio of ψ(2S) to J/ψ production
The ratio ofψ(2S) to J/ψ production, in their dimuon decay
modes, is defined as:
Rp(np) =
N
p(np)
ψ(2S)
N
p(np)
J/ψ
,
where N p(np)ψ is the number of prompt (non-prompt) J/ψ or
ψ(2S)mesons decaying into a muon pair in an interval of pT
and y, corrected for selection efficiencies and acceptance.
For the ratio measurements, similarly to the non-prompt
fraction, the acceptance and efficiency corrections largely
cancel, thus allowing a more precise measurement. The the-
oretical uncertainties on such ratios are also smaller, as sev-
eral dependencies, such as parton distribution functions and
b-hadron production spectra, largely cancel in the ratio.
4.4 Acceptance
The kinematic acceptance A for a ψ → μ+μ− decay with
pT and y is given by the probability that both muons pass the
fiducial selection (pT(μ) > 4 GeV and |η(μ)| < 2.3). This is
calculated using generator-level “accept-reject” simulations,
based on the analytic formula described below. Detector-
level corrections, such as bin migration effects due to detec-
tor resolution, are found to be small. They are applied to
the results and are also considered as part of the systematic
uncertainties.
The acceptance A depends on five independent variables
(the two muon momenta are constrained by the m(μμ) mass
condition), chosen as the pT, |y| and azimuthal angle φ of the
ψ meson in the laboratory frame, and two angles character-
izing the ψ → μ+μ− decay, θ⋆ and φ⋆, described in detail
in Ref. [57]. The angle θ⋆ is the angle between the direc-
tion of the positive-muon momentum in theψ rest frame and
the momentum of the ψ in the laboratory frame, while φ⋆
is defined as the angle between the dimuon production and
decay planes in the laboratory frame. Theψ production plane
is defined by the momentum of the ψ in the laboratory frame
and the positive z-axis direction. The distributions in θ⋆ and
φ⋆ differ for various possible spin-alignment scenarios of the
dimuon system.
The spin-alignment of the ψ may vary depending on the
production mechanism, which in turn affects the angular dis-
tribution of the dimuon decay. Predictions of various theoret-
ical models are quite contradictory, while the recent exper-
imental measurements [7] indicate that the angular depen-
dence of J/ψ and ψ(2S) decays is consistent with being
isotropic.
The coefficients λθ , λφ and λθφ in
d2 N
d cos θ⋆dφ⋆
∝ 1+ λθ cos2 θ⋆ + λφ sin2 θ⋆ cos 2φ⋆
+λθφ sin 2θ⋆ cosφ⋆ (3)
are related to the spin-density matrix elements of the dimuon
spin wave function.
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Table 1 Values of angular coefficients describing the considered spin-
alignment scenarios
Angular coefficients
λθ λφ λθφ
Isotropic (central value) 0 0 0
Longitudinal −1 0 0
Transverse positive +1 +1 0
Transverse zero +1 0 0
Transverse negative +1 −1 0
Off-(λθ–λφ)-plane positive 0 0 +0.5
Off-(λθ–λφ)-plane negative 0 0 −0.5
Since the polarization of the ψ state may affect accep-
tance, seven extreme cases that lead to the largest possible
variations of acceptance within the phase space of this mea-
surement are identified. These cases, described in Table 1,
are used to define a range in which the results may vary
under any physically allowed spin-alignment assumptions.
The same technique has also been used in other measure-
ments [9,14,34]. This analysis adopts the isotropic distribu-
tion in both cos θ⋆ and φ⋆ as nominal, and the variation of the
results for a number of extreme spin-alignment scenarios is
studied and presented as sets of correction factors, detailed
further in “Appendix”.
For each of the two mass-points (corresponding to the J/ψ
and ψ(2S) masses), two-dimensional maps are produced as
a function of dimuon pT(μμ) and |y(μμ)| for the set of spin-
alignment hypotheses. Each point on the map is determined
from a uniform sampling over φ⋆ and cos θ⋆, accepting those
trials that pass the fiducial selections. To account for vari-
ous spin-alignment scenarios, all trials are weighted accord-
ing to Eq. 3. Acceptance maps are defined within the range
8 < pT(μμ) < 110 GeVand |y(μμ)| < 2.0, corresponding
to the data considered in the analysis. The map is defined
by 100 slices in |y(μμ)| and 4400 in pT(μμ), using 200k
trials for each point, resulting in sufficiently high precision
that the statistical uncertainty can be neglected. Due to the
contributions of background, and the detector resolution of
the signal, the acceptance for each candidate is determined
from a linear interpolation of the two maps, which are gen-
erated for the J/ψ and ψ(2S) known masses, as a function
of the reconstructed mass m(μμ).
Figure 1 shows the acceptance, projected in pT for all the
spin-alignment hypotheses for the J/ψ meson. The differ-
ences between the acceptance of the ψ(2S) and J/ψ meson,
are independent of rapidity, except near |y| ≈ 2 at low
pT. Similarly, the only dependence on pT is found below
pT ≈ 9 GeV. The correction factors (as given in “Appendix”)
vary most at low pT, ranging from −35 % under longitu-
dinal, to +100 % for transverse-positive scenarios. At high
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Fig. 1 Projections of the acceptance as a function of pT for the J/ψ
meson for various spin-alignment hypotheses
pT, the range is between −14 % for longitudinal, and +9 %
for transverse-positive scenarios. For the fraction and ratio
measurements, the correction factor is determined from the
appropriate ratio of the individual correction factors.
4.5 Muon reconstruction and trigger efficiency
determination
The technique for correcting the 7 TeV data for trigger and
reconstruction inefficiencies is described in detail in Refs. [9,
34]. For the 8 TeV data, a similar technique is used, however
different efficiency maps are required for each set of data,
and the 8 TeV corrections are detailed briefly below.
The single-muon reconstruction efficiency is determined
from a tag-and-probe study in dimuon decays [40]. The effi-
ciency map is calculated as a function of pT(μ) and q×η(μ),
where q = ±1 is the electrical charge of the muon, expressed
in units of e.
The trigger efficiency correction consists of two compo-
nents. The first part represents the trigger efficiency for a sin-
gle muon in intervals of pT(μ) and q×η(μ). For the dimuon
system there is a second correction to account for reductions
in efficiency due to closely spaced muons firing only a sin-
gle RoI, vertex-quality cuts, and opposite-sign requirements.
This correction is performed in three rapidity intervals: 0–1.0,
1.0–1.2 and 1.2–2.3. The correction is a function of
R(μμ)
in the first two rapidity intervals and a function of 
R(μμ)
and |y(μμ)| in the last interval.
The combination of the two components (single-muon
efficiency map and dimuon corrections) is illustrated in Fig. 2
by plotting the average trigger-weight correction for the
events in this analysis in terms of pT(μμ) and |y(μμ)|. The
increased weight at low pT and |y| ≈ 1.25 is caused by
the geometrical acceptance of the muon trigger system and
the turn-on threshold behaviour of the muon trigger. At high
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|y(μμ)| studied in this set of measurements
pT the weight is increased due to the reduced opening angle
between the two muons.
4.6 Fitting technique
To extract the corrected yields of prompt and non-prompt
J/ψ and ψ(2S) mesons, two-dimensional weighted
unbinned maximum-likelihood fits are performed on the
dimuon invariant mass, m(μμ), and pseudo-proper decay
time, τ(μμ), in intervals of pT(μμ) and |y(μμ)|. Each inter-
val is fitted independently from all the others. In m(μμ),
signal processes of ψ meson decays are statistically distin-
guished as narrow peaks convolved with the detector resolu-
tion, at their respective mass positions, on top of background
continuum. In τ(μμ), decays originating with zero pseudo-
proper decay time and those following an exponential decay
distribution (both convolved with a detector resolution func-
tion) statistically distinguish prompt and non-prompt signal
processes, respectively. Various sources of background pro-
cesses include Drell-Yan processes, mis-reconstructed muon
pairs from prompt and non-prompt sources, and semileptonic
decays from separate b-hadrons.
The probability density function (PDF) for each fit is
defined as a normalized sum, where each term represents
a specific signal or background contribution, with a phys-
ically motivated mass and τ dependence. The PDF can be
written in a compact form as
PDF(m, τ ) =
7∑
i=1
κi fi (m) · hi (τ )⊗ R(τ ), (4)
where κi represents the relative normalization of the i th term
of the seven considered signal and background contributions
(such that
∑
i κi = 1), fi (m) is the mass-dependent term,
and⊗ represents the convolution of the τ -dependent function
hi (τ )with the τ resolution term, R(τ ). The latter is modelled
Table 2 Description of the fit model PDF in Eq. 4. Components of the
probability density function used to extract the prompt (P) and non-
prompt (NP) contributions for J/ψ and ψ(2S) signal and the P, NP,
and incoherent or mis-reconstructed background (Bkg) contributions
i Type Source fi (m) hi (τ )
1 J/ψ P ωB1(m)+ (1− ω)G1(m) δ(τ )
2 J/ψ NP ωB1(m)+ (1− ω)G1(m) E1(τ )
3 ψ(2S) P ωB2(m)+ (1− ω)G2(m) δ(τ )
4 ψ(2S) NP ωB2(m)+ (1− ω)G2(m) E2(τ )
5 Bkg P F δ(τ )
6 Bkg NP C1(m) E3(τ )
7 Bkg NP E4(m) E5(|τ |)
by a double Gaussian distribution with both means fixed to
zero and widths determined from the fit.
Table 2 lists the contributions to the overall PDF with the
corresponding fi and hi functions. Here G1 and G2 are Gaus-
sian functions, B1 and B2 are Crystal Ball2 distributions [58],
while F is a uniform distribution and C1 a first-order Cheby-
shev polynomial. The exponential functions E1, E2, E3, E4
and E5 have different decay constants, where E5(|τ |) is a
double-sided exponential with the same decay constant on
either side of τ = 0. The parameter ω represents the frac-
tional contribution of the B and G mass signal functions,
while the Dirac delta function, δ(τ ), is used to represent the
pseudo-proper decay time distribution of the prompt candi-
dates.
In order to make the fitting procedure more robust and to
reduce the number of free parameters, a number of compo-
nent terms share common parameters, which led to 22 free
parameters per interval. In detail, the signal mass models are
described by the sum of a Crystal Ball shape (B) and a Gaus-
sian shape (G). For each of J/ψ and ψ(2S), the B and G
share a common mean, and freely determined widths, with
the ratio of the B and G widths common to J/ψ and ψ(2S).
The B parameters α, and n, describing the transition point of
the low-edge from a Gaussian to a power-law shape, and the
shape of the tail, respectively, are fixed, and variations are
considered as part of the fit model systematic uncertainties.
The width of G for ψ(2S) is set to the width for J/ψ multi-
plied by a free parameter scaling term. The relative fraction
of B and G is left floating, but common to J/ψ and ψ(2S).
The non-prompt signal decay shapes (E1,E2) are
described by an exponential function (for positive τ only)
convolved with a double Gaussian function, R(τ ) describing
2 The Crystal Ball function is given by:
B(x;α, n, x¯, σ ) = N ·
{
exp
(
− (x−x¯)2
2σ 2
)
, for x−x¯
σ
> −α
A · (A′ − x−x¯
σ
)−n
, for x−x¯
σ
 −α
where A =
(
n
|α|
)n
· exp
(
− |α|22
)
, A′ = n|α| − |α|
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Fig. 3 Projections of the fit result over the mass (left) and pseudo-
proper decay time (right) distributions for data collected at 7 TeV for
one typical interval. The data are shown with error bars in black, super-
imposed with the individual components of the fit result projections,
where the total prompt and non-prompt components are represented by
the dashed and dotted lines, respectively, and the shaded areas show
the signal ψ prompt and non-prompt contributions
the pseudo-proper decay time resolution for the non-prompt
component, and the same Gaussian response functions to
describe the prompt contributions. Each Gaussian resolution
component has its mean fixed at τ = 0 and a free width.
The decay constants of the J/ψ and ψ(2S) are separate free
parameters in the fit.
The background contributions are described by a prompt
and non-prompt component, as well as a double-sided expo-
nential function convolved with a double Gaussian function
describing mis-reconstructed or non-coherent muon pairs.
The same resolution function as in signal is used to describe
the background. For the non-resonant mass parameteriza-
tions, the non-prompt contribution is modelled by a first-
order Chebyshev polynomial. The prompt mass contribution
follows a flat distribution and the double-sided background
uses an exponential function. Variations of this fit model are
considered as systematic uncertainties.
The following quantities are extracted directly from the fit
in each interval: the fraction of events that are signal (prompt
or non-prompt J/ψ or ψ(2S)); the fraction of signal events
that are prompt; the fraction of prompt signal that is ψ(2S);
and the fraction of non-prompt signal that is ψ(2S). From
these parameters, and the weighted sum of events, all mea-
sured values are calculated.
For 7 TeV data, 168 fits are performed across the range
of 8 < pT < 100 GeV (8 < pT < 60 GeV) for J/ψ
(ψ(2S)) and 0 < |y| < 2. For 8 TeV data, 172 fits are
performed across the range of 8 < pT < 110 GeV and
0 < |y| < 2, excluding the area where pT is less than 10
GeV and simultaneously |y| is greater than 0.75. This region
is excluded due to a steeply changing low trigger efficiency
causing large systematic uncertainties in the measured cross-
section.
Figure 3 shows the fit results for one of the intervals con-
sidered in the analysis, projected onto the invariant mass
and pseudo-proper decay time distributions, for 7 TeV data,
weighted according to the acceptance and efficiency correc-
tions. The fit projections are shown for the total prompt and
total non-prompt contributions (shown as curves), and also
for the individual contributions of the J/ψ andψ(2S)prompt
and non-prompt signal yields (shown as hashed areas of var-
ious types).
In Fig. 4 the fit results are shown for one high-pT interval
of 8 TeV data.
4.7 Bin migration corrections
To account for bin migration effects due to the detector reso-
lution, which results in decays of ψ in one bin, being identi-
fied and accounted for in another, the numbers of acceptance-
and efficiency-corrected dimuon decays extracted from the
fits in each interval of pT(μμ) and rapidity are corrected for
the differences between the true and reconstructed values of
the dimuon pT. These corrections are derived from data by
comparing analytic functions that are fitted to the pT(μμ)
spectra of dimuon events with and without convolution by
the experimental resolution in pT(μμ) (as determined from
the fitted mass resolution and measured muon angular reso-
lutions), as described in Ref. [34].
The correction factors applied to the fitted yields deviate
from unity by no more than 1.5 %, and for the majority of
slices are smaller than 1 %. The ratio measurement and non-
prompt fractions are corrected by the corresponding ratios of
bin migration correction factors. Using a similar technique,
bin migration corrections as a function of |y| are found to
differ from unity by negligible amounts.
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Fig. 4 Projections of the fit result over the mass (left) and pseudo-
proper decay time (right) distributions for data collected at 8 TeV for
one high-pT interval. The data are shown with error bars in black, super-
imposed with the individual components of the fit result projections,
where the total prompt and non-prompt components are represented by
the dashed and dotted lines, respectively, and the shaded areas show
the signal ψ prompt and non-prompt contributions
Table 3 Summary of the minimum and maximum contributions along
with the median value of the systematic uncertainties as percentages for
the prompt and non-prompt ψ cross-section results. Values are quoted
for 7 and 8 TeV data
7 TeV (%) 8 TeV (%)
Source of systematic
uncertainty
Min Median Max Min Median Max
Luminosity 1.8 1.8 1.8 2.8 2.8 2.8
Muon reconstruction
efficiency
0.7 1.2 4.7 0.3 0.7 6.0
Muon trigger
efficiency
3.2 4.7 35.9 2.9 7.0 23.4
Inner detector
tracking efficiency
1.0 1.0 1.0 1.0 1.0 1.0
Fit model
parameterizations
0.5 2.2 22.6 0.26 1.07 24.9
Bin migrations 0.01 0.1 1.4 0.01 0.3 1.5
Total 4.2 6.5 36.3 4.4 8.1 27.9
5 Systematic uncertainties
The sources of systematic uncertainties that are applied to
the ψ double differential cross-section measurements are
from uncertainties in: the luminosity determination; muon
and trigger efficiency corrections; inner detector tracking
efficiencies; the fit model parametrization; and due to bin
migration corrections. For the non-prompt fraction and ratio
measurements the systematic uncertainties are assessed in the
same manner as for the uncertainties on the cross-section,
except that in these ratios some systematic uncertainties,
such as the luminosity uncertainty, cancel out. The sources
of systematic uncertainty evaluated for the prompt and non-
prompt ψ cross-section measurements, along with the mini-
mum, maximum and median values, are listed in Table 3. The
largest contributions, which originate from the trigger and fit
model uncertainties, are typically for the high pT intervals
and are due to the limited statistics of the efficiency maps
(for the trigger), and the data sample (for the fit model).
Figures 5 and 6 show, for a representative interval, the
impact of the considered uncertainties on the production
cross-section, as well as the non-prompt fraction and ratios
for 7 TeV data. The impact is very similar at 8 TeV.
Luminosity. The uncertainty on the integrated luminosity
is 1.8 % (2.8 %) for the 7 TeV (8 TeV) data-taking period.
The methodology used to determine these uncertainties is
described in Ref. [59]. The luminosity uncertainty is only
applied to the J/ψ and ψ(2S) cross-section results.
Muon reconstruction and trigger efficiencies. To deter-
mine the systematic uncertainty on the muon reconstruction
and trigger efficiency maps, each of the maps is reproduced in
100 pseudo-experiments. The dominant uncertainty in each
bin is statistical and hence any bin-to-bin correlations are
neglected. For each pseudo-experiment a new map is created
by varying independently each bin content according to a
Gaussian distribution about its estimated value, determined
from the original map. In each pseudo-experiment, the total
weight is recalculated for each dimuon pT and |y| interval of
the analysis. The RMS of the total weight pseudo-experiment
distributions for each efficiency type is used as the systematic
uncertainty, where any correlation effects between the muon
and trigger efficiencies can be neglected.
The ID tracking efficiency is in excess of 99.5 % [34],
and an uncertainty of 1 % is applied to account for the ID
dimuon reconstruction inefficiency (0.5 % per muon, added
coherently). This uncertainty is applied to the differential
cross-sections and is assumed to cancel in the fraction of
non-prompt to inclusive production for J/ψ and ψ(2S) and
in the ratios of ψ(2S) to J/ψ production.
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Fig. 5 Statistical and systematic contributions to the fractional uncertainty on the prompt (left column) and non-prompt (right column) J/ψ (top
row) and ψ(2S) (bottom row) cross-sections for 7 TeV, shown for the region 0.75 < |y| < 1.00
For the trigger efficiency ǫtrig, in addition to the trig-
ger efficiency map, there is an additional correction term
that accounts for inefficiencies due to correlations between
the two trigger muons, such as the dimuon opening angle.
This correction is varied by its uncertainty, and the shift
in the resultant total weight relative to its central value is
added in quadrature to the uncertainty from the map. The
choice of triggers is known [60] to introduce a small lifetime-
dependent efficiency loss but it is determined to have a negli-
gible effect on the prompt and non-prompt yields and no cor-
rection is applied in this analysis. Similarly, the muon recon-
struction efficiency corrections of prompt and non-prompt
signals are found to be consistent within the statistical uncer-
tainties of the efficiency measurements, and no additional
uncertainty is applied.
Fit model uncertainty
The uncertainty due to the fit procedure is determined by
varying one component at a time in the fit model described
in Sect. 4.6, creating a set of new fit models. For each new fit
model, all measured quantities are recalculated, and in each
pT and |y| interval the spread of variations around the central
fit model is used as its systematic uncertainty. The variations
of the fit model also account for possible uncertainties due to
final-state radiation. The following variations to the central
model fit are evaluated:
• Signal mass model. Using double Gaussian models in
place of the Crystal Ball plus Gaussian model; variation
of the α and n parameters of the B model, which are
originally fixed;
• Signal pseudo-proper decay time model. A double expo-
nential function is used to describe the pseudo-proper
decay time distribution for the ψ non-prompt signal;
• Background mass models. Variations of the mass model
using exponentials functions, or quadratic Chebyshev
polynomials to describe the components of prompt, non-
prompt and double-sided background terms;
• Background pseudo-proper decay time model. A single
exponential function was considered for the non-prompt
component;
• Pseudo-proper decay time resolution model. Using a
single Gaussian function in place of the double Gaussian
function to model the lifetime resolution (also prompt
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Fig. 6 Breakdown of the contributions to the fractional uncertainty on the non-prompt fractions for J/ψ (top left) and ψ(2S) (top right), and the
prompt (bottom left) and non-prompt (bottom right) ratios for 7 TeV, shown for the region 0.75 < |y| < 1.00
lifetime model); and variation of the mixing terms for
the two Gaussian components of this term.
Of the variations considered, it is typically the parametriza-
tions of the signal mass model and pseudo-proper decay time
resolution model that dominate the contribution to the fit
model uncertainty.
Bin migrations. As the corrections to the results due to bin
migration effects are factors close to unity in all regions, the
difference between the correction factor and unity is applied
as the uncertainty.
The variation of the acceptance corrections with spin-
alignment is treated separately, and scaling factors supplied
in “Appendix”.
6 Results
The J/ψ and ψ(2S) non-prompt and prompt production
cross-sections are presented, corrected for acceptance and
detector efficiencies while assuming isotropic decay, as
described in Sect. 4.1. Also presented are the ratios of non-
prompt production relative to the inclusive production for
J/ψ and ψ(2S) mesons separately, described in Sect. 4.2,
and the ratio of ψ(2S) to J/ψ production for prompt and
non-prompt components separately, described in Sect. 4.3.
Correction factors for various spin-alignment hypotheses
for both 7 and 8 TeV data can be found in Tables 4, 5,
6, 7, 8, 9, 10, 11, 12, 13, 14 and 15 (in “Appendix”) and
Tables 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26 and 27 (in
“Appendix”) respectively, in terms of pT and rapidity inter-
vals.
Production cross-sections
Figures 7 and 8 show respectively the prompt and non-prompt
differential cross-sections of J/ψ and ψ(2S) as functions of
pT and |y|, together with the relevant theoretical predictions,
which are described below.
Non-prompt production fractions
The results for the fractions of non-prompt production rela-
tive to the inclusive production of J/ψ and ψ(2S) are pre-
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Fig. 7 The differential prompt
cross-section times dimuon
branching fraction of J/ψ (left)
and ψ(2S) (right) as a function
of pT(μμ) for each slice of
rapidity. The top (bottom) row
shows the 7 TeV (8 TeV) results.
For each increasing rapidity
slice, an additional scaling
factor of 10 is applied to the
plotted points for visual clarity.
The centre of each bin on the
horizontal axis represents the
mean of the weighted pT
distribution. The horizontal
error bars represent the range of
pT for the bin, and the vertical
error bar covers the statistical
and systematic uncertainty (with
the same multiplicative scaling
applied). The NLO NRQCD
theory predictions are also
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sented as a function of pT for slices of rapidity in Fig. 9. In
each rapidity slice, the non-prompt fraction is seen to increase
as a function of pT and has no strong dependence on either
rapidity or centre-of-mass energy.
Production ratios of ψ(2S) to J/ψ
Figure 10 shows the ratios of ψ(2S) to J/ψ decaying to a
muon pair in prompt and non-prompt processes, presented as
a function of pT for slices of rapidity. The non-prompt ratio
is shown to be relatively flat across the considered range of
pT, for each slice of rapidity. For the prompt ratio, a slight
increase as a function of pT is observed, with no strong
dependence on rapidity or centre-of-mass energy.
Comparison with theory
For prompt production, as shown in Fig. 11, the ratio of the
NLO NRQCD theory calculations [61] to data, as a function
of pT and in slices of rapidity, is provided for J/ψ andψ(2S)
at both the 7 and 8 TeV centre-of-mass energies. The theory
predictions are based on the long-distance matrix elements
(LDMEs) from Refs. [61,62], with uncertainties originating
from the choice of scale, charm quark mass and LDMEs
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Fig. 8 The differential
non-prompt cross-section times
dimuon branching fraction of
J/ψ (left) and ψ(2S) (right) as
a function of pT(μμ) for each
slice of rapidity. The top
(bottom) row shows the 7 TeV
(8 TeV) results. For each
increasing rapidity slice, an
additional scaling factor of 10 is
applied to the plotted points for
visual clarity. The centre of each
bin on the horizontal axis
represents the mean of the
weighted pT distribution. The
horizontal error bars represent
the range of pT for the bin, and
the vertical error bar covers the
statistical and systematic
uncertainty (with the same
multiplicative scaling applied).
The FONLL theory predictions
are also shown
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(see Refs. [61,62] for more details). Figure 11 shows fair
agreement between the theoretical calculation and the data
points for the whole pT range. The ratio of theory to data
does not depend on rapidity.
For non-prompt ψ production, comparisons are made to
FONLL theoretical predictions [1,2], which describe the pro-
duction of b-hadrons followed by their decay into ψ + X .
Figure 12 shows the ratios of J/ψ and ψ(2S) FONLL pre-
dictions to data, as a function of pT and in slices of rapidity,
for centre-of-mass energies of 7 and 8 TeV. For J/ψ , agree-
ment is generally good, but the theory predicts slightly harder
pT spectra than observed in the data. For ψ(2S), the shapes
of data and theory appear to be in satisfactory agreement,
but the theory predicts higher yields than in the data. There
is no observed dependence on rapidity in the comparisons
between theory and data for non-prompt J/ψ and ψ(2S)
production.
Comparison of cross-sections 8 TeV with 7 TeV
It is interesting to compare the cross-section results between
the two centre-of-mass energies, both for data and the theo-
retical predictions.
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Fig. 9 The non-prompt fraction
of J/ψ (left) and ψ(2S) (right),
as a function of pT(μμ) for
each slice of rapidity. The top
(bottom) row shows the 7 TeV
(8 TeV) results. For each
increasing rapidity slice, an
additional factor of 0.2 is
applied to the plotted points for
visual clarity. The centre of each
bin on the horizontal axis
represents the mean of the
weighted pT distribution. The
horizontal error bars represent
the range of pT for the bin, and
the vertical error bar covers the
statistical and systematic
uncertainty (with the same
multiplicative scaling applied)
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Figure 13 shows the 8–7 TeV cross-section ratios of
prompt and non-prompt J/ψ and ψ(2S) for both data sets.
For the theoretical ratios the uncertainties are neglected here,
since the high correlation between them results in large can-
cellations.
Due to a finer granularity in pT for the 8 TeV data, a
weighted average of the 8 TeV results is taken across equiv-
alent intervals of the 7 TeV data to enable direct compar-
isons. Both data and theoretical predictions agree that the
ratios become larger with increasing pT, however at the lower
edge of the pT range the data tends to be slightly below the-
ory.
7 Summary and conclusions
The prompt and non-prompt production cross-sections, the
non-prompt production fraction of the J/ψ and ψ(2S)
decaying into two muons, the ratio of prompt ψ(2S) to
prompt J/ψ production, and the ratio of non-prompt ψ(2S)
to non-prompt J/ψ production were measured in the rapid-
ity range |y| < 2.0 for transverse momenta between 8
and 110 GeV. This measurement was carried out using
2.1fb−1(11.4fb−1) of pp collision data at a centre-of-mass
energy of 7 TeV (8 TeV) recorded by the ATLAS experi-
ment at the LHC. It is the latest in a series of related mea-
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Fig. 10 The ratio of ψ(2S) to
J/ψ production times dimuon
branching fraction for prompt
(left) and non-prompt (right)
processes as a function of
pT(μμ) for each of the slices of
rapidity. For each increasing
rapidity slice, an additional
factor of 0.1 is applied to the
plotted points for visual clarity.
The top (bottom) row shows the
7 TeV (8 TeV) results. The
centre of each bin on the
horizontal axis represents the
mean of the weighted pT
distribution. The horizontal
error bars represent the range of
pT for the bin, and the vertical
error bar covers the statistical
and systematic uncertainty
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surements of the production of charmonium states made by
ATLAS. In line with previous measurements, the central val-
ues were obtained assuming isotropicψ → μμ decays. Cor-
rection factors for these cross-sections, computed for a num-
ber of extreme spin-alignment scenarios, are between −35
and +100 % at the lowest transverse momenta studied, and
between −14 and +9 % at the highest transverse momenta,
depending on the specific scenario.
The ATLAS measurements presented here extend the
range of existing measurements to higher transverse momenta,
and to a higher collision energy of
√
s = 8 TeV, and, in over-
lapping phase-space regions, are consistent with previous
measurements made by ATLAS and other LHC experiments.
For the prompt production mechanism, the predictions from
the NRQCD model, which includes colour-octet contribu-
tions with various matrix elements tuned to earlier collider
data, are found to be in good agreement with the observed
data points. For the non-prompt production, the fixed-order
next-to-leading-logarithm calculations reproduce the data
reasonably well, with a slight overestimation of the differen-
tial cross-sections at the highest transverse momenta reached
in this analysis.
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Fig. 11 The ratios of the NRQCD theoretical predictions to data are
presented for the differential prompt cross-section of J/ψ (left) and
ψ(2S) (right) as a function of pT(μμ) for each rapidity slice. The top
(bottom) row shows the 7 TeV (8 TeV) results. The error on the data is
the relative error of each data point, while the error bars on the theory
prediction are the relative error of each theory point
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Fig. 12 The ratio of the FONLL theoretical predictions to data are pre-
sented for the differential non-prompt cross-section of J/ψ (left) and
ψ(2S) (right) as a function of pT(μμ) for each rapidity slice. The top
(bottom) row shows the 7 TeV (8 TeV) results. The error on the data is
the relative error of each data point, while the error bars on the theory
prediction are the relative error of each theory point
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Fig. 13 The ratio of the 8 and 7 TeV differential cross-sections are
presented for prompt (top) and non-prompt (bottom) J/ψ (left) and
ψ(2S) (right) for both data (red points with error bars) and theoretical
predictions (green points). The theoretical predictions used are NRQCD
for prompt and FONLL for non-prompt production. The uncertainty on
the data ratio does not account for possible correlations between 7 and 8
TeV data, and no uncertainty is shown for the ratio of theory predictions
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Appendix: Spin-alignment correction factors
The measurement presented here assumes an unpolarized
spin-alignment hypothesis for determining the correction
factor. In principle, the polarization may be non-zero and
may vary with pT. In order to correct these measurements
when well-measured J/ψ andψ(2S) polarizations are deter-
mined, a set of correction factors are provided in Tables 4,
5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15 for the 7 TeV data, and in
the Tables 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27 for
the 8 TeV data. These tables are created by altering the spin-
alignment hypothesis for either the J/ψ or ψ(2S) meson
and then determining the ratio of the mean sum-of-weights
of the new hypotheses to the original flat hypothesis. The
mean weight is calculated from all the events in each dimuon
pT and rapidity analysis bin, selecting those dimuons within
±2σ of the ψ fitted mean mass position. The choice of spin-
Table 4 Mean weight correction factor for J/ψ under the “longitudinal” spin-alignment hypothesis for 7 TeV
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 0.666 0.672 0.674 0.680 0.688 0.690 0.690 0.690
8.50–9.00 0.670 0.674 0.678 0.685 0.689 0.694 0.694 0.698
9.00–9.50 0.673 0.676 0.680 0.687 0.693 0.697 0.698 0.700
9.50–10.00 0.675 0.678 0.683 0.689 0.694 0.697 0.701 0.703
10.00–10.50 0.679 0.681 0.687 0.692 0.697 0.699 0.702 0.706
10.50–11.00 0.682 0.686 0.691 0.696 0.700 0.702 0.704 0.708
11.00–11.50 0.688 0.689 0.694 0.699 0.701 0.705 0.708 0.710
11.50–12.00 0.692 0.695 0.698 0.702 0.706 0.708 0.710 0.712
12.00–13.00 0.698 0.700 0.703 0.707 0.711 0.713 0.715 0.717
14.00–15.00 0.716 0.717 0.720 0.722 0.725 0.727 0.728 0.730
15.00–16.00 0.724 0.726 0.728 0.729 0.732 0.734 0.735 0.737
16.00–17.00 0.733 0.733 0.735 0.737 0.739 0.741 0.742 0.744
17.00–18.00 0.740 0.741 0.743 0.744 0.746 0.747 0.749 0.750
18.00–20.00 0.751 0.752 0.753 0.754 0.756 0.758 0.758 0.760
20.00–22.00 0.765 0.765 0.766 0.767 0.769 0.770 0.771 0.772
22.00–24.00 0.777 0.777 0.778 0.780 0.781 0.781 0.782 0.783
24.00–26.00 0.789 0.789 0.790 0.790 0.791 0.792 0.793 0.794
26.00–30.00 0.803 0.803 0.804 0.804 0.805 0.806 0.806 0.807
30.00–40.00 0.827 0.827 0.828 0.828 0.829 0.829 0.830 0.831
40.00–60.00 0.863 0.863 0.864 0.864 0.864 0.865 0.865 0.866
60.00–100.00 0.902 0.904 0.904 0.903 0.904 0.904 0.902 0.906
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Table 5 Mean weight correction factor for J/ψ under the “transverse zero” spin-alignment hypothesis for 7 TeV
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 1.336 1.324 1.315 1.309 1.299 1.297 1.296 1.298
8.50–9.00 1.329 1.323 1.310 1.300 1.291 1.284 1.280 1.284
9.00–9.50 1.326 1.315 1.303 1.295 1.289 1.281 1.279 1.276
9.50–10.00 1.317 1.311 1.300 1.289 1.284 1.276 1.276 1.272
10.00–10.50 1.310 1.304 1.297 1.290 1.280 1.276 1.273 1.269
10.50–11.00 1.302 1.298 1.291 1.285 1.276 1.271 1.267 1.268
11.00–11.50 1.296 1.290 1.284 1.278 1.271 1.266 1.263 1.261
11.50–12.00 1.288 1.284 1.277 1.274 1.265 1.261 1.260 1.257
12.00–13.00 1.276 1.273 1.268 1.263 1.257 1.255 1.251 1.250
13.00–14.00 1.263 1.260 1.254 1.250 1.247 1.244 1.243 1.240
14.00–15.00 1.248 1.246 1.244 1.240 1.236 1.233 1.233 1.230
15.00–16.00 1.237 1.233 1.231 1.228 1.225 1.223 1.223 1.221
16.00–17.00 1.224 1.222 1.221 1.219 1.216 1.213 1.212 1.212
17.00–18.00 1.213 1.213 1.211 1.208 1.205 1.204 1.204 1.203
18.00–20.00 1.200 1.198 1.197 1.196 1.194 1.192 1.192 1.190
20.00–22.00 1.183 1.182 1.180 1.180 1.178 1.177 1.176 1.175
22.00–24.00 1.168 1.167 1.166 1.165 1.164 1.164 1.163 1.163
24.00–26.00 1.155 1.155 1.154 1.154 1.153 1.152 1.151 1.150
26.00–30.00 1.140 1.140 1.140 1.139 1.138 1.138 1.138 1.137
30.00–40.00 1.117 1.117 1.117 1.116 1.116 1.116 1.115 1.115
40.00–60.00 1.087 1.087 1.086 1.086 1.086 1.085 1.085 1.085
60.00–100.00 1.057 1.056 1.057 1.057 1.056 1.056 1.057 1.055
Table 6 Mean weight correction factor for J/ψ under the “transverse positive” spin-alignment transverse positive hypothesis for 7 TeV
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 1.693 1.694 1.700 1.711 1.727 1.720 1.720 1.747
8.50–9.00 1.561 1.564 1.564 1.568 1.568 1.568 1.571 1.673
9.00–9.50 1.468 1.468 1.465 1.466 1.470 1.466 1.471 1.519
9.50–10.00 1.418 1.416 1.417 1.417 1.421 1.417 1.423 1.453
10.00–10.50 1.383 1.383 1.387 1.389 1.390 1.389 1.391 1.406
10.50–11.00 1.360 1.362 1.365 1.364 1.364 1.362 1.362 1.380
11.00–11.50 1.344 1.342 1.342 1.344 1.344 1.344 1.346 1.355
11.50–12.00 1.326 1.326 1.327 1.329 1.327 1.327 1.329 1.334
12.00–13.00 1.307 1.308 1.307 1.308 1.308 1.308 1.308 1.312
13.00–14.00 1.285 1.287 1.285 1.285 1.285 1.286 1.285 1.288
14.00–15.00 1.266 1.266 1.267 1.267 1.266 1.266 1.266 1.268
15.00–16.00 1.250 1.249 1.250 1.251 1.250 1.249 1.250 1.250
16.00–17.00 1.234 1.235 1.235 1.235 1.235 1.235 1.235 1.235
17.00–18.00 1.222 1.223 1.223 1.223 1.222 1.222 1.223 1.222
18.00–20.00 1.206 1.206 1.206 1.207 1.207 1.207 1.206 1.205
20.00–22.00 1.187 1.187 1.187 1.188 1.187 1.187 1.187 1.186
22.00–24.00 1.171 1.171 1.171 1.171 1.171 1.171 1.171 1.171
24.00–26.00 1.158 1.158 1.158 1.158 1.158 1.158 1.158 1.156
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Table 6 continued
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
26.00–30.00 1.142 1.142 1.142 1.142 1.142 1.142 1.142 1.141
30.00–40.00 1.118 1.118 1.118 1.118 1.118 1.118 1.118 1.117
40.00–60.00 1.087 1.087 1.087 1.086 1.087 1.086 1.086 1.086
60.00–100.00 1.058 1.057 1.057 1.057 1.057 1.056 1.058 1.056
Table 7 Mean weight correction factor for J/ψ under the “transverse negative” spin-alignment hypothesis for 7 TeV
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 1.030 1.020 1.004 0.995 0.992 0.981 0.973 0.949
8.50–9.00 1.157 1.148 1.134 1.113 1.101 1.092 1.079 1.055
9.00–9.50 1.207 1.196 1.176 1.161 1.147 1.138 1.130 1.107
9.50–10.00 1.231 1.219 1.202 1.186 1.174 1.162 1.158 1.138
10.00–10.50 1.243 1.231 1.217 1.202 1.189 1.181 1.175 1.158
10.50–11.00 1.246 1.239 1.228 1.213 1.200 1.191 1.186 1.174
11.00–11.50 1.252 1.242 1.230 1.218 1.205 1.198 1.192 1.181
11.50–12.00 1.251 1.243 1.229 1.222 1.208 1.202 1.197 1.187
12.00–13.00 1.247 1.240 1.230 1.221 1.211 1.205 1.200 1.193
13.00–14.00 1.240 1.235 1.227 1.218 1.211 1.206 1.202 1.197
14.00–15.00 1.232 1.227 1.221 1.215 1.207 1.203 1.200 1.195
15.00–16.00 1.223 1.219 1.213 1.207 1.201 1.198 1.196 1.193
16.00–17.00 1.213 1.210 1.206 1.201 1.196 1.193 1.191 1.189
17.00–18.00 1.204 1.203 1.199 1.194 1.189 1.187 1.186 1.183
18.00–20.00 1.193 1.191 1.188 1.185 1.181 1.179 1.177 1.176
20.00–22.00 1.178 1.177 1.174 1.172 1.169 1.167 1.166 1.164
22.00–24.00 1.164 1.163 1.162 1.159 1.157 1.156 1.156 1.154
24.00–26.00 1.153 1.152 1.150 1.149 1.148 1.147 1.145 1.144
26.00–30.00 1.139 1.138 1.137 1.136 1.135 1.134 1.133 1.132
30.00–40.00 1.116 1.116 1.115 1.114 1.114 1.113 1.113 1.112
40.00–60.00 1.086 1.086 1.086 1.085 1.085 1.084 1.084 1.084
60.00–100.00 1.057 1.056 1.056 1.056 1.056 1.056 1.057 1.055
Table 8 Mean weight correction factor for J/ψ under the “off-(λθ–λφ)-plane positive” spin-alignment hypothesis for 7 TeV
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 1.015 1.047 1.073 1.094 1.113 1.120 1.124 1.122
8.50–9.00 1.020 1.058 1.087 1.110 1.125 1.134 1.142 1.144
9.00–9.50 1.019 1.056 1.084 1.107 1.127 1.138 1.144 1.145
9.50–10.00 1.017 1.053 1.081 1.105 1.122 1.129 1.140 1.142
10.00–10.50 1.017 1.049 1.077 1.100 1.115 1.125 1.132 1.136
10.50–11.00 1.014 1.048 1.075 1.095 1.109 1.118 1.124 1.130
11.00–11.50 1.015 1.044 1.069 1.088 1.103 1.112 1.117 1.122
11.50–12.00 1.014 1.043 1.066 1.083 1.096 1.105 1.112 1.115
12.00–13.00 1.012 1.038 1.060 1.076 1.089 1.097 1.101 1.105
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Table 8 continued
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
13.00–14.00 1.012 1.035 1.053 1.068 1.079 1.087 1.090 1.093
14.00–15.00 1.010 1.031 1.048 1.061 1.070 1.076 1.080 1.083
15.00–16.00 1.010 1.028 1.043 1.054 1.063 1.068 1.072 1.074
16.00–17.00 1.009 1.025 1.039 1.049 1.056 1.062 1.065 1.067
17.00–18.00 1.009 1.023 1.035 1.044 1.051 1.055 1.059 1.060
18.00–20.00 1.007 1.019 1.030 1.039 1.045 1.049 1.051 1.053
20.00–22.00 1.007 1.016 1.025 1.032 1.038 1.041 1.043 1.044
22.00–24.00 1.005 1.014 1.021 1.027 1.031 1.035 1.036 1.037
24.00–26.00 1.005 1.012 1.018 1.024 1.027 1.030 1.032 1.032
26.00–30.00 1.004 1.010 1.015 1.019 1.023 1.025 1.026 1.026
30.00–40.00 1.003 1.007 1.011 1.014 1.016 1.017 1.018 1.019
40.00–60.00 1.002 1.004 1.006 1.008 1.009 1.010 1.010 1.010
60.00–100.00 1.001 1.002 1.003 1.003 1.004 1.004 1.005 1.005
Table 9 Mean weight correction factor for J/ψ under the “off-(λθ–λφ)-plane negative” spin-alignment hypothesis for 7 TeV
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 0.984 0.956 0.932 0.920 0.912 0.904 0.898 0.905
8.50–9.00 0.981 0.948 0.925 0.910 0.898 0.892 0.886 0.891
9.00–9.50 0.983 0.950 0.925 0.910 0.901 0.893 0.889 0.888
9.50–10.00 0.983 0.951 0.929 0.912 0.903 0.894 0.892 0.891
10.00–10.50 0.985 0.953 0.932 0.918 0.907 0.900 0.896 0.894
10.50–11.00 0.984 0.957 0.936 0.922 0.910 0.904 0.900 0.899
11.00–11.50 0.985 0.958 0.939 0.927 0.915 0.909 0.906 0.903
11.50–12.00 0.987 0.961 0.942 0.929 0.919 0.912 0.910 0.907
12.00–13.00 0.987 0.963 0.945 0.934 0.925 0.920 0.915 0.913
13.00–14.00 0.989 0.968 0.951 0.940 0.932 0.927 0.924 0.922
14.00–15.00 0.990 0.971 0.957 0.946 0.938 0.934 0.931 0.929
15.00–16.00 0.992 0.974 0.961 0.951 0.944 0.940 0.937 0.936
16.00–17.00 0.991 0.976 0.964 0.955 0.949 0.945 0.943 0.941
17.00–18.00 0.992 0.978 0.968 0.959 0.953 0.949 0.948 0.946
18.00–20.00 0.993 0.981 0.971 0.964 0.959 0.956 0.954 0.953
20.00–22.00 0.994 0.984 0.976 0.970 0.965 0.962 0.961 0.960
22.00–24.00 0.994 0.986 0.979 0.974 0.970 0.968 0.966 0.965
24.00–26.00 0.995 0.988 0.982 0.977 0.974 0.972 0.971 0.970
26.00–30.00 0.996 0.990 0.985 0.981 0.978 0.977 0.976 0.975
30.00–40.00 0.997 0.993 0.990 0.987 0.985 0.983 0.983 0.982
40.00–60.00 0.998 0.996 0.994 0.993 0.991 0.991 0.990 0.990
60.00–100.00 0.999 0.998 0.997 0.997 0.996 0.996 0.995 0.995
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Table 10 Mean weight correction factor for ψ(2S) under the “longitudinal” spin-alignment hypothesis for 7 TeV
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 0.670 0.678 0.685 0.692 0.701 0.707 0.713 0.709
8.50–9.00 0.676 0.681 0.688 0.698 0.703 0.709 0.712 0.713
9.00–9.50 0.678 0.683 0.691 0.700 0.708 0.713 0.717 0.718
9.50–10.00 0.680 0.684 0.693 0.699 0.708 0.710 0.720 0.722
10.00–10.50 0.684 0.687 0.695 0.704 0.707 0.713 0.720 0.725
10.50–11.00 0.687 0.691 0.698 0.705 0.712 0.714 0.719 0.728
11.00–11.50 0.692 0.695 0.701 0.709 0.713 0.717 0.722 0.728
11.50–12.00 0.696 0.700 0.704 0.711 0.717 0.719 0.724 0.729
12.00–13.00 0.701 0.705 0.710 0.716 0.720 0.724 0.727 0.731
13.00–14.00 0.711 0.714 0.718 0.722 0.727 0.730 0.732 0.734
14.00–15.00 0.719 0.722 0.725 0.730 0.732 0.736 0.739 0.742
15.00–16.00 0.727 0.729 0.733 0.735 0.740 0.741 0.745 0.745
16.00–17.00 0.736 0.738 0.740 0.743 0.746 0.748 0.749 0.753
17.00–18.00 0.742 0.744 0.748 0.750 0.753 0.754 0.759 0.760
18.00–20.00 0.753 0.755 0.758 0.760 0.762 0.763 0.764 0.769
20.00–22.00 0.766 0.767 0.770 0.773 0.774 0.776 0.776 0.778
22.00–24.00 0.778 0.782 0.780 0.784 0.785 0.782 0.790 0.788
24.00–26.00 0.791 0.791 0.795 0.795 0.795 0.799 0.798 0.798
26.00–30.00 0.806 0.805 0.805 0.809 0.808 0.810 0.810 0.812
30.00–40.00 0.829 0.830 0.830 0.830 0.828 0.832 0.830 0.830
40.00–60.00 0.864 0.865 0.867 0.864 0.868 0.867 0.861 0.953
Table 11 Mean weight correction factor for ψ(2S) under the “transverse zero” spin-alignment hypothesis for 7 TeV
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 1.328 1.311 1.300 1.284 1.274 1.267 1.261 1.265
8.50–9.00 1.318 1.309 1.293 1.279 1.268 1.263 1.252 1.259
9.00–9.50 1.317 1.303 1.287 1.273 1.267 1.256 1.249 1.250
9.50–10.00 1.310 1.301 1.286 1.275 1.262 1.255 1.248 1.247
10.00–10.50 1.303 1.294 1.283 1.271 1.265 1.257 1.248 1.243
10.50–11.00 1.295 1.289 1.279 1.271 1.259 1.254 1.246 1.240
11.00–11.50 1.289 1.282 1.273 1.264 1.254 1.249 1.242 1.238
11.50–12.00 1.282 1.276 1.267 1.260 1.249 1.246 1.240 1.234
12.00–13.00 1.271 1.266 1.259 1.250 1.244 1.241 1.236 1.232
13.00–14.00 1.258 1.252 1.246 1.239 1.234 1.232 1.229 1.226
14.00–15.00 1.244 1.240 1.237 1.230 1.228 1.221 1.219 1.216
15.00–16.00 1.234 1.229 1.224 1.221 1.216 1.214 1.211 1.211
16.00–17.00 1.220 1.217 1.213 1.211 1.208 1.205 1.205 1.202
17.00–18.00 1.211 1.210 1.205 1.202 1.198 1.197 1.193 1.193
18.00–20.00 1.197 1.194 1.191 1.190 1.188 1.187 1.186 1.181
20.00–22.00 1.181 1.180 1.176 1.174 1.174 1.171 1.172 1.169
22.00–24.00 1.167 1.163 1.164 1.161 1.160 1.164 1.155 1.159
24.00–26.00 1.153 1.154 1.149 1.148 1.149 1.145 1.147 1.147
26.00–30.00 1.137 1.139 1.138 1.135 1.136 1.134 1.135 1.133
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Table 11 continued
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
30.00–40.00 1.115 1.115 1.115 1.115 1.116 1.114 1.116 1.116
40.00–60.00 1.086 1.085 1.083 1.086 1.083 1.084 1.089 1.028
Table 12 Mean weight correction factor for ψ(2S) under the “transverse positive” spin-alignment hypothesis for 7 TeV
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 2.009 2.007 1.986 1.994 1.964 1.936 1.949 1.967
8.50–9.00 1.614 1.617 1.617 1.613 1.618 1.624 1.606 1.872
9.00–9.50 1.504 1.502 1.496 1.493 1.500 1.499 1.494 1.741
9.50–10.00 1.445 1.443 1.440 1.445 1.440 1.441 1.436 1.621
10.00–10.50 1.404 1.401 1.403 1.401 1.412 1.406 1.400 1.507
10.50–11.00 1.374 1.377 1.378 1.378 1.377 1.378 1.372 1.447
11.00–11.50 1.355 1.352 1.352 1.353 1.352 1.353 1.350 1.409
11.50–12.00 1.335 1.334 1.335 1.335 1.332 1.336 1.331 1.375
12.00–13.00 1.314 1.313 1.312 1.312 1.313 1.314 1.312 1.343
13.00–14.00 1.289 1.289 1.287 1.286 1.286 1.288 1.288 1.311
14.00–15.00 1.268 1.267 1.269 1.267 1.269 1.265 1.265 1.280
15.00–16.00 1.253 1.250 1.249 1.252 1.250 1.250 1.248 1.262
16.00–17.00 1.234 1.234 1.234 1.234 1.235 1.235 1.236 1.241
17.00–18.00 1.224 1.224 1.222 1.222 1.220 1.222 1.218 1.224
18.00–20.00 1.206 1.205 1.204 1.205 1.205 1.207 1.206 1.204
20.00–22.00 1.187 1.187 1.186 1.184 1.186 1.184 1.186 1.186
22.00–24.00 1.171 1.169 1.171 1.169 1.169 1.174 1.166 1.170
24.00–26.00 1.157 1.158 1.155 1.155 1.156 1.153 1.156 1.156
26.00–30.00 1.140 1.142 1.142 1.139 1.141 1.140 1.141 1.139
30.00–40.00 1.116 1.117 1.117 1.117 1.119 1.117 1.119 1.119
40.00–60.00 1.087 1.086 1.084 1.087 1.085 1.085 1.091 1.029
Table 13 Mean weight correction factor for ψ(2S) under the “transverse negative” spin-alignment hypothesis for 7 TeV
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 0.998 0.986 0.970 0.957 0.949 0.941 0.935 0.883
8.50–9.00 1.115 1.102 1.084 1.062 1.047 1.039 1.025 0.959
9.00–9.50 1.169 1.154 1.131 1.110 1.096 1.084 1.075 1.007
9.50–10.00 1.200 1.185 1.163 1.144 1.126 1.114 1.105 1.047
10.00–10.50 1.216 1.200 1.181 1.161 1.148 1.137 1.127 1.075
10.50–11.00 1.222 1.212 1.196 1.178 1.161 1.152 1.143 1.097
11.00–11.50 1.230 1.218 1.202 1.185 1.169 1.161 1.152 1.112
11.50–12.00 1.233 1.221 1.205 1.192 1.175 1.169 1.160 1.124
12.00–13.00 1.232 1.222 1.208 1.195 1.184 1.176 1.169 1.141
13.00–14.00 1.228 1.220 1.208 1.196 1.187 1.181 1.176 1.155
14.00–15.00 1.221 1.214 1.207 1.196 1.188 1.181 1.176 1.159
15.00–16.00 1.215 1.208 1.200 1.193 1.184 1.181 1.175 1.165
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Table 13 continued
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
16.00–17.00 1.205 1.200 1.194 1.187 1.182 1.177 1.175 1.165
17.00–18.00 1.199 1.196 1.188 1.183 1.177 1.174 1.169 1.162
18.00–20.00 1.188 1.184 1.179 1.175 1.170 1.168 1.166 1.158
20.00–22.00 1.174 1.172 1.167 1.162 1.161 1.157 1.157 1.153
22.00–24.00 1.162 1.157 1.158 1.153 1.151 1.153 1.145 1.146
24.00–26.00 1.149 1.149 1.144 1.142 1.142 1.138 1.139 1.138
26.00–30.00 1.135 1.136 1.134 1.130 1.131 1.129 1.129 1.127
30.00–40.00 1.114 1.113 1.113 1.112 1.113 1.110 1.112 1.112
40.00–60.00 1.086 1.085 1.083 1.085 1.082 1.082 1.088 1.028
Table 14 Mean weight correction factor for ψ(2S) under the “off-(λθ–λφ)-plane positive” spin-alignment hypothesis for 7 TeV
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 1.017 1.052 1.081 1.100 1.118 1.123 1.129 1.106
8.50–9.00 1.023 1.064 1.094 1.118 1.136 1.146 1.151 1.132
9.00–9.50 1.021 1.062 1.093 1.119 1.140 1.150 1.153 1.139
9.50–10.00 1.019 1.060 1.092 1.119 1.135 1.144 1.152 1.146
10.00–10.50 1.020 1.057 1.088 1.112 1.132 1.140 1.146 1.145
10.50–11.00 1.017 1.055 1.085 1.108 1.124 1.134 1.139 1.141
11.00–11.50 1.017 1.052 1.079 1.102 1.118 1.127 1.131 1.137
11.50–12.00 1.017 1.050 1.076 1.096 1.110 1.120 1.126 1.130
12.00–13.00 1.014 1.044 1.069 1.088 1.102 1.111 1.116 1.123
13.00–14.00 1.013 1.041 1.061 1.078 1.091 1.100 1.104 1.111
14.00–15.00 1.012 1.036 1.056 1.070 1.082 1.088 1.092 1.098
15.00–16.00 1.011 1.032 1.049 1.064 1.073 1.079 1.083 1.090
16.00–17.00 1.010 1.029 1.045 1.057 1.065 1.072 1.076 1.080
17.00–18.00 1.010 1.027 1.041 1.051 1.059 1.064 1.068 1.071
18.00–20.00 1.008 1.023 1.035 1.045 1.052 1.057 1.059 1.062
20.00–22.00 1.008 1.019 1.030 1.037 1.044 1.047 1.050 1.052
22.00–24.00 1.006 1.016 1.025 1.032 1.037 1.042 1.042 1.044
24.00–26.00 1.005 1.014 1.021 1.027 1.032 1.034 1.037 1.038
26.00–30.00 1.005 1.012 1.018 1.022 1.027 1.029 1.030 1.031
30.00–40.00 1.003 1.008 1.013 1.016 1.019 1.020 1.022 1.022
40.00–60.00 1.002 1.005 1.007 1.009 1.010 1.011 1.013 1.004
Table 15 Mean weight correction factor for ψ(2S) under the “off-(λθ–λφ)-plane negative” spin-alignment hypothesis for 7 TeV
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 0.983 0.950 0.931 0.916 0.908 0.902 0.902 0.911
8.50–9.00 0.979 0.944 0.919 0.904 0.892 0.887 0.882 0.898
9.00–9.50 0.981 0.943 0.919 0.901 0.894 0.886 0.883 0.891
9.50–10.00 0.981 0.945 0.922 0.903 0.894 0.886 0.885 0.891
10.00–10.50 0.982 0.948 0.925 0.910 0.897 0.891 0.888 0.890
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Table 15 continued
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
10.50–11.00 0.982 0.951 0.929 0.913 0.901 0.895 0.891 0.892
11.00–11.50 0.983 0.953 0.931 0.918 0.906 0.900 0.897 0.894
11.50–12.00 0.985 0.955 0.934 0.920 0.910 0.903 0.901 0.897
12.00–13.00 0.985 0.958 0.938 0.925 0.915 0.911 0.906 0.903
13.00–14.00 0.988 0.963 0.944 0.932 0.924 0.918 0.915 0.910
14.00–15.00 0.988 0.966 0.950 0.939 0.930 0.926 0.923 0.918
15.00–16.00 0.990 0.969 0.955 0.944 0.937 0.932 0.929 0.924
16.00–17.00 0.991 0.972 0.959 0.949 0.941 0.937 0.935 0.932
17.00–18.00 0.991 0.975 0.963 0.953 0.947 0.942 0.941 0.938
18.00–20.00 0.992 0.978 0.967 0.959 0.953 0.949 0.947 0.945
20.00–22.00 0.993 0.981 0.972 0.965 0.960 0.957 0.955 0.953
22.00–24.00 0.994 0.984 0.975 0.970 0.966 0.962 0.961 0.959
24.00–26.00 0.995 0.986 0.979 0.974 0.970 0.968 0.966 0.965
26.00–30.00 0.995 0.988 0.983 0.978 0.975 0.973 0.972 0.971
30.00–40.00 0.997 0.992 0.988 0.984 0.982 0.981 0.979 0.979
40.00–60.00 0.998 0.995 0.993 0.991 0.990 0.989 0.988 0.996
Table 16 Mean weight correction factor for J/ψ under the “longitudinal” spin-alignment hypothesis for 8 TeV. Those intervals not measured in
the analysis at low pT, high rapidity are also excluded here
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 0.672 0.674 0.678 – – – – –
8.50–9.00 0.670 0.673 0.678 – – – – –
9.00–9.50 0.671 0.674 0.679 – – – – –
9.50–10.00 0.674 0.676 0.681 – – – – –
10.00–10.50 0.676 0.678 0.683 0.686 0.691 0.694 0.695 0.696
10.50–11.00 0.680 0.681 0.686 0.689 0.693 0.696 0.697 0.698
11.00–11.50 0.684 0.685 0.690 0.692 0.695 0.698 0.700 0.701
11.50–12.00 0.688 0.688 0.693 0.695 0.698 0.701 0.702 0.704
12.00–12.50 0.692 0.692 0.696 0.698 0.702 0.704 0.705 0.706
12.50–13.00 0.696 0.696 0.700 0.702 0.705 0.707 0.708 0.710
13.00–14.00 0.702 0.703 0.705 0.707 0.710 0.712 0.713 0.715
14.00–15.00 0.710 0.711 0.713 0.714 0.717 0.719 0.720 0.722
15.00–16.00 0.719 0.719 0.721 0.722 0.724 0.725 0.727 0.729
16.00–17.00 0.726 0.727 0.729 0.729 0.732 0.733 0.734 0.735
17.00–18.00 0.734 0.735 0.736 0.737 0.738 0.740 0.740 0.743
18.00–20.00 0.744 0.745 0.746 0.746 0.748 0.750 0.750 0.752
20.00–22.00 0.758 0.759 0.760 0.759 0.761 0.762 0.763 0.764
22.00–24.00 0.771 0.771 0.772 0.771 0.773 0.774 0.774 0.776
24.00–26.00 0.783 0.783 0.783 0.783 0.784 0.786 0.786 0.787
26.00–30.00 0.797 0.798 0.798 0.797 0.798 0.799 0.800 0.800
30.00–35.00 0.817 0.817 0.817 0.816 0.817 0.818 0.818 0.820
35.00–40.00 0.836 0.836 0.836 0.835 0.835 0.836 0.836 0.840
40.00–60.00 0.862 0.862 0.861 0.861 0.861 0.862 0.862 0.863
60.00–110.00 0.904 0.902 0.903 0.902 0.903 0.904 0.905 0.906
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Table 17 Mean weight correction factor for J/ψ under the “transverse zero” spin-alignment hypothesis for 8 TeV. Those intervals not measured
in the analysis at low pT, high rapidity are also excluded here
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 1.326 1.321 1.311 – – – – –
8.50–9.00 1.326 1.320 1.309 – – – – –
9.00–9.50 1.322 1.316 1.306 – – – – –
9.50–10.00 1.317 1.312 1.302 – – – – –
10.00–10.50 1.311 1.306 1.297 1.291 1.283 1.278 1.275 1.273
10.50–11.00 1.304 1.300 1.292 1.286 1.279 1.274 1.272 1.269
11.00–11.50 1.297 1.293 1.286 1.280 1.275 1.270 1.268 1.265
11.50–12.00 1.290 1.287 1.280 1.275 1.270 1.266 1.263 1.261
12.00–12.50 1.283 1.280 1.274 1.270 1.264 1.261 1.259 1.257
12.50–13.00 1.276 1.273 1.268 1.264 1.260 1.256 1.254 1.252
13.00–14.00 1.265 1.264 1.259 1.256 1.252 1.249 1.247 1.245
14.00–15.00 1.253 1.251 1.247 1.245 1.241 1.238 1.237 1.235
15.00–16.00 1.240 1.239 1.236 1.234 1.231 1.229 1.227 1.225
16.00–17.00 1.228 1.227 1.225 1.223 1.220 1.218 1.218 1.216
17.00–18.00 1.218 1.217 1.215 1.213 1.211 1.209 1.209 1.206
18.00–20.00 1.204 1.203 1.201 1.201 1.199 1.197 1.196 1.195
20.00–22.00 1.186 1.186 1.185 1.185 1.183 1.182 1.181 1.180
22.00–24.00 1.172 1.171 1.171 1.171 1.169 1.168 1.168 1.167
24.00–26.00 1.159 1.159 1.158 1.158 1.157 1.156 1.156 1.154
26.00–30.00 1.144 1.144 1.143 1.144 1.143 1.142 1.141 1.141
30.00–35.00 1.125 1.125 1.125 1.125 1.124 1.124 1.124 1.122
35.00–40.00 1.108 1.108 1.108 1.108 1.108 1.108 1.107 1.105
40.00–60.00 1.087 1.086 1.087 1.087 1.087 1.087 1.087 1.086
60.00–110.00 1.056 1.057 1.057 1.057 1.057 1.056 1.055 1.055
Table 18 Mean weight correction factor for J/ψ under the “transverse positive” spin-alignment hypothesis for 8 TeV. Those intervals not measured
in the analysis at low pT, high rapidity are also excluded here
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 1.926 1.933 1.930 – – – – –
8.50–9.00 1.555 1.558 1.559 – – – – –
9.00–9.50 1.463 1.464 1.465 – – – – –
9.50–10.00 1.416 1.418 1.418 – – – – –
10.00–10.50 1.386 1.388 1.387 1.390 1.390 1.390 1.391 1.411
10.50–11.00 1.363 1.365 1.365 1.367 1.367 1.366 1.368 1.382
11.00–11.50 1.345 1.347 1.346 1.348 1.348 1.348 1.349 1.358
11.50–12.00 1.330 1.331 1.331 1.333 1.333 1.332 1.333 1.340
12.00–12.50 1.316 1.318 1.317 1.319 1.318 1.319 1.319 1.325
12.50–13.00 1.304 1.305 1.305 1.307 1.307 1.307 1.306 1.311
13.00–14.00 1.288 1.290 1.290 1.291 1.291 1.291 1.291 1.293
14.00–15.00 1.270 1.271 1.271 1.272 1.272 1.271 1.272 1.272
15.00–16.00 1.253 1.254 1.254 1.255 1.255 1.255 1.254 1.255
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Table 18 continued
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
16.00–17.00 1.239 1.240 1.240 1.241 1.240 1.240 1.241 1.240
17.00–18.00 1.227 1.227 1.227 1.228 1.228 1.227 1.228 1.226
18.00–20.00 1.211 1.211 1.211 1.212 1.212 1.211 1.211 1.210
20.00–22.00 1.191 1.192 1.192 1.193 1.193 1.192 1.192 1.192
22.00–24.00 1.175 1.176 1.176 1.177 1.176 1.176 1.176 1.175
24.00–26.00 1.162 1.162 1.162 1.163 1.162 1.162 1.162 1.161
26.00–30.00 1.146 1.146 1.146 1.147 1.146 1.146 1.146 1.146
30.00–35.00 1.126 1.126 1.126 1.127 1.127 1.126 1.126 1.125
35.00–40.00 1.109 1.109 1.109 1.110 1.110 1.109 1.109 1.107
40.00–60.00 1.087 1.087 1.088 1.088 1.088 1.087 1.087 1.087
60.00–110.00 1.056 1.057 1.057 1.057 1.057 1.056 1.056 1.055
Table 19 Mean weight correction factor for J/ψ under the “transverse negative” spin-alignment hypothesis for 8 TeV. Those intervals not measured
in the analysis at low pT, high rapidity are also excluded here
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 1.026 1.017 1.005 – – – – –
8.50–9.00 1.157 1.145 1.129 – – – – –
9.00–9.50 1.207 1.196 1.178 – – – – –
9.50–10.00 1.231 1.220 1.203 – – – – –
10.00–10.50 1.244 1.234 1.218 1.204 1.192 1.182 1.177 1.161
10.50–11.00 1.250 1.241 1.227 1.214 1.202 1.193 1.188 1.175
11.00–11.50 1.252 1.244 1.231 1.220 1.209 1.200 1.195 1.184
11.50–12.00 1.253 1.246 1.234 1.223 1.213 1.206 1.201 1.191
12.00–12.50 1.251 1.245 1.234 1.224 1.215 1.208 1.204 1.196
12.50–13.00 1.248 1.243 1.233 1.224 1.216 1.210 1.206 1.199
13.00–14.00 1.243 1.239 1.230 1.222 1.215 1.210 1.206 1.200
14.00–15.00 1.236 1.231 1.224 1.218 1.212 1.207 1.204 1.200
15.00–16.00 1.226 1.223 1.217 1.212 1.207 1.203 1.200 1.197
16.00–17.00 1.218 1.215 1.210 1.206 1.201 1.197 1.195 1.193
17.00–18.00 1.209 1.206 1.202 1.199 1.195 1.192 1.190 1.187
18.00–20.00 1.197 1.195 1.192 1.189 1.186 1.183 1.182 1.180
20.00–22.00 1.182 1.181 1.178 1.177 1.174 1.172 1.170 1.170
22.00–24.00 1.168 1.167 1.166 1.165 1.162 1.161 1.160 1.159
24.00–26.00 1.156 1.156 1.154 1.153 1.152 1.150 1.150 1.148
26.00–30.00 1.142 1.141 1.140 1.140 1.139 1.137 1.137 1.136
30.00–35.00 1.124 1.123 1.123 1.123 1.122 1.121 1.121 1.119
35.00–40.00 1.107 1.107 1.107 1.107 1.107 1.106 1.106 1.103
40.00–60.00 1.087 1.086 1.087 1.086 1.087 1.086 1.086 1.085
60.00–110.00 1.056 1.057 1.057 1.057 1.056 1.056 1.055 1.055
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Table 20 Mean weight correction factor for J/ψ under the “off-(λθ–λφ)-plane positive” spin-alignment hypothesis for 8 TeV. Those intervals not
measured in the analysis at low pT, high rapidity are also excluded here
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 1.016 1.048 1.074 – – – – –
8.50–9.00 1.019 1.056 1.087 – – – – –
9.00–9.50 1.019 1.055 1.086 – – – – –
9.50–10.00 1.018 1.053 1.083 – – – – –
10.00–10.50 1.017 1.051 1.079 1.101 1.117 1.127 1.134 1.138
10.50–11.00 1.016 1.048 1.075 1.096 1.110 1.120 1.126 1.131
11.00–11.50 1.015 1.045 1.071 1.090 1.104 1.113 1.119 1.124
11.50–12.00 1.014 1.043 1.067 1.085 1.098 1.107 1.113 1.117
12.00–12.50 1.014 1.040 1.063 1.080 1.093 1.101 1.106 1.111
12.50–13.00 1.013 1.038 1.059 1.076 1.087 1.095 1.100 1.104
13.00–14.00 1.012 1.035 1.055 1.070 1.080 1.088 1.092 1.096
14.00–15.00 1.011 1.031 1.049 1.062 1.072 1.078 1.082 1.085
15.00–16.00 1.010 1.028 1.044 1.056 1.065 1.070 1.074 1.076
16.00–17.00 1.009 1.025 1.040 1.050 1.058 1.063 1.067 1.069
17.00–18.00 1.008 1.023 1.036 1.046 1.053 1.057 1.060 1.062
18.00–20.00 1.007 1.020 1.031 1.040 1.046 1.050 1.053 1.054
20.00–22.00 1.006 1.017 1.026 1.033 1.039 1.042 1.044 1.045
22.00–24.00 1.005 1.014 1.022 1.028 1.033 1.036 1.038 1.039
24.00–26.00 1.004 1.012 1.019 1.024 1.028 1.030 1.032 1.033
26.00–30.00 1.004 1.010 1.016 1.020 1.023 1.025 1.026 1.027
30.00–35.00 1.003 1.008 1.012 1.015 1.018 1.019 1.020 1.021
35.00–40.00 1.002 1.006 1.009 1.012 1.013 1.015 1.015 1.015
40.00–60.00 1.001 1.004 1.006 1.008 1.009 1.010 1.010 1.010
60.00–110.00 1.001 1.002 1.003 1.003 1.004 1.004 1.004 1.005
Table 21 Mean weight correction factor for J/ψ under the “off-(λθ–λφ)-plane negative” spin-alignment hypothesis for 8 TeV. Those intervals not
measured in the analysis at low pT, high rapidity are also excluded here
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 0.985 0.957 0.936 – – – – –
8.50–9.00 0.982 0.950 0.926 – – – – –
9.00–9.50 0.982 0.950 0.926 – – – – –
9.50–10.00 0.983 0.952 0.929 – – – – –
10.00–10.50 0.984 0.954 0.932 0.916 0.905 0.898 0.894 0.891
10.50–11.00 0.985 0.956 0.935 0.919 0.909 0.903 0.899 0.895
11.00–11.50 0.985 0.959 0.938 0.923 0.913 0.907 0.903 0.900
11.50–12.00 0.986 0.961 0.941 0.927 0.918 0.911 0.908 0.905
12.00–12.50 0.987 0.963 0.944 0.931 0.922 0.916 0.912 0.909
12.50–13.00 0.988 0.965 0.947 0.934 0.925 0.920 0.916 0.913
13.00–14.00 0.988 0.967 0.951 0.939 0.930 0.925 0.922 0.919
14.00–15.00 0.990 0.971 0.955 0.944 0.937 0.932 0.929 0.927
15.00–16.00 0.991 0.974 0.960 0.950 0.943 0.938 0.936 0.934
16.00–17.00 0.991 0.976 0.963 0.954 0.948 0.944 0.941 0.939
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Table 21 continued
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
17.00–18.00 0.992 0.978 0.967 0.958 0.952 0.949 0.946 0.945
18.00–20.00 0.993 0.981 0.971 0.963 0.958 0.954 0.952 0.951
20.00–22.00 0.994 0.984 0.975 0.969 0.964 0.961 0.959 0.958
22.00–24.00 0.995 0.986 0.979 0.973 0.969 0.967 0.965 0.964
24.00–26.00 0.996 0.988 0.982 0.977 0.973 0.971 0.970 0.969
26.00–30.00 0.996 0.990 0.985 0.981 0.978 0.976 0.975 0.974
30.00–35.00 0.997 0.992 0.988 0.985 0.983 0.982 0.981 0.980
35.00–40.00 0.998 0.994 0.991 0.989 0.987 0.986 0.985 0.985
40.00–60.00 0.999 0.996 0.994 0.992 0.991 0.991 0.990 0.990
60.00–110.00 0.999 0.998 0.997 0.997 0.996 0.996 0.996 0.996
Table 22 Mean weight correction factor for ψ(2S) under the “longitudinal” spin-alignment hypothesis for 8 TeV. Those intervals not measured in
the analysis at low pT, high rapidity are also excluded here
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 0.672 0.677 0.686 – – – – –
8.50–9.00 0.674 0.680 0.689 – – – – –
9.00–9.50 0.677 0.682 0.691 – – – – –
9.50–10.00 0.680 0.684 0.692 – – – – –
10.00–10.50 0.683 0.688 0.695 0.702 0.709 0.713 0.717 0.721
10.50–11.00 0.687 0.692 0.698 0.705 0.710 0.715 0.718 0.722
11.00–11.50 0.692 0.695 0.701 0.708 0.714 0.716 0.718 0.725
11.50–12.00 0.695 0.698 0.704 0.710 0.715 0.718 0.721 0.725
12.00–12.50 0.700 0.703 0.708 0.713 0.718 0.721 0.723 0.728
12.50–13.00 0.704 0.706 0.711 0.716 0.721 0.722 0.726 0.730
13.00–14.00 0.710 0.713 0.717 0.722 0.725 0.727 0.730 0.733
14.00–15.00 0.719 0.721 0.724 0.728 0.731 0.733 0.736 0.738
15.00–16.00 0.727 0.728 0.732 0.735 0.737 0.740 0.741 0.743
16.00–17.00 0.735 0.737 0.739 0.742 0.743 0.746 0.748 0.750
17.00–18.00 0.742 0.744 0.746 0.750 0.750 0.753 0.755 0.755
18.00–20.00 0.753 0.754 0.756 0.759 0.760 0.761 0.762 0.765
20.00–22.00 0.767 0.768 0.769 0.771 0.773 0.773 0.775 0.775
22.00–24.00 0.779 0.779 0.782 0.783 0.784 0.785 0.785 0.788
24.00–26.00 0.791 0.791 0.793 0.794 0.793 0.795 0.795 0.795
26.00–30.00 0.805 0.804 0.806 0.807 0.808 0.809 0.809 0.811
30.00–35.00 0.823 0.823 0.824 0.824 0.826 0.826 0.828 0.828
35.00–40.00 0.841 0.841 0.840 0.842 0.843 0.842 0.843 0.843
40.00–60.00 0.866 0.867 0.866 0.868 0.868 0.866 0.868 0.870
60.00–110.00 0.905 0.906 0.906 0.909 0.907 0.903 0.906 0.905
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Table 23 Mean weight correction factor for ψ(2S) under the “transverse zero” spin-alignment hypothesis for 8 TeV. Those intervals not measured
in the analysis at low pT, high rapidity are also excluded here
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 1.325 1.316 1.301 – – – – –
8.50–9.00 1.321 1.311 1.295 – – – – –
9.00–9.50 1.316 1.307 1.291 – – – – –
9.50–10.00 1.310 1.301 1.288 – – – – –
10.00–10.50 1.303 1.295 1.283 1.272 1.261 1.254 1.249 1.244
10.50–11.00 1.296 1.289 1.278 1.267 1.259 1.252 1.247 1.241
11.00–11.50 1.289 1.283 1.273 1.262 1.254 1.250 1.246 1.238
11.50–12.00 1.282 1.276 1.267 1.258 1.251 1.246 1.242 1.236
12.00–12.50 1.274 1.270 1.261 1.253 1.247 1.242 1.239 1.233
12.50–13.00 1.267 1.263 1.256 1.248 1.242 1.239 1.235 1.230
13.00–14.00 1.257 1.254 1.247 1.241 1.236 1.232 1.229 1.225
14.00–15.00 1.244 1.241 1.236 1.230 1.227 1.223 1.220 1.217
15.00–16.00 1.232 1.230 1.225 1.221 1.217 1.215 1.213 1.211
16.00–17.00 1.221 1.218 1.215 1.211 1.209 1.206 1.204 1.202
17.00–18.00 1.210 1.208 1.206 1.202 1.200 1.197 1.195 1.195
18.00–20.00 1.197 1.195 1.193 1.190 1.188 1.187 1.186 1.184
20.00–22.00 1.180 1.179 1.177 1.175 1.173 1.172 1.171 1.171
22.00–24.00 1.165 1.165 1.163 1.162 1.161 1.159 1.159 1.157
24.00–26.00 1.153 1.153 1.151 1.150 1.150 1.149 1.149 1.149
26.00–30.00 1.138 1.139 1.138 1.136 1.136 1.135 1.135 1.133
30.00–35.00 1.121 1.121 1.120 1.119 1.119 1.118 1.117 1.117
35.00–40.00 1.105 1.104 1.105 1.104 1.103 1.104 1.103 1.103
40.00–60.00 1.084 1.083 1.084 1.083 1.083 1.084 1.083 1.081
60.00–110.00 1.056 1.055 1.055 1.053 1.054 1.057 1.055 1.056
Table 24 Mean weight correction factor for ψ(2S) under the “transverse positive” spin-alignment hypothesis for 8 TeV. Those intervals not
measured in the analysis at low pT, high rapidity are also excluded here
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 2.029 2.023 2.022 – – – – –
8.50–9.00 1.620 1.620 1.618 – – – – –
9.00–9.50 1.504 1.504 1.502 – – – – –
9.50–10.00 1.444 1.444 1.443 – – – – –
10.00–10.50 1.405 1.405 1.404 1.404 1.402 1.401 1.400 1.500
10.50–11.00 1.377 1.377 1.376 1.375 1.375 1.373 1.373 1.443
11.00–11.50 1.354 1.354 1.354 1.352 1.351 1.353 1.353 1.403
11.50–12.00 1.336 1.336 1.335 1.334 1.335 1.334 1.333 1.375
12.00–12.50 1.320 1.320 1.320 1.319 1.319 1.319 1.318 1.351
12.50–13.00 1.306 1.307 1.306 1.305 1.304 1.306 1.304 1.331
13.00–14.00 1.289 1.289 1.289 1.288 1.288 1.288 1.287 1.308
14.00–15.00 1.268 1.269 1.268 1.267 1.268 1.267 1.266 1.281
15.00–16.00 1.251 1.251 1.250 1.251 1.251 1.250 1.250 1.261
16.00–17.00 1.236 1.236 1.236 1.236 1.236 1.235 1.235 1.242
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Table 24 continued
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
17.00–18.00 1.223 1.222 1.223 1.222 1.223 1.221 1.221 1.227
18.00–20.00 1.206 1.206 1.206 1.205 1.206 1.206 1.206 1.208
20.00–22.00 1.186 1.186 1.186 1.186 1.186 1.186 1.185 1.187
22.00–24.00 1.170 1.171 1.170 1.170 1.170 1.170 1.170 1.169
24.00–26.00 1.157 1.157 1.156 1.156 1.157 1.157 1.157 1.158
26.00–30.00 1.141 1.142 1.141 1.141 1.141 1.140 1.141 1.140
30.00–35.00 1.122 1.122 1.122 1.122 1.122 1.122 1.121 1.121
35.00–40.00 1.106 1.105 1.106 1.106 1.105 1.106 1.105 1.105
40.00–60.00 1.085 1.084 1.085 1.084 1.084 1.085 1.084 1.083
60.00–110.00 1.056 1.055 1.055 1.054 1.054 1.057 1.055 1.056
Table 25 Mean weight correction factor for ψ(2S) under the “transverse negative” spin-alignment hypothesis for 8 TeV. Those intervals not
measured in the analysis at low pT, high rapidity are also excluded here
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 0.995 0.986 0.970 – – – – –
8.50–9.00 1.116 1.102 1.081 – – – – –
9.00–9.50 1.170 1.156 1.133 – – – – –
9.50–10.00 1.199 1.185 1.163 – – – – –
10.00–10.50 1.215 1.202 1.182 1.163 1.146 1.135 1.127 1.075
10.50–11.00 1.225 1.212 1.194 1.175 1.161 1.150 1.142 1.098
11.00–11.50 1.230 1.218 1.201 1.184 1.170 1.161 1.155 1.114
11.50–12.00 1.232 1.222 1.206 1.190 1.178 1.169 1.162 1.127
12.00–12.50 1.232 1.223 1.208 1.194 1.182 1.174 1.168 1.137
12.50–13.00 1.231 1.223 1.210 1.196 1.185 1.178 1.172 1.146
13.00–14.00 1.228 1.220 1.209 1.197 1.188 1.181 1.176 1.154
14.00–15.00 1.221 1.215 1.206 1.196 1.188 1.182 1.177 1.161
15.00–16.00 1.214 1.209 1.200 1.193 1.186 1.181 1.177 1.165
16.00–17.00 1.206 1.202 1.195 1.188 1.183 1.178 1.175 1.166
17.00–18.00 1.198 1.195 1.189 1.183 1.179 1.174 1.171 1.165
18.00–20.00 1.188 1.184 1.180 1.175 1.171 1.168 1.166 1.161
22.00–24.00 1.161 1.160 1.156 1.154 1.151 1.149 1.149 1.145
24.00–26.00 1.150 1.149 1.146 1.144 1.143 1.141 1.141 1.140
26.00–30.00 1.136 1.136 1.134 1.132 1.131 1.129 1.129 1.127
30.00–35.00 1.119 1.119 1.117 1.117 1.115 1.115 1.113 1.113
35.00–40.00 1.104 1.103 1.103 1.102 1.101 1.101 1.100 1.100
40.00–60.00 1.084 1.083 1.083 1.082 1.082 1.083 1.082 1.080
60.00–110.00 1.056 1.054 1.055 1.053 1.054 1.057 1.055 1.055
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Table 26 Mean weight correction factor for ψ(2S) under the “off-(λθ–λφ)-plane positive” spin-alignment hypothesis for 8 TeV. Those intervals
not measured in the analysis at low pT, high rapidity are also excluded here
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 1.018 1.053 1.081 – – – – –
8.50–9.00 1.021 1.062 1.095 – – – – –
9.00–9.50 1.021 1.062 1.096 – – – – –
9.50–10.00 1.020 1.060 1.094 – – – – –
10.00–10.50 1.020 1.057 1.089 1.114 1.130 1.140 1.146 1.145
10.50–11.00 1.018 1.055 1.085 1.108 1.124 1.133 1.139 1.142
11.00–11.50 1.017 1.052 1.080 1.102 1.117 1.127 1.133 1.137
11.50–12.00 1.017 1.049 1.076 1.096 1.111 1.120 1.126 1.132
12.00–12.50 1.016 1.046 1.072 1.091 1.105 1.113 1.119 1.125
12.50–13.00 1.015 1.043 1.068 1.086 1.099 1.108 1.112 1.119
13.00–14.00 1.013 1.040 1.062 1.079 1.091 1.099 1.104 1.111
14.00–15.00 1.012 1.036 1.056 1.071 1.082 1.089 1.093 1.099
15.00–16.00 1.011 1.032 1.050 1.064 1.073 1.080 1.084 1.090
16.00–17.00 1.010 1.029 1.045 1.057 1.067 1.072 1.076 1.081
17.00–18.00 1.009 1.026 1.041 1.052 1.060 1.065 1.068 1.073
18.00–20.00 1.008 1.023 1.036 1.045 1.053 1.057 1.060 1.063
20.00–22.00 1.007 1.019 1.030 1.038 1.044 1.048 1.050 1.053
22.00–24.00 1.006 1.016 1.025 1.032 1.037 1.040 1.043 1.044
24.00–26.00 1.005 1.014 1.022 1.028 1.032 1.035 1.037 1.038
26.00–30.00 1.004 1.012 1.018 1.023 1.026 1.029 1.030 1.031
30.00–35.00 1.003 1.009 1.014 1.017 1.020 1.022 1.023 1.023
35.00–40.00 1.002 1.007 1.010 1.013 1.015 1.017 1.017 1.018
40.00–60.00 1.002 1.004 1.007 1.009 1.010 1.011 1.012 1.012
60.00–110.00 1.001 1.002 1.003 1.004 1.004 1.005 1.005 1.005
Table 27 Mean weight correction factor for ψ(2S) under the “off-(λθ–λφ)-plane negative” spin-alignment hypothesis for 8 TeV. Those intervals
not measured in the analysis at low pT, high rapidity are also excluded here
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
8.00–8.50 0.983 0.952 0.931 – – – – –
8.50–9.00 0.980 0.945 0.920 – – – – –
9.00–9.50 0.980 0.945 0.919 – – – – –
9.50–10.00 0.981 0.946 0.921 – – – – –
10.00–10.50 0.981 0.949 0.924 0.908 0.897 0.891 0.887 0.888
10.50–11.00 0.982 0.951 0.928 0.912 0.901 0.895 0.891 0.890
11.00–11.50 0.983 0.953 0.931 0.916 0.906 0.899 0.895 0.893
11.50–12.00 0.984 0.956 0.934 0.919 0.910 0.903 0.900 0.896
12.00–12.50 0.985 0.958 0.937 0.923 0.914 0.908 0.904 0.900
12.50–13.00 0.986 0.960 0.940 0.927 0.918 0.911 0.908 0.904
13.00–14.00 0.987 0.963 0.945 0.932 0.923 0.917 0.914 0.910
14.00–15.00 0.988 0.967 0.950 0.938 0.930 0.925 0.922 0.917
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Table 27 continued
pT [GeV] Absolute Rapidity Range
0.00–0.25 0.25–0.50 0.50–0.75 0.75–1.00 1.00–1.25 1.25–1.50 1.50–1.75 1.75–2.00
15.00–16.00 0.989 0.970 0.955 0.944 0.936 0.931 0.928 0.924
16.00–17.00 0.990 0.973 0.959 0.949 0.941 0.937 0.934 0.931
17.00–18.00 0.991 0.975 0.962 0.953 0.946 0.943 0.940 0.936
18.00–20.00 0.992 0.978 0.967 0.958 0.953 0.949 0.946 0.944
20.00–22.00 0.993 0.981 0.972 0.965 0.960 0.956 0.955 0.952
22.00–24.00 0.994 0.984 0.976 0.970 0.965 0.963 0.961 0.960
24.00–26.00 0.995 0.986 0.979 0.974 0.970 0.967 0.966 0.965
26.00–30.00 0.996 0.989 0.983 0.978 0.975 0.973 0.972 0.971
30.00–35.00 0.997 0.991 0.987 0.983 0.981 0.979 0.978 0.978
35.00–40.00 0.998 0.993 0.990 0.987 0.985 0.984 0.983 0.983
40.00–60.00 0.998 0.996 0.993 0.992 0.990 0.989 0.989 0.989
60.00–110.00 0.999 0.998 0.997 0.996 0.996 0.995 0.995 0.995
alignment hypothesis for each ψ meson has negligible effect
on the results of the otherψ meson, and therefore these possi-
ble permutations are not considered. The definitions of each
of the spin-alignment scenarios, which are given in the cap-
tion to the table, are defined in Table 1.
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