We consider a simple model which contains both electron phonon coupling, electron transfer, and electron correlation, which can be a prototype of a mixed valence system with three nearby electronic states. We treat the adiabatic solution, simple corrections to that, and the effect of symmetry breaking terms on the solutions. We find that the adiabatic solutions in the symmetric case can show a (false) symmetry breaking which is removed in the nonadiabatic calculation. These solutions are extremely unstable with respect to the addition of a nonsymmetric term in the Hamiltonian.
I. INTRODUCTION
Simple model Hamiltonians have proven to be extremely useful in understanding electron and excitation transfer in mixed valence compounds I and small clusters, 2 spectral line shapes and dephasing in molecular arrays,3 and tunneling in simple systems coupled to many vibrational degrees of freedom. 4 Similar Hamiltonians have been used to model electronic states in conjugated polymers.
5 While these models are not exact representations of the full dynamics of the system, they do provide enough of the dynamics to give a good picture of the various competing interactions and time scales.
In the simplest cases, a model is used which contains both electron (or excitation) transfer terms and electron (or excitation) vibration (or phonon) interaction terms. Thus there are two energy scales in the problem: the excitation transfer matrix element (J) connecting an electron on one site with an electron on another site, and the electron vibration coupling energy (S) which is taken in some cases to be site diagonal (that is a change in the electronic energy at the site with change in the vibrational coordinates) and in some cases to be site nondiagonal (that is a change in electron transfer matrix element with change in vibrational coordinates). For the site diagonal electron vibration case treated here, a comparison of these two energy scales provides a qualitative way of looking at the eigenstates. If J> S, the states of the system are delocalized, i.e., the orbitals or eigenstates have about the same amplitudes at each site. For the opposite case, J <S, the eigenstates are localized, that is the amplitudes at each site vary by large amounts. We can understand this from the simple viewpoint that J is a matrix element allowing the system to lower its energy by delocalizing the states, forming a "band" of states, while S is an energy which is manifest, when the electron is localized, allowing the electron to "dig" a potential energy hole for itself at a given site. In addition, we could look at this from a time scale point of view: for large J, the electron moves quickly from site to site, and the vibrational coordinates cannot adjust fast enough for the localizing effects of the electron vibration coupling to be felt; for small J, the electron moves slowly, perhaps slowly enough for the vibrational coordinates to relax aroud the site at which the electron finds itself. This is nothing more than a polaronic picture of this system. 6 This model we have considered is rich: it gives a simple picture of localization and delocalization in simple systems, and can even be used to discuss the effect of many modes on tunneling processes 7 where in the limit of a large number of modes, we find quantitatively different effects (i.e., in ohmic systems).
The model considered above is a one electron model; in the present paper we study a simple model with more than one electron. This gives rise to a third energy scale in the problem: the energy of interaction between electrons (called the correlation energy in the solid state literature) U. This leads to a considerable complication in studying the model. First of all the spin of the electrons must now be considered explicitly, and second, even a qualitative picture of the possible states of the model is complex. In most cases of interest, even the simple model Hamiltonians of this type cannot be diagonalized exactly, and a number of approximations are made to study the solution. The standard approximation is to treat the problem in the adiabatic limit. In fact, for larger systems, this is the only way these problems can be handled. It is therefore of great interest to understand the range of validity of the adiabatic approximation and to describe ways in which it can be improved. In particular, in the adiabatic limit, the full symmetry of the Hamiltonian is often not displayed by the solutions. In other words, the solutions in this limit show a symmetry breaking which is not present in the exact solutions. For example, the TXt Jahn-Teller problem in an octahedral complex treated in the adiabatic approximation will predict that the equilibrium geometry will be distorted (in one of four equivalent directions), and thus these solutions do not have the full octahedral symmetry. In this case, exact eigenfunctions can be numerically calculated and, of course, do have the full octahedral symmetry.
In spite of the fact that the adiabatic solutions can show a "false" symmetry breaking, these solutions can and often do have physical significance. For example, in the limit of large systems (N) 1) the degenerate symmetry-broken solutions have a zero Hamiltonian matrix element between them, so that they are essentially exact eigenstates. For small systems, although this Hamiltonian matrix element is non- The analysis will be carried out for a two site system (see Sec. II for the Hamiltonian). Happily, the solutions of the Hamiltonian are known in certain limiting cases for this model: (a) in the absence of U, it reduces to the earlier model,l-6 (b) in the absence of S, it reduces to a simple model considered by Harris and Falicov, 10 and (c) in the absence of J, it is trivially soluble.
II. HAMILTONIAN AND SIMPLIFICATION
The Hamiltonian we treat can be described as the two site Peierls-Hubbard model. This is a very rich simple model illustrating many interesting physical and chemical phenomena, as we mentioned above. The model consists of two identical molecules or sites with two electrons, and is given in second quantized notation by (l) 
and n i is the total number of electrons on site i. The electronic part of the Hamiltonian, He describes electron transfer in the term proportional to J, and electron interaction or correlation in the term proportional to U. The vibrational Hamiltonian, HVib has been taken to be harmonic and local in character. The interaction term describes linear site diagonal electron vibration coupling. This corresponds to a local distortion (since the term is proportional to the local coordinate) at a site when an electron is present, or alternatively a change in the local site energy when a local coordinate is changed. Note that we have excluded site nondiagonal terms in the interaction which arise from a change in the electron transfer matrix element when a local coordinate is changed. Thus the model is different from one often considered in the literature. 5, 11 Another point should be noted: had we included a nearest neighbor coulomb interaction term, Vn 1 n 2 , in H, then for the case of two electrons total considered here, this term can be eliminated to give an H ofthe same form as (1) except that U replaced by U-V. 9 We can simplify this Hamiltonian by defining normal modes of vibration:
Since the total number of electrons, N = (n 1 + n 2 ), is a constant (2 in our case), then we can remove the b + normal mode from the dynamics, as is the case in earlier two site models.
3 Dropping the subscript on the b _ mode operators, the relevant part of H becomes
The six electronic states can be classified as spin singlets and spin triplets. The three degenerate triplet states are (9) with eigenenergy of O. The three singlet basis states are defined as
In this electronic subspace, the Hamiltonian can be rewritten as H=~2J{11)(21 + 12)(11 + 11)(31 + 13)(11} (11) or in matrix form
It is convenient to define the energy units so that w = 1. In what follows, then, all energies are given in units of w.
With the Hamiltonian in this form, we can see the various limiting forms of the eigenstates. For example, with J = 0 the lowest eigenstates of Hare 10 with
There are harmonic vibrational states built on these three ground states. Thus, for J = 0, if U < 2g! = S, the ground state is doubly degenerate with the electrons paired and on the same site. This is an example of a negative effective electron interaction energy. The negative value comes from the strong potential energy lowering due to the shift of the vibrational coordinate when electrons are on the same site. Of course, when U>S the situation is "normal": the electrons repel and 11) is the ground state.
When g = 0 (no electron vibration interaction) we find that
.J2 (14) is an eigenstate with eigenvalue U, and the other eigenstates and eigenvalues are 'l'a =cosOll) +_I-sinO(12) + 13»;
.J2
with tan + 20 = -2J 1 U. In this limit, 'I' b is the ground state and represents a mixture of the simple valence bond state 10 with the ionic components 12) and 13> [see Eq.
(10)] .
When U = 0, the exact solutions must be found by numerical diagonalization. It should be noted however that in this limit, spin is an irrelevant variable and the electrons do not interact. Thus we can return to the original Hamiltonian and solve the one electron problem (numerically) which reduces to the original model discussed in the introduction and has been well studied. [1] [2] [3] [4] [5] [6] 
III. ADIABATIC STATES AND SYMMETRIZED VARIATIONAL STATES
We will examine the adiabatic limit in a manner slightly different from usual, in order to be able to extend it in a novel way. An adiabatic trial wave function for the ground singlet state of the model Hamiltonian can be written as where we have written the vibrational state of the system as a coherent state, or, in less pretentious terms, as a displaced harmonic oscillator ground state. Here 10)v is the lowest vibrational state of the harmonic oscillator. We will minimize the total energy of the system with respect to variations in the four parameters/, ¢J\, ¢J2' and ¢J3' This procedure is, of course, equivalent to diagonalizing the Hamiltonian matrix as a function of vibrational coordinate in the basis of the three electronic states and varying the vibrational coordinate to find the minima. In other words, because the vibrational coordinate q is proportional to (b + b *) and the average of b + b * in the state 'I' A is -2/, we see that the eigenvalues of H (in the electronic basis using a vibrational state as given in 'I' A) are potentials which are functions of ,----,---_r_---,-----,-----,------- 
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E1(J=0) =p, E 2 (J=0) =P+ U-2Jig 1
= U+ (/-Jig)2_2g2,
EI has a minimum atl = 0, while E2 (E 3 ) has a minimum at 1 = 10 = Jig( -Jig). Note that which minima is lowest depends on U and g since EI if = 0) = 0, E 2 ( 10) = U -2g2
and E3 ( -10) = U -2g2. When J is nonzero but small, the potentials will mix at every J, but most strongly at the crossing points [see Fig. 1 (a) ], leading to a three minimum potential if I U -2g21 is not too large. If U -2g2~0, there will be one minimum, while if U -2g2~0, there will be two. These trends are illustrated in Figs. 1 (a), 1 (b), 1 (c) where for small J( = 0.1) and different values of g2 and U, the ground state adiabatic potential energy surface is plotted as a function of coordinate (or j). The minimum energy on the adiabatic surface is a rather good approximation (and upper bound) to the exact energy, calculated by numerical diagonalization of a 90 X 90 matrix (i.e., using harmonic oscillator wave function containing up to 30 quanta). We compare these in Table I for a variety of values of J, g, and U. There is however one aspect of the adiabatic wave function that is unsatisfactory: in those cases for which there are two equivalent minima, at f = 10 and f = -fo, the adiabatic approximation would suggest that the ground states of the system are degenerate and asymmetric. Of course, the exact quantum states of the system must have the symmetry of the Hamiltonian, which in this case, is either symmetric or antisymmetric with respect to interchanging sites 1 and 2. In the next section, we introduce a symmetrized wave function for the ground state.
IV. SYMMETRIZED STATES
As we pointed out above, the symmetry-broken ground state solutions predicted by the adiabatic approximation can be improved by symmetrization. Note that this goes beyond the adiabatic approximation because we are combining adiabatic vibronic states from different minima in the potential. This is quite different from earlier studies of this model,2,9 and may prove to be generally useful in larger systems. We take linear combinations of the wave function offand -f (21) where P is the permutation operator which exchanges site 1 and 2 and changesf to -f We can then write \I1 s as (22) where I ±) = ~ {12) ± 13)} (23) and tPi ,tPi , and tP3 are new variational parameters. In analogy to our previous case, we can diagonalize the Hamiltonian in the new basis to perform the energy minimization:
where
We rewrite the Hamiltonian as
Then in the basis of Eq. (24), the Hamiltonian matrix in the symmetric subspace (i.e., even with respect to P) is ( ,/2 tan~h(F)
where tP = -2v'2 gf(1 -e-4f ')-I12. This yields a cubic equation for the eigenvalues which can be solved numerically to find the minimum in the energy. In Table I , we report these minima as a function of J, g, and U and compare them to the exact values and to the adiabatic values. We see that the symmetrized adiabatic states are substantially lower in energy than the unsymmetrized adiabatic states for small g. As g increases, the two become closer, as the mixing between the two adiabatic states (at/o and -10) becomes smaller, since the matrix element mixing the two is proportional to e -4ff, _e-i' for large g. Notethatthe3X3matrix,Eq. (26) reduces to Eq. (18) in the large/ limit, but does not reduce to Eq. ( 18), the 3 X 3 adiabatic energy matrix, if/is small. This is due to the fact that in the / = a limit we are now allowing mixing between 1 + ) and b * 1 -) (whose zeroth order energy is U + 1) whereas in the unsymmetrized adiabatic case, this was not included.
We must note also that in this representation / is no longer proportional to the average coordinate, so the energy as a function of / is not a potential energy surface in the normal sense. We note however that the average value of Q Z is related to/ z and we thus speculate that the energy as function of/ (which is porportional to (Q 2) I/Z) is an effective potential surface for the Hamiltonian.
In Figs. 1 (d) , 1 (e), 1 (f), we plot these effective potentials for various values of g, J, and U to compare to the adiabatic potentials. We see that these approximate wave functions produce potentials energetically below the adiabatic potentials.
V. SENSITIVITY OF EXACT STATES TO SYMMETRY BREAKING TERMS
As we noted above, for the system we are studying, the exact eigenstates of the Hamiltonian must have the full symmetry of that Hamiltonian, i.e., they must belong to one of the irreducible representations of the symmetry group. Thus, the exact eigenstates are either symmetric or antisymmetric with respect to interchanging sites 1 and 2. We have already noted that in the adiabatic limit, the eigenstates do not satisfy this requirement for g2 sufficiently large, and we have shown in the last section that symmetrization lowers the variational energy of the adiabatic solution. We might say that in the adiabatic limit, (false) symmetry breaking occurs, violating the theorem stated above. There is only one way for the theorem to be truly violated: these must be exact degeneracy. This cannot happen in a finite system, like the one we are studying, but of course may (and does) happen in an infinite system.
In spite of the adiabatic states showing/alse symmetry breaking, this may be telling us something: the sensitivity of the exact states to symmetry breaking terms. We shall call this incipient symmetry breaking. We study this in the present section by examining the effect on the exact eigenstates (computed numerically) of symmetry breaking term. The term we choose is (27) Note that this spoils the symmetry of H to permutation of sites 1 and 2. In the space of states given in Eq. (10) the Hamiltonian is given as H=,,2J{I1)(21 + 12)(1) + 13)(11 + 11)(31} Note that W looks like a nonsymmetric correlation term in this set of states.
We diagonalize the new Hamiltonian as before, and define the order parameter aN by aN= ('I'gl(nl-nz)I'I'g)'
We also compute the expectation value of (b + b *), proportional to the coordinate Q_, which is antisymmetric in site index as well. In the Appendixes, we show that these two expectation values are proportional to one another. 
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-3. , we see the strong connection between electron correlation and geometric distortion given in the adiabatic solutions represent the correct (incipient) symmetry breaking.
In Fig. 6 , we show another view of this effect: for a small value of W (0.01) we plot A N (or (b + b *» vsgfor fixed J and U. We see that for smalllf, the symmetry breaking (AN) is quite small; however as g approaches and exceeds a critical value, the symmetry breaking occurs abruptly, and AN approaches 2 as g -+ 00 •
VI. CONCLUSIONS
In this present paper, we have introduced electron-electron interaction ( U) into a two site-two electron model with electron transfer or band terms (J), and electron phonon interaction (S = If). Since U> 0, it tends to keep the electrons apart; the electron-phonon term tends to pair the electrons and to distort the system causing the electron transfer term to be diminished (due to Franck-Condon or fluctuation effects). Thus the minimization of the energy is a delicate balance among these terms. However, this model is simple enough to be solved exactly (numerically) and can be compared to approximate solutions following Schmidt and Schreiber. 8 We have shown that the adiabatic solutions, while reasonably good, can be improved. In particular, we have seen that the (false) symmetry breaking predicted by the adiabatic approximation can be removed by going to symmetrized states. These states predict energies closer to the exact results and do not show the symmetry breaking inherent in the adiabatic model.
Finally, and most important, we showed that the symmetry breaking in the adiabatic approximation is a reflection of the sensitivity of the exact (and symmetrized states) to small symmetry breaking terms ("incipient symmetry breaking"). This shows that, for certain values of the parameters, the exact solutions are highly susceptible to small (static) fluctuations in the environment which break the symmetry while for other parameter values, the adiabatic states have the correct symmetry and the exact states are insensitive to small symmetry breaking terms. This indicates that the adiabatic model may be a reasonable approach for real condensed phase systems for which these static fluctuations are always present. . -----, ----, -----, -----, ------, 
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APPENDIX B
We calculate the slope of « n, -n 2 » vs W, near W = 0, to see how sensitive this average is, as a function of the exciton phonon coupling. 
to lowest order in W. slope is plotted in Fig. 7 . The plot suggests that the dependence of the slope on g is faster than exponential.
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