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Time-periodic weak solutions to incompress-
ible generalized Newtonian fluids
Anna Abbatiello
Abstract. In this study we are interested in the Navier-Stokes-like sys-
tem for generalized viscous fluids whose viscosity has a power-structure
with exponent q. We develop an existence theory of periodic in time
weak solutions to the three-dimensional flows subject to a periodic in
time force datum whenever q > 6
5
, which is the optimal bound for the
existence of weak solutions.
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1. Introduction
The Navier-Stokes-like system for an incompressible generalized viscous fluid
reads
divx v = 0 in (0, T )× Ω, (1.1a)
∂tv + divx(v ⊗ v)− divx S+∇xp = b in (0, T )× Ω, (1.1b)
where the viscous stress tensor S is a nonlinear function depending on the
symmetric part of the velocity gradient Dv := 12 (∇xv+(∇xv)
t), and partic-
ularly we are concerned with the following rheological law:
S = 2µ0(κ+ |Dv|
2)
q−2
2 Dv with µ0 > 0, κ ≥ 0, q ≥ 1, (1.1c)
where for brevity we set 2µ0 = 1. The Navier-Stokes system is the outcome
by setting q = 2 or equivalently by setting the generalized viscosity equal to
a constant. The existence and the regularity theories to the Navier-Stokes-
like system (1.1) give rise to the discussion on the bounds for the exponent
or power-law index q. The best result for the existence of weak solutions to
the three-dimensional initial and boundary value problem requires q > 6/5
and it is obtained by employing the Lipschitz truncations method, see [11].
However this bound can be removed in the class of generalized dissipative
solutions. They are introduced in [1] to a system describing the motion of
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a generalized viscous fluid and it is proved their long-time and large-data
existence; particularly for a rheological law of type (1.1c) their existence holds
for any q ≥ 1. Despite the concept of generalized dissipative solution is weaker
than the one of weak solution, it is showed in [1] that these solutions enjoy
the weak-strong uniqueness principle, in other words a generalized dissipative
solution must coincide with a classical solution as soon as and as long as the
latter exists. Regarding the smoothness of the solutions to (1.1), there are only
partial answers. Especially the existence of smooth solutions corresponding
to smooth data in the three-dimensional case is open.
In this paper we are concerned with the existence of periodic in time solutions
to system (1.1b)-(1.1c) in a domain Ω ⊂ R3, completed with the boundary
condition
v|∂Ω = 0. (1.1d)
More specifically, we assume that the force datum is a periodic in time func-
tion and we show that there exists a weak solution to system (1.1) which
exhibits a reproductive property in time and has the same period of the force
datum. We are interested in the degenerate case of the rheological law (1.1c)
indeed we achieve the result with
κ = 0.
This question was first partially answered by Lions in [12] where it is assumed
q > 3 and S depends on the full gradient. In [7] the author considers the
power-law exponent q = q(x) a space-variable function but the convective
term is neglected. In [3] the difficulties are overcome proving the existence
of regular solutions under the assumption of smallness of the data, then it
is established the existence of periodic in time solutions in a space-periodic
domain with q ∈ [ 53 , 2). It is also relevant to the problem the results in [4]
where the authors requires q ∈ (95 , 2) and consider the space-periodic case.
In this paper we prove the existence of periodic in time weak solutions for
any q in the whole range of values for which it is valid the existence of
weak solutions. We construct a periodic in time approximations following
the idea in [14] used for the Navier-Stokes system. To this aim we add a
laplacian term to equation (1.1b), then we perform a fixed point argument
at the level of the Galerkin approximations and finally we take the limit in
the approximations. The limit enjoys the reproductive property in time and
is a weak solution to the system. We split the analysis into the two cases
q ≥ 11/5 and q ∈ (6/5, 11/5). Once the result is achieved for q ≥ 11/5, then
we can construct time-periodic approximations in the case q ∈ (6/5, 11/5) by
adding a p−Laplacian term with p = 11/5 to the system. (Note that a similar
approximation scheme is exhibited in [5].) However, the case q ∈ (6/5, 11/5)
is more delicate and requires the introduction of one more approximation
level in the generalized viscosity, in order to ensure the uniqueness of the
solution to the Galerkin system which is needed for the fixed point argument.
Finally we take the limit first in the Galerkin approximation, then in the
parameter κ in the generalized viscosity (achieving in this way the result for
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the degenerate case κ = 0), and finally we get rid of the p-Laplacian and
of the Laplacian regularizing terms through a trick which only use that we
can keep a power of the parameter ε in the estimates uniform in ε, as e.g.
in [5]. In the end the identification of the limit for the viscous stress tensor
may be achieved through the standard Minty’s trick when the limit of the
velocity field itself can be used as test function in the weak formulation of
(1.1b), which is no longer possible when q ∈ (6/5, 11/5). In this case we
need to perform the Lipschitz truncations technique and more specifically
the problem is solved employing the solenoidal version developed in [6] which
simplifies this technique significantly.
The problem is here analyzed in the three-dimensional case for simplicity but
the result may be achieved in any spatial dimension d; then the supercritical
case corresponds to q ∈ ( 2d
d+2 , 1 +
2d
d+2 ) and the subcritical/critical case to
q ≥ 1 + 2d
d+2 .
1.1. Time-periodic weak solution and main result
Definition 1.1. A field f : (0,+∞)×Ω→ R3 is said to be time-periodic with
period T > 0 if
(i) f ∈ L∞(0, T ;X) with (X, ‖ · ‖X) a Banach space;
(ii) f(t+ T, ·) = f(t, ·) in X for any t ≥ 0.
Definition 1.2. Let T > 0, q > 6/5 and let b ∈ C(0,+∞;L2(Ω;R3)) a
time-periodic function with period T . We say that v is a time-periodic weak
solution to system (1.1) with period T if the following hold:
(i) v ∈ L∞(0, T ;L2(Ω;R3)) ∩ Lq(0, T ;W 1,q0,div(Ω;R
3)),
∂tv ∈ (L
q(0, T ;W 1,q0,div(Ω;R
3)))∗ if q ≥ 11/5,
or ∂tv ∈ (L
5q
5q−6 (0, T ;W
1, 5q5q−6
0,div (Ω;R
3)))∗ if q ∈ (6/5, 11/5);
(ii) there exists S ∈ Lq
′
((0, T )× Ω;R3×3) such that
S = |Dxv|
q−2
Dxv a.e. in (0, T )× Ω;
(iii) it holds the weak formulation∫ T
0
〈∂tv,ϕ〉dt −
∫ T
0
∫
Ω
v ⊗ v : ∇xϕ dxdt+
∫ T
0
∫
Ω
S : Dxϕ dxdt
=
∫ T
0
∫
Ω
b · ϕ dxdt for any ϕ ∈ C∞((0, T );C∞0,div(Ω;R
3)),
(iv) v(T, ·) = v(0, ·) in L2(Ω;R3).
Moreover, v ∈ C(0, T ;L2(Ω;R3)) if q ≥ 11/5, or v ∈ Cweak(0, T ;L
2(Ω;R3))
if q ∈ (6/5, 11/5).
We state the main result.
Theorem 1.3. Let Ω ⊂ R3 be a domain, let T > 0 and let q > 6/5. Assume
b ∈ C(0,+∞;L2(Ω;R3)) and that is a time-periodic function with period T .
Then there exists a time-periodic weak solution v with period T to system
(1.1).
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It is well known the property of extinction in a finite time of the solutions
to a q−parabolic system when q ∈ (1, 2), see [8], [10] and the same is true
for a q-Stokes problem [2], [7]. In the following theorem we prove that in the
case q ∈ (6/5, 2) the system (1.1) admits a time-periodic weak solution which
periodically becomes extinct.
Corollary 1.4. Let Ω ⊂ R3 be a domain, let T > 0 and let q ∈ (6/5, 2). Assume
that b ∈ C(0,+∞;L2(Ω;R3)) is a time-periodic function with period T and
that admits an extinction instant t¯ ∈ (0, T ), meaning that
‖b(t)‖L2(Ω;R3) = 0 for a.a. t ∈ (t¯, T ),
and t¯+ K
2−q
α(2−q) ≤ T where
K =

C2(max[0,T ] ‖b‖q′L2(ΩT ;R3) + 1)
C1CS


1
q
and C1, C2, CS , α are positive constant depending on q and Ω. Then there
exists a time-periodic weak solution v with period T to system (1.1) such that
admits an extinction instant:
‖v(t)‖L2(Ω;R3) = 0 for a.a. t ∈ (t¯v, T )
with t¯v ≤ t¯+
K
2−q
α(2−q) .
Notation and function spaces. Let Ω ⊂ Rd a domain, i.e. an open bounded
connected set. Throughout the paper we fix the dimension d = 3, how-
ever we introduce the notation for a general dimension d. We denote the
standard Lebesgue and Sobolev spaces of scalar functions by the usual no-
tation (Lr(Ω), ‖ · ‖Lr(Ω)) and (W
k,r(Ω), ‖ · ‖Wk,r(Ω)). For vector-valued or
tensor-valued functions, i.e. with value in Rd or Rd×d respectively, we denote
the corresponding Lebesgue and Sobolev spaces by (Lr(Ω;Rd), ‖ · ‖Lr(Ω;Rd))
and (W k,r(Ω;Rd×d), ‖ · ‖Wk,r(Ω;Rd×d)) (with 1 ≤ r ≤ +∞ and k ∈ N). If
(X, ‖ · ‖X) is a Banach space, X
∗ is its dual space; then C(0, T ;X) is the
relevant Bochner space and Cweak(0, T ;X) is the space of weakly continuous
function with value in X . Next, we define the space of compactly supported
smooth functions and its subspace of solenoidal functions:
C∞0 (Ω;R
d) := {u : Ω→ Rd,u smooth, suppu ⊂ Ω},
C∞0,div(Ω;R
d) := {u ∈ C∞0 (Ω;R
d), divxu = 0},
and their closures in W k,r-norm for any 1 < r < +∞ and k ∈ N :
W k,r0 (Ω;R
d) := C∞0 (Ω;R
d)
‖·‖
Wk,r , W k,r0,div(Ω;R
d) := C∞0,div(Ω;R
d)
‖·‖
Wk,r .
Note that for a domain Ω (without further regularity assumption on the
smoothness of ∂Ω) we have the embedding W 3,20,div(Ω;R
3) →֒W 3,20 (Ω;R
3) →֒
W 1,∞(Ω;R3). (We will consider in particular the space W 3,20,div(Ω;R
3) for the
basis for the Galerkin method.)
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As a consequence of the Poincare´ and Korn inequalities the following norm
are equivalent on the spaces W 1,r0 and W
1,r
0,div for any 1 < r <∞:
‖Dxϕ‖Lr(Ω;Rd) ≤ ‖∇xϕ‖Lr(Ω;Rd) ≤ ‖ϕ‖W 1,r(Ω;Rd) ≤ CPCK‖Dxϕ‖Lr(Ω;Rd)
for all ϕ ∈W 1,r(Ω;Rd), where the constant CP > 0 that appears due to the
Poincare´ inequality depends on r and Ω, while the constant CK > 0 that
appears due to the Korn inequality depends only on r.
Finally, for any vector valued function ϕ the symmetric part of the gradient
is defined by Dxϕ :=
1
2 (∇xϕ+ (∇xϕ)
t).
2. Proof of Theorem 1.3
2.1. The case q ≥ 115
Existence of approximations. For any ε > 0, let us introduce the approxi-
mating system
∂tv + divx(v ⊗ v) − divxS+∇xp− ε∆xv = b in (0, T )× Ω, (2.1a)
divx v = 0 in (0, T )× Ω, (2.1b)
v = 0 on (0, T )× ∂Ω. (2.1c)
where
S = |Dxv|
q−2
Dxv.
In order to fix the basis for the Galerkin method, consider the eigenvalue
problem
((ω,ϕ)) = λ(ω,ϕ) for all ϕ ∈W 3,20,div(Ω;R
3) (2.2)
with λ ∈ R and ω ∈ W 3,20,div(Ω;R
3), and where (·, ·) is the scalar prod-
uct in L2(Ω;R3) while ((·, ·)) is the scalar product in W 3,20,div(Ω;R
3) defined
as ((ω,ϕ)) := (∇3ω,∇3ϕ) + (ω,ϕ). It is known (see e.g. [13, Appendix
A.4]) that there exist eigenvalues {λm}m∈N and corresponding eigenfunc-
tions {ωm}m∈N such that they are orthonormal in L
2(Ω, R3) and orthog-
onal in W 3,20,div. For any fixed n ∈ N the projectors P
n : W 3,20,div → Xn :=
span{ω1, . . . ,ωn} defined as Pnv :=
∑n
i=1(v,ω
i)ωi are continuous orthonor-
mal projectors in L2(Ω, R3). It is worth recalling that W 3,20,div(Ω;R
3) →֒
W 3,20 (Ω;R
3) →֒ W 1,∞(Ω, R3).
Now, given vn0 ∈ span{ω
1, . . . ,ωn} with
‖vn0 ‖L2(Ω;R3) ≤ K (2.3)
with K constant defined as
K :=

C2max[0,T ] ‖b‖q′L2(Ω;R3)
C1CS


1
q
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(with constants C1, C2, CS defined later in the proof, also the reasons will be
understood), we look for the Galerkin approximation
v
n(t, x) :=
n∑
i=1
cni (t)ω
i(x)
such that it satisfies for any k = 1, . . . , n
(∂tv
n,ωk)−(vn⊗vn,∇xω
k)+(Sn,Dxω
k)+ε(∇xv
n,∇xω
k) = (b,ωk) (2.4a)
where
S
n := |Dxv
n|q−2Dxv
n, (2.4b)
and
v
n(0) = vn0 , (2.4c)
meaning in components that for any k = 1, . . . , n
(cnk (t))
′ =
n∑
i,j=1
cni c
n
j fijk −
(
S
n,Dxω
k
)
− ε
n∑
i=1
cni gik + bk, (2.5a)
cnk (0) = c
n
0,k := (v
n
0 ,ω
k), (2.5b)
where we used the notation
fijk := (ω
i ⊗ ωj ,∇xω
k), gik := (∇xω
i,∇xω
k), bk := (b,ω
k).
The existence and uniqueness of the solution cn(t) = (cn1 (t), . . . , c
n
n(t)) to the
Cauchy problem (2.5) in a local time interval [0, tn) follow by standard results
on ODEs being the right-hand side of (2.5a) a Lipschitz function thanks to
the assumption q ≥ 11/5.
Multiplying (2.4a) by cnk and summing over k = 1, . . . , n we get
d
dt
‖vn(t)‖2L2(Ω;R3) + C1‖Dxv
n‖q
Lq(Ω;R3×3) + ε‖∇xv
n‖2L2(Ω;R3×3)
≤ C2‖b‖
q′
L2(Ω;R3),
(2.6)
then integrating in time over (0, t) we obtain
‖vn(t)‖2L2(Ω;R3)≤‖v
n
0 ‖
2
L2(Ω;R3)+C2 T max
[0,T ]
‖b‖q
′
L2(Ω;R3) for all t∈ [0, T ]. (2.7)
Note that ‖vn(t)‖2
L2(Ω;R3) = |c
n(t)|2, thus vn(t) is well-defined on the whole
interval [0, T ].
Existence of a periodic in time approximating solution. Now, by (2.6) and
by the assumption in (2.3) we realize that
|cn(t)| = ‖vn(t)‖L2(Ω;R3) ≤ K for all t ∈ [0, T ], (2.8)
indeed if there exists an instant t¯ such that ‖vn(t¯)‖2 = K then
d
dt
‖vn(t¯)‖2L2(Ω;R3) < C2max
[0,T ]
‖b‖q
′
L2(Ω;R3) − C1CSK
q = 0 (2.9)
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where CS is the constant due to the embedding W
1,q
0 →֒ L
2 and to the Korn
inequality. Being vn ∈ C(0, T ;L2(Ω;R3)), (2.9) implies that ‖vn(t)‖2L2(Ω;R3)
is a non-increasing function whenever ‖vn(t)‖L2(Ω;R3) = K, thus (2.8) holds.
Consider cn(t) = (cn1 (t), . . . , c
n
n(t)) and d
n(t) = (dn1 (t), . . . , d
n
n(t)) solu-
tions of (2.5a) corresponding to the same force b = b(t, x) and set αnk (t) :=
cnk (t)− d
n
k (t) for any k = 1, . . . , n. It holds for any k = 1, . . . , n
(αnk (t))
′−
n∑
i,j,k=1
(αni c
n
j+d
n
i α
n
j )fijk+
(
S
n
1 − S
n
2 ,Dxω
k
)
+ε
n∑
i=1
αni gik = 0 (2.10)
where
S
n
1 :=
n∑
i=1
cni
∣∣∣∣∣∣
n∑
j=1
cnjDxω
j
∣∣∣∣∣∣
q−2
Dxω
i and Sn2 :=
n∑
i=1
dni
∣∣∣∣∣∣
n∑
j=1
dnj Dxω
j
∣∣∣∣∣∣
q−2
Dxω
i.
Multiplying by αnk , summing over k = 1, . . . , n and employing the monotonic-
ity of the operator in (1.1c) and the Poincare´ inequality, we get
1
2
d
dt
‖un(t)‖2L2(Ω;R3) −
n∑
i,j,k=1
αni (t)c
n
j (t)α
n
k (t)fijk
+εC3‖u
n(t)‖2L2(Ω;R3) ≤ 0
(2.11)
where
u
n(t) :=
n∑
k=1
αnk (t)ω
k.
Now, we follow the idea in [14] to treat the convective term. Employing the
regularity of the basis functions ωi, for any n ∈ N it holds that∣∣∣∣∣∣
n∑
i,j,k=1
αni (t)c
n
j (t)α
n
k (t)fijk
∣∣∣∣∣∣ ≤ nmaxi,j,k fijkmax[0,T ] |cn(t)|
n∑
i,k=1
|αni (t)||α
n
k (t)|
≤ n2max
i,j,k
fijkmax
[0,T ]
|cn(t)|
(
n∑
i=1
1
2
|αni (t)|
2 +
n∑
k=1
1
2
|αnk (t)|
2
)
= C4‖u
n(t)‖2L2(Ω;R3)
(2.12)
where we set C4 := n
2maxi,j,k fijkmax[0,T ] |c
n(t)|. Employing (2.12) in (2.11),
we obtain
d
dt
‖un(t)‖L2(Ω;R3) ≤ (C4 − εC3)‖u
n(t)‖L2(Ω;R3), (2.13)
which implies
‖un(t)‖L2(Ω;R3) ≤ e
(C4−εC3)t‖un(0)‖L2(Ω;R3) for any t ∈ [0, T ], (2.14)
and it means that
‖vn(t)− zn(t)‖L2(Ω;R3) ≤ e
(C4−εC3)t‖vn(0)− zn(0)‖L2(Ω;R3) (2.15)
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for any t ∈ [0, T ], where vn(t) :=
∑n
k=1 c
n
k (t)ω
k and zn(t) :=
∑n
k=1 d
n
k (t)ω
k.
Let us consider the mapping
F : Rn → Rn, F (cn0 ) := c
n(T )
where cn(t) is the solution to the system (2.5) corresponding to the initial
value cn0 . The mapping F is well-defined as the solution to (2.5) there exists
and it is unique. Moreover, F transforms the ball BK of R
n into itself by
(2.8) and it is continuous by (2.15). Then the Brouwer theorem ensures the
existence of a fixed point, hence for any n ∈ N there exists vn(t) solution to
(2.4a) such that
v
n(T ) = vn(0).
Limit as n→ +∞. Integrating (2.6) in time over (0, T ) we have
sup
n
‖Dxv
n‖Lq(ΩT ;R3×3) + ε‖∇xv
n‖L2(ΩT ;R3×3) < +∞ (2.16)
where we introduced the notation ΩT := (0, T )× Ω, and as a consequence
sup
n
‖Sn‖Lq′(ΩT ;R3×3) < +∞. (2.17)
From the interpolation inequality∫
Ω
|vn|
5q
3 dx ≤
(∫
Ω
|vn|2 dx
) q
3
(∫
Ω
|vn|
3q
3−q dx
) 3−q
3
,
integrating in time and using Sobolev embeddings, we achieve that∫ T
0
∫
Ω
|vn|
5q
3 dxdt ≤ sup
[0,T ]
‖vn‖
2q
3
L2(Ω;R3)
∫ T
0
∫
Ω
|∇xv
n|q dxdt, (2.18)
next (2.16) and (2.7) together with the Korn inequality imply that
sup
n
‖vn‖
L
5q
3 (ΩT ;R3)
< +∞. (2.19)
For any ϕ ∈ Lq(0, T ;W 3,20,div(Ω;R
3))∫ T
0
∫
Ω
∂tv
n · ϕ dxdt =
∫ T
0
∫
Ω
∂tv
n · Pnϕ dxdt
then from (2.4a) and by virtue of (2.7), (2.16) and (2.19), we obtain that
sup
n
‖∂tv
n‖(Lq(0,T ;W 3,20,div(Ω;R3)))∗
< +∞. (2.20)
For any fixed ε > 0 and for any n ∈ N the established estimates uniform re-
spect to n yield the existence of v and S such that the following convergences
hold (for suitable subsequences not relabelled):
v
n → v weakly-* in L∞(0, T ;L2(Ω;R3)), (2.21)
v
n → v weakly in Lq(0, T ;W 1,q0,div(Ω;R
3)), (2.22)
∂tv
n → ∂tv weakly in (L
q(0, T ;W 3,20,div(Ω;R
3)))∗, (2.23)
S
n → S weakly in Lq
′
(ΩT ;R
3×3), (2.24)
∇xv
n → ∇xv weakly in L
2(ΩT ;R
3×3). (2.25)
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Furthermore, using (2.19) and (2.23), the Aubin-Lions lemma applied to
W 3,20,div →֒ W
1,q
0 →֒→֒ L
q →֒ (W 3,20,div)
∗ gives
v
n → v strongly in Lq(ΩT ;R
3),
which together with the following interpolation inequality
‖vn − v‖r ≤ ‖v
n − v‖aq‖v
n − v‖1−a5q
3
≤ C‖vn − v‖aq for any r <
5q
3
(2.26)
implies
v
n → v strongly in Lr(ΩT ;R
3) for any r <
5q
3
. (2.27)
It is worth noting that (2.21), (2.23) ensure
v ∈ C(0, T ;L2(Ω;R3)). (2.28)
Moreover, the Ascoli-Arzela` theorem implies that for any ϕ ∈ C∞0,div(Ω;R
3)
(vn(t),ϕ)→ (v(t),ϕ) uniformly in t ∈ [0, T ], as n→ +∞. (2.29)
On the other side, by (2.3) we get the existence of a subsequence vn0 such
that
v
n
0 → v0 weakly in L
2(Ω;R3) (2.30)
with v0 satisfying again the bound (2.3). Therefore, employing (2.29) and
(2.30) it follows
(v(T )− v0,ϕ) = lim
n→+∞
(vn(T )− vn0 ,ϕ) = 0 (2.31)
i.e. the limit function v is time-periodic with period T . Finally thanks to the
convergences (2.21)–(2.27), using thatW 3,20,div is dense inW
1,q
0,div for any q ≥ 1,
and employing a standard density argument we achieve that v and S enjoy
the following weak formulation:∫ T
0
〈∂tv,ϕ〉dt+
∫ T
0
∫
Ω
S : Dxϕ dxdt+ ε
∫ T
0
∫
Ω
∇xv :∇xϕ dxdt
=
∫ T
0
∫
Ω
v ⊗ v : ∇xϕ dxdt+
∫ T
0
∫
Ω
b ·ϕ dxdt
(2.32)
for any ϕ ∈ Lq(0, T ;W 1,q0,div(Ω;R
3)). Thus ∂tv ∈ (L
q(0, T ;W 1,q0,div(Ω;R
3)))∗.
It remains to show that S fulfils (1.1c). Multiplying (2.4a) by cnk , summing
over k = 1, . . . , n and integrating in time over (0, T ) we have∫ T
0
∫
Ω
S
n : Dxv
n dxdt+ ε
∫ T
0
∫
Ω
|∇xv
n|2 dxdt =
∫ T
0
∫
Ω
b · vn dxdt,
taking the limsup and employing (2.22) and (2.25) it follows
lim sup
n→+∞
∫ T
0
∫
Ω
S
n : Dxv
n dxdt ≤ −ε‖∇xv‖
2
2 +
∫ T
0
∫
Ω
b · v dxdt. (2.33)
10 Anna Abbatiello
Comparing (2.33) with the outcome of (2.81) choosing ϕ = v it follows
lim sup
n→+∞
∫ T
0
∫
Ω
S
n : Dxv
n dxdt ≤
∫ T
0
∫
Ω
S : Dxv dxdt (2.34)
and finally by virtue of the established convergences together with (2.34) the
standard Minty’s trick ensures that
S = |Dv|q−2Dv a.e. in ΩT .
Limit as ε→ 0. For any ε > 0 we constructed vε and Sε fulfilling∫ T
0
〈∂tv
ε,ϕ〉dt+
∫ T
0
∫
Ω
S
ε : Dxϕ dxdt+ ε
∫ T
0
∫
Ω
∇xv
ε : ∇xϕ dxdt
=
∫ T
0
∫
Ω
v
ε ⊗ vε : ∇xϕ dxdt+
∫ T
0
∫
Ω
b ·ϕ dxdt
(2.35)
for any ϕ ∈ Lq(0, T ;W 1,q0,div(Ω;R
3)), with vε time-periodic with period T .
Taking vε as test function we derive uniform estimates that ensure the fol-
lowing convergences as ε→ 0 (for suitable subsequences not relabelled):
v
ε → v weakly-* in L∞(0, T ;L2(Ω;R3)), (2.36)
v
ε → v weakly in Lq(0, T ;W 1,q0 (Ω;R
3)), (2.37)
∂tv
ε → ∂tv weakly in (L
q(0, T ;W 1,q0 (Ω;R
3)))∗, (2.38)
v
ε → v strongly in Lr(ΩT ;R
3) for any r <
5q
3
, (2.39)
S
ε → S weakly in Lq
′
(ΩT ;R
3×3). (2.40)
Being 5q/6 < q, ‖∇xv
ε‖ 5q
6
is uniformly bounded and as a consequence it
results ∣∣∣∣∣ε
∫ T
0
∫
Ω
∇v :∇ϕ
∣∣∣∣∣ ≤ ε‖∇vε‖ 5q6 ‖∇ϕ‖ 5q5q−6 → 0 as ε→ 0. (2.41)
We are in a position to take the limit as ε → 0 in (2.35) and employing the
convergences in (2.36)-(2.41) we obtain the existence of (v, S) such that∫ T
0
〈∂tv,ϕ〉dt +
∫ T
0
∫
Ω
S : Dxϕ dxdt =
∫ T
0
∫
Ω
v ⊗ v : ∇xϕ dxdt
+
∫ T
0
∫
Ω
b ·ϕ dxdt for any ϕ ∈ Lq(0, T ;W 1,q0,div(Ω;R
3)).
(2.42)
Employing the same tools of the previous passage to the limit as n→ +∞ we
obtain that v is time-periodic with period T and that S fulfils the rheological
law (1.1c).
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2.2. The case q ∈ (65 ,
11
5 )
Existence of a periodic in time approximating solution. For any ε, κ > 0 let
us introduce the approximating system
∂tv + divx(v ⊗ v)− divxS+∇xp− ε(∆xv + divx(|Dxv|
1
5Dxv)) = b (2.43a)
divx v = 0 (2.43b)
with
S = (κ+ |Dxv|
2)
q−2
2 Dxv (2.43c)
and (t, x) ∈ (0, T )× Ω and boundary condition
v = 0 on (0, T )× ∂Ω. (2.43d)
It is worth remarking that in this section, being q ∈ (65 ,
11
5 ), we need to ap-
proximate the degenerate stress tensor with a non-degenerate one in order to
ensure the uniqueness of the Galerkin approximation, which is crucial for our
argument. (Subsequently we will let k → 0.) Moreover once we added the p-
Laplacian term with p = 11/5 we may conclude the existence of time-periodic
Galerkin approximations to the approximating system (2.43) by virtue of the
results proved in the former section; however for the sake of clarity and for
the reader’s convenience we perform the main steps below.
Given vn0 ∈ span{ω
1, . . . ,ωn} such that
‖vn0 ‖L2(Ω;R3) ≤ K :=

C2(max[0,T ] ‖b‖q′L2(ΩT ;R3) + κ q2 )
C1CS


1
q
(2.44)
with constants C1, C2, CS defined later in the proof, we look for the Galerkin
approximation
v
n(t, x) :=
n∑
i=1
cni (t)ω
i(x)
such that it satisfies for any k = 1, . . . , n
(∂tv
n,ωk) + (Sn − vn ⊗ vn,Dxω
k) + ε(∇xv
n,∇xω
k)
+ε(|Dxv
n|
1
5Dxv
n,Dxω
k) = (b,ωk),
(2.45a)
v
n(0) = vn0 , (2.45b)
where
S
n := (κ+ |Dxv
n|2)
q−2
2 Dxv
n, (2.45c)
meaning in components that for any k = 1, . . . , n
(cnk (t))
′ =
n∑
i,j=1
cni c
n
j fijk − (S
n,Dxωk)− ε
n∑
i=1
cni gik (2.46a)
− ε(|Dxv
n|
1
5Dxv
n,Dxω
k) + bk,
cnk (0) = (v
n
0 ,ω
k), (2.46b)
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and where we introduced the notation
fijk := (ω
i ⊗ ωj ,∇xω
k), gik := (∇xω
i,∇xω
k), bk := (b,ω
k).
The existence of a solution cn(t) := (cn1 , . . . , c
n
n) to the Cauchy problem (2.46)
in a local time interval [0, tn) follows by standard results on ODEs. Thanks
to the presence of κ > 0, we can state that the right-hand side of (2.46a)
is a Lipschitz function and thus the uniqueness of cn(t) follows. Now, let us
multiply (2.45a) by cnk and sum over k = 1, . . . , n
d
dt
‖vn(t)‖2L2(Ω;R3) + C1‖Dxv
n‖q
Lq(Ω;R3×3) + ε‖∇xv
n‖2L2(Ω;R3×3)
+ε‖Dxv
n‖
11
5
L
11
5 (Ω;R3×3)
≤ C2‖b‖
q′
L2(Ω;R3) + C2κ
q
2 ,
(2.47)
then let us integrate in time over (0, t), we obtain for all t ∈ [0, T ]
‖vn(t)‖2L2(Ω;R3) ≤ ‖v
n
0 ‖
2
L2(Ω;R3) + C2T max
[0,T ]
‖b‖q
′
L2(Ω;R3) + C2κ
q
2 T, (2.48)
where ‖vn(t)‖2
L2(Ω;R3) = |c
n(t)|2. This implies that vn(t) is well-defined on
the whole interval [0, T ].
Let us introduce the mapping
F : Rn → Rn, F (cn0 ) := c
n(T )
where cn(t) is the unique solution to the system (2.46) corresponding to the
initial value cn0 . Repeating the arguments showed in the analogous paragraph
in the case q ≥ 11/5, we obtain that F transforms the ball BK of R
n of ra-
dius K into itself and it is continuous. Therefore by the Brouwer theorem it
follows the existence of a fixed point, which means that for any n ∈ N there
exists vn(t) solution to (2.45a) such that vn(T ) = vn(0).
Limit as n→ +∞. Integrating (2.47) in time over (0, T ) we have
sup
n∈N
(
‖Dxv
n‖Lq(ΩT ;R3×3) + ‖ε
1
2∇xv
n‖L2(ΩT ;R3×3)
+ ‖ε
5
11Dxv
n‖
L
11
5 (ΩT ;R3×3)
)
< +∞,
(2.49)
and as a consequence
sup
n∈N
‖Sn‖Lq′ (ΩT ;R3×3) < +∞. (2.50)
Analogously to (2.18), it holds∫ T
0
∫
Ω
|vn|
11
3 dxdt ≤ sup
[0,T ]
(∫
Ω
|vn|2 dx
) 11
15
∫ T
0
∫
Ω
|∇xv
n|
11
5 dxdt,
then the Korn inequality, (2.48) and (2.49) imply that
sup
n∈N
‖vn‖
L
11
3 (ΩT ;R3)
< +∞. (2.51)
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By virtue of estimates (2.48), (2.49) and (2.51) we derive that the time de-
rivative of vn is uniformly bounded in the following space:
sup
n∈N
‖∂tv
n‖
(L
11
5 (0,T ;W
1, 11
5
0 (Ω;R
3)))∗
< +∞. (2.52)
The obtained uniform estimates yield the existence of v and S such that, for
suitable subsequence not relabelled, the following convergences hold:
v
n → v weakly-* in L∞(0, T ;L2(Ω;R3)), (2.53)
v
n → v weakly in L
11
5 (0, T ;W
1, 115
0,div(Ω;R
3)), (2.54)
∂tv
n → ∂tv weakly-* in (L
11
5 (0, T ;W
1, 115
0,div(Ω;R
3)))∗, (2.55)
S
n → S weakly in Lq
′
(ΩT ;R
3×3). (2.56)
The Aubin-Lions compactness lemma applied toW
1, 115
0 →֒→֒ L
11
5 →֒ (W
1, 115
0 )
∗
and the interpolation inequality in (2.26) with q = 11/5 imply that
v
n → v strongly in Lr(ΩT ;R
3) for any r <
11
3
. (2.57)
On the other side, from (2.44) it follows that for a suitable subsequence it
holds
v
n
0 → v0 weakly in L
2(Ω;R3) and ‖v0‖L2(Ω;R3) ≤ K. (2.58)
Now, we can follow step by step the passage to the limit as n→ +∞ in the
section q ≥ 11/5, and we obtain v time-periodic weak solution to system
(2.43) with period T .
Limit as κ → 0. Therefore for any κ > 0 we proved the existence of a
solution vκ time-periodic with period T corresponding to initial data vκ0
whose L2-norm is bounded by the constant K given in (2.44). Since we may
assume κ < 1, ‖vκ0‖L2(Ω;R3) is uniformly bounded in κ, hence there exists a
subsequence, still denoted by vκ0 , weakly converging in L
2(Ω;R3) to a limit
v0 such that
‖v0‖L2(Ω;R3) ≤ K :=

C2(max[0,T ] ‖b‖q′L2(ΩT ;R3) + 1)
C1CS


1
q
. (2.59)
Next, the sequence {vκ} satisfies the bounds in (2.49) uniformly in κ. Since∫ T
0
∫
Ω
((κ+ |Dxv|
2)
q−2
2 |Dxv|)
q′ dxdt
≤
∫ T
0
∫
Ω
(κ+ |Dxv|
2)
(q−2)q
2(q−1) (k + |Dxv|
2)
q
2(q−1) dxdt
=
∫ T
0
∫
Ω
(κ+ |Dxv|
2)
q
2 dxdt
≤
∫
|Dxv|2≥κ
(2|Dxv|
2)
q
2 dxdt+
∫
|Dxv|2≤κ
(2κ)
q
2 dxdt,
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we can state that Sκ := (κ + |Dxv
κ|2)
q−2
2 Dxv
κ is uniformly bounded in
Lq
′
(ΩT ;R
3×3), moreover vκ enjoys also the bounds in (2.51) and the sequence
{∂tv
κ} is bounded in (L
11
5 (0, T ;W
1,115
0 (Ω;R
3)))∗ uniformly in κ. Hence, em-
ploying also the Aubin-Lions compactness lemma, there exist subsequences
v
κ, Sκ, not relabelled, weakly, weakly-* and strongly converging in the rele-
vant spaces to the limit v and S respectively. We may follow the steps of the
passage to the limit in the previous paragraph and obtain that
∫ T
0
〈∂tv,ϕ〉dt+
∫ T
0
∫
Ω
S : Dxϕ dxdt−
∫ T
0
∫
Ω
v ⊗ v : Dxϕ dxdt
+ ε
∫ T
0
∫
Ω
∇xv : ∇xϕ dxdt+ ε
∫ T
0
∫
Ω
|Dxv|
1
5Dxv : Dxϕ dxdt
=
∫ T
0
∫
Ω
b · ϕ dxdt for any ϕ ∈ L
11
5 (0, T ;W
1,115
0,div(Ω;R
3)).
(2.60)
It remains to be proved the identification of the limit S. Since
|(κ+ |Dxϕ|
2)
q−2
2 Dxϕ− |Dxϕ|
q−2
Dxϕ|
q′ → 0 as κ→ 0, a.e. in ΩT ,
and
|(κ+|Dxϕ|
2)
q−2
2 Dxϕ−|Dxϕ|
q−2
Dxϕ|
q′≤(C+2)|Dxϕ|
(q−2)q′ |Dxϕ|
q′≤C|Dxϕ|
q
where C is a constant independent of κ and varying from line to line, the
Lebesgue dominated convergence theorem ensures that
(κ+ |Dxϕ|
2)
q−2
2 Dxϕ→ |Dxϕ|
q−2
Dxϕ strongly in L
q′(ΩT ;R
3×3). (2.61)
The monotonicity of the operator (1.1c) implies that the quantity
∫ T
0
∫
Ω
[(κ+ |Dxv
κ|2)
q−2
2 Dxv
κ − (κ+ |Dxϕ|
2)
q−2
2 Dxϕ] : (Dxv
κ − Dxϕ) dxdt
is non-negative and, using (2.45a), it can be rewritten as
∫ T
0
∫
Ω
[
b · vκ − ε|∇xv
κ|2 − ε|Dxv
κ|
11
5 − (κ+ |Dxv
κ|2)
q−2
2 Dxv
κ : Dxϕ
−(κ+ |Dxϕ|
2)
q−2
2 Dxϕ : (Dxv
κ − Dxϕ)
]
dxdt.
(2.62)
Employing the strong convergence (2.61), the boundedness of ‖Dxv
κ‖Lq(ΩT ;R3×3)
uniformly in κ, and the weak convergence of Dxv
κ to Dxv in L
q(ΩT ;R
3×3),
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it follows that∫ T
0
∫
Ω
(κ+ |Dxϕ|
2)
q−2
2 Dxϕ : (Dxv
κ − Dxϕ) dxdt
=
∫ T
0
∫
Ω
(
(κ+ |Dxϕ|
2)
q−2
2 Dxϕ− |Dxϕ|
q−2
Dxϕ
)
: Dxv
κ dxdt
+
∫ T
0
∫
Ω
|Dxϕ|
q−2
Dxϕ : Dxv
κ dxdt
−
∫ T
0
∫
Ω
(κ+ |Dxϕ|
2)
q−2
2 Dxϕ : Dxϕ dxdt
−→
∫ T
0
∫
Ω
|Dxϕ|
q−2
Dxϕ : (Dxv − Dxϕ) dxdt.
(2.63)
Then taking the liminf in (2.62) and using all the collected convergences we
get
0 ≤
∫ T
0
∫
Ω
[
b · v − ε|∇xv|
2 − ε|Dxv|
11
5
−S : Dxϕ− |Dxϕ|
q−2
Dxϕ : (Dxv − Dxϕ)
]
dxdt.
(2.64)
At this level of approximation, due to the presence of ε > 0, we can still
use the weak solution itself v as test function in (2.60) and comparing the
outcome with (2.64), it follows that
0 ≤
∫ T
0
∫
Ω
(S− |Dxϕ|
q−2
Dxϕ) : (Dxv − Dxϕ) dxdt. (2.65)
Now, choosing ϕ := v ± λw with λ > 0, dividing by λ and then taking the
limit as λ→ 0 we obtain that
S = |Dxv|
q−2
Dxv a.e. in ΩT . (2.66)
Limit as ε → 0. We constructed a sequence {vε} of time-periodic solution
with period T to (2.60) with viscous stress tensor {Sε} fulfilling (2.66), cor-
responding to a sequence of initial data {vε0} satisfying (2.59). Taking as test
function ϕ = vε in (2.60) we derive the following uniform estimates
sup
ε>0
(
‖Dxv
ε‖Lq(ΩT ;R3×3) + ‖ε
1
2∇vε‖L2(ΩT ;R3×3)
+‖ε
5
11Dxv
ε‖
L
11
5 (ΩT ;R3×3))
)
< +∞
(2.67)
As a consequence and similarly to the Section q ≥ 11/5 we get
sup
ε>0
(
‖Sε‖Lq′(ΩT ;R3×3) + ‖v
ε‖
L
5q
3 (ΩT ;R3)
)
< +∞ (2.68)
and then
sup
ε>0
‖∂tv
ε‖
(L
5q
5q−6 (0,T ;W
1,
5q
5q−6
0 (Ω;R
3)))∗
< +∞. (2.69)
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Repeating the same arguments perfomed in the Section q ≥ 11/5, we obtain
the existence of v and S such that, for suitable subsequences not relabelled,
the following convergences hold:
v
ε → v weakly-* in L∞(0, T ;L2(Ω;R3)), (2.70)
v
ε → v weakly in Lq(0, T ;W 1,q0,div(Ω;R
3)), (2.71)
∂tv
ε → ∂tv weakly-* in (L
5q
5q−6 (0, T ;W
1, 5q5q−6
0,div (Ω;R
3)))∗, (2.72)
v
ε → v strongly in Lr(ΩT ;R
3) for any r <
5q
3
, (2.73)
S
ε → S¯ weakly in Lq
′
(ΩT ;R
3×3). (2.74)
Furthermore,∣∣∣∣∣ε
∫ T
0
∫
Ω
∇xv
ε : ∇xϕ dxdt
∣∣∣∣∣ ≤ ε ‖∇xvε‖ 5q6 ‖∇xϕ‖ 5q5q−6
≤ εC ‖∇xϕ‖ 5q
5q−6
→ 0 as ε→ 0,
(2.75)
and∣∣∣∣∣ε
∫ T
0
∫
Ω
|Dxv
ε|
1
5Dxv
ε : Dxϕ dxdt
∣∣∣∣∣ ≤ ε 511
∫ T
0
∫
Ω
ε
6
11 |Dxv
ε|
6
5 |Dxϕ| dxdt
≤ ε
5
11
(∫ T
0
∫
Ω
ε|Dxv
ε|
11
5 dxdt
) 6
11
‖Dxϕ‖
L
11
5 (ΩT ;R3×3)
= ε
5
11 ‖ε
5
11Dxv
ε‖
6
5
11
5
‖Dxϕ‖ 11
5
≤ ε
5
11 C ‖Dxϕ‖ 11
5
→ 0 as ε→ 0.
(2.76)
Then taking the limit as ε→ 0 in (2.60) and by a standard density argument
we obtain that v and S¯ fulfil the following weak formulation:∫ T
0
〈∂tv,ϕ〉dt −
∫ T
0
∫
Ω
v ⊗ v : ∇xϕ dxdt+
∫ T
0
∫
Ω
S¯ : Dxϕ dxdt
=
∫ T
0
∫
Ω
b · ϕ dxdt for any ϕ ∈ C∞((0, T );C∞0,div(Ω;R
3)).
(2.77)
Being (vε(t),ϕ) with ϕ ∈ C∞0,div(Ω;R
3) uniformly bounded and equicontinu-
ous thanks to (2.67) and (2.68), the Ascoli-Arzela` theorem gives the following
convergence for a suitable subsequence:
(vε(t),ϕ)→ (v(t),ϕ) uniformly in t ∈ [0, T ], as ε→ 0 (2.78)
and, (v(t),ϕ) is a continuous function thus v ∈ Cweak(0, T ;L
2(Ω;R3)). On
the other hand, by (2.59) we get that
v
ε
0 → v0 weakly in L
2(Ω;R3) (2.79)
for a subsequence not relabelled. Therefore it holds
(v(T )− v0,ϕ) = lim
ε→0
(vε(T )− vε0,ϕ) = 0 ∀ϕ ∈ C
∞
0,div(Ω;R
3), (2.80)
Time-periodic weak solutions 17
which means that the limit function v is time-periodic with period T . It
remains to identify the rheological law. We perform the Lipschitz trunca-
tion method in the solenoidal version. By (2.77), from the weak formulation
fulfilled by the approximation vε i.e. (2.60), and taking into account the
time-periodicity of vε and v, it is easily seen that
−
∫ T
0
∫
Ω
(vε − v) · ∂tϕ dxdt+
∫ T
0
∫
Ω
(Sε − S¯) : Dxϕ dxdt
+ε
∫ T
0
∫
Ω
∇xv
ε : ∇xϕ dxdt+ ε
∫ T
0
∫
Ω
|Dxv
ε|
1
5Dxv
ε : Dxϕ dxdt
=
∫ T
0
∫
Ω
(vε ⊗ vε − v ⊗ v) : ∇xϕ dxdt
(2.81)
for anyϕ∈C∞((0, T );C∞0,div(Ω;R
3)). Let us set uε := vε−v andHε1 := S
ε−S¯,
then let us rewrite convergences (2.70)–(2.74) as follows:
u
ε → 0 weakly-* in L∞(0, T ;L2(Ω;R3)), (2.82)
u
ε → 0 weakly in Lq(0, T ;W 1,q0,div(Ω;R
3)), (2.83)
u
ε → 0 strongly in Lr(ΩT ;R
3)) for any 1 < r <
5q
3
, (2.84)
H
ε
1 → 0 weakly in L
q′(ΩT ;R
3×3). (2.85)
Further, since for any 1 < r < 5q/6 it holds∫ T
0
∫
Ω
|ε∇xv
ε|r dxdt =
∫ T
0
∫
Ω
ε
r
2+
r
2 |∇xv
ε|r dxdt
≤ ε
r
2
(∫ T
0
∫
Ω
ε|∇xv
ε|2 dxdt
) 2
r
|ΩT |
2
2−r ,
∫ T
0
∫
Ω
(ε|Dxv
ε|
6
5 )r dxdt =
∫ T
0
∫
Ω
ε
5r
11+
6r
11 |Dxv
ε|
6r
5 dxdt
≤ ε
5r
11
(∫ T
0
∫
Ω
ε|Dxv
ε|
11
5 dxdt
) 6r
11
|ΩT |
11
11−6r ,
thus using also (2.49) we get that for any r < 5q/6
H
ε
2 := ε∇xv
ε + ε|Dxv
ε|
1
5Dxv
ε + (v ⊗ v − vε ⊗ vε)
→ 0 strongly in Lr(ΩT ;R
3×3) as ε→ 0.
(2.86)
Therefore, (2.81) can be rewritten again as:∫ T
0
∫
Ω
u
ε · ∂tϕ dxdt =
∫ T
0
∫
Ω
(Hε1 +H
ε
2) : Dxϕ dxdt (2.87)
for any ϕ ∈ C∞(0, T ;C∞0,div(Ω;R
3)). At this point let us set ε := εm = 1/m.
Then all the assumptions of Theorem 4.1 and Corollary 4.2 in Section 4 are
fulfilled. Particularly, note that we can consider any small r > 1. Now, take
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any cylinder Q ⊂ (0, T )×Ω, for suitable ξ ∈ C∞0 (
1
6Q;R
3),1 for any θ ∈ (0, 1),
set S := |Dxv|
q−2
Dxv, then consider the following quantity∫
Q
((Sm − S) : (Dxv
m − Dxv))
θξ dxdt
=
∫
Q
((Sm − S) : (Dxv
m − Dxv))
θξ χOm,k dxdt
+
∫
Q
((Sm − S) : (Dxv
m − Dxv))
θξ χOC
m,k
dxdt.
Let us treat the two terms separately. For the first term using the Ho¨lder
inequality, the established uniform estimates in εm, the statements (a) and
(h) of Theorem 4.1 we obtain
lim sup
m→+∞
∫
Q
((Sm − S) : (Dxv
m − Dxv))
θξ χOm,k dxdt
≤ C lim sup
m→+∞
(∫
Q
(Sm − S) : (Dxv
m − Dxv) dxdt
)θ
|Om,k|
1−θ
≤ C2k(θ−1).
(2.88)
On the other hand, in the second term Ho¨lder’s inequality gives∫
Q
((Sm − S) : (Dxv
m − Dxv))
θξ χOC
m,k
dxdt
=
∫
OC
m,k
((Sm − S) : (Dxv
m − Dxv) ξ)
θ ξ1−θ dxdt
≤ C
(∫
Q
(Sm − S) : (Dxv
m − Dxv) ξ χOC
m,k
dxdt
)θ
.
Setting K := S¯− S it results true the identity
S
m − S = Hm1 +K,
and employing Corollary 4.2 it follows that
lim sup
m→+∞
∫
Q
((Sm − S) : (Dxv
m − Dxv))
θ ξ χOC
m,k
dxdt ≤ C 2−
kθ
q . (2.89)
Gathering (2.88) and (2.89) it results that
lim sup
m→+∞
∫
Q
((Sm − S) : (Dxv
m − Dxv))
θ ξ dxdt ≤ C 2k(θ−1) + C 2−
kθ
q ,
1For any α > 0 we denote αQ the cylinder Q scaled by α with respect to its center.
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and since k can be chosen arbitrarily large finally we have that
lim sup
m→+∞
∫
1
8Q
((Sm − S) : (Dxv
m − Dxv))
θ dxdt
≤ lim sup
m→+∞
∫
Q
((Sm − S) : (Dxv
m − Dxv))
θ ξ dxdt = 0.
(2.90)
By the monotonicity of the integrand on the left-hand side it follows that
lim
m→+∞
(Sm − S) : (Dxv
m − Dxv) = 0 a.e. in
1
8
Q, (2.91)
thus by virtue of the results of Dal Maso and Murat [9] we conclude that
lim
m→+∞
Dxv
m = Dxv a.e. in
1
8
Q, (2.92)
and then the continuity of the stress tensor implies that
lim
m→+∞
S
m = S = |Dxv|
q−2
Dxv a.e. in
1
8
Q. (2.93)
Since Q was arbitrary we can conclude that
lim
m→+∞
S
m = S = |Dxv|
q−2
Dxv a.e. in ΩT . (2.94)
Being Sm uniformly integrable, the Vitali convergence theorem yields Sm → S
weakly in Lq
′
(ΩT ;R
3×3) and finally
S¯ = S = |Dxv|
q−2
Dxv a.e. in ΩT .
The proof is complete.
3. Proof of Corollary 1.4
By virtue of the proof of Theorem 1.3, we can claim that for any ε > 0 there
exists vε and Sε such that∫ τ
0
〈∂tv
ε,ϕ〉dt−
∫ τ
0
∫
Ω
v
ε ⊗ vε : ∇xϕ dxdt+
∫ τ
0
∫
Ω
S
ε : Dxϕ dxdt
+ε
∫ τ
0
∫
Ω
∇xv
ε : ∇xϕ dxdt+ ε
∫ τ
0
∫
Ω
|Dxv
ε|
1
5Dxv
ε : Dxϕ dxdt
=
∫ τ
0
∫
Ω
b · ϕ dxdt for any ϕ ∈ L
11
5 (0, T ;W
1,115
0,div(Ω;R
3)),
(3.1)
for any 0 < τ ≤ T , with
S
ε = |Dxv
ε|q−2Dxv
ε a.e. in ΩT ,
and
v
ε(T ) = vε(0) in L2(Ω;R3).
20 Anna Abbatiello
Let us consider ϕ = vε in (3.1) it follows that
1
2
d
dt
‖vε(t)‖2L2(Ω;R3)+‖Dxv
ε(t)‖q
Lq(Ω;R3×3)
≤ ‖b(t)‖L2(Ω;R3)‖v
ε(t)‖L2(Ω;R3)
≤ C‖b(t)‖q
′
L2(Ω;R3) +
1
2
‖Dxv
ε(t)‖q
Lq(Ω;R3×3)
(3.2)
for a.a. t ∈ (0, T ), then
1
2
d
dt
‖vε(t)‖2L2(Ω;R3) + α‖v
ε(t)‖q
L2(Ω;R3) ≤ C‖b(t)‖
q′
L2(Ω;R3) (3.3)
for a.a. t ∈ (0, T ), where α > 0 is the constant due to the Sobolev embedding
W 1,q0 →֒ L
2, while C > 0 is a constant that may vary from line to line but it
is independent of ε and of t. Since ‖b(t)‖L2(Ω;R3) = 0 in [t¯, T ], (3.3) implies
that
1
2
d
dt
‖vε(t)‖2L2(Ω;R3) + α‖v
ε(t)‖q
L2(Ω;R3) ≤ 0 for a.a. t ∈ (t¯, T ). (3.4)
Restricting q ∈ (6/5; 2), integrating between t¯ and t, and employing (2.59)
we get
‖vε(t)‖2−q
L2(Ω;R3) ≤ ‖v
ε(0)‖2−q
L2(Ω;R3) − (2− q)α(t− t¯)
≤ K
2−q
− (2− q)α(t− t¯),
(3.5)
therefore
‖vε(t)‖L2(Ω;R3) = 0 for a.a. t: t¯+
K
2−q
α(2 − q)
≤ t ≤ T. (3.6)
Now let us follow the limit as ε → 0 as showed in the previous section. In
particular it holds
v
ε(t)→ v(t) weakly in L2(Ω;R3) for a.a. t ∈ (t¯v, T )
where
t¯v := t¯+
K
2−q
α(2 − q)
,
then the weak-lower semicontinuity of the L2-norm gives that
‖v(t)‖L2(Ω;R3) ≤ lim inf
ε→0
‖vε(t)‖L2(Ω;R3) = 0 for a.a. t ∈ (t¯v, T )
and this finishes the proof.
4. Auxilliary tools
We state the divergence-free Lipschitz truncations of Bochner-Sobolev func-
tions taken from [6].
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Theorem 4.1. Let Q = I × B ⊂ R × R3 be a space-time cylinder and let
1 < q < +∞ with q, q′ := q/(q − 1) > r > 1. Let {um} and {Hm} with
H
m := Hm1 +H
m
2 be sequences fulfilling
divxu
m = 0 a.e. in Q, (4.1)
∂tu
m = −divxH
m in sense of distributions in C∞(I;C∞0,div(B;R
3)), (4.2)
assume that um is bounded in L∞(I;Lr(B;R3)) uniformly and that
u
m → 0 weakly in Lq(I;W 1,q0 (B;R
3)), (4.3)
u
m → 0 strongly in Lr(Q;R3)), (4.4)
H
m
1 → 0 weakly in L
q′(Q;R3×3), (4.5)
H
m
2 → 0 strongly in L
r(Q;R3×3) (4.6)
as m → +∞. Then, there is a double sequence {λm,k}
∞
m,k=1 ⊂ (0,∞) such
that
(a) 22
k
≤ λm,k ≤ 2
2k+1 ,
there exist a double sequence of functions {um,k}∞m,k=1 ⊂ L
1(Q;R3), a double
sequence {Om,k}
∞
m,k=1 of measurable subsets of Q, a constant C > 0 and
k0 ∈ N such that for any k ≥ k0 the following properties are satisfied:
(b) um,k ∈ Ls(14I;W
1,s
0,div(
1
6B;R
3)) for any s ∈ (1,∞),
(c) suppum,k ⊂ 16Q,
(d) um,k = um a.e. in 18Q \Om,k,
(e) ‖∇xu
m,k‖L∞( 14Q;R3×3) ≤ Cλm,k,
(f) um,k → 0 strongly in L∞(14Q;R
3) as m→∞,
(g) ∇xu
m,k → 0 weakly-* in L∞(14Q;R
3) as m→∞,
(h) lim supm→+∞(λm,k)
q|Om,k| ≤ C2
−k,
(i) lim supm→+∞
∣∣∣∫ 1
8Q\O
m,k H
m : ∇xu
m,k dxdt
∣∣∣ ≤ C(λm,k)q|Om,k|.
Corollary 4.2. Let all the assumptions of Theorem 4.1 be fulfilled and assume
that um is bounded in L∞(I;Lr(B;R3)) uniformly in m. Then there exist
ξ ∈ C∞0 (
1
6Q;R
3) such that χ 1
8Q
≤ ξ ≤ χ 1
6Q
and a constant C depending only
on ξ such that for every K ∈ Lq
′
(16Q;R
3×3) there holds:
lim sup
m→+∞
∣∣∣∣
∫
(Hm1 +K) : ∇xu
mξχOc
m,k
dxdt
∣∣∣∣ ≤ C 2−kq , (4.7)
and
u
m,k → 0 strongly in Ls(
1
4
Q;R3) as m→∞ and k fixed, ∀s∈(1,∞), (4.8)
∇xu
m,k→0 weakly in Ls(
1
4
Q;R3) as m→∞ and k fixed, ∀s∈(1,∞). (4.9)
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