We perform a theoretical and computational study of the classical Linearisation Techniques (LT) and we propose a new LT for Binary Quadratic Problems (BQPs). We discuss the relations between the Linear Programming (LP) relaxations of the considered LT for generic BQPs. We prove that for a specific class of BQP all the LTs have the same LP relaxation value. We also compare the LT computational performance for four different BQPs from the literature. We consider the Unconstrained BQP and the Maximum Cut of edge-weighted graphs and, in order to measure the effects of constraints on the computational performance, we also consider the quadratic extension of two classical combinatorial optimization problems, i.e., the Knapsack and Stable Set problems.
Introduction
A widely used technique for solving Binary Quadratic Problems (BQPs) is by formulating them as Mixed Integer Linear Programs (MILPs). The main advantage of these linear reformulations is the use of generic MILP solvers, which keep improving their computational performance (see for example Lodi [19] ). Several Linearisation Techniques (LTs) have been proposed in the literature, the seminal works of this stream of research are Fortet [9] and Glover and Woolsey [12] , both based on introducing additional binary variables. Other LTs have been proposed based only on introducing additional continuous variables; in this stream of research we cite the following works: Glover and Woolsey [13] , Glover [11] , and Sherali and Smith [24] . All these LTs are presented in detail in Section 2 and compared in Section 3, which is devoted to computational results. The LT of Chaovalitwongse et al. [6] is deeply related to the LT of Sherali and Smith and, for this reason, these two techniques will be discussed together. A further LT is presented by Adams and Sherali [2] , this approach is generalized to design the reformulation-linearisation technique (RLT) in Sherali and Adams [23] . Recently, other interesting LTs have been introduced in Gueye and Michelon [14] and Hansen and Meyer [15] . In [14] , the authors propose a framework for unconstrained BQP based on two steps: in the first step the objective function is decomposed with a clique covering heuristic algorithm, while in the second step, valid inequalities are added to the model to get a better dual bound. In [15] , a new family of LTs with a linear number of additional variables and constraints is presented. These LTs are based on a polyform representation of the objective function. The authors show that the best LT among the ones proposed is as tight as the LT of Glover and Woolsey [13] and it requires the solution of an auxiliary LP with a quadratic number of additional variables and constraints.
Paper Contribution. A first contribution of this paper is an overview of the strength of the Linear Programming (LP) relaxations of several LTs. Our analysis points out new interconnections between the classical LTs and an alternative LT, called Extended Linear Formulation (ELF). This new LT has been inspired by the ideas proposed in Jaumard et al. [17] , where a reformulation specifically conceived for the Quadratic Stable Set Problem (QSSP) is proposed. For generic BQPs, the LT proposed by Glover and Woolsey in [13] and ELF are stronger than the LTs proposed by Glover in [11] and Sherali and Smith in [24] . The first two LTs require a quadratic number of additional variables and constraints, while the third and the forth require only a linear number.
A new theoretical result presented is the equivalence between the LP-relaxation value of all the LTs introduced for a specific class of BQPs. This class is rather generic and it contains the BQP formulation of the Max-Cut Problem.
An additional contribution of this paper is an extensive computational comparison of the LTs for four different classes of problem with and without linear constraints. In particular, we tested the Unconstrained BQP, the Max Cut Problem and the quadratic extensions of the Knapsack and the Stable Set problems.
Linearisation techniques for Binary Quadratic Problems
A generic Binary Quadratic Problem (BQP), with n variables and p constraints, can be formulated using the following quadratic formulation:
where Q ∈ R n×n , L ∈ R n , K = {x ∈ R n : Ax ≥ b}, A ∈ R p×n and b ∈ R p . Q is a generic symmetric matrix, not restricted to being convex. Without loss of generality, we may assume Q ii = 0, since we may incorporate those elements in the linear terms L i (for a given binary variable x we have x 2 = x). In the following, we define as the Linear Programming (LP) Relaxation of a formulation, the same formulation where the constraints x ∈ {0, 1} n are substituted by x ∈ [0, 1] n . In the next sections, we describe several alternatives for LTs for BQPs present in the literature and then we introduce the new Extended Linear Formulation (ELF).
Glover-Woolsey Linear Formulation
The standard method for linearising the quadratic terms is the one introduced by Glover and Woolsey and described in [13] . This linear formulation, called GW [13] , reads as follows.
GW [13] : min
A new variable y ij takes the place of the product between the original variables x i and x j in the objective function. We recall that GW [13] increases the size of the problem by adding n(n − 1)/2 variables and 4n(n − 1)/2 constraints. These constraints enforce y ij = x i x j for all couples of binary variables x i and x j .
A constraint is redundant for a formulation if its removal does not change the set of optimal solutions of its LP-relaxation. Accordingly, the number of constraints of GW [13] can be reduced as follows: Proposition 1. Inequalities (1) and (2), corresponding to non-negative entries of Q, and inequalities (3) and (4), corresponding to non-positive entries of Q, are redundant for GW [13] .
Proof. See for example Forrester and Greenberg [8] .
GW [13] can be strengthened by applying the so-called Reformulation Linearisation Technique (RLT) presented in Sherali and Adams [23] . The RLT is a procedure divided into two steps: the reformulation step creates additional nonlinear constraints by multiplying the constraints in K by product factors of the binary variables x and their complements (1 − x), and subsequently enforces the identity x 2 = x. The linearisation step then substitutes a continuous variable for each distinct product of variables. Hence, GW [13] can be viewed as first level RLT applied only on the bound constraints 0 ≤ x ≤ 1. An alternative way to improve the strength of GW [13] is to include the so-called triangle and cycle inequalities (see for example [14] or [20] ). In our analysis we do not consider these enhancements since we are interested in the basic version of GW [13] .
Glover Linear Formulation
In this section we introduce the linearisation described in Glover [11] . This linear formulation, called G [11] , reads as follows.
where Q Q ij x j , respectively. The main idea behind this linearisation is the introduction of the additional set of variables w i representing the quantity n j=1 Q ij x j if x i = 1, or taking a value of 0 otherwise. Formulation G [11] has the big advantage of using less variables and constraints than GW [13] . On the other hand, it requires the introduction of the so-called "big-M" constraints, leading to a weaker LP-relaxation.
An important point concerns the computation of Q − i and Q + i . In Glover [11] , the author suggests to impose:
Subsequently, in several works (see for example Adams et al. [1] and Wang et al. [25] ) this approach has been improved by taking into account the feasible region K and hence computing the values for Q − i and Q + i with more accuracy. This can be done as follows:
It is easy to check that equations (9) and equations (10) coincide when K = ∅. From now on, when we refer to G [11] we imply the version with Q − i and Q + i defined in (9) , since computing equations (10) may require the solution of an optimization problem which depends on the structure of K. Regardless of the method used for computing Q − i and Q + i , G [11] increases the size of the problem by adding only n variables and 4n constraints.
However, since we are minimizing and the coefficients of the w variables are positive, it is possible to reduce the number of constraints: Proposition 2. Inequalities (5) and (7) are redundant for G [11] .
Proof. See Adams et al. [1] .
Sherali-Smith Linear Formulation
The third method linearises the quadratic terms using the techniques described in Sherali and Smith [24] . This linear formulation, called SS [24] , reads as follows:
where Q + i and Q − i are defined as in (9) or in (10) . Since the latter case requires the computation of an additional optimization problem, we use (9) as for G [11] . In Sherali and Smith [24] , the authors introduce three formulations, called BP,BP and BP-strong. However, in absence of quadratic constraints, they are all equivalent and they can be written as SS [24] . The idea behind SS [24] is similar to the one behind G [11] , i.e., the introduction of additional variables representing the sum n j=1 Q ij − Q − i and using big-M constraints. SS [24] increases the size of the problem by adding 2n variables, 4n inequalities and n equations. More precisely, variables y can be projected out using equations (11) , thus resulting in only n additional variables and 4n inequalities (12)- (15) .
Formulation SS [24] is a strengthening of a precedent formulation proposed by Chaovalitwongse et al. [6] called CPP [6] which uses instead the following weaker (see Sherali and Smith [24] ) definition of Q + i and Q − i :
Like for G [11] , also for SS [24] (and analogously for CPP [6] ) some constraints can be eliminated: Proposition 3. Inequalities (13) and (14) , are redundant for SS [24] .
Proof. See Sherali and Smith [24] .
Extended Linear Formulation
We now introduce a new linearisation, called Extended Linear Formulation (ELF).
ELF : min
This linearisation increases the size of the problem by adding n(n − 1) variables and 5n(n − 1) constraints. A pair of new variables z i ij and z j ij is used instead of the product of variables x i and x j . These new variables modify the objective function and appear in the new set of constraints. The total sum of the quadratic costs is paid in the objective function ( n i=1 n j=1 Q ij ) and then the correct value is reconstructed with the use of the z variables ( 
and therefore, ∆ is positive. By observing that ∆ corresponds to the minimum between the slacks of constraints (16) and (17) associated to k and l, the new solution is feasible by construction. The objective function value decreases by −∆Q kj This contradicts the fact of being optimal and violating one of the constraints (19) . The same holds for constraints (20) . Similar considerations can be done for inequalities (16) , (17) and (18) when Q kl ≤ 0. Hence, eliminating from ELF the inequalities (19) and (20), corresponding to a couple of indices k and l with non-negative Q kl or the inequalities (16) , (17) and (18), corresponding to a couple of indices k and l with non-positive Q kl , does not change the set of optimal solutions of the LP-relaxation of ELF (i.e., they are redundant).
Formulations Variables Constraints
Original Reduced GW [13] n(n − 1)/2 2n(n − 1) n(n − 1) G [11] ,CPP [6] , SS [24] n 4n 2n Table 1 : Number of additional variables and constraints used in each LT.
Constraints (16), (17) and (18) provide upper bounds on the variables z, while constraints (19) and (20) provide lower bounds. Hence, according to the sign of the coefficients of the matrix Q and the sense of the objective function, some of them are redundant.
Formulation Summary
In Table 1 , we report the number of additional variables and constraints needed by each LT. The columns concerning the constraints are subdivided in two parts: the table column -Original -report the number of inequalities needed by each formulation while the table column -Reduced -report the number of non redundant constraints needed by each formulation (see Propositions 1, 2, 3 and 4). In the following, this reduction of the formulation dimensions will be referred to as Constraint-Redundancy elimination. As far as GW [13] , G [11] , CPP [6] and SS [24] are concerned, regardless of the sign of the entries of Q, the Constraint -Redundancy elimination allows to reduce by one half the number of additional constraints. For ELF the situation is slightly different because the number of non redundant constraints depends on the sign of Q and it is hence included in the interval [2n(n − 1), 3n(n − 1)], for this reason we reported the average value of 5 2 n(n − 1). As explained in Adams et al. [1] , the number of constraints of G [11] can be further reduced to n via a variable transformation.
Formulation strength
In this section, we present a comparison of the strength of the LT discussed in the previous sections.
The strong connection between G [11] and SS [24] is given by the following proposition:
Proposition 5. The polyhedra defined by the LP-relaxations of G [11] and SS [24] are isomorphic under a linear transformation that keeps the values of the x variables unchanged and the relation between the s and the w variables is the following:
Proof. As first step, it is possible to apply to SS [24] the variable substitution s i = w i − Q − i x i and subsequently equations (11) can be used to substitute variables y into the remaining constraints, thus obtaining exactly G [11] . By applying to G [11] the variable substitution w i = s i + Q − i x i , we obtain SS [24] .
A direct consequence of Proposition 5 is that the optimal LP-relaxation values of G [11] and SS [24] are identical.
The following proposition shows that ELF is an extended formulation of GW [13] : Proposition 6. The polyhedra defined by the LP-relaxations of GW [13] and ELF are isomorphic under a linear transformation that keeps the values of the x variables unchanged and the relations between the z and the y variables are the following:
Proof. Let (x,ȳ) be a feasible solution to the LP-relaxation of GW [13] . We consider the following
It is easy to check that it is feasible and it has the same value. Now let (x,z i ,z j ) be a feasible solution to the LP-relaxation of ELF. We consider the following solution (x,ȳ) of the LP-relaxation of GW [13] :
Again, it is easy to check that it is feasible and it has the same value. This implies that for every feasible solution of the LP-relaxation of GW [13] there exists one feasible solution of the LP-relaxation of ELF of the same value and vice versa, proving the statement.
Also in this case, a direct consequence of Proposition 6 is that the LP-relaxation values of GW [13] and ELF are identical. The new linearisation ELF can be seen as an extended formulation (see e.g., [7] ) of GW in the sense that the projection on the (x,y)-space of the polytope defined by (16)- (20) , and constraints y ij = 1−z i ij −z j ij (i, j = 1, . . . , n, i < j), is equal to the polytope defined by (1)- (4) and by x ∈ [0, 1] n . Moreover, Proposition 6 also implies that every valid inequality for GW [13] is also valid for ELF.
We recall that in the following analysis we use formulas (9), which imply:
To the best of our knowledge, no formal proof concerning the relation between the LP relaxations of GW [13] and G [11] has been given in the literature. For sake of completeness, we present the following Proposition, that will be useful in the rest of the section:
The LP-relaxation of GW [13] is stronger than the LP relaxation of G [11] .
Proof. Let (x,ỹ) be a feasible solution of the LP-relaxation of GW [13] , we consider the solution (x,w) obtained from (x,ỹ) as follows:
both solutions have by construction the same objective function value. We now show that the solution (x,w) is feasible for the LP-relaxation of G [11] . We notice that, for each i = 1, . . . , n, we have:
where the last inequality derives fromỹ ij ≤x i . Analogously, for each i = 1, . . . , n, we have:
where the first inequalities derive fromỹ ij ≤x i andỹ ij ≥x i +x j − 1. The two sequences of inequalities show that the solution (x,ȳ) respects inequalities (6) and (8) . Finally, we provide an instance where the optimal value of the LP-relaxation of GW [13] is greater than the optimal value of the LP-relaxation of G [11] . Consider the following instance with K = ∅, n = 3 and
The optimal solution of the LP-relaxation of GW [13] isx 1 = 0,x 2 = 1,x 3 = 1,ỹ 12 = 0,ỹ 13 = 0,ỹ 23 = 1 and the optimal solution value is −3. On the other hand, the optimal solution of the LP-relaxation of G [11] isx 1 = 0.54,x 2 = 1,x 3 = 0.90, w 1 = −0.54,w 2 = −5.09,w 3 = −4.54 and the optimal solution value is −3.36.
We now introduce two lemmas that are used to show a new property of the LP-relaxation of GW [13] and G [11] . Both lemmas use the following Proposition: Proposition 8. In case of K = ∅, given a feasible vectorx for GW [13] (resp. G [11] ), the optimal values of theȳ (resp.w) are:
Proof. The statement is a direct consequence of the sign of the y and w variables in the respective objective functions and of the fact that there are no additional constraints, except for the ones linking the x variables to the y and w variables respectively.
and (x,w) be two optimal solutions of the LP-relaxations of GW [13] and G [11] respectively. Ifx i =x i = 1 2 for all i = 1, . . . , n, both solutions have the same objective function value equal to 1 2
Proof. It is sufficient to compute the objective function value of both solutions. If
The objective function value of GW [13] is hence the following:
Moreover, we havew i = max{Q
to the following objective function value of G [11] :
, an optimal solution of the LPrelaxation of GW [13] is the following:
Proof. The objective function is separable, hence, we measure the impact of changing one single variable at a time. We consider the solutionsx =x ± eˆi withî = 1, . . . , n and ≥ 0, where eˆi is an n-dimensional vector with value 1 in theî-th component and 0 otherwise. We consider first the casex =x + eˆi. Proposition 8 implies that theŷ variable corresponding tô x =x + eˆi is equal toȳ, except for i =î, where we have:
If we consider the objective function value of the LP-relaxation of GW [13] we obtain, for a given î :
Secondly, if we consider the solutionx = x − eˆi, it also differs fromx when i =î, where we have:ȳˆi
This leads to
In both cases, the objective function value of (x,ŷ) is greater than the one of (x,ȳ), proving that (x,ȳ) is optimal.
The following theorem introduces an interesting class of BQP instances, where all the LT considered in this paper are equivalent in terms of LP-relaxation: 1, 2, . . . , n), the optimal solution values of the LPrelaxation of GW [13] and G [11] coincide and they are both equal to 1 2
let (x,w) and (x,ỹ) be the optimal solutions of their LP-relaxations, we havex i =x i = 1 2 (i = 1, . . . , n) andỹ andw are defined accordingly to Proposition 8.
Proof. If L i = − n j=1 Q ij , we can apply Lemma 2 to identify the optimal solution of the LPrelaxation of GW [13] and its value. We can hence use Lemma 1 to show that there exists an optimal solution to G [11] withx =x and with the same objective function value. Finally, we notice that, G [11] can not be stronger than GW [13] (Proposition 7), for this reason, we have that the solution withx =x = 1 2 is also an optimal solution to G [11] .
LP of GW [13] ⇒ (P rop. 7) LP of G [11] (P rop. 6) (P rop. 5)
LP of ELF LP of SS [24] ⇒ (see [24] ) LP of CPP [6] Table 2: Summary of the relations between the strength of the LP-relaxations.
An important class of instances, satisfying Theorem 1, corresponds to BQP reformulation of the Max Cut problem (see Section 3.1).
Finally, in Table 2 , we summarize the relations between the different LP-relaxations of the formulations studied. The relation "A ⇔ B" stands for "A and B have the same LP-relaxation value" and "A ⇒ B" stands for "A has a stronger LP-relaxation value than B". For each relation, we report the reference where it is proved.
Computational experiments
In this section, we assess the computational performances of the LTs discussed in this paper, i.e., GW [13] , G [11] , SS [24] and the new ELF. Preliminary experiments showed that the LP-relaxation of CPP [6] is extremely weak on all the test-beds, this is due to the fact of having large big-M values compared to the ones of SS [24] . Since this formulation is computationally dominated by SS [24] , it is dropped from the comparison tests.
The first part of our tests is based on the Unconstrained BQP and on the Maximum Cut Problem. The second part of our tests is based on quadratic instances with linear constraints, more precisely we consider the Quadratic Knapsack Problem and the Quadratic Stable Set Problem. In our computational comparison we decided not to use any problem dependent valid inequalities, since our goal is to compare the formulations in their basic versions.
All the experiments have been performed on a computer with a 3.40 Ghz 8-core Intel Core i7-3770 processor and 16Gb RAM, running a 64 bits Linux operating system. We use CPLEX 12.7.0 [16] as MILP solver ran single-threaded with default parameter settings. The tests have been performed with the Constraint-Redundancy elimination activated. It is worth mentioning that, thanks to preliminary experiments, we observed a substantial worsening (up to several orders of magnitude) of the overall computing time of CPLEX when this intuitive adjustment of the LTs is not applied.
MILP solvers implement different branch-and-cut algorithms and they all heuristically separate generic cuts in order to improve the quality of the dual bounds. In addition, the solvers perform several variable-and-constraint reduction techniques which are based on the specific formulation to solve. These aspects must be taken into account when analyzing the computational performance of different LTs. For example a more aggressive strategy of a solver applied to a specific LT (rather than to another one) may influence the computational behavior. Unfortunately these distortions generated by the specific implementations of the solvers are impossible to eliminate. In other words, the computational analysis of the next section is dependent on the choice of CPLEX 12.7.0 and the conclusions may be slightly different in case an other solver is used (or simply other settings of parameters). Nevertheless our experiments give an overall assessment of the relative computational performance of the different LTs for four different classes of problems and using one of the state-of-the-art MILP solvers.
Unconstrained Problems
Problem description. Our first aim is to investigate the strength of the different formulations without the influence of additional constraints (K = ∅). For this reason, we adopt the Biq Mac library (see Wiegele [26] ) as a case study. The Biq Mac library is a collection of instances widely used in the literature, see for example Rendl et al. [22] or, more recently, Krislock et al. [18] . It is composed of two families of problems: the first one is the Unconstrained BQP (UBQP):
where Q is a symmetric matrix of order n. The second family is the Max Cut (MC) problem. The MC consists of finding a maximum weighted bipartition of a graph G of n vertices (see for example Rendl et al. [22] ) and it can be formulated as follows:
whereQ is the Laplacian matrix of the graph G. It is well known that the UBQP and the MC are equivalent (see Caprara [4] or Krislock et al. [18] ).
The Biq Mac library used for the experiments is divided into five classes: beasley, gka, and be are UBQP instances, while rudy, ising are MC instances. The classes altogether form a test bed of 343 instances. Some are randomly generated instances and others come from a statistical physics application. In each class, the instances differ in terms of size n, density of the matrix Q and L (for further details on the instance features, we refer the reader to Wiegele [26] ).
In our experiments we used the UBQP formulation of the MC problem obtained with the following transformation. Let w ij (i, j = 1, . . . , n, w ij = w ji ) be the set of weights associated to a given graph G, the UBQP for the MC on G has the following objective function (see [4] ):
The last term of the chain of equations shows that all UBQP instances arising from MC instances have L i = − n j=1 Q ij and hence belong to the class of instances of Theorem 1.
Tables description. In Table 3 and Table 4 we report the results concerning the whole Biq Mac Library. Both tables are divided into 5 horizontal blocks, one for each class of instances (be, LP times LP iterations LP gaps n # GW [13] ELF G [11] SS [24] GW [13] ELF G [11] SS [24] GW [13] ELF G [11] SS [24] be n # GW [13] ELF G [11] SS [24] GW [13] ELF G [11] SS [24] GW [13] ELF G [11] SS [24] be beasly, gka, ising and rudy). In each line we group together the results relative to instances of the same size (same values of n). The first two columns of both tables report the size of the subclasses of instances and their cardinality (i.e., the number of instances of a specific subclass). In Table 3 we report the results concerning the computational behavior for solving the LPrelaxation of the LTs considered. The table provides the following information:
• LP times. The average time required by CPLEX to solve the LP-relaxation to proven optimality.
• LP iterations. The average number of simplex iterations need by CPLEX to solve the LPrelaxation.
• LP gaps. The average gap (in percentage) between the optimal value of the LP-relaxation and the optimal solution value (or best know incumbent solution).
In Table 4 we report the results concerning the computational behavior for solving the test problems with the different LTs to proven optimality. The table provides the following information:
• MILP times. The average computational time required by CPLEX to solve the problem to proved optimality and the number of instances solved within the time-limit of 1800 seconds (we report tl and 0 in case all the instances of a specific subclass and formulation reach the time limit). In each line, the most efficient LT is reported in bold text, i.e., the one with shorter computing time or larger number of instances solved respectively.
• MILP branching nodes. The average number of nodes explored by CPLEX in the Branchand-Bound tree.
• MILP exit gaps. The average percentage exit gap between the upper and the lower bounds computed by CPLEX in case the time limit is reached (0.0 is reported otherwise). The LT with the lowest open gap is reported in bold text.
Tables discussion . Table 3 shows, as expected, that the four LTs considered present the same LP-relaxation values for the MC instances. On the other hand, the situation for the Biq instances is different: GW [13] and ELF are characterized by stronger LP-relaxation values (the difference is less clear for the be and beasley class of instances). As far as LP times and iterations are concerned, GW [13] and ELF take a higher number of iterations and longer computing times than G [11] and SS [24] . This figure can be explained by the higher number of additional variables and constraints. Since for the MC instances all the LP-relaxation bounds are equivalent, SS [24] is the more effective option to compute it. Concerning Table 4 , the formulations with the best computational behavior for the Biq Mac instances are GW [13] and ELF. These formulations clearly outperform G [11] and SS [24] concerning both the average computing time and the total number of instances solved. For the Biq instances, this is due to the fact of having stronger LP-relaxation values which allows a better computational convergence. For the Mac instances, where the LP-relaxation values coincides, the different behavior can be explained by the better performance of GW [13] and ELF during the branching scheme and by the efficacy of the generic cuts generated by CPLEX. In case the time limit is reached, ELF explores a higher number of branching nodes than GW [13] but the average exit gaps are higher. This figure is due to the different policy of CPLEX in separating cuts at the root node, i.e., for GW [13] , CPLEX spends a large amount of time in improving the root node bound, while for ELF CPLEX starts immediately to branch.
Constrained Problems
In the remaining part of this computational section we introduce and discuss the other two test problems considered, i.e., the Quadratic Stable Set Problem and the Quadratic Knapsack Problem. These two problems are used to measure the behaviour of the different LTs discussed in this paper in presence of constraints.
Quadratic Stable Set Problem
Problem description. We recall that a stable set is a subset of fully disconnected vertices. Following the notation of Section 2, we present the problem in minimization form. The formal definition of the Quadratic Stable Set Problem (QSSP) is the following: given an undirected graph G = (V, E), with V = {v 1 , . . . , v n } the set of vertices and E the set of edges, a vector of linear cost L ∈ R n on the vertices and a symmetric matrix of quadratic costs Q ∈ R n×n on couples of vertices, the QSSP searches for a stable set of G with minimum cost. In other words, if vertices i and j are in the solution, not only the linear costs are collected but also an additional quadratic cost equal to Q ij is considered.
The mathematical formulation of the QSSP reads as follows:
n This quadratic counterpart of the Linear Stable Set Problem has not received much attention in the literature (for further details on the QSSP we refer the interested reader to Furini and Traversi [10] ). As test-bed we used 16 instances introduced in [10] , based on random graphs a number of vertices n = 150, density µ ∈ {50%, 75%}, and a percentage of negative quadratic costs ν ∈ {25%, 50%, 75%}. We used 2 instances for each class using different random seeds. In the following paragraph we discuss the special case of QSSP with ν = 0% A relevant special case. As observed in Jaumard et al. [17] , the QSSP with only non-negative costs, i.e., Q ij ≥ 0, v i , v j ∈ V , can be viewed as a weighted Stable Set Problem (SSP) on an extended graphG = (Ṽ ,Ẽ), In other words, for the QSSP with Q ij ≥ 0, ELF introduces only the sets of constraints (16), (17) and (18) and, hence, it is equivalent to the standard ILP formulation with edge constraints for the Weighted Stable Set Problem on the extended graphG. Table 5 we report the results concerning the computational behaviour of the four LTs studied on the QSSP benchmark. In each line, we group together the average results relative to instances with same values of µ and ν. Each entry of the table provides the aggregated results on 2 instances (# = 2 on the table). We provide, for each LT, the following information:
• MILP times. The average computational time required by CPLEX to solve the problem to proved optimality. n µ ν # GW [13] ELF G [11] SS [24] GW [13] ELF G [11] SS [24] 150 50 25 LP times LP gaps n µ ν # GW [13] ELF G [11] SS [24] GW [13] ELF G [11] SS [24] 150 50 25 • MILP branching nodes. The average number of nodes in the Branch-and-Bound tree explored by CPLEX.
• LP gaps. The average percentage gap between the optimal value of the LP-relaxation and the optimal solution.
Table discussion. The formulations with the best computational behavior for the QSSP instances are G [11] and SS [24] on average. ELF presents on average a better computing time of GW [13] The number of MILP branching nodes of ELF is slightly greater than GW [13] . G [11] and SS [24] are characterized by a higher number of nodes. This fact is not surprising since those formulations have a weaker LP-relaxation compared to GW [13] and ELF. However, the weakness of G [11] and SS [24] is counterbalanced by their smaller size in terms of variables and constraints (See Table 1 ) which leads to a faster node solution time. Finally, it is interesting to notice that the more difficult instances are the one with density µ = 50% and percentage of negative costs ν ∈ {50%, 75%}.
Quadratic Knapsack Problem
Problem description. The Quadratic Knapsack Problem (QKP) consists in maximizing a quadratic function with positive coefficients subject to a linear capacity constraint. The mathematical formulation reads as follows:
c i x i ≤ C, x ∈ {0, 1} n , n δ # GW [13] ELF G [11] SS [24] GW [13] ELF G [11] SS [24] LP times LP gaps n δ # GW [13] ELF G [11] SS [24] GW [13] ELF G [11] SS [24] Table 6 : Computational comparison of the different formulations for solving QKP instances where c i (i = 1, . . . , n) are integer non negative coefficients representing the size of the items and C is the capacity of the knapsack. In addition to the classical knapsack, where only linear profits L i are considered, here we maximize also the profits associated to couples of objects (their profit is represented by Q ij ). For further information on the problem, see Caprara et al. [5] and Pisinger [21] . In our computational tests we used randomly generated instances taken from Billionnet and Soutif [3] with n = 100 and density δ = 25%, 50%, 75%, 100%, i.e., δ is the number of non-zero coefficients of the objective function divided by n(n − 1)/2. Table 6 we report the results concerning the computational behaviour for solving the test problems to proven optimality. Table 6 presents the same information of Table 5 . Each line presents the aggregated results concerning 10 instances with same same size and δ.
Table discussion. It is interesting to notice that, when the density δ is high, the number of MILP branching nodes is comparable for all the formulations considered. Apart from this feature, the computational behaviour for the QKP of the formulations studied is in line with the one obtained for the QSSP, showing that G [11] and SS [24] are the formulations with the better computational behaviour.
Conclusions
In this paper we compared several LTs for Binary Quadratic Problems present in the literature, called here GW [13] , G [11] and SS [24] with a new formulation called ELF. We showed the equivalence of the LP-relaxation values of G [11] , SS [24] , GW [13] and ELF when dealing with a specific class of Unconstrained Binary Quadratic Problems. Among the formulations studied, GW [13] and ELF provide the better performances in practice when applied to unconstrained problems while G [11] and, to a lesser extent, SS [24] perform better on the special classes of constrained problems that have been tested in the paper. Whether this observation generalizes to other types of constrained problems is an interesting question that may be worth further investigations. The new proposed formulation ELF performs relatively well in all classes of instances. Even if GW [13] and ELF present the same LP-relaxation, their behaviour in practice can be different according to the problem considered: GW [13] is slightly preferable over ELF when dealing with Biq Mac instances, while the contrary happens when solving QSSP instances. For the two considered problems with constraints, the trade off between the strength of the LP-relaxation and the speed in the solution of the MILP branching nodes plays in favour of G [11] and SS [24] . Finally, we recall that the selection of the best LT depends also on the current performance and engineering of the MILP solvers.
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