In this paper, we study the effect of synaptic delay of signal transmission on the pattern formation and some properties of non-linear waves in a ring of identical neurons. First, linear stability of the model is investigated by analyzing the associated characteristic transcendental equation. Regarding the delay as a bifurcation parameter, we obtained the spontaneous bifurcation of multiple branches of periodic solutions and their spatio-temporal patterns. Second, global continuation conditions for Hopf bifurcating periodic orbits are derived by using the equivariant degree theory developed by Geba et al. and independently by Ize & Vignoli. Third, we show that the coincidence of these periodic solutions is completely determined either by a scalar delay differential equation if the number of neurons is odd, or by a system of two coupled delay differential equations if the number of neurons is even. Fourth, we summarize some important results about the properties of Hopf bifurcating periodic orbits, including the direction of Hopf bifurcation, stability of the Hopf bifurcating periodic orbits, and so on. Fifth, in an excitatory ring network, solutions of most initial conditions tend to stable equilibria, the boundary separating the basin of attraction of these stable equilibria contains all of periodic orbits and homoclinic orbits. Finally, we discuss a trineuron network to illustrate the theoretical results obtained in this paper and conclude that these theoretical results are important to complement the experimental and numerical observations made in living neurons systems and artificial neural networks, in order to understand the mechanisms underlying the system dynamics better.
Introduction
In this paper, we discuss some important properties of non-linear waves in a ring of coupled oscillators modeled by the following delay differential equations:
( 1.1) where i(mod n), f, g ∈ C 1 (R; R) with f (0) = g(0) = 0. Such a network has been found in a variety of neural structures, such as hippocampus (Anderson et al., 1969) , cerebellum (Eccles et al., 1967) , neocortex (Szenfagothai, 1967) and even in chemistry and electrical engineering. System (1.1) can be regarded as a special example of the general Hopfield's model (Hopfield, 1984) for artificial neural networks with electronic circuit implementation. According to the Cohen-Grossberg-Hopfield convergence theorem (Cohen & Crossberg, 1983; Hopfield, 1984) , under some standard assumptions on the transfer functions, a network modeled by (1.1) without delay (namely, τ = 0) relaxes toward the set of equilibria (see Lemma 3.5). However, the presence of large delay τ may cause some stable non-linear oscillations and lead to a completely different computational performance of the network (Bélair et al., 1996; Gopalsamy & Leung, 1996; Guo & Huang, 2003; Hale & Lunel, 1993; Krawcewicz & Wu, 1999; Marcus & Westervelt, 1989; Olien & Bélair, 1997; Pakdaman et al., 1998a,b; Wu, 1998) . Moreover, most of these non-linear oscillations may appear in the form of periodic solutions with certain spatiotemporal structures and, if stable under small perturbation, may represent memory of the network to be stored and retrieved. Therefore, it is of great interest in many applications to discuss the spatio-temporal patterns of these periodic solutions and to describe the mode interaction along multiple branches of such periodic solutions.
In the field of neural networks, rings are studied to gain insight into the mechanisms underlying the behavior of recurrent network (Hirsh, 1989; Marcus & Westervelt, 1989) . Moreover, ring networks belong to the class of cyclic feedback systems whose asymptotic behavior has been investigated in more detail, e.g. see Alexander (1978) , Alexander & Auchmuty (1986) , Chen & Wu (2000) , Fiedler (1988) , Guo & Huang (2003 , 2005 , 2006 , Huang & Wu (2003) , Othmer & Scriven (1971) , Pakdaman et al. (1998b) , Sattinger (1980) , van Gils & Valkering (1986) and Wu (1998) . These theoretical results help in understanding the system's dynamics better and are important complements to experimental and numerical investigations using analog circuits and digital computers.
By means of the general symmetric local Hopf bifurcation theorem (Theorem 2.1 in Wu, 1998) coupled with representation theory of standard dihedral groups, Guo & Huang (2003 , 2006 studied the influence of the delay on the behavior of Model (1.1). Guo and Huang not only investigated the effect of synaptic delay of signal transmission on the pattern formation, but also obtained some important results about the spontaneous bifurcation of multiple branches of periodic solutions and their spatio-temporal patterns:
(i) 'mirror-reflecting waves' of the form x j (t) = x n+2− j (t), t ∈ R, j (mod n); (ii) 'standing waves' of the form x j (t) = x n+2− j (t − ω 2 ), t ∈ R, j (mod n), where ω > 0 is a period of x; (iii) 'discrete waves' of the form x j (t) = x j+1 (t ± kω n ), t ∈ R, j (mod n), where ω > 0 is a period of x.
Especially, the discrete waves are also called 'synchronous oscillations' (if k = 0(mod n)) or 'phaselocked oscillations' (if k = 0(mod n)) as each neuron oscillates just like others except not necessarily in phase with each other.
The purpose of this paper is to study some important properties of the aforementioned wave solutions, such as the global continuation (i.e. their coexistence for delay not only near but also far away form the critical values), stability, bifurcation direction and possible locations.
The rest of this paper is organized as follows: In Section 2, we discuss the associated characteristic equation and collect some results from Guo & Huang (2003) ; motivated by Krawcewicz & Wu (1999) , we show that these bifurcated orbits can exist for all large delay (global continuation) in Section 3 by applying the equivariant degree theory developed by Geba et al. (1994) and independently by Ize & Vignoli (2003) . In Section 4, we consider the coincidence of these periodic solutions, which is completely determined by two fairly simple system. We summarize some results about the stability of these periodic solutions in Section 5. In Section 6, we apply some results about cooperative and irreducible functional differential equations to conclude that the generic solution of System (1.1) converges to equilibria. Thus, all periodic solutions of System (1.1) are unstable, and together with their stable manifold, are contained in the narrow band forming the boundary separating the basins of attraction of the stable equilibria. Finally, in Section 7, we discuss a trineuron network to illustrate the theoretical results obtained in this paper and conclude that these theoretical results are important to complement the experimental and numerical observations made in living neurons systems and artificial neural networks, in order to understand the mechanisms underlying the system dynamics better. 
Preliminaries
Let C ([−τ, 0] , R n ) denote the Banach space of continuous mapping from [−τ, 0] into R n equipped with the supremum norm
We denote a symmetric circulant matrix by J = circ(a 1 , a 2 , . . . , a n ), where the (i, j)-entry is J i j = a j−i+1 and a i = a n−i+2 , i(mod n). For any two integers a and b, define N (a) = {a, a + 1, . . .}, N (a, b) = {a, a + 1, . . . , b} when a b. N = N (0).
We introduce three compact Lie groups to explore the possible (spatial) symmetry of the System (1.1). One is the cycle group S 1 , another is Z n , the cyclic group of order n (the order of a finite group is the number of elements it contains), the third is the dihedral group D n of order 2n, which is generated by Z n together with the flip κ of order 2 (see Golubitsky et al., 1988 , for more details). Denote by ρ the generator of the cyclic subgroup Z n and κ the flip. Define the action of D n on R n by
Then as stated in Guo & Huang (2003) , System (1.1) is D n -equivariant. Next, the linearized equation of (1.1) at the trivial solution x = 0 iṡ
where i(mod n), γ = f (0) and η = g (0). It is well-known that the associated characteristic equation of (2.2) takes the form
where the characteristic matrix ∆(τ, λ) is given by
with Id denoting the identity matrix and M = circ(γ , −η, 0, . . . , 0, −η).
Thus, we obtain the following results.
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Thus, λ ∈ C is a zero of det ∆(τ, λ) if and only if there exists a k ∈ N (0, n − 1) such that
We call (2.4) the kth characteristic equation of (2.2). Note that cos(2kπ/n) = cos(2(n − k)π/n),
, is of even multiplicity. The following lemma plays an important role in analyzing the distribution of zeros of det ∆(τ, λ).
and consider
(i) If |z| 1, then all zeros of E(λ) have negative real parts.
(ii) If |z| > 1, then at (and only at) τ = τ s , s ∈ N, E(λ) has a pair of purely imaginary zeros λ = ±i √ z 2 − 1. (iii) τ s is a decreasing function of z > 1 and an increasing function of z < −1. 
dτ Re{λ s (τ )}| τ =τ s > 0. Some version of the above results has appeared in Guo & Huang (2003) and Wu (1998) . Please see Guo & Huang (2003) and Wu (1998) for the detail proof of Lemma 2.2. Applying Lemma 2.2 to each factor of det ∆(τ, λ), we can get following two results.
, then all zeros of det ∆(τ, λ) have negative real parts. LEMMA 2.4 Let A(τ ) denote the infinitesimal generator of the semigroup generated by System (2.2). Assume that there exists some integer k such that |γ − 2η cos 2kπ n | > 1. Define 
The proof of Lemma 2.4 is similar to that of Lemma 4 in Guo & Huang (2003) and hence omitted. Lemmas 2.3 and 2.4, together with the fact that the zero solution of (1.1) is uniformly asymptotically stable if and only if all zeros of ∆(τ, λ) have negative real parts and that the zero solution of (1.1) is unstable if ∆(τ, λ) has at least one zero with positive real part, lead to the following stability results. THEOREM 2.1
(1) If |γ −2η cos(2kπ/n)| 1 for all k ∈ N, then all eigenvalues of the generator A(τ ) have negative real parts for all τ 0. Namely, the equilibrium 0 of System (1.1) is delay-independently locally asymptotically stable. (2) If there exists some k such that γ − 2η cos(2kπ/n) > 1, then for all τ 0, System (1.1) is unstable at 0. (3) Assume that γ − 2η cos(2kπ/n) < 1 for all k ∈ N. Let τ * = min{τ k,0 ; k ∈ N such that γ − 2η cos(2kπ/n) < −1}. Then, the equilibrium 0 of System (1.1) is locally asymptotically stable for all τ ∈ [0, τ * ). However, for τ > τ * , System (1.1) is unstable at 0.
Assume that there exists some integer k such that |γ − 2η cos(2kπ/n)| > 1. Then, there are stability switches at x = 0 as τ crosses critical values τ k,s . Hence, a Hopf bifurcation from stationary to periodic solutions occurs. As stated in Guo & Huang (2003) , if k = 0, i.e. |γ − 2η| > 1, then near τ 0,s for each s ∈ N, there exist a branch of small-amplitude synchronous periodic solutions of period near (2π/β 0 ), bifurcated simultaneously from the zero solution of System (1.1). If k = 0 and k = [n/2] (in the latter case, n is even and [·] is the greatest integer function), then near τ k,s for each s ∈ N, there exist 2(n + 1) branches of asynchronous periodic solutions of period near (2π/β k ), bifurcated simultaneously from the zero solution of System (1.1) and these are two phase-locked oscillations, n mirror-reflecting waves and n standing waves.
Global continuation of waves
Motivated by the work of Krawcewicz & Wu (1999) , in this section we apply the equivariant degree theory developed by Geba et al. (1994) and independently by Ize & Vignoli (2003) to study the global continuation of the aforementioned wave solutions, i.e. their coexistence for delay not only near but also far away form the critical value τ k,s . We need the following assumptions.
ASSUMPTION A1 There exist positive constants α 1 and α 2 satisfying α 1 + 2α 2 < 1 and σ i (i = 1, 2) such that | f (y)| < α 1 |y| + σ 1 and |g(y)| < α 2 |y| + σ 2 for all y ∈ R.
It should be noted that the assumptions on the activation functions in (A1) are very general. In particular, if the activation functions in System (1.1) are all bounded on R, i.e. there exist positive constants σ i (i = 1, 2) such that | f (x)| < σ 1 and |g(x)| < σ 2 for all x ∈ R, then (A1) holds with α 1 = α 2 = 0. For example, in cellular neural network models, the activation function takes the form f (u) = 0.5(|u + 1| − |u − 1|), which is bounded.
Under Assumption (A1), we now make an a priori estimate of the periodic solutions of (1.1). Namely, the following lemmas.
LEMMA 3.1 Assume that (A1) holds, then all periodic solutions to (1.1) are uniformly bounded, i.e. there exists a positive constant H such that all periodic solutions x of (1.1) satisfy that
Proof. Let x(t) = (x 1 (t), x 2 (t), . . . , x n (t)) be an arbitrary periodic solution of System (1.1). x j (t), j = 1, 2, . . . , n, as the components of x(t), are all continuously differentiable. Thus, there exist t j such that
Namely,
where
. In view of α 1 + 2α 2 < 1, we have ρ(W ) < 1, and
Obviously, H is independent of the choice of periodic solution x(t). This completes the proof.
As stated in Section 2, if |γ − 2η| > 1, then near τ 0,s for each s ∈ N, there exist a branch of smallamplitude synchronous periodic solutions of period near (2π/β 0 ), bifurcated simultaneously from the zero solution of System (1.1). Thus, these synchronous periodic solutions can be completely characterized by the following simple-looking but complicated scalar delay differential equation:
LEMMA 3.2 System (1.1) has no non-constant 2τ -periodic synchronous solutions.
Proof. By way of contradiction, if System (1.1) has a non-constant 2τ -periodic synchronous solution
) is a non-trivial 2τ -periodic solution of the following equation:
S. GUO AND L. HUANG This contradicts the fact that the divergence of the corresponding vector field of (3.2) is −2. The proof is completed. The following two assumptions play an important role in the proof of global continuation of synchronous periodic solutions of System (1.1).
where constant H is defined as that in Lemma 3.1.
LEMMA 3.3 Under Conditions (A1) and (A2), System (1.1) has no non-constant 4τ -periodic synchronous solutions in the region G, where
Proof. By way of contradiction, if System (1.1) has a non-constant 4τ -periodic synchronous solution
) is a non-trivial 4τ -periodic solution of the following equation:u
The Jacobian matrix of (3.3) at x ∈ R 4 is
The associated second additive compound matrix is
Choose a vector norm in R 6 as |x| = max 1 i 6 {d i |x i |}, where
Then, with respect to this norm, the Lozinskii measure ϑ(
Thus, by using the general Bendixson's criterion in higher dimensions developed in Li & Muldowney (1993) , (3.3) has no non-constant periodic solutions in the region G. This is a contradiction. The proof is completed.
If there exist ξ ∈ R and r ∈ N such that h(ξ ) = ξ and | f (ξ ) − 2g (ξ ) cos 2r π n | > 1. The characteristic matrix of System (1.1) at an equilibrium ξv 0 takes the form of
Using a similar argument as that in Section 2, there exists a sequence of triples
is analytic in λ ∈ C and continuous in τ .
We have the following results.
LEMMA 3.4 If there exist ξ ∈ R and r ∈ N such that h(ξ ) = ξ and | f (ξ ) − 2g (ξ ) cos 2r π n | > 1. Then there exist sufficiently small positive constants b, c, δ so that
Proof. Conclusions (i) and (ii) can be derived from Lemma 2.4(i and iv). Moreover, the above b, c and δ can be chosen so that p r (τ r,s (ξ ) − δ, λ) has no zero inΩ, while p r (ξ v 0 , τ r,s (ξ ) + δ, λ) has exactly one zero inΩ and this zero is simple and is in the interior ofΩ. Therefore, Conclusion (iii) holds.
THEOREM 3.1 Assume that (A1) and (A3) hold. Then
(1) If |γ −2η| > 1, then for each τ > τ 0,s , s > 0, System (1.1) always has one synchronous periodic solution with period ω ∈ (τ/(s + 1), τ/s). (2) If γ −2η > 1, then for each τ > τ 0,0 , System (1.1) always has one synchronous periodic solution with period ω ∈ (τ, 2τ ). (3) If γ − 2η < −1 and (A2) hold, then for each τ > τ 0,0 , System (1.1) always has one synchronous periodic solution with period ω ∈ (2τ, 4τ ).
Proof. System (1.1) is clearly equivariant with respect to the action of Γ = Z n , where the action is the cyclic permutation. Obviously, the subspace of Γ -fixed points, defined by (R n ) Γ = {x ∈ R n ; γ x = x for all γ ∈ Γ }, takes the form (R n ) Γ = {ξv 0 , ξ ∈ R}, where v 0 is an n-dimensional vector with all components equal to 1. Define F:
Clearly, F is a continuously differentiable and completely continuous mapping. The stationary solution (x, τ ) of (1.1) satisfies that
is the constant mapping with the constant value x ∈ R n ,F is the C 1 mapping from R n × R into R n , induced by F according tô
We denote by M Γ the set of all the stationary solutions (x, τ ) in (R n ) Γ × R such that det DF(x, τ ) = 0. We can easily verify that
Note that the action of Γ on R n induces an action on C n = R n + iR n , with respect to which we have the isotypical decomposition (2.3). Moreover, for each j ∈ {0, 1, 2, . . . , n − 1}, C n j = {zv j ; v ∈ C} is a one-dimensional Γ -irreducible subspace of C n and the restricted action Γ on C n j is isomorphic to the Γ -action on C defined by ρ · z = ρ j z for the generator ρ ∈ Z n S 1 and for z ∈ C. 
Thus, it follows from Lemma 3.4 that
is a synchronous 2π β -periodic solution of (1.1). In view of c 0 (0, τ 0,s , β 0 ) = −1, the general global bifurcation theorem from Krawcewicz & Wu (1999) implies that S 0 must have a non-empty connected component E 0 passing through (0, τ 0,s , β 0 ). Note that
The projection of E 0 onto the space C(S 1 ; R n ) is bounded due to Lemma 3.1.
In what follows, we distinguish three cases to discuss the boundedness of the set {β; (z, τ, β) ∈ E 0 }. Case (i). s > 0. In view of Lemma 2.4, 2π/β ∈ (τ/(s + 1), τ/s). By Lemma 3.2, System (1.1) has no non-constant synchronous periodic solutions of period 2τ/s for all positive integers s. Thus, the projection of E 0 onto the β-plane can never reach the lines β = sπ/τ for all positive integers s. Therefore, the projection of E 0 onto the β-plane always satisfies 2sπ/τ < β < 2(s + 1)π/τ . Case (ii). γ − 2η > 1 and s = 0. In view of Lemma 2.4, 2π/β ∈ (τ, 2τ ). As stated above, the projection of E 0 onto the β-plane can never reach the lines β = 2π/τ and β = π/τ , and hence the projection of E 0 onto the β-plane always satisfies π/τ < β < 2π/τ . Case (iii). γ − 2η < −1 and s = 0. In view of Lemma 2.4, 2π/β ∈ (2τ, 4τ ). It follows from Lemma 3.3 that the projection of E 0 onto the β-plane can never reach the lines β = π/(2τ ) and β = π/τ , and hence the projection of E 0 onto the β-plane always satisfies π/(2τ) < β < 4π/τ .
As discussed above for Cases (i)-(iii), the projection of E 0 onto the β-plane is bounded. Hence, the set {τ ; (z, τ, β) ∈ E 0 } must be unbounded. It is easy to see that System (1.1) with τ = 0 has no non-constant synchronous periodic solutions. Consequently,
This is, for each τ τ 0,s , there exists a synchronous ω-periodic solution x(t) of (1.1) and the minimal period ω satisfies the results of Theorem 3.1. This completes the proof.
Next, we start to discuss the global continuation of asynchronous periodic solution of (1.1). We need the following assumptions:
is monotonic with respect to x ∈ R, and there exists some integer k ∈ N (1, [ n−1 2 ]) such that |γ − 2η cos 2kπ n | > 1. Under Assumption (A4), as stated before, near τ k,s for each s ∈ N, there exist 2(n + 1) branches of asynchronous periodic solutions of period near (2π/β k ), bifurcated simultaneously from the zero solution of System (1.1) and these are two phase-locked oscillations, n mirror-reflecting waves and n standing waves.
LEMMA 3.5 If g(x)
is monotonic with respect to x ∈ R, System (1.1) has no non-constant τ -periodic solutions.
Proof. By way of contradiction, assume that x(t) is a non-constant τ -periodic solution, then x i (t) = x i (t − τ ) for all i(mod n) and t ∈ R. Then then x(t) is a non-trivial τ -periodic solution of the following system of ordinary differential equationṡ
In what follows, we distinguish two cases to discuss the non-existence of non-trivial τ -periodic solution of System (3.4).
Case 1. g (x)
0 for all x ∈ R. We define an energy function associated with (3.4) as follows:
where T i j is the connection weight, i.e. T i j = −1 if i = j +1, or i = j −1, and 0 otherwise. Calculating the derivative of V 1 along the solutions of (3.4), we havė
Therefore, a standard Lyapunov stability theorem implies that every solution of (3.4) converges to an equilibrium as t → ∞. In particular, every τ -periodic solution of (1.1) must be constant.
for all x ∈ R, then G (x) > 0 for all x ∈ R, and we can rewrite System (3.4) aṡ
(3.5)
We define an energy function associated with (3.5) as follows
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where T i j is the connection weight, i.e. T i j = 1 if i = j + 1, or i = j − 1, and 0 otherwise. Calculating the derivative of V 2 along the solutions of (3.4), we havė
Therefore, a standard Lyapunov stability theorem implies that every solution of (3.5) and hence of (3.4) converges to an equilibrium as t → ∞.
It follows from Cases 1 and 2 that every τ -periodic solution of (1.1) must be constant. This completes the proof. THEOREM 3.2 Assume that (A4) holds. Then for each τ > τ k,s , s ∈ N (1), System (1.1) always has two discrete waves satisfying x j+1 (t) = x j (t ± kω n ) for t ∈ R and j (mod n), where ω is a period of x(t) and τ/(s + 1) < ω < τ/s.
Proof. Under Assumption (A4), near τ = τ k,s System (1.1) has two bifurcations of discrete waves satisfying x j−1 (t) = x j (t ± kω n ), where ω is a period. System (1.1) is clearly equivariant with respect to the action of Γ = Z n . Obviously, M Γ contains (0, τ k,s ), s ∈ N. Using a similar argument as that in the proof of Theorem 3.1, for any ξ ∈ R such that
where δ is a sufficiently small positive constant and Ω is a sufficiently small neighborhood of the point (0, β k (ξ )). It follows from Lemma 3.4 that c j (ξ v 0 , τ k,s (ξ ), β k (ξ )) = −1 if j = k or n − k, and 0 otherwise.
β -periodic solution of (1.1) with x i+1 (t) = x i (t − 2π β j n ) for t ∈ R and i(mod n). In view of c j (0, τ k,s , β k ) = −1, the general global bifurcation theorem from Krawcewicz & Wu (1999) implies that S j must have a non-empty connected component E j passing through (0, τ k,s , β k ). Recall that
Then, this component must be unbounded in the sense that
The projection of E j onto the space C(S 1 ; R n ) is bounded due to Lemma 3.1. Lemma 2.4 implies that 2π β ∈ (τ/(s + 1), τ/s) for (z, τ, β) ∈ E j . On the other hand, recall that (1.1) has no nonconstant periodic solution of period τ . Consequently, it has no non-constant periodic solution of period τ/(s + 1) for all s ∈ N. Therefore, the projection of E j onto the β-plane can never reach the lines 2π/β = τ/(s + 1) and 2π/β = τ/s. Therefore, the projection of E j onto the β-plane always satisfies 2sπ/τ < β < 2(s + 1)π/τ . Moreover, System (1.1) with τ = 0 has no non-constant periodic solutions. Consequently, the projection of E j onto the τ -axis must be an interval, which must be unbounded from above and contains τ k,s . This competes the proof of Theorem 3.2. THEOREM 3.3 Under Assumption (A4), assume that the set equilibriums of (1.1) is discrete. Then for each τ > τ k,s , s ∈ N (1), System (1.1) has one standing wave satisfying x j (t) = x n+ j−2 (t − ω 2 ) for t ∈ R and j (mod n), and one mirror-reflecting wave satisfying x j (t) = x n+2− j (t) for t ∈ R and j (mod n). Moreover, both of their periods are contained in the interval (τ/(s + 1), τ/s).
Proof. Under Assumption (A4), near τ = τ k,s System (1.1) has several bifurcations of mirror-reflecting waves satisfying x j (t) = x n+2− j (t) and standing waves satisfying x j (t) = x n+2− j (t − ω 2 ), where ω is a period. To look at the global continuation of such local bifurcations, we regard (1.1) as a system equivariant with respect to the action of Γ = Z 2 , where the action is the flip. Namely, the action of Γ = Z 2 on R n is defined by
In this case,
) and x j = x n+2− j for j (mod n)}.
Obviously, M Γ contains at least elements (0, τ k,s ).
The isotypical decomposition of C n with respect to the above Γ = Z 2 action is
, where
Therefore,
Moreover, it is easy to see that
Therefore, from Lemma 3.4 we obtain
β -periodic solution of (1.1) with x i (t) = x n+2−i (t − 2π β j 2 ) for t ∈ R and i(mod n).
The characteristic matrix of System (1.1) at some non-zero equilibrium ξ takes the form of
where p j (ξ, τ, λ) = λ + 1 − q j e −λτ and q j denotes the jth eigenvalue of the following matrix:
If (ξ, τ ) ∈ M Γ , then ξ j = ξ n+ j−2 for j (mod n), and q j = 1 for all j ∈ N (0, n −1). We next distinguish two cases.
Case 1. |q j | < 1 for all j ∈ N (0, n − 1). Then, the equilibrium ξ is asymptotically stable and hence for all τ, β ∈ R + , (ξ, τ, β) is not a center.
Case 2. There exists some r ∈ N (0, n − 1) such that q r > 1. Then, there exists a sequence of triples {(ξ, τ r,s (ξ ), β r (ξ )} ∞ s=1 such that p r (ξ, τ r,s (ξ ), β r (ξ )) = 0. Moreover, by a direction computation, we can obtain that
Thus, (ξ, τ r,s (ξ ), β r (ξ )) is an isolated center and the crossing number is given by
where δ is a sufficiently small positive constant and Ω is a sufficiently small neighborhood of the point (0, β r (ξ )). Obviously, c(ξ, τ r,s (ξ ), β r (ξ )) < 0.
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In view of c j (0, τ k,s , β k ) = −1, the general global bifurcation theorem from Krawcewicz & Wu (1999) implies that S j must have a non-empty connected component E j passing through (0, τ k,s , β k ). It follows from the above discussion that
Thus, E j must be unbounded in the sense that
Moreover, we can also have that the projection of E j on the τ -axis includes [τ k,s , ∞) and period ω = 2π/β ∈ (τ/(s + 1), τ/s). This completes the proof of Theorem 3.3.
REMARK 3.1 Due to the D n -symmetry, Theorems 3.2 and 3.3 in fact imply the existence of n standing waves, n mirror-reflecting waves and two discrete waves for each τ > τ k,s . Moreover, all (2(n + 1)) branches of waves are 'global', i.e. all branches of waves exist for τ > τ k,s .
REMARK 3.2 It should be mentioned that in the above theorems, ω is not necessarily the minimal period and several branches of waves may coincide at some values of τ .
Coincidence of waves
In this section, we discuss whether several branches of waves may coincide at some values of τ . First, we can easily draw the following conclusion.
THEOREM 4.1 If (3.1) has no non-trivial periodic solutions, then a branch of non-trivial mirror-reflecting waves satisfying x i (t) = x j (t) for some i = j and a branch of mirror-reflecting waves satisfying x l (t) = x m (t) for some l = m cannot coincide at any value of τ if (i, j) = (l, m).
THEOREM 4.2 If either n is an odd number and (3.1) has no periodic solutions or n is an odd number and the following system
has no phase-locked 2kω n -periodic solutions (y(t), z(t)) satisfying y(t) = z(t + kω n ). Then at any value of τ , (1) a branch of non-trivial discrete waves of System (1.1) and a branch of mirror-reflecting waves of System (1.1) cannot coincide; (2) a branch of non-trivial discrete waves of System (1.1) and a branch of standing waves of System (1.1) cannot coincide; (3) a branch of non-trivial discrete waves of System (1.1) of the form x i (t) = x i−1 (t − kω n ) and a branch of discrete waves of System (1.1) of the form x i (t) = x i−1 (t + kω n ) for i(mod n) and t ∈ R cannot coincide.
Proof. We only consider the non-coincidence between a branch of non-trivial discrete waves and a branch of mirror-reflecting waves, the remaining cases can be dealt with analogously. By a way of contrary, suppose that there exists a non-trivial ω-periodic solution x of (1.1) such that x i (t) = x i−1 (t ± kω n ) for i(mod n) and x j (t) = x l (t) for some j = k. Without loss of generality, we assume that
So, it is easy to see that x i (t) = x i (t + kω n ) for all i ∈ {1, 2, . . . , n}, which implies that kω n is also a period of x. Thus, x(t) is a synchronous periodic solution of (1.1) with each component function satisfying the scalar equation (3.1), which is a contradiction.
If n is an even number, then x n (t) = x 2 (t) = x 1 (t + kω n ) = x n (t + 2kω n ). So, it is easy to see that x i (t), i = 1, 2, . . . , n, are all 2kω n -periodic. Thus, x 2 j−1 (t) = y(t) and x 2 j (t) = z(t) for all j = 1, 2, . . . , n 2 , y(t) = z(t + kω n ) and (y(t), z(t)) is a phase-locked 2kω n -periodic solution of System (4.1). This is a contradiction. Thus, the proof of Theorem 4.2 is completed.
Theorem 4.2 implies that in a ring of odd-numbered neurons, a branch of non-trivial discrete waves and a branch of mirror-reflecting waves may coincide at some value of τ , and the coinciding wave is synchronously periodic. In a ring of even-numbered neurons, a branch of non-trivial discrete waves and a branch of mirror-reflecting waves may also coincide at some value of τ , and the coinciding wave is a phase-locked 2kω n -periodic solutions of System (4.1). Unfortunately, the above arguments cannot be extended to rule out the possibility of the coincidence of a branch of non-trivial ω-periodic mirror-reflecting waves with x i (t) = x j (t) for some i = j and a branch of ω-periodic standing waves with x i (t) = x j (t + ω 2 ) for some i = j. In fact, such coincidence may occur at some value of τ where period doubling happens:
Stability and bifurcation direction of waves
In this section, we summarize some properties of Hopf bifurcating non-linear waves of (1.1), such as the stability and bifurcation direction of non-linear waves, which have been derived by Guo & Huang (2006) by employing the normal form approach and the center manifold theory.
In fact, if there exists some integer k such that |γ − 2η cos
, System (1.1) undergoes Hopf bifurcations. Moreover, the direction of Hopf bifurcation and the stability of the bifurcated synchronous is determined by sign (H 1 H 3 ) , where
More precisely,
(1) If H 3 H 1 > 0(< 0), then the Hopf bifurcation is subcritical (supercritical), and hence the bifurcating branch of periodic solutions exists for τ < τ k,s (τ > τ k,s ).
(2) If H 3 H 1 > 0 or there exists some j ∈ N (0, n − 1) such that γ − 2η cos 2 jπ n > 1, then all the bifurcated periodic solutions at τ k,s are orbitally asymptotically unstable. (3) If η < 0 and γ −2η < −1, then the bifurcated synchronous periodic solutions at τ 0,s are orbitally asymptotically unstable.
(4) If γ − 2η < −1, H 3 > 0, η > 0 and γ − 2η cos 2 jπ n < 1 for all j ∈ N (1, n − 1), then only the arising slowly oscillating synchronous periodic solution at τ 0,0 is stable, all the arising periodic solutions at τ = τ 0,s (s 1) are unstable. (5) If k = 0, then each one of the following conditions ensures that all bifurcated periodic solution near τ k,s are unstable: (i) n is even; (ii) n is odd, H 1 < −1 and η > 0; (iii) n is odd,
and H 3 > 0. Then only near τ k,0 can the Hopf bifurcation provide two orbitally asymptotically stable phase-locked waves, n orbitally asymptotically unstable standing waves and n orbitally asymptotically unstable mirror-reflecting waves. However, near τ = τ k,s (s 1), all the bifurcated periodic solutions are unstable.
Almost convergence
A network is referred to as irreducible when there is a directed path linking any two units Hirsh (1989) . In a ring network, any two units are connected through the directed path of connections linking consecutive units, so that ring networks are irreducible. For φ = (φ 1 , φ 2 , . . . , φ n ) and ψ = (ψ 1 , ψ 2 , . . . , ψ n ) in C( [−τ, 0] , R n ), we say that ϕ is larger than ψ, i.e. ϕ ψ, if ϕ i (θ) ψ i (θ) for all θ ∈ [−τ, 0] and i ∈ {1, 2, . . . , n}. If f (x) > 0 and g (x) < 0 for all x ∈ R, it is easy to see that System (1.1) is also cooperative as defined in Smith (1995) . Thus, System (1.1) preserves the order of initial conditions. That is, if an initial condition is larger than another one, then the corresponding solutions will have the same property: the activations corresponding to the large initial condition remain larger than the ones corresponding to the smaller initial condition. This is to say, System (1.1) generates an eventually strongly monotone semiflow. Namely, if ϕ ψ and φ = ψ then u ϕ t < u ψ t for all sufficient large t. By applying Theorem 4.1 in Smith (1995) , we obtain the following results about almost convergence.
THEOREM 6.1 Assume that f (x) > 0 and g (x) < 0 for all x ∈ R, there is an open and dense subset D ⊂ C( [−τ, 0] ; R n ) such that for any ψ ∈ D, the solution x ψ of (1.1) is attracted to some equilibrium.
Theorem 6.1 implies that activations in System (1.1) eventually stabilize and that System (1.1) has a strong tendency to converge to stable equilibria (Smith, 1995) . Thus, 0] , R n )\D can be referred to as the boundary separating the basins of attraction of stable equilibria of (1.1), and contains all periodic orbits and homoclinic orbits of System (1.1).
Examples
In this paper, due to the interaction of temporal delay and spatial dihedral symmetries, we study the coexistence and global continuation of several periodic solutions with spatio-temporal patterns for a ring of identical neurons with identical coupling between adjacent neurons. By using the equivariant degree theory we establish general results on the existence of multiple branches of non-constant periodic solutions, classify their symmetries and describe their global continuations.
As an application, we consider the following system:
where i(mod 3), a and b are constants. At first, we consider the existence and multiplicity of equilibrium of System (7.1), and can draw the following conclusion.
THEOREM 7.1
(1) If a − 2b 1 and a + b 1, then System (7.1) has exactly one equilibrium x * = 0.
(2) If a − 2b > 1 and a + b 1, then System (7.1) has only three equilibriums (0, 0, 0) , (u − , u − , u − ) and (u + , u + , u + ) , where u + > 0 and u − < 0 are solutions of the following equation:
(7.2) (3) If a − 2b < 1 and a + b > 1, then System (7.1) has only one synchronous equilibrium (0, 0, 0) , and at least two equilibriums with Z 2 -symmetry (z ∓ , y ± , y ± ) , where
and u + > 0 and u − < 0 are unique positive and negative solutions of
Therefore, System (7.1) has at least seven equilibriums.
Proof. At first, we claim that: if a + b 1 then each equilibrium of System (7.1) are synchronous. In fact, each equilibrium x * = (x * 1 , x * 2 , x * 3 ) of System (7.1) satisfies that
and u is a solution to (7.2). Furthermore, if a − 2b 1, then 0 is the unique solution to System (7.2). If a − 2b > 1, then (7.2) has only three solutions: u − , u + and 0. Thus, we obtain the Conclusions (1) and (2).
Next, it is remaining to verify Conclusion (3). Define the action of D n on R n by
Then, the Z 2 -symmetrical equilibrium of System (7.1) takes the form x = (z, y, y) , where z and y satisfy
It follows from (7.6) that u satisfies (7.4). Thus, it suffices to discuss (7.4). Define
We have H (0) = 0, H (±∞) = ±∞ and
In particular,
Therefore, there exist u + > 0 and u − < 0 such that H (u ± ) = 0.
We claim that there exists no other non-zero zero of H . By a way of contrary, suppose that u * > 0 (the case where u * < 0 can be dealt with analogously) such that H (u * ) = 0 and u * = u + , then there exists some θ > 0 such that H (θ) = 0. Recall that
and for all u > 0,
Then, H (u) > 0 for all u > 0. This is a contradiction. Therefore, the proof is completed. By Theorem 2.1, we obtain the following results about the asymptotical stability of the equilibrium x * = 0 of System (7.1).
THEOREM 7.2 (i) If |a − 2b|
1 and |a + b| 1, then the equilibrium x * = 0 of System (7.1) is delayindependently locally asymptotically stable. Moreover, all other solutions converge to it as t → +∞.
(ii) If a − 2b > 1 or a + b > 1, then for all τ 0, System (7.1) is unstable at x * = 0. (iii) If max{0, (a − 1)/2} < b < 1 − a, then for all τ ∈ [0, τ * 1 ), the equilibrium x * = 0 is locally asymptotically stable; but for all τ τ * 1 , the equilibrium x * = 0 is unstable, where
, the equilibrium x * = 0 is locally asymptotically stable; but for all τ τ * 2 , the equilibrium x * = 0 is unstable, where
Proof. It follows from Lemma 2.1 that the determinate of the characteristic matrix of the linearization equation of System (7.1) reads
By Theorem 2.1, we can verify all results about the asymptotical stability of the equilibrium x * = 0. It remains to show that if |a − 2b| 1 and |a + b| 1 then x * = 0 is a global attractor of System (7.1). We next show that each solution x(t) = (x 1 (t), x 2 (t), x 3 (t)) of System (7.1) is asymptotically synchronous. In fact, let y(t) = x 1 (t) − x 2 (t), theṅ It is easy to show that all solutions of (7.1) are bounded. So, each solution x(t) = (x 1 (t), x 2 (t), x 3 (t)) is asymptotically synchronous, and hence dynamical behavior of System (7.1) can be completely characterized by the scalar equatioṅ u(t) = −u(t) + (a − 2b) tanh(u(t − τ )).
(7.8)
If |a − 2b| 1, then 0 is obviously a globally asymptotically stable equilibrium of (7.8). Therefore, each solution of (7.1) converges to x * = 0. The proof of Theorem 7.2 is completed.
By Theorem 6.1, if a > 0 and b < 0, then System (7.1) generates an eventually strongly monotone semiflow. Thus, activations in System (7.1) eventually stabilize and System (7.1) has a strong tendency to converge to stable equilibria.
If a − 2b < −1, then a supercritical Hopf bifurcation for System (7.1) occurs at τ = τ 1 := [(2s + 1)π − arccos(1/|a − 2b|)]/ (a − 2b) 2 − 1, s 0. Namely, in every neighborhood of (x * = 0, τ * = τ 1 s ) there is a unique branch of synchronous periodic solutions x s (t, τ ) with x s (t, τ ) → 0 as τ → τ 1 s . The period P s of x s (t, τ ) satisfies that P s → 2π/ (a − 2b) 2 − 1 as τ → τ 1 s . Furthermore, only when at τ = τ 1 0 is the bifurcating periodic solution x 0 (t, τ ) a slowly oscillating periodic solution. If max{0, (a − 1)/2} < b < 1 − a, then only the slowing oscillating periodic solution x 0 (t, τ ) is orbitally asymptotically stable, and x s (t, τ ), s 0, are all unstable. If a + 1 < 2b < 0 or a + b > 1, then x s (t, τ ), s 0, are all unstable.
If a − 2b > 1, then a supercritical Hopf bifurcation for System (7.1) occurs at τ = τ 2 s := [2(s + 1)π − arccos(1/|a − 2b|)]/ (a − 2b) 2 − 1, s 0. Namely, in every neighborhood of (x * = 0, τ * = τ 2 s ) there is a unique branch of synchronous periodic solutions x s (t, τ ) with x s (t, τ ) → 0 as τ → τ 2 s . The period P s of x s (t, τ ) satisfies that P s → 2π/ (a − 2b) 2 − 1 as τ → τ 2 s . Moreover, all the bifurcating synchronous periodic solutions are unstable.
If a + b < −1, then a supercritical Hopf bifurcation for System (7.1) occurs at τ = τ 3 s := [(2s + 1)π − arccos(1/|a + b|)]/ (a + b) 2 − 1, s 0. Namely, in every neighborhood of (x * = 0, τ * = τ there exist eight branches of asynchronous periodic solutions of period near (2π/ (a + b) 2 − 1), bifurcated simultaneously from the zero solution of System (7.1) and these are two phase-locked oscillations, three mirror-reflecting waves and three standing waves. If 0 < b < −1 − a or b < min{−1 − a, (a − 1)/2}, then all the bifurcating asynchronous periodic solutions are unstable. If (a − 1)/2 < b < min{0, −1 − a}, then only at τ 3 0 are two bifurcating phase-locked waves stable, and all other bifurcating periodic solutions are unstable.
If a + b > 1, then a supercritical Hopf bifurcation for System (7.1) occurs at τ = τ 4 s := [2(s + 1)π − arccos(1/|a + b|)]/ (a + b) 2 − 1, s 0. Namely, in every neighborhood of (x * = 0, τ * = τ 4 s ) there exist eight branches of asynchronous periodic solutions of period near (2π/ (a + b) 2 − 1),
