Recently, cellular networks face a huge challenge to satisfy large increment of user demands for higher-speed and lower-latency communication service. One promising solution is to apply the cache technology in edge cache networks to reduce redundant data transmission. The cache technology is effective, but the cache capacity is limited. Researchers have proposed various cache strategies to efficiently utilize the limited cache capacity. However, most existing solutions have not taken into account the service capacity limitation of mobile devices. In this paper, we propose a cache replacement strategy for heterogeneous networks considering the limitation of service capacity and user mobility. In the cache replacement strategy, we utilize the user characteristics, such as user mobility and file popularity, to estimate the user demands, and then define the system cost. We formulate the cache strategy design as a mixed integer linear programming problem to minimize the system cost, and use Lagrangian relaxation and hierarchical primal-dual decomposition method to solve this problem. Numerical results show that the proposed cache strategy can significantly reduce the system cost and increase the cache hit ratio compared to the cache strategy that does not consider the limitation of user service capacity.
I. INTRODUCTION
With the rapid spread of smartphones and portable devices, the data traffic generated by mobile applications (e.g., multimedia file sharing and video streaming) is growing explosively. According to the research from Cisco [1] , the global IP traffic will have increased 127-fold from 2005 to 2021, and the smartphone traffic will be expected to exceed the PC traffic. It is difficult for the existing networks to satisfy such huge traffic demands and high-quality communication requirements at the same time, which brings opportunities and challenges for the development of 5G networks.
A prevalent direction concerning 5G networks is developing the framework of heterogeneous networks (HetNets), i.e., networks using different access technologies [2] , which are important for achieving smart city applications such as crowdsensing [37] , [38] . A HetNet possesses both macro base stations (MBSs) and small base stations (SBSs) with different transmission power and processing capabilities, such that the density of networks is increased and the delays of user requests are reduced effectively. However, the increment of access points and user traffic puts a huge burden The associate editor coordinating the review of this manuscript and approving it for publication was Alessio Vecchio. on the backhaul link which connects base stations with the core network [3] . This causes the backhaul link to become a bottleneck and even limit the advantages of the HetNet architecture.
To accommodate this bottleneck problem, researchers utilize the storage capacity of SBSs and mobile devices to cache popular files locally. Specifically, the popular files are used to be downloaded repeatedly from remote servers by different users [4] . If these files can be cached in advance, users' requests for them can be fulfilled quickly by retrieving them locally and the traffic load of MBSs and the backhaul link can be relieved to a great extent. The key concern now is how to determine cached files to maximize the number of users' requests that can be responded by local devices.
Considering the cache strategy design, different transmission scenarios have been investigated. In [5] - [8] , the efficient cache strategies for the scenario with device-to-device (D2D) transmission are proposed, while more researchers pay attention to collaborative optimization between users and base stations [2] , [9] - [13] . In this paper, we are concerned with a collaborative cache strategy for a HetNet with an MBS, SBSs and D2D transmission.
In the proposed cache strategy, we also consider some predictable human characteristics, e.g., mobility and file VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ popularity. The HetNet thus becomes more dynamic. When a user moves, he may encounter other users with various mobility and file preferences. Therefore, the proposed cache strategy is a cache replacement strategy, which means that after a user device obtains a requested file, the user device can replace the existing cache with the requested file. Usually, a user device cannot respond to infinite requests during a short time, because the bandwidth of a user device is limited. The number of requests that a user can respond to during a short time can be termed as service capacity. Most existing works have not considered the limitation of the service capacity and thus may not achieve the expected efficiency. We illustrate this problem with a simple example. Assume that in a simplified cellular network, there is an SBS and three user devices marked as D a , D b , D c . The service capacity of theses devices is assumed to be one for simplicity. We assume that the device D a has cached File A and File B, and the other two devices may request one of these two files. The cost of downloading a file from other users is w 0 , while the cost of downloading a file from the SBS is w 1 , and w 0 < w 1 . As shown in FIGURE 1a, if the service capacity limitation is ignored, the concurrent requests from D b and D c will be considered to be satisfiable by the device D a . However, due to the limited service capacity, only one of the devices D b and D c can be served by the device D a , and the other is served by the SBS. The cost of downloading files by the two users is w 0 + w 1 > 2w 0 . It can be seen that the efficiency in practice is worse than the expected value. We find that this gap can be compensated by cooperation among users and SBSs when the service capacity limitation is considered. Therefore, in this paper, we consider designing new cache replacement strategies by considering the service capacity limitation of user devices.
To summarize, the main contributions of this paper are as follows:
• We propose a cache strategy for HetNets with an MBS, SBSs and D2D transmission. We formulate the cache strategy design as a mixed integer linear programming problem to minimize the system cost. In this problem, we consider the service capacity limitation of user devices and the user mobility pattern. As an intermediate step, we estimate user demands with some human characteristics (e.g., user mobility and file popularity) in the near future.
• We design algorithms based on the Lagrangian relaxation and hierarchical primal-dual decomposition method to solve the mixed integer linear programming problem.
• We conduct a series of simulations in different context conditions (e.g., skewness of file popularity, and number of stations). The results show that the proposed cache strategy can achieve high efficiency. The remainder of this paper is organized as follows. We present the related work in Section II. In Section III, we introduce the system model in detail. Then we formulate the optimization problem of the proposed cache strategy and employ the Lagrangian relaxation and primal-dual decomposition methods to solve the problem in Section IV. A series of simulations are demonstrated in Section V. Finally, Section VI concludes this paper.
II. RELATED WORK
The design of cache strategy within cache networks has been widely studied and several solutions have been developed by different performance indicators, such as the hit ratio [14] , the traffic flow [15] , the delivery delay and power [16] , the social welfare [17] or the cost savings [18] . In [19] , Negin et al. introduce the architecture of femtocaching which replaces backhaul capacity with storage capacity of SBSs. This architecture aims to handle the ongoing explosive increment of the demands for video content in wireless networks. In [20] , Dongyeon et al. find an optimal way to save a file in SBSs by determining SBSs' storing probability and the amount of maximum distance separable (MDS). Their approach is also based on the architecture of femtocaching mentioned above. Then, the D2D cache is regarded as a more promising approach. A coding strategy and information theoretic bounds for a D2D cache network is proposed in [21] . In [5] , Yi et al. propose an efficient cache algorithm to minimize the average transmission delay in the D2D cache network. The proposed algorithm finds out a best pair of file and user in each iteration according to the maximal improvement in transmission delay. This algorithm is greedy, so it can effectively reduce the complexity of solution. In [22] , Ramy et al. propose a new architecture for the D2D cache network with inter-cluster cooperation. They formulate a delay minimization problem, which characterizes the network average delay from a queuing perspective. This minimization problem is proved to be NP-hard, and it is also equivalent to the minimization of a monotone submodular function subject to a matroid constraint. Thus a greedy algorithm is proposed to solve the optimization problem.
The above works consider the D2D cache and the SBS cache separately. Through careful design, the cooperation between the D2D cache and the SBS cache can generate a better overall effect, which is also considered in this paper. The cooperation of the D2D cache and the SBS cache are studied in [2] , [9] , [23] , [24] . In [23] , Zhang et al. present a three-tier collaborative framework for content delivery, which consists of base stations, femtocaching auxiliary equipments and user terminals. Their work aims to optimize the average data rate with respect to multi-source D2D transmission. Similarly, a cooperative cache policy for heterogeneous networks with femtocells and D2D transmission is proposed in [9] . The authors formulate the cooperative content cache problem as an integer-linear programming problem, and solve it by using hierarchical primal-dual decomposition method. In [24] , Zhang et al. propose a hybrid caching scheme to reduce the traffic load in a two-layer heterogeneous caching network, and give a quantification of the gaps between the achievable rates and the information-theoretic minimum rates. In [25] , Li et al. use Poisson point process to model mobile users and SBSs in a heterogeneous network, then a profit model for the caching system is developed.
Based on the aforementioned architectures, some more practical settings are also studied. In [26] , Kuo et al. consider the limited replication overhead in cache servers, and present a strategy called adaptive data placement (ADP). In [27] , in order to solve the challenge of providing scalable video streaming for adaptive requests with different bit rates, Li et al. propose a heuristic strategy which optimizes cache placement decisions. In [28] , Zhang et al. divide users into several P2P cache groups, where a mobile user can obtain his requested data content from a peer mobile user in the same group. In this paper, we extend this setting by assuming users are divided into disjoint regions and considering user mobility.
The user mobility information are also considered in some works. In [3] , Wang et al. propose a mobility-aware cache strategy in D2D networks. They model the locations of contact times in the timeline for any two users as a Poisson process, and give a NP-hard cache placement problem. Since this problem is a monotonic submodular problem, it is finally solved by a proposed greedy algorithm. In addition, some articles model the user mobility pattern as a discrete-time Markov model. A random walks on a Markov chain for user movements is used in [10] . The authors put forward a distributed cache paradigm that leverages predictable user mobility pattern and innovative information-mixing methods.
In [29] , each SBS (or helpers) is regarded as a state of discrete-time Markov chain, and users randomly pass through the space of those SBSs, which is modeled as a discrete-time Markov model. Similarly, we also introduce the discrete-time Markov model to describe the mobility pattern of users in this article.
We also investigate the proactive concept in this paper, which has been exploited in [30] , [31] . In [30] , Tadrous et al. utilize proactive data service as well as smart content recommendation schemes for predicting the demands of users. The same concept are studied in [31] , where the predictability of user behavior is exploited to balance the wireless traffic over time and reduce the required bandwidth.
Finally, the aforementioned works have not considered the limited service capacity of user devices. In this work, we propose an optimization model for a HetNet to minimize the system cost by considering the limited service capacity and user mobility.
III. SYSTEM MODEL
The scenario studied in this paper is shown in FIGURE 2. We consider a single-cell HetNet with one MBS, S SBSs and U Users. The sets of SBSs and users are denoted by S = {s 1 , s 2 , . . . , s S } and U = {u 1 , u 2 , . . . , u U }, respectively. Similar to [2] , we assume that the MBS can cover the entire cell and has the location information and the caching information of all users and SBSs. The MBS is also responsible for allocating resources for all communication links. The coverage of the MBS is divided into S disjoint areas by SBSs, and each user can only connect with the SBS that covers his location. Furthermore, The coverage of an SBS is also partitioned into M regions. All regions in the cell are denoted as R = {r 1 , r 2 , . . . , r R }, where R = S · M. A user can establish D2D connections with other users within the same SBS coverage. In the following, we denote l u as the region where the user u is located. We assume that a proper incentive mechanism exists in the system, which is used to compensate for the cost of users and SBSs who provide communication service.
System time is divided into consecutive slots that are labeled with a discrete index t ∈ N. In each slot, the time is sufficient for users to complete communications with any network nodes (MBS, SBSs or other user devices). We abstractly separate a slot into orderly four phases, where all users independently perform their own actions.
A. REQUEST PHASE
At the beginning of a slot, each user initiates a request for a file f ∈ F = {f 1 , f 2 , . . . , f F } randomly and independently from the file library F. All the files are assumed to be of the same size for convenience. Note that this assumption can be easily relaxed by splitting the files into blocks of the same length [32] , [33] . The popularity of all files for users can be acquired in advance [34] and are modeled as ZipF distribution [35] . Then, the probability that the user u requests for the file f is given by:
where i (f ,u) is the ranking of the file f for the user u. θ is a nonnegative shape parameter of ZipF distribution. A larger value of the parameter θ implies the requests from the user are more concentrated on a few popular files, and θ = 0 means that all files have the same popularity.
B. RESPONSE PHASE
After a file is requested by a user u, different actions can be taken depending on the states (i.e. cached files, service capacity) of network nodes and, consequently, different costs will be incurred. At first, the user u, a requester, searches the file in his local cache. If he fails to find the desired file, he will check whether other users in the region l u have cached the file and reserve enough service capacity. If this second search also fails, the presence of the file is checked in the cache of the SBS that the user u can connect. Finally, if the user's request cannot be served by the caches of other users or the SBS, the requested file can be downloaded directly from the MBS. The searching procedure ensures that all user requests can be satisfied eventually.
Accessing files through different transmission schemes endures different cost, i.e., power consumption of user devices. Since the cost gap is negligible between directly obtaining the file from the user's own cache and fetching it though the D2D transmission, we do not distinguish the two transmission schemes. Then we have three levels of costs, i.e., w 0 for D2D transmission, w 1 for SBS transmission, and w 2 for MBS transmission. The cost is usually related to the communication distance, which means that w 0 ≤ w 1 ≤ w 2 .
C. CACHE PHASE
When users obtain their requested files, a cache strategy will be performed to update their caches. In each time slot t, we assume that users can only cache files that are already present in their devices for the next slot t + 1, or they can replace one of their cached files with the file that has just been requested in the slot t. After all users update their caches, SBSs will also refresh their caches according to the users' choices. The difference is that SBSs can select any files from the file library as their cached files for the next slot t + 1. It is worth noting that the cache capacity of user devices and SBSs is limited. We denote their cache capacity as V u and V s , respectively. Finally, we use a {0, 1} matrix of dimension (U + S) × F to indicate which files are cached by users and SBSs. Each entry ij = 1 in this matrix implies that the file j is cached by the network node i (user device or SBS). This matrix can be divided into U and S , which represent the cache states of users and SBSs, respectively.
D. MOVING PHASE
At the end of a time slot, users may move to an adjacent region or stay in their original locations. The user's mobility pattern is modeled as a discrete Markov model, and each region is regarded as a state in a Markov chain. The probability that users move from the region i to the region j is denoted as p ij , which can be known in advance [36] . We use T to represent the R × R transition matrix of the Markov chain, which has the following structure:
For the convenience of illustration, we list the main notations in this article in Table 1 .
IV. CACHE STRATEGY
In this section, we first give the definition of the system cost, and then the cache strategy design is formulated as an optimization model which aims at minimizing the system cost. Finally, we design algorithms by using the Lagrangian relaxation and hierarchical primal-dual decomposition method to solve this model.
A. SYSTEM COST
We define the system cost W t+1 as the sum of the excepted cost values of all users' file requests in the slot t + 1. First, the user mobility pattern and the file popularity are utilized to estimate the system status in the near future. Assume that in the slot t, the cache strategy of all users is denoted as U (t). Then the distribution of users, the distribution of files requested by users, and the distribution of files in users' caches can be calculated by the following equations:
where T l u ,r is the probability of the user u moving from the region l u to the region r, N r (t + 1) indicates the number of users in the area r during the slot t + 1, Q r,f (t + 1) represents the total number of the file f requested by users in the area r, and C r,f (t + 1) is the number of the file f cached by users in the area r. Different from the previous works, we treat the users in the same region as a whole. This setting makes it easier to estimate the future status of the system and reduces the complexity of the model.
B. PROBLEM FORMULATION
In this subsection, we first give the definition of the system cost. Since different transmission schemes result in different costs as mentioned earlier, we need to introduce a transmission strategy denoted as
indicates the number of the file f that the users in the region i download from the users in the region j by D2D transmission. When j ∈ R, we use an alias Y U i,j,f (t + 1) to denote this partial transmission matrix. Similarity, when j ∈ S, we use Y S i,j,f (t + 1) to indicate the number of the file f that the users in the region i download from the SBS j. If users in the region i cannot connect with the users in the region j or the SBS j, Y i,j,f (t + 1) is set to 0. Based on these definitions, we define the system cost as the sum of the costs of all file transmission. In the following, in order to simplify the symbol, we remove the time index and regard the slot t + 1 as default. The system cost W is expressed as:
where T U , T S , and T M represent the total number of files downloaded through D2D transmission, communications with SBSs and communications with MBS, respectively. The proposed model, which aims to minimize the system cost, can be formulated as follows:
where the inequality (10) indicates that the number of the file f transmitted to the users in the area i cannot exceed the number of the file f that they requested. Inequalities (11) and (12) jointly indicate that the users in the region j can satisfy the request of the file f only when they have cached the file f and have sufficient service capacity. In the inequality (13), is a large constant. The inequality indicates that an SBS is able to fulfill any number of requests for the file f only if the SBS have cached the file. In the inequality (14) , (R ∪ S) i is the set of network nodes that the users in the region i can not connect with. The constraint guarantees that the users cannot request from unreachable network nodes. Inequalities (15) and (16) are the cache capacity constraints of user devices and SBSs respectively. In the inequality (17), F u is the set of files that the user u can not cache because he has not requested these files or does not have them in his cache in the current slot. Hence, the inequality ensures that the files in F u are not available to be part of the user u' cache. It can be noticed that the proposed optimization problem constitutes a mixed integer linear programming (MILP).
C. LAGRANGIAN RELAXATION AND PRIMAL-DUAL DECOMPOSITION
In this subsection, we introduce the Lagrangian relaxation and primal-dual decomposition method to solve the proposed optimization problem.
First of all, we incorporate the constraint (10) into the objective function (9) by associating a Lagrangian multiplier 
The Lagrangian function L(η) in the dual problem (19) is: 
We can see that the Lagrangian function (20) as well as the constraints are separable by Y U and Y S . Thus, the master problem can be decomposed into two independent subproblems P 1 and P 2 defined as follows: and
It can be found that, if η is fixed, the problem P 1 and P 2 can be solved independently. Therefore, it is feasible to apply primal-dual decomposition method to process the master problem, as the first-level decomposition shown in FIGURE 3.
At the first-level decomposition, the master problem is in charge of updating the Lagrangian multiplier η. We use a subgradient method for updating the dual variable η and solve the master problem in an iterative fashion. According to the subgradient method, the updating formula for the dual variable η is given as follows:
)/||g(n)|| 2 is the step size in the iteration n, where H B and L B are the upper bound and lower bound respectively. α * ∈ [0, 2] is used to control the step size and is initialized to α * = 2. If the upper bound does not decrease in 20 iterations, α * is updated to α * = α * /2. The criterions for stopping the iteration of updating η are as follows: 1) n ≥ 200; 2) α * ≤ 0.05; 3) (H B − L B )/H B < 0.01. Back to the subproblem P 1 that is decomposed from the master problem, there is also a coupling constraint (11) . Hence, a dual decomposition can also be used to process the subproblem P 1 . We incorporate the constraint (11) into the objective function in the subproblem P 1 by associating a Lagrangian multiplier µ = {µ j,f , ∀j ∈ R, ∀f ∈ F}. Then, we can obtain the Lagrangian dual problem of P 1 as follows:
where the Lagrangian function L(µ) is:
i∈R f ∈F (w 2 − η i,f )Q i,f is a constant term for L(µ), so we have omitted this term for simplicity in (22) . It can also be seen that the Lagrangian function (22) as well as the constraints are separable by Y U and U . We also decompose the problem (22) into two subproblems P 3 and P 4 as follows: 
For the master problem of the second decomposition, We employ a subgradient method for updating the Lagrangian multiplier µ to solve the dual problem in an iterative fashion as before. The Lagrangian multiplier µ is updated with a subgradient as follows: We can solve these knapsack problems independently as shown in Algorithm 1. For each user u, we can get the weight ξ u,f = j∈R µ j,f T l u ,j of each file f firstly (line 2). The files F \ F u that the user u can cache are sorted in a descending order according to the weight ξ u,f (line 3). Then, the user u caches the first V u files, and the corresponding U u,f is set to be one (line 4).
The subproblem P 4 contains the only variable U . Similarly, the subproblem P 4 can be divided into R knapsack problems. We can get the weight ζ i,j,f = (w 0 −w 2 +η i,f +µ j,f ) at first. For each specified j ∈ R, the pair of indices (region i and file f ) are sorted in descending order according to the weight ζ i,j,f . After the cache strategy U is determined by using Algorithm 1, the matrix C can be calculated. Finally, regarding the ranking of the index pairs, if i ∈ R i , we can set Y U i,j,f = 0, otherwise Y U i,j,f is given as:
Combining the solutions of the two subproblem problems (P 3 and P 4 ), we can summarize the procedure of solving the secondary master problem (i.e. subproblem P 1 ) in the second decomposition as shown in Algorithm 2.
Here, we use the subgradient method to solve the subproblem P 1 . At every iteration, we get the cache strategy of users U by using Algorithm 1 firstly (line 3). The subproblem P 4 is solved to get the transmission strategy of users Y U as illustrated before (lines 4-10). Then, the objective function values of the dual problem and subproblem P 1 are calculated Algorithm 2: Solve Problem P 1 Input : η, T, ζ i,j,f Output: U , Y U 1 Initialize n = 0, and µ to some positive value, the lower bound L B = −∞ and the upper bound U B = +∞; 2 while the termination criterion is not met do 3 Solve P 3 and get cache strategy U (n) by using Algorithm 1; Get Y U i,j,f (n) according to (23);
11
Calculate the objective function value (denoted as v p ) of (22) with respect to U (n) and Y U i,j,f (n);
12
Obtain a feasible solution Y f of subproblem P 1 and calculate the objective function value (denoted as v d ) of subproblem P 1 with respect to Y f and U * (n);
Update µ and n = n + 1;
15
Set the solution as Y U = Y f and U = U (n); respectively, and the upper bound and the lower bound are updated subsequently (lines [11] [12] [13] . Finally, the Lagrangian multiplier µ and the iteration count are updated (line 14).
It can be seen that the subproblem P 1 is to obtain the cache strategy of users, and the subproblem P 2 is to determine which files are cached by SBSs according to the users' cache strategy. In the following, we solve the subproblem P 2 based on the solution of the subproblem P 1 , and obtain the final solution of the master problem, as shown in Algorithm 3.
Firstly, after solving the subproblem P 1 , we can obtain the requests that have not been responded by users, denoted as
for the region i and the file f can be calculated (line 1). For each SBS j ∈ S, the SBS j caches the first V s files that are sorted according to i∈S j δ i,f , where S j is the set of regions that belong to the SBS j (lines 2-4). Finally, the transmission matrix Y S is determined based on the cache strategy (lines 5-11).
With the solutions obtained by solving the subproblems P 1 and P 2 , we can obtain the optimal objective value of Lagrangian function L(η) for a given η. Then the master problem can be solved by updating the Lagrangian multiplier η with the subgradient method. We outline the procedure in the Algorithm 4. At first, the cache strategy and the transmission strategy are obtained by solving the subproblem P 1 and the subproblem P 2 (lines 3-4). The objective function values of the original problem and the dual problem are calculated Calculate the objective function value (denoted as v p ) of (9);
Update the Lagrangian multiplier η and n = n + 1 ;
9
Combine U and S , and assign to ;
10
Combine Y U and Y S , and assign to Y ;
respectively, and the upper bound and the lower bound are updated subsequently (lines 5-7). Finally, the Lagrangian multiplier η, the cache strategy and the transmission strategy Y are updated (lines 8-10).
As can be seen in Algorithm 4, the computational complexity is determined by the complexity of solving P 1 and P 2 . Considering solving P 1 , for a given µ, P 1 can be divided into P 3 and P 4 . Since the subproblems P 3 and P 4 are both composed of one-dimensional knapsack problem, the complexity of solving P 3 and P 4 is O(U · FlogF) and O(R 2 · Flog(R · F)). Hence, the complexity of solving P 1 is O((U · FlogF + R 2 · Flog(R · F)) · n), where n is the number of iterations of updating µ. On the other hand, the complexity of Algorithm 3 for solving P 2 is O(R · F). Therefore, the computational complexity of our proposed algorithm is O(((U · FlogF + R 2 · Flog(R·F))·n)+R·F)·m), where m is the number of iterations of updating η.
V. NUMERICAL RESULTS
In this section, we conduct several simulations to demonstrate the performance of our proposed cache strategy. In these simulations, referring to the simulation settings in [2], we consider a single cell with 1 MBS, 8 SBSs and 60 users. Each SBS coverage is divided into 2 regions. At the beginning, the users are randomly distributed in different regions, and a user can establish D2D connections with other users within the same SBS coverage. We assume the file library has 100 files and each file has the same size. Each iteration in the simulations is a slot separated into four phases as mentioned in Section III. In the request phase, each user requests a file according to the ZipF distribution with the shape parameter θ = 1. We assume that there are 10 different file preferences among users. Next, in the response phase, The users' requests are fulfilled by other users, SBSs or MBS. A user can only fulfill one request through D2D transmission in one slot. After the response phase, we perform different cache strategies to update users' and SBSs' caches. We assume the cache capacity of user devices and SBSs are V u = 1 and V s = 5 respectively. In the final phase, each region is assumed to have two adjacent regions. The users may stay in their original locations with probability p 0 = 0.6, or move to an adjacent region with probability p = 0.2. The system parameters used in our simulations are listed in Table 2 . Except otherwise specified, the values in this table are used as default.
In the simulations, three cache strategies are compared:
• Random cache strategy (RCS). The random cache strategy provides a baseline for comparison. The different actions on SBSs and on user devices are as follows, 1) cache strategy on SBSs: RCS randomly chooses V s files to be cached from the file library. 2) cache strategy on user devices: RCS randomly chooses V u files to be cached from the files that are already present in cache and have just been requested.
• Cache strategy considering the service capacity (CLCS). This is the proposed cache strategy in this paper, which considers the limitation of service capacity in user devices. • Cache strategy without considering the service capacity (WLCS). This cache strategy is similar to our proposed cache strategy, except that it ignores the constraint of service capacity in user devices. In the following, all experiments simulate 200 slots. In each slot, the four phases just mentioned are executed. For compared cache strategies, the operations performed at each phase are exactly the same except for the cache phase. At the end of each response phase, we record the distribution of the number of files downloaded by D2D transmission, or from the SBSs, or from the MBS. The average recorded data are used to compare the performance of the three strategies.
A. OVERALL PERFORMANCE
We first conduct an experiment using different cache strategies (i.e. RCS, WLCS, CLCS) with the default system parameter settings. As shown in FIGURE 4, we compare the three cache strategies by looking at the average percentage of downloading files from D2D, SBSs, or MBS. It is better to download fewer files from MBS and download more files from SBSs and D2D transmission. As can be seen, compared to RCS and WLCS, CLCS has the highest percentage of files downloaded from D2D and SBS, while the percentage of files downloaded from MBS is the lowest, which shows the superiority of CLCS compared to RCS and WLCS. Compared to RCS, WLCS is also able to reduce the amount of the requests to MBS to mitigate the burden on the backhaul link. However, since WLCS does not consider the limitation of users' service capacity, it is inclined to cache more kinds of files. The users may even cache some files that are not popular. The result is that WLCS is worse than RCS with respect to the probability of downloading a file via D2D transmission.
In FIGURE 5 , we also consider the case with θ = 2, i.e., the requests of users concentrate on fewer popular files. As can be seen from the figure, CLCS is consistently better than RCS and WLCS. Furthermore, it can be noticed that the percentage of the files downloaded from MBS decreases significantly for three strategies in this figure, and the decrement of CLCS is the biggest (around 40%), while the decrements of RCS and WLCS are about 20% and 10%, respectively. The reason is that as θ increases, the files requested by users are more predictable. This feature can be utilized more efficiently by our proposed cache strategy CLCS than RCS and WLCS. In addition, due to the increment of θ, compared with RCS, WLCS becomes even worse with respect to the probability of downloading a file via D2D transmission.
Comparing FIGURE 4 with FIGURE 5, it can be found that when θ = 2, the probability of downloading a file via D2D transmission is higher than the probability of downloading a file from the SBS. This is because when θ = 2, the popular files are more concentrated, and the files that users may request are more predictable. CLCS tends to cache more popular files in user devices, which can reduce the system cost more effectively.
In order to illustrate the benefit of CLCS with respect to WLCS more clearly, we define the average gain G of CLCS as follows:
where W wlcs (t) and W clcs (t) are the system costs of WLCS and CLCS in the tth slot respectively.
In FIGURE 6 , we show the average gain G as a function of the probability p 0 with different values of the shape parameter θ of ZipF distribution. A larger probability p 0 means higher mobility, while a large θ means user preferences are more concentrated. As the parameter θ increases, the average gain of CLCS becomes more significant. When θ = 2, the average gain almost keeps above 34%. As the probability p 0 changes, the average gain of CLCS increases slightly in the beginning, and then keeps stable. We can see that the performance of CLCS is always superior than that of WLCS in any combinations of p 0 and θ. 
B. IMPACT OF DIFFERENT PARAMETERS
In the following, we explore the impact of different parameters on average cost and local cache hit ratio. The average cost is equal to the system cost (calculated by equation (8)) divided by the number of users, and the local cache hit ratio is the percentage of the requests that are fulfilled by SBSs or D2D transmission.
1) IMPACT OF ZIPF SHAPE PARAMETER
From FIGURE 7, we can see that when θ increases from 1.0 to 2.0, the average cost decreases and the local cache hit ratio increases for the three cache strategies. The average cost of CLCS drops the most (about 60%), while the average costs of RCS and WLCS decrease by 42% and 41% respectively. The reason is that when θ increases, the file popularity becomes more concentrated, and thus the user's behavior is easier to predict. It can also be seen that, with the increment of θ, the performance of CLCS is getting better than WLCS and RCS. In other words, when θ increases, CLCS can be better utilized than RCS and WLCS considering the concentration of files requested by users. FIGURE 8a and FIGURE 8b show the average cost and the local cache hit ratio versus the number of users, respectively. We can see that the average cost decreases with the number of users, and the local cache hit ratio increases with the number of users for RCS, WLCS, and CLCS. After analysis, we find that the main source of this change is the growth of hit radio of the user's cache, while the cache hit rate in SBS is almost unchanged or slightly decreased. The reason is that the total cache capacity of all users increases as the number of users increases, so that the probability that a request is fulfilled through D2D transmission becomes larger.
2) IMPACT OF USER QUANTITY
It can be seen from the FIGURE 8b that, as the number of users increases, the increment of the cache hit rate is not particularly large. RCS, WLCS, and CLCS only increase by 8%, 5% and 5%, respectively. This is because that, though the cache capacity increases as the number of users increases, at the same time the number of requests from users also increases, so the increment in cache hit ratio is limited.
3) IMPACT OF THE NUMBER OF FILES
In FIGURE 9, we compare the average cost and local cache hit ratio when the total number of files varies. We change the quantity of files from 50 to 250. In FIGURE 9a, the average cost of the three cache strategies grows with the increment of the quantity of files. It can be noticed that the average cost of RCS increases fastest, while the average cost of CLCS increases slowest. But all the growth trends of the three cache strategies tend to be gentle eventually. In FIGURE 9b, the local cache hit ratio decreases as the quantity of files increases. Similarly, the hit ratio of RCS decreases fastest, while the hit ratio of CLCS decreases slowest. The three curves also become gentle eventually. The reason is that the file popularity becomes more decentralized as the quantity of files increases, which makes it hard to predict which files will be requested by users. Therefore, the performance of the three cache strategy gets worse. Furthermore, as RCS utilizes little information about user demands, its performance is getting worse more significantly. Conversely, CLCS considers comprehensive information about user demands, so its performance decreases slowly.
4) IMPACT OF SBS'S CAPACITY
To investigate the impact of the SBS's capacity, we compare the performance of RCS, WLCS, CLCS when the capacity of the SBS ranges from 5 to 20, as shown in FIGURE 10 . As can be seen, with the increment of the SBS's capacity, the average cost decreases and the local cache hit rate increases for the three cache strategies. When the SBS's capacity increases from 5 to 20, the average costs of RCS, WLCS, and CLCS decrease by 14%, 25%, and 27%, respectively, and the cache hit ratios of RCS, WLCS, and CLCS increase by 12%, 18%, and 18%, respectively. We find that the performance gain mostly comes from the increment in the cache hit ratio of SBSs. In addition, we can see that the performance of our proposed CLCS is still better than that of RCS and WLCS in this case. The reason is that the users' caches can cooperate with the SBSs' caches in CLCS, and the redundant file caches can be reduced.
VI. CONCLUSION
In this paper, we proposed a cache replacement strategy for a HetNet scenario considering users' service capacity. The proposed cache replacement strategy optimizes the choices of which files to cache in the user devices and the SBSs in order to minimize the system cost. We formulated the cache replacement strategy design as a mixed integer linear programming problem, and solved the problem by using the Lagrangian relaxation and hierarchical primal-dual decomposition method. In experiments, we compared the performance of the proposed cache replacement strategy with the strategies that do not consider the constraints on the service capacity of user devices. Numerical results showed that the proposed strategy can significantly reduce the system cost and improve the cache hit ratio.
