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a b s t r a c t
In this paper, we propose a new large-update primal–dual interior point algorithm for P∗
complementarity problems (CPs). Different from most interior point methods which are
based on the logarithmic kernel function, the new method is based on a class of kernel
functions ψ(t) = (tp+1 − 1)/(p + 1) + (t−q − 1)/q, p ∈ [0, 1], q > 0. We show that
if a strictly feasible starting point is available and the undertaken problem satisfies some
conditions, then the new large-update primal–dual interior point algorithm for P∗ CPs has
O((1 + 2κ)√n log n log(nµ0/ε)) iteration complexity which is currently the best known
result for such methods with p = 1 and q = (log n)/2− 1.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we consider the complementarity problem (CP): find vectors (x, s) ∈ Rn × Rn such that
s = F(x), xs = 0, x ≥ 0, s ≥ 0, (1)
where F : Rn → Rn is a continuously differentiable mapping.
Problem (1) is called a linear CP (LCP) if F(x) = Mx+ l, M ∈ Rn×n, l ∈ Rn and nonlinear CP (NCP) if F(x) is nonlinear. We
also call (1) a P∗ CP if F is a P∗ mapping. Recall that F is a P∗ mapping if there exists a constant κ ≥ 0 such that
(1+ 4κ)
−
i∈JF+(x,y)
(xi − yi)(Fi(x)− Fi(y))+
−
i∈JF−(x,y)
(xi − yi)(Fi(x)− Fi(y)) ≥ 0,
for any x ≠ y ∈ Rn, where JF+(x, y) = {i : (xi − yi)(Fi(x)− Fi(y)) ≥ 0} and JF−(x, y) = {i : (xi − yi)(Fi(x)− Fi(y)) < 0}. Note
that for κ = 0, F is a monotone mapping. F is a P mapping if maxxi≠yi(xi − yi)(Fi(x)− Fi(y)) > 0, for any x ≠ y ∈ Rn. Hence
any P mapping is a P∗ mapping.
CPs have various applications in engineering, operations research, and science. The reader can refer to [1,2] for the basic
theory, algorithms, and applications. One of the most popular methods for solving the CPs is interior point method (IPM).
Kojima et al. extended IPM for linear optimization (LO) [3] to P∗ linear complementarity problems (LCPs) [4] and P∗ nonlinear
CPs (NCPs) [5]. Since then variant interior point algorithms for LO are generalized to P∗ LCPs [6–9] and P∗ NCPs [10,11].
Most of the interior point algorithms are based on the logarithmic kernel function. Peng et al. [12] proposed a new
predictor–corrector algorithm for LO based on a specific self-regular kernel function,ψr(t) = (t2−1)/2+(t− log n−1)/ log n,
and obtained the best known complexity result O(
√
n log n log(nµ0/ϵ)). Recently, Bai et al. [13] have introduced an eligible
kernel function and obtained O(
√
n log n log(nµ0/ϵ)) complexity result for LO based on this function. Motivated by their
works, we generalize the large-update primal–dual IPM for LO to P∗ CPs based on functionψ(t),ψ(t) = (tp+1− 1)/(p+ 1)
+ (t−q − 1)/q, p ∈ [0, 1], q > 0, and obtained the best known complexity result for such methods. The analysis of
the algorithm follows the framework as in [13]. However, since we extend the IPM for LO to P∗ LCP and NCP, several new
arguments are developed, e.g., Lemmas 4.3–4.6. Since for 0 ≤ p < 1, q > 0, ψ(t) is not self-regular, the analysis is different
from [14].
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This paper is organized as follows. In Section 2, we briefly recall basic concepts and introduce the algorithm. In Section 3,
we show the properties of the kernel function. In Section 4, we analyze the complexity of the algorithm. Finally, conclusions
are given in Section 5.
We use the following notations throughout the paper: Rn+ := {x ∈ Rn|x ≥ 0} and Rn++ := {x ∈ Rn|x > 0}. For
x ∈ Rn, xmin := min1≤i≤n{xi}, ‖x‖ is the 2-norm of x, ‖x‖∞ := max1≤i≤n |xi| and X := Diag(x). For x, s ∈ Rn, xs denotes
the componentwise product of the vectors x and s. Let e := (1, 1, . . . , 1)T , E := Diag(e), and J := {1, 2, . . . , n}. For any
constant µ > 0, we define v := √xs/µ, v−1 := √µe/(xs)whose ith components are√xisi/µ and√µ/(xisi), respectively.
For f (x), g(x) : Rn++ → Rn++, f (x) = O(g(x)) if f (x) ≤ c1g(x) for some constant c1 > 0 and f (x) = Θ(g(x)) if
c2g(x) ≤ f (x) ≤ c3g(x) for some constants c2 > 0 and c3 > 0.
2. The algorithm
In this section, we recall some basic concepts and introduce the algorithm.We denote the strictly feasible set of CP (1) by
F o, i.e., F o := {(x, s) ∈ R2n++ : s = F(x)}. Since the general LCP belongs to the class of NP-complete problems [7], we cannot
expect an efficient solution method for the general CP. It is known that a P∗ CP has a strictly feasible point if and only if its
solution set is nonempty and bounded and furthermore it has the central path [15]. For complexity analysis of CPs, we need
a smoothness condition since the convergence rate of IPMs has been established for some problems which satisfy certain
Lipschitz condition. Throughout the paper we assume the following.
(A1) Interior Point Condition: F o ≠ ∅,
(A2) F is a continuously differentiable P∗(κ)mapping, κ ≥ 0,
(A3) There exists two constants ν > 0 and 0 < η ≤ 1 such that for any vector (x, s) ∈ F o, 1x ∈ Rn, and any vector
χ = (χ1, . . . , χn)T ∈ Rn+ satisfying ‖χx−11x‖∞ < η, the following inequality holds:(v/s)((∇F1(x+ χ11x), . . . ,∇Fn(x+ χn1x))T −∇F(x))1x ≤ ν‖χ‖∞ ‖(v/s)∇F(x)1x‖ .
Note that (A3) is satisfied for any LCP for any χ ∈ Rn and ν = 0.
Lemma 2.1 (Proposition 4.2.10 in [14]). If F(x) is a continuously differentiable P∗(κ)mapping on Rn, then for each x ∈ Rn,∇F(x)
is a P∗(κ)matrix.
Proposition 2.2 (Lemma 4.1 in [4]). If M ∈ Rn×n is a P∗(κ)matrix, then
M ′ =
−M E
S X

is a nonsingular matrix for any positive diagonal matrices X, S ∈ Rn×n.
The basic idea of primal–dual interior point methods (IPMs) is to relax the complementarity condition in (1) and we get the
following parameterized system: for µ > 0,
s = F(x), xs = µe, x > 0, s > 0. (2)
If NCP (1) satisfies (A1) and (A2), by Theorem 4.4 in [5], the system (2) has a unique solution for any µ > 0. We denote the
solution of (2) as (x(µ), s(µ)) for given µ. We call the solution set {(x(µ), s(µ))|µ > 0} the central path of the CP (1). Most
of primal–dual IPMs follow this central path approximately and approach the solution of (1) as µ goes to 0. By applying
Newton method to (2), we have the following Newton system:
−∇F(x)1x+1s = 0, s1x+ x1s = µe− xs. (3)
To simplify the analysis, we define the scaled vectors as follows: for (x, s) > 0,
dx := v1x/x, ds := v1s/s. (4)
Let M¯ = µVS−1∇F(x)VS−1. Using (4), we can rewrite Newton system (3) as follows:
− M¯dx + ds = 0, dx + ds = v−1 − v. (5)
Note that v−1 − v = −∇Ψl(v),Ψl(v) =∑ni=1 ψl(vi), ψl(t) = (t2 − 1)/2− log t , the logarithmic kernel function.
In this paper, we replace ψl by ψ(t) and define Ψ (v) =∑ni=1 ψ(vi), where
ψ(t) = (tp+1 − 1)/(p+ 1)+ (t−q − 1)/q, p ∈ [0, 1], q > 0. (6)
Note that for 0 ≤ p < 1, q > 0, ψ(t) is not self-regular and we have
dx + ds = −∇Ψ (v) = v−(q+1) − vp. (7)
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Then we get the following modified Newton system:
−∇F(x)1x+1s = 0, s1x+ x1s = −µv∇Ψ (v). (8)
By (A2) and Lemma 2.1, ∇F(x) is a P∗(κ) matrix. By Proposition 2.2, the system (8) has a unique search direction vector
(1x,1s).
Throughout the paper, we assume that τ ≥ 1, 0 < θ < 1, and µ > 0 are given. We also assume that a strictly feasible
point (x, s) which is in a τ -neighborhood of the given µ-center, {(x, s) ∈ F o,Ψ (√xs/µ) < τ }, is given. Then we decrease
the barrier parameter µ to µ+ = (1 − θ)µ, for some fixed θ ∈ (0, 1) and then solve the modified Newton system (8) to
obtain the search direction (1x,1s). In this case, after the barrier parameter update, Ψ (x, s, µ+) will be generally larger
than τ , and the (full) Newton step may be no longer feasible. The remedy is to take a damped Newton step x+ = x + α1x
and s+ = s + α1s with the damping factor α; this factor can be chosen such that x+ and s+ are strictly feasible and at the
same time the proximity decreases sufficiently to get a provable polynomial algorithm. This procedure is repeated until we
find a new iterate (x+, s+) which is in a τ -neighborhood of the µ+-center and then we let µ := µ+ and (x, s) := (x+, s+).
Then µ is again reduced by the factor 1− θ and we solve the modified Newton system targeting at the new µ+-center and
so on. This process is repeated until nµ < ε.
Algorithm
Input:
A proximity parameter τ ≥ 1;
an accuracy parameter ε > 0;
a fixed barrier update parameter θ, 0 < θ < 1;
a strictly feasible (x0, s0) and µ0 > 0 such that Ψ (

x0s0/µ0) < τ ;
begin
x := x0; s := s0;µ := µ0;
while nµ ≥ ε do
begin
µ := (1− θ)µ;
while Ψ (v) ≥ τ do
begin
solve the modified Newton system (8) for1x and1s
determine a step size αˆ from (34);
x := x+ αˆ1x;
s := s+ αˆ1s;
end
end
end
3. Properties of the kernel function
For ψ(t) in (6), we have
ψ ′(t) = tp − 1/tq+1, ψ ′′(t) = ptp−1 + (q+ 1)/tq+2, ψ ′′′(t) = p(p− 1)tp−2 − (q+ 1)(q+ 2)/tq+3. (9)
Since ψ ′′(t) > 0, ψ(t) is strictly convex. Since ψ(1) = ψ ′(1) = 0, ψ(t) =  t1  ξ1 ψ ′′(ς)dςdξ . We define the norm-based
proximity measure σ := σ(v) as follows:
σ = ‖ − ∇Ψ (v)‖ = ‖dx + ds‖ = ‖v−(q+1) − vp‖. (10)
Note that since Ψ (v) is strictly convex and minimal at v = e, we have ∇Ψ (v) = 0 ⇔ σ = 0 ⇔ v = e. Therefore, we use
Ψ (v) as the proximity function whichmeasures the discrepancy between the vectors v and e. Using (9), we can easily prove
the following.
Lemma 3.1. For ψ(t),
(i) tψ ′′(t)+ ψ ′(t) > 0, t > 0,
(ii) ψ ′′(t)ψ ′(βt)− βψ ′(t)ψ ′′(βt) > 0, t > 1, β > 1,
(iii) ψ(t) ≤ tp+1/(p+ 1), t ≥ 1. 
By Lemma 3.1(i) and Lemma 2.1.2 in [14],ψ(t) is exponentially convex, i.e.ψ(
√
t1t2) ≤ (ψ(t1)+ψ(t2))/2, for all t1, t2 > 0.
Define ϱ : [0,∞)→ [1,∞) be the inverse function of ψ(t) for t ≥ 1. Then we have the following lemma.
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Lemma 3.2. For each p ∈ [0, 1] and q > 0, we have
((p+ 1)y+ 1)1/(p+1) ≤ ϱ(y) ≤ ((p+ 1)y+ (p+ q+ 1)/q)1/(p+1) , y ≥ 0. 
Nowwe look at the growth behavior of the proximity functionΨ (v) due to a barrier parameter update. At the start of outer
iteration of the algorithm, just before the update of µwith the factor 1− θ , we have Ψ (v) ≤ τ . Due to the update of µ the
vector v is divided by the factor
√
1− θ with 0 < θ < 1, which in general leads to an increase in the value of Ψ (v). Then,
during the subsequent inner iterations,Ψ (v) decreases until it passes the threshold τ again. Hence, during the course of the
algorithm the largest value of Ψ (v) occurs just after the updates of µ.
Lemma 3.3. Let 0 ≤ θ < 1 and v+ = v/
√
1− θ . If Ψ (v) < τ , then for p ∈ [0, 1] and q > 0,
Ψ (v+) < (q(p+ 1)τ + n(p+ q+ 1))/(q(p+ 1)(1− θ)(p+1)/2).
Proof. By the definition of ϱ and 1/
√
1− θ ≥ 1, ϱ (Ψ (v)/n) /√1− θ ≥ 1. By Theorem 3.2 in [13], Lemma 3.1(iii) and
Lemma 3.2, Ψ (v+) ≤ nψ

ϱ (Ψ (v)/n) /
√
1− θ ≤ nϱ(Ψ (v)/n)p+1/((p + 1)(1 − θ)(p+1)/2) < (q(p + 1)τ + n(p + q +
1))/(q(p+ 1)(1− θ)(p+1)/2). 
Define
Ψ˜0 := (q(p+ 1)τ + n(p+ q+ 1))/(q(p+ 1)(1− θ)(p+1)/2). (11)
Then Ψ˜0 is an upper bound for Ψ (v) during the process of the algorithm. Since τ = O(n), p ∈ [0, 1], q > 0, and θ = Θ(1),
we have Ψ˜0 = O(n).
Lemma 3.4. Let σ be as defined in (10). Then for q > 0, we have vmin ≥ (1+ σ)−1/(1+q).
Proof. If vmin ≤ 1, then we have σ = ‖ − ∇Ψ (v)‖ = ‖v−(q+1) − vp‖ ≥ |v−(q+1)min − vpmin| ≥ v−(q+1)min − 1. Thus
vmin ≥ (1+ σ)−1/(q+1). Otherwise, we have vmin > 1 ≥ (1+ σ)−1/(q+1). 
Theorem 3.5. Let σ be as defined in (10). If Ψ (v) ≥ τ for τ ≥ 1, then for p ∈ [0, 1] and q > 0, we have σ ≥ (Ψ (v))p/(p+1)/3.
Proof. Using Theorem 4.9 in [13], Lemma 3.2 and ψ(v) ≥ 1, for p ∈ [0, 1] and q > 0, we have
σ ≥ ϱ(Ψ (v))p − 1/ϱ(Ψ (v))q+1 ≥ ((p+ 1)Ψ (v)+ 1)p/(p+1) − 1/((p+ 1)Ψ (v)+ 1)(q+1)/(p+1)
≥ ((p+ 1)Ψ (v)+ 1)p/(p+1) − 1/((p+ 1)Ψ (v)+ 1)1/(p+1) ≥ Ψ (v)/(2Ψ (v)+ 1)1/(p+1)
≥ Ψ (v)/(3Ψ (v))1/(p+1) ≥ (Ψ (v))p/(p+1)/3. 
4. The complexity
In this section, we compute the feasible step size α such that the proximity function is decreasing, the bound for the
decrease of the proximity function during a step, and the complexity of the algorithm. For each α > 0 and χ ∈ Rn, we define
x(α) := x+ α1x, s(α) := F(x(α)), (12)
1s(α) := (1/α)(F(x+ α1x)− F(x)), (13)
ds(α) := (v/s)1s(α), ds(χ) := ([ds(χ1)]1, [ds(χ2)]2, . . . , [ds(χn)]n)T , (14)
∇ds(α) := (1/α) ((v/s)∇F(x+ α1x)1x) ,
∇ds(χ) := ([∇ds(χ1)]1, [∇ds(χ2)]2, . . . , [∇ds(χn)]n)T . (15)
In (14) and (15), we denote that for χ = αe, ds(χ) = ds(α) and ∇ds(χ) = ∇ds(α). By (12) and (13), s(α) = F(x+ α1x) =
s+ α1s(α). Note that1s(α) and ds(α) are not defined at α = 0. For α = 0, we define these two functions as follows:
1s(0) := lim
α→01s(α) = ∇F(x)1x = 1s, ds(0) := limα→0 ds(α) = v∇F(x)1x/s = ds. (16)
From (15) and (16), we can rewrite (A3) as follows:
‖χ∇ds(χ)− ds‖ ≤ ν‖χ‖∞‖ds‖. (17)
By assumption (A2) and Lemma 2.1, ∇F(x) is a P∗(κ) matrix. Since ∇F(x)1x = 1s from (3), for 1x ∈ Rn, (1 + 4κ)∑
i∈J+ [1x]i[1s]i +
∑
i∈J− [1x]i[1s]i ≥ 0, where J+ = {i ∈ J : [1x]i[1s]i ≥ 0}, J− = J − J+, and [1x]i and
[1s]i denote the ith components of the vectors 1x and 1s, respectively. Since dxds = v21x1s/(xs) = 1x1s/µ and
µ > 0, (1 + 4κ)∑i∈J+ [dx]i[ds]i + ∑i∈J− [dx]i[ds]i ≥ 0, where [dx]i and [ds]i denote the ith components of the vectors
dx and ds, respectively.
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Lemma 4.1 (Lemmas 4.1 and 4.2 in [6]). Let σ be as defined in (10). Suppose that (A2) holds. Then we have ‖dx‖2 + ‖ds‖2 ≤
(1+ 2κ)σ 2 andmax{‖dx‖, ‖ds‖} ≤ σ
√
1+ 2κ .
Let α¯ = 1/(cσ(1+ σ)1/(q+1)), where c = (1+ ν)√1+ 2κ and ν is defined in (A3).
Lemma 4.2 (Lemma 4.4.3 in [14]). If NCP (1) satisfies (A3), then for α ∈ [0, α¯] and χ satisfying 0 ≤ χ ≤ αe,
(i) ‖χ∇ds(χ)‖ ≤ (1+ αν)‖ds‖ ≤ (1+ ν)‖ds‖,
(ii) ‖χds(χ)‖ ≤ α(1+ αν)‖ds‖ ≤ α(1+ ν)‖ds‖.
Lemma 4.3. Suppose that (A2) and (A3) hold. Then for any α ∈ [0, α¯], q > 0, we have ‖(x−11x, s−11s(α))‖ ≤ cσ(σ +
1)1/(q+1) = α¯−1 and this α¯ provides a lower bound for a maximal feasible step size.
Proof. Using (13) and (14), for 0 ≤ χ ≤ αe ≤ α¯e, we have [χds(χ)]i = χi[ds(χi)]i = vi(Fi(x + χi1x) − Fi(x))/si. Using
Taylor’s Theorem, we have
χi[ds(χi)]i = vi(Fi(x+ χi1x)− Fi(x))/si = vi(Fi(x)+ χi∇Fi(x+ χ ′i1x)T1x− Fi(x))/si
= viχi∇Fi(x+ χ ′i1x)T1x/si = χi[χ ′∇ds(χ ′)]i, (18)
for some χ ′i ∈ (0, χi). By (18) and Lemma 4.2(ii) with χ := αe,
‖ds(α)‖ = ‖ds(χ)‖ = ‖χ ′∇ds(χ ′)‖ ≤ (1+ ν)‖ds‖. (19)
Using (4), (19), Lemmas 4.1 and 3.4, we have
‖(x−11x, s−11s(α))‖ = ‖(v−1dx, v−1ds(α))‖ ≤

‖dx‖2 + ‖ds(α)‖2/vmin
≤

‖dx‖2 + (1+ ν)2‖ds‖2/vmin ≤ (1+ ν)

‖dx‖2 + ‖ds‖2/vmin
≤ (1+ ν)σ√1+ 2κ/vmin = cσ/vmin ≤ cσ(σ + 1)1/(q+1). (20)
Now for the maximal feasible step size, we want to show that x(α) = x + α1x > 0 and s(α) > 0 for any α ∈ [0, α¯].
First, if 1x > 0, it is clear. Otherwise, there exists an index set J¯ such that J¯ = {i ∈ J : [1x]i < 0}. From (20),
maxi∈J¯ [−x−11x]i ≤ ‖− x−11x‖ ≤ cσ(σ + 1)1/(q+1) = α¯−1. Thus mini∈J¯ [−x(1x)−1]i ≥ α¯ ≥ α and hence xi + α[1x]i > 0,
for any i ∈ J¯ and α ∈ [0, α¯]. Hence x+ α1x > 0 for any α ∈ [0, α¯]. By the same way, we can prove s(α) = s+ α1s(α) > 0
for any α ∈ [0, α¯]. 
In the following, we compute the decrease of the proximity function during an inner iteration. Define
v(α) := x(α)s(α)/µ = (v + αdx)(v + αds(α)), h(α) := Ψ (v(α))− Ψ (v).
By Lemma 3.1, Ψ (v(α)) = Ψ (√(v + αdx)(v + αds(α))) ≤ (Ψ (v + αdx)+ Ψ (v + αds(α)))/2,
h(α) = Ψ (v(α))− Ψ (v) ≤
n−
i=1
(ψ(vi + α[dx]i)+ ψ(vi + α[ds(α)]i))/2− Ψ (v). (21)
For i ∈ J , we define ui(α) = ψ(vi + α[ds(α)]i) and gi(α) = ψ(vi + α[dx]i). We can express these functions as follows:
ui(α) = ui(0)+ αu′i(0)+
 α
0 (u
′
i(ξ)− u′i(0))dξ, gi(α) = gi(0)+ αg ′i (0)+
 α
0 (g
′
i (ξ)− g ′i (0))dξ .
By (14) and (15), the terms in the previous equation can be written as
ui(0) = ψ(vi), gi(0) = ψ(vi),
u′i(α) = ψ ′(vi + α[ds(α)]i)(α[ds(α)]i)′ = ψ ′(vi + α[ds(α)]i)(vi∇Fi(x+ α1x)T1x/si)
= ψ ′(vi + α[ds(α)]i)(α[∇ds(α)]i), (22)
g ′i (α) = ψ ′(vi + α[dx]i)[dx]i, (23)
u′i(0) = ψ ′(vi)(vi∇Fi(x)T1x/si) = ψ ′(vi)[ds]i, g ′i (0) = ψ ′(vi)[dx]i. (24)
Hence, we have ψ(vi + α[ds(α)]i) = ui(α) = ψ(vi) + αψ ′(vi)[ds]i +
 α
0 (u
′
i(ξ) − u′i(0))dξ and ψ(vi + α[dx]i) = gi(α) =
ψ(vi)+ αψ ′(vi)[dx]i +
 α
0 (g
′
i (ξ)− g ′i (0))dξ . Therefore, we have
n−
i=1
(ψ(vi + α[dx]i)+ ψ(vi + α[ds(α)]i)) = 2
n−
i=1
ψ(vi)+ α
n−
i=1
ψ ′(vi)([dx]i + [ds]i)+ h1(α)
= 2Ψ (v)− α‖∇Ψ (v)‖2 + h1(α) = 2Ψ (v)− ασ 2 + h1(α), (25)
where h1(α) =
n−
i=1
∫ α
0
(u′i(ξ)− u′i(0))dξ +
n−
i=1
∫ α
0
(g ′i (ξ)− g ′i (0))dξ . (26)
Note that by Lemma 3.4, vmin − αcσ > 0 for α ∈ [0, α¯) during the algorithm.
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Lemma 4.4. Suppose that (A2) and (A3) hold. Then for α ∈ (0, α¯), we have
(i) maxi∈J{ψ ′′(vi + α[dx]i), ψ ′′(vi + α[ds(α)]i)} ≤ ω(α),
(ii)
∑n
i=1(u
′
i(α)− u′i(0))+
∑n
i=1(g
′
i (α)− g ′i (0)) ≤ cσ 2α(1+ cω(α)),
where ω(α) = p+ (p+ q+ 1)/(vmin − αcσ)q+2 and c = (1+ ν)
√
1+ 2κ .
Proof. For (i), using Lemmas 4.1 and 4.2(ii), we have ‖dx‖ ≤ σ
√
1+ 2κ ≤ cσ and ‖ds(α)‖ ≤ (1 + ν)‖ds‖ ≤ cσ . Then
we have mini∈J{vi + α[dx]i, vi + α[ds(α)]i} ≥ vmin − αmax{‖dx‖, ‖ds(α)‖} ≥ vmin − αcσ . Since ψ ′′′(t) < 0, ψ ′′(t)
is decreasing with respect to t > 0. Thus we have maxi∈J{ψ ′′(vi + α[dx]i), ψ ′′(vi + α[ds(α)]i)} ≤ ψ ′′(vmin − αcσ) =
p(vmin − αcσ)p−1 + (q+ 1)/(vmin − αcσ)q+2. Define ω(α) := p+ (p+ q+ 1)/(vmin − αcσ)q+2. Since (vmin − αcσ)p−1 ≤
1+ 1/(vmin − αcσ)q+2,maxi∈J{ψ ′′(vi + α[dx]i), ψ ′′(vi + α[ds(α)]i)} ≤ ω(α).
For (ii), we first consider ui. Forω(α) = p+ (p+ q+ 1)/(vmin−αcσ)q+2, we haveω′(α) = cσ(p+ q+ 1)(q+ 2)(vmin−
αcσ)−q−3 > 0. Thus ω(α) is monotone increasing in α. Hence, we have ω(χ¯i) ≤ ω(α) for χ¯ ≤ αe. By (22), (24), and the
mean value theorem, for χ¯i ≤ α,
n−
i=1
(u′i(α)− u′i(0)) =
n−
i=1
{ψ ′(vi + α[ds(α)]i)(α[∇ds(α)]i)− ψ ′(vi)[ds]i}
=
n−
i=1
{(ψ ′(vi + α[ds(α)]i)− ψ ′(vi))α[∇ds(α)]i + ψ ′(vi)(α[∇ds(α)]i − [ds]i)}
=
n−
i=1
{αψ ′′(vi + χ¯i[ds(χ¯i)]i)(χ¯i[∇ds(χ¯i)]i)α[∇ds(α)]i + ψ ′(vi)(α[∇ds(α)]i − [ds]i)}.
Using (i) and Cauchy–Schwarz inequality, we have
n−
i=1
{αψ ′′(vi + χ¯i[ds(χ¯i)]i)(χ¯i[∇ds(χ¯i)]i)α[∇ds(α)]i + ψ ′(vi)(α[∇ds(α)]i − [ds]i)}
≤
n−
i=1
{αω(α)(χ¯i[∇ds(χ¯i)]i)(α[∇ds(α)]i)+ ψ ′(vi)(α[∇ds(α)]i − [ds]i)}
≤ αω(α)
n−
i=1
{|χ¯i[∇ds(χ¯i)]i||α[∇ds(α)]i|} +
n−
i=1
{|ψ ′(vi)||α[∇ds(α)]i − [ds]i|}
≤ αω(α)‖χ¯∇ds(χ¯)‖ ‖α∇ds(α)‖ + ‖∇Ψ (v)‖ ‖α∇ds(α)− ds‖.
By Lemma 4.2(i), ‖χ¯∇ds(χ¯)‖ ≤ (1+ ν)‖ds‖ and ‖α∇ds(α)‖ ≤ (1+ ν)‖ds‖. By (17), ‖α∇ds(α)− ds‖ ≤ αν‖ds‖. Therefore,
we have
n−
i=1
(u′i(α)− u′i(0)) ≤ αω(α)(1+ ν)2‖ds‖2 + ανσ‖ds‖. (27)
Now for gi, by (23), (24), mean value theorem, and (i), for χ¯i′ ≤ α,
n−
i=1
(g ′i (α)− g ′i (0)) =
n−
i=1
{ψ ′(vi + α[dx]i)[dx]i − ψ ′(vi)[dx]i}
=
n−
i=1
{(ψ ′(vi + α[dx]i)− ψ ′(vi))[dx]i} =
n−
i=1
{αψ ′′(vi + χ¯i′[dx]i)[dx]2i } ≤ αω(α)‖dx‖2. (28)
By (27) and (28), and Lemma 4.1,
∑n
i=1(u
′
i(α)−u′i(0))+
∑n
i=1(g
′
i (α)−g ′i (0)) ≤ αω(α){(1+ν)2‖ds‖2+‖dx‖2}+ανσ‖ds‖ ≤
αω(α){(1+ν)2(1+2κ)σ 2}+ανσ 2√1+ 2κ ≤ αcσ 2(1+cω(α)), where c = (1+ν)√1+ 2κ . This completes the proof. 
Using (26), we have h1(0) = 0 and h′1(α) =
∑n
i=1(u
′
i(α) + g ′i (α)). Using (24) and (10), we have h′1(0) =∑n
i=1(ψ ′(vi)([dx]i + [ds]i)) = −σ 2. Using Lemma 4.4, we have
h1(α) = h1(0)+ h′1(0)α +
∫ α
0
∫ ξ
0
h′′1(ζ )dζdξ = h1(0)+ h′1(0)α +
∫ α
0
(h′1(ξ)− h′1(0))dξ
= −σ 2α +
∫ α
0

n−
i=1
(u′i(ξ)− u′i(0))+
n−
i=1
(g ′i (ξ)− g ′i (0))

dξ
≤ −σ 2α + cσ 2
∫ α
0
(ξ + cξω(ξ))dξ . (29)
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Using (21), (25) and (29), we have
h(α) ≤ −Ψ (v)+
n−
i=1
(ψ(vi + α[dx]i)+ ψ(vi + α[ds(α)]i))/2
= −Ψ (v)+ (h1(α)− σ 2α + 2Ψ (v))/2 ≤ −σ 2α + (1/2)cσ 2
∫ α
0
(ξ + cξω(ξ))dξ, (30)
where c = (1+ ν)√1+ 2κ .
Define
h2(α) := −σ 2α + (1/2)cσ 2
∫ α
0
(ξ + cξω(ξ))dξ . (31)
Since h′2(α) = −σ 2+ cσ 2(α+ cαω(α))/2, h′2(0) = −σ 2, and h′′2(α) = cσ 2(1+ cω(α)+ cαω′(α))/2 > 0, h2(α) is strictly
convex and its unique stationary point α∗ is the solution of the following system
− σ 2 + cσ 2(α + cαω(α))/2 = 0, (32)
where ω(α) = p+ (p+ q+ 1)/(vmin − αcσ)q+2 and c = (1+ ν)
√
1+ 2κ .
The following technical lemma is very useful in our analysis.
Lemma 4.5. Let m > 1 and ρ > 0. If t∗ ∈ (0, 1) is the unique solution of the equation t(1− t)−m = ρ , then t∗ ≥ ρ/(1+mρ).
Proof. By assumption, ρ = t∗(1 − t∗)−m = t∗ (1+ t∗/(1− t∗))m−1 /(1 − t∗). Let t¯ = t∗/(1 − t∗). Then we have
t¯(1+ t¯)m−1 = ρ. By Lemma 4.4.6(i) in [14], t¯ ≥ ρ/(1+ (m− 1)ρ). Thus t∗ ≥ ρ/(1+mρ) holds. 
Lemma 4.6. Let α∗ be the solution of (32). Then for p ∈ [0, 1] and q > 0, we have
α∗ ≥ 1/((4σ)(q+2)/(q+1)c(c(p+ q+ 1)+ q+ 2)),
where c = (1+ ν)√1+ 2κ and σ in (10).
Proof. Since σ > 0 from Theorem 3.5, (32) is equivalent to z1(α) + z2(α) = 0, where z1(α) = −(1/2) + cα(1 +
cp)/2, z2(α) = −(1/2)+ c2α(p+ q+ 1)/(2(vmin− αcσ)q+2). Since z2(0) = −(1/2) < 0, z ′2(α) > 0, and z ′′2 (α) > 0, z2(α)
has a unique positive solution. We denote by α1 and α2 the roots of the system of equations z1(α) = 0 and z2(α) = 0,
respectively. By letting z1(α1) = 0, α1 = 1/(c(1 + cp)), where c = (1 + ν)
√
1+ 2κ . Now let z2(α2) = 0. Then we get
c2α2(p+ q+ 1)(vmin − α2cσ)−q−2 = 1. We can rewrite it as follows:
α2cσv−1min(1− α2cσv−1min)−q−2 = σvq+1min /(c(p+ q+ 1)). (33)
From (33), 0 < α2cσv−1min < 1. Using Lemma 4.5 with t := α2cσv−1min,m := q+ 2 > 1, and ρ := σvq+1min /(c(p+ q+ 1)), we
have α2cσv−1min ≥ σvq+1min /(c(p+ q+ 1)+ σ(q+ 2)vq+1min ). Note that for a, b, d > 0, f (x) = dxq+1/(a+ bxq+1) is increasing
for x > 0. By Lemma 3.4,
α2 ≥ vminc−1vq+1min /(c(p+ q+ 1)+ σ(q+ 2)vq+1min )
≥ 1/((1+ σ)1/(q+1)c(c(p+ q+ 1)(1+ σ)+ σ(q+ 2)))
≥ 1/((1+ σ)(q+2)/(q+1)c(c(p+ q+ 1)+ q+ 2))
≥ 1/((4σ)(q+2)/(q+1)c(c(p+ q+ 1)+ q+ 2)).
The last inequality follows from 1 + σ ≤ 4σ by Theorem 3.5. Since z1(α) and z2(α) are increasing functions of α, α∗ ≥
min{α1, α2}. Thus we have the desired result. 
Define
αˆ := 1/((4σ)(q+2)/(q+1)c(c(p+ q+ 1)+ q+ 2)). (34)
From Theorem 3.5, σ ≥ 1/3. Since c = (1+ ν)√1+ 2κ > 1, 0 ≤ p ≤ 1 and q > 0, we have αˆ ≤ min{α∗, α¯}. Therefore, αˆ
is a feasible step size.
Lemma 4.7 (Lemma A.3 in [13]). Let z(t) be a twice differentiable convex function with z(0) = 0, z ′(0) < 0 and attain its
global minimum at t∗ > 0. If z ′′(t) is increasing for t ∈ [0, t∗], then z(t) ≤ z ′(0)t/2, 0 ≤ t ≤ t∗.
Theorem 4.8. Let αˆ be as defined in (34). Then for p ∈ [0, 1] and q > 0, we have
h(αˆ) ≤ −Ψ pq/((p+1)(q+1))/(2(3q+5)/(q+1)3q/(q+1)c(c(p+ q+ 1)+ q+ 2)).
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Proof. From (31), h2(α) is twice differentiable strictly convex, h2(0) = 0, and h′2(0) = −σ 2 < 0. Hence h2(α) attains its
global minimum at α∗ > 0. Since h′′′2 (α) = c2σ 2(2ω′(α) + αω′′(α))/2 > 0, h′′2(α) is increasing. Then by Lemma 4.7, for
α ∈ [0, α∗], h2(α) ≤ −ασ 2/2. From (30) and (31), we have h(α) ≤ h2(α) ≤ −ασ 2/2, for any α ∈ [0, α∗]. Therefore, using
(34) and Theorem 3.5, we have
h(αˆ) ≤ (1/2)h′2(0)αˆ = −(1/2)σ 2αˆ ≤ −σ q/(q+1)/(2(3q+5)/(q+1)c(c(p+ q+ 1)+ q+ 2))
≤ − (1/3)Ψ p/(p+1)q/(q+1) / 2(5+3q)/(1+q)c (c(p+ q+ 1)+ q+ 2)
≤ −Ψ pq/((p+1)(q+1))/(2(3q+5)/(q+1)3q/(q+1)c(c(p+ q+ 1)+ q+ 2)).
This completes the proof. 
Lemma 4.9 (Lemma A.2 in [13]). Let t0, t1, . . . , tKˆ be a sequence of positive numbers such that tk+1 ≤ tk − qˆt1−γk , k =
0, 1, . . . , Kˆ − 1, where qˆ > 0 and 0 < γ ≤ 1. Then Kˆ ≤ ⌊tγ0 /qˆγ ⌋.
Lemma 4.10. Assume that Ψ (v) < τ . Then after an update of the barrier parameter no more than
2(3q+5)/(q+1)3q/(q+1)c(c(p+ q+ 1)+ q+ 2)(p+ 1)(q+ 1)Ψ˜ (p+q+1)/((p+1)(q+1))0 /(p+ q+ 1)

iterations are needed to recenter, where p ∈ [0, 1], q > 0, c = (1+ ν)√1+ 2κ , and ν in (A3).
Proof. Let K be the total number of inner iterations per an outer iteration. By Theorem 4.8 and Lemma 4.9 with
γ := (p+ q+ 1)/((p+ 1)(q+ 1)) and qˆ := 1/(2(3q+5)/(q+1)3q/(q+1)(c(p+ q+ 1)+ q+ 2)),
K ≤ 2(3q+5)/(q+1)3q/(q+1)c(c(p+ q+ 1)+ q+ 2)(p+ 1)(q+ 1)Ψ˜ (p+q+1)/((p+1)(q+1))0 /(p+ q+ 1). 
The upper bound for the total number of iterations is obtained by multiplying the number K by the number of barrier
parameter updates. If the barrier parameter µ has the initial value µ0 and is updated by multiplying 1− θ with 0 < θ < 1,
then the initial duality gap is nµ0 and after k iterations the duality gap is (1 − θ)knµ0. Let (1 − θ)knµ0 ≤ ϵ. Since
log(1 − θ) ≤ −θ,−kθ ≤ log(ϵ/(nµ0)) and hence k ≥ (1/θ) log(nµ0/ϵ). Hence after at most log(nµ0/ε)/θ iterations
we have nµ < ϵ.
Theorem 4.11. Let a P∗(κ) NCP (1) be given. Suppose that (1) satisfies (A1)–(A3). If there is a strictly feasible starting point
(x0, s0) such that Ψ (

x0s0/µ0) < τ for some µ0 > 0, then the total number of iterations required by the algorithm to have a
approximate solution such that nµ < ϵ is bounded by
2(3q+5)/(q+1)3q/(q+1)c(c(p+ q+ 1)+ q+ 2)(p+ 1)(q+ 1)Ψ˜ (p+q+1)/((p+1)(q+1))0 /(p+ q+ 1)

· (log(nµ0/ε))/θ, where
Ψ˜0 is defined in (11), c = (1+ ν)
√
1+ 2κ, ν in (A3), p ∈ [0, 1], and q > 0.
Remark 4.12. For large-update methods with τ = O(n) and θ = Θ(1), the new large-update primal–dual algorithm
has O((1 + 2κ)(q + 1)n(p+q+1)/((p+1)(q+1)) log(nµ0/ε)) iteration bound. Taking p = 1 and q = (log n)/2 − 1, we have
O((1+ 2κ)√n log n log(nµ0/ε)) iteration complexity which is the best known result for such methods.
5. Conclusions
Motivated by thework of Bai et al.’s [13], we generalize the large-update primal–dual interior point algorithm for LO to P∗
NCPs based on a class of kernel functions and show that the algorithm has O((1+2κ)(q+1)n(p+q+1)/((p+1)(q+1)) log(nµ0/ε))
iteration complexity, p ∈ [0, 1] and q > 0. When p = 1 and q = (log n)/2 − 1, the algorithm has O((1 +
2κ)
√
n log n log(nµ0/ε)) iteration complexity which is currently the best known iteration result for large-update methods.
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