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Let V(G) and E(G) denote the vertices and edges of a graph G, and 8(G) the 
minimal degree of G. The order of G is [ V(G)1 ; a graph of order n is some- 
times indicated by G”. G is said to be l-degenerate if for every subgraph 
H of G, 6(H) < 1. Thus, in terms of the Szekeres-Wilf number s(G) of G 
(defined in [5] by s(G) = max,,G S(H)), G is Z-degenerate if and only if 
s(G) < 1. A k-partition of G is a partition of V(G) into k classes V, , V, ,..., V, 
inducing subgraphs G1 , G, ,..., GI, , called parts. The k-partition is denoted 
by iG , G. ,..., G&}. If each part is Z-degenerate then {G, , Gz ,..., G,} is called 
a (k, I)-partition of G. 
The Zth vertex partition number xi(G) of G is the minimum value of k for 
which G has a (k, I)-partition. Thus, x0(G) is the ordinary chromatic number. 
G is said to be (k, I)-critical ((k, Z)- vertex critical) if xl(G) > k and for every 
proper (vertex proper) subgraph H of G, x1(H) < k - 1. 
Kronk and Mitchem [4] exhibited (k, 1)-critical graphs of order n for all 
possible odd values of n. Bollob& and Harary [l] gave a rather complicated 
construction for even values of n. The purpose of this paper is to find those 
values of n for which no (k, I)-critical graph of order n exists and to exhibit a 
(k, I)-critical graph of order n for all remaining values of n. We do this for all 
values of k > 2 and Z > 0; in particular the case Z = 1 gives a much simpler 
construction than that of [I]. 
We use Jk,l (or J,“,,,) to denote a (k, I)-critical graph (of order n). We make 
use of the following facts, which are easily verified. 
(1.1) If / V(G)1 < Z + 1, then G is Z-degenerate. 
(1.2) G + Km is Z-degenerate if and only if G is (I - m)-degenerate. 
(1.3) If G is Z-degenerate then x,,(G) < Z + 1 (see [2]). 
(1.4) If G is 2-degenerate then G has a 2-partition (G, , G,} where G, is 
O-degenerate and G1 is l-degenerate. 
Our notation is substantially that of [3]; in particular, if G and H are 
disjoint graphs, then the graph G + H is formed from G U H by joining 
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each vertex of G to every vertex of H. Further, we define mG to be the union 
of m disjoint copies of G. Kn - G denotes K” with the edges of a subgraph 
isomorphic to G removed. Thus, K” - 2K2 denotes K” with two independent 
edges removed. K” - G - H denotes Kn - (G v H). G - e denotes any 
graph obtained from G by removing an edge. If H is a subgraph of G and 
z, E V(G) then H + u denotes the subgraph of G induced by V(H) w (u>. 
We first find those values of n for which no (k, &critical graph exists. The 
case 1 = 1 was given in [4]. 
THEOREM 1. The only (k, I)-critical graphs of order n for n < 
(k - I)(1 + 1) + 2 are K(“-l)(l+l)+l (with n = (k - I)(1 + 1) + 1) 
and (for k = 2, I 3 1) K1t3 - [(1+ 3)/2] K2 (which has n = I+ 3 = 
tk - l)(Z + 1) + 2). 
Proof. If n < (k - 1)(1+ l), then any graph G” may be partitioned into 
k - 1 subgraphs of order at most I + 1, so x1(G) d k - 1, by (1.1). 
In any (k - I)-partition of K(k-l)Cz+l’+l one part must contain a Kz-t2. On 
the other hand, K(“-l)Cztl)+l - K2 has the (k - 1, I)-partition {Kzi2 - K2, 
KZfl Kl+l KI-‘-l}. Thus, K(“-l)(z+l)+l is the unique J:,z for y1 = 
(k _’ I)(1 ;-“;) + 1. 
Now let n = (k - 1)(1+ 1) + 2. Then q must contain at least two 
independent edges. For if not, either Jk,z contains a K(L-l)Cz+l)+l as a sub- 
graph or else Jk,z is a subgraph of K(“-1)(zf1’+2 - K3, which has the (k - 1,1)- 
partition {K Z+3 _ K3, Kltl, KZtl >***7 Kz+l}. Thus Jk,z is a subgraph of 
K(7~-1)(Z-l-1)-+2 - 2K2. But if k > 3, (KG2 _ KS, KZt2 - KS, K&l,..., KZ+l} is a 
(k - I, I)-partition of Kf7c-1)fz+1)+2 - 2K2; so k = 2. The only (2, O)-critical 
graph is K2; so I 3 1. Since S(J$) 3 I + 1 , J$3 contains only independent 
edges. Thus Ji;3 = Kzt3 - [(Z + 3)/2] K2, and the theorem is proved. 
We now construct (k, I)-critical graphs Jkez for all p1 3 (k - 1)(1+ 1) + 3, 
provided that (k - 1)(1+ 1) > 3. Note that if (k - 1)(1+ 1) < 2 then 
(k, I) E ((2, 0), (2, l), (3,O)). It is easily seen that the only (2, 0)-critical graph 
is K2, the only (2, I)-critical graphs are the cycles and the only (3,0)-critical 
graphs are the odd cycles. 
The example given by Kronk and Mitchem of a (k, l)-critical graph is 
G = C” + K2k-4, where Cn is an odd cycle. It is not difficult to see that this 
graph is (k, l)-critical because C” is both (3, O)-critical and (2, l)-critical; 
these properties of C” also mean that C” + K(k-1)(z+1)-2 is (k, &critical, but 
clearly no graph of even order has both these properties. However, C” + 
K'"-l"Z+l'-2 = Wntl + K(k-l)(Z+l)-3, where Wn+l is a wheel with n spokes. 
If n is odd Wn+l is (4, 0)-critical and (2, 2)-critical, and Wnfl less an edge has 
a 2-partition into a l-degenerate part and a O-degenerate part. We construct 
below a graph H” which has these properties for all n and show that Hn + 
K(k-1)cz+1)-3 is (k, I)-critical. 
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Let S,, = K2, with end-vertices a and b, and for r 3 1 let S,, be the graph 
obtained from K2 and r copies of K4 - K2 with vertices identified as in 
Fig. 1; let R, , R, , R, , and RI, be the graphs also depicted in Fig. 1. 
We now construct H”, n > 6. If n = 3s, Hn is obtained from R, and S3cse2) 
by identifying the vertices labeled a and identifying the vertices labeled b. If 
it = 3s + 1, H” is similarly obtained from R, and S3(s--2). If n = 3s + 2, 
s > 3, H” is similarly obtained from R,, and S3(++ H* is obtained from 
R, and S,, . 
Rs a b 
a 
b 
FIG. 1. Graphs used in the construction of (k, &critical graphs. 
We need the following properties of Hn. 
(2.1) 1 H” 1 = n. 
(2.2) x,,(H”) = 4. 
(2.3) H” is (2, 2)-vertex critical. 
(2.4) Hn - e has a 2-partition into a l-degenerate part and a O-degene- 
rate part. 
(2.5) xo(Hn - e) < 3. 
To see that (2.2) is true, note that in any 3-coloring of Rd the vertices a and b 
have the same color, whereas in any 3-coloring of S, they have different 
colors. Thus x0(H) 3 4. (2.3) is verified by inspection. To show that (2.4) is 
true, we need only consider e E (f, g, h} (where f, g, and h are the edges so 
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labeled in Fig. I), for every other edge is incident with a vertex of degree 3 
and the result then follows from (2.3) and (1.4). The required 2-partitions are 
indicated in Fig. 2, where the solid vertices span the O-degenerate part. 
(Suitable partitions of Hs which are easily constructed are omitted.) Fact (2.5) 
follows from (2.4) and (1.3). 
;,,.* _._- ---w. b 
Ril-f 
R-g RII-h 
FIG. 2. A Zpartition of the graph H” - e. 
THEOREM 2. For n 2 6, 1 > 0, k 3 3 and (k - 1)(1 + 1) 3 3, 
H* + K(k-1)(z~*1)-3 is (k, l)-critical. 
proof: Let G = Hn + K(“-l)cz+l)-3 Then x0(G) = x&W + x0(K) = 
(k - I)(1 -t- 1) + 1. Thus by (1.3), xl(G) 3 k. 
To show that xl(G - e) < k - 1, we must consider three cases. 
Case (i). V(P) contains both end-vertices of e. By (2.5) Hn - e has a 
3-partition (A, B, C) where A, B, and C are O-degenerate, and by (2.4) a 
2-partition (A, D> where D is l-degenerate. Thus, by (1,2), G - e has the 
(k - 1, /)-partition 
{A + Kz, B + Kz, C + Kz, P+l,..., Kz+‘} if k > 4, 
and the (k - 1, &partition 
{A + Kz, D + Kz-l, Kz+l ,..., Kz+l} ifkZ3andIZl. 
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Case (ii). V(F) contains the end-vertex u of e = UU, and u E V(K). (Note 
that (k - I)(1 + 1) 3 4.) By (2.5), H” - u has a (3,0)-partition (A’, B’, C’}, 
by (2.4) a 2-partition {A’, D’}, where D’ is l-degenerate, and by (2.3), H” - u 
is 2-degenerate. Hence G - e has the (k - 1, Q-partitions 
{A’ + Kz, B’ + Kz, C’ + Kz, KL + u + u - e, Kz+l ,..., Kz+l) if k > 5, 
{A’ + Kz, D’ + Kl-l, K’ + u + u - e, Kz-ll ,..., Kz-+l) ifk 2: 4 and 
12 1, 
and {H” - u + K1-2, Kz + u + v - e, K’+l,..., Kzi-l) if k 3 3 and I 3 2. 
Case (iii). V(K) contains both end-vertices of e, and so (k - I)(1 + 1) 2 
5. Let u E V(H”). and let {A’, B’, C} and {A’, D’} be as in case (ii). Then G - e 
has the (k - 1, I)-partitions 
{A’ + Kz, B’ + Kz, C’ + KE, Kz+l + u - e, Kz+l ,..., Kz+l} ifk > 5, 
{A’ + Kz, D’ + Kz-l, Kz-+l + u - e, Kz+l ,,.., Kz-+l} ifk >4and 
13 1, 
and 
{H” - u + Kzb2, Kz-+-l + u - e, KL+l ,..., KL+l} ifk33and 
I > 2. 
Thus, for all edges e, xl(G - e) < k - 1. This completes the proof of 
Theorem 2. 
In the case k = 2, we note that Hn + Kz-2 is (2, /)-vertex critical. In fact, if 
we define & = R, - f, I?,, = R,, - {,f, g}, a, = R, and & = S,, , and 
then construct the graphs xtn (except define @ = H6 and Al1 = Hll), we 
observe the following result. 
THEOREM 3. For n > 6 and I 3 2, @ + K1-2 is (2, I)-critical. 
It is perhaps interesting that if (k - l)(Z + 1) = (k’ - 1)(1’ + l), for 
example, (k, I) = (3, 3) and (k’, I’) = (5, l), then the graphs of Theorem 2 are 
both (k, l)-critical and (k’, /‘)-critical. 
In [4], a graph was defined to be (k, I)-durable if xl(G - Y) = x1(G) = k 
for every vertex v of G. We note that for 1 > 1, the graph Jk,l + K1 is (k, I)- 
durable. Thus (k, Q-durable graphs of order II exist for all n 2 (k - 1) 
(I+ 1)+4,ifl> 1. 
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