This paper presents OptBees, a new bee-inspired algorithm for solving continuous optimization problems. Two key mechanisms for OptBees are introduced: 1) a local search step; and 2) a process of dynamic variation of the number of active bees that helps the algorithm to regulate the computational effort spent in the search and to achieve improved results. The performance of the algorithm was evaluated, in terms of global search, in all twenty-five minimization problems proposed for the Optimization Competition of Real Parameters of the CEC 2005 Special Session on Real-Parameter Optimization, held in the 2005 IEEE Congress on Evolutionary Computation (CEC). The results obtained show that OptBees is a fairly powerful search approach, presenting a superior performance to many of the competitors and other more recent algorithms also evaluated in these problems, including other bee-inspired approaches.
Introduction
Swarm intelligence has attracted the interest of many researchers over the past years. It can be defined as any attempt to design algorithms or distributed problem-solving techniques inspired by the collective behavior of social insect colonies and other animal societies [1] . This definition is focused on social insects, such as termites, bees, wasps, as well as different ant species. However, the term swarm can be used in a general manner to refer to any collection of interacting agents or individuals. The classical example of a swarm is bees swarming around their hive, but the metaphor can be easily extended to other systems with a similar architecture. For instance, an ant colony can be thought of as a swarm whose individual agents are ants; a flock of birds is a swarm of birds; an immune system [2] is a swarm of cells; and a crowd is a swarm of people [3] . The individual agents of a swarm behave without supervision and each of these agents has a stochastic behavior that takes into account its perception of the neighborhood. Local rules, without any relation to the global pattern, and interactions between agents lead to the emergence of a collective intelligence, called swarm intelligence.
Self-organization in swarms presents four main characteristics [1] :
1. Positive feedback: simple behavioral rules promote the creation of convenient structures. Recruitment and reinforcement, such as trail laying and following in some ant species or dances in bees, are examples of positive feedback;
Although the self-organization and division of labor features defined by [1] , and the satisfaction principles stated in [4] for swarm intelligence are strongly and clearly seen in bee colonies, the problem solving techniques based on bee swarm intelligence have begun to be introduced only very recently, from the early to the mid 2000 and have shown promising results in various domains.
In this context, the main purposes of this paper are: 1) to introduce OptBees, a new bee-inspired algorithm for optimization in continuous spaces; 2) and to evaluate its performance, specifically in terms of global search capabilities, by applying it to all twenty-five minimization problems proposed for the IEEE 2005 Congress on Evolutionary Computation Competition (CEC 2005), considering ten-dimensional spaces. Although a preliminary version of OptBees was presented in [5] , it was incomplete in relation to the algorithm presented here and its performance evaluation was much more preliminary. In the algorithm to be presented here, two new mechanisms for OptBees are introduced: 1) a local search step; and 2) a process of dynamic variation of the number of active bees that helps the algorithm to regulate the computational effort spent in the search. The goal of the cur rent performance evaluation is not to compare OptBees with other bee-inspired algorithms for continuous optimization. Instead, here we benchmark it against the best performances known to date for the CEC 2005 competition problems, which represent the state-of-the-art in continuous search and optimization techniques. A distinguishing feature of OptBees when compared with other bioinspired techniques, such as most evolutionary algorithms, is the use of different types of agents with different roles that may change for each agent according to the features of the problem and the dynamics of the algorithm.
The remaining of this paper is organized as follows. Section 2 presents OptBees, a new bee-inspired algorithm for continuous optimization problem solving, and Section 3 reports and discusses experimental results. Section 4 outlines concluding remarks and avenues for future research.
OptBees: A New Bee-Inspired Algorithm for Solving Continuous Optimization Problems
Ants and bees have provided some of the best described mechanisms of collective decision-making. In many insect societies, the essence of these mechanisms is the same, even if some details remain particular to each society. This section formalizes an optimization algorithm inspired by the collective decision-making process of insect societies, specifically bee colonies, targeting continuous optimization. It also provides a brief review of related works from the literature.
The OptBees Algorithm
Some of the most important features of collective decision-making by bee colonies for the design of algorithms for solving optimization problems are [6] :
1. Bees dance to recruit nestmates to a food source; 2. Bees adjust the exploration and recovery of food according to the colony state; 3. Bees, unlike ants, exploit multiple food sources simultaneously, but almost invariably converge to the same new construction site of the nest; 4. There is a positive linear relationship between the number of bees dancing and the number of bees recruited to a food source: the linear system of recruitment means that workers are evenly distributed among similar options; 5. The dance communicates the distance and direction of new sites for nests.
Recruitment for the new site continues until a threshold number of bees is reached; 6. The quality of the food source influences the bee dance; 7. All bees retire after some time, which means that regardless of the quality of the new site, bees stop recruiting other bees. This retirement depends on the quality of the site: the larger, the later the retirement.
By seeking inspiration in these collective decision-making features in bee colonies, the OptBees algorithm, whose main steps are presented below, was proposed. A distinguishing feature of OptBees when compared with other bioinspired techniques, such as most evolutionary algorithms, is the use of different types of agents with different roles. In OptBees, there are three main types of agent bees: 1) recruiters, responsible for recruiting bees for exploiting a certain (promising) region of the space; 2) scouts, that randomly search for new promising regions of the space; and 3) recruited, that are recruited by recruiters to exploit its corresponding (promising) region of the space. These three types of bees represent the active ones, i.e., the bees involved in the foraging activity (task). The other bees represent the inactive bees that stay at the hive with no specific task to perform.
The active bees fly around the space, searching for high quality food sources (promising regions in the search space). According to the qualities of the food sources being explored by active bees, each one is classified as recruiter or non-recruiter: this means that multiple food sources (promising regions) can be exploited simultaneously. The recruiter bees attract some of the non-recruiters to exploit their corresponding food source (as in the natural phenomenon, the number of bees that each recruiter recruits is proportional to the quality of the food source being explored) and the other non-recruiter bees, the scout ones, randomly search for new promising regions (the recruitment process simulates the dance). If the active bees discover a large number of high quality food sources, some of the inactive bees become active and engage in the foraging activity: this process mimics the bees capacity of adjusting the exploration and recovery of food according to the colony state. A high-level pseudocode of the proposed OptBees algorithm is presented below, and a detailed discussion of each step follows in the sequence.
Pseudocode of the OptBees Algorithm 1. Randomly generate a swarm of bees.
while (stop criterion is not achieved) do 2. Evaluate the quality of the food sources being explored by the active bees. 3. Apply local search. 4. Determine the recruiter bees. 5. Update the number of active bees. 6. Determine the recruited and scout bees. 7. Perform recruitment process. 8. Perform exploration process. end while 9. Evaluate the quality of the food sources being explored by the active bees. 10. Apply local search.
Initialization (Step 1)
The OptBees algorithm was designed to solve continuous optimization problems.
Thus, the natural choice of representation for the bees is to use real-valued vectors. The n i active bees are initialized by randomly creating real-valued vectors in a space of dimension L, where L is the number of coordinates (dimension) of the problem being solved, according to the search space limits.
Evaluation of Bees (Steps 2 and 9)
Let us assume the case of continuous numeric functions to be optimized as the target application of the OptBees algorithm in this paper. In such case, some knowledge (information) about the function to be optimized is available (e.g., the function itself, f(x) = x 3 + x + 3), and the objective is to determine the values of x that optimize this function. Therefore, in the present paper if the objective is to minimize (or maximize) function f(x) = x 3 + x + 3, then the objective can be stated as follows: min f(x) (or max f(x)). In OptBees, the qualities of food sources being exploited by the active bees are determined using the values of the objective function f(x) corresponding to the vector of real numbers represented by each one of them. As conceptually quality is a feature to be maximized, for minimization problems it is necessary to perform an appropriate treatment for mapping the objective function values to the corresponding quality values (an example of such treatment is to replace min f(x) by max f 1 (x) = -f(x)).
Local search Operator (Steps 3 and 10)
The local search operator is one of the two new mechanisms for OptBees presented in this paper. The algorithm used as the local search step was LocalSearch1, proposed as part of the MTS algorithm [7] (the winner of the 2008 CEC Special Session and Competition on Large Scale Global Optimization [8] ). This algorithm works sequentially and independently in each dimension (variable) of the candidate solutions, by decreasing or increasing the values of such variables according to a search range (which can be reduced during the execution of the algorithm every time this increase/decrease does not lead to improvements of the candidate solution). A detailed explanation of this local search algorithm can be found in [7] . This operator is applied at each iteration of OptBees, for thirty iterations, using half of the domain of the variable being changed as the search range.
Determination of the Recruiter Bees (Step 4)
Determining the recruiter bees involves three steps. In the first step, a probability p i of being a recruiter bee is associated with each active bee. This probability is calculated by Equation (1), in which q i represents the quality of the food source being explored by bee i and q min and q max represent, respectively, the minimum and maximum qualities among the food sources being explored by each active bee in the current iteration (these quality values are determined using the objective-function values, as explained in Section 2.1.2) and p min defines the minimum probability of a bee to be a recruiter.
Equation (1) performs a linear scaling between the quality of the food source being explored by a bee and the probability of this bee to be a recruiter. In the second step, the bees are processed and, according to the probabilities calculated in the previous step, are now classified as recruiters or non-recruiters. A random number n random belonging to the interval [0, 1] is generated for each bee i so that, the higher the p i value, the more likely bee i is classified as a recruiter: if n random is less than p i , then bee i is classified as a recruiter. In the third step, the recruiter bees are processed, in accordance with the corresponding food sources qualities, from best to worst and, for each recruiter bee, the other recruiters, which are at a distance less than or equal to the social inhibition radius ρ, are inhibited, i.e., they become classified as non-recruiters. Let d(i, j) be the Euclidian distance between bees i and j, and consider the set of recruiters always sorted in descending order of qualities. The social inhibition process can be formulated as follows, for each recruiter bee j: for all the other recruiter bees
Number of Active Bees Update (Step 5)
The process of updating the number of active bees is another new mechanism in the OptBees presented in this paper (in the preliminary version of OptBees [5] , the number of active bees is constant and equal to its initial value n i ). After the determination of the recruiter bees, let r be the number of recruiter bees. The average foraging effort n mean determines the desired number of non-recruiter bees for each recruiter bee, i.e., in a given iteration, the number n d = (r + 1)•n mean determines the desired number of active bees. If this number n d is greater than the current number of active bees n active , n adjust = n d -n active is the necessary number of bees that have to become active in order to achieve n d active bees; if this number is less than the current number of active bees, n adjust = n active -n d is the necessary number of bees that have to become inactive in order to achieve n d active bees. This process respects the maximum (n max ) and minimum (n min ) number of active bees (the minimum number of active bees n min is equal to the initial number of active bees n i ): if n d > n max , then n d is forced to n max ; if n d < n min , then n d is forced to n min . When an inactive bee becomes active, it is inserted in a random position in the search space. For the inactivation process, the bees are selected according to the corresponding food source quality they explore, from the worst to the best.
This procedure adapts the foraging effort to the number of recruiter bees and the maximum number of active bees.
Determination of the Recruited and Scout Bees (Step 6)
The number of non-recruiter bees is determined by n nr = n active -r (r is the number of recruiter bees determined in Step 4). Only a percentage of the non-recruiters will be recruited and the others will become scout bees. Thus, the number of recruited bees is n r = [p rec •n nr ] ([•] denotes the nearest integer function) and the number of scout bees is n s = n nr -n r . The process for determining the recruited bees involves three steps. In the first step, the number of recruited bees to be associated with each recruiter is determined. The relative quality of the food source being explored by each recruiter in relation to the other determines this number: each recruiter recruits a number of bees proportional to the quality of the food source it explores. Let nr i be the number of recruited bees to be associated to the recruiter bee i, Q recruiters the sum of the qualities of the food sources being explored by all the recruiter bees and q i the quality of the food source being explored by bee i. The values of nr i (i = 1, 2, …, r) are calculated using the expression
denotes the nearest integer function and Q recruiters = ∑ )
With the number nr i of recruited bees to be associated with each recruiter already determined, the non-recruiter bees are processed and associated with the nearest recruiter among those that do not have associated with them a number of bees recruited equal to the corresponding number nr i determined in the first step. After these procedures, the remaining n s non-recruiter bees are considered scout bees.
Recruitment Process (Step 7)
In the recruitment process, the recruiter bees attract the recruited ones to the food sources they explore. This recruitment process is implemented by Equation (2) or (3), each with 50% probability, where α = 2 is the recruitment rate, x i is the recruited bee, y is the recruiter bee, u is a random number with uniform distribution in the interval [0, 1], U is a vector whose elements are random numbers with uniform distribution in the interval [0, 1] (U has the same dimension as x i and y) and the symbol  denotes the element-wise product. Figure 1 shows the difference between the two recruitment processes, considering a two-dimensional problem: using Equation (3), the recruited bee, after recruitment, will be positioned in any point in the vector that connects the recruiter bee and the point x i + 2•(y -x i ), while using Equation (2) the recruited bee will be positioned in any point inside the dashed rectangle. 
Exploration Process (Step 8)
In the exploration process, each one of the n s scout bees is moved to a random position in the search space.
Related Approaches
The foraging behavior, learning, memory and information sharing have been the most interesting features explored in swarm intelligence. Bees are among the most studied social insects due to their high organizational capacity. In recent years, novel algorithms for solving complex problems were developed inspired by bee colonies by exploring many of their behavioral mechanisms [9] . Within the optimization in continuous spaces context, the bee-inspired algorithms can be categorized into three main classes [10] based on their sources of inspiration: 1) Foraging behavior; 2) Mating behavior; and 3) Queen bee behavior.
Among the approaches inspired by the foraging behavior, which constitutes most of the proposals and is also the class of OptBees, the most relevant works are [11] the Artificial Bee Colony (ABC) Algorithm [12, 13] , the Virtual Bee Algorithm [14] , the Bee Colony Optimization Algorithm [15] , the Bee Swarm Optimization Algorithm [16] , and the Bees Algorithm [17] . These will be briefly reviewed in the sequence.
The Artificial Bee Colony algorithm [12, 13] is mainly applied to continuous optimization problems and simulates the waggle dance behavior that a swarm of bees perform during the foraging activity. In this algorithm there are three groups of bees: 1) the employed bees, that represent food sources (possible solutions) from a set of (memorized) food sources and share this information (waggle dance) with the other bees in the hive; 2) the onlookers bees that, based on the information given by employed bees, search for a better food source in the neighborhood of the memorized food sources; and 3) the scout bees -employed bees that have abandoned their food source and search randomly for a new food source.
The Virtual Bee algorithm [14] is also applied to continuous optimization problems. In this algorithm, the bees are associated with a memory, a food source, and then all the memories communicate with one another through a waggle dance procedure. The whole procedure is similar to a genetic algorithm.
In the Bees Swarm Optimization [17] , initially a bee finds a solution (food source) and, from this solution, other solutions are produced. Then, every bee is assigned to a solution and when they accomplish their search, they communicate among themselves using a waggle dance strategy and the best solution becomes the new reference solution. To avoid cycling, the authors used a tabu list.
In the Bees algorithm [18] , the initial solutions (food sources) are randomly gen-erated. Then, the bees are assigned to the solutions based on their fitness function. The bees return to the hive and, based on their food sources, a number of bees are assigned to the same food source in order to find a better neighborhood solution.
In the Bee Colony Optimization [15] algorithm, a step by step solution is produced by each forager bee and, when the foragers return to the hive, a waggle dance is performed by each forager. Then the other bees, based on a probability, follow the foragers. This algorithm looks like the Ant Colony Optimization [18] algorithm but it does not use all the concepts of pheromone trails.
The main algorithm proposed based on the mating behavior is the Honey Bees Mating Optimization algorithm (HBMO), presented in [19, 20] . This algorithm simulates the mating process of the queen. First, the queen is flying randomly in the air and, based on her speed and energy, if she meets a drone there is a mating probability with him. Even if the queen mates with the drone, she does not create directly a brood and only stores the genotype (the authors use the term ''genotype'' as some of the basic characteristics of the drones, i.e. part of the solution) of the drone in her spermatheca (the brood is created only when the mating flight is completed). Each brood is created using parts of solutions (genotype) of one queen and more than one drone. When its energy is near zero or its spermatheca is full, the queen returns to the hive and the workers, whose task it to take care of the brood, that can be seen as a heuristics or operators, try to improve the solutions represented by the brood. After all these procedures, the best solution in the brood is assigned as the new queen, the other ones are eliminated and new drones are randomly generated. Queen-Bee Evolution for Genetic Algorithms (QEGA) [21] is the main proposal inspired by the queen evolutionary behavior. QEGA employs a different scheme for crossover, in which some fathers are combined with only one queen. The other modification is the use of a different mutation strategy: some individuals have a small mutation probability and the others' is conditioned by a strong mutation probability.
The main difference between OptBees and these other bee-inspired approaches is the fact that OptBees was designed with the objective of generating and maintaining diversity, trading off exploitation (diversification) and exploration (intensification), promoting a multimodal search and alleviating the convergence pressure imposed by the common global search algorithms operators, so that a broader coverage of promising regions of the search space can be achieved. In this paper, to assess the performance of OptBees, the goal is to apply it to the CEC 2005 benchmark problems and compare its performance with that achieved by the other competitors, which represent some of the most efficient techniques in the literature, independently of their sources of inspiration, including other bee-inspired algorithms.
Experimental Results
To 1. The problems include many features that may occur in real optimization situations, which allow the algorithm to have its performance evaluated in a comprehensive manner, without being favored by a specific class of problems.
2.
The fact that the problem set is associated with a competition ensures that the results reported for each of the algorithms were generated using a well-defined and standardized experimental methodology, which allows a direct comparison of these results with those obtained by other algorithms using the same experimental methodology to solve the problems without requiring the implementation and execution of tests for the algorithms that participate in the competition. Presence of plateaus; 6. Global optimum located within the search space boundaries; 7. Non-differentiability in some search space points. Table 1 summarizes the main features of each of the twenty-five problems. Details about these problems can be found in [23] . Table 1 : Summary of main features (multimodality, presence of noise in the objective-function, separability of variables, global optimum located within the search space boundaries and non-differentiability at some points of the search space) of each problem of the CEC 2005 competition ("× "indicates the presence and "-" the absence of the characteristic).
Multimodality Noise Separability Optimum on the Bound
Non-differentiability 
Results Presentation and Discussion

Performance Comparison Considering the CEC 2005 Special Session on Real-Parameter Optimization
The experimental methodology used followed the guidelines of the competition [23] , which are presented below, so that results can be directly compared with those reported by the competition organization and the other more recent algorithms also applied to these problems:
 The stopping criterion is a maximum number of evaluations of the objective function equals to D•10 4 or an absolute error between the better founded solution and the global optimum less than or equal to 1•10 -8 .  Solutions must be initialized randomly, using uniform distribution and considering the ranges defined for each problem. The parameterization of OptBees considered the fact that, in the CEC 2005 Competition, the goal is to find the global optimum and not the location of the maximum number of local optima solutions. The following values were used for the OptBees algorithm: minimum number of active bees n min = 100; maximum number of active bees n max = 1000; average foraging effort n mean = 10; social inhibition radius ρ varying linearly with the number of function evaluations between 0.05 and 0.35 (these numbers correspond to a percentage of the maximum possible distance between two points in the problem's search space); minimum probability of a bee to be a recruiter p min = 0.01; percentage of non-recruiter bees that will be actually recruited p rec = 0.8.
It is important to highlight that the competition organizing committee has discouraged participants to seek a separate set of parameters for each problem [23] . Therefore, in this paper the same set of parameters was used in all experiments performed, even though some competitors have not followed strictly this guideline. Moreover, by using a single set of parameters, the results obtained can be used as a means to indirectly assess the robustness of the algorithm in relation to its own parameters. Tables 2 to 4 show the values 1 for the mean and standard deviation of the absolute 1 The results were presented in scientific notation, using four decimal digits. It is important to emphasize, however, that the results reported in the literature for algorithms DE, G-CMA-ES, K-PCX and L-CMA-ES have only two decimal digits, a fact that may influence the ordering of results and the determination of the ranks of each algorithm.
error between the best found solution and the global optimum of the problem, for each competitor 2 , for each one of the twenty-five problems. Table 5 shows the ranks of each algorithm, for each problem, obtained by sorting the values of average absolute error (AAE) obtained by each algorithm in ascending order, in addition to the average ranks, the standard deviation of the ranks and the final rank for each algorithm (final ranks were determined from the average ranks).
As one of the stopping criteria used in the competition was to obtain an absolute error between the best solution and the global optimum less than or equal to 1 •10 -8 , all values of AAE less than or equal to this value were round to zero, so that the algorithms that ended its run due to this stopping criterion were not harmed in the determination of their ranks. OptBees achieved the position five in the rank, showing a better performance than many other bioinspired and heuristic algorithms, such as SPC-PNX, cob-aiNet, L-CMA-ES, EDA, BLX-MA, K-PCX, CoEVO, opt-aiNet and dopt-aiNet.
The estimation of distribution algorithm G-CMA-ES was the one that had the best average performance and was even considered the winner of the CEC 2005 competition. It is worth noting that estimation of distribution algorithms are tools that use much more elaborate mechanisms than those employed by metaheuristics based on operators such as reproduction, mutation, selection, etc., building, at each iteration, models of the search space of the problem that enable them to sample more promising solutions over time. These mechanisms make estimation of distribution algorithms able to achieve a greater progress in the search process at each iteration when compared to other approaches, but requiring, of course, a substantially greater computational cost. Despite that, the performances of EDA and L-CMA-ES, also estimation of distribution algorithms, were worse than that of OptBees.
With respect to incremental genetic algorithms -K-PCX and SPC-PNX, OptBees presented an average performance superior to both. The generational genetic algorithm BLX-GL50, in turn, obtained a better average performance than OptBees. The memetic algorithm BLX-MA obtained a worse performance than OptBees. The algorithm L-SaDE, based on differential evolution, obtained a better performance than OptBees, while the classic differential evolution algorithm DE achieved the same rank (five) as OptBees. 
Performance Comparison Considering Others Bee-Inspired Algorithms
By using the results presented in Section 3.1.1, the performance of OptBees was also compared to that of three other Swarm Intelligence algorithms inspired by the behavior of bees: the Artificial Bee Colony Algorithm (ABC); the Opposition-based Artificial Bee Colony Algorithm (OABC); and the Generalized Opposition-based Artificial Bee Colony Algorithm (ABC-GO). The results for these three algorithms were reported in [39] and looked only at thirteen out of the twenty-five problems. Therefore, they could not be inserted in the comparisons performed in Section 3.1.1. The addressed problems were all unimodal (F 1 to F 5 ), the basic multimodal (F 6 , F 7 , F 9 -F 12 ) and the expanded multimodal (F 13 and F 14 ). None of the hybrid composition multimodal problems was considered. It is important to mention that, in their experiments [39] , it was considered as stopping criterion a maximum number of evaluations of the objective function equals to 10 • 10 4 , which was one of the stopping criteria defined by the competition organization. As in the experiments performed with OptBees the executions were terminated only when the maximum number of calculations of the objective function was reached, and then comparisons could be made directly. Table 6 shows the values 3 for the mean and standard deviation of the error between the best found solution and the global optimum of the problem for each algorithm, for each one of the thirteen problems. Table 7 shows the ranks of each algorithm, for each problem, obtained by sorting the values of the average absolute error (AAE) obtained by each algorithm in ascending order, in addition to the average ranks, the standard deviation of the ranks and the final rank for each algorithm (final ranks were determined from the average ranks). As presented in Table 7 , the OptBees algorithm achieved the position two in the rank, being overcome only by GOABC algorithm. This result shows that OptBees is a competitive tool when compared with other swarm Intelligence algorithms inspired by the behavior of bees.
Concluding Remarks
This paper presented OptBees, a new bee-inspired algorithm for solving continuous optimization problems, and also two novel mechanisms for this algorithm: 1) a local search step; and 2) a process of dynamic variation of the number of active bees that helps the algorithm to regulate the computational effort spent during the search.
The global search capability of the algorithm was assessed in all twenty-five minimization problems proposed for the  To perform a quantitative analysis of the diversity generation and maintenance and of the capacity of determining locally optimal solutions and/or multiple global optima solutions;
 To extend OptBees for solving constrained, multiobjective, discrete and combinatorial optimization problems; and  To adapt OptBees to solve data mining tasks, such as clustering and classification.
