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SUFFICIENT CONDITIONS ON DIFFUSIVITY FOR THE
EXISTENCE AND NONEXISTENCE OF STABLE EQUILIBRIA
WITH NONLINEAR FLUX ON THE BOUNDARY
JANETE CREMA, ARNALDO SIMAL DO NASCIMENTO, MAICON SONEGO
Abstract. A reaction-diusion equation with variable diusivity and non-
linear ux boundary condition is considered. The goal is to give sucient
conditions on the diusivity function for nonexistence and also for existence of
nonconstant stable stationary solutions. Applications are given for the main
result of nonexistence.
1. Introduction
In this work, we study the nonlinear boundary-value evolution problem
ut = div(a(x)ru) + f(u); (t; x) 2 R+  

a(x)@u = g(u); (t; x) 2 R+  @

(1.1)
where 
  RN (N  1). We assume 
 to be a smooth bounded domain, and 
denotes the exterior unit normal to @
. We assume that g and f are bistable type
nonlinearities, and a 2 C1;(
;R+).
Typically (1.1) models the time evolution of the concentration of a diusing
substance or heat in a medium whose diusivity function is a with the ux on the
boundary being proportional to a prescribed function of the concentration.
Roughly speaking, once f and g are xed, non-constant stable stationary so-
lutions to (1.1) (herein occasionally referred to as patterns, for short) arise from
specic properties of the geometry of the domain and/or of the diusivity function
a. This work should be seen as an attempt to understand the role played by a on
existence and nonexistence of patterns to (1.1).
By stationary solutions to (1.1) we mean C2(
)\C0(
) solutions to the nonlinear
boundary value problem
div(a(x)ru) + f(u) = 0; x 2 

a(x)@u = g(u); x 2 @
: (1.2)
Let us dene the set of bi-stable functions B as the class of C1 functions h : R!
R such that
 There exist ;  2 R,  < 0 <  such that h() = h() = h(0) = 0,
 h(s) 6= 0 in (; 0) [ (0; ),
 h0() < 0, h0() < 0, h0(0) > 0.
2000 Mathematics Subject Classication. 35J25, 35B35, 35B36.
Key words and phrases. reaction-di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Throughout this work we assume that f; g 2 B but eventually we need either f  0
or g  0; this will be explicitly mentioned wherever is needed.
Let us briey state our main results and applications. Suppose that there exists
a 2 C1;(
) such that the only stable stationary solutions to
ut = div(a(x)ru) + f(u); (t; x) 2 R+  

a(x)@u = g(u); (t; x) 2 R+  @
:
(1.3)
are u =  and u = .
We prove that if ka   akC1;(
) is small enough then the only stable stationary
solutions to (1.1) are u =  and u = . As applications we have the following 4
items:
(1) If a(x) = c (with c a positive constant) is large enough and a 2 C1;(
) is a
function satisfying ka  ckC1;(
) suciently small then the only stable stationary
solutions to (1.1) are u =  and u = .
(2) Suppose that 
 is a N dimensional ball, f  0 and a(x) = c (with c
a positive constant). If ka   ckC1;(
) is suciently small then the only stable
stationary solutions to (1.1) are u =  and u = . Note that here, as opposed to
(1), it was not required that c be large. This condition is not required in the next
application as well.
(3) Suppose that 
 is a smooth convex domain, g  0 and a(x) = c (c a positive
constant). If ka   ckC1;(
) is suciently small then the same conclusion of (1)
holds.
(4) Another interesting application is when the domain is a ball, 
 = BR(0)
say, g  0, a(x) = a(r) where r = jxj, i.e., a is radially symmetric and satises
r2(
p
a)00 + (N   1)r(pa)0  (N   1)a for 0 < r < R. Under these conditions if a
(not necessarily radially symmetric) is any smooth function satisfying ka akC1;(
)
small enough then the only stable stationary solutions to (1.1) are the constant ones,
i.e.,  and . The same result holds when N = 1, i.e., 
 is an interval, under the
condition (
p
a)00 < 0.
We also present a specic function a so that (1.1) has a pattern for f; g 2 B. It
turns out that a is uniformly small in a thin region which disconnect 
 in two sets
on each of which a is suciently large. As expected, from the above results, a is
not near any constant function in the topology of C1;(
).
The conclusion is that in order to create patterns for (1.1) it suces to have the
diusibility function a() suciently small around some narrow tubular neighbor-
hood of a compact hyper-surface S (with or without boundary as long as in the for-
mer case it holds @S  @
) and large outside so that a() will satisfy ka() akC1;(
)
large enough. For the sake of illustration let us take S without boundary, @S  @

and splitting 
 into two disjoint regions 
 and 
 . In this case the underlying
physical mechanism allowing for the existence of a stable patterns whose values
are close to the stable equilibrium , say, on 
 and close to stable equilibrium
 on 
 , is that small diusibility around S works as a barrier for the diusing
substance (it could be heat) preventing an initial condition u(0; x) = u0(x) starting
close to those values (in the H1 or C0 topology) from spreading out homogeneously
in space and eventually settling down, as time evolves, in a constant concentration
(temperature, respectively) over the domain.
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The problem of characterizing the class of diusivity functions for which (1.1) has
no patterns has been considered by some authors for one-dimensional domains and
g  0. For instance, this condition was found to be a00 < 0 in [14] and (pa)00 < 0
in [13]. Still for in interval and g  0 the authors in [10] and [11] showed existence
of pattern for a class of diusivity function of step type.
These works were generalized in [4] for N -dimensional domains by roughly re-
quiring a to assume a local minimum along a hyper-surface without boundary. Also
in [5] for N = 2 existence of stable patterns to (1.1) when g  0 was established
using   convergence theory; given a simple closed planar curve   
 the hypoth-
esis on a associates the value of its rst and second directional derivatives along
the normal vector to  with the curvature of .
Regarding nonexistence of patterns for (1.1) the main tools utilized are the Im-
plicit Function Theorem in a special setting and a careful regularity analysis. As for
existence the approach consists of nding an invariant set, say , for the positive
ow dened by (1.1) and then showing that it contains the solution we are looking
for as long as  6= ;. This technique seems to have been introduced in [12] and
utilized in a dierent setting in [4], for instance, as well as in many other works.
2. Nonexistence of patterns
Before proving Theorem 2.4, which is the main result of this section, we need
some technical lemmas. Throughout this section we take  = 1=(N + 1), 
  RN
a C2; bounded domain and recall an useful result.
Lemma 2.1 ([9]). Let 
  RN be a bounded smooth domain and u 2 W 2;q(
) a
solution to
u = '(x); x 2 

@u =  (x); x 2 @

with ' 2 Lp(
) and  2W 1 1=p(@
), 1 < p <1. Moreover assume that p  NqN q
with N > q. Then u 2W 2;p(
).
For a proof the reader is referred to [9, p. 114], for instance. Next results,
regarding regularity of solutions to (1.2), will also play a important role in the
sequel.
Lemma 2.2. Assume g 2 C2(R), f 2 C1(R) and let a 2 C1;(
) be a positive
function. If u 2 H1(
) \ L1(
) is a solution to (1.2) then u 2 W 2;N+1(
).
Moreover u 2 C2;(
).
Proof. We start by proving that if N > 2k, for some k 2 N, then u 2 W 2;pk
)
where pk =
2N
N 2k . The proof is by induction on k.
Let k = 0; thus p0 = 2 and by hypothesis on u and a we have  (x) = (
g(u)
a(x)+u) 2
H1(
), '(x) =  f(u) 2 L2(
) and we see that u is also a solution to
div(a(x)ru) = '(x); x 2 

@u+ u =  (x); x 2 @
: (2.1)
However, if 
 is a C2; domain,  2 C1;(@
) and ' 2 C(
), then (2.1) has only
one solution in C2;(
) (cf. [8], Chapter 6, for instance). Hence from regularity
of a; f and g as well as density of the inclusions C1;(
)  H1(
)  L2(
), one
easily proves that u 2 H2(
).
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Assuming the result is true for N > 2k let us take N > 2(k + 1). By induction
hypothesis u 2 W 2;pk(
) with pk = 2NN 2k . But W 2;pk(
)  W 1;pk+1(
) since
2  Npk = 1  Npk+1 for N > 2(k + 1).
By hypothesis on f; g; a we have f(u)=a 2 Lpk+1(
), a 1ra ru 2 Lpk+1(
) and
g(u)
a 2W
1  1pk+1 ;pk+1(@
). Moreover pk+1 = NpkN pk and pk < N . Therefore Lemma
2.1 yields u 2W 2;pk+1(
).
If N is odd then there is k  0 such that N = 2k + 1 > 2k and as such, from
the argument above, u 2 W 2;pk(
) with pk = 2N > N . In case N is even 9 k  0,
N = 2k + 2 > 2k. Again the same argument implies u 2 W 2;pk(
) with pk = N .
On the account that W 2;N (
)  W 2;(N 1=10)(
) \W 1;N+1(
), Lemma 2.1 yields
once more u 2W 2;N+1(
).
Then in any case it follows that u 2W 2;N+1(
). But Sobolev continuous imbed-
ding assures us that W 2;N+1(
)  C1;(
) for  = 1N+1 . Then u is the solution to
(2.1) with ' 2 C(
) and  2 C1;(@
). Given that 
 is C2; domain we conclude
u 2 C2;(
). 
Before establishing our main results in this section we present an application of
the Implicit Function Theorem in a specic setting that suits our purposes; it is a
generalization of [1] where the case a  constant and g  0 was treated.
Lemma 2.3. Suppose g 2 C2(R) and u0 =  or u0 = . Then for any positive
function a 2 C1;(
) there are neighborhoods Va of a in C1;(
) and Uu0 of u0 in
W 2;p(
) (p > N) such that if a 2 Va then u0 is the only solution to (1.2) in Uu0 .
Moreover if either f  0 and g 6= 0 or g  0 and f 6= 0 the result is still valid.
Proof. First of all for simplicity in notationHN stands for the N -dimensional Haus-
dor measure which in our case, according to the dimension, corresponds to the
usual area or volume measure. Let us dene
Ep := f(v; w) 2 Lp(
)W 1  1p ;p(@
);
Z


v =
Z
@

wg
and the operator F : C1;(
)W 2;p(
)! Ep  R by
F (a; u) =
0@div(a(x)ru) + f(u)  1HN (
)
 R
@

g(u) +
R


f(u)

;
a(x)@u  g(u);
1
HN (
)
  R
@

g(u) +
R


f(u)

1A : (2.2)
Note that F is a C1 operator by regularity of a; f; g and on the account that p > N .
Moreover F (a; u) = (0; 0; 0) if and only if u is a solution to (1.2).
In particular for any a 2 C1;(
) and any constant solution u0 2 f; g to (1.2)
we have F (a; u0) = (0; 0; 0).
Claim: DuF (a; u0) : W
2;p(
) 7 ! Ep  R is an isomorphism for any positive
a 2 C1;(
).
Note that this will be the case if for each (v; w; t) 2 Ep  R there is only one
solution  2W 2;p(
) to
div(ar) + f 0(u0)  1HN (
)
h Z
@

g0(u0)+
Z


f 0(u0)
i
= v; x 2 

a@  g0(u0) = w; x 2 @

1
HN (
)
Z
@

g0(u0)+
Z


f 0(u0)

= t
(2.3)
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To prove that the application (2.3) above is an isomorphism it suces to show that
div(ar') + f 0(u0)' = v; x 2 

a@'  g0(u0)' = w + t g
0(u0)
f 0(u0)
; x 2 @
 (2.4)
has a unique solution '. Indeed if this is the case then, keeping in mind that
(v; w) 2 Ep, the function  = '+ tf 0(u0) will be the only solution to (2.3).
To prove existence and uniqueness of solutions to (2.4) we start by dening the
operator T :W 2;p(
)! Lp(
)W 1 1=p;p(@
) by
T (') = (div(ar') + f 0(u0)'; a @'  g0(u0)'):
It is well known that T is a Fredholm operator with index zero. And for u0 = 
or u0 =  we have that kerT = f0g since f 0(u0) < 0 and g0(u0) < 0. So T is an
isomorphism and hence DuF (a; u0) is an isomorphism from W
2;p(
) to Ep  R.
Finally we conclude from the Implicit Function Theorem (see [3] for instance) the
existence of a neighborhood Uu0 2 W 2;p(
) of u0 and a neighborhood Va 2 C1(
)
of a such that if a 2 Va, u 2 Uu0 and F (a; u) = (0; 0; 0) then u = u0; i.e., u0 is the
only solution to (1.2) in Uu0 .
The cases g = 0 and f 6= 0 or f = 0 and g 6= 0 are similar and will be omitted. 
Now we are ready to show the next result.
Theorem 2.4. Let 
  RN be a C2; bounded domain, a 2 C1;(
) with  =
1=(N + 1) and g 2 C2(R).
Let a 2 C1;(
) be a positive function and suppose that u0 =  and u0 =  are
the unique stable stationary solutions to parabolica2. Then there is  > 0 such that
whenever ka   akC1;(
) < , any stable stationary solution u to (1.1) satisfying
  u   in 
 must be constant, i.e., u =  or u = .
Moreover if f  0 and g 6= 0 or g  0 and f 6= 0 the result still holds true.
Proof. Arguing by contradiction we obtain a sequence fajg1j=1 satisfying aj ! a in
C1;(
), as j ! 1; and a sequence of corresponding nonconstant stable solutions
fujg to (1.1) satisfying   uj(x)   and
div(aj(x)ru) + f(u) = 0; x 2 

aj(x)@u = g(u); x 2 @
 (2.5)
Lemma 2.2 yields uj 2 C2;(
). But for all v 2 H1(
) we haveZ


aj(x)rvruj   vf(uj)dx 
Z
@

vg(uj)d = 0 (2.6)
For j large enough there is k > 0 such that aj(x)  k for all x 2 
. Hence
k
Z


jruj j2dx 
Z
@

g(uj)uj d +
Z


ujf(uj)dx
and given that the sequence fujg is bounded in L1(
) it is also bounded in H1(
).
Extracting a subsequence, still denoted by fujg, there is a function u 2 H1(
) such
that uj * u weakly in H
1(
) and strongly in L2(
) as well as in L2(@
). Given the
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uniform convergence of fajg in 
 we conclude from (2.6) that u is a weak solution
to
div(aru) + f(u) = 0; x 2 

a@ u = g(u); x 2 @
: (2.7)
where u 2 C2;(
) by Lemma 2.2. Moreover   u   and uj ! u in W 2;p(
).
In fact, since uj and u are in C
2(
) we can utilize the classical Amann estimative,
kuj   ukH1(
)  C
 k(uj   u)kL2(
) + k@(uj   u)kL2(@
)
 C

k 1
aj
rajruj   1
a
rarukL2(
) + kf(uj)
aj
  f(u)
a
kL2(
)
+ kg(uj)
aj
  g(u)
a
kL2(@
)
 (2.8)
where C is a constant, independent of j, to obtain strong convergence in H1(
).
Using the Agmon-Douglis-Nirenberg inequality (see [2], for instance) and previous
convergence we conclude that uj ! u in H2(
). Now similarly to the proof of
Lemma 2.2 we can prove that uj ! u in W 2;p(
) for p = N + 1.
Claim: u is a stable stationary solution to parabolica2. Indeed since 1(aj ; uj)
is the rst eigenvalue of the linearized problem
div(aj(x)r) + f 0(uj) = ; x 2 

aj(x)@ = g
0(uj); x 2 @

(2.9)
then
1(aj ; uj) = sup
2H1(
);  6=0
nR


 aj jrj2 +
R


f 0(uj)2 +
R
@

g0(uj)2R


2
o
and 1(aj ; uj)  0 on the account that uj is stable. Since uj ! u 2 W 2;p(
) and
aj ! a 2 C1;(
) we can pass to the limit to obtain
0  1(a; u) = sup
2H1(
);  6=0
nR


 ajrj2 + R


f 0(u)2 +
R
@

g0(u)2R


2
o
:
This implies that u is a stable stationary solution to parabolica2, which is the
evolutionary equation corresponding to (2.7). Indeed if 1(a; u) < 0 this result is
very well-known. If 1(a; u) = 0 the result still holds (see [16, theorem 6.2.1]).
Roughly speaking in this case 0 is a simple eigenvalue (having 
 smooth is crucial
here) and therefore there is a local one-dimensional critical invariant manifoldW (u)
tangent to the principal eigenfunction such that if u is stable in W (u) then it also
stable in H1(
). As for the stability of u in W (u) it follows from the existence of
a Lyapunov functional and the fact the W (u) is one-dimensional.
Summing up, u is a stable stationary solution to parabolica2 but by hypothesis
the only stable stationary solution to parabolica2 are u =  or u = . Thus uj ! u
in W 2;p(
) for p > N where u  constant. But according to Lemma 2.3, if j large
enough, this cannot happen given that from the contradiction hypothesis each uj
is a nonconstant function. 
Aiming at future applications we now prove the following result.
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Theorem 2.5. In addition to the hypotheses mentioned in the Introduction assume
g 2 C2(R) and that f(s)g(s) > 0 for s 6= 0; ; . Then for  > 0 small enough any
stable solution to
ut = u+ f(u) = 0; t > 0; x 2 

@u = g(u); x 2 @
: (2.10)
with   u   satises u =  or u = .
Proof. The proof is similar but simpler than those given in Lemma 2.3 and Theorem
2.4 and hence the details will be omitted. First we dene a C1 operator T :
RW 2;p(
)! Ep  R, with p > N , and a set of functions Ep as in Lemma 2.3,
T (; u) =
0@u  f(u) + HN (
)
 R
@

g(u)d +
R


f(u)dx

;
@u  g(u);
1
HN (
)
 R
@

g(u)d +
R


f(u)dx

1A
We see that for  6= 0, T (; u) = (0; 0; 0) if and only if u is a solution to (2.10) and
T (0; u) = (0; 0; 0) if and only if u =  or u =  or u = 0 since f(s)g(s) > 0 for
s 6= 0.
It is easy to verify that for a constant function u0 2 f; ; 0g, the operator
DuT (0; u0) :W
2;p(
)! Ep  R, where
DuT (0; u0) =

; @;
1
HN (
)
h Z
@

g0(u0)+
Z


f 0(u0)
i
;
is an isomorphism. Indeed the problem
 = v 2 Lp(
)
@ = w 2W 1 1=p;p(@
)
has a family of solutions fc = '+ c; c 2 Rg and then given t 2 R there exists only
one c such that
t =
1
HN (
)
h Z
@

g0(u0)c +
Z


f 0(u0)c
i
:
Again as in Lemma 2.3, since T (0; u0) = (0; 0; 0), we conclude from the Implicit
Function Theorem the existence of a neighborhood Uu0 2W 2;p(
) of u0 and 0 > 0
such that if jj < 0, u 2 Uu0 and T (; u) = (0; 0; 0) then u = u0, i.e., u0 is the
only solution to (2.10) in Uu0 .
Now arguing by contradiction let us suppose that there is a sequence j ! 0 and
a corresponding sequence fujg of nonconstant stable stationary solutions to (2.10)
satisfying   uj   and
uj =  jf(uj); t > 0; x 2 

@uj = jg(uj); x 2 @
: (2.11)
First of all as in Theorem 2.4 we can show the existence of u and a subsequence of
non-constant functions, still denoted by fujg, such that uj * u 2 H1(
). Moreover
once j ! 0 we have jruj jL2(
) ! 0 and then the convergence is strong and u
is constant. Now using Agmon-Douglis-Niremberger inequality we conclude that
uj ! u in W 2;p(
) for some p > N .
Since
R


f(uj)dx+
R
@

g(uj)d = 0 it holds that
HN (
)f(u) +HN 1(@
)g(u) = 0;
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and on the account that we have f(v)g(v) > 0 for v 6= ; 0;  then we must have
u 2 f; 0; g.
Given that uj ! u in W 2;p(
) (p > N) we conclude from the rst part of the
proof that for small j the corresponding solution to (2.11) satises one of the
following cases; uj = , uj =  or uj = 0. This is a contradiction since each uj is
a non-constant function.
Then for  small enough any stationary stable solution to (2.10) must be u = ,
u =  or u = 0. But if u = 0 the rst eigenvalue (; 0) corresponding to the
linearized problem
+ f 0(0) = ; x 2 

@ = g
0(0); x 2 @
 (2.12)
satises
(; 0) = sup
2H1(
);  6=0
R


 jrj2 + R


f 0(0)2 +
R
@

g0(0)2R


2
> 0
due to the fact that f 0(0); g0(0) > 0. Hence we must have u =  or u = . 
The next result is direct consequence of the previous two theorems.
Theorem 2.6. Let 
 2 RN be a C2; bounded domain, a 2 C1;(
) with  =
1=(N + 1), f; g 2 B, f(s)g(s) > 0 for s 6= ; 0;  and g 2 C2(R).
Then given any real number a large enough there is  > 0 such that whenever
ka()  akC1;(
) < , any stable stationary solution u to (1.1) satisfying   u  
in 
 must be constant; i.e., u =  or u = .
3. Application to specific cases
In this section we illustrate how the above version of the Implicit Function the-
orem can be used to draw conclusions on non-existence of non-constant stable
stationary solutions to some specic cases of (1.1).
Corollary 3.1. In addition to the hypotheses of Theorem 2.4 suppose that 
 is a
N dimensional ball and f  0. Then given any real number a > 0 (not necessarily
large) there is  > 0 such that whenever ka()  akC1;(
) < , any stable stationary
solution u to (1.1) satisfying   u   in 
 must be constant, i.e., u =  or
u = .
Proof. Since 
 is a ball we know (see [18], for instance) that if u is a stable stationary
solution to
ut = a4u; x 2 

@u = a
 1g(u); x 2 @
 (3.1)
then u must be a constant function. Hence, since u  0 is a unstable equilibrium,
we conclude u =  or u =  and Theorem 2.4 can be applied to complete the
proof. 
A similar nonexistence result can be obtained for g  0 as long as 
 is smooth
and convex.
Corollary 3.2. In addition to the hypotheses of Theorem 2.4 suppose that 
  RN
is smooth and convex and g  0. Then given any real number a > 0 there is  > 0
such that whenever ka()  akC1;(
) < , any stable stationary solution u to (1.1)
satisfying   u   in 
 must be constant, i.e., u =  or u = .
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Proof. If u is a stable stationary solution to
ut = a4u+ f(u); x 2 

@u
@
= 0; x 2 @

(3.2)
since 
 is smooth and convex, we can resort to [15] or [12] to conclude that u
must be constant. Hence, since u  0 is a unstable equilibrium, we conclude
u =  or u = . Now the result is a immediate consequence of Theorem 2.4. 
Corollary 3.3. Consider the problem
ut = div(a(x)ru) + f(u); (t; x) 2 R+ BR(0)
@u = 0; (t; x) 2 R+  @BR(0):
(3.3)
where f 2 C1 and BR(0) stands for the N -dimensional ball of radius R and center
at the origin. Let r = kxk and suppose that a 2 C2(0; R) is a positive radially
symmetric function satisfying
r2(
p
a)00 + (N   1)r(
p
a)0  (N   1)a
for 0 < r < R. If a 2 C2(BR(0)) is a positive function (not necessarily radial
symmetric) such that ka  akC1;(BR(0)) is small enough then any stable stationary
solution to (3.3) is a constant function and equals either  or .
The same conclusion holds for N = 1; i.e., when 
 = (0; 1) say, as long as
(
p
a)00 < 0.
Proof. Indeed under the hypothesis on a(r) it follows from [6, Lemma 2.1] and [7,
Theorem 5.2], that any stable stationary solution to
ut = div(a(r)ru) + f(u); (t; x) 2 R+ BR(0)
@u = 0; (t; x) 2 R+  @BR(0):
(3.4)
is constant. The result now follows from an application of Theorem 2.4.
As for the one-dimensional case it was proven in [13] that if (
p
a)00 < 0 (in [14] the
more restrictive hypothesis a00 < 0 was found) then any stable stationary solution
to
ut = (a(x)ux)x + f(u); (t; x) 2 R+  (0; L)
ux(t; 0) = ux(t; L) = 0; t 2 R+
(3.5)
is constant. Again the proof can be established by an application of Theorem
2.4. 
4. Existence of patterns
Our goal in this section is to give sucient conditions on the diusivity function
a for the existence of patterns to (1.1). It will be clear that the diusivity function
a must be suciently far (in the C1;(
) topology) from any constant function.
Actually a is uniformly small in a thin region which disconnect 
 in two sets on
each of which a is suciently large. In the Introduction a more detailed geometric
picture of such class of diusivity function is given.
Let f; g 2 B satisfy
(H) 0  sg(s)  s2 for   s  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and set G(u) =
R u
0
g and F (u) =
R u
0
f . Assume without loss of generality that
G()  G(), F ()  F (). Also for p > N dene the twice continuously dier-
entiable energy functional E :W 1;p(
) 7 ! R by
E(u) =
1
2
Z


a(x) jruj2 dx 
Z


F (u) dx 
Z
@

G(u) d:
Before establishing the next result, we remember that the eigenvalues of the
Steklov problem dened in a set D  RN ,
' = 0; x 2 D
@'
@
= '; x 2 D (4.1)
satisfy 0 = 0 < 1  2    ! 1 and we recall the following well-know result
which can be proved using variational characterization of the eigenvalues.
The following result whose proof can be found in [17, Lemma 3.1] will play an
important role in this section.
Lemma 4.1. Let D  RN be a domain with Lipschitz continuous boundary. Then
for any v 2W 1;2(D) it holds thatZ
@D
v2d  1
1
Z
D
jrvj2 dx+ 1HN 1(@D)
Z
@D
vd
2
:
Moreover if S  @D is smooth with HN 1(S) 6= 0 thenZ
@S
v2d  1
1
Z
D
jrvj2 dx+ 1HN 1(S)
Z
S
vd
2
: (4.2)
A proof of the next lemma can be found in [12], where the case a  1 and
g  0 was treated. However given that this technique has since then been used
in the related literature we decided to present here a much simpler and entirely
variational proof.
Lemma 4.2. Let 
  RN (N  2) be a smooth bounded domain, 
l and 
r two
disjoint sub-domains of 
 with smooth boundaries and Sj = @
\@
j, HN 1(Sj) >
0 (j = l; r). For p > N , we dene the set
(
l;
r) =

v 2W 1;p(
) :   v(x)  ; x 2 
;
Z
Sl
v d < 0;Z
Sr
v d > 0; E(v) < "0  G()HN 1(@
)  F ()HN (
)
o
;
where
"0 = G()minfHN 1(Sl)minf1; 1(
l)almg;HN 1(Sr)minf1; 1(
r)armgg;
ajm = minx2
j a(x) (j = l; r) and 1(
j) is the rst positive eigenvalue of Steklov
Problem (4.1) dened in 
j (j = l; r).
If  6= ; then (1.1) has at least one nonconstant stationary solution u 2  which
is stable in W 1;p(
).
Proof. Let T (t)u0 = u(t; x) be the solution to (1.1) with u(0; x) = u0. The proof
consists in showing that  is invariant under T (t) for t  0 and then to use this
fact to conclude that there is a stable stationary solution in the interior of .
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Let us consider u0 2 . Since f; g 2 B an application of Maximum Principle
yields   T (t)u0  . Moreover ddtE(u(t; x)) =  
R


(ut(t; x)
2)dx and hence
E(u(t; x))  E(u0) < "0.
Let us show that
R
Sl
T (t)u0 d < 0 for t  0. By contradiction let t1 > 0 be such
that w1 = T (t1)u0 and
R
Sl
w1 d = 0. ButZ
Sl
w21 d 
1
1(
l)
Z

l
jrw1j2dx+
Z
Sl
w1 d
2
=
1
1(
l)
Z

l
jrw1j2dx
and because 0  sg(s)  s2 for s 2 [; ] we have 0  G(s)  s2=2 and thenZ

l
a
2
jrw1j2dx 
Z

l
alm
2
jrw1j2dx 
Z
Sl
alm1(
l)G(w1)d:
Since f; g 2 B we have F (w1)  F () as well as G(w1)  G() and then
E(w1)  alm1(
l)
Z
Sl
G(w1)d 
Z
Sl
G(w1) d G()HN 1(@
nSl) F ()HN (
):
We also have E(w1)  E(u0) < "0   G()HN 1(@
)   F ()HN (
). Hence "0 >
(alm1(
l)   1)
R
Sl
G(w1) d + G()HN 1(Sl). If alm1(
l) < 1 we have "0 >
alm1(
l)G()HN 1(Sl). And if alm1(
l)  1 we have "0 > G()HN 1(Sl). In
both cases we have a contradiction, so
R
Sl
T (t)u0 d < 0 for t  0. Analogously we
have
R
Sr
T (t)u0 d > 0 for t  0. So we conclude that  is invariant under T (t).
Now if v 2  we have (v) = fT (t)v; t  0g  . Because the system is gradient,
(v) is compact and then the set
!(v) = fu = lim
tn!1
T (tn)v for some real sequence (tn)g
is not empty. Moreover if E is the set of all equilibrium solutions to (1.1) then
!(v)  E .
So if u 2 !(v) it is an equilibrium solution to (1.1),   u  , E(u)  E(v) <
"0   G()HN 1(@
)F ()HN (
) and as before we conclude by contradiction thatR
Sl
u d < 0 and
R
Sr
u d > 0 and then !(v)  .
Hence if v 2  then !(v)  \ E which is a compact set. Since E is continuous
there is e0 2 \E such that E(e0)  E(v) for any v 2 \E . But in reality e0 is a
minimum of E in  since otherwise there would be v1 2  such that E(v1) < E(e0)
and as before !(v1)  . Then for all v 2 !(v1) we have E(v)  E(v1) < E(e0)
which is a contradiction.
Claim: e0 is a interior point of  and thus a local minimizer of E in W
1;p(
).
This will follow by proving that the sets i (i = 1; 2; 3; 4) given by
1 = fu 2W 1;p(
) :  < u <  a.e. in 
g
2 = fu 2W 1;p(
) :
Z
Sl
u d < 0g;
3 = fu 2W 1;p(
) :
Z
Sr
u d > 0g;
4 = fu 2W 1;p(
) : E(u) < "0   G()HN 1(@
)g
are open in W 1;p(
) and that e0 2 \j=1;:::;4j .
We have
 4 is open in W 1;p(
) since E is continuous in W 1;p(
).
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 3 and 2 are open by the continuity of the functionals I2(u) =
R
Sl
u d
and I3(u) =
R
Sr
u d, dened in W 1;p(
).
 Using that W 1;p(
) ,! C(
) (p > N), one can easily check that 1 is also
open in W 1;p(
).
As for the inclusion we have:
 Clearly E(e0)  "0   G()HN 1(@
)   F ()HN (
) and equality can be
ruled out since in case it occurred we would have for any w 2  (by hy-
pothesis  6= ;),
E(w) < "0   G()HN 1(@
)  F ()HN (
) = E(e0);
which contradicts E(e0)  E(v) for all v 2 .
 We have R
Sl
e0 d  0 and equality can be ruled out by contradicting the
denition of "0, as it was given before. The other case is similar.
 Since e0 2 E an application of Maximum Principle yields  < e0 <  a.e.
in 
.
Summing up: e0 is an interior point of  and therefore a local minimizer of E in
W 1;p(
). Once our claim is proved we conclude, from the variational characteri-
zation of the eigenvalues, that the rst eigenvalue of the corresponding linearized
problem at e0 is non-positive. If it is negative we conclude as usual by using the
principle of linearized stability. In case it is zero, we conclude as in the proof of
Theorem 2.4.
This establishes the proof that e0 is a stable (in the Lyaponov sense) nonconstant
stationary solution to (1.1). 
As mentioned before the goal in this section is to give sucient conditions for the
existence of patterns for (1.1), and this will be accomplished by giving conditions
on a(x) so that  is not empty.
Theorem 4.3. Let 
  RN (N  2) be a smooth bounded domain and suppose the
equal-area condition G() = G() and F () = F () holds. Then there is a positive
smooth function a : 
 7 ! R such that (1.1) has a nonconstant stable equilibrium
solution.
Proof. According to Lemma 4.2 it suces to show that  6= ;. Let us take two
separate balls Bl and Br, centered at points of @
, such that 
l = Bl \ 
;
r =
Br \ 
 are nonempty connected smooth open sets in 
 satisfying 
l \ 
r = ;,
Sj = @
 \ @
j and HN 1(Sj) 6= 0 (j = l; r).
Then there is an hyperplane S which separates RN in two disjoint regions, de-
noted by RNl and RNr , with the following properties:
(i) Bl  RNl and Br  RNr ,
(ii) there exists m > 0 such that dist(
j ; S)  m (j = l; r).
We dene the signed distance function in RN by
d(x; S) =
(
distx; S) if x 2 RNr ;
 distx; S) if x 2 RNl :
and, for  > 0, the tubular neighborhood of S by
Q = fx 2 
 : jd(x; S)j < g:
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For Sl; Sr as in Lemma 4.2 we suppose HN 1(Sl)  HN 1(Sr) and choose  < m
small enough such that
G()HN 1(@Q \ @
) + F ()HN (Q) < G()HN 1(Sl) (4.3)
Consider a function  : R  ! R dened by
(t) =
8><>:
; if t   
+  + ( ) t; if    < t < 
; if t  :
Then w0(x) = (d(x; S)) is a Lipschitz function in RN and consequently its restric-
tion to 
 is in W 1;p(
). We will show that under certain conditions on a(x) we
have w0 2 , with  dened as in Lemma 4.2.
Clearly   w0  ,
R
Sl
w0 d < 0 and
R
Sr
w0 d > 0. Let S
  and S+
be portions of @
 dened by @
n(@Q \ @
) = S  [ S+. Then S  \ S+ = ;,
S  \ Sl 6= ; 6= S+ \ Sr.
Since w0 is constant on each connected component of 
nQ, G() = G() and
F () = F () we obtain
E(w0)  1
2
Z
Q
a(x)jrw0j2 dx 
Z
@Q\@

G(w0) d
 G()HN 1(@
n(@Q \ @
))  F ()HN (
nQ):
Given that
R
@Q\@
G(w0)d  0 in order to have
E(w0) < "0  G()HN 1(@
)  F ()HN (
); (4.4)
where
"0 = G()minfHN 1(Sl)minf1; 1(
l)a
lm g;HN 1(Sr)minf1; 1(
r)a
rm gg
it suces to require
"0 + F ()HN (
nQ)
>
1
2
Z
Q
a(x)jrw0j2 dx+G()HN 1(@Q \ @
) + F ()HN (
):
(4.5)
Since the diusivity function a is to be chosen we set a

j
m = minx2
j a(x) (j = l; r)
and take
a
lm >
1
1(
l)
; a
rm >
1
1(
r)
: (4.6)
Hence
"0 = G()HN 1(Sl): (4.7)
Moreover setting aM = maxx2Q a(x), we have
1
2
Z
Q
a(x)jrw0j2 dx  a

M
2
(   )2
2
HN (Q):
Therefore, (4.5), and consequently (4.4), will be realized provided
0 < aM <
22[G()HN 1(Sl) G()HN 1(@Q \ @
)  F ()HN (Q)]
(   )2HN (Q) : (4.8)
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Note that in view of (4.3) the righthand side of (4.8) is positive and does not
depend on a. Therefore (4.8) can clearly be satised by taking aM small enough.
Therefore,  6= ; and Lemma 4.2 completes the proof. 
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