Entropy is a measure of the uncertainty associated with a variable whose value cannot be exactly predicted. Based on the notion of chance measure, a concept of uncertain random entropy is introduced and used to provide a quantitative measurement of the uncertainty associated with uncertain random variables and its properties are studied in this paper. Relative entropy is a measure of the difference between two distribution functions. In order to deal with the divergence of uncertain random variables via chance distributions, this paper proposes also the relative entropy for uncertain random variables, as well as it investigates some mathematical properties of this concept. As an application, a model is presented to formulate a minimum spanning tree problem with uncertain random edge weights involving a relative entropy chance distribution. Finally, a numerical example of an uncertain random network is put forward to illustrate the effectiveness of the proposed model.
Introduction
Entropy is a measure of the degree of uncertainty of a varibale in information theory. It was first proposed by Shannon 1 as a measure of the uncertainty associated with a random variable. Hereafter, Shannon entropy has been studied by many researchers. Rényi 2 entropy and Tsallis 3 entropy were also imporment entropies, have been researched by some scholars. Entropy of a fuzzy set was introduced by Zadeh 4 to quantify the amount of fuzziness, and the entropy of a fuzzy event is defined as a weighted Shannon entropy. After that, De Luca and Termini 5 introduced a definition of fuzzy entropy as a degree of uncertainty associated with a fuzzy set. A large amount of literature concerns the definition of entropy of a fuzzy set and its applications: Bhandary Pal 6 , Pal and Pal 7 and Pal and Bezdek 8 , among others Li and Liu 9 proposed a concept of entropy of fuzzy variables in the framework of credibility theory.
However, when no samples are available to extimate a probability distribution, we have to rely on the domain experts evaluating the belief degree that each event will happen. But, the human's belief degree cannot be regarded as probability or fuzzy concept, otherwise some countertuitive results may occur. Liu 10 designed some counerexamples. In order to study the uncertainty in human systems, an uncertainty theory was founded by Liu 11 and refined by Liu 12 . Based on the uncertain measure, Liu 13 defined uncertain variables to describe uncertain phenomena. Liu 11 introduced uncertain entropy to characterize uncertainty resulting from information deficiency. Later, Chen and Dai 14 investigated the maximum entropy principle of uncertainty distribution for uncertain variables. Dai 15 proposed a quadratic entropy and studied its properties. To compute the entropy more conveniently, Dai and Chen 16 provided some formulas for the entropy of functions dealing with uncertain variables with regular uncertainty distributions. After that, Yao et al. 17 proposed a sine entropy and studied its properties. Relative entropy is a measure of the difference between two distribution functions. Other names of this concept include expected weight of evidence, directed divergence, and cross-entropy. Bhandary and Pal 6 defined the relative entropy for a fuzzy set via its membership function. Chen et al. 18 studied relative entropy for uncertain variables. Dai et al. 19 studied quadratic relative entropy for uncertain variables.
As we know, in order to deal with an indeterminate quantity, probability theory is a powerful tool to model frequencies by samples, and another tool is uncertainty theory, for modeling degrees of belief. With the development of uncertainty theory, many researchers turned to considering the generalization of phenomena, that is, uncertainty and randomness which may appear together in a complex system. In order to describe this, Liu 20, 21 proposed chance theory, which is a mathematical methodology for modeling complex systems with both uncertainty and randomness, including chance measure, uncertain random variable, chance distribution, operational law, expected value and so on. Based on the chance measure, we will introduce uncertain random entropy to characterize uncertainty resulting from information deficiency. We often need to estimate the chance distribution of an uncertain random variable from the known information. This paper will propose a concept of entropy for uncertain random variable and study its properties. The rest of the paper is organized as follows: some preliminary enrtopy Entropy of Uncertain Random Variables with Application 3 concepts of uncertainty theory and chance theory are briefly recalled in Section 2. The concept and basic properties of entropy of uncertain random variables are introduced in Section 3. A concept of relative entropy for uncertain random variables is introduced in Section 4, where some mathematical properties are also studied. As an application, In Section 5 a model is presented of the minimum spanning tree of an uncertain random network using relative entropy chance distribution. Section 6 provides a numerical example to illustrate its effectiveness. Finally, a brief summary is given in Section 7.
Preliminary
In this section, we first review some concepts of uncertainty theory, including uncertain measure, uncertain variable and operational law. Then we recall some useful definitions and properties about chance theory, such as uncertain random variable, chance distribution, and so on.
Uncertain Variables
In the subsection, we introduce some basic concepts of uncertainty theory that will be used throughout this paper.
Let L be a σ-algebra on a nonempty set Γ. A set function M : L → [0, 1] is called an uncertain measure (Liu 11 ) if it satisfies the following three axioms: (i) (Normality) M{Γ} = 1 for the universal set Γ.
(ii) (Duality) M{Λ} + M{Λ c } = 1 for any event Λ. (iii) (Subadditivity) For every countable sequence of events Λ 1 , Λ 2 , · · · , we have
The triplet (Γ, L, M) is called an uncertainty space. The product uncertain measure on the product σ-algebra L is defined by the following axiom.
where Λ k are arbitrarily chosen events from L k for k = 1, 2, · · · , respectively. Definition 1. (Liu 11 ) An uncertain variable is a function ξ from an uncertainty space (Γ, L, M) to the set of real numbers such that {ξ ∈ B} is an event for any Borel set B of real numbers.
An uncertain variable is essentially a measurable function from an uncertainty space to the set of real numbers. In order to describe an uncertain variable, a concept of uncertainty distribution is defined as follows.
Let ξ be an uncertain variable. Its uncertainty distribution is Φ(x) = M{ξ ≤ x} for any real number x.
In order to verify the operational law of entropy of uncertain random variables, we need the following definition and theorems.
Definition 2. (Liu
12 ) The uncertain variables ξ 1 , ξ 2 , · · · , ξ n are said to be independent if
For a strictly monotone function of independent uncertain variables, we can obtain its inverse uncertainty distribution and uncertainty distribution by Theorem 1 and Theorem 2.
is strictly increasing with respect to x 1 , x 2 , · · · , x m and strictly decreasing with respect to x m+1 , x m+2 , · · · , x n , then ξ = f (ξ 1 , ξ 2 , · · · , ξ n ) is an uncertain variable with an inverse uncertainty distribution
is strictly increasing with respect to x 1 , x 2 , · · · , x m and strictly decreasing with respect to x m+1 , x m+2 , · · · , x n , then ξ = f (ξ 1 , ξ 2 , · · · , ξ n ) is an uncertain variable with uncertainty distribution
The entropy of uncertain variable was defined by Liu 11 , and the cross entropy of uncertain varible was defined by Chen, Kar and Ralescu 18 . These concepts are as follows:
Let ξ be an uncertain variable with uncertainty distribution Φ(x). Then its entropy is
Let ξ and η be two uncertain variables with uncertainty distributions Φ ξ (x) and Φ η (x), respectively. Then the cross entropy of ξ from η is defined by 
Uncertain Random Variables
In this subsection, we introduce some useful definitions and properties about uncertain random variable, chance measure, chance distribution and operational law. Let (Γ, L, M) be an uncertainty space and (Ω, A, Pr) be a probability space. Then the chance space is the product (Γ, L, M)×(Ω, A, Pr). Essentially, it is another triplet, (Γ × Ω, L × A, M × Pr) where Γ × Ω is the universal set, L × A is the product σ-algebra, and M × Pr is the product measure. The universal set Γ × Ω is
The product σ-algebra L × A is the smallest σ-algebra containing measurable rectangles of the form Λ × A, where Λ ∈ L and A ∈ A. Any element in L × A is called an event in the chance space. The definition of chance measure as follows:
be a chance space, and let Θ ∈ L × A be an uncertain random event. The chance measure of Θ is
A chance measure satisfies normality, duality, and monotonicity properties, that is (i) Ch{Γ × Ω} = 1; (ii) Ch{Θ} + Ch{Θ c } = 1 for and event Θ; (iii) Ch{Θ 1 } ≤ Ch{Θ 2 } for any real number set Θ 1 ⊂ Θ 2 .
Hou 22 proved the subadditivity of chance measure, Ch {
Ch{Θ i } for a sequence of events Θ 1 , Θ 2 , · · · Theoretically, an uncertain random variable is a measurable function on the chance space. It is used to deal with measurable functions of uncertain variables and random variables. A random variable is a special uncertain random variable. An uncertain variable is also a special uncertain random variable.
Liu 20 introduced the chance distribution of an uncertain random variable as:
The chance distribution of a random variable is its probability distribution, and the chance distribution of an uncertain variable is its uncertainty distribution. 21 ) Let η 1 , η 2 , · · · , η m be independent random variables with probability distributions Ψ 1 , Ψ 2 , · · · , Ψ m , respectively, and let τ 1 , τ 2 , · · · , τ n be independent uncertain variables. Then the uncertain random variable
Theorem 3. (Liu
where F (x, y 1 , · · · , y m ) is the uncertainty distribution of the uncertain variable
for any real numbers y 1 , y 2 , · · · , y m . 21 ) Let η 1 , η 2 , · · · , η m be independent random variables with probability distributions Ψ 1 , Ψ 2 , · · · , Ψ m , respectively, and let τ 1 , τ 2 , · · · , τ n be independent uncertain variables with uncertainty distributions
Theorem 4. (Liu
is strictly increasing with respect toτ 1 , τ 2 , · · · , τ k and strictly decreasing with respect to τ k+1 , τ k+2 , · · · , τ n . Then the uncertain random
where F (x, y 1 , y 2 · · · , y m ) is the root of the equation
For an uncertain random variable, we can obtain its chance distribution by Theorem 3 and Theorem 4 when F (x, y 1 , · · · , y m ) is given as the uncertainty distribution of the uncertain variable
for any real numbers y 1 , y 2 , · · · , y m .
Entropy of Uncertain Random Variable
This section will introduce the concept of entropy of uncertain random variables. Entropy is a measure of the uncertainty associated with a varialbe whose value cannot be exactly predicated.
Definition 5. Let ξ be an uncertain random variable with chance distribution Φ(x). Then its entropy is defined by
Note that S(t) = −t ln t − (1 − t) ln(1 − t) is symmetric function about t = 0. In addition, when an uncertain random variable tends to a constant, its entropy tends to the minimum 0. Property 2 follows from the fact that the function S(t)
The property is proved.
Next, we will calculate the entropy of some important uncertain random variables. Example 1. Let η be a random variable with probability distribution Ψ, and let τ be an uncertain variable with uncertainty distribution Υ. We can proved that the sum ξ = η + τ has a chance distribution
In facts,
It follows from the definition of entropy that In facts,
It follows from the definition of entropy that
Example 3. Let η be a random variable with probability distribution Ψ, and let τ be an uncertain variable with uncertainty distribution Υ. We can proved that the minimum ξ = η ∧ τ has a chance distribution
In facts, It follows from the definition of entropy that
Example 4. Let η be a random variable with probability distribution Ψ, and let τ be an uncertain variable with uncertainty distribution Υ. Similarity, we can proved that the maximum ξ = η ∨ τ has a chance distribution
In general, in order to calculate the entropy of an uncertain random variable, we obtain the following theorem.
Theorem 5. Let η 1 , η 2 , · · · , η m be independent random variables with probability distributions Ψ 1 , Ψ 2 ,· · · , Ψ m , respectively, and let τ 1 , τ 2 , · · · , τ n be independent uncertain variables. If the entropy of the uncertain random variable ξ = f (η 1 , η 2 , · · · , η m , τ 1 , τ 2 , · · · , τ n ) exists, then
where S(t) = −t ln t − (1 − t) ln(1 − t) and F (x, y 1 , · · · , y m ) is the uncertainty distribution of uncertain variable f (y 1 , y 2 , · · · , y m , τ 1 , τ 2 , · · · , τ n ) for any real numbers y 1 , y 2 , · · · , y m .
Proof: It follows from Theorem 3 that the uncertain random variable ξ has a chance distribution
where F (x, y 1 , · · · , y m ) is the uncertainty distribution of uncertain variable
for any real numbers y 1 , y 2 , · · · , y m . It follows from the definition of entropy that
The theorem is proved.
is strictly increasing with respect to τ 1 , τ 2 , · · · , τ k and strictly decreasing with respect to τ k+1 , τ k+2 , · · · , τ n . If
where S(t) = −t ln t − (1 − t) ln(1 − t).
Proof: By Theorem 3, we know that ξ has a chance distribution
By Theorem 2, we have
Thus we can obtain
by Theorem 5. The corollary is proved. 
Proof: Since ξ has a regular chance distribution Φ(x), we have
where
By the Fubini theorem, we have
Remark 1. Theorem 6 provides a new way to calculate the entropy of an uncertain random variable when the chance distribution is regular.
where S(t) = −t ln t − (1 − t) ln(1 − t) and F (x, y 1 , · · · , y m ) may be determined by its inverse uncertainty distribution F −1 (α, y 1 , · · · , y m ) that is equal to
Proof: By Theorem 4, we know that ξ has a chance distribution
where F (x, y 1 , · · · , y m ) is the uncertainty distribution of uncertain variable f (y 1 , y 2 , · · · , y m , τ 1 , τ 2 , · · · , τ n ) for any real numbers y 1 , y 2 , · · · , y m . From the assumption that f (y 1 , y 2 , · · · , y m , τ 1 , τ 2 , · · · , τ n ) is strictly increasing with respect to τ 1 , τ 2 , · · · , τ k and strictly decreasing with respect to τ k+1 , τ k+2 , · · · , τ n and since Υ 1 , Υ 2 , · · · , Υ n are regular, it follows that F (x, y 1 , · · · , y m ) may be determined by its inverse uncertainty distribution F −1 (α, y 1 , · · · , y m ); from Theorem 1 that is equal to
From Theorem 6, we obtain
where S(t) = −t ln t − (1 − t) ln(1 − t) and F (x, y 1 , · · · , y m ) may be determined by its inverse uncertainty distribution
Relative Entropy of an Uncertain Random Variable
In Section 3, we have introduced the logarithmic entropy of uncertain random variables. In the future research, we will define other types of entropies for an uncertain random variable by using a symmetric function about t = 0.5, which is strictly increasing on the interval [0, 0.5], strictly decreasing on the interval [0.5, 1], and which reaches its unique maximum at t = 0.5. And the corresonding those types of entropies are named Sine entropy, Quadratic entorpy, Circle entropy, Rényi entropy, Tsallis entropy of uncertain random variables.
In this section, we will introduce a concept of relative entropy for uncertain random variables by using chance measures. Relative entropy is a measure of the diference between chance distribution functions of two uncertain random variables. Definition 7. Let ξ and η be two uncertain random variables with chance distributions Φ ξ (x) and Φ η (x), respectively. Then the relative entropy of ξ from η is defined by
It is obvious that R[ξ; η] is symmetric, i.e., the value does not change if the outcomes are labeled differently. Let Φ ξ (x) and Φ η (x) be the distribution functions of uncertain random variables ξ and η, respectively. The relative entropy of ξ from η can be written as
The relative entropy depends only on the number of values and their indeterminacies and does not depend on the actual values that the uncertain random variables ξ and η take. Proof: Let Φ ξ (x) and Φ η (x) be the chance distribution functions of ξ and η, respectively. Since C(s, t) is strictly convex on [0, 1]×[0, 1] and reaches its minimum value when s = t, C (Φ ξ (x), Φ η (x)) ≥ 0 for almost all the points x ∈ R. Then
For each s ∈ [0, 1], there is a unique point t = s with C(s, t) = 0. Thus, R[ξ; η] = 0 if and only if C (Φ ξ (x), Φ η (x)) = 0 for almost all the points x ∈ , that is Ch{ξ ≤ x} = Ch{η ≤ x}.
Application of Relative Entropy
The minimum spanning tree problem is one of the most important network optimization problems, which has been widely applied to many fields including transportation problems. The minimum spanning tree problem consists in finding a leastweight subgraph connecting all nodes. For a classical network, the edge weights of the network are deterministic constants, and efficient algorithms have been developed by many researchers such as Kruskal's algorithm 23 and Prim's algorithm 24 . Ishii et al. 25 discussed the minimum spanning tree problem with random edge weights. Frieze 26 and Bertsimas 27 studied the probabilistic minimum spanning tree problem. Zhang et al. 28 studied the inverse minimum spanning tree problem with uncertain edge weights; Zhou et al. 29 introduced the quadratic minimum spanning tree problem of uncertain network. Recently, Zhou et al. 30 investigated path optimality conditions for the minimum spanning tree problem with uncertain edge weights. Liu 31 discussed an uncertain random network in which some weights are random variables and others are uncertain variables. Following that, Sheng et al. 32 gave an ideal chance distribution for the minimum spanning tree of an uncertain random network and proposed an area chance distribution model and algorithm to find the minimum spanning tree of uncertain random network. By the definition of relative entropy of uncertain random variables, as a measure of the difference between two chance distribution functions, in order to deal with the divergence of uncertain random variables about chance distribution, the decision-makers attempts to minimize the relative entropy chance distribution of the minimum spanning tree. We give the following difinition: 
Given a connected and undirected uncertain random network (N, U, R, W), where N is a collection of nodes, U represents a collection of uncertain edges, R represents a collection of random edges and W denotes the weights of edges, respectively. Let T be a spanning tree of this uncertain random network. Let x ij = 0 represent edge (i, j) / ∈ T and x ij = 1 represent edge (i, j) ∈ T . According to Definition 8, we minimize relative entropies between the ideal chance distribution of minimum spanning tree and chance distribution of the spanning tree T , i.e., the objective functions are denoted by
and the minimum spanning tree can be obtained from the following model:
where U ∪ R(S) denotes the collection of edges of the induced subgraph from S ⊂ N and C(s, t) = s ln s t
The following result is obvious.
Theorem 9. Model (1) can be reformulated as the following model: where Φ(x), Ψ(y), Υ(r) and C(s, t) can be obtained by
Numerical example
Generally speaking, uncertain random programming models are difficult to solve by traditional methods. So, in order to solve the above model, we can design the following algorithm to find the minimum spanning tree of an uncertain random network. Algorithm 1.
Step 1. Calculate and save the value of the ideal chance distribution of the minimum spanning tree of an uncertain random network.
Step 2. Using the enumeration method, obtain all spanning trees in the uncertain random network.
Step 3. Calculate the relative entropy between the ideal chance distribution and the chance distribution of each spanning tree obtained in Step 2.
Step 4. Compare the relative entropy, and choose the minimum value, whose corresponding spanning tree is the minimum spanning tree.
In this section, we will now give an example to illustrate the conclusions presented above. The uncertain random network (N, U, R, W) is shown in Figure 1 . This is an uncertain random network with 6 nodes and 9 edges. Assume the uncertain weights τ 12 , τ 23 
Conclusions
In this paper, we first proposed the concept of entropy of uncertain random variables and studied its mathematical properties. Next we introduced the concept of relative entropy for uncertain random variables to deal with the divergence of two uncertain random variables. Some formulas were derived to calculate the entropy and the relative entropy of uncertain random variables using chance disribution or the inverse chance distribution. Furthermore, we investigated the minimum spanning tree problem, and a relative entropy chance distribution model was derived to formulate the minimum spanning tree of an uncertain random network. To solve this model, an algorithm was designed. Finally, a numerical example was given for the minimum spanning tree of an uncertain random network. In the future, we plan to investigate other types of entropies of uncertain random variable such as Sine entropy, Quadratic entropy, Circle entropy, Rényi entropy, Tsallis entropy and so on, and we will study their mathematical properties and possible applications.
