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In this thesis we study the pseudo-differential operator −ψ(D) where on S(Rn)





ixξψ(ξ)û(ξ)dξ with a continuous negative defi-
nite function ψ : Rn → R as the symbol. We find conditions for the existence of







with the help of the scale of anisotropic Bessel potential spaces Hψ,s(Rn), s ∈ R,
we obtain E ∈ Hψ,−
s0
2 (Rn) for suitable s0. This allows us to study regularity
properties of u := E ∗ f , f ∈ Hψ,t(Rn), which solves ψ(D)u = f .
We find that dψ(ξ, η) :=
1
2 (ξ− η) is a metric on Rn which arises from a contin-
uous negative definite function ψ : Rn → R which satisfies ψ(ξ) = 0 if, and only
if, ξ = 0. Given additional properties we show that the corresponding Dirichlet






We evaluate that the fundamental solution and the potential kernel coincide
where the potential kernel is up to a constant equivalent to the fundamental
solution of ψ(D).
Finally, we discuss the fundamental solution in relation with the metric dψ(ξ, η) =
1
2 (ξ−η). We find in particular that the fundamental solution which is rotational
invariant can be described with the help of dψ(ξ − η) = g(‖ξ − η‖2). Moreover,
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Nn0 set of all multiindices
R real numbers
Rn Euclidean vector space
C complex numbers
a ∧ b = min(a, b)
a ∨ b = max(a, b)
u+ = u ∨ 0 positive part of u
u− = (−u ∨ 0) negative part of u
A closure of a set
B(n) Borel σ-algebra on Rn
B(G) Borel sets of a topological space G
Re f real part of a function
Im f imaginary part of a function
(uν)ν∈N sequence of functions uν
f ◦ g composition of functions
u ∗ v convolution of functions
Sx = −x reflection at the origin
Tax = x+ a translation by a
Fu Fourier transform of u
F−1u inverse Fourier transform of u
xi
xii
Lu Laplace transform of u
λ(n) Lebesgue measure in Rn
εa Dirac measure at a ∈ Rn








µ1 ⊗ µ2 product of the measures µ1 and µ2
µ1 ∗ µ2 convolution of the measures µ1 and µ2
‖u‖ total mass of a measure µ
suppµ support of a measure µ
(µt)t≥0 convolution semigroup of subprobabilites
(µft )t≥0 subordinate convolution semigroup
(X, d) metric space with metric d(·, ·) on X ×X
(X, d, µ) metric measure space with metric d and measure µ
C(G) continuous functions
C0(G) continuous functions with compact support
C∞(G) continuous functions vanishing at infinity
Cb(G) bounded continuous functions
Cm(G) m-times continuously differentiable functions











D ′(G) vector space of distributions on G
E ′(G) space of all distributions with compact support
Lp(Ω, µ) usual Lebesgue space over (Ω,A, µ)
Lp(G) = Lp(G, λ(n))
Hψ,s(Rn) =
{
u ∈ S ′(Rn); ‖u‖ψ,s <∞
}
M+b (Ω) bounded measures on Ω
S(Rn) Schwartz space of tempered functions
S ′(Rn) tempered distributions
S Stieltjes functions
xiii
CN(Rn) continuous negative definite functions
N(Rn) negative definite functions
MCN
continuous negative definite functions that induce a metric
on Rn which generates the Euclidean topology
‖u‖X norm of u in the space X
‖u‖0 norm in L2(Ω, µ)
‖u‖A = ‖u‖X + ‖Au‖X graph norm of A
‖u‖∞ = sup |u(x)| or esssup |u(x)|
‖u‖s norm in the space Hs(Rn)
‖u‖ψ,s norm in the space Hψ,s(Rn)
(X, ‖·‖)X Banach space with norm ‖·‖X
X ↪→ Y continuous embedding of X into Y
〈u, x〉 duality pairing between X∗ and X
pα,β(u) = supx∈Rn |xβ∂αu(x)|
(A,D(A)) linear operator with domain D(A)
D(A) domain of an operator
Γ(A) graph of an operator
A closure of an operator
A∗ conjugate operator or adjoint Hilbert space operator
ρ(A) resolvent set of an operator
Rλ = (λ− A)−1 resolvent of operator A
Bλ(u, v) = B(u, v) + λ(u, v)L2 for a bilinear form B
q(x,D) pseudo-differential operator with symbol q(x, ξ)
ψ(D) pseudo-differential operator with symbol ψ(ξ)
|x| Euclidean distance in Rn
E(·, ·) Dirichlet form
(Tt)t≥0 one parameter semigroup of operators
(T
(∞)
t )t≥0 semigroup on C∞(Rn)





t )t≥0 semigroup on L
p(Rn), 1 < p <∞





We can study the Laplace operator ∆n from many different points of view.
These include as a classical second order partial differential operator, along with
the starting point for investigating the Newton potential. Moreover they may
include as an operator related to the Euler-Lagrange equation for a certain
quadratic problem in the calculus of variations, hence as generator of a Dirichlet
form, as well as generator of the Brownian semigroup, hence as generator of a
diffusion process, and also as the Laplace-Beltrami-operator in flat space with
corresponding Riemannian metric being the Euclidean as linear partial operator
acting on distributions in the sense of Laurent Schwartz, etc. Of course there
are plenty of relations of the results studied in each of these topics, indeed
the richness of the theory of the Laplacian is due to these many connections.
It is natural to ask which of the results valid for the Laplace operator can
be transferred to other operator classes, and to which extent can we recover
or interpret the relation of these results along the similar way we can for the
Laplacian.
In this thesis we want to study generators of symmetric L2 sub-Markovian








with a continuous negative definite function ψ : Rn → R as the symbol. If
we look at −ψ(D) as a pseudo-differential operator with constant coefficients
we may ask for the existence of a fundamental solution for ψ(D). Moreover if
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2
we look at −ψ(D) as generator of a translation invariant Dirichlet form or as
generator of an L2 sub-Markovian semigroup we may ask whether it allows an
abstract potential operator which admits a potential kernel. We may now ask
how this potential kernel is related to a fundamental solution for ψ(D). In the
case of the Laplacian for n ≥ 3 this leads of course to the Newton kernel which is
(with a suitable normalization) the potential kernel and a fundamental solution.
We may move a step further and ask whether, as in the case of the Laplacian,
the symbol ψ(ξ) of ψ(D) has the property that dψ(ξ, η) := ψ
1
2 (ξ − η) defines a
metric on Rn and whether the potential kernel (or the fundamental solution) can
be better understood with the help of this metric. The latter question relates to
the investigations started in [23] where the densities of the transition function
of the Lévy process associated with the operator −ψ(D) under considerations
were studied with the help of the metric dψ.
This programme does not work out without additional assumptions and indeed
some technical difficulties lead us to some severe restrictions. Nonetheless, for
some non-trivial larger classes of symbols we find that the suggested programme
is a reasonable one leading to interesting results and examples. On the other
hand, we are left with several open questions, partly due to technical difficulties
with some of a fundamental nature.
Assume that ψ : Rn → R is a continuous negative definite function satisfying
the following properties
i) ψ(ξ) = 0 if and only if ξ = 0;




iv) ψ(ξ) ≤ c1|ξ|ρ1 for |ξ| ≥ R1, c1 ≥ 0, 0 ≤ ρ1 ≤ 2, R1 ≥ 0,
where R0 and R1 are independent of each other. Note that not all these con-
ditions are required for all results throughout the thesis. However they are all
3
needed in order to prove various results. In particular the first condition im-
plies that dψ is a metric on Rn which induces the Euclidean topology. Further
the conditions imply that the corresponding Dirichlet form (Eψ, Hψ,1(Rn)) is







where û = Fu denotes the Fourier transform of u and F−1u its inverse.





eixξe−tψ(ξ)dξ, t > 0,
with pt ∈ L1(Rn)∩C∞(Rn). Note that for all these results 1ψ ∈ L
1
loc(Rn) would be
sufficient. In fact, see [14], 1
ψ
∈ L1loc(Rn) would allow us to introduce the general-
ized Laplacian associated with ψ which can be viewed as a convolution operator
on certain classes of distributions, we refer again to [14] and the reference given
there.
However, since ψ is in general only continuous we have some problems to treat
ψ(D) as an operator on all D ′(Rn) or S ′(Rn). While for u ∈ S(Rn) we can define
ψ(D)u = F−1(ψû)
the natural idea of extending ψ(D) by duality to S ′(Rn) (or even to D ′(Rn)) by
〈ψ(D)u, ϕ〉 = 〈u, ψ(D)ϕ〉, ϕ ∈ S(Rn), (1)
causes some difficulties. Clearly, since ψ is by assumption real-valued, we expect
(1) to hold for all u, ϕ ∈ S(Rn), but for ϕ ∈ S(Rn) it does in general not follow
that ψ(D)ϕ ∈ S(Rn) nor does ψ(D)ϕ have a compact support if ϕ has. Thus
for u ∈ S ′(Rn) (or u ∈ D ′(Rn)) the term
〈u, ψ(D)ϕ〉, ϕ ∈ S(Rn)
is in general not defined. This observation is critical when searching for a fun-
damental solution to ψ(D), i.e. a distribution E with the property that
ψ(D)E = ε0
4
where ε0 is the Dirac measure at 0. More precisely, we are searching for a
fundamental solution which allows us to deduce regularity properties for E ∗ f
in terms of function spaces being determined by ψ. This emphasis on regularity
properties of solutions E ∗ f of ψ(D) = f in terms of such function spaces goes
much further than the observation made in [14]. Once ψ(D)E is properly defined
and we can prove that
F (ψ(D)E) = ψ(ξ)F (E)













is a positive definite distribution, the Bochner-Schwartz theorem





in this case. Moreover as a consequence
of the Bochner-Schwartz theorem the potential kernel which is the Fourier trans-
form of a positive definite measure is also a positive definite distribution. How-
ever, we aim for more information on E and this requires more conditions on 1
ψ
.
The condition we add is assumption iii), i.e. 1
ψ
∈ L2loc(Rn). Now we can use the
scale of anisotropic Bessel potential spaces Hψ,s(Rn), s ∈ R, and for s0 > n2ρ0
we can prove that E ∈ Hψ,−
s0
2 (Rn) ⊂ S ′(Rn) which will act on certain function
spaces Hψ,t(Rn) by convolution allowing to study u := E ∗ f , f ∈ Hψ,t(Rn). We
may now apply regularity results such as
sing suppu ⊂ sing suppE + sing suppf
which have their roots in the theory of distributions. But we can also use the
fact that E which is equivalent to κ is a non-negative potential kernel to derive
further properties of u. Note that κ is of at most polynomial growth and has a
density with respect to λ(n) which however is in general not integrable over Rn.
Note that we can relax the condition 1
ψ
∈ L2loc(Rn) to 1ψ ∈ L
p
loc(Rn) for some
1 < p. This requires non-trivial analysis in the frame of ψ-Bessel potential
spaces Hψ,sp (Rn) as introduced in [9] and this is worked out in [8].
Next we consider the fact that dψ(ξ, η) = ψ
1
2 (ξ − η) is a metric on Rn and we
5
ask whether the potential kernel κ (which is up to a constant the fundamental
solution to ψ(D)) can be studied with the help of dψ. For example we may look
at regularity results for E ∗ h in relation to Hölder-conditions imposed on h in
terms of dψ. If for example ψ is rotational invariant the density of κ is also
rotational invariant, hence the fundamental solution is rotational invariant and
can be described with the help of dψ(ξ−η) = g(‖ξ − η‖2) for a suitable function




which in turn allows to study E ∗h more closely. While
in general we have no result stating that the density of κ is a function of dψ, we
can provide new and interesting non-trivial examples where this result holds. For
example for ψ(ξ, η) = |ξ| + |η|, ξ, η ∈ R, and symbols f(ψ(ξ, η)) = f(|ξ| + |η|),
where f belongs to a suitable class of Bernstein functions the result can be
proved.
Hence, combining the theory of L.Schwartz distributions with potential theory,
with the theory of ψ-Bessel potential spaces and with properties of the metric
measure space (Rn, dψ, λ(n)) leads to some (first) new insights on regularity prop-
erties of solutions to the equation ψ(D)u = f for ψ satisfying the assumptions
i)− iv).
Here is a brief summary of the main chapters: In Chapter 1 we recollect main
results from Fourier analysis including the Fourier analytical treatment of con-
volution semigroups, e.g. negative definite functions and the Lévy-Khinchin
formula where the proof can be found in [25], along with Bochner’s theory of
subordination where the original proof is found in [5]. Chapter 2 deals with
the essential background knowledge from functional analysis, in particular one-
parameter semigroups of operators. It also includes a section on Dirichlet spaces
as well as one on pseudo-differential operators with negative definite symbols.
The latter class of operators allows us to construct certain Dirichlet forms given
certain additional assumptions. The example provided in Theorem 2.4.12 is new
and seems to be helpful to extend results obtained later in this thesis for trans-
lation invariant operators to those with variable coefficients. The most useful
books on semigroup theory are given by [26], [32] and [38] where we consider
6
mainly [7]. In Chapter 3 we introduce and discuss metric measure spaces related
to continuous negative definite functions. Here we rely mainly on [23] where an
introduction to the analysis on metric measure spaces can also be found in the
book by Heinonen [13].
In Chapter 4 we first summarise important results from the theory of distribu-
tions and their applications to fundamental solutions of linear partial differential
operators with constant coefficients. The aim is to transfer some of these results
to pseudo-differential operators with negative definite symbols. These operators
we will deal within an L2-theory and the corresponding function spaces are intro-
duced in Paragraph 4.3. With these preparations we eventually can prove one of
our main results as described above, i.e. Theorem 4.4.4 and Corollary 4.4.10. In
Chapter 5 we make use that we are working with operators generating extended
Dirichlet spaces. Background material is presented in the first two paragraphs
of this chapter, in Paragraph 5.3 we then identify fundamental solutions with
potential kernels, and derive related properties, see Theorem 5.3.1 and Theorem
5.3.2. In the last paragraph of this chapter we discuss some comparison results
for transition densities, we in particular are interested in getting first ideas how
freezing the coefficient techniques might work in our context, and for this we
will use our example from Theorem 2.4.12. Our final chapter serves three pur-
poses. Firstly, we use the results we obtained with the help of the theory of
distributions where we combine this with those obtained with the help of the
theory of (extended) Dirichlet spaces and the associated metric measure spaces
to give a further insight with regard to the equation ψ(D)u = f . The main part
of Chapter 6 consists of providing examples, where some of these examples allow
us to handle rather anisotropic continuous negative definite functions, therefore
are leading far away from existing results. In the examples we give details for
the calculations leading to 1
ψ
∈ L1loc(Rn) and make a short remark to the changes
needed to obtain 1
ψ
∈ L2loc(Rn). This is justified by the fact that we hereby also
provide concrete (new) examples for extended Dirichlet spaces. Of particular
interest are Example 6.2.10, and Example 6.2.11. In the final paragraph we




We will begin by discussing the Fourier transform in S(Rn). We need the fol-
lowing definition which is taken from [20].




ϕ ∈ C∞(Rn) : pα,β(ϕ) <∞, ∀α, β ∈ Nn0
}
where
pα,β(ϕ) := ‖ϕ‖α,β = sup
x∈Rn
|xβ∂αϕ(x)|.
B. A sequence of functions (ϕk)k∈N, ϕk ∈ S(Rn), converges to a function ϕ
in S(Rn) if for all multi-indices α, β we have
‖ϕk − ϕ‖α,β → 0 as k →∞.
We say that Schwartz space functions are rapidly decreasing. When there is no
ambiguity we will write S(Rn) as S.
Example 1.1.2. The function f(x) = e−|x|
2
belongs to S(Rn). More generally,









does not belong to S for any k ∈ N since |x|2kf(x) does not decay to zero as
|x| → ∞.
Now, we will look at the Fourier transform in S(Rn).







We will also write F (u)(ξ) for û(ξ) and state some properties of the Fourier
transform taken from [20].
Lemma 1.1.5. A) Let Ta : Rn → Rn be the translation operator Tax = a+x,
a ∈ Rn. For u ∈ S(Rn) it follows that
(û ◦ Ta)(ξ) = eia·ξû(ξ).
B) Let T : Rn → Rn be a bijective linear mapping, then for u ∈ S(Rn) the
function u ◦ T belongs to S(Rn) too, and for its Fourier transform we find
(û ◦ T )(ξ) = 1
| detT |
û ◦ (T−1)t(ξ).
C) For u ∈ S(Rn) we have
û(ξ) = F−1(ū)(ξ).
D) For u, v ∈ S(Rn) we have the convolution theorem
(û ∗ v)(ξ) = (2π)
n
2 û(ξ) · v̂(ξ).
Next, we will look at the Fourier transform in Lp(Rn). We begin by looking at
the case where p = 1. For u ∈ L1(Rn) the function x 7→ e−ix·ξu(x) is an element







1.1 Fourier Transform 9
We call û the Fourier transform of u ∈ L1(Rn), where we also note that S(Rn) ⊂
L1(Rn).
A key result regarding the Fourier transform in L2 is that of Plancherel’s theo-
rem.
Theorem 1.1.6. If u ∈ L2(Rn) ∩ L1(Rn), then û ∈ L2(Rn) and
‖û‖2 = ‖u‖2.
We will now state a sesquilinear version of the Parseval’s identity.
Corollary 1.1.7. If u ∈ L2(Rn) and v ∈ L2(Rn), then
(û, v̂) = (u, v).
We will find the next result useful which is taken from [10].
Theorem 1.1.8. C∞0 (Rn) is dense in L2(Rn).
Proof. Let f ∈ L2(Rn) be given, and define fε by










, ε > 0.
Choose some φ ∈ C∞0 (Rn) such that 0 ≤ φ ≤ 1 and φ = 1 for |x| ≤ 1, and put
gε(x) = φ(εx)fε(x). Then gε ∈ C∞0 (Rn), and
‖f − gε‖ ≤ ‖(f − fε)φ(εx)‖+ ‖(φ(εx)− 1)f‖







In the last expression, the first term tends to 0, and the second one does so
because f ∈ L2(Rn).








does not in general converge. Therefore the Fourier transform cannot be defined
for u ∈ L2(Rn) by the above. To obtain an extension of the Fourier transform
from L1(Rn) ∩ L2(Rn) onto L2(Rn), we will make use of Plancherel’s theorem,
Theorem 1.1.6.
Theorem 1.1.9. The Fourier transform as it is defined on L1(Rn) ∩ L2(Rn)
has an extension to L2(Rn). This extension is an isometry on L2(Rn) which is
bijective and has a continuous inverse. We will denote this extension again by
û or Fu.
We want to extend the Fourier transform to Lp(Rn) and for this we need the
Riesz-Thorin convexity theorem, see [6] or [39].
Theorem 1.1.10. A) Let X be a Hausdorff topological space containing all
spaces Lp(Rn), 1 ≤ p ≤ ∞, in the sense of continuous embeddings. Let T
be a linear operator acting from X into X and for 1 ≤ p1, p2, q1, q2 ≤ ∞
suppose that T |Lpj (Rn) : Lpj(Rn) → Lqj(Rn) is continuous, ‖T‖Lpj ,Lqj =:



















Then T |Lpθ (Rn) : Lpθ(Rn)→ Lqθ(Rn) is continuous with operator norm Mθ
satisfying
Mθ ≤M1−θ1 M θ2 .
B) Let 1 ≤ p1, p2, q1, q2 ≤ ∞ and let T be a linear operator from Lp1(Rn) ∩
Lp2(Rn) to Lq1(Rn) + Lq2(Rn) satisfying ‖T‖Lpj ,Lqj = Mj < ∞, j = 1, 2.







and therefore extends to a continuous operator from Lpθ(Rn) to Lqθ(Rn).








1.1 Fourier Transform 11
hence, 1 ≤ pθ ≤ 2 and 1pθ +
1
p′θ
= 1. Therefore using the Riesz-Thorin convexity
theorem, Theorem 1.1.10, gives the Hausdorff-Young theorem which is given by
Theorem 1.1.11. The Fourier transform extends to a continuous linear map-
ping from Lpθ(Rn) into Lp′θ(Rn) with norm less or equal to (2π)−n θ2 , where pθ is
given by (1.1).
The inverse Fourier transform of û is given by:














the inverse Fourier transform of v.
A continuous functional on S is a linear map f : S(Rn) → C, ϕ → 〈f, ϕ〉 such
that for any sequence (ϕk)k∈N, ϕk ∈ S(Rn), the property pα,β(ϕk) → 0 for all
α, β ∈ Nn0 , implies 〈f, ϕk〉 → 0. Given two topological vector spaces X and Y ,
we say that (A,D(A)) is a linear operator from X to Y if D(A) ⊂ X is a linear
subspace and A : D(A) → Y is linear. Linear operators (l, D(l)) from a vector
space X to C (or R) are called linear functionals.
Definition 1.1.13. The space of continuous linear functionals on S(Rn) is
S ′(Rn), the space of tempered distributions.
On S ′(Rn) we will consider the weak-∗-topology. Note that Lp(Rn) ⊂ S ′(Rn),
as well as Cb(Rn) ⊂ S ′(Rn) and the bounded Borel measures belong to S ′(Rn).
We extend the Fourier transform from S(Rn) to S ′(Rn) by
Definition 1.1.14. For u ∈ S ′(Rn), the Fourier transform û of u is defined by
〈û, φ〉 = 〈u, φ̂〉 for all φ ∈ S(Rn). (1.2)
12 Fourier Analysis
The Fourier transform is an automorphism of the space of tempered distribu-
tions, as well as of the Schwartz space.
Since the bounded Borel measures µ ∈M+b (Rn) belong to S ′(Rn), i.e. M
+
b (Rn) ⊂
S ′(Rn), the Fourier transform µ̂ of µ is well defined and for φ ∈ S(Rn) we have




From (1.2) and by the definition of φ̂ we get, using a version of Fubini’s theorem,































which is the Fourier transform of bounded Borel measures µ ∈M+b (Rn).
The following theorem states some properties of the Fourier transform onM+b (Rn).
Theorem 1.1.15. A) For a linear mapping T : Rn → Rn we have for the
image T (µ) of the measure µ ∈M+b (Rn)
[T̂ (µ)] = µ̂ ◦ T t.
B) For the translation Ta : Rn → Rn, x 7→ x+ a, it follows that
[T̂a(µ)] = e
−iξ·aµ̂.
C) For µ, ν ∈M+b the convolution theorem holds, i.e.
(̂µ ∗ ν) = (2π)
n
2 µ̂ · ν̂.
D) For µ ∈M+b (Rn) and ν ∈M
+
b (Rm) we have
̂(µ⊗ ν)(ξ, η) = µ̂(ξ) · ν̂(η), ξ ∈ Rn and η ∈ Rm.
1.1 Fourier Transform 13
The positive definite functions are needed to characterise the Fourier transform
of bounded measures.
Definition 1.1.16. A function u : Rn → C is called positive definite if for any
choice of k ∈ N and vectors ξ1, ...., ξk ∈ Rn the matrix (u(ξj − ξl))j,l=1,...,k is
positive Hermitian, i.e. for all λ1, ...., λk ∈ C we have
k∑
j,l=1
u(ξj − ξl)λjλ̄l ≥ 0.
Lemma 1.1.17. Let µ ∈M+b (Rn). Then µ̂ is a positive definite function.








































One of the most important results on positive definite functions and their char-
acterisation in terms of Fourier transforms which was established by Bochner in
1932, says that every continuous, positive definite function u : Rn → C is the
Fourier transform of a measure µ ∈ M+b (Rn). This is stated formally in the
following theorem; see Theorem 3.5.7 in [20]:
Theorem 1.1.18. A function u : Rn → C is the Fourier transform of a measure
µ ∈ M+b (Rn) with total mass ‖µ‖, if and only if the following conditions are
fulfilled
1) u is continuous.
2) u(0) = û(0) = (2π)
−n
2 ‖u‖.
3) u is positive definite.
14 Fourier Analysis
1.2 Negative Definite Functions and Convolu-
tion Semigroups
We start with
Definition 1.2.1. The sequence (µν)ν∈N of bounded measures µk ∈ Mb con-









Whenever (1.3) holds only for all u ∈ C∞(G;R), the sequence (µν)ν∈N is said to
converge with respect to C∞ to µ0, but if (1.3) holds only for all u ∈ C0(G;R),
we say that (µν)ν∈N converges vaguely to µ0.
For µ1, µ2 ∈M+b (Rn) and any non-negative measurable function on Rn we have∫
Rn













(µ1 ∗ µ2)(B) =
∫
Rn




for all B ∈ B(n).
Definition 1.2.2. A family (µt)t≥0 of bounded Borel measures on Rn is called
a convolution semigroup on Rn if the following conditions are fulfilled
µt(Rn) ≤ 1 for all t ≥ 0;
µs ∗ µt = µt+s s, t ≥ 0 and µ0 = ε0;
µt → ε0 vaguely as t→ 0
where ε0 is the Dirac measure at zero.
Next, we will look at the definition of a negative definite function, where the
results are taken from [20]. The concept and definition of negative definite
functions is due to I.J.Schoenberg [36], who introduced it in connection with
isometric embeddings of metric spaces into Hilbert spaces.
1.2 Negative Definite Functions and Convolution Semigroups 15





2 e−tψ(ξ) is positive definite for t ≥ 0.
For any convolution semigroup (µt)t≥0, its Fourier transform can be characterised
by a continuous negative definite function, where the following theorem holds.
Theorem 1.2.4. Let (µt)t≥0 be a convolution semigroup on Rn. Then there




holds for all ξ ∈ Rn and t ≥ 0.
Note that ψ is real-valued if and only if all measures µt are symmetric.
We will now introduce the classes N(Rn) and CN(Rn), so that we can study
negative definite functions in more detail.
Definition 1.2.5. A function ψ : Rn → C belongs to the class N(Rn) if for any
choice of k ∈ N and vectors ξ1, ..., ξk ∈ Rn the matrix
(ψ(ξj) + ψ(ξl)− ψ(ξj − ξl))j,l=1,...,k
is positive Hermitian. Further we set
CN(Rn) := N(Rn) ∩ C(Rn).
Theorem 1.2.6. [20] A function ϕ : Rn → C is an element of N(Rn) if and
only if it is negative definite.
Corollary 1.2.7. Let ψ : Rn → C be a negative definite function. Then 1
ψ+ε
is
for all ε > 0 a positive definite function.
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We will now give some elementary properties of negative definite functions.
The set of all continuous negative definite functions is a convex cone which
is closed under locally uniform convergence. Moreover, if ψ is real-valued it is
non-negative and further, for ψ ∈ CN(Rn) exists a constant cψ such that for all
ξ ∈ Rn we have ψ(ξ) ≤ cψ(1 + |ξ|2).
Lemma 1.2.8. For any ψ ∈ N(Rn) we have
√


















Proof. We will give a proof of the first inequality. Firstly, for any ξ, η ∈ Rn we
will take the matrix ψ(ξ) + ψ(ξ)− ψ(0) ψ(ξ) + ψ(η)− ψ(ξ − η)
ψ(η) + ψ(ξ)− ψ(η − ξ) ψ(η) + ψ(η)− ψ(0)

where the determinant is non-negative. Since ψ = ψ̄ and ψ(0) ≥ 0 it follows
that
|ψ(ξ) + ψ(η)− ψ(ξ − η)|2 ≤ 4Reψ(ξ)Reψ(η) ≤ 4|ψ(ξ)||ψ(η)|.
We may also take −η, and observing that |ψ(η)| = |ψ(−η)| we get
|ψ(ξ) + ψ(±η)− ψ(ξ ± η)|2 ≤ 4|ψ(ξ)||ψ(η)|,
and further we have
|ψ(ξ ± η)| − |ψ(ξ)| − |ψ(±η)| ≤ |ψ(ξ ± η)| − |ψ(ξ) + ψ(±η)|





which yields |ψ(ξ + η)| ≤ (|ψ(ξ)| 12 + |ψ(η)| 12 )2 implying (1.4).
We will now show that dψ(ξ, η) =
√
|ψ(ξ − η)| is a metric provided ψ(ξ) = 0 if
and only if ξ = 0. To do this we need to give the definition of a metric.
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Definition 1.2.9. Let X 6= ∅ be a set. We call a mapping d : X × X → R a
metric on X and (X, d) a metric space if
i) d(x, y) ≥ 0 for all x, y ∈ X and d(x, y) = 0 if and only if x = y;
ii) d(x,y)=d(y,x) for all x, y ∈ X;
iii) d(x, y) ≤ d(x, z) + d(z, y) for all x, y, z ∈ X.
Lemma 1.2.10. Let ψ : Rn → C be a negative definite function. Then dψ(ξ, η) =√
|ψ(ξ − η)| is a metric if and only if ψ(ξ) = 0 implies ξ = 0.
Proof. Firstly, we have dψ(ξ, η) ≥ 0 and dψ(ξ, η) = 0 if and only if
√
|ψ(ξ − η)| =




|ψ(ξ − η)| =
√
|ψ(−(ξ − η))| =
√
|ψ(η − ξ)| = dψ(η, ξ).
We find further that
dψ(ξ, γ) =
√
|ψ(ξ − γ)| =
√





|ψ(η − γ)| = dψ(ξ, η) + dψ(η, γ).
Hence, the triangle inequality is satisfied proving that dψ(ξ, η) =
√
|ψ(ξ − η)| is
a metric on Rn.
The following lemma, often called Peetre’s inequality which is taken from [9],
indicates the closeness of continuous negative definite functions to metrics.
Lemma 1.2.11. Let ψ : Rn → C be a negative definite function. Then we have
1 + |ψ(ξ)|
1 + |ψ(η)|
≤ 2(1 + |ψ(ξ − η)|).
We also have,









The Lévy-Khinchin formula was presented by Paul Lévy in (1934) and later a
much simpler proof was given by Aleksandr Khinchin (1937). Every continuous
negative definite function admits a Lévy Khinchin representation, as is stated
in the theorem below; see Theorem 1.1.5 in [20].
Theorem 1.3.1. The Lévy-Khinchin formula states that every continuous neg-
ative definite function ψ : Rn → C has the representation












with a non-negative constant c ≥ 0, a vector d ∈ Rn, a symmetric positive





Definition 1.3.2. Let µ be the measure in the Lévy-Khinchin representation of









) is called the Lévy measure associated with ψ.









}(|x|2 ∧ 1)ν(dx) <∞.
We can use the Lévy measure when working with the Lévy-Khinchin formula
and write









Let ψ : Rn → R be a real valued continuous negative definite function. Then
we have the representation





}(1− cos(x · ξ))ν(dx) (1.5)
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where we denote by ν its Lévy measure which is not symmetric.
The following theorem is due to W.Hoh, [15], which relates the smoothness and
the growth of ψ to integrability properties of ν.
Theorem 1.3.3. Let ψ : Rn → R be a continuous negative definite function with
Lévy-Khinchin representation (1.5). Suppose that for 2 ≤ l ≤ m all absolute






} |x|lν(dx) <∞, 2 ≤ l ≤ m.
Then, ψ is of class Cm(Rn), and for α ∈ Nn0 , |α| ≤ m, we have the estimates
|∂αξ ψ(ξ)| ≤ c|α| ·

ψ(ξ), α = 0,
ψ
1
2 (ξ), |α| = 1,
1, |α| ≥ 2,
(1.6)




2 , c2 = M − 2 + 2λ and cl = Ml, 3 ≤ l ≤ m,
where λ is the maximal eigenvalue of the quadratic form q in (1.5).
The following examples of continuous negative definite functions are taken from
[9] where the first example in particular will be useful with regard to further
examples later in the thesis.
Example 1.3.4. For any α, β ∈ (0, 1], the functions ξ 7→ |ξ|2α and ξ 7→ |ξ|2α +
|ξ|2β, ξ ∈ Rn, are continuous and negative definite.
Example 1.3.5. Fix any λ ∈ (0, 2) and choose M = M(λ) ∈ N such that
M > 2
















is continuous and negative definite.
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Example 1.3.6. Pick 0 < κ < λ < 2 and denote by ψλ(ξ) the function con-
structed in Example 1.3.5. Then
ψ(ξ) := ψλ(ξ) + |ξ|κ
is a continuous negative function that oscillates for |ξ| → ∞ between the curves
ξ 7→ |ξ|κ and ξ 7→ 2|ξ|λ. Moreover ψ(ξ) = O(|ξ|λ) as |ξ| → ∞.
1.4 Bernstein Functions and Subordination
Let us begin with






holds for all k ∈ N.
Definition 1.4.2. A real-valued function f ∈ C∞((0,∞)) is called a Bernstein
function if




holds for all k ∈ N.
A Bernstein function is positive, increasing and concave and the set of all Bern-
stein functions forms a convex cone containing the positive constants. Bernstein
functions are closely related to completely monotone functions, where the fol-
lowing theorem gives the link between these two classes of functions which is
taken from [35].
Theorem 1.4.3. For a function f : (0,∞) → R the following two assertions
are equivalent:
1) f is a Bernstein function;
2) f ≥ 0 and for all t > 0 the function x 7→ e−tf(x) is completely monotone.
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We will now look at an integral representation for Bernstein functions which is
analogous to the Lévy-Khinchin formula, where the following theorem is taken
from [35].
Theorem 1.4.4. Let f be a Bernstein function. Then there exist constants






f(x) = a+ bx+
∫ ∞
0+
(1− e−xs)µ(ds), x > 0. (1.8)
The triple (a, b, µ) is uniquely determined by f . Conversely, given a, b ≥ 0 and
a measure µ on (0,∞) satisfying (1.7), then (1.8) defines a Bernstein function.
A Borel measure µ is called a Radon measure if it is locally finite and inner
regular. The support suppµ of a Radon measure µ is the complement of the
largest open set G such that µ(G) = 0. Now, we want to relate Bernstein
functions to certain semigroups of measures.
Definition 1.4.5. Let (ηt)t≥0 be a convolution semigroup of measures on R. It
is said to be supported by [0,∞) if supp ηt ⊂ [0,∞) for all t ≥ 0.
Convolution semigroups of measures (ηt)t≥0 supported in [0,∞) are of particular
interest and are better described by their Laplace transform L(ηt) than by their
Fourier transform which is illustrated in the following theorem from [35].
Theorem 1.4.6. Let f : (0,∞)→ R be a Bernstein function. Then there exists





−tf(x), x > 0 and t > 0. (1.9)
Conversely, for any convolution semigroup (ηt)t≥0 supported by [0,∞) there ex-
ists a unique Bernstein function f such that (1.9) holds.
Every Bernstein function f extends to the half-plane Re z ≥ 0, and from this,
we may state important properties of Bernstein functions and how they operate
on negative definite functions.
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Lemma 1.4.7. For any Bernstein function f and any continuous negative def-
inite function ψ : Rn → C, the function f ◦ ψ is also continuous and negative
definite.
Let ψ and f to be the same as in Lemma 1.4.7. Since f ◦ ψ is a continuous
negative definite function on Rn, there exists a convolution semigroup (µft )t≥0
associated with f ◦ ψ.
Proposition 1.4.8. Let ψ ∈ CN(Rn) be a continuous negative definite func-
tion with associated convolution semigroup (µt)t≥0 on Rn. Further let f be a
Bernstein function with associated semigroup (ηt)t≥0 supported on [0,∞). The
convolution semigroup (µft )t≥0 on Rn associated with the continuous negative







φ(x)µs(dx)ηt(ds), φ ∈ C0(Rn). (1.10)





Definition 1.4.10. In the case of Proposition 1.4.8 we call the convolution
semigroup (µft )≥0 the semigroup subordinate (in the sense of Bochner) to (µt)t≥0
with respect to (ηt)t≥0. The convolution semigroup (ηt)t≥0 is sometimes called a
subordinator.
Next, we will look at some examples of Bernstein functions and associated semi-
groups which is taken from [20].
Example 1.4.11. The function x 7→ a, a ≥ 0, is a Bernstein function, as is the
funcion x 7→ bx, b ≥ 0. The associated semigroups are (e−atε0)t≥0 and (εbt)t≥0,
respectively.
Example 1.4.12. If s ≥ 0 the function f(x) = 1−e−xs is a Bernstein function.







εsk, t ≥ 0.
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Example 1.4.13. The function f(x) = log(1 +x) is a Bernstein function since
log(1 + x) =
∫ ∞
0
(1− e−xs)s−1e−sds, x > 0.
The semigroup associated with this Bernstein function is called the Γ-semigroup







Clearly, x 7→ 1
2











We call this semigroup the modified Γ-semigroup.
Example 1.4.14. For any α ∈ [0, 1] the function fα(x) = xα is a Bernstein






(1− e−xs)s−α−1ds, x ≥ 0.
The corresponding semigroup is called the one-sided stable semigroup of order
α and is denoted by (σαt )t≥0. For α = 0 we find σ
0
t = e
−tε0, and for α = 1 it
follows that σ1t = εt. Only for α =
1
2
a closed expression of the density of σαt is
known where we have a formula for the density of σ
1
2















The following lemma is also taken from [20].





for s > 0.
24 Fourier Analysis
B) For every Bernstein function f and all c ≥ 1 it follows that
1
c
f(s) ≤ f(cs) ≤ cf(s).
C) If f is a complete Bernstein function, then∣∣∣∣f (k+1)(s)f (k)(s)
∣∣∣∣ ≤ k + 1s , s > 0,
holds for all k ∈ N.
D) For the derivatives of any Bernstein function we have∣∣∣∣f (k)(s)∣∣∣∣ ≤ k!sk f(s), s > 0 and k ∈ N0.





2.1 Results from Functional Analysis
We begin with some general results from functional analysis. Firstly, we look
at linear operators A on topological vector spaces. Let X, Y be two topological
vector spaces. Recall that (A,D(A)) is a linear operator from X to Y if D(A) ⊂
X is a linear subspace and A : D(A) → Y is linear, where D(A) is the domain
of A. The following definitions are taken from [20].
Definition 2.1.1. Consider two linear operators T and S from X into Y with
domains D(T ) ⊂ D(S). If Tu = Su for each u ∈ D(T ), then S is called an
extension of T and we write T ⊂ S.
Definition 2.1.2. Let (A,D(A)) be a linear operator from X to Y , both being
topological vector spaces.
A) If D(A) ⊂ X is dense we call D(A) a dense subspace and (A,D(A))
densely defined.





closed in X × Y .
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C) The operator A is closable if it has a closed extension.
The smallest closed extension of (A,D(A)) is called its closure and denoted by
(A,D(A)).
In the case of an operator acting between Banach spaces, A∗ stands for the
conjugate operator, but in the case of an operator acting between Hilbert spaces,
A∗ stands for the adjoint operator. For operators in a Hilbert space we have the
following.
Definition 2.1.3. Let (A,D(A)) be a densely defined operator on a Hilbert space
(H, (·, ·)H).
A) The operator A is called symmetric if A∗ is an extension of A.
B) We call A self-adjoint if A = A∗.
For a symmetric operator we have (Ax, y)H = (x,Ay)H for all x, y ∈ D(A),
whereas for self-adjoint operators we have in addition D(A) = D(A∗).
Self-adjoint operators play a vital role in spectral theory and we indicate some
results below, we follow from [33].
We denote L(H) to be the space of bounded operators on a Hilbert space H.
An important class of operators on Hilbert spaces is that of the projections.
Definition 2.1.4. If P ∈ L(H) and P 2 = P , then P is called a projection. If
in addition P = P ∗, then P is called an orthogonal projection.
The following definition is needed before discussing the spectral theorem.
Definition 2.1.5. Two Hilbert spaces H1 and H2 are said to be isomorphic if
there is a linear operator U from H1 onto H2 such that (Ux, Uy)H2 = (x, y)H1
for all x, y ∈ H1. Such an operator is called unitary.
In [33] a class of unbounded self-adjoint operators are discussed where the fol-
lowing result is given.
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Theorem 2.1.6. (Spectral theorem-multiplication operator form): Let A be a
self-adjoint operator on a Hilbert space H with domain D(A). Then there is
a measure space 〈M,µ〉 with µ a finite measure, a unitary operator U : H →
L2(M,dµ), and a real-valued function f on M which is finite a.e. so that
a) ϕ ∈ D(A) if and only if f(·)(Uϕ)(·) ∈ L2(M,dµ).
b) If ϕ ∈ U(D(A)), then (UAU−1ϕ)(m) = f(m)ϕ(m).
Using this theory we can define functions of a self-adjoint operator. Given a
bounded Borel function h on R we define
h(A) = U−1Th(f)U
where Th(f) is the operator on L
2(M,dµ) which acts by multiplication by the
function h(f(m)). Therefore we obtain the following theorem given in [33].
Theorem 2.1.7. (Spectral theorem-functional calculus form): Let A be a self-
adjoint operator on H. Then there is a unique map φ̂ from the bounded Borel
functions on R into L(H) so that
a) φ̂ is an algebraic ∗-homomorphism, that is,
φ(hg) = φ(h)φ(g) φ(λh) = λφ(h)
φ(1) = I φ(h) = φ(h)∗




c) Let hn(x) be a sequence of bounded Borel functions with hn(x) → x as
n→∞ for x and |hn(x)| ≤ |x| for all x and n. Then, for any ϕ ∈ D(A),
limn→∞ φ̂(hn)ϕ = Aϕ.
d) If hn(x) → h(x) pointwise and if the sequence ‖hn‖∞ is bounded, then
φ̂(hn)→ φ̂(h) strongly.
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Functional calculus is useful in many cases. In particular the spectral theorem
in its projection-valued measure form follows easily from the functional calculus.
By definition given in [33] PΩ is called the spectral projection of an unbounded




is called a projection-valued measure with properties stated in the following
proposition.




of spectral projections of unbounded self-
adjoint operator, A, has the following properties:
a) Each PΩ is an orthogonal projection;
b) PΩ = 0, P(−∞,∞) = I;
c) If Ω = ∪n=1Ωn with Ωn ∩Ωm = ∅ if n 6= m, then PΩ = s−limN→∞
∑N
n=1 PΩn;
d) PΩ1PΩ2 = PΩ1∩Ω2.
For ϕ ∈ H, Ω 7→ (ϕ, PΩϕ) is a well defined Borel measure ν on R. If PΩ is a
projection-value measure, then (ϕ, PΩϕ) is an ordinary measure for any ϕ. We
will use the symbol d(ϕ, Pλϕ) to mean integration with respect to this measure.




















2.1 Results from Functional Analysis 29





If g is real-valued, then g(A) is self-adjoint on Dg. We summarise these results
in the following theorem.
Theorem 2.1.9. (Spectral theorem-projection valued measure form): There










i.e. for all ϕ ∈ D(A) we have Aϕ =
∫∞
−∞ λd(ϕ, Pλϕ). If g(·) is a real-valued





defined on Dg given by (2.2) is self-adjoint.
If A is unbounded and self-adjoint we can use the functional calculus to define
eitA and e−tA.
Theorem 2.1.10. Let A be a self-adjoint operator then we can use spectral










We will now look at some results regarding quadratic forms, which can be found
in detail in [33].
Definition 2.1.11. A quadratic form is a map q : Q(q) × Q(q) → C, where
Q(q) is a dense linear subset of a Hilbert space H called the form domain, such
that q(·, ψ) is conjugate linear and q(ϕ, ·) is linear for ϕ, ψ ∈ Q(q).
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Moreover, if q(ϕ, ψ) = q(ϕ, ψ) we say that q is symmetric. If q(ϕ, ϕ) ≥ 0 for all
ϕ ∈ Q(q), q is called positive, and if q(ϕ, ϕ) ≥ −M‖ϕ‖2 for some M , we say that
q is semibounded. Additionally, if q is semibounded, then it is automatically
symmetric if H is complex.
Recall that an operator A is closed if and only if its graph is closed. Extending
this notion to closed quadratic forms is defined as follows.
Definition 2.1.12. Let q be a semibounded quadratic form, q(ϕ, ϕ) ≥ −M‖ϕ‖2.
q is called closed if Q(q) is complete under the norm
‖ϕ‖ =
√
q(ϕ, ϕ) + (M + 1)‖ϕ‖2.
The following theorem which characterizes H∗ is known as the Fréchet-Riesz
theorem.
Theorem 2.1.13. Let H be a Hilbert space. For each T ∈ H∗, there is an
unique yT ∈ H such that T (x) = (x, yT ) for all x ∈ H, where we also have
‖yT‖H = ‖T‖H∗.
Every quadratic from defined in Definition 2.1.11 can be expressed in terms of
a symmetric bilinear form. We define a bilinear form as follows.
Definition 2.1.14. Let (H, (·, ·)H) be a Hilbert space. Further let D(B) ⊂ H
be a dense linear subspace. We call B : D(B) ×D(B) → C a bilinear form on
H with domain D(B) if for all u, v, w ∈ D(B) and λ, µ ∈ C,
B(λu+ µv, w) = λB(u,w) + µB(v, w)
and
B(u, λv + µw) = λB(u, v) + µB(u,w)
hold.
In order to discuss the form domain we need to discuss the spectral theorem for
bounded operators which is taken from [33]. Firstly we need a definition.
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Definition 2.1.15. Let (A,D(A)) be a densely defined closed operator on (X, ‖·‖),
Rλ = (λ−A)−1. The operator Rλ is called the resolvent of A at λ if it is defined
on X and bounded. The set
ρ(A) :=
{
λ ∈ C|λI − A is surjective and has a continuous inverse defined on
R(λ− A) = X
}
is called the resolvent set of A. If λ /∈ ρ(A), then λ is said to be in the spectrum
σ(A) of A.
We are now in a position to state the following.
Theorem 2.1.16. Let A be a bounded self-adjoint operator on H, a separable





(N = 1, 2, ...,∞) on σ(A)
and a unitary operator
U : H → ⊕Nn=1L2(R, µn)
so that
(UAU−1ψ)n(λ) = λψn(λ)
where we write an element ψ ∈ ⊕Nn=1L2(R, µn) as an N-tuple 〈ψ1(λ), ..., ψN(λ)〉.
The realization of A is called a spectral representation.
We will define the form domain of an operator through the following example.
Example 2.1.17. Let A be a self-adjoint operator on a Hilbert space H. We




















We call q the quadratic form associated with A and write Q(q) = Q(A), where
Q(A) is called the form domain of the operator A.
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We will find the Friedrichs’ extension theorem useful which is taken from [34].
Theorem 2.1.18. Let A be a positive symmetric operator and let q(ϕ, ψ) =
(ϕ,Aψ) for ϕ, ψ ∈ D(A). Then q is a closable quadratic form and its closure
q̂ is the quadaratic form of an unique self-adjoint operator Â, where Â is a
positive extension of A. Moreover, Â is the only self-adjoint extension of A
whose domain is contained in the form of q̂.
2.2 One-Parameter Semigroups
We will now look at some theory on one-parameter semigroups which is taken
from [20]. We begin by defining a sub-Markovian semigroup on Lp(Rn), 1 ≤ p <
∞. Firstly, we have
Definition 2.2.1. A) A one parameter family (Tt)t≥0 of bounded linear oper-
ators Tt : X → X on a Banach space (X, ‖·‖X) is called a (one parameter)
semigroup of linear operators, if T0 = id and Ts+t = Ts ◦ Tt hold for all
s, t ≥ 0.
B) We call (Tt)t≥0 strongly continuous if
lim
t→0
‖Ttu− u‖X = 0
for all u ∈ X.
C) The semigroup (Tt)t≥0 is called a contraction semigroup, if for all t ≥ 0
‖Tt‖ ≤ 1
holds, i.e. if each of the operators Tt is a contraction.
Definition 2.2.2. Let (Tt)t≥0 be a strongly continuous contraction semigroup
on Lp(Rn), 1 ≤ p < ∞. We call (Tt)t≥0 a sub-Markovian semigroup on Lp,
1 ≤ p <∞, if for u ∈ Lp(Rn) such that 0 ≤ u ≤ 1 almost everywhere it follows
that 0 ≤ Ttu ≤ 1 almost everywhere.
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Here, we have defined a Lp sub-Markovian semigroup. However, we are mainly
interested in L2 sub-Markovian semigroups.
We will now state an important definition in the theory of one parameter semi-
groups of operators which is that of a generator.
Definition 2.2.3. Let (Tt)t≥0 be a strongly continuous semigroup of operators










∣∣∣∣ limt→0 Ttu− ut exists as strong limit
}
.
We look at further results from the general theory of semigroups where the
following lemma taken from [20] discusses the relation of A and (Tt)t≥0.
Lemma 2.2.4. Let (Tt)t≥0 be a strongly continuous semigroup on the Banach
space (X, ‖·‖X) and denote by A its generator with domain D(A) ⊂ X.
A. For any u ∈ X and t ≥ 0 it follows that
∫ t
0
Tsuds ∈ D(A) and








Ttu = ATtu = TtAu.








Lemma 2.2.5. Let (Tt)t≥0 be a strongly continuous semigroup on (X, ‖·‖X).
Then there exists constants w ≥ 0 and Mw ≥ 1 such that
‖Tt‖ ≤Mwewt.
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We will introduce the Hille-Yosida theorem which allows us to characterise gen-
erators of strongly continuous contraction semigroups. Firstly, we will state
some definitions.
Definition 2.2.6. A linear operator A : D(A) → X, D(A) ⊂ X, is called
dissipative if
‖λu− Au‖X ≥ λ‖u‖X
holds for all λ > 0, u ∈ D(A).
Definition 2.2.7. Let A : D(A)→ B(Rn;R) be a linear operator, where B(Rn)
is a Borel measurable function, D(A) ⊂ B(Rn;R). We say that (A,D(A))
satisfies the positive maximum principle if for any u ∈ D(A) such that for some
x0 ∈ Rn, u(x0) = supx∈Rn u(x) ≥ 0 it follows that Au(x0) ≤ 0.
Lemma 2.2.8. Suppose that a linear operator (A,D(A)), D(A) ⊂ C∞(Rn;R),
on C∞(Rn;R) satisfies the positive maximum principle on D(A). Then A is
dissipative.
Definition 2.2.9. Let (Tt)t≥0 be a strongly continuous contraction semigroup on
(C∞(Rn;R), ‖·‖∞) which is positivity preserving. Then (Tt)t≥0 is called a Feller
semigroup.
We can now formulate the Hille-Yosida-Ray theorem which is taken from [20].
Theorem 2.2.10. A linear operator (A,D(A)), D(A) ⊂ C∞(Rn), on C∞(Rn)
is closable and its closure is the generator of a Feller semigroup if and only if
the following conditions hold
1. D(A) ⊂ C∞(Rn) is dense;
2. A satisfies the positive maximum principle;
3. R(λ− A) is dense in C∞(Rn) for some λ > 0.
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2.3 Dirichlet Spaces
We begin by looking at some general results involving Dirichlet spaces, where
the following definition is taken from [30], see also [11].
Definition 2.3.1. A closed form (E , D(E)) on L2(Rn) is called a Dirichlet form
if for all u ∈ D(E) it follows that u+ ∧ 1 ∈ D(E) and
E(u+ (u+ ∧ 1), u− (u+ ∧ 1)) ≥ 0,
E(u− (u+ ∧ 1), u+ (u+ ∧ 1)) ≥ 0.
If (E , D(E)) is in addition symmetric, in which case we have
E(u+ ∧ 1, u+ ∧ 1) ≤ E(u, u),
it is called a symmetric Dirichlet form.
The notion of a symmetric Dirichlet form was introduced in [3] and [4].




ψ(ξ)û(ξ)v̂(ξ)dξ, u, v ∈ S(Rn),
where ψ : Rn → R is a continuous negative definite function, see [9].
The domain Fψ of Eψ is given by the Hilbert spaces Hψ,1(Rn) where for s ≥ 0,
Hψ,s(Rn) is defined as follows
Hψ,s(Rn) :=
{
u ∈ L2(Rn) :
∫
Rn
(1 + ψ(ξ))s|û(ξ)|2dξ <∞
}
.
Note, that S(Rn) is a dense subset of Hψ,s. Moreover, we can associate with










where (µt)t≥0 is the vaguely continuous convolution semigroup of sub-probability
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It can be shown that the one parameter family (Tt)t≥0 of bounded linear opera-
tors Tt : L
2(Rn)→ L2(Rn) gives a strongly continuous one-parameter semigroup
on L2(Rn), where we find the following example in [20].






and find with a continuous negative definite function ψ : Rn → C that
(Ttu)










implying the strong continuity of (Tt)t≥0 as t tends to 0. From (2.3) we can
see that (Tt)t≥0 is a semigroup. Hence, (Tt)t≥0 extends to a strongly continuous
semigroup on L2(Rn).
We now look at some estimates involving the Dirichlet forms.






where ψ(ξ) is real-valued. Then for every u, v ∈ Hψ,1, the following estimate
holds
|Eψ(u, v)| ≤ ‖u‖ψ,1‖v‖ψ,1.
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where we used that ψ(ξ) ≤ cψ(1+ψ(ξ)), making use of the fact that a real-valued
continuous negative definite function is non-negative.
We want to get a better understanding of Example 2.3.2 in relation to Lemma













which follows from Plancherel’s theorem. Passing on the right hand side to the





















= (ψ(·)û, v̂)L2 = Eψ(u, v)
for all u, v ∈ S(Rn). For this calculation we have used the estimate∣∣∣∣e−at − 1 + att
∣∣∣∣ ≤ ta22 , a > 0
and the growth bound |ψ(ξ)| ≤ cψ(1 + |ξ|2).

















= (−ψ(·)û, v̂)L2 .
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= (Au, v)L2 .
In Chapter 5 we will pick up the ideas outlined in this paragraph and will discuss
as a central topic extended Dirichlet spaces.
Furthermore, we have
Lemma 2.3.4. Given the Dirichlet form, Eψ, we define
Eψλ0(u, v) = E
ψ(u, v) + λ0(u, v)L2 ,
where we consider λ0 > 0 and ψ(ξ) is real-valued. Then for every u, v ∈ Hψ,1
the following estimate holds
|Eψλ0(u, v)| ≤ c(λ0)‖u‖ψ,1‖v‖ψ,1.
















= ‖u‖ψ,1‖v‖ψ,1 + |λ0|‖u‖0‖v‖0
≤ c(λ0)‖u‖ψ,1‖v‖ψ,1.
There is a one-to-one correspondence between Dirichlet forms and strongly con-
tinuous symmetric semigroups (Tt)t≥0 on L
2. In order to illustrate this in a
theorem, we need to define a Dirichlet operator which we find in [20]. Firstly,
we have
Lemma 2.3.5. Let (Tt)t≥0 be a sub-Markovian semigroup on L
p(Rn), 1 < p <
∞, with generator (A,D(A)). Then for all u ∈ D(A) we have∫
Rn
(Au)((u− 1)+)p−1dx ≤ 0. (2.4)
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Definition 2.3.6. A closed, densely defined linear operator A : D(A)→ Lp(Rn),
1 < p < ∞, D(A) ⊂ Lp(Rn), is called a Dirichlet operator if for all u ∈ D(A)
the relation (2.4) holds.
The following result is taken from both [20] and [30].
Proposition 2.3.7. Suppose that a Dirichlet operator (A,D(A)) on Lp(Rn;R),
1 < p < ∞, generates a strongly continuous contraction semigroup (Tt)t≥0 on
Lp(Rn;R) with corresponding resolvent (Rλ)λ>0. Then (Tt)t≥0 and (Rλ)λ>0 are
sub-Markovian. Moreover, we can state that the following are equivalent.
i) (Rλ)λ>0 is sub-Markovian.
ii) (Tt)t≥0 is sub-Markovian.
iii) (A,D(A)) is a Dirichlet operator.
We can now deduce that the following theorem holds.
Theorem 2.3.8. Let (A,D(A)) be a Dirichlet operator on L2(Rn) which gen-
erates a sub-Markovian semigroup (Tt)t≥0. If (A,D(A)) is self-adjoint, then
(E , D(E)) is a symmetric Dirichlet form. Conversely, for a symmetric Dirichlet
form it follows that (A,D(A)) is a self-adjoint operator. Moreover the semigroup
has an analytic extension to L2(Rn).
If we combine Theorem 2.3.8 with the calculation following Lemma 2.3.3 we see
that at least on S(Rn) we have for the generator of (Tψt )t≥0, where ψ : Rn → R
and (Tψt )t≥0 denotes the semigroup from Example 2.3.2, the formula






The following results will be helpful when discussing extended Dirichlet spaces
which we will do later on.
Lemma 2.3.9. Let (E , D(E)) be a symmetric Dirichlet form. Then every normal
contraction operates on (E , D(E)), i.e. if T : R → R such that T (0) = 0 and
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|T (s)−T (t)| ≤ |s−t| then T ◦u ∈ D(E) for every u ∈ D(E) and E(T ◦u, T ◦u) ≤
E(u, u).
2.4 Pseudo-Differential Operators with Nega-
tive Definite Symbols
In this section we look at some results with regard to the pseudo-differential
operator with negative definite symbols. A linear operator A : C∞0 (Rn)→ C(R)
which satisfies the positive maximum principle, has a representation as a pseudo-
differential operator






where we assume that q : Rn×Rn → C is a locally bounded funtion such that for
every x ∈ Rn the function q(x, ·) : Rn → C is a negative definite and continuous.
The following definition and assumptions are taken from [21].
Definition 2.4.1. We call a function q : Rn×Rn → C a (continuous) negative
definite symbol if q is locally bounded (continuous) and for each x ∈ Rn the
function q(x, ·) : Rn → C is negative definite and continuous.
For a negative definite symbol q for every compact set K ⊂ Rn there exists a
constant cK such that
|q(x, ξ)| ≤ cK(1 + |ξ|2)
holds for all x ∈ K and ξ ∈ Rn.
For a (negative definite) symbol q(x, ξ) we set





e−ix·ηq(x, ξ)dx = Fx→η(q(x, ξ))(η),
whenever this Fourier transform exists.
We will also consider the following decomposition of the symbol q(x, ξ)
q(x, ξ) = q(x0, ξ) + (q(x, ξ)− q(x0, ξ)) = q1(ξ) + q2(x, ξ) (2.5)
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which we obtain when freezing the coefficients with the grid point x0.
Before moving on we will state some assumptions which will be essential in the
following.
Assumption 2.4.2. We assume that the function q : Rn × Rn → C is a
continuous negative definite symbol having the decomposition (2.5) into a con-
tinuous negative definite function q1 : Rn → C and a continuous function
q2 : Rn × Rn → C.




(1 + ψ(ξ)) ≤ 1 + |q1(ξ)| ≤ τ1(1 + ψ(ξ)) (2.6)
for some constant τ1 > 0 and a fixed continuous negative definite function ψ(ξ)
such that for large |ξ|, ξ ∈ Rn, ψ(ξ) ≥ c|ξ|r0 holds with some constants c > 0,
r0 > 0.
A.2. For m ∈ N0 the function x 7→ q2(x, ξ) belongs to Cm(Rn) and we have
the estimate
|∂αx q2(x, ξ)| ≤ ϕα(x)(1 + ψ(ξ))
for all α ∈ Nn0 , |α| ≤ m, with function ϕα ∈ L1(Rn). Moreover, we have for all
k ∈ N0, |k| ≤ m, the estimate






2 (1 + ψ(ξ)).
We will now look at the bilinear form in conjunction with the operator q(x,D),
with [21] being our main reference.
We introduce the bilinear form
B(u, v) := (q(x,D)u, v)0
which is assosciated to q(x,D) and defined on C∞0 (Rn) where we have the de-
composition
B(u, v) = Bq1(u, v) +Bq2(u, v),
42 Semigroups and Their Generators
with Bq1(u, v) := (q1(D)u, v)0 and B
q2(u, v) := (q2(x,D)u, v)0.
Note, that since S(Rn) is a dense subset of Hψ,s, we can prove the following
estimates for u, v ∈ S(Rn), and then conclude that they hold first in Hψ,s.
Theorem 2.4.3. Suppose that q1(ξ) and q2(x, ξ) satisfy A.1 and A.2 with m ≥
n+ 2. Then B is continuous on Hψ,1(Rn), i.e. for all u, v ∈ Hψ,1(Rn) we have
|B(u, v)| ≤ c‖u‖ψ,1‖v‖ψ,1. (2.7)
Proof. Firstly, we show that
|Bq1(u, v)| ≤ τ1‖u‖ψ,1‖v‖ψ,1
with τ1 as in (2.6). To do this it is sufficient to look at the case for all u, v ∈











For the second half of the proof it remains to show that
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For all u, v ∈ S(Rn) we deduce





















(1 + |ξ − η|2)
−(n+2)
2

















× (1 + ψ(η))
1















(1 + |ξ − η|2)
−(n+2)
2
× (1 + ψ(η))
1














Theorem 2.4.4. Suppose that q1(ξ) and q2(x, ξ) satisify A.1 and A.2 with m ≥
n+ 2. Assume further with κ2 from (2.8) that




Then we have for all u ∈ Hψ,1(Rn)
|B(u, u)| ≥ ReB(u, u) ≥ δ1‖u‖2ψ,1 − λ̃0‖u‖
2
0
where λ̃0 ≥ 0.
Proof. We begin by proving that we have with some λ̃0 ≥ 0
|Bq1(u, u)| ≥ ReBq1(u, u) ≥ γ0‖u‖2ψ,1 − λ̃0‖u‖
2
0. (2.9)
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For all u, v ∈ S(Rn)
















Therefore, we have proven (2.9). Hence using the above and part of the proof
from Theorem 2.4.3, we obtain for u ∈ Hψ,1(Rn)
|B(u, u)| ≥ ReB(u, u) ≥ Bq1(u, u)− |Bq2(u, u)|








= δ1‖u‖2ψ,1 − λ̃‖u‖
2
0
which proves our theorem.
We will now discuss a lengthy example extending some results. For u, v ∈ S(Rn)
we consider
B(u, v) = (q(x,Dx)u, v)0 (2.10)
where we define the operator q(x,Dx) in the following way
q(x,Dx)u(x) = a(y)ψ1(Dz)u(x) + b(z)ψ2(Dy)u(x) (2.11)
for functions u : Rn → C, where x = (y, z) ∈ Rn1 × Rn2 , n = n1 + n2 and
ψ(ξ) = ψ(η, ζ) = ψ1(η) + ψ2(ζ).
Then, for Rn = Rn1×Rn2 and u(x) = u(y, z) the following holds for u, v ∈ S(Rn),
where we look at the Fourier transform of u with respect to two variables y and
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To prove these equalities we need to show that the commutator described below
is equal to 0, e.g.
[a(y), ψ1(Dz)]u = 0.












where ψ1 : Rn2 → R is a continuous negative definite function. Then, for the
coefficient a(y), we have
[a(y), ψ1(Dz)] = 0.
for all y ∈ Rn1.
Proof. We find, for two variables y and z, where x = (y, z),

























































[a(y), ψ1(Dz)]u = a(y)ψ2(Dz)u(y, z)− ψ1(Dz)(au)(y, z) = 0.
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Similarly, we have [b(z), ψ2(Dy)]u = 0. We may use these results to look at some
estimates regarding the bilinear form B. Firstly, we look at the symmetry of
the bilinear form.
Theorem 2.4.6. Assume that |a(y)|, |b(x)| ≤ c. Given the bilinear form
B(u, v) = (q(x,Dx)u, v)0.
Then, the bilinear form is symmetric, i.e. B(u, v) = B(v, u).
Proof. For u, v ∈ S(Rn), due to Theorem 2.4.5 we have the following
(q(x,Dx)u, v)0 = (aψ1(Dz) + bψ2(Dy)u, v)0
= (aψ1(Dz)u, v)0 + (bψ2(Dy)u, v)0
= (u, ψ1(Dz)(av))0 + (u, ψ2(Dy)(bv))0
= (u, aψ1(Dz)v)0 + (u, bψ2(Dy)v)0
= (u, q(x,Dx)v)0.
Hence, our statement is proven.
We will now look at some estimates with regard to the bilinear form, where we
use the results we obtained in Theorem 2.4.5.
Theorem 2.4.7. Given that [a(y), ψ1(Dz)]u = [b(z), ψ2(Dy)]u = 0, then for
every u, v ∈ Hψ,1(Rn), the following estimate holds
|B(u, v)| ≤ c‖u‖ψ,1‖v‖ψ,1 (2.12)
where c = ‖a‖∞ + ‖b‖∞.
2.4 Pseudo-Differential Operators with Negative Definite Symbols 47
Proof. For u, v ∈ S(Rn), we have



































































|B(u, v)| ≤ ‖a‖∞‖u‖ψ,1‖v‖ψ,1 + ‖b‖∞‖u‖ψ,1‖v‖ψ,1
= (‖a‖∞ + ‖b‖∞)‖u‖ψ,1‖v‖ψ,1.
Hence, this proves our estimate for c = ‖a‖∞ + ‖b‖∞.
Theorem 2.4.8. Given that [a(y)ψ1(Dz)]u = [b(z), ψ2(Dy)]u = 0, then for every
u ∈ Hψ,1(Rn), the following estimate holds
B(u, u) ≥ κ‖u‖2ψ,1 − κ‖u‖
2
0 (2.13)
where we assume that |a(y)|, |b(z)| ≥ κ > 0.
48 Semigroups and Their Generators
































































































































































= κ‖u‖2ψ,1 − κ‖u‖
2
0.
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We have shown that B(u, v) is bounded, i.e. |B(u, v)| ≤ c‖u‖ψ,1‖v‖ψ,1 for all
u, v ∈ S(Rn). Further, we have shown that for some κ, that the following
inequality holds for all u ∈ S(Rn)
B(u, u) ≥ κ‖u‖2ψ,1 − κ‖u‖
2
0.
Since the bilinear form on the domain Hψ,1 is bounded from above and below
we can conclude that (B,Hψ,1) is a closed form on L2(Rn).
We will now look at some estimates with regard to the operator q(x,Dx).
Theorem 2.4.9. Given that [a(y), ψ1(Dz)]u = [b(z), ψ2(Dy)]u = 0, then for
every u ∈ Hψ,2(Rn), the following estimate holds
‖q(x,Dx)u‖ψ,0 ≤ c‖u‖ψ,2
where c = ‖a‖∞ + ‖b‖∞.







































= (‖a‖∞ + ‖b‖∞)‖u‖
2
ψ,2.
This proves our estimate for c = ‖a‖∞ + ‖b‖∞.
We may now look at the case for the lower bound.
Theorem 2.4.10. Given that [a(y), ψ1(Dz)]u = [b(z), ψ2(Dy)]u = 0, then for
every u ∈ Hψ,2(Rn), the following estimate holds
‖q(x,Dx)u‖ψ,0 ≥ κ(1− 2γ)‖u‖ψ,2 − λ0‖u‖0
for γ < 1, where we assume that supy∈Rn1 |a(y)−a(y0)| < γκ and supy∈Rn2 |b(y)−
b(y0)| < γκ.
Proof. Firstly, we rewrite the operator as follows
q(x,Dx) = q(x0, Dx)− (q(x0, Dx)− q(x,Dx)),
where we ”freeze” the coefficients at x0. Therefore, we have
‖q(x,Dx)u‖0 ≥ ‖q(x0, Dx)u‖0 − ‖(q(x0, Dx)− q(x,Dx))u‖0
Following the calculations as in Theorem 2.4.8, we obtain
‖q(x0, Dx)u‖0 ≥ κ‖u‖ψ,2 − λ0‖u‖0.
Thus, we have remaining the norm ‖(q(x0, Dx)− q(x,Dx))u‖0 to estimate. For
u ∈ S(Rn), we have





|a(y)ψ1(Dz)u(y, z) + b(z)ψ2(Dy)u(y, z)














+ |b(y)− b(y0)ψ2(Dy)u(y, z)|2)dzdy.
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Due to the fact that we have the estimates
sup
y∈Rn1




|b(y)− b(y0)| < γκ,
from the calculation obtained in the previous theorem, we conclude that






|ψ1(Dz)u(y, z)|2 + |ψ2(Dy)u(y, z)|2dzdy
≤ 2γ2κ2‖u‖2ψ,2.
Hence, we have
‖q(x,Dx)u‖0 ≥ κ‖u‖ψ,2 − λ0‖u‖0 − 2γκ‖u‖ψ,2 = κ(1− 2γ)‖u‖ψ,2 − λ0‖u‖0,
where γ < 1.
We want to show that as a result of these estimates we have that this operator
has an extension generating a L2 sub-Markovian semigroup. In order to do this,
since we have shown in Theorem 2.3.8 that there is a one-to-one correspondence
between Dirichlet forms and L2 sub-Markovian semigroups, we need to show
that (B,Hψ,1) is a Dirichlet form. Firstly, we will show for the general case that












(1− cos(y · ξ))ν̃(dy),
where we have no diffusion along with no killing term regarding the quadratic
form and constant.












































(u(x+ y)− u(x))(v(x+ y)− v(x))ν̃(dy)dx.
We may use this to rewrite the bilinear form in the following way.




























b(z)(u(y + ỹ, z)− u(y, z))(v(y + ỹ, z)− v(y, z))ν1(dỹ)dydz.
Note, for all u, v ∈ L2(Rn), we have
((u ∨ 0) ∧ 1)(x+ y)− ((u ∨ 0) ∧ 1)(x))2 ≤ (u(x+ y)− u(x))2. (2.15)
This implies that (B,Hψ,1) is a symmetric Dirichlet form. We can state this
formally as a theorem.
Theorem 2.4.11. Given the bilinear form B defined by (2.10) on the domain
Hψ,1 where (2.14) and (2.15) holds, then (B,Hψ,1) is a symmetric Dirichlet
form.
Due to the fact that within the proof of Theorem 2.4.6 we have shown that
(q(x,Dx)u, v) = (u, q(x,Dx)v)
which holds for all u, v ∈ Hψ,2, we can say that the operator q(x,Dx) is symmet-
ric. Therefore, by Friedrichs’ extension theorem, Theorem 2.1.18, the operator
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has a self-adjoint extension. In particular, from our estimates, along with the
analysis obtained in the beginning of the chapter, we find that the operator
q(x,Dx) has a self-adjoint extension generating a L
2 sub-Markovian semigroup
on the domain Hψ,2. Moreover we have
Theorem 2.4.12. Given that [a(y), ψ1(Dz)]u = [b(z), ψ2(Dy)]u = 0 then the
estimates from Theorems 2.4.7-2.4.10 hold. Suppose that in addition Theorem
2.4.11 holds. Then we can say that the operator, q(x,Dx), has a self-adjoint
extension generating a strongly continuous symmetric sub-Markovian semigroup
on L2(Rn).
Proof. Firstly, given an operator defined by
q(x,Dx)u(x) = a(y)ψ1(Dz)u(x) + b(z)ψ2(Dy)u(x),
where we have shown within the proof of Theorem 2.4.6 that
(q(x,Dx)u, v) = (u, q(x,Dx)v)
holds for all u, v ∈ Hψ,2. Therefore, we can say that the operator q(x,Dx) is
symmetric. As a result, due to Friedrichs’ extension theorem, the operator has
a self-adjoint extension. From our estimates earlier in the chapter, we can con-
clude that (q(x,Dx), H
ψ,2(Rn)) is a densely defined closed operator on L2(Rn).
Since we have stated that the operator has a self-adjoint extension, we can con-
clude that the operator, q(x,Dx), has a self-adjoint extension which generates a
strongly continuous symmetric sub-Markovian semigroup on L2(Rn).
Note that this example extends the results in [21] since we do not need any
differentiability assumption on the coefficients.
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Chapter 3
Metric Measure Spaces
3.1 Transition Densities and Metric Measure
Space
We want to study transition densities of Lévy and Lévy-type processes and we
aim to relate them to some geometry induced by the symbol of their generator.
In order to do this we need to study metric measure spaces whose metric is
induced by a continuous negative definite function. Let ψ : Rn → R be a locally
bounded continuous negative definite function. Note that real-valued continuous
negative definite functions are non-negative,
0 ≤ ψ(ξ) ≤ cψ(1 + |ξ|2) with cψ + 2 sup
|η|≤1
ψ(η),
and subadditive, i.e. √





The defining property of continuous negative definite functions imply that when-
ever ψ(ξ0) = 0 for some ξ0 6= 0 then ψ is periodic with period ξ0. In fact, for a
continuous negative definite function ψ to be non-periodic (and non-constant)
is equivalent to ψ(ξ) = 0 implies ξ = 0. Since ψ(−ξ) = ψ(ξ) and by the sub-
additive property we can see that every locally bounded, non-periodic negative
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definite function with ψ(0) = 0 induces a metric on Rn by
dψ : Rn × Rn → [0,∞), dψ(ξ, η) :=
√
ψ(ξ − η).
Thus, as we have shown in Lemma 1.2.10 if we require that ψ(ξ) = 0 if, and
only if, ξ = 0, then dψ(ξ, η) :=
√
ψ(ξ − η) generates a metric on Rn.
Let ψ ∈ MCN , where we denote by MCN the continuous negative definite
functions that induce a metric on Rn which generates the Euclidean topology.
We are interested in the metric measure space (Rn, dψ, λ(n)) and the notion of
volume doubling plays a vital role in the analysis on metric measure spaces. A
metric measure space is a triple (X, d, µ) where (X, d) is a metric space and µ
is a measure on the Borel sets of the space X. The following definition is taken
from [23].
Definition 3.1.1. Let (X, d, µ) be a metric measure space. We say that (X, d, µ)
or µ has the volume doubling property if there exists a constant c2 such that
µ(Bd(x, 2r)) ≤ c2µ(Bd(x, r))
holds for all metric balls Bd(x, r) =
{
y ∈ X : d(y, x) < r
}
⊂ X.
The volume doubling property will be useful in proving Theorem 3.1.2. Let
ψ ∈MCN and denote by (µt)t≥0 the corresponding convolution semigroup with
F−1µt = e
−tψ. We assume that e−tψ ∈ L1(Rn, λ(n)), so that the measures µt are
absolutely continuous with respect to the Lebesgue measure. The (transition)







2Fe−tψ(x), t > 0,
i.e. µt = pt(·)λ(n). We will discuss the relation of the transition density at
0, pt(0), in relation to the geometry induced by the metric measure space
(Rn, dψ, λ(n)). The proof of the following theorem is taken from [23], a simi-
lar result can essentially be found in [27].















e−rdr, t > 0. (3.1)
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If the metric measure space (Rn, dψ, λ(n)) has the volume doubling property, then









for all t > 0. (3.2)




ξ ∈ Rn : ψ(ξ) < ρ
}
is the distri-












































































This proves the first inequality of (3.2). The upper estimate requires that dψ
enjoys the volume doubling property stated in Definition 3.1.1 which gives
λ(n)(Bdψ(0, cr)) ≤ γ0(c)λ(n)(Bdψ(0, r)), c > 1, r > 0,
for some function γ0 such that γ0(c) ≤ γ0(1)cα for all c ≥ 1 with some suitable
























































this is the upper estimate in (3.2). The statement that the volume doubling
property implies e−tψ ∈ L1(Rn;λ(n)) is proved in [27].
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3.2 Examples Involving some Transition Den-
sities
We will now give some examples which illustrate Theorem 3.1.2, where we take
part of the calculation from [29].
Example 3.2.1. Let f(s) = sα, 0 < α < 1 be a Bernstein function. Since we
know that ψ := f(| · |2) is in MCN (Rn) it follows that
λ(Bd|·|2α (0, cr)) = c
n
αλ(Bd|·|2α (0, r)).
Since λ(Bd|·|2α (0, r)) = cn,αr
n
α we obtain the estimate
p
(2α)





t (x) is the transition density of the symmetric 2α-stable Lévy process.
Example 3.2.2. Consider on Rn1 ×Rn2 the function ψ(ξ, η) = |ξ|α + |η|β with
0 < α < β < 2. Then ψ ∈MCN (Rn1 × Rn2). We have
Bψ(0, ρ) =
{




























































, therefore dx = ρ
2n1
α dξ
and dy = ρ
2n2
β dη.
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We have seen above that pt(0) has a natural meaning in the metric measure


















where we want to understand pt(x)
pt(0)
. We have some examples to illustrate this.
Example 3.2.3. Let ψ(ξ) = 1
2
















= exp(−φ2t (x, 0)).
Example 3.2.4. Let ψ(ξ) = |ξ|. Then pt(x) is the density of the Cauchy process
in Rn and we find
pt(x)
pt(0)












We will now give an interpretation of (3.3). We have
pt(x) = pt(0) exp(−δ2ψ(t, x, 0))
where the map δψ(t, ·, ·) : Rn×Rn → R is a metric and if ψ satisfies the volume




)) exp(−δ2ψ(t, x, 0))
with the balls Bdψ(0, r) =
{
y ∈ Rn : dψ(y, 0) < r
}
.
Example 3.2.5. The symmetric Meixner process on R has the Lévy exponent,
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Since for a sequence (aj)j≥1 of positive numbers the convergence of∏∞
j=1(1 + aj),
∑∞
j=1 ln(1 + aj) and
∑∞
j=1 aj is equivalent, we find that
δ2t (x, 0) = − ln












For every j ≥ 1 and t > 0 the function x 7→ ln(1 + x2(t + 2j)−2) is continuous




uniformly as a function of x, its sum δ2t (x, 0) is again a continuous negative










Thus if (Rn, dψ, λ) has the volume doubling property, pt(x) is controlled by two
geometric expressions. Therefore when discussing examples of the corresponding
density of certain continuous negative definite functions which we relate to cer-
tain metrics in chapter 6 we may consider whether we have control with regard
to two geometric expressions as we do above.
Chapter 4




We introduce the notion of a distribution which is taken from [10].
Definition 4.1.1. Let G ⊂ Rn be an open set. A linear form u : C∞0 (G) → C
is called a distribution if, for every compact set K ⊂ G, there is a real number
C ≥ 0 and a non negative integer N such that




for all φ ∈ C∞0 (G) with suppφ ⊂ K. The vector space of distributions on G is
called D ′(G).
We will now give a simple example to illustrate this.
Theorem 4.1.2. Let G ⊂ Rn be an open set, and let g ∈ C0(G). Then
〈g, φ〉 =
∫
gφdx, φ ∈ C∞0 (G)
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which also gives a distribution.
This includes the Dirac distribution which belongs to D ′(Rn) defined by
〈ε0, φ〉 = φ(0), φ ∈ C∞0 (Rn).
There is an equivalent way of defining distributions.
Theorem 4.1.3. A linear form u on C∞0 (G) is a distribution if and only if
limj→∞〈u, φj〉 = 0 for every sequence φj that has the following properties.
(i) The supports of all the φj are in a fixed compact set,
(ii) ∂αφj → 0, uniformly as j →∞, for every multi-index α.
We can state Definition 4.1.1 differently:
Theorem 4.1.4. Let G ⊂ Rn be an open set. The topological dual space D ′(G)
of C∞0 (G) is the space of distributions on G.
A basic operation of distributions going beyond the vector space operations is
that of differentiation.
Let G ⊂ Rn be an open set. If u ∈ C1(G), then the distribution which is equal





u∂iφdx = −〈u, ∂iφ〉, φ ∈ C∞0 (G), (4.1)
where we have used integration by parts.
Definition 4.1.5. Let u ∈ D ′(G). The distributions ∂iu, i = 1, ..., n, given by
(4.1), are called the first order derivatives of u.
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We can iterate (4.1) to obtain for u ∈ D ′(G)
〈∂αu, φ〉 = (−1)|α|〈u, ∂αφ〉, φ ∈ C∞0 (G), (4.2)
and therefore a distribution has derivatives of all orders. An example is that of
the Heaviside function.
Example 4.1.6. Given the Heaviside function defined by
H(x) = 1, x > 0; H(x) = 0, x ≤ 0.
Its distributional derivative is given by
〈∂H, φ〉 = −〈H, ∂φ〉 = −
∫ ∞
0
∂φ(x)dx = φ(0), φ ∈ C∞0 (R).
Hence ∂H = ε0 in the sense of distributions. For a fixed a ∈ R a similar
manipulation gives
∂H(· − a) = εa.
By (4.2) the higher order derivatives of the Dirac distribution are
〈∂kεa, φ〉 = (−1)k∂kφ(a), k = 1, ..., φ ∈ C∞0 (R).
We will now look at a subspace of the vector space of distributions. In particular,
the distributions with compact support which is taken from [10].
Definition 4.1.7. Let G ⊂ Rn be an open set. A linear form u on the vector
space C∞(G) is called continuous if there are a compact set K ⊂ G, a constant
C ≥ 0 and a non negative integer N such that, for all φ ∈ C∞(G)





|∂αφ| : x ∈ K
}
. (4.3)
The vector space of continuous linear forms on C∞(G) is called E ′(G).
We know that C∞0 (G) ⊂ C∞(G). Therefore it follows from Definition 4.1.7 that
the restriction of any u ∈ E ′(G) to C∞0 (G) is a distribution. (4.3) shows that
〈u, φ〉 = 0 if the support of φ is disjoint from K, so u has compact support, when
regarded as a member of D ′(G). Therefore, we can conclude that E ′(G) ⊂ D ′(G).
Moreover,
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Theorem 4.1.8. C∞0 (G) is dense in C
∞(G), and E ′(G) is dense in D ′(G).
Note that the space S ′(Rn) as introduced in Chapter 1 is a further subspace of
D ′(Rn), in fact we have as continuous embeddings E ′(Rn) ⊂ S ′(Rn) ⊂ D ′(Rn).
The following theorem regarding convolution of distributions is taken from [10].
The convolution of two functions f and g on Rn is defined by




f(x− y)g(y)dy, x ∈ Rn,
provided the integral on the right hand side exists, e.g. f, g ∈ L1 or f ∈ L1 and
g ∈ Lp as it follows from Young’s inequality. Assuming that both functions are
continuous and that at least one has compact support, then f ∗ g exists and is
continuous, therefore it determines a distribution which can be seen to be
〈f ∗ g, ϕ〉 =
∫ ∫
f(x)g(y)ϕ(x+ y)dxdy, ϕ ∈ C∞0 (Rn). (4.4)
Before we define the convolution of distributions formally we will discuss several
situations for the convolution of functions with distributions which we take from
[17].
Theorem 4.1.9. For a distribution u and a function φ the convolution is defined
by
(u ∗ φ)(x) := u(φ(x− ·))
in each of the following situations:
A) u ∈ D ′(G) and φ ∈ C∞0 (G);
B) u ∈ E ′(G) and φ ∈ C∞(G);
C) u ∈ S ′(Rn) and φ ∈ S(Rn).
Moreover, in each case u ∗ φ is a C∞-function and we have
∂α(u ∗ φ) = (∂αu) ∗ φ = u ∗ (∂αφ),
and for u ∈ S ′(Rn), φ ∈ S(Rn), the function u∗φ has at most polynomial growth.
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Formally, we can define the convolution of two distributions u and v by
(u ∗ v)(ϕ) := u ∗ (v ∗ ϕ)
provided one of them has compact support.
We can look at some theory regarding convolution equations which we take from
[10]. Given a distribution k ∈ E ′(Rn) we have a map K : D ′(Rn) → D ′(Rn)
given by u 7→ k ∗ u. Note that if k does not have compact support, we can still
consider the mapping u 7→ k∗u when restricting the domain of the corresponding
operator, for example to the set of all u ∈ D ′(Rn) such that the restriction of
(x, y) 7→ x+y to supp k×supp u is a proper map. When k has compact support,
this is of course all of D ′(Rn). If we choose a cut-off function ρ ∈ C∞0 (Rn) such
that ρ = 1 on a neighbourhood of the support of k then we can define a linear
form k ∗ u on C∞0 (Rn) by setting
〈k ∗ u, φ〉 = 〈k(x)⊗ u(y), ρ(x)φ(x+ y)〉, φ ∈ C∞0 (Rn)
which is the formal representation of (4.4) along with ρ where ⊗ denotes the
tensor product. For the convolution of k and u the above defines a distribution
given by
〈k ∗ u, φ〉 = 〈u(y), 〈k(x), φ(x+ y)〉〉
= 〈k(x), 〈u(y), φ(x+ y)〉〉,
where φ ∈ C∞0 (Rn). Note, that the map K commutes with translation. The
fundamental solution of the convolution operator u 7→ k ∗ u is a distribution E
such that
KE = k ∗ E = ε0.
If E ∈ D′(G) and v ∈ E ′(Rn) then we obtain with u = E ∗ v
k ∗ u = (k ∗ E) ∗ v = ε0 ∗ v = v.
Therefore u = E ∗ v is a solution of the convolution equation k ∗ u = v, given
that v has compact support. We return to convolution equations in the end of
this chapter.
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In order to discuss partial differential operators we need a definition which is
taken from [18].
Definition 4.1.10. Let A be a finite set of multi-indices, and let aα ∈ C∞(G),






where we denote D = −i∂ and Dα = (−i)|α|∂α, is a linear differential operator
with C∞ coefficients, defined on G.
The order of a differential operator P is defined by max
{
|α| : α ∈ A, aα 6= 0
}







〈Pu, φ〉 = 〈u, tPφ〉, φ ∈ C∞0 (G),
where tP is the differential operator known as the formal adjoint or formal











defined on Rn can be regarded as a convolution operator. If we take k = P (D)ε0
then we obtain
P (D)ε0 ∗ u = ε0 ∗ P (D)u = P (D)u.
4.2 Fundamental Solutions for Partial Differen-
tial Operators with Constant Coefficients




α with constant complex coefficients aα ∈ C is a distribution
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E ∈ D ′(Rn) such that P (D)E = ε0, where ε0 is the Dirac measure at 0 ∈ Rn.
Recall that with D = −i∂ we have Dα = (−i∂)α = (−i)|α|∂α and from
e−ix·ξP (Dx)e





we deduce that P (ξ) is determined by P (D). Recall that P (D)u = v means for
two distributions u, v ∈ D ′(Rn) that for all ϕ ∈ D(Rn) we have
〈P (D)u, ϕ〉 = 〈u, P t(D)ϕ〉 = 〈v, ϕ〉





It is clear that if E is a fundamental solution of P (D) then E+u, P (D)u = 0 is
a further one. In order to understand basic properties of fundamental solutions
we first note that for all u ∈ D ′(Rn) and all x ∈ Rn the convolution u ∗ εx is
defined where εx is the Dirac measure at x. Moreover, if v ∈ E ′(Rn), i.e. v
is a distribution with compact support, then u ∗ v = v ∗ u is well defined. In
particular, for a fundamental solution E to P (D) we obtain for f ∈ E ′(Rn)
P (D)(E ∗ f) = (P (D)E) ∗ f = ε0 ∗ f = f,
i.e. E ∗ f solves the equation P (D)u = f in D ′(Rn) for f ∈ E ′(Rn).
Next we note that differential operators are local and pseudo-local, i.e. for every
u ∈ D ′(Rn) we have
suppP (D)u ⊂ suppu
and
sing suppP (D)u ⊂ sing suppu.
It is well known that for two distributions u1, u2 ∈ D ′(Rn) such that at least
one has compact support it follows that
supp (u1 ∗ u2) ⊂ suppu1 + suppu2
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and
sing supp (u1 ∗ u2) ⊂ sing suppu1 + sing suppu2. (4.5)
As a first result of importance to us we may state from [17]
Theorem 4.2.2. If P (D) has a fundamental solution E with the property that




then for every u ∈ D ′(Rn) we have
sing suppP (D)u = sing suppu.
Proof. Since sing supp P (D)u ⊂ sing supp u it remains to prove that
sing supp u ⊂ sing supp P (D)u. For u ∈ E ′(Rn) we find with u = E ∗ P (D)u
that
sing suppu = sing suppE ∗ P (D)u ⊂ sing suppE + sing suppP (D)u




+ sing supp P (D)u = sing supp P (D)u. Now
for arbitrary u ∈ D ′(Rn) and ψ ∈ C∞0 (Rn), ψ
∣∣
G′
= 1 where G′ ⊂ Rn is open, we
find
G′ ∩ sing suppP (D)u = G′ ∩ sing suppP (D)(ψu)
= G′ ∩ sing supp(ψu) = G′ ∩ sing suppu
implying the general case.




sing suppu = sing suppP (D)u = sing supp g (4.6)
if g ∈ E ′(Rn) and u = E ∗ g is a solution to P (D)u = g. The meaning of (4.6) is
that the solution u = E ∗ g is a C∞-function in every open set where g is a C∞-
function, i.e. (4.6) is a rather sharp regularity result for distributional solutions
of P (D)u = g. Of course, in general P (D) will not have such a property.
Definition 4.2.3. A differential operator P (D) is called hypoelliptic if for every
u ∈ D ′(Rn) the inclusion
sing suppu ⊂ sing suppP (D)u
holds.
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Corollary 4.2.4. If P (D) has a fundamental solution E such that sing suppE ={
0
}
then P (D) is hypoelliptic.
The following famous result due to L.Hörmander gives a characterization of
hypoelliptic differential operators with constant coefficients.
Theorem 4.2.5. The differential operator P (D) is hypoelliptic if and only if
for every α ∈ Nn0 we have
|P (α)(ξ)|
|P (ξ)|
≤ c|ξ|−σ|α|, |ξ| ≥ ρ, (4.7)
where c > 0, ρ ≥ 0 and σ > 0 are independent of α.
Definition 4.2.6. A polynomial satisfying (4.7) is called a hypoelliptic polyno-
mial.
We have not discussed so far whether a fundamental solution exists. This is the
content of the Theorem of Malgrange and Ehrenpreis which is taken from [10]:
Theorem 4.2.7. Every partial differential operator with constant coefficients
has a fundamental solution.
Corollary 4.2.8. For every partial differential operator P (D) with constant
coefficients the differential equation P (D)u = g has for g ∈ E ′(Rn) in D ′(Rn) a
solution.
We need a refinement of the Malgrange-Ehrenpreis theorem. For a polynomial









u ∈ S ′(Rn)|P̃ (·)û ∈ Lp(Rn)
}
hence S(Rn) ⊂ Bp,P̃ (Rn) ⊂ S ′(Rn) and Blocp,P̃ (R





u ∈ D ′(Rn)|ϕu ∈ Bp,P̃ (R
n) for everyϕ ∈ C∞0 (Rn
}
.
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Theorem 4.2.9. (L. Hörmander [18]): Every partial differential operator with
constant coefficients admits a fundamental solution in Bloc
p,P̃
(Rn).
It will be useful to state some examples of fundamental solutions.




, x ∈ Rn\0,





Moreover the Laplacian is an example of a hypoelliptic operator. We note in
addition that ∂jE is also generated by a locally integrable function, namely x 7→
xj |x|−n
c
, but ∂j∂kE not.
The following example is with regard to the heat equation in Rn+1.
Theorem 4.2.11. Denote the variables in Rn+1 by (x, t) ∈ Rn × R and set








, t > 0, E(x, t) = 0, t ≤ 0.






The heat equation operator is hypoelliptic.
We also give the fundamental solution with regard to the wave equation in R.
Theorem 4.2.12. Denote E = 1
2
H(t − x)H(t + x) where H is the Heaviside
function as defined in Example 4.1.6 and also E is supported in t ≥ |x|. Then
















Moreover the wave equation operator is not hypoelliptic.
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Example 4.2.13. On R define the function x 7→ x+ where
x+ = xH(x), x ∈ R,















, x ∈ Rn
then we have, in D ′(Rn), for k = 1, 2, ...,
(∂1...∂n)
kEk = ε0.
The results in this chapter are all taken from L.Hörmander [17] and [18], but our
presentation is also influenced by [20]. It should be mentioned that the proof
of the Malgrange-Ehrenpreis theorem as well as proofs establishing estimates
or other results for fundamental solutions for the partial differential operator
P (D) make use of the fact that the symbol of P (D) is a polynomial P (ξ) hence
an entire function and in addition, in order to study E ∗ g, g ∈ E ′(Rn), it is
used that ĝ is an entire function of controlled growth. We refer to Hörmander
[17] and in particular [18] for studies of solutions of partial differential equations
with constant coefficients using the fundamental solution.
Differential operators with constant coefficients are translation invariant and
hence convolution operators. This suggests to study more general convolution
equations Ku = k ∗ u = g along the lines of the study of partial differential
equations with constant coefficients. Such a theory is well developed for k ∈
E ′(Rn) and again complex analysis of functions of several complex variables
becomes the main tool we refer to our previous considerations in this chapter. As
a standard reference we refer to Hörmander [18]. As we will see soon, most of the
results on fundamental solutions for partial differential operators with constant
coefficients and/or convolution equations we cannot apply to our problems.
Consider once more the equation
P (D)E = ε0.
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Since ε0 ∈ S ′(Rn) and ε̂0 = (2π)−
n
2 this equation is equivalent to
(P (D)E)∧ = (2π)−
n
2 . (4.8)
However for E ∈ D ′(Rn)\S ′(Rn) we cannot manipulate the left hand side of (4.8)
to obtain P (·)Ê = (2π)−n2 and try to find the Fourier inverse of Ê = (2π)−n2 1
P (·) .
Now let ψ : Rn → C be a continuous function with of at most polynomial
growth. As already discussed before (for continuous negative definite functions)







with the obvious consequence that
(ψ(D)u)∧(ξ) = ψ(ξ)û(ξ)
where the right hand side is at least an element in L1(Rn) ∩ Cb(Rn), in fact
ψ(·)û must decay faster than any polynomial. Defining a fundamental solution





















in S ′(Rn) and (4.9) or
ψ(D)E = ε0 are satisfied. We do not follow this idea directly, but we want to use
more of the properties of ψ in order to get better properties of E “automatically”
from the definition. For continuous negative definite functions such an approach
is rather satisfying.
4.3 The Spaces Hψ,s(Rn) and Related Spaces
In order to study operators ψ(D), ψ being a continuous negative definite function
or a more general function such as a tempered weight function introduced by
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Hörmander, [18], or an even less regular function, we need to introduce an
appropriate scale of function spaces defined with the help of ψ. Although our
definition is along the line of that of classical Bessel potential spaces due to
the lack of regularity and homogeneity of continuous negative definite functions
certain new aspects enter into our considerations. The space Hψ,s(Rn) had
been first introduced and studied in [19], the standard reference in [20] and
extension to an Lp-theory is given in [9]. In the end of this chapter we will extend
our considerations to more general functions than continuous negative definite
functions. At the moment, in this chapter if not stated otherwise ψ : Rn → R
is always a real-valued continuous negative definite function, hence it is non-
negative and satisfies Peetre’s inequality
1 + ψ(ξ)
1 + ψ(η)
≤ 2(1 + ψ(ξ − η))
for all ξ, η ∈ Rn which is a consequence of the “triangle inequality”
ψ
1
2 (ξ + η) ≤ ψ
1
2 (ξ) + ψ
1
2 (η).
We note once more that if ψ : Rn → R is a continuous negative definite function
such that ψ(0) = 0 and that ψ(ξ) = 0 implies ξ = 0, then ψ
1
2 (ξ − η) defines a




see [23] and our discussion in section 3.1. We start with
Definition 4.3.1. Let ψ : Rn → R be a continuous negative definite function
and s ∈ R. We introduce the norm
‖u‖ψ,s :=
∥∥(1 + ψ(·)) s2 û∥∥
L2
and we introduce the space
Hψ,s(Rn) =
{
u ∈ S ′(Rn)|‖u‖ψ,s <∞
}
.
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Since
∥∥(1 + ψ(·)) s2 û∥∥
L2
< ∞ implies (1 + ψ(·)) s2 û ∈ L2(Rn) it follows that
F−1((1 + ψ(·)) s2 û) ∈ L2(Rn). Moreover, since ψ(ξ) ≥ 0 it follows that S(Rn) ⊂





We observe that Hψ,s(Rn) is isometrically isomorphic to the weighted space
L2(Rn; (1 + ψ(·)) s2λ(n)), we just need to consider the mapping u 7→ (1 + ψ(·)) s2 û
and apply a variant of Plancherel’s theorem. This also gives the density of S(Rn)
in Hψ,s(Rn). Hence we have proved
Theorem 4.3.2. The space Hψ,s(Rn) is a Hilbert space with dense subspace
S(Rn) and the scalar product given by
(u, v)ψ,s := ((1 + ψ(·))
s
2 û, (1 + ψ(·))
s
2 v̂)L2 . (4.10)





In the case where ψ(ξ) = |ξ|2 we have of course
‖u‖s = ‖u‖ψ,s and H
s(Rn) = Hψ,s(Rn)
where Hs(Rn) is the classical Bessel potential space which for s ∈ N0 coincides
with the Sobolev space W s,2(Rn). As elementary results we state
Theorem 4.3.3. Let ψ : Rn → R be a continuous negative definite function.
The estimate
‖u‖ψ,t ≤ ‖u‖ψ,s
holds for s ≥ t.
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A consequence of the previous two theorems is the following.
Corollary 4.3.4. Hψ,s(Rn) ⊂ Hψ,t(Rn) if s ≥ t, and the inclusion mapping is
continuous.
The following result is analogue to the classical Sobolev embedding theorem.
Proposition 4.3.5. Let ψ : Rn → R be a continuous negative definite function
satisfying
ψ(ξ) ≥ c0|ξ|ρ0





and u ∈ C∞(Rn).
Proof. For u ∈ S(Rn),
|u(x)| = |(F−1Fu)(x)|
=

























































= I1(s, R) + I2(s, R).
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Clearly, I1(s, R) < ∞ since it is the integral of a continuous function over a





























Therefore, we need∫ ∞
R




We conclude that taking the condition that
ψ(ξ) ≥ c0|ξ|ρ0 , c0, ρ0 > 0
for all ξ ∈ Rn, |ξ| ≥ R, if s > n
ρ0
then for all u ∈ S(Rn)
‖u‖∞ = sup
x∈Rn
|u(x)| ≤ (c+ c̃)‖u‖ψ,s. (4.11)
Since, S is dense in C∞(Rn) and Hψ,s(Rn), implies (4.11) for all u ∈ Hψ,s(Rn).
Moreover we have the following result.
Proposition 4.3.6. Let ψ : Rn → R be a continuous negative definite function.
If (1 + |ξ|2)
ρ0






for all u ∈ Hψ,k+
2|α|
ρ0 (Rn). In particular ∂αu ∈ C∞(Rn) for k > nρ0 where
k = k(n, ρ0).
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Proof. For u ∈ S(Rn), we have



























































for k > n
ρ0
which holds from the previous proposition.
From the previous two propositions we can conclude that we have an embedding




We also know that Hψ,s(Rn) ⊂ S ′(Rn), therefore from the above results we can
conclude that we also have
⋃
s∈RH
ψ,s(Rn) ⊂ S ′(Rn). This is summarised in the
following corollary.
Corollary 4.3.7. Given a continuous negative definite function ψ : Rn → R
which satisfies
ψ(ξ) ≥ c0|ξ|ρ
for c0, ρ0 > 0 and all ξ ∈ Rn, |ξ| ≥ R, then the estimates in Proposition 4.3.5
and 4.3.6 hold and we can conclude that⋂
s∈R
Hψ,s ↪→ C∞∞ .
The proof of Proposition 4.3.5 and Proposition 4.3.6 will work under the as-
sumption 1
(1+ψ(·))k ∈ L
1(Rn). In fact we essentially use the classical proof of
Sobolev’s embedding theorem combined with the following useful observation.
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Proposition 4.3.8. Let ψ1, ψ2 : Rn → R be two continuous negative definite
functions such that for some κ0 > 0 we have (1 + ψ1(ξ)) ≤ κ0(1 + ψ2(ξ)) for all





and Hψ2,s(Rn) is continuously embedded into Hψ1,s(Rn).

















Finally we want to characterize the dual space of Hψ,s(Rn). We can construct a
pairing of Hψ,−s(Rn) and Hψ,s(Rn). Let u ∈ S(Rn) ⊂ S ′(Rn) be a distribution











2 û(ξ)(1 + ψ(ξ))
s
2 φ̂(−ξ)dξ.
Therefore, we conclude from Cauchy-Schwarz’s inequality that
|〈u, φ〉| ≤ ‖u‖Hψ,−s‖φ‖Hψ,s .
By the density of S(Rn) in S ′(Rn), we have a pairing of Hψ,−s(Rn) and Hψ,s(Rn),
i.e. by Theorem 4.3.2, we can extend 〈u, φ〉 to a bilinear form on Hψ,−s(Rn) ×
Hψ,s(Rn),
〈u, v〉 = (2π)−n
∫
Rn
û(ξ)v̂(−ξ)dξ, u ∈ Hψ,−s(Rn), v ∈ Hψ,s(Rn) (4.12)
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which is continuous since
|〈u, v〉| ≤ ‖u‖ψ,−s‖v‖ψ,s. (4.13)
The bilinear form above turns Hψ,s and Hψ,−s into the dual of each other which
we see in more detail in the following theorem, the proof of which follows the
ideas of the analogous result for the space Hs(Rn), see [10], we refer also to [9].
Theorem 4.3.9. The pairing (4.12) gives an isometric isomorphism of Hψ,−s(Rn)
and (Hψ,s(Rn))∗, the dual of Hψ,s(Rn).
Proof. From (4.13) we have for fixed u ∈ Hψ,−s(Rn), that v 7→ 〈u, v〉 is a con-
tinuous linear form on Hψ,s(Rn) whose norm does not exceed ‖u‖Hψ,−s . Taking
v = v0 = F
−1((1 + ψ(ξ))−sû) ∈ Hψ,s(Rn)
we obtain 〈u, v0〉 = ‖u‖Hψ,−s . Hence the norm v 7→ 〈u, v〉 is equal to ‖u‖Hψ,−s .
Thus we obtain an isometry Hψ,−s(Rn)→ (Hψ,s(Rn))∗. In order to prove that we
have an isomorphism, we need to prove that the isometry is surjective. Firstly,
we let u∗ ∈ (Hψ,s(Rn))∗. Then, by the Riesz representation theorem, Theorem
2.1.13, we have for some w ∈ Hψ,s(Rn),
u∗(v) = (v, w)s =
∫
(1 + ψ(ξ))sv̂(ξ)ŵ(ξ)dξ
where we have equipped Hψ,s(Rn) with its inner product.
If we set u ∈ F−1((1 + ψ(ξ))sŵ(−ξ)) then u ∈ Hψ,−s(Rn) and u∗(v) = 〈u, v〉 for
all v ∈ Hψ,s(Rn). Therefore, we have proven that we have an isomorphism.
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We summarize the following dual pairings we have encountered so far:
D(Rn) = C∞0 (Rn) and D ′(Rn);
S(Rn) and S ′(Rn);
E(Rn) = C∞(Rn) and E ′(Rn);
Hψ,s(Rn) and Hψ,−s(Rn).
In the case of D(Rn) and D ′(Rn) as well as E(Rn) and E ′(Rn) we may replace
Rn by an open set G ⊂ Rn.
Note that we can replace in the definition of Hψ,s(Rn) the continuous negative
definite function ψ : Rn → R by a continuous, non-negative function k : Rn → R
which has at most polynomial growth, i.e. k(ξ) ≤ c(1 + |ξ|2)
σ0
2 for some σ0 ≥ 0
and all ξ ∈ Rn. In order to get “good” results k should satisfy Peetre’s inequality,
i.e. 1+k(ξ)
1+k(η)
≤ κ0(1 + k(ξ − η)) for all ξ, η ∈ Rn or a similar type of estimate such
as temperate weight functions in the sense of Hörmander, see [18]. In particular
we can include higher powers of continuous negative definite functions.
4.4 On Fundamental Solutions of Pseudo-Differential
Operators with Negative Definite Symbols
We have seen that the generator A of a L2 sub-Markovian semigroup or of a Feller
semigroup induced by a convolution semigroup (µt)t≥0 on Rn with associated
continuous negative definite function ψ : Rn → C is given on S(Rn) by






i.e. ψ(D) is a pseudo-differential operator with symbol ψ. It is natural to study
ψ(D) in its own right, say as an object in the theory of (pseudo-) differential
operators and the first and most natural question is whether we can extend ψ(D)
from S(Rn) to a larger space. Having in mind the theory of distributions, the
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or with a slight change of the standard approach













= (u, ψ(D)v)L2 = 〈u, ψ(D)v〉.
However for an arbitrary continuous negative definite function ψv̂ or ψF−1v do
not belong to S(Rn). Thus, both suggested formulae, either
〈ψ(D)u, v〉 := 〈u, F−1(ψ(·)F−1v)〉
or
〈ψ(D)u, v〉 := 〈u, ψ(D)v〉
in general do not make sense for u ∈ S ′(Rn) and v ∈ S(Rn). Since with ψ also
ψ is a continuous negative definite function, and with v̂ also v belongs to S(Rn),
we study for a moment the term ψv. In general ψv is not differentiable but just
continuous. However, since ψ has at most quadratic growth, ψv decays faster
than any polynomial, hence is an element of L1(Rn) ∩ Cb(Rn), and the same
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holds for ψv̂. For u ∈ S ′(Rn), ψu is not defined since the natural definition must
be 〈ψu, v〉 := 〈u, ψv〉 for all v ∈ S(Rn) which however requires ψv ∈ S(Rn).
Moreover, even if ψu could be defined, for example if ψ ∈ C∞(Rn) and is a
continuous negative definite function, compare with the growth of ∂αψ in (1.6),
the equation ψû = ĝ leads to problems for a function ψ with a zero at, say
ξ = 0. It is known that for every polynomial P (ξ) considered as element in
S ′(Rn) the Fourier transform in S ′(Rn) is supported at 0. Thus ψû = 0 admits
all polynomials at zero and therefore if ψÊ = (2π)−
n
2 for some E ∈ S ′(Rn)
all elements E + P ∈ S ′(Rn), P a polynomial satisfy the same equation! The
main conclusion of these considerations is that it is not a good idea to search
for a fundamental solution for ψ(D) by trying to invert in S ′(Rn) the equation
ψ(·)Ê = (2π)−n2 . The situation changes dramatically if we require ψÊ to be
a measurable function. In this case ψÊ is only defined almost everywhere and
isolated zeroes of ψ, in fact at set of zeroes having measure zero, does not affect
the equation ψÊ = (2π)−
n
2 to be interpreted as an equation to hold almost
everywhere (with respect to the Lebesgue measure). Now the spaces Hψ,s(Rn)
come to our help. The first observation of importance is
Theorem 4.4.1. For a continuous negative definite function ψ : Rn → R, all
s ∈ R and all u ∈ S(Rn) we have the estimate
‖ψ(D)u‖ψ,s ≤ ‖u‖ψ,s+2,
and ψ(D) extends to a bounded linear operator from Hψ,s+2(Rn) to Hψ,s(Rn).










The second part of the theorem follows from the fact that S(Rn) is dense in
Hψ,s+2(Rn).
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In the following we will denote by ψ(D) the extension of the originally defined
operator ψ(D) : S(Rn)→ S(Rn) to any of the space Hψ,s+2(Rn).
Remark 4.4.2. It is possible to introduce the space Hψ,s(Rn) for complex-valued






see [20]. Since our main focus will be on real-valued continuous negative definite
functions we restrict ourselves also in Theorem 4.4.1 to real-valued symbols.
However, if ψ : Rn → C satisfies the sector condition
|Imψ(ξ)| ≤ κ0Reψ(ξ)
for all ξ ∈ Rn, |ξ| ≥ R ≥ 0, the operator ψ(D) is continuous for every s ∈ R
from HReψ,s+2(Rn) to HReψ,s(Rn) which follows from
|ψ(ξ)|2 = (Reψ(ξ))2 + (Imψ(ξ))2










Theorem 4.4.1 tells us in particular that for a continuous negative definite func-
tion ψ : Rn → R the term ψ(·)û belongs to L2(Rn) if u ∈ Hψ,2(Rn) and that
ψ(·)û is measurable if u ∈ Hψ,s+2(Rn), s ∈ R. Indeed ψ(D)u ∈ Hψ,s(Rn) means
that (1 + ψ(·)) s2ψ(·)û(·) belongs to L2(Rn), hence it is measurable and since
(1+ψ(·))− s2 is measurable it follows that ψ(·)û(·) is measurable and ψû = (2π)−n2
is an equality of measurable functions. In general ψ will have zeroes, more pre-
cisely the most interesting case for us is the case where ψ(ξ) = 0 if and only if
ξ = 0 which means that solving ψû = (2π)−
n
2 and then try to find the inverse





Since S(Rn) ⊂ Hψ,s(Rn) ⊂ S ′(Rn), under the additional condition (1+ψ(·))−s0 ∈
L1(Rn), we first deduce that now ψ(·)û = (2π)−n2 is an equation in L∞(Rn) or
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even in L1loc(Rn) and the question arises whether we can conclude that 1ψ(·) give
rise to an element in S ′(Rn) such that its inverse Fourier transform can be used
to define a “nice” fundamental solution for ψ(D).
Example 4.4.3. For 0 < α < 2 the function ξ 7→ |ξ|α is a continuous negative
definite function which for 0 < α ≤ 1 it is not differentiable and for 1 < α < 2





, and homogeneous functions give rise to homogeneous distributions





, 0 < α < 2, is a well defined





(x) = cn,α|x|−n+α and we may try to use
En,α = c̃n,α|·|−n+α ∈ S ′(Rn) as a fundamental solution to −(−∆)
α
2 . In particular
we may consider u := En,α ∗ g for certain classes of distributions g and try
to prove that ψ(D)u = g. Note that the restriction 0 < α < 2 is not really
necessary, α > 0 will not change the argument. However properties of En,α may










we may allow α > 0.
Let us return to the general case. The symbols we are interested in most are
real-valued continuous negative definite functions and they are even, i.e. ψ(ξ) =
ψ(−ξ). For even functions as well as for even distributions we have F 2u = u.
Theorem 4.4.4. Let ψ : Rn → R be a continuous negative definite function
such that for some s0 > 0 we have (1 +ψ(·))−
s0





L2(B1(0)) and ψ(ξ) = 0 if and only if ξ = 0. Then the distribution E ∈ S ′(Rn)
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which implies that 1
ψ
∈ Hψ,−s0(Rn), hence 1
ψ
∈ S ′(Rn) and in S ′(Rn) we have





that Ê = 1
ψ
.











Now we can give
Definition 4.4.6. Let ψ : Rn → R be a continuous negative definite function







∈ L2loc(B1(0)). Then we call the unique tempered distribution
E ∈ Hψ,−s0(Rn) satisfying Ê = 1
ψ
the Hψ,s0-fundamental solution to ψ(D).
Remark 4.4.7. Of course we obtain trivially a fundamental solution to ψ(D)
in Hψ,s0(Rn) if all conditions of Definition 4.4.6 are satisfied but ψ(ξ) = 0 if and














if ψ is replaced by a function k : Rn → R which is continuous, having the only
zero at 0 and is at most of polynomial growth, then the condition (1+k(·))−
s0
2 ∈
L2(Rn) for some s0 ∈ R implies the existence of a fundamental solution E in




. Again the case k(ξ) ≥ κ0 > 0 for all ξ ∈ R is trivial.
Remark 4.4.8. It is not clear whether the condition 1
ψ
∈ L1loc(Rn) alone is suf-
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see Theorem 3.2.20 in [20]. Now one may use the theory of ψ-Bessel potential





∈ Lp(B1(0)) with Hψ,s(Rn) replaced by Hψ,sp (Rn). We refer to the
forthcoming paper, [8], for details.
Since under the assumption of Theorem 4.4.4 we know that ψ(D) admits a
fundamental solution E in Hψ,−s0(Rn) ⊂ S ′(Rn), it follows that for g ∈ S(R) a
solution to ψ(D)u = g is given by u := E ∗ g. In order to increase the class of
functions g as right hand sides we prove first
Proposition 4.4.9. For v ∈ Hψ,−s(Rn) and u ∈ Hψ,s+t(Rn) the convolution
v ∗ u is defined and (1 + ψ(D)) t2 (v ∗ u) belongs to Cb(Rn).
Proof. For u, v ∈ S(Rn) we find by Young’s inequality∥∥∥(1 + ψ(D)) t2 (v ∗ u)∥∥∥
∞
=
∥∥∥(1 + ψ(D))− s2v ∗ (1 + ψ(D)) t+s2 u∥∥∥
∞
≤
∥∥(1 + ψ(D))− s2v∥∥
L2
∥∥∥(1 + ψ(D)) t+s2 u∥∥∥
L2
= ‖v‖ψ,−s‖u‖ψ,s+t.
Since S(Rn) is dense in Hψ,−s(Rn) we first derive for all u ∈ S(Rn) the estimate∥∥∥(1 + ψ(D)) t2 (v ∗ u)∥∥∥
∞
≤ ‖v‖ψ,−s‖u‖ψ,s+t for v ∈ Hψ,−s(Rn) and now we use
the density of S(Rn) in Hψ,s+t(Rn) to get this estimate for all v ∈ Hψ,−s(Rn)
and u ∈ Hψ,s+t(Rn).
Corollary 4.4.10. If g ∈ Hψ,s0+t(Rn) with ψ as in Theorem 4.4.4 then u =
E ∗ g ∈ Hψ,t(Rn) solves the equation ψ(D)u = g which we may interpret as an
equation in Hψ,t−2(Rn). In particular, for g ∈ Hψ,s0+2(Rn) this equation admits
a solution u ∈ Hψ,2(Rn) and ψ(D)u = g holds in L2(Rn).
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We note that the result of Corollary 4.4.10 is not the result we shall expect
in light of the results known for the Laplace operator. We want to prove that
g ∈ Hψ,t(Rn) implies u ∈ Hψ,t+2(Rn) and will return to this question later on.
Moreover, we may obtain better results than those in Proposition 4.4.9 using the
ψ-Bessel potential spaces in an Lp- setting. We refer to the forthcoming paper
[8].
The Lévy Khinchin formula allows to represent Aψ = −ψ(D), the generator of
the semigroup (Tψt )t≥0, as an integro-differential operator. Suppose ψ is real-





(u(x+ y)− u(x))ν̃(dy) (4.14)
with ν̃ being (the modified) Lévy measure corresponding to ψ. From (4.14) it is
clear that for u ∈ C∞0 (Rn) the function ψ(D)u will in general have no compact
support. This causes problems to extend ψ(D) to D ′(Rn). The defining formula
would be
〈ψ(D)u, ϕ〉 = 〈u, ψ(D)ϕ〉, ϕ ∈ C∞0 (Rn), (4.15)
where we have taken into account that ψ(D) is symmetric, for example on S(Rn).
In order that (4.15) makes sense for u ∈ D ′(Rn) we need to have ψ(D)ϕ ∈
C∞0 (Rn), which however does not hold in general. Thus, switching from the
pseudo-differential operator representation of ψ(D) to the Lévy operator or von
Waldenfels operator representation does not change the type of problem we face
when trying to define a fundamental solution to ψ(D).





For a continuous negative definite function ψ : Rn → R such that (1 + ψ)−
s0
2 ∈
L2(Rn) for some s0 ∈ R and for which 1ψ ∈ L
2
loc(Rn) we can find a Hψ,s0-
fundamental solution E which admits to solve ψ(D)u = g for g ∈ Hψ,s0+2(Rn) by
E∗g. The regularity assumption on g is rather strong, but we shall have in mind
that in the Hψ,s0 −Hψ,−s0 context our result is also a uniqueness result. Since
E ∈ S ′(Rn) we can form further convolutions, not just E ∗ g for g ∈ Hψ,s0(Rn).
For example g ∈ E ′(Rn) is possible since the convolution of any distribution
u ∈ D ′(Rn) with a distribution of compact support is defined. However, since
u ∈ D ′(Rn) need not have a Fourier transform the convolution thereom does
not apply in this situation and it is the need of the convolution theorem to
hold that requires a type of duality in the regularity of u and g when forming
u ∗ g. We can form u ∗ g and apply the convolution theorem for u ∈ S ′(Rn)
and g ∈ S(Rn), or as we have proved when working with the pairing Hψ,s0 and
Hψ,−s0 . A natural question is whether we can obtain more mapping properties
(regularity) for g 7→ E ∗ g, Ê = 1
ψ
, when g belongs to larger classes than
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Hψ,s0(Rn) or Hψ,s0+t(Rn). The aim of this chapter is to identify in certain
situations E with the kernel of the (abstract) potential operator corresponding
to the Dirichlet form associated with ψ. This is possible in the context of the
extended Dirichlet space corresponding to ψ which we will introduce now. Note
that when only dealing with the extended Dirichlet space associated with ψ the
condition 1
ψ






a fundamental solution of ψ(D), our results require 1
ψ
∈ L2loc(Rn).
5.1 Translation Invariant Extended Dirichlet
Spaces
Let (Tt)t≥0 be a symmetric L
2 sub-Markovian semigroup on L2(Rn).




Tsuds, t > 0,
where the integral is defined as the Bochner integral in L2(Rn). Since we have
a symmetric strongly continuous contraction semigroup in L2 the semigroup
(Tt)t≥0 extends from L
2(Rn)∩Lp(Rn), to Lp(Rn) as a sub-Markovian semigroup,
1 ≤ p <∞, and we have the following estimate
‖Stu‖Lp ≤ t‖u‖Lp .
In addition, St is positivity preserving. We take the following definition from
[11].
Definition 5.1.1. The potential operator G associated with (Tt)t≥0 is defined
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Definition 5.1.2. If Gu < ∞ a.e. for all u ∈ L1(Rn), u ≥ 0 a.e., then we





for almost all x ∈ Rn we call (Tt)t≥0 recurrent.
Any strongly continuous transient sub-Markovian semigroup (Tt)t≥0 admits a
strictly positive bounded integrable function g such that
∫
g ·Ggdx ≤ 1, compare
with [11]. We call g a reference function of the transient semigroup (Tt)t≥0. To
construct g we take a strictly positive bounded measurable function f ∈ L1(Rn)
with
∫
fdx = 1 and let g = f/(Gf ∨ 1). The function g is dominated by f and






Gf · (f/Gf)dx =∫
fdx = 1. Therefore we have from [11]
Theorem 5.1.3. Let (Tt)t≥0 be a symmetric L
2 sub-Markovian semigroup and
(E , D(E)) the corresponding Dirichlet form. The semigroup is transient if and
only if there exists a bounded function g ∈ L1(Rn) which is strictly positive and




The transience of a Dirichlet form depends only on (Tt)t≥0, which is the sym-
metric L2 sub-Markovian semigroup associated with the symmetric Dirichlet
form (Esym, D(E)). Therefore we will study in more detail the symmetric L2-
sub-Markovian semigroups and their corresponding Dirichlet forms, leading to
extended Dirichlet spaces.
Definition 5.1.4. Let (E , D(E)) be a symmetric Dirichlet form on L2(Rn), i.e.
D(E) ⊂ L2(Rn). The extended Dirichlet space Fe associated with (E , D(E)) is
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the family of all measurable functions u : Rn → R, |u| <∞ a.e., such that there
exists a sequence (uk)k∈N, uk ∈ D(E), which converges almost everywhere to u
and which is a Cauchy sequence with respect to E, i.e. E(uk − ul, uk − ul) → 0
as k, l→∞.
Note that it follows from the definition that u ∈ Fe is an element in L1loc(Rn).
However, in general Fe will not belong to L2(Rn). We will now look at some basic
properties of the extended Dirichlet space in the transient case. The following
is taken from [11], Theorem 1.5.3.
Theorem 5.1.5. A pair (Fe, E) is the extended Dirichlet space of a transient
Dirichlet spacec relative to L2(Rn) if and only if the following conditions are
satisfied:
(i) Fe is a real Hilbert space with inner product E;





(iii) Fe ∩ L2(Rn) is dense both in L2(Rn) and in (Fe, E);
(iv) every normal contraction operates on (Fe, E), i.e. if u ∈ Fe, and v is a
normal contraction of u then v ∈ Fe and E(v, v) ≤ E(u, u).
In this case, (Fe∩L2(Rn), E) is a Dirichlet space relative to L2(Rn) and (Fe, E)
is its extended Dirichlet space.
Definition 5.1.6. Let (Tt)t≥0 be a symmetric sub-Markovian semigroup on












The abstract potential operator or the resolvent at zero (R0, D(R0)) associated
with (Tt)t≥0 is the operator R0 defined on
D(R0) :=
{
u ∈ L2(Rn)| lim
λ→0
Rλu exists in L
2(Rn)
}





Rλu, u ∈ D(R0).
We want to emphasize that D(G) is not a vector space while D(R0) is.
The following result is taken from [21].
Theorem 5.1.7. Let (Tt)t≥0 be a symmetric transient sub-Markovian semigroup
on L2(Rn) with generator (A,D(A)). In this case the corresponding potential
operator and the abstract potential operator coincide as L2-operators and we
have A = −G−1 as well as G = −A−1 where Au ∈ D(R0), given that u ∈ D(A).
Let (µt)t≥0 be a symmetric convolution semigroup on Rn with associated negative
definite function ψ : Rn → R. Since, we assume ψ(ξ) = 0 if and only if ξ = 0, it
follows that all the measures µt are probability measures. The following results
are taken from [21], Theorem 3.5.51.
Theorem 5.1.8. Let (µt)t≥0 be a symmetric convolution semigroup of probability
measures on Rn with corresponding continuous negative definite function ψ :












The following statements are equivalent
(i) (Tψt )t≥0 is transient;
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(iii) for all u ∈ C0(Rn), u ≥ 0, it follows that∫ ∞
0




We will discuss the kernel defined in (ii) in the next section. As a corollary to
Theorem 5.1.7 we have
Corollary 5.1.9. Let (Tψt )t≥0 be a transient symmetric L
2 sub-Markovian semi-
group associated with the convolution semigroup (µt)t≥0 and the corresponding
negative definite function ψ. In this case the potential operator G and the ab-
stract operator R0 are both defined as L
2-operators and coincide. Moreover R0
is densely defined.
The following examples are taken from [20].
Example 5.1.10. Let ψ : Rn → R be a continuous negative definite function
such that 1
ψ
∈ L1loc(Rn). The symmetric Dirichlet space (E , D(E)) associated







The corresponding extended Dirichlet space is given by
Fe := Hψ,1e (Rn) :=
{















In general it is not known whether we can prove Hψ,1e (Rn) ⊂ Lp(Rn) for some
p ≥ 1, in fact we shall not expect such an inclusion in the general case.
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Example 5.1.11. Consider ψ(ξ) = |ξ|α, 0 < α < 2, with corresponding operator
semigroup
Tψt u(x) = T
(α)
















it follows that 1
ψ
∈ L1loc(Rn) if and only if α < n, i.e. (T
(α)
t )t≥0 is transient for




















































we have by the convolution theorem
G(α) = R(α) ∗ u =: Rαu.
Note that R(α)(x) is homogeneous of degree −n+ α. For Hαe (Rn), the extended
Dirichlet space associated with (Tαt )t≥0 in the transient case, we find
Hαe (Rn) :=
{
u ∈ L1loc(Rn)|u = R
α
2 g for some g ∈ L2(Rn)
}
.
In general, we know that Hαe (Rn) is a subspace of L1loc(Rn). However, the home-
genity of the kernel Rα also allows us to prove a variant of Sobolev’s embedding
theorem to find Hαe (Rn) ⊂ Lp(Rn), p = 2nn−2α . We state Sobolev’s inequality as
given in [37].
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for all u ∈ S(Rn) we have
‖Rαu‖Lp ≤ c0‖u‖Lq .
The proof of this theorem can be found in both [31] and [37]. The following
results along with the proof of Corollary 5.1.14 is taken from [21].
Corollary 5.1.13. For n ≥ 2 and 0 < α < 2 we have H
α
2
e ↪→ Lp(Rn) and the
estimate
‖u‖2Lp ≤ cE(u, u)




Corollary 5.1.14. Let ψ : Rn → R be a continuous negative definite function
such that for some c0 > 0 and 0 < α < 2 we have for all ξ ∈ Rn
c0|ξ|α ≤ ψ(ξ).
If n ≥ 2 then the semigroup (Tψt )t≥0 is transient and the extended Dirichlet space
Hψ,1e (Rn) is continuously embedded into Hαe (Rn), hence into Lp(Rn), p = 2nn−α .
























where Eψ(u, v) =
∫
Rn ψ(ξ)û(ξ)v̂(ξ)dξ is the scalar product in the extended
Dirichlet space Hψ,1(e) (R
n).
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5.2 Transient Convolution Semigroups
In this section we mainly follow [2]. We have defined the potential operator for
transient L2 sub-Markovian semigroups. For a convolution semigroup (µt)t>0 we





which is known as the potential kernel for (µt)t>0 where the above integral is
understood in terms of a convolution operator. If this measure exists, then the
convolution semigroup (µt)t>0 is said to be transient. If C0(Rn) is contained in
the domain of the potential operator, then (µt)t>0 is said to be integrable, and it
is shown that this is the case if and only if (µt)t>0 is transient and the potential
kernel κ tends to zero at infinity. We want to relate κ to the resolvent. Given
that Rλ is a translation invariant operator, then it is a convolution operator and
therefore we may assume that the operator Rλ, λ > 0, admits the representation






















Therefore, (Tt)t≥0 is transient if and only if (µt)t≥0 is transient in the sense that
κ(u) := 〈κ, u〉 = lim
λ→0
〈ρλ, u〉, u ∈ C0(Rn),
exists. We call κ the potential kernel associated with (µt)t≥0.
98 Transient Semigroups, Potential Kernels and Fundamental Solutions
Given a continuous negative definite function on Rn associated with the con-
volution semigroup (µt)t>0, if ψ(0) > 0 then the potential kernel κ associated
with (µt)t>0 is a bounded measure with total mass κ(Rn) = 1ψ(0) and its Fourier




for ξ ∈ Rn. (5.3)
The potential kernel κ for a transient convolution semigroup of probability mea-
sures on Rn is an unbounded measure, therefore the above equation has no
meaning in this case. However, we are mainly interested in the case where
ψ(0) = 0. Therefore we need to generalise (5.3) to the case ψ(0) = 0, using the
theory of Fourier transformation of positive definite measures, i.e. distributions.
We begin by defining a positive definite measure, taken from [2].
Definition 5.2.1. A measure µ on Rn is called positive definite if
〈µ, g ∗ g̃〉 ≥ 0 for all g ∈ C0(Rn)
holds, where we denote by g̃ the function g̃(x) = g(−x).
Similarly, we have a positive definite distribution which we take from [20].
Definition 5.2.2. A distribution u ∈ D ′(Rn) is called positive definite if
〈u, g ∗ g̃〉 ≥ 0 for all g ∈ C∞0 (Rn)
holds, where we denote by g̃ the function g̃(x) = g(−x).
The Bochner-Schwartz Theorem, compare [34], Theorem 9.10, states
Theorem 5.2.3. A distribution u ∈ D ′(Rn) is positive definite if and only if
u ∈ S ′(Rn) and u is the Fourier transform of a positive measure of at most
polynomial growth.
We find the following proposition in [2].
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Proposition 5.2.4. Let ψ be a continuous negative definite function on Rn, and
suppose that 1
ψ
is integrable over some open, relatively compact neighbourhood
of 0. Then 1
ψ
is locally integrable, and the measure 1
ψ
is positive definite.
We can now link the notion to transcience and local integrability, see Theorem
13.15 in [2].
Proposition 5.2.5. Let (µt)t>0 be a symmetric transient convolution semigroup
on Rn with associated continuous negative definite function ψ on Rn. The func-
tion 1
ψ
is locally integrable on Rn.





The converse also holds
1
ψ
locally integrable =⇒ (µt)t>0 transient.
It is shown in [2] that the following lemma holds for the potential operator.
However, it also holds for the potential kernel for the convolution semigroup
(µt)t>0.
Lemma 5.2.6. The two conditions
(i) C0(Rn) ⊆ D(G),
(ii) C0(Rn) ⊆ D(R0),
are equivalent.
Proof. (Compare with [2]) The zero resolvent is an extension of the potential
kernel, therefore since D(G) ⊆ D(R0), it follows that (i) implies (ii). We can
conclude this since if we find that the potential kernel is a subset of a continuous
function with compact support, then this is also the case for the zero resolvent,
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due to the fact that the zero resolvent is a subset of the potential operator.
Suppose, conversely that C0(Rn) ⊆ D(R0) and consider u ∈ C+0 (Rn). The
function R0u belongs to C
+












µtu(x)dt = R0u(x) for x ∈ Rn. (5.4)





µtuds = R0u uniformly on Rn.
In addition, for a given ε > 0 there exists a compact set K ⊆ Rn such that
0 ≤ R0u(x) ≤ ε for all x /∈ K.
The convergence in (5.4) is increasing, and it follows that the convergence in
(5.4) is uniform on K, i.e. there exists a t0 > 0 such that∣∣∣∣ ∫ s
0
µtu(x)dt−R0u(x)










and it follows that u ∈ D(G), which implies that C0(Rn) ⊆ D(G).
Definition 5.2.7. A convolution semigroup (µt)t>0 on Rn is said to be integrable
if the two conditions of Lemma 5.2.6 are satisfied.
Definition 5.2.8. A Borel measure µ is said to vanish at infinity if µ ∗ f ∈
C∞(Rn) for all f ∈ C0(Rn).
Now we can relate the transience of a convolution semigroup to its integrability
which is taken from [2].
Proposition 5.2.9. A convolution semigroup (µt)t>0 on Rn is integrable if and
only if (µt)t>0 is transient and the potential kernel κ for (µt)>0 vanishes at
infinity.
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We find the following theorem in [1] where we describe the kernel in more detail.
Theorem 5.2.10. Let (µt)t>0 be a convolution semigroup on Rn with associated
continuous negative definite function ψ on Rn. If the function 1
ψ
is locally inte-








The kernel (5.5) is the inverse Fourier transform of a positive definite measure.
Therefore, due to Bochner-Schwartz Theorem, Theorem 5.2.3, we can conclude
that the integral exists and is a positive definite tempered distribution.
Given previous results we may conclude that the following corollary holds.
Corollary 5.2.11. Let (µt)t>0 be a symmetric convolution semigroup on Rn
with associated continuous negative definite function ψ on Rn. The following
conditions are equivalent:
(i) (µt)t>0 is integrable;
(ii) (µt)t>0 is transient;
(iii) 1
ψ
is locally integrable on Rn.
Combining these results with our considerations on the Hψ,−s0-fundamental so-
lutions for ψ(D) we arrive at
Theorem 5.2.12. Let ψ : Rn → R be a continuous negative definite function
such that 1
ψ
∈ L2loc(Rn). The corresponding L2 sub-Markovian semigroup (T
ψ
t )t≥0





. In the case where
(1 + ψ(·))−
s0
2 ∈ L2(Rn) for some s0 > 0 this kernel is the Hψ,−s0-fundamental
solution of the operator ψ(D).
Proof. The proof follows from Theorem 4.4.4 and Definition 4.4.6 along with the
fact that the potential kernel defined by (5.5) in Theorem 5.2.10 gives a positive
definite tempered distribution due to the Bochner-Schwartz Theorem.
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The main point of Theorem 5.2.12 is that it allows us to investigate the equation
ψ(D)u = f both in terms of the potential theory and the theory of distribu-
tions since the “potential theoretic inverse” of ψ(D) admits on a large class of
functions the same representation as the convolution operator induced by the
fundamental solution, the first one is a pseudo-differential operator with symbol
1
ψ






5.3 Fundamental Solutions as Potential Ker-
nels
Let ψ : Rn → R be a continuous negative definite function with corresponding
convolution semigroup (µt)t≥0 and operator semigroup (Tt)t≥0. We assume that
ψ(ξ) = 0 if and only if ξ = 0 and that 1
ψ
∈ L2loc(Rn), i.e. (µt)t≥0 and hence (Tt)t≥0
are transient. From Theorem 5.10 the potential kernel of (µt)t≥0 is denoted





which is on the one hand side a tempered distribution, i.e.
κ ∈ S ′(Rn), and on the other hand a measure which is in general unbounded.
Indeed, since for ε > 0 the function ξ 7→ ε+ψ(ξ) is a continuous negative definite
function and therefore, see Corollary 1.2.7, ξ 7→ 1
ε+ψ(ξ)
is positive definite, it
follows that 1
ψ
∈ L2loc(Rn) ⊂ D ′(Rn) is a positive definite distribution, hence
by the Bochner-Schwartz theorem, Theorem 5.2.3, the Fourier transform of 1
ψ
is a positive measure of at most polynomial growth and can be identified with
tempered distributions, see [33].
These posteriori obtained informations allow us to refine the discussions of





∈ S ′(Rn) we can form imme-




















ĝ and therefore the equality ψ(·)û = (2π)n2 ĝ is
justified. In other words the condition (1 + ψ(·))−
s0
2 ∈ L2(Rn) for some s0 > 0
can be removed. It is of utmost importance to note that the general case with
ψ being a continuous negative definite function and hence 1
ψ
being a positive
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definite distribution is not covered by the observations made above. Further,
it serves the clarity of the argument to see that certain notions and results are
independent of potential theoretical notions, e.g. the singular support is defined
for distributions and (4.5) is best understood within the theory of distributions.
We want to take advantage from the knowledge that we can consider κ as an ele-
ment in S ′(Rn)∩M+(Rn). First we note that by the Bochner-Schwartz theorem
κ is finite on compact sets and for some M ≥ 0 we know that κ(BR(0)) ≤ c0RM
for R ≥ 1. Now let u : Rn → C be a continuous (measurable would be sufficient)
function such that for every N ∈ N there exists a constant cN ≥ 0 such that
|u(x)| ≤ cN(1 + |x|2)−
N




∣∣∣∣ ≤ cN ∫
BcR(0)









and since κ is of at most polynomial growth we can find N such that the integral
on the right hand side is finite. Thus we can form κ ∗ g for every measurable g
which decays faster than every polynomial which is of course a much larger class
than S(Rn). The more challenging problem is to go a step further: given κ, find
the largest class of measurable functions for which κ ∗ g is defined and belongs
to some well-understood function space related to ψ (or ψ(D)). In particular
we would like to have κ ∗ g ∈ Hψ,2(Rn), a goal which is quite ambitious for a
general continuous negative definite function with 1
ψ
∈ L2loc(Rn).
Let us have a closer look at the Riesz potentials R(α) ∗ g where R(α)(x) =
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and we have to assume α < n
2
in order to have 1
ψ
∈ L2loc(Rn). Note that
for 2 < α < n
2
the function | · |α is not anymore a negative definite function,
and 1|·|α is not anymore the limt of positive definite functions, hence a positive
definite distribution, but of course the operator (−∆)α2 is still well defined on
Hα(Rn). Thus in the case of the Riesz potentials and 0 < α < 2 we have a locally








However, we have to accept that R(α)(0) is either not defined (when we restrict
our considerations to real-valued functions) or R(α)(0) = +∞ when allowing
functions with values in R. The function R(α) : Rn → R is lower semicontinuous
but R(α) /∈ L1(Rn).
By the example of the Riesz potential we conclude that in some cases the funda-
mental solution to ψ(D) we can identify with the potential kernel if 1
ψ
∈ L2loc(Rn)
and this potential kernel has a not necessarily an integrable density with respect
to the Lebesgue measure. The following easy to prove result is nonetheless a
key theorem in our investigations when starting with our original definition of a
fundamental solution.
Theorem 5.3.1. Let ψ : Rn → R be a continuous negative definite function
such that 1
ψ
∈ L2loc(Rn) and ψ(ξ) ≥ c0|ξ|ρ0 for all |ξ| ≥ R, ρ0 > 0 and c0 > 0.






with respect to the Lebesgue measure which however need not be integrable






is an L1-density of µt where (µt)t≥0 is the convolution semigroup associated with
ψ, i.e. µ̂t(ξ) = (2π)
−n
2 e−tψ(ξ). Thus we have µt = pt(·)λ(n). Since we are in the











is a density for κ.
Of course we may replace the condition ψ(ξ) ≥ c0|ξ|ρ0 for all |ξ| ≥ R by the







see [27]. However, since the growth conditions for ψ as stated in the theorem will
become important later on we prefer to introduce it already in our formulation
of the theorem. Thus as a more general result we may state
Theorem 5.3.2. Let ψ : Rn → R be a continuous negative definite function
satisfying the Hartman-Wintner condition (5.7) and has the property that 1
ψ
∈
L2loc(Rn). Then the pseudo-differential operator ψ(D) has an unique fundamental





and E coincides with the potential
kernel κ of (µt)t≥0, the convolution semigroup associated with ψ. The potential





has a density k given by (5.6) however in general k does
not belong to L1(Rn).





we want to discuss some
first interesting comparison results for translation invariant extended Dirichlet
spaces.
5.4 Comparison Results for Extended Dirichlet
Spaces
In Proposition 4.3.8 we have seen that if for two continuous negative definite
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then the space Hψ1,s(Rn) is continuously embedded into the space Hψ2,s(Rn)
and the estimate
‖u‖ψ2,s ≤ cs‖u‖ψ1,s (5.9)






the norms ‖u‖ψ2,s and ‖u‖ψ1,s are equivalent and H
ψ2,s(Rn) = Hψ1,s(Rn). We
may interpret this on the level of the operators ψ1(D) and ψ2(D) as a pertur-
bation result. Suppose that (5.8) holds and lim|ξ|→∞ ψ1(ξ) = ∞. Consider the
operator ψ(D) = ψ1(D) + ψ2(D). The embedding result implies that ψ(D) is
defined on Hψ1,2(Rn) and ψ2(D) is an η-perturbation of ψ1(D) in the sense that
for every η > 0 there exists c(η) ∈ R such that
‖ψ2(D)u‖L2 ≤ η‖ψ1(D)u‖L2 + c(η)‖u‖L2
holds for all u ∈ Hψ1,2(Rn). Hence (ψ1(D) + ψ2(D), Hψ1,2(Rn)) is closed and a
generator of an L2 sub-Markovian semigroup. Moreover, for the corresponding
Dirichlet forms Eψ and Eψ1 we have
Eψ1(u, u) ≤ Eψ(u, u) for all u ∈ Hψ1,1(Rn).
If for Eψ1 a Nash-type inequality holds, i.e. if for some p > 2 we have
‖u‖2Lp ≤ cE
ψ1(u, u) for all u ∈ Hψ1,1(Rn),
the same holds for Eψ and consequently bounds for
∥∥∥Tψ1t ∥∥∥
L1−L∞
carry over to∥∥∥Tψt ∥∥∥
L1−L∞
, see [40] and [41] or [21] for a detailed discussion. Let us give a more
careful analysis of the proof of (5.9). The condition (5.8) yields that for every
η > 0 the existence of R(η) ≥ 0 such that |ξ| ≥ R(η) implies ψ2(ξ) ≤ ηψ1(ξ),
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Only the second term is of interest since the first term is immediately estimated





(1 + ψ(ξ))s‖u‖2L2 ,





. The handling of the second









An easy example is given by the two continuous negative definite functions
ψ1(ξ) = |ξ|α and ψ2(ξ) = |ξ|β with α > β. We emphasize that we need no
condition for the behaviour of ψ2(ξ)
ψ1(ξ)
as ξ tends to 0, but we note that while
|ξ|β ≤ |ξ|α for 0 < β < α and |ξ| ≥ 1, for |ξ| ≤ 1 this inequality reverses, i.e. we
have now |ξ|α ≤ |ξ|β. When working with the extended Dirichlet spaces of two
transient Dirichlet spaces this observation becomes important.
Let ψ1, ψ2 : Rn → R be two continuous negative definite functions such that their




∈ L1loc(Rn). Denote by Hψ1,1e (Rn)
and Hψ2,1e (Rn) the corresponding extended Dirichlet spaces, i.e.
Hψj ,1e (Rn) =
{
u ∈ L1loc(Rn)|ψjû ∈ L2(Rn)
}
,





We now add the assumptions that for j = 1, 2
cj|ξ|αj ≤ ψj(ξ) (5.10)
holds for all ψ ∈ Rn, which by Corollary 5.1.14 implies that
Hψj ,1e (Rn) ⊂ Lpj(Rn), pj =
2n
n− αj
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holds for all u ∈ Hψj ,1e (Rn). In particular we find that now Eψj(u, v) is a scalar
product on H
ψj ,1







ψ2(ξ) ≤ γ0ψ1(ξ) for all ξ ∈ Rn (5.11)
implies immediately
Eψ2(u, u) ≤ γ0Eψ1(u, u) for all u ∈ Hψ1,1e (Rn),
however we cannot relax (5.11) to an inequality to hold only for all |ξ| ≥ R for
some R > 0. This is a dramatic change compared with the case of the two forms
Eψj1 (u, u) := Eψj(u, u) + (u, u)L2 . A more detailed analysis shows that we need
the following two conditions
ψ2(ξ) ≤ ω1ψ1(ξ) for all |ξ| ≤ ρ1, ρ1 > 0, (5.12)
and
ψ2(ξ) ≤ ω2ψ1(ξ) for all |ξ| ≥ ρ2, ρ2 ≥ ρ1. (5.13)



























On the compact set Bρ2(0)\Bρ1(0) the continuous function ψ2 is bounded by
‖ψ2‖∞,Bρ2 (0)\Bρ1 (0) and the continuous function ψ1 which has by assumption its
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Thus Bρ2(0)\Bρ1(0) we have





ψ2(ξ) ≤ cψ1,ψ2,ρ1,ρ2ψ1(ξ) for ξ ∈ Bρ2(0)\Bρ1(0)






Hence we have proved
Theorem 5.4.1. Suppose that the continuous negative definite functions ψ1, ψ2 :
Rn → R satisfy our standard condition, i.e. ξ = 0 is their only zero, 1
ψj
∈
L2loc(Rn) and (5.10). In addition assume (5.12) and (5.13). Then we have for
all u ∈ Hψ1,1e (Rn) the estimate
Eψ2(u, u) ≤ γEψ1(u, u)
and Hψ1,1e (Rn) is continuously embedded into Hψ2,1e (Rn).
This theorem has the
Corollary 5.4.2. Under the assumptions of Theorem 5.4.1 the space Hψ1,1e (Rn)
is continuously embedded into the space Lp1(Rn)∩Lp2(Rn) with pj = 2nn−αj , n ≥ 2.
We observe that under the conditions of Theorem 5.4.1 we can obtain Nash-
type estimates and consequently diagonal estimates for the sub-Markovian semi-
groups (T
ψj




[41] or [21]. We want to emphasize once more that for comparing translation
invariant Dirichlet spaces a comparison of the symbols at +∞ is needed, how-
ever in the case of translation invariant extended Dirichlet spaces (if they exist)
we need to compare the symbols at +∞ and at 0. (We use the term symbol
here for the corresponding continuous negative definite functions since they are
symbols of the generators considered as pseudo-differential operators.)
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find that τ(D) : Hψ1,1(Rn)→ Hψ2,1(Rn) is an isometry
‖τ(D)u‖ψ2,1 =
∥∥∥τ(·)(1 + ψ2(·)) 12 û∥∥∥
L2
=
∥∥∥(1 + ψ1(·)) 12 û∥∥∥
L2
= ‖u‖ψ1,1,








In the situation where ψ1 and ψ2 satisfy our standard assumptions for construct-
ing the extended Dirichlet spaces H
ψj ,1
e (Rn) ⊂ Lpj(Rn), and under the condition
ψ2(ξ) ≤ γ0ψ1(ξ) for all ξ ∈ Rn (5.14)
we can conclude that 0 ≤ ψ2(ξ)
ψ1(ξ)
≤ γ0 and with























i.e. σ(D) : Hψ1,1e (Rn)→ Hψ2,1e (Rn) is an isometry. However we have difficulties
to form σ−1(ξ) = ψ1(ξ)
ψ2(ξ)
since this expression might be undefined at ξ = 0. We
need only conisder ψ2(ξ) = |ξ|α and ψ1(ξ) = |ξ|α + |ξ|β with α > β. It follows








Note that lim|ξ|→0 |ξ|β−α = ∞ and therefore we can continuously extend ξ 7→
|ξ|α




= 1 + |ξ|β−α
and since limξ→0 |ξ|β−α = +∞ for α > β this quotient is unbounded at ξ = 0,
i.e. it cannot be extended to a well behaved symbol.
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which means that up to a factor û(0) is the mean-value of u ∈ S(Rn) (or L1(Rn)).
Let us denote the mean-value of u ∈ L1(Rn) by uM. Suppose v ∈ L1(Rn) has




→ R is a non-negative continuous function
with lim|ξ|→∞ ϕ(ξ) = +∞. In this case we can define ϕ(ξ)v̂(ξ) for ξ 6= 0 and we
may extend this to ξ = 0 by setting (ϕv̂)(0) = 0. Now let ψ1 and ψ2 satisfy our















2 (ξ)û(ξ), ξ 6= 0
0, ξ = 0









Denote by Hψ2,1e,0 (Rn) the closure in Hψ2,1e (Rn) of the space
{
u ∈ Hψ2,1e (Rn) ∩
L2(Rn) ∩ L1(Rn)|uM = 0
}













and it follows that σ−1(D) : Hψ2,1e,0 (Rn)→ Hψ1,1e (Rn) is an isometry.




u ∈ Hψ,k−1e (Rn)|ψ
k
2 û ∈ L2(Rn)
}
,
but we will not follow this idea further.
Let us return to the operator (2.11), i.e.
q(x,Dx)u(x) = a(y)ψ1(Dz)u(x) + b(z)ψ2(Dy)u(x).
From the proof of Theorem 2.4.7 we deduce





and moreover, from the proof of Theorem 2.4.8, i.e. (2.13), we obtain
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or
B(u, u) ≥ κ
∫
ψ(ξ)|û(ξ)|2dξ. (5.15)
Now, if the Dirichlet form (Eψ, Hψ,1(Rn)) is transient we find the estimate
(B(u, u))
1









g̃|u|dx ≤ B(u, u)
1
2
for a strictly positive and bounded function g̃ =
√
κg ∈ L1(Rn), hence (B,Hψ,1(Rn))
is a transient symmetric Dirichlet form too.
We may also consider the operator q(x0, Dx) with frozen coefficients, i.e.
q(x0, Dx)u(x) = a(y0)ψ1(Dz)u(x) + b(z0)ψ2(Dy)u(x).
This operator gives rise to a translation invariant symmetric Dirichlet form
(Eq(x0,·), Hψ,1(Rn)) and again we may use (5.15) to deduce that (Eq(x0,·), Hψ,1(Rn))
is previously developed, in particular those related to its fundamental solution
and potential kernel k(x0, ξ). Of great intereset is to which extent one can use
k(x0, ξ) as an approximation of a parametrix to the pseudo-differential operator
q(x,D), a topic which must be postponed to later investigations.
In Chapter 6 we will relate these comparison results to comparisons of potential
kernels, i.e. fundamental solution.
Chapter 6
Potential Kernels and Intrinsic
Metrics
6.1 Some First Properties of Potential Kernels
Throughout this chapter ψ : Rn → R is a continuous negative definite function
such that




iii) for some c0 > 0, 0 < γ0 < 2, and R0 ≥ 0 we have
c0|ξ|γ0 ≤ ψ(ξ) for |ξ| ≥ R0; (6.1)
iv) for some c1 ≥ 0, 0 < γ1 < 2, and R1 ≥ 0 we have
ψ(ξ) ≤ c1|ξ|γ1 for |ξ| ≥ R1. (6.2)
Note that (6.2) is equivalent to
(1 + ψ(ξ))
1
2 ≤ c̃1(1 + |ξ|2)
γ1
2 for all ξ ∈ Rn.
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∈ S ′(Rn) ∩M+(Rn) and
k = k(·)λ(n)
but in general k /∈ L1(Rn).





as a fundamental solution we need
to add the assumption 1
ψ
∈ L2loc(Rn).
Corollary 6.1.1. Under the assumptions stated above k is an even function and
if ψ is rotational invariant then k is rotational invariant too.
Moreover we have











































, n = γ1












). From (6.1) it
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From (6.1) it follows that
‖u‖2Lp ≤ cE(u, u) for all u ∈ H
ψ,1(Rn) (6.3)
where p = 2n
n−γ0 , compare with Corollary 5.1.13. A well known result, see [41] or
[21], states that (6.3) is equivalent to
‖Tt‖L1−L∞ ≤ c̃t
−N
2 , t > 0,
where N = 2p








Here ‖Tt‖L1−L∞ denotes the L1 − L∞-operator norm of the extension of the L2
sub-Markovian semigroup associated with (µt)t≥0 or equivalently ψ. Therefore
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provided γ0 < 2n. In this calculation we also used that Tt is an L
2-contraction,
i.e. ‖Tt‖L2−L2 ≤ 1. Thus we have proved
Theorem 6.1.3. Under the assumptions i)-iv) and the additional conditions





has the following proper-
ties
i) k(0) =∞;





Moreover, k is an even function and rotational symmetric if ψ is.
Before we continue to study k further, we want to discuss several examples.
We want to provide some examples of continuous negative definite functions
satisfying the conditions of Theorem 4.4.4.
6.2 Examples
Examples 6.2.1-6.2.8 are taken from [20] or are obtained by subordination using
the discussion in [35]. We begin with those examples involving one variable.
Example 6.2.1. Consider the continuous negative definite function ψ(ξ) = |ξ|α,












Therefore 1|ξ|α ∈ L
1





















Therefore in this case we require 2 − α > 0, i.e. α < 2, for local integrability
and 1|ξ|α ∈ L
2
loc(Rn) if and only if α < 1. Moreover, for higher dimensions, i.e.
















Hence given that n − α > 0, i.e. α < n we can conclude that 1|ξ|α ∈ L
1
loc(Rn).
Moreover 1|ξ|α ∈ L
2
loc(Rn) if and only if α < n2 and therefore the conditions in
Theorem 4.4.6 are satisfied.
Example 6.2.2. Consider the continuous negative definite function ψ(ξ) =
|ξ|α





for s < 1. (6.4)















∈ L1loc(Rn) given the following situations:
n = 1 : α < 1;
n = 2 : α < 2;






∈ L2loc(Rn) given the following situations:




n = 2 : α < 1;
n ≥ 3 : α < n
2
.
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Example 6.2.3. Consider the continuous negative definite function ψ(ξ) =









































∈ L1loc(Rn) given that
n = 1 : α < 1;
n = 2 : α < 2;







∈ L2loc(Rn) given that




n = 2 : α < 1;
n ≥ 3 : α < n
2
.
We will now look at similar examples with regard to two variables. In order to





(x, y) ∈ Rn1 × Rn2||x|2 + |y|2 < 1
}
for the unit ball in Rn = Rn1+n2 . Let α > β, 0 < α < 1. For |ξ|2 + |η|2 ≤ 1 the
following inequality also holds:
|ξ|α + |η|β ≥ |ξ|α + |η|α





Example 6.2.4. Consider the continuous negative definite function ψ(ξ, η) =

























Therefore 1|ξ|α+|η|β ∈ L
1
loc(Rn) given that α < n1 + n2 which implies 1|ξ|α+|η|β ∈
L2loc(Rn) if and only if α < n1+n22 . However, for 0 < β < α < 2 requires cases.
Example 6.2.5. Consider the continuous negative definite function ψ(ξ, η) =
|ξ|α+|η|β












































∈ L2loc(Rn) if and only if α < n1+n22 .
Example 6.2.6. Consider the continuous negative definite function ψ(ξ, η) =
(|ξ|α + |η|β) 12arctan(|ξ|α + |η|β) 12 for α > β and 0 < α < 1. Then we can write















































∈ L2loc(Rn) if and only if α < n1+n22 .
We will now discuss examples involving general Bernstein functions.
Example 6.2.7. Consider a Bernstein function f , and the continuous nega-
tive definite function ψ(ξ) = |ξ|2. The function f(ψ(ξ)) = f(|ξ|2) is again a
continuous negative definite function. If we assume that
f(s) ≥ sρ0 , s < 1, ρ0 > 0 (6.7)


















































loc(Rn) if and only if ρ0 < 12 . Moreover, for higher dimensions, i.e.





























loc(Rn) if and only if ρ0 < n4 .
Example 6.2.8. Consider a Bernstein function f , and the continuous negative
definite function ψ(ξ, η) = |ξ|α + |η|β, and the subordinate continuous negative
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loc(Rn) if and only if ρ0 < n1+n22α .
For the following example we will discuss a continuous negative definite function
introduced in [24].
Example 6.2.9. Consider a continuous negative definite function ψER : Rn →
R
ψER(ξ, η) = (|ξ|α1 + |η|β1)γ1 + (|ξ|α2 + |η|β2)γ2
for 1 < α1, α2 < 2, 1 < β1, β2 < 2, 0 < γ1, γ2 < 1, α1γ1 = β2γ2, α2γ2 = β1γ1,
α1γ1 > α2γ2 and αiγi > 1, βiγi > 1 for i = 1, 2. Then for all (ξ, η) ∈ Rn
κ0(|ξ|2 + |η|2)
α1γ1
2 ≤ ψER(ξ, η)


































∈ L1loc(Rn) if and only if n1 +n2−α1γ1 > 0, i.e. γ1 < n1+n2α1 . For
local integrability in L2 we need n1 +n2− 2α1γ1 > 0. Therefore we can conclude
that 1
ψER(ξ,η)
∈ L2loc(Rn) if and only if γ1 < n1+n22α1 .
All the examples discussed satisfy the condition of local integrability and there-




122 Potential Kernels and Intrinsic Metrics
Example 6.2.10. In R2 we consider the two convolution semigroups (µ(1)t )t≥0
and (µ
(2)
t )t≥0 associated with the continuous negative definite functions ψ
(1)(ξ, η) =


















(x2 + t2)(y2 + t2)
.
We note the estimates
1√
2
ψ(2)(ξ, η) ≤ ψ(1)(ξ, η) ≤ ψ(2)(ξ, η), (6.8)




t , namely for y = 0
and x→∞ we have
p
(1)
1 (x, 0) ∼ |x|−3, p
(2)
1 (x, 0) ∼ |x|−2,
compare with [23], p.1112. Thus, although the symbols ψ(1) and ψ(2) are compa-
rable in the sense that (6.8) holds, the transition densities are not. We now want
to study the corresponding potential kernels. Of course ψ(1) is the symbol of the
two-dimensional Cauchy process, the corresponding semigroup (T
(1)
t )t≥0 is tran-
sient, hence by (6.8) the semigroup (T
(2)
t )t≥0 corresponding to ψ
(2) is transient
too, and the potential kernel associated with (T
(1)









































(x2 + t2)(y2 + t2)
dt.
6.2 Examples 123
We will use 2.161.3 on p.67 of [12] which gives∫
t2



















where for b2 − 4ac > 0
h =
√











In our case we have
x2y2 + (x2 + y2)t2 + t4 = a+ bt2 + ct4,
i.e. c = 1, b = x2 + y2 and a = x2y2 which implies
(x2 + y2)2 − 4x2y2 = (x2 − y2) > 0 for x2 6= y2
and for x 6= y we have
h = |x2 − y2|
f =
x2 + y2 − |x2 − y2|
2
= x2 ∧ y2
g =
x2 + y2 + |x2 − y2|
2
= x2 ∨ y2.


































x2 ∨ y2 +
√
x2 ∧ y2)√
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and therefore (6.10) holds for all x, y ∈ R. Note that






and since n = 2 and both ψ(1) and ψ(2) are homogeneous of degree 1 we expect
k(j) to be homogeneous of degree −1. This example shows that in general the
smoothness of ψ gives a limitation of the smoothness of k in the sense that the
singular support of k will in general depend on the singular support of ψ. In the
case of ψ(2)(ξ, η) = |ξ|+ |η| we have















recall that k(2) = E(2) is the unique fundamental solution as considered before
and the local C∞-regularity of solutions of the equation
ψ(2)(D)u = f
is given by the condition









) + sing supp f,
provided u = E(2) ∗ f .
The formulae (6.9) and (6.10) are in some sense accidental, but not quite. When
considering the continuous negative definite function ψn,α(ξ) = |ξ|α, 0 < α ≤ 2








, n = 2,
but also for n = 3, α = 3
2











, n = 3.
We know that the potential kernel corresponding to







must be homogeneous of degree −3
2






could not find an explicit formula. In light of these observations it might be



















These observations lead to two problems:
Problem 1 Find all continuous real-valued negative definite functions ψ corre-










The reader should note that although (6.11) admits the interpretation of an
eigenvalue problem, it must be considered in S ′(Rn)∩L1loc(Rn) and it cannot be
reduced to the one in L2(Rn).
Problem 2 Find all continuous real-valued negative definite functions ψ corre-
sponding to a transient convolution semigroup with the properties
dψ(ξ, η) = ψ
1
2 (ξ − η) is a metric
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with a strictly increasing continuous function g such that g(0) = 0.
Note that for continuous negative definite functions solving Problem 2 we can
study the local regularity of solutions to the equation ψ(D)u = f by imposing
regularity conditions on f in terms of dψ.
In the moment we cannot resolve either of these problems, but some first partial
results are available.
We first want to study rotational invariant continuous negative definite functions
ψ : Rn → R. Each such a function can be written as
ψ(ξ) = f(|ξ|2)
where f is a Bernstein function, see [35]. For the corresponding potential kernel
(in the case that 1
ψ







Note that given the subordination
√
·◦f = f 12 which is also a Bernstein function,
we have the potential kernel in the case that 1
ψ
∈ L2loc(Rn) for ψ(ξ) = f
1
2 (|ξ|2).
As Fourier transform of a rotational invariant distribution the kernel k must be
rotational invariant too, i.e.
k(x) = g(|x|2)




. Assuming that f has an inverse
we can write
k(x) = (g ◦ f−1)(f(|x|2) = ((g ◦ f−1)ψ)(x).




defines a metric on Rn and it follows that
k(x− y) = (g ◦ f−1)(d2ψ(x, y)) = (g ◦ f−1)(|x− y|2),
i.e. k(x) is a function of d2ψ(x, 0) = |x|2. Moreover, potentials, i.e. functions or
distributions of type k ∗ h are given by
(k ∗ u)(x) =
∫
(g ◦ f−1)(d2ψ(x, y))u(y)dy
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and their properties, given u, depend on dψ. Note that we can deduce more





where pψt (·) is the density corresponding to the convolution semigroup (µ
ψ
t )t≥0,
which we assume to exist, e.g. we may assume e−f(|·|












where (ηt)t≥0 is the convolution semigroup supported on [0,∞) corresponding
to f . Since the Gauss kernel is strictly positive, pψt is strictly positive on Rn and










Clearly pψt (x) is rotational invariant and if we assume that r 7→ p̃
ψ
t (r) = p
ψ
t (x),
r = |x|, is strictly decreasing in r for t fixed it follows that r 7→ g(r2) is strictly
decreasing, hence g ◦f−1 is strictly decreasing. In summary, this example shows
that interpreting ψ as a square of a metric gives the possibility to interpret both,
pt and k, as a function of this metric, i.e. it allows a geometric interpretation of
pt and k.
Let f be a Bernstein function such that f(0) = 0 and (ξ, η) 7→ 1
f(|ξ|+|η|) is






(x, y) is the potential kernel, thus fundamental solution to ψ(D),



















and introduce the new coordinates
s = ξ + η, r = ξ − η









The set (R+)2 is mapped onto the set
{
(r, s) ∈ R2|s > 0 and |r| < s
}
and by the






















































































(sinxs− sin ys) + i
2













(sinxs−sin ys+i(cos ys−cosxs)) 1
f(s)
ds.


































































(− sinxs+ sin ys+ i(cos ys− cosxs)) 1
f(s)
ds. (6.16)

































(x sinxs− y sin ys) 1
f(s)
ds. (6.17)
Thus, in order to find the potential kernel associated with f(|ξ| + |η|) we need




ds, a > 0.





(|x| sin |x|s− |y| sin |y|s) 1
f(s)
ds. (6.18)
We want to apply (6.18) to f(s) = sα, 0 < α < 1. For this we note, compare














Example 6.2.11. The potential kernel k corresponding to ψ(ξ, η) = (|ξ|+ |η|)α,
0 < α < 1, is given by



























































, |x| 6= |y|.
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We note that k is homogeneous of degree −2 + α and since 1
(|ξ|+|η|)α is homoge-
neous of degree −α, this is exactly what we expect. Moreover, |x| > |y| implies
|x|α > |y|α and therefore k(x, y) ≥ 0, in fact k(x, y) > 0 for |x| 6= |y|. Since for
t > 0 we have
d
dt
































For general 0 < α < 1 we do not see a simple way to relate k(x, y) in Example
6.2.11 to ψ(ξ, η) = (|ξ|+ |η|)α. However, there are some interesting special cases
worth discussing:
1. For α = 1
2




























|x| 12 − |y| 12






(|x|+ |y|)(|x| 12 + |y| 12 )
.




























(|x| 12 + |y| 12 )2




(|x| 12 + |y| 12 )3
≤ k 1
2



































or with dψ((x1, y1), (x2, y2)) = ψ
1




d6ψ((x1, y1), (x2, y2))
≤ k 1
2





d6ψ((x1, y1), (x2, y2))
.
(6.20)
2. For α = 1
4
































|x| 14 − |y| 14













(|x|+ |y|)(|x| 12 + |y| 12 )(|x| 14 − |y| 14 )
,
and now we look at α = 1
2m
, m ∈ N. We note that


















which follows by induction and therefore we get
























































l + |y| 12 l)
.










(|x| 12 l + |y| 12 l)
≤ 1
(|x|+ |y|) 12 l
≤ A(2)l
1
(|x| 12 l + |y| 12 l)























































(|x| 12 l + |y| 12 l)
.

























ψ ((x, y), (0, 0))
≤ k 1
2m




ψ ((x, y), (0, 0))
(6.21)





geneous of degree (−2m+1 + 1) 1
2m
= −2 + 1
2m
, as we expect.
So far we do not have a similar result for the case of a general α ∈ (0, 1).
6.3 Interpretations and Generalization
In section 6.1 we have outlined some properties of the potential kernel (of a
transient convolution semigroup). The examples in section 6.2 indicate that if
the continuous negative definite function ψ : Rn → R gives rise to a metric,
the potential kernel is either a function of this metric, or it admits (two-sided)
controls by this metric. We have formulated this observation in two problems,
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Problem 1 and Problem 2, in section 6.2. In the moment we are far away to
provide for these problems a general solution. However, the positive examples
are motivation enough to explore corresponding ideas and this section is devoted
to some consequences in cases where the problems admit a solution as desired.
First let us assume that the potential kernel k is given










where h(r) = g(r2). Assuming that k gives a fundamental solution to ψ(D), a
solution to ψ(D)u = v is given by
u = E ∗ v = k ∗ v, (6.22)


















We expect h to have a singularity at 0, in fact by Lemma 6.1.2 we must have
h(0) = +∞. From (6.23) we deduce for η ∈ Rn that








(v(z)− v(z + η))dz. (6.24)
So far we have not stated proper assumptions on v, we only implicitly have
assumed that (6.22) or (6.23) makes sense. Starting with (6.24) we now can try
to derive conditions on v and on h in order to deduce regularity properties of


























(v(z)− v(z + η))dz.
(6.25)








(v(z)− v(z + η))dz.
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Suppose we can find a non-negative continuous function ω : R → R such that











dz ≤M(r) <∞ (6.26)
for all δ ≤ r. We now consider bounded functions v : Rn → R such that
|v(x)− v(y)| ≤ (ω(dψ(x, y))β, α < β. (6.27)
Let 0 < γ < β − α and 0 < δ < r. It follows with the help of (6.26) that

































































The continuity of ω implies that for ε > 0 there exists δ > 0 such that dψ(η, 0) <
δ implies ω(dψ(η, 0)) < ε
1
β−α−γ which implies





























provided |v(x) − v(x + η)| ≤ (ω(dψ(η, 0)))β ≤ (ω(δ))β, which we can achieve if
we add to ω the condition to be increasing on [0, R] for some R > 0.
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v(x+ η − y)dy.
(6.28)









(y) belongs to L1(Rn\Bdψr (0)) then
the first integral in (6.28) is a continuous function with respect to x and the sec-
ond integral in (6.28) is a continuous function with respect to x and η, compare
with Theorem 8.1 in [22].
Thus we have proved





be the potential kernel corresponding
to the transient semigroup (Tψt )t≥0 such that k is also a fundamental solution to
ψ(D). Assume for some increasing continuous function w : [0,∞) → R such
that w(0) = 0 and w(s) > 0 for s > 0 that (6.26) holds and that for r > 0 the









(y) belongs to L1(Rn\Bdψr (0)). If v ∈ Cb(Rn)
satisfies (6.27) then the function u : Rn → R, u(x) := (k ∗ v)(x) is continuous
on Rn and for x in a compact set K ⊂ Rn we have for every 0 < γ < β − α
u(x)− u(x+ η)
(ω(dψ(η, 0)))γ
→ 0 as ω(dψ(η, 0))→ 0. (6.29)
Remark 6.3.2. A. Note that (6.29) is a type of local Hölder continuity of u
with respect to dψ
B. Our derivation of Theorem 6.3.1 follows of course the ideas of the standard
proof given in classical potential theory for the Riesz potentials, see [28].
To verify the conditions of Theorem 6.3.1 requires some knowledge of k(·). For
rotational invariant symbols ψ(ξ) we can check these conditions in the following
way. In this case the metric dψ is given by
dψ(x, y) = dψ(x− y, 0) = (f(|x− y|2))
1
2
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≤ c̃Rρ−n+ε, ρ ≥ R, ε > 0, (6.31)
we can apply Theorem 6.3.1.





, ρ = |x|,











(|x|+ |y|)(|x|2 + |y|2) 12
,
which is the potential kernel associated with ψ : R2 → R, ψ(ξ, η) = (|ξ|+ |η|) 12 .
We have now the estimates (6.20) and with n = 2, κ = 1
2




























l + |y| 12 l)
.
where we have the estimates (6.21) and with n = 2, κ = − 1
2m
+ 1 and ε = 1
2m
we obtain (6.30) and (6.31).
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[17] Hörmander, L., The analysis of linear partial differential operators I.
Grundlehren der mathematischen Wissenschaften, Vol. 256, Springer Ver-
lag, Berlin 1983.
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