Multilevel models, also often known as random effects or mixed models, are now a well-established statistical technique with applications in many disciplinary areas, most notably the social and medical sciences. In this paper we provide a basic introduction to these models, and discuss extensions that deal with data structures of increasing complexity.
Introduction: Hierarchically structured data
Interesting real life data rarely conform to classical text book assumptions about data structures.
Traditionally these assumptions are about observations that can be modelled with independently, and typically identically, distributed 'error' terms. More often than not, however, the populations that generate data samples have complex structures where measurements on data units are not mutually independent, but depend on each other through complex structural relationships. For example, a household survey of voting preferences will typically show variation among households and voting constituencies (constituencies and households differ on average in their political preferences). This is often because the replies from individual respondents within a household or constituency are more alike than replies from individuals in the population at large. Another example, this time in education, of such 'hierarchically structured data' would be measurements on students in different schools, where, for example, schools differ in terms of the average attainments of their students. Finally in epidemiology we would expect to find differences in such things as fertility and disease rates across geographical and administrative areas.
In this piece, we shall illustrate many of the concepts with educational examples, but applications of multilevel models have been made across many discipline areas, in many of which they have become a standard part of the data analyst's toolkit. The Centre for Multilevel Modelling at Bristol is one centre of expertise in the area and to explore current research activities there and to obtain information on workshops, training materials and more: go to www.cmm.bristol.ac.uk . More generally you can subscribe to an on-line discussion group on all aspects of multilevel modelling at www.jiscmail.ac.uk/lists/multilevel.html .
Returning to the models themselves and to formalise what we mean by a multilevel model, consider first the simple linear regression model 
that can be applied to a sample, say, of school students where in this case i indexes students, the response y is an attainment measure and x is a predictor such as a prior test score. The residuals i e are assumed to have a normal distribution with zero mean and variance 2  with the assumption that they are independently distributed. As pointed out above, however, in most practical examples this will not be true generally. Two randomly chosen students in the same school will tend to be more alike in their attainment, in this case adjusted for the predictor x, than two students chosen at random from different schools. This may be a result of a number of factors, including those associated with schools selecting students on the basis of their apparent ability and/or their social background. One way of dealing with this clustering is to extend model (1) as follows
where i indexes students as before and the additional subscript j indexes schools. We now have added an explicit term, the school residual j u , that allows each school to contribute an 'effect' to the response of its pupils, that is, each school has a different intercept. We have also chosen to impose a distributional assumption on the school residuals, in this case that they have a normal
distribution. An alternative is to treat each school as a 'fixed effect' in the model and to fit a series of dummy variables to represent school effects, one less than the number of schools. While, in some cases, this may be a reasonable approach, for example when there are very few schools, we shall not pursue this. In general we prefer to regard the set of schools (or households or geographical areas in other applications), as a random sample drawn from a conceptually infinite (super-) population about which we wish to make inferences, just as we would normally regard the sample of students (or voters), as a randomly drawn sample from a population of interest (see stat05722). In model (2) we have introduced one pupil level (level 1) predictor, prior test score but we may also often wish to introduce school (level 2) predictors into the model. These might describe the resources available to the school or the average prior attainment of all the pupils in the school, in order to ascertain their effects on the pupil level response. An important advantage of the 'random effects' (or multilevel modelling) approach is that it allows us to do this straightforwardly, while also allowing us to examine the effects of the predictors on the between-school variance. With the fixed effects model we cannot introduce further school level effects at all, since the available 'degrees of freedom' have been taken up completely by the dummy variables representing the school effects.
In a 'fixed effects' model the coefficients of the dummy variables will provide direct estimates for the school effects. In the 'random effects' model (2) we made the prior assumption that the school residuals, j u have a normal distribution so that an observation is more likely to be close to the mean than in the tails. When we come to estimate the level 2 (school) effects, compared to the fixed effect model estimates, this will move the estimates of the j u towards the mean, and these estimates are often therefore known as 'shrinkage' estimates as a result, which we describe below (see stat01831).  is the 'between-student' variance. We also assume that the school and student residuals are independent so that the total variance is given by the sum of these variances,
From model (2) we can show that the correlation between two students in the same school is
which is known as the intra-unit correlation or intra-cluster correlation (ICC) and for this particular model, but not more generally, this quantity is also the proportion of the total variance due to schools, the 'variance partition coefficient' (VPC).
If we suppose that model (2) represents the 'true' structure for the data but instead we fit model (1),
we will obtain biased inferences. While estimates of the regression coefficients are generally consistent, the apparent standard errors are too small so that confidence intervals will be too small and significance tests too optimistic, especially for level 2 predictors. This has been a long term concern in the sample survey literature where multi-stage or cluster sampling reflects population hierarchies, and procedures for 'correcting' standard errors have been developed (see stat05694).
That literature, however, has traditionally given rather less emphasis on modelling the structure of the population itself. Multilevel modelling, on the other hand, concentrates on modelling the complex population structure, and where this structure is important it also generally provides a more efficient approach than the traditional survey sampling one.
To illustrate the importance of not ignoring the hierarchical structure of data, suppose we have a 2-level structure consisting of students (level 1 units) grouped within schools (level 2 units) where there are n students within each of m schools. If we had a scenario where the VPC for both our attainment measure, y and our prior test score x was 0.20 i.e. there was moderate clustering in both measures due to schools and we had on average 76 pupils per school then the true standard error of  will be, on average, twice that for the simple regression estimate. This underestimation will get worse for larger ICCs and/or smaller numbers of pupils per school. Hence confidence intervals based on the simple regression estimate and standard error will be too short and significance tests will too often reject the null hypothesis.
Random coefficient models
For many data structures a single random effect for the intercept of a higher level unit will not adequately capture the underlying structure. Thus, in the schools example it is commonly found that in addition the relationship with x will vary from school to school, which we can show diagrammatically as in Figure 2 where the lines are now no longer parallel. If a categorical predictor variable has a random coefficient then this can be interpreted as each category having a different level 2 variance, a particular instance of where the level 2 variance is a function of a level 1 predictor. This leads on to the idea of more general ways of modelling variation.
Thus, for example, if we have a predictor variable 'gender' then not only could we model different between-school variances for boys and girls, we could also consider modelling different betweenstudent variances for boys and girls: the between boy variance is allowed to be different to the between girl variance. It turns out that we can formulate directly quite complex linear and nonlinear models for the variance between units at any level of the data hierarchy. Leckie et al. (2014) show how such models can be formulated and fitted quite generally.
Estimation
Multilevel models can be fitted using both maximum likelihood and Bayesian approaches to parameter estimation. We will not go into details of the algorithms here but point the reader to Goldstein (2011) for full details of the algorithms. Browne and Draper (2006) also provide a detailed discussion. For normal response models the IGLS algorithm (Goldstein, 1986) can be used to give maximum likelihood estimates. For models like model (2) this algorithm involves iterating between two steps that update the fixed and random part of the model respectively (in reality the variance parameters only as the residuals j u are only calculated conditionally post model fit). The steps involve matrix inversion of sparse matrices and so most software packages that fit such models have special sparse matrix inversion routines.
To fit models like model (2) in a Bayesian framework prior distributions (typically diffuse priors) need to be chosen for all unknown parameters. Assuming that such priors are conjugate then a Gibbs Sampling algorithm can be used for model (2) (see stat07189). Browne (2009) gives details of such an algorithm as implemented in the MLwiN software package. Further considerations arise for more complex models, and we will describe the necessary modifications as we introduce such models. For Bayesian modelling, in general, with increasing model complexity this involves extra sampling steps within the algorithm. For frequentist estimation we shall generally refer the reader to the relevant literature, and most of the approaches are fully set out in Goldstein (2011) .
Discrete response models
The simple normal response model (2) can be extended to a generalised linear multilevel model, and we illustrate with the case of a binary response (see stat05752). First, a 2-level model can be written in the general form:
where  ij is the expected value of the response for the ij-th level 1 unit and f is a nonlinear function of the 'linear predictor' ( ) . Note that we can allow random coefficients at level 2 here. The model is completed by specifying a distribution for the observed response y ij ij | . We will consider a binary response where this distribution is typically taken to be Bernoulli, but more generally when the response is a proportion this is typically taken to be binomial and where the response is a count taken to be Poisson.
It remains for us to specify the nonlinear 'link' function f. In the binary case, a common choice would be the logit function, log ( 1− ) = ( ) as it transforms the linear predictor so that the predictions appropriately lie within the range 0 to 1. This results in a multilevel extension of a logistic regression model.
An alternative that we describe in what follows is the probit function, = ∫ ( ) ( ) −∞
where ( ) is the standard normal density function (see stat01765). While, quite generally this will provide similar inferences to the logit function, it has certain advantages for more complex, especially multivariate models.
For example, suppose we have a hospital patient who may be infected with a virus, then a basic 2-level model would have two components. The first expresses the probability of a positive response (infection) as a function of patient and hospital characteristics in the 'fixed part' of the model together with a level 2 residual;
where, 1
x could be a patient characteristic and 2 x , say, a level 2, hospital, characteristic. Our actual response is (0 or 1) and hence the second line of the model where has a Bernoulli distribution or binomial distribution with denominator 1, and probability ij  . Model (4) can be extended readily to ordered or unordered multi-category responses and also specified for other link functions (Goldstein, 2011, Chapter 4) .
We outline the use of an MCMC algorithm for (4) which we will elaborate on in the next section on multivariate models.
Consider first, model (2). For a Bayesian analysis we need to specify prior distributions for all the parameters, including the , and we will use standard default priors which will result in the full model description as follows: 
Multivariate Models and Missing data
For all of the models so far considered we can have multivariate versions where a set of responses depends on a vector of fixed predictors with residual covariance matrices at each level of the hierarchy (see stat02422). Important special cases of such models are multilevel factor analysis and structural equation models (see stat02459). Recent work has also extended these models to allow responses to be measured at different levels of the data hierarchy and also to allow mixtures of response types so that normal and categorical responses can be modelled jointly. A general formulation for a variance components model is as follows.
(1) = 1 (1) + 1 (1) +
(1)
(1)~( 0, Ω 1 ), = ( (1) , (2) ) ,
The superscripts denote the level at which the variables are measured. Thus, in the first line of (6), for level 1 unit ij, (1) is a (1 × ) vector for r responses at level 1, and (1) is a ( × ) set of level 1 fixed coefficients for p explanatory variables. For the j-th level 2 unit we have r level 2 random effects, (1) . The second line of (6) describes the model for the set of level 2 responses, including a set of level 2 random effects, and in the third line of (6) is the combined set of level 2 random effects from lines 1 & 2. These are in general correlated with covariance matrix Ω 2 that links the level1 and level 2 components of the model together. Random coefficients can be incorporated readily into this model.
As it stands (6) assumes multivariate normality, but using the latent normal model as described in the last section we can allow the responses to be a mixture of categorical and normal variates. The additional MCMC steps are described in Goldstein et al. (2009 Cross classifications and multiple membership models.
Many datasets have a structure that is not purely hierarchical. For example, in studying the examination performance of students on a school leaving examination at the end of secondary (high) school we may be interested in the contributions, at level 2, of both the secondary and the primary (elementary) school attended. Suppose we assume, for simplicity, that each student attended a single primary and a single elementary school. Since, in general, primary schools are not completely nested within secondary schools the data structure is a cross classified one with each of the cells of the primary x secondary classification containing some or no students. Another example is where students are classified by their school and the neighbourhood where they live, where each neighbourhood will have students in a number of different schools and each school will draw students from a number of different neighbourhoods. We can write such a variance components model in the following form
The notation used in (7) above is known as the classification notation and was developed by Browne, Goldstein and Rasbash (2001) . Each classification is numbered via the superscript on the u terms and each observation is simply referred to by a single index, i. The classifications are then identified by mapping functions so for example school [i] references the school attended by individual i. The main advantage of this notation is that it can be extended to include random coefficients, further cross classifications and also hierarchical levels.
Another kind of data structure arises when a level 1 unit, such as a school student, may experience or 'belong to' more than one level 2 unit. Such structures will occur when students change schools so that the 'effect' will be some weighted average of all schools attended. Another example is spatial data where the overall effect of a collection of areas on a response is a weighted average of separate area effects. Such models are known as multiple membership models and Goldstein (2011) discusses various applications of such models. The simplest multiple membership model with variance components can be written as follows:
Here we have the subset of schools that individual i attended represented by school(i), with each school having a weight associated with it for each individual, ,
. What is interesting here is that if the weights for each individual are equal and sum to 1 then the variability will reduce for individuals who belong to more schools which makes sense as the effects of attending many schools will tend to cancel each other out.
Variance function models
One of the great flexibilities of the multilevel modelling framework is the ability to model the variance in a model as well as the mean. In all of the above models we have assumed that the residual level 1 variance is constant. In many applications, however, this assumption is known to be false. For example there may be gender differences in the variance both for physical and mental measurements. When modelling growth (see stat05528), the within-individual variance around a growth curve will tend to zero as growth approaches an asymptote, and test score variances may differ according to social background or prior achievement. To accommodate this we can write the level 1 variance from a model such as (2) in the form log( 2 ) = ∑ ℎ ℎ ℎ=0 , where the ℎ are level 1 or level 2 predictors, for example gender or age. We can also allow the level 1 variance to vary across level 2 units by incorporating one or more random effects that may be correlated with other level 2 random effects so that the variance expression, for a single such random effect, becomes log( 2 ) = ∑ ℎ ℎ + ℎ=0
. Leckie et al. (2014) provide details of estimation in this scenario with examples.
Further extensions
We have covered the basic set of multilevel modelling techniques in everyday use, but there are several other extensions that have generalised existing single level models to the multilevel case.
These include time series models (see stat03516), event history (survival) models (see stat02139), structural equation models for continuous, discrete and mixed response types (see stat02459), spline smoothing models (see stat05037) and models with non-independent random effects.
Goldstein (2011) provides further details.
