We consider fractional diffusion equation with the distributed order Caputo derivative. We prove existence of a weak and regular solution for general uniformly elliptic operator under the assumption that the weight function is only integrable.
Introduction
In this paper we consider parabolic type equation with the distributed order time fractional Caputo derivative and general elliptic operator with time-depended coefficients. We prove existence of a unique weak and regular solution. In our case the distributed order fractional derivative is defined as a weighted fractional Caputo derivative, where the weight µ is supposed to be any nonnegative nontrivial function from L 1 (0, 1). This kind of problems were studied in many papers (see [1] , [2] , [4] - [6] , [9] , [10] , [12] , [13] ), however the authors usually impose stronger assumption on µ and consider time-independent elliptic operators. These assumptions make the analysis easier, because one can apply the Laplace transform and solution can be defined by means of Fourier series.
Our approach is rather general and is based on Galerkin method and energy estimates obtained for a special approximating sequence. We reconstruct the reasoning from [15] , however we do not need Yosida approximation to deal with the Caputo derivative. This is the main advantage of our treatment, which is elementary and can be applied to the more complicated problems (see [8] ).
Furthermore, we investigate the correctness of weak form of the Caputo derivative proposed by Zacher ([15] ) and examine the continuity of solution at initial time. Our result (see theorem 2) is related only to problems with Laplace operator and the case of general elliptic operator will be analyzed in another paper.
We recall the definition of fractional integration operator I α and the Riemann-Liouville fractional derivative
We see that ∂ 0 f = f and we complement the definition by ∂ 1 f := f ′ . By D α f we denote the fractional Caputo derivative D α f (t) = ∂ α [f (·) − f (0)](t), where α ∈ [0, 1]. Then, for a nonnegative function µ : [0, 1] −→ R we define the distributed order Caputo derivative
The problem with distributed order Caputo derivative was studied in [4] . In that paper a fundamental solution to the Cauchy problem for the equation D (µ) u = ∆u is obtained. Then, under the assumptions µ ∈ C 2 [0, 1], µ(α) = α ν µ 1 (α), µ 1 (α) ≥ ρ > 0 for α ∈ [0, 1], ν ≥ 0, the estimates for the fundamental solution were proven and the formula for solution to initial value problem was obtained. Next, nonhomogeneous equation is considered under the assumption that a source term f is continuous in t, bounded and locally Hölder continuous in x, uniformly with respect to t (theorem 5.3 [4] ). In the paper [11] the equation
is studied, where p ∈ C 1 (Ω), q ∈ C(Ω) and p(x) > 0, q(x) ≥ 0 for x ∈ Ω. Under the assumptions that µ ≥ 0, µ ≡ 0 and µ is continuous the maximum principle and uniqueness of solution is proved. In [2] the equation D (µ) u = Au is considered, where A is a generator of a bounded C 0 -semigroup and µ belongs to C 3 [0, 1], µ(0) = 0 and µ(1) = 0 or µ(α) = aα ν as α → 0, where a, ν > 0. In [9] the fractional diffusion equation with distributed Caputo derivative is analyzed, where the elliptic operator has time-independent coefficients. In that paper, under the assumptions that µ is a non-negative continuous function such that µ(0) = 0 the asymptotic behavior of solution is described. In [13] a similar problem is studied, however it is assumed that µ is in C 1 [0, 1], µ ≥ 0 and µ(1) = 0. We would like to emphasize that all above assumptions are particular cases of our general assumption concerning the weight µ. Furthermore, under the last condition (9) holds. Finally, we recall the paper [15] , where the notion of PC pair was introduced (see definition 2.1 [15] ). In theorem 4 we show that for any non-negative nontrivial function µ from L 1 (0, 1) and k defined by (17) there exists g such that (k, g) is PC pair. However we do not intend to apply the result from [15] and we present here an alternative argument, which in our opinion is more flexible and allows to deal with problems in non-cylindrical domains (see [8] ). This paper is devoted to the parabolic-type problem with the distributed order Caputo derivative with the density µ. We only assume that
Now we formulate the parabolic-type problem: assume that Ω ⊆ R N is an open and bounded set with smooth boundary and N ≥ 2. We will consider the following problem    D (µ) u = Lu + f in Ω × (0, T ) =: Ω T u| ∂Ω = 0 for t ∈ (0, T ) u| t=0 = u 0
in Ω,
where Lu(x, t)= and b j ∈ L 2 (Ω T ), c ∈ L 2 (Ω T ), a i,j are measurable and a i,j = a j,i . What is more, we assume that L is uniformly elliptic, i.e. there exist positive constants λ, Λ such, that 
To formulate the main result we need the notion of weak solution to the problem (5).
Definition 1.
We say that function u ∈ L 2 (0, T ; H 1 0 (Ω)) such, that
is a weak solution to the problem (5), if for all ϕ ∈ H 1 0 (Ω) and a.a. t ∈ (0, T ) u fulfills the equality d dt
We shall present our main result. Let us denote b = (b 1 , . . . , b N ).
Assume that (6) holds and for some
. Then there exists a unique u weak solution to (5) in the sense of definition 1 and u satisfies the following estimate
where c 0 depends only on, µ, Ω, λ, Λ,
, c
.
What is more, if
then u ∈ C([0, T ]; H −1 (Ω)) and u| t=0 = u 0 .
If the assumption (9) of the theorem 1 is not satisfied, then we are also able to show continuity of u in the case L = ∆, but we have to assume more regularity about f . To be more precise, we introduce the notation
and (H k ) * denotes the dual space toH k . Suppose that (9) does not hold. Then, by the assumption (4), there exists an uniquely determined number m ∈ N \ {0} such that 
, and u is a weak solution to (5) given by theorem 1 for L = ∆. Assume that (9) does not hold and m is given by (11) . If additionally for every k = 1, · · · , m
Now we formulate the result concerning more regular solutions.
holds, where C 0 depends only on µ, λ, µ,
, the Poincaré constant and the C 2 -regularity of ∂Ω and the norms b
The last theorem is devoted to examination of the right-inverse operator to D (µ) .
Theorem 4.
If µ satisfies (4), then there exists nonnegative g ∈ L 1 loc [0, ∞) such that the operator of fractional integration I (µ) , defined by the formula
Furthermore, g satisfies the estimate
for some positive c and γ ∈ (0, 1 2 ). As we will see later, the constant γ is taken from (20). The properties of the fractional integration operator I (µ) related to the distributed order Caputo derivative will be presented in section 2.
The paper is organized as follows. In second section we prove theorem 4. In next three sections we prove theorems 1, 2 and 3, respectively.
The fractional integration operator I (µ)
In this section we will define the fractional integration operator I (µ) and prove the useful properties of its kernel g. First we note that the distributed order Caputo derivative is well defined for absolutely continuous functions and we have
Indeed, for f ∈ AC[0, T ] we write
and * here and in the whole paper denotes the convolution on (0, ∞), i.e.
, because using the fact that
By Young's theorem we obtain that
The main assumption (4) has the following consequence: if we denote
then ∃γ ∈ (0, 1 2 )
This statement easily follows from Darboux theorem applicated to function h : [0,
The constant γ related to µ will play the crucial role in our considerations. It is already known, see for example [4] , [5] , [6] , that under some assumptions concerning µ, there exists the right inverse operator to the distributed order Caputo derivative. It means that there exists the kernel g such that if we denote by I (µ) u = g * u, then for u regular enough we have (D (µ) I (µ) u)(t) = u(t). The properties of the kernel g has been already studied in above mentioned papers. For example, in [4] , it has been shown that if
and for small values of t g(t) ≤ c ln 1 t .
The last estimate implies that for all p ∈ (1, ∞) we have g(t) ∈ L p loc [0, ∞). We will obtain similar result to the above mentioned one, but for µ with much lower regularity.
We will divide the proof of theorem 4 into a few steps. Firstly we will proceed as in [4] , i.e. we investigate the Laplace transform of function k, given by (17),
The first step is the following proposition. 
and so k * g = 1.
The main difficulty is to obtain the equality (22) only under the assumption (4). The proof of proposition 1 will base on Lemma 6 from the appendix.
Proof of proposition 1. We shall show that (22) follows from lemma 6. Indeed, we denote
and we prove that F (p) satisfies assumptions of Lemma 6.
Assumption 1).
Let us denote by r = |p|, ϕ = arg p. Choosing the main branch of logarithm we see that
is analytic for p ∈ C \ (−∞, 0]. The imaginary part is nonzero for |ϕ| ∈ (0, π) and for ϕ = 0 the real part is positive. Thus we have
Assumtion 2). For t > 0 the quantity
and Lebesgue dominated convergence theorem we have F + = F − .
Assumtion 3).
Firstly we have to estimate 1 0 p α µ(α)dα from below. We may assume that
Having in mind that γ ∈ (0, 1 2 ), we obtain the estimate
Thus after applying (20) and under the condition | arg p| ≤ π − η we get the following estimates
for r ≤ 1 and
where r = |p| and constantc depends only on µ.
Using (24) we obtain that for p = re i±ϕ and φ ∈ [0, π − η)
Similarly, using (23) we get
Thus the third assumption is satisfied with any η ∈ (0, . Using the fact that γ belongs to (0, 1) we deduce that function a(r) satisfies the desired condition.
We have just shown that
satisfies assumptions of lemma 6, thus we can write that 1
where
Thus we obtained that
, which implies that g * k = 1 and the proof of proposition is completed. Proof. Ignoring expression with cosine in denominator we get that
The expression under integral is non negative, thus if we take γ from (20), then for r ≤ 1 we can write
Using the identity
we obtain that for r ≤ 1
Similarly for r > 1
thus from (25) for r > 1
and we arrive at
With the first integral we deal as follows
Similarly we estimate the second integral
Thus we have
Having in mind that
and the proof is finished.
Proposition 3. Function g defined by (21) is continuous on (0, ∞) and for γ given by (20) we have lim
In particular, function
Proof. If t 0 ∈ (0, ∞), then taking advantage of the monotonicity of e −rt0 − e −rt = e −rt0 [1 − e −r(t−t0) ] with respect to t we may apply Lebesgue monotone convergence theorem and we have lim t→t0 g(t) = g(t 0 ). Now we show (26). Arguing similarly as in derivation of γ we see that there exists γ * ∈ (γ ,   1 2 ) such that
Repeating the proof of proposition 2 for γ * we get
which gives (26).
Proof of theorem 4. By proposition 2 function g defined by (21) belongs to L 1 loc [0, ∞) and satisfies (15) . It remains to show (13) and (14) for
If we recall the definition of kernel k (17) we see that
The last therm is equal to zero, because g ∈ L 1 (0, T ) and we can estimate as follows
Thus using proposition 1 we get (
Then using again the equality g * k = 1 we have
Corollary 1.
Since g is non increasing, from estimate (15) immediately follows that for fixed
where constant c µ,T depends only on µ and T .
Using estimates for the kernel g we are able to give a simple proof of abstract Gronwall lemma in the case of the distributed order Caputo derivative. Lemma 1. Assume that T ∈ (0, ∞) and a, w are non negative functions, integrable on (0, T ). Let f be non decreasing and bounded on (0, T ). Then, if w satisfies inequality
where we denote by (g
, where g is taken k times. What is more, the series above is convergent for all t ∈ (0, T ].
Proof. We convolve (27) with g and multiply by f .
Using this inequality in (27) we obtain that
If we continue this procedure, we arrive at
We will show that for all
From definition (1) we get
Applying the convolution with g to both sides of this inequality and using identity
Proceeding this way we obtain the estimate
Thus for n such that nγ > 1 we have
Due to a presence of expression Γ(nγ) in the denominator, the last phrase tends to zero as n → ∞ uniformly for all t ∈ (0, T ].
We will show that for t ∈ (0, T ] the series in (28) is convergent. Applying (31) we have that
Denoting the expression under the sum by b k we see that
,
so from d'Alembert criterion for t ∈ (0, T ] series from estimate (28) is convergent.
Weak solutions
In this section we prove theorem 1. The proof will be divided onto a few steps. First we obtain approximate solutions and energy estimates. Further, by weak compactness argument we get a weak solution and after that we show its uniqueness. Finally, we derive the continuity of solution.
Approximate solution
We denote by η ε = η ε (t) the standard smoothing kernel with the support in [−ε, ε] and we assume that η ε (t) = η ε (−t). By * we denote the convolution on real line. Then we set
where we extend a i,j (t) by even reflection for t / ∈ (0, T ). Then a
Further, we extend b j , c by zero beyond the interval [0, T ] and we extend f by odd reflection to the interval (−T, T ) and we set zero elsewhere. We denote
We look for approximate solution to system (5) in the form
In order to find c n,k , we shall consider the approximate problem of the form
Making use of (33) in (35), multiplying by ϕ m for m = 1, . . . , n and integrating over Ω, we get
Using the orthogonality of {ϕ n } ∞ n=1 we obtain
From theorem 4 we deduce, that for c n ∈ AC[0, T ] the system (37) is equivalent to the following problem
which we obtain from (37) by applying I (µ) to both sides. Our aim is to show that the system (38) has an absolutely continuous solution. For this purpose we use Banach fixed point theorem. We shall consider the following class of functions
where γ is taken from (20). We define metrics on X(T ) as
Then, using standard argument we can show that X(T ) is complete metric space.
Lemma 2. For every n ∈ N and T ∈ (0, ∞) there exists a unique solution to (38) in X(T ).
Proof. It is enough to show that operator (P c)(t) = c n,0 − (g * A n c)(t) + (g * F n )(t) conducts elements from X(T 1 ) into X(T 1 ) for every T 1 ∈ (0, T ] and is a contraction on X(T 1 ) for some T 1 small enough. Later we extend the solution on the whole interval
For this purpose we write
where h(t) = −A n (t)c(t) + F n (t). By proposition 3 we get the continuity of the first component. To deal with the second one we write
where 0 ≤ t 1 < t 2 ≤ T 1 . From corollary 1 and the definition of the space X(T 1 ) we have
We shall show that
Applying (40) we have
, thus we have (41) for i = 1 and for any nonnegative t 1 . Because M 2 (0, t 2 ) = M 3 (0, t 2 ) = 0 it is sufficient to consider (41) for positive t 1 . In this case, after applying (40) we have
and we have (41) for i = 2. Finally, if t 0 ∈ (0, t 1 ) then we write
The first term is arbitrary small, if t 0 is sufficient small. Then for fixed t 0 the second term can be made arbitrary small, provided |t 2 − t 1 | is sufficient small, because the translation operator is continuous in L 1 . It proves (41) for i = 3 and we have P c ∈ X(T 1 ), provided c ∈ X(T 1 ).
It remains to show that operator P is a contraction on X(T 1 ) for T 1 small enough. Using the linearity of P it is sufficient to show that for c = c 1 − c 2 , where c 1 , c 2 ∈ X(T 1 ) we have P c X(T1) ≤ α c X(T1) , where α < 1. For this purpose we denote · = · C[0,T1] . Then from (40) we get
Using c(0) = 0 we obtain t 1−γ (P c)
From definition X(T 1 ) and (40) we have
Next, we have
Thus for T 1 such, that
P is a contraction on X(T 1 ) and we obtained the solution of (38) in X(T 1
, then c ∈ X(T k+1 ) and from the previous part of the proof we get that P c ∈ X(T k+1 ). Making use of the definition X(T k+1 ) we obtain, that P c ∈ C[0,
Thus we have just shown that P c ∈ X k (T k+1 ). Now we will prove that operator P is a contraction on X k (T k+1 ) for T k+1 − T k small enough. We shall rewrite P in the form
Similarly, we get
To sum up, the operator P is contraction on
It is clear that the condition on the difference |T k+1 − T k | does not depend on k, hence after finite number of steps we obtain that P has a unique fixed point on [0, T ] and the lemma is proven.
Remark 1.
The approximate solution c n of (38) is absolutely continuous, thus c n is also a solution to (37). What is more, u n given by (33) satisfy the system of equations (35),
Energy estimates
In this section we shall obtain a uniform bound for the sequence of approximate solution.
First we formulate the following lemma, where we denote µ(α) = µ(α)
. Then the following equality holds
Proof. The proof of that lemma is almost the same as the proof of Lemma 2 in [7] , thus is omitted.
Now we are able to formulate and prove energy estimates for approximate solutions.
, a i,j are measurable and
What is more, assume that (6) holds. Then, for every n ∈ N and for every t ∈ (0, T ] the approximate solution u n given by (33) and lemma 2 satisfies the inequality
and δ n n→∞ → 0 uniformly with respect to t.
Proof. We multiply (36) by c n,m (t) and sum it up from 1 to n.
Using (6) and applying Lemma 3, we get
Denoting by
we can estimate the right hand side as follows.
, where η i depends on ε i , p i for i = 1, 2. If we take ε 1 , ε 2 small enough and use this inequality in (43) we obtain that
where h n (t) is a function which depends on constants p 1 , p 2 , λ and norms c n (·, t)
. Passing over all the rest terms on the left hand side apart from the first one and applying to both sides of the inequality operator I (µ) we obtain
whereh n = h n L ∞ (0,t) . We apply Lemma 1 with function
and we get that
From Lemma 1 we can also conclude that the series above is uniformly convergent. We come back to inequality (44) and integrate it from 0 to t.
dτ.
From (45) and (30) we conclude that
. Finally, we notice that
and using assumptions concerning f we obtain that δ n → 0 as n → ∞ uniformly with respect to t. The application of the Bessel inequality u n 0 L 2 (Ω) ≤ u 0 L 2 (Ω) and the estimate
finishes the proof.
Limit passage
From Lemma 4 follows that the sequence {∇u n } is bounded in L 2 (0, T ; L 2 (Ω)). Thus we can choose subsequence {u n } (still indexed by n) such, that
Denote by · the norm · L 2 (Ω) . We notice that
Using this calculations, we have
and the last term is bounded by max{T, 1}c µ . From Lemma 4 we get the bound for the
We will find the estimate for D (µ) u n . To that end, we choose arbitrary w ∈ H 
We note that
Using (6) and Hölder inequality we obtain
. Taking advantage from the last inequality, the estimate from Lemma 4, making use of Sobolev embedding and Poincare inequality we conclude that
where c 2 = c 2 (Λ, c 1 ) and c 1 , δ n are from lemma 4. Thus the sequence { 1 0
) and then exists a subsequence (still indexed by n) such, that
We will show that
where the last equality is implied by the fact that I 1−α is continuous in L 2 (0, T ), so it is also weakly continuous. Thus
dα in a weak sense, so on the subsequence we have the following weak convergence in
Having the above convergence we can obtain (7). By density argument it is enough to show (7) for w(
, where d m are some arbitrary constants. We multiply (36) for selected subsequence by d m and sum it up from 1 to K. Next we fix t 0 ∈ (0, T ) and multiply the equation by η ε (t + t 0 ), where η ε stands for standard smoothing kernel. Integrating obtained equality from zero to T, we get
Firstly, we pass to the limit with n, and then with ε. For ε < T − t 0 , using (49) we have
We proceed similarly with remaining terms. We see that η ε (t + t 0 )D i w(x) is smooth in Ω T , thus having in mind that a
and we can pass to the limit
We see that regularity of c can be weaker then other coefficients, so we have to consider two cases. If
(Ω) and we can pass to the limit as in former integral. For
) and again we can pass to the limit. It remains to pass to the limit in the last term. We have
for a.a. t 0 ∈ (0, T ) and that way we obtained (7) for any ϕ(x) = K m=1 d m ϕ m and a.a. t ∈ (0, T ). Applying density argument we obtain (7) for all ϕ ∈ H 1 0 (Ω) and a.a. t ∈ (0, T ).
Uniqueness
In order to prove uniqueness of the solution we need to establish the following lemma.
Lemma 5. Assume that w ∈ AC[0, t] and t ≤ 1. Then the following inequality holds
Proof. From proposition 10 in [7] we obtain, that if w ∈ AC[0, t], then
Multiplying both sides of this inequality by µ(α) and integrating with respect to α on (0, 1) we have
Using (20) we can estimate the right hand side as follows
satisfies (7) with u 0 ≡ 0 and f ≡ 0. Then, for a.a. t ∈ (0, T ), we have
where the brackets ·, · denotes the duality pairing of
We set ϕ = ϕ k in (52), multiply it by d k and sum it up from k = 1 to n.
Making use of convergence
(Ω)) we may write
Due to orthogonality of ϕ k we observe that (see formula (56) in [7] for details)
Applying lemma 5 we obtain that
Finally, using ellipticity condition in (53) and estimating the right hand side as in the proof of lemma 4 we obtain that
where c 0 depends on λ and norms b in
. From this inequality we deduce that u ≡ 0 on Ω×(0, t) for t small enough. Repeating this argument we obtain that u ≡ 0 on Ω × (0, T ), which proves the uniqueness of weak solution.
Continuity at zero
In this section we will show that under assumption
we have u ∈ C([0, T ]; H −1 (Ω)) and u| t=0 = u 0 . We have already obtained that
is absolutely continuous function with values in H −1 (Ω), where k was defined in (17). We also have k * [u(x, ·) − u 0 (x)](0) = 0, thus we have
because from proposition 1 we have g * k = 1.
From estimates we only have that
) and from lemma 2 we conclude that g ∈ L 1 (0, T ), thus in general, it is not enough to deduce that the convolution of this functions is continuous. However, under assumption (54) we are able to obtain, that the kernel g belongs to L 2 (0, T ). From assumption (54), reasoning similarly as in the proof of (20), we see that there exists γ 0 ∈ 0, 1 4 such that
and we may estimate g as follows
Using (56) we see that for r ≤ 1
where the constantb µ > 0 depends only on µ. Analogical, for r > 1
Then we have
Due to the fact that γ 0 ∈ (0, 1 4 ) we obtain that g ∈ L 2 (0, T ) and so the convolution of g and
, which finishes the proof of theorem 1.
Proof of theorem 2.
We shall show that in the case L = ∆ and under the assumption of theorem 2 we can get additional estimate for approximate sequence and then by weak compactness argument we get more regular solution. Here equation (35) takes the form D (µ) u n (x, t) = ∆u n (x, t)+ f n (x, t). Multiplying this equality by ϕ k and integrating over Ω we obtain that
Let us consider the case when m = 1. If w ∈H 3 , then there exist constants d k such that
d k ϕ k and multiplying the equality above by d k and summing over k from 1 to n we get
where we skip superscript n in the first two terms applying orthogonality condition imposed on {ϕ k } k∈N . We introduce the distributed order Riemann-Liouville operator ∂ (µ) by the formula
where ∂ β u denotes the Riemann-Liouville fractional derivative (see (2)). We apply the operator ∂ (µ) to both sides of (57). We notice that in this case
0 ∂ β v · µ(β)dβ and applying proposition 5 [7] we have ∂ β D α u n = D α+β u n for α + β ≤ 1, thus we obtain
We first focus on the case m = 1. Our aim is to estimate the norm of left-hand side of (58) in the space L p (0, T ; (H 3 ) * ) for some p ∈ (1, 2) . Comparing the definition of the Caputo derivative and the Riemann-Liouville derivative we obtain the estimate
We may estimate the second term on the right hand side and we get
where c µ is defined in (19). Having in mind that ∆w| ∂Ω = 0 we may write
We take both sides of last inequality to the power of p ∈ (1, 2) and integrate with respect to t. Then we obtain that
where c 1 depends only on c µ , p and T . We note that
and from proposition 13 in
uniformly with respect to
Thus we obtain (59) and for n large enough we have
Making use of estimate (47) and assumptions concerning u 0 and f we obtain that the sequence 2) . By weak compactness argument we obtain that for weak solution of (5) we have
for every p ∈ (1, 2) and by zero we mean that the function vanishes at t = 0. If we denote
then (61) can be written shorter:
. Now, we would like to find the operator inverse to d dt k 1 * ·. We follow the steps from the second section of the paper. If we investigate the Laplace transform of k 1 , then we obtain that
We note that from assumption (11) with m = 1 we get γ ∈ (0, satisfy assumptions of lemma 6. Applying this lemma we obtain that k 1 * g 1 = 1, where g 1 is given by formula
We will find appropriate estimate for kernel g 1 . To that end, we may notice that, thanks to the assumption
Using (62) we may estimate as a few times before
For r ≤ 1 we have
and for r > 1
where the constant c > 0 depends only on µ. Then we obtain the estimate
As in the proof of proposition 2, for fixed T > 0 we get that g 1 (t) ≤ c 2 t 2γ1− 1 2 , where c 2 = c 2 (µ, T ). Finally, we see that
Now we are ready to prove continuity of solution in the case m = 1. From (61) we deduce that k 1 * [u − u 0 ] is absolutely continuous with values in (H 3 ) * and vanishes for t = 0, thus we have
If we take q > 2 satisfying (63) and set p =−1 in (61), then we obtain that
p and the convolution on the left-hand side of (64) is continuous.
* . Now, we can move on to the general case. To simplify the notation we introduce for natural k and m I k = [0, k . If m > 1 we apply to both sides of equation (57) the operators
where k = 1, · · · , m. Then for each k = 1, · · · , m we obtain for w ∈H
Thus, repeating the argument above we get for each k = 1, · · · , m
Summing up these inequalities for k = 1, · · · , m we obtain that
Proceeding as in the proof of (59) and (60) we get the estimates for f 1 n in appropriate spaces. At last, with use of estimate (47) we obtain that for p ∈ (1, 2)
By weak compactness argument we have
From the assumption (11) we deduce that
Then using lemma 6 we obtain the operator inverse to d dt k m * ·, which is defined as a convolution with function g m given by the formula
Further we obtain the estimate
Thus we deduce that
By (65) 
If we take q > 2 satisfying (66) and set p =−1 in (65), then we obtain that
p and the convolution on the left-hand side of (67) is continuous. Thus u ∈ C([0, T ]; (H 2m+1 ) * ) and u(·, t) = u 0 in (H 2m+1 ) * . Therefore the proof of theorem 2 is finished.
Proof of theorem 3.
In this section we prove the existence of regular solution. We shall show additional estimate for the sequence of approximate solution u n given by remark 1. We multiply (36) by λ m c n,m (t) and sum over m = 1, . . . , n. Then we have
If we integrate by parts and apply proposition 9 [7] , then we get
Estimating the last two terms in the inequality above and applying lemma 3 with w = ∇u n leads to
wherec depends only on max i,j ∇a i,j L ∞ (Ω T ) , the regularity of ∂Ω, p 1 , p 2 , λ and norms b
. If we integrate the above inequality over (0, t),
then we obtain
where in the last inequality we used lemma 4 andc 0 depends only onc, µ and T . From this inequality we may deduce that the norm of u n in L 2 (0, T ; H 2 (Ω)) is uniformly bounded and repeating the procedure from section 3.3 we obtain a uniform bound for the norm of 
Appendix
We recall here lemma 2.1 from [3] . We also give a proof because in our opinion assumption 4 is needed.
Lemma 6. Let F be a complex function, satisfying following assumptions:
1) F (p) is analitic in C \ (−∞, 0].
2) The limit F ± (t) := lim ) and a function a = a(r) such that ∀ϕ ∈ (π−ε 0 , π) the estimate F (re ±iϕ ) ≤ a(r) holds, where
Then for p ∈ C such that Re p > 0 we have Proof. We follow [3] : we fix p ∈ C such that Re p > 0. Then we choose r 1 , r 2 and φ such that 0 < r 1 < |p| < r 2 and φ ∈ (π − ε 0 , π). We denote by C φ r1,r2 a positively oriented closed contour created by two segments {z ∈ C : r 1 ≤ |z| ≤ r 2 , arg(z) = ±φ} and two arcs {z ∈ C : |z| = r i , | arg z| < φ}, i = 1, 2. Then from Cauchy formula we have
The assumption 3 allows us to take the limit r 1 → 0 and r 2 → ∞ and we get 
Therefore we may apply Fubini theorem and we have
and by assumption 4 for each x ∈ (0, ∞) and φ ∈ (π − ε 0 , π) the integral (70) is absolutely convergent. We shall take the limit φ → π in (69). First we note that 
