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1. Introduction
Many practical systems may experience abrupt changes in their structure and parameters caused by phenomena such
as component failures or repairs, changing subsystem interconnections, and abrupt environmental disturbances. It is
well known that many ecology and engineering systems exhibit such discrete dynamics. The hybrid systems driven by
continuous-time Markovian chains have been recently developed to cope with such a situation. For example, Ji and Chizeck
[8] and Marition [21] studied the stability of a jump system. Feng et al. [4] systematically studied stochastic stability prop-
erties of jump linear systems and the relationship among various moment and sample path stability properties. Shen and
Wang [23] presented new exponential stability results for recurrent neural networks with Markovian switching. Wang et al.
[24] dealt with the problem of state estimation for a class of delayed neural networks with Markovian jumping parameters
without the traditional monotonicity and smoothness assumptions on the activation function.
Taking both the environmental noise and jump into account, the system under consideration becomes a stochastic differ-
ential system with Markovian switching (SDSwMS), which is advanced and is applicable in many different and complicated
situations. Recently, stability of SDSwMSs has received a lot of attention (see [3,5,6,14,18,20,25–29]). For example, Basak
et al. [1] discussed the stability in distribution of a semilinear SDSwMS. Mao [14] provided some useful conditions on the
exponential stability for general nonlinear SDSwMSs, which was improved by himself in Mao et al. [20]. Yuan and Lygeros
[25] investigated almost sure exponential stability for a class of switching diffusion processes.
Generally speaking, classical stability results of SDSwMSs require the coeﬃcients to satisfy linear growth condition and
local Lipschitz condition. In fact, for nonlinear SDSwMSs, it may not always be the case. Recently, the stability of nonlinear
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19]). Mao [16] provided almost sure asymptotic stability conditions of stochastic differential systems (SDSs) with time delay,
based on the LaSalle-type technique. Mao and Rassias [17] established a more general Khasminskii-type test of SDSs with
time delay, which covers a wide range of highly nonlinear SDSs with time delay. For the detailed understanding on this topic,
please refer to Mao [19]. It is worth pointing out that the SDSwMSs with the local Lipschitz condition and the polynomial
growth condition are important part of SDSwMSs only with the local Lipschitz condition, such as stochastic Lotka–Volterra
systems.
Moreover, the classical and powerful technique applied in the study of stability is based on a stochastic version of the
Lyapunov direct method. Most of the existing conditions for stability of SDSwMSs implicitly require the diffusion operator
L V to be negative and the same order as some certain functions at some instants. In many situations, it is diﬃcult to
choose an appropriate Lyapunov function V , especially for those SDSwMSs with polynomial growth condition. For example,
consider the following scalar generalized stochastic logistic differential system under regime switching
dx(t) = x(t)[b(r(t))− x(t)]dt + x(t)
2
[
1+ x 13 (t)]dB(t), (1.1)
where b(1) = −1, b(2) = 1. The system is driven by a right-continuous Markovian chain that is independent of the one-
dimensional standard Brownian motion B(t) and takes values in S = {1,2} with generator
Γ =
(−1 1
5 −5
)
.
We encounter a problem when we attempt to apply the existing results to analyze the stability of the solution to system
(1.1). To see this problem, let us set V (x(t), r(t), t) = x2(t) and calculate
L V
(
x(t), i, t
)=
⎧⎨
⎩−2x
3(t) − 74 x2(t) + 14 x
8
3 (t) + 12 x
7
3 (t), i = 1,
−2x3(t) + 94 x2(t) + 14 x
8
3 (t) + 12 x
7
3 (t), i = 2.
Higher orders all appear on the right-hand side of the L V operator. It is worth mentioning that when the coeﬃcients of
SDSwMSs satisfy polynomial growth condition, the corresponding L V operator may have a very complicated form. Then
one question arises naturally: under what conditions will such SDSwMSs be asymptotically stable or exponentially stable?
To the best of our knowledge, the stability analysis for such SDSwMSs has not been fully investigated to date, and few
results have been available in the existing literature so far, which remain an interesting research topic.
We aim to establish new results on asymptotic stability and exponential stability for such SDSwMSs. Some novel tech-
niques are applied in this paper, especially a positive deﬁnite criterion for a class of high order polynomial is introduced
(see Lemma 2.3). Suﬃcient conditions in terms of systems coeﬃcients are proposed for asymptotic stability and exponential
stability. And the Lyapunov exponent and the range of the order of moment asymptotic stability can be estimated via a
simple computation based on the coeﬃcients of the systems.
The organization of the paper is as follows. Section 2 describes some preliminaries. The main results are stated in
Sections 3 and 4. Two numerical examples are given in Section 5 to illustrate the effectiveness of our results. Conclusion is
made in Section 6.
2. Preliminaries
Throughout this paper, unless otherwise speciﬁed, we let (Ω,F , {Ft}t0,P) be a complete probability space with a
ﬁltration {Ft}t0 satisfying the usual conditions (i.e., it is increasing and right-continuous while F0 contains all P-null
sets). Let B(t) = (B1t , . . . , Bmt ) be an m-dimensional Brownian motion deﬁned on the probability space. If A is a vector
or matrix, its transpose is denoted by AT, and its trace norm is denoted by |A| = √trace(ATA). Let R+ = [0,+∞). Let
L1(R+; R+) be the family of function γ : R+ → R+ such that
∫ +∞
0 γ (t)dt < ∞. x(t) is a continuous Rn-valued stochastic
process on t ∈ [0,∞). Let r(t), t  0, be a right-continuous Markovian chain on the probability space taking values in a
ﬁnite state space S = {1,2, . . . ,N} with generator Γ = (γi j)N×N given by
P
{
r(t + ) = j | r(t) = i}= {γi j + o(), i = j,
1+ γi j + o(), i = j,
where  > 0. Here γi j > 0 is transition rate from i to j if i = j while γii = −∑i = j γi j < 0.
We assume that the Markovian chain r(t) is independent of the Brownian motion B(t). It is well known that almost
every sample path of r(t) is right-continuous step function.
It is useful to recall that a continuous-time Markovian chain r(t) with generator Γ = {γi j}N×N can be represented as a
stochastic integral with respect to a Poisson random measure (see [1]):
dr(t) =
∫
h¯
(
r(t−), y)υ(dt,dy), t  0R
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Lebesgue measure on R while the explicit deﬁnition of h¯ : S × R → R can be found in Basak et al. [1], but we will not need
it in this paper.
Consider an n-dimensional SDSwMS
dx(t) = f (x(t), t, r(t))dt + g(x(t), t, r(t))dB(t), (2.1)
on t  0 with initial data x0 ∈ Rn, i0 ∈ S where
f : Rn × R+ × S → Rn, g : Rn × R+ × S → Rn×m.
In order to obtain our main result, we need the following assumptions.
(H1) Both f and g satisfy the local Lipschitz condition. That is, for each k = 1,2, . . . , there is a ck > 0, such that∣∣ f (x, t, i) − f (y, t, i)∣∣∨ ∣∣g(x, t, i) − g(y, t, i)∣∣ ck|x− y|,
for all i ∈ S and x, y ∈ Rn , t ∈ R+ with |x| ∨ |y| k.
(H2) Both f and g satisfy the polynomial growth condition. That is, there are L1 > 0, and positive numbers k1 > 1,k2 > 1
satisfying k1 + 1> 2k2, such that∣∣ f (x, t, i)∣∣ L1(1+ |x|k1), ∣∣g(x, t, i)∣∣ L1(1+ |x|k2), (2.2)
for all i ∈ S and x ∈ Rn , t ∈ R+ .
(H3) There exist constants σi, λi > 0, λ¯i, σ¯i , and bounded functions ξi1(t), ξi2(t) ∈ L1(R+; R+), and positive numbers k1 > 1,
k2 > 1 satisfying k1 + 1> 2k2, such that
xT f (x, t, i)−σi |x|k1+1 − σ¯i|x|2 + ξi1(t),
∣∣g(x, t, i)∣∣ λi|x|k2 + λ¯i|x| + ξi2(t),
for all i ∈ S and x ∈ Rn , t ∈ R+ .
Remark 2.1. In many situations, (H3) may have the following form.
(H3′) There exist constants σi, λi > 0, λ¯i, σ¯i , and positive numbers k1 > 1,k2 > 1 satisfying k1 + 1 > 2k2, such that
xT f (x, t, i)−σi |x|k1+1 − σ¯i|x|2,
∣∣g(x, t, i)∣∣ λi|x|k2 + λ¯i |x|,
for all i ∈ S and x ∈ Rn , t ∈ R+ .
Let C2,1(Rn × R+ × S; R+) denote the family of all nonnegative functions V (x, t, i) on Rn × R+ × S which are continuously
twice differentiable in x and once in t . For each V ∈ C2,1(Rn × R+ × S; R+), denote an operator L V from Rn × R+ × S to
R by
L V (x, t, i) =
N∑
j=1
γi jV(x, t, j) + Vt(x, t, i) + V Tx (x, t, i) f (x, t, i) +
1
2
trace
[
gT(x, t, i)Vxx(x, t, i)g(x, t, i)
]
.
For the convenience of the reader we cite the generalized Itô’s formula (see [18]): If V ∈ C2,1(Rn × R+ × S; R+), then for
any t  0
V
(
x(t), t, r(t)
)= V (x(0),0, r(0))+
t∫
0
L V
(
x(s), s, r(s)
)
ds +
t∫
0
Vx
(
x(s), r(s)
)
g
(
x(s), r(s)
)
dB(s)
+
t∫
0
∫
R
(
V
(
x(s), s, i0 + h¯
(
r(s−), l))− V (x(s), s, r(s)))μ(ds,dl),
where μ(ds,dl) = ν(ds,dl) −m(dl)ds is a martingale measure.
The following lemmas play an important role in this paper.
Lemma 2.2. (See [22].) Let f (t) be uniformly continuous on [0,∞), and f (t) ∈ L1(R+; R+), then limt→∞ f (t) = 0.
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a
q
)α(b
a
)β
>
(α − β)α−βββ
αα
. (2.3)
Then there exists a¯ ∈ (0,a) such that
a + btα − qtβ > a¯,
for all t  0.
Proof. Let f (t) = a + btα − qtβ . It is easy to compute that f ′(t) = αbtα−1 − βqtβ−1. It follows that the critical point of f
is t0 = ( βqαb )
1
α−β . It follows from α > β > 0 that f ′′(t0) = qβ(α − β)tβ−20 > 0. By virtue of f ′′(t0) > 0, it follows that f (t0)
is the minimum value of f (t) on [0,∞). If f (t0) > 0, then f (t)  f (t0) > 0 for all t  0. Simple computations show that
f (t0) = a + b( βα qb )
α
α−β − q( βα qb )
β
α−β > 0⇔ ( aq )α( ba )β > (α−β)
α−βββ
αα . The proof is completed. 
Remark 2.4. Note that condition (2.3) is not easy to be applied in many practical situations. Thus it can be replaced by
a
b > (α − β)β
β
α−β α
−α
α−β .
3. Almost sure asymptotic stability and pth moment asymptotic stability
In this section, the suﬃcient conditions on pth moment asymptotic stability and almost sure asymptotic stability for
stochastic differential systems with Markovian switching will be derived. To make our theory more applicable, let us use
the results obtained previously to establish a new result in terms of M-matrices, which can be easily applied. For the
convenience of the reader, let us cite some useful results on M-matrices. For more detailed information please see [2]. We
will need a few more notations. If B is a vector or matrix, by B 
 0 we mean all elements of B are positive. If B1 and B2
are vectors or matrices with the same dimensions we write B1 
 B2 if and only if B1 − B2 
 0. Moreover, we also adopt
here the traditional notation by letting
ZN×N = {A = {aij}N×N : aij  0, i = j}.
Deﬁnition 3.1. A square matrix A = (aij)N×N is called a nonsingular M-matrix if A can be expressed in the form A = sI − B
with s > ρ(B) while all the elements of B are nonnegative, where I is the identity matrix and ρ(B) the spectral radius of B .
Lemma 3.2. (See [2].) If A ∈ ZN×N , then the following statements are equivalent:
(1) A is a nonsingular M-matrix.
(2) A is semipositive; that is, there exists x 
 0 in Rn such that Ax 
 0.
(3) A−1 exists and its elements are all nonnegative.
(4) All the leading principal minors of A are positive; that is∣∣∣∣∣∣∣
a11 · · · a1k
...
. . .
...
ak1 · · · a1k
∣∣∣∣∣∣∣> 0 for every k = 1,2, . . . ,N.
Lemma 3.3. Let (H1), (H3) hold. Then for any given initial value x0 ∈ Rn, and i0 ∈ S, there is a unique solution x(t; x0, i0) of system
(2.1) on t  0.
Remark 3.4. Typically, in order to ensure the existence and uniqueness of solutions of the stochastic differential system with
Markovian switching with given initial data, we need to assume that the coeﬃcients of the system satisfy linear growth
and local Lipschitz conditions (see [10,13]). However, the coeﬃcients of the system (2.1) do not satisfy the linear growth
condition, so the solutions may explode at a ﬁnite time. It is well known that linear growth condition for global solutions
may be replaced by the use of the Lyapunov functions (see [10,17]). With this idea, we examine the existence of the global
solution of the system (2.1).
Proof of Lemma 3.3. Since both f and g satisfy the local Lipschitz condition, for any given initial data i0 ∈ S , x0 ∈ Rn , there
exists a unique maximal local solution x(t) = x(t; x0, i0) on [0,ρe) [18, Theorem 3.16, p. 91], where ρe is the explosion
time. To show that the solution is global, we only need to prove that ρe = ∞ a.s. For suﬃciently large number k, set
τk = inf{0 t < ρe: |x(t)| k}, tk = τk ∧ t . Clearly, τk is increasing as k → ∞ and τk → τ∞  ρe . If we can show τ∞ = ∞,
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x(t) = x(t; x0, i0) for simplicity. Applying the Itô formula to V (x, t, i) = |x|2 yields
L V (x, t, i) = 2xT f (x, t, i) + ∣∣g(x, t, i)∣∣2
−2σi
∣∣x(t)∣∣k1+1 − 2σ¯i∣∣x(t)∣∣2 + 2ξi1(s) + (λi∣∣x(t)∣∣k2 + λ¯i∣∣x(t)∣∣+ ξi2(t))2
−2σi
∣∣x(t)∣∣k1+1 + 3λ2i ∣∣x(t)∣∣2k2 + (3λ¯2i − 2σ¯i)∣∣x(t)∣∣2 + 2ξi1(t) + 3ξ2i2(t).
Since σi > 0,k1 + 1 > 2k2 > 2, there exists a constant K¯ i such that sup0t<∞[−2σitk1+1 + 3λ2i t2k2 + (3λ¯2i − 2σ¯i)t2] K¯ i . By
virtue of (H3), we have
∫∞
0 ξi1(s)ds < ∞,
∫∞
0 ξ
2
i2(s)ds < ∞. This implies
E
tk∫
0
L V
(
x(s), s, i
)
ds E
tk∫
0
K¯ i ds +
∞∫
0
(
2ξi1(s) + 3ξ2i2(s)
)
ds.
Hence we have
E
∣∣x(tk)∣∣2  E∣∣x(0)∣∣2 +max
i∈S
E
tk∫
0
K¯ i ds +max
i∈S
∞∫
0
(
2ξi1(s) + 3ξ2i2(s)
)
ds < M¯ + K¯ Etk < M¯ + K¯ t,
where K¯ =maxi∈S K¯i, M¯ = E|x(0)|2 +maxi∈S
∫∞
0 (2ξi1(s) + 3ξ2i2(s))ds. Note that
k2P{τk  t}
∫
{τkt}
∣∣x(tk)∣∣2dP E∣∣x(tk)∣∣2 < M¯ + K¯ t.
It follows that limk→∞ P{τk  t} limk→∞ M¯+K¯ tk2 = 0. Since t > 0 is arbitrary, we must have that τ∞ = ∞ a.s. The proof is
completed. 
Theorem 3.5. Let (H1)–(H3) hold, and 2σi > λ2i , for all i ∈ S. Set
A (p) = diag(Σ1,Σ2, . . . ,Σn) − 2
p
Γ, where Σi = 2σ¯i − 2σi L − 2σi λ¯
2
i (p − 1)
2σi − λ2i (p − 1)
,
M =
{
p  2: A (p) is a nonsingular M-matrix, p < 2σi
λ2i
+ 1,∀i ∈ S
}
,
where L = (k1 − 2k2 + 1)(2k2 − 2)
2k2−2
k1−2k2+1 (k1 − 1)
1−k1
k1−2k2+1 . If M = ∅, there exists p0 > 2 such that p0 = sup{p: p ∈M }. Then for
any p ∈ (0, p0), and initial data x0 ∈ Rn, i0 ∈ S, the global solution x(t; x0, i0) of system (2.1) is almost surely asymptotically stable
and is pth moment asymptotically stable, i.e.,
lim
t→∞ x(t; x0, i0) = 0, a.s., limt→∞ E
∣∣x(t; x0, i0)∣∣p = 0. (3.1)
To prove Theorem 3.5, let us present four lemmas which are essential to the proof.
Lemma 3.6. (See [7].) Let A1(t) and A2(t) be two continuous adapted increasing processes on t  0 with A1(0) = A2(0) = 0 a.s. Let
M(t) be a real-valued continuous local martingale with M(0) = 0 a.s. Let ζ be a nonnegative F0-measurable random variable such
that Eζ < ∞. Deﬁne x(t) = ζ + A1(t) − A2(t) + M(t) for t  0. If x(t) is nonnegative, then{
lim
t→∞ A1(t) < ∞
}
⊂
{
lim
t→∞ x(t) < ∞
}
∩
{
lim
t→∞ A2(t) < ∞
}
, a.s.,
where C ⊂ D a.s. means P(C ∩ Dc) = 0. In particular, if limt→∞ A1(t) < ∞ a.s., then, with probability one,
lim
t→∞ x(t) < ∞, limt→∞ A2(t) < ∞, −∞ < limt→∞M(t) < ∞.
That is, all of the three processes x(t), A2(t) and M(t) converge to ﬁnite random variables.
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E
∣∣x(t) − x(s)∣∣α  C |t − s|1+β, 0 s, t < ∞
for some positive constants α,β and C. Then there exists a continuous modiﬁcation x˜(t) of x(t), which has the property that for every
γ ∈ (0, βα ), there is a positive random variable δ(ω) such that
P
{
ω: sup
0<t−s<δ(ω)
0s,t<∞
|x˜(t,ω)| − |x˜(s,ω)|
|t − s|γ 
2
1− 2−γ
}
= 1.
In other words, almost every sample path of x˜ is locally but uniformly Hölder-continuous with exponent γ .
Lemma 3.8. Let (H1), (H3) hold. Then for any positive number p > 0 and for any initial value x0 ∈ Rn, i0 ∈ S, there exists a constant
Mp > 0 such that the global solution x(t; x0, i0) of system (2.1) has the property
sup
0t<+∞
E
∣∣x(t; x0, i0)∣∣p  Mp .
The proof of this lemma is rather standard so it is omitted.
Lemma 3.9. Let (H1)–(H3) hold. Let p  2 and x(t; x0, i0) be the global solution of system (2.1)with initial data x0 ∈ Rn, i0 ∈ S. Then
E|x(t; x0, i0)|p is uniformly continuous on [0,∞).
Proof. The existence and uniqueness of the global solution follow from Lemma 3.3. Let x(t) = x(t; x0, i0) for simplicity. For
any 0 < s < t < ∞, we have
x(t) − x(s) =
t∫
s
f
(
x(v), v, r(v)
)
dv +
t∫
s
g
(
x(v), v, r(v)
)
dB(v). (3.2)
By Lemma 3.8, we can show that for any p  2, there is a constant Mp > 0 such that sup0t<∞ E|x(t)|p  Mp . From (H2),
it is easy to conclude that for any positive p > 0 there is a Lp > 0, such that | f (x, t, i)|p  Lp(1 + |x|pk1), |g(x, t, i)|p 
Lp(1+ |x|pk2), for all i ∈ S and x ∈ Rn , t ∈ R+ . Using the Itô formula and Yong’s inequality (see [18]), we show that
∣∣E∣∣x(t)∣∣p − E∣∣x(s)∣∣p∣∣ p
2
t∫
s
E
∣∣∣∣∣x(v)∣∣p−2(2xT(r) f (x(v), v, r(v))+ ∣∣g(x(v), v, r(v))∣∣2
+ (p − 2)∣∣x(v)∣∣−2∣∣xT(r)g(x(v), v, r(v))∣∣2)∣∣∣dv
 p
2
E
t∫
s
(
2
∣∣∣∣x(v)∣∣p−2xT(r) f (x(v), v, r(v))∣∣+ (p − 1)∣∣x(r)∣∣p−2∣∣g(x(v), v, r(v))∣∣2)dv
 p
2
(
2L1Mp−1 + 2L1Mp+k1−1 + (p − 1)L2Mp−2 + (p − 1)L2Mp+2k2−2
)
(t − s).
This implies that E|x(t)|p is uniformly continuous. 
Proof of Theorem 3.5. The existence and uniqueness of the global solution follow from Lemma 3.3. Therefore, we need only
to prove the other assertions here. As the whole proof is very technical, we will divide it into three steps.
Step 1. Let x(t) = x(t; x0, i0) for simplicity. Since M = ∅, there exists p > 2 such that A (p) is a nonsingular M-matrix
and p < 2σi
λ2i
+ 1,∀i ∈ S . Then there exists cp = (cp1, cp2, . . . , cpN) 
 0 such that A (p)cp 
 0. Applying Itô’s formula to
V (x, t, i) = cpi |x(t)|p yields
L V (x, t, i) p
2
|x|p−2
[
−2cpiσi|x|k1+1 + cpi p − 1
ρi
λ2i
δi1
|x|2k2 +
(
−2σ¯i + (p − 1)
ρi
λ¯2i
1− δi1
)
cpi|x|2
+ 2cpiξi1(t) + cpi(p − 1)1− ρi ξ
2
i2(t)
]
+
N∑
γi jcpj|x|pj=1
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2
[
−2cpiσi |x|p+k1−1 + cpi p − 1
ρi
λ2i
δi1
|x|p+2k2−2
+
(
−2cpiσ¯i + cpi (p − 1)
ρi
λ¯2i
1− δi1 +
2
p
N∑
j=1
γi jcpj
)
|x|p + 2cpi |x|p−2ξi1(t) + cpi p − 11− ρi |x|
p−2ξ2i2(t)
]
 p
2
[
−2cpiσi |x|p+k1−1 + cpi p − 1
ρi
λ2i
δi1
|x|p+2k2−2
+
(
−2cpiσ¯i + cpi (p − 1)
ρi
λ¯2i
1− δi1 +
2
p
N∑
j=1
γi jcpj + cpi 2(p − 2)
p
ε
p
1 + cpi
p − 1
1− ρi
p − 2
p
ε
p
2
)
|x|p
+ cpi 4
p
ε
− p(p−2)2
1 ξ
p
2
i1 (t) + cpi
p − 1
1− ρi
2
p
ε
− p(p−2)2
2 ξ
p
i2(t)
]
, (3.3)
where ρi, δi1, ε1, ε2 ∈ (0,1). Consider the function
g(t) =
(
2cpiσ¯i − λ¯
2
i (p − 1)
1− δi1 cpi −
2
p
N∑
j=1
γi jcpj
)
− λ
2
i (p − 1)
δi1
cpit
2k2−2 + 2cpiσitk1−1.
Note that A (p)cp 
 0 can be described in a component-wise form(
2σ¯i − 2σi L − 2σi λ¯
2
i (p − 1)
2σi − λ2i (p − 1)
)
cpi − 2
p
N∑
j=1
γi jcpj > 0.
Combining with the fact that 2σi > λ2i (p − 1), for any p ∈ [2, p0), we can claim
λ2i
2σi
(p − 1) + λ¯2i cpi(p−1)
2(σ¯i−σi L)cpi− 2p
∑N
j=1 γi j cpj
< 1.
Then there exists a w0i > 1, such that
λ2i
2σi
(p − 1)w0i + λ¯
2
i cpi(p−1)
2(σ¯i−σi L)cpi− 2p
∑N
j=1 γi j cpj
= 1. Set δ1i(w) = λ
2
i
2σi
(p − 1)w , w ∈ (1,w0i).
Simple computations show 2cpiσi − cpi λ
2
i
δi1(w)
(p − 1) > 0, 2cpiσ¯i − λ¯
2
i (p−1)
1−δi1(w) cpi − 2p
∑N
j=1 γi jcpj > 2σicpi L. By Lemma 2.3 and
Remark 2.4, there exists a constant a¯i > 0 such that (2cpiσ¯i − λ¯
2
i (p−1)
1−δi1(w) cpi − 2p
∑N
j=1 γi jcpj)− λ
2
i (p−1)
δi1(w)
cpit2k2−2 + 2cpiσitk1−1 >
a¯i . Then choose ρi suﬃciently close to 1, and ε1, ε2 suﬃciently small such that(
2σ¯icpi − cpi
ρi
λ¯2i
1− δi1(w) (p − 1) − cpi
2(p − 2)
p
ε
p
1 − cpi
p − 1
1− ρi
p − 2
p
ε
p
2 −
2
p
N∑
j=1
γi jcpj
)
− (p − 1)cpi
ρi
λ2i
δi1(w)
t2k2−2 + 2cpiσitk1−1 > a¯i,
for all t  0. Then (3.3) can be rewritten as
L V (x, t, i)− pa¯i
2
|x|p + 2cpiε−
p(p−2)
2
1 ξ
p
2
i1 (t) + cpi
p − 1
1− ρi ε
− p(p−2)2
2 ξ
p
i2(t). (3.4)
This implies
t∫
0
L V
(
x(s), s, i
)
ds cpi
∣∣x(0)∣∣2 − pa¯i
2
t∫
0
∣∣x(s)∣∣p ds +
t∫
0
(
2cpiε
− p(p−2)2
1 ξ
p
2
i1 (s) + cpi
p − 1
1− ρi ε
− p(p−2)2
2 ξ
p
i2(s)
)
ds.
Setting a¯ =mini∈S pa¯i2 . It follows from Itô’s formula that
V
(
x(t), t, r(t)
)
 V
(
x(0),0, r(0)
)− a¯
t∫
0
∣∣x(s)∣∣p ds
+
t∫ ∑
i∈S
(
2cpiε
− p(p−2)2
1 ξ
p
2
i1 (s) + cpi
p − 1
1− ρi ε
− p(p−2)2
2 ξ
p
i2(s)
)
ds + M(t), (3.5)0
330 L. Liu, Y. Shen / J. Math. Anal. Appl. 391 (2012) 323–334where M(t) = ∫ t0 V Tx (x(s), r(s))g(x(s), s, r(s))ds + ∫ t0 ∫R(V (x(s), s, i0 + h¯(r(s−), l)) − V (x(s), s, r(s)))μ(ds,dl) is a continuous
local martingale (see [18]) with M(0) = 0 a.s. Applying Lemma 3.6 to (3.5) yields
sup
0t<∞
∣∣x(t)∣∣p < ∞,
+∞∫
0
∣∣x(s)∣∣p ds < ∞, a.s. (3.6)
Step 2. Let us show assertion (3.1). We claim that almost every sample path of |x(t)| is uniformly continuous on
[0,∞). Write x(t) = x(0) + ∫ t0 f (x(v), v, r(v))dv + ∫ t0 g(x(v), v, r(v))dB(v), where y(t) = ∫ t0 f (x(v), v, r(v))dv, z(t) =∫ t
0 g(x(v), v, r(v))dB(v). By (3.6) and (H2), we can show that for almost every ω ∈ Ω , there is a positive number h(ω)
such that |x(t,ω)| h(ω), for all t  0. This implies∣∣y(t,ω) − y(s,ω)∣∣ L1(1+ hk1(ω))(t − s). (3.7)
This means y(t,ω) is uniformly continuous on t  0.
For any p > 2, we can compute that
E
∣∣z(t) − z(s)∣∣p  [ p(p − 1)
2
] p
2
|t − s| p−22
t∫
s
E
∣∣g(x(v), v, r(v))∣∣p dv

[
p(p − 1)
2
] p
2
Lp|t − s| p−22
t∫
s
(
1+ E∣∣x(v)∣∣pk2)dv

[
p(p − 1)
2
] p
2
Lp(1+ 2Mpk2)|t − s|
p
2 . (3.8)
It follows from Lemma 3.7 that almost every sample path of z(t) is locally but uniformly Hölder continuous with exponent
γ for every γ ∈ (0, p−2p ). And therefore almost every sample path of z(t) must be uniformly continuous. This implies
that almost surely every sample of x(t) is uniformly continuous. Combining the boundedness and the almost sure uniform
continuity of x(t), we obtain that |x(t)|2 is uniformly continuous a.s. Then it follows from Lemma 2.2 and ∫ +∞0 |x(s)|2 ds < ∞
a.s. that
lim
t→∞ x(t) = 0, a.s.
Taking the expectations on both sides of (3.5), we have
EV
(
x(t), t, r(t)
)
 EV
(
x(0),0, r(0)
)− a¯
t∫
0
E
∣∣x(s)∣∣p ds +
t∫
0
∑
i∈S
(
2cpiε
− p(p−2)2
1 ξ
p
2
i1 (s) + cpi
p − 1
1− ρi ε
− p(p−2)2
2 ξ
p
i2(s)
)
ds.
This implies
sup
0t<∞
E
∣∣x(t)∣∣p < ∞,
+∞∫
0
E
∣∣x(s)∣∣p ds < ∞.
It follows from Lemma 3.9 that E|x(t)|p is uniformly continuous on [0,∞). By virtue of Lemma 2.2, it yields
lim
t→∞ E
∣∣x(t)∣∣p = 0. (3.9)
Step 3. Firstly, we claim that for any suﬃciently small 0 < ε  1, A (p0 − ε) is a nonsingular M-matrix. If this is not
true, we can ﬁnd a sequence {εl}1l<∞ such that A (p0 − εl) are not nonsingular M-matrix for every 1 l < ∞. According
to the fourth equivalent condition in Lemma 3.2, there exists 1  k(l)  n such that the k(l)th leading principal minor of
A (p0 − εl) is equal to zero. Since all the leading principal minors of A (p) are rational functions of p, there must have
ﬁnite singular points and zero points at most, which is a contradiction. So our claim must hold. For any p ∈ (0, p0), we can
ﬁnd 0 < ε  1 such that p < p0 − ε and A (p0 − ε) is a nonsingular M-matrix. By using assertion (3.9) and the Lyapunov
inequality, we have
lim
t→∞ E
∣∣x(t)∣∣p  lim
t→∞
(
E
∣∣x(t)∣∣p0−ε) pp0−ε = 0. 
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Although Theorem 3.5 shows that the solution will tend to zero asymptotically with probability 1 under (H1)–(H3), it
does not give a rate of decay. In this section, we will derive suﬃcient conditions on almost sure exponential stability and
pth moment exponential stability for such systems.
Theorem 4.1. Let (H1), (H3′) hold, and 2σi > λ2i , for all i ∈ S.A (p) is deﬁned in Theorem 3.5. If there exists 2 p <mini∈S{ 2σiλ2i +1}
such that A (p) is a nonsingular M-matrix, then for any initial value x0 ∈ Rn, i0 ∈ S, the global solution x(t; x0, i0) of system (2.1) is
pth moment exponentially stable and almost surely exponentially stable, i.e.,
lim
t→∞ sup
logE|x(t; x0, i0)|p
t
−γp, lim
t→∞ sup
log|x(t; x0, i0)|
t
−γp
p
, (4.1)
where γp = sup{εp: A (p) − 2εpp I is a nonsingular M-matrix}.
Proof. Let x(t) = x(t; x0, i0) for simplicity. Since A (p) is a nonsingular M-matrix and a matrix is continuously dependent
on its elements, we can claim that there exists γp > 0 such that A (p) − 2εpp I is still a nonsingular M-matrix for any εp ∈
(0, γp). Then there exists cp = (cp1, cp2, . . . , cpN) 
 0 such that (A (p) − 2εpp I)cp 
 0. Applying Itô’s formula to V (x, t, i) =
cpieεpt |x(t)|p yields
L V (x, t, i) p
2
eεpt |x|p−2
[
−2cpiσi|x|k1+1 + cpi λ
2
i (p − 1)
δi1
|x|2k2
+
(
−2σ¯i + (p − 1) λ¯
2
i
1− δi1
)
cpi |x|2 + εp 2cpi
p
|x|2
]
+
N∑
j=1
γi jcpje
εpt |x|p
 p
2
eεpt
[
−2cpiσi|x|p+k1−1 + cpi λ
2
i (p − 1)
δi1
|x|p+2k2−2
+
(
−2cpiσ¯i + (p − 1)cpi λ¯
2
i
1− δi1 +
2
p
N∑
j=1
γi jcpj + εp 2cpi
p
)
|x|p
]
, (4.2)
where δi1 ∈ (0,1). Consider the function
g(t) =
(
2cpiσ¯i − λ¯
2
i (p − 1)
1− δi1 cpi −
2
p
N∑
j=1
γi jcpj − 2εp
p
cpi
)
− λ
2
i (p − 1)
δi1
cpit
2k2−2 + 2cpiσitk1−1.
Note that (A (p) − εpp I)cp 
 0 can be described in a component-wise form(
2σ¯i − 2σi L − 2σi λ¯
2
i (p − 1)
2σi − λ2i (p − 1)
− εp 2
p
)
cpi − 2
p
N∑
j=1
γi jcpj > 0.
Using the same technique applied in the proof of Theorem 3.5, we can claim that there exists an a¯i > 0 such that(
2cpiσ¯i − λ¯
2
i (p − 1)
1− δi1 cpi −
2
p
N∑
j=1
γi jcpj − εp 2cpi
p
)
− λ
2
i (p − 1)
δi1
cpit
2k2−2 + 2cpiσitk1−1 > a¯i .
Set a¯ =mini∈S pa¯i2 . This implies
V
(
x(t), t, r(t)
)
 V
(
x(0),0, r(0)
)− a¯
t∫
0
∣∣x(s)∣∣p ds + M(t), (4.3)
where M(t) is a continuous local martingale (see [18]) with M(0) = 0 a.s. And ζ1 = V (x(0),0, r(0)) is a nonnegative bounded
F0-measurable random variable. Note that ζ1+M(t) is a nonnegative local martingale as ζ1+M(t) 0. Applying Lemma 3.6
to (4.3) we obtain that
lim sup
[
eεpt
∣∣x(t)∣∣p]< ∞, a.s.
t→∞
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lim
t→∞ sup
log |x(t)|
t
−εp
p
.
Taking the expectations on both sides of (4.3), we have
EV
(
x(t), t, r(t)
)
 EV
(
x(0),0, r(0)
)− a¯
t∫
0
E
∣∣x(s)∣∣p ds,
which means
lim
t→∞ sup
log E|x(t)|p
t
−εp .
Letting εp → γp yields
lim
t→∞ sup
log |x(t)|
t
−γp
p
, lim
t→∞ sup
log E|x(t)|p
t
−γp . 
Remark 4.2. Compared with [14,15], the linear growth condition is no longer required, it is replaced by a type of polynomial
growth condition ((H2), (H3)). By applying some novel techniques to estimate the L V operator, some suﬃcient conditions
are derived for ensuring the asymptotic stability and exponential stability. The estimation on the scope of the order of
moment asymptotic stability is provided through the coeﬃcients of the system.
5. Numerical examples
In this section, to illustrate the usefulness and ﬂexibility of the theorem developed in previous section, we present two
numerical examples. We omit the initial data and write solutions simply by x(t).
Example 5.1. Let B(t) be a scalar Brownian motion while let r(t) be a right-continuous Markovian chain taking values in
S = {1,2} with generator
Γ =
(−1 1
15
2
−15
2
)
.
Consider a one-dimensional stochastic differential system with Markovian switching of the form
dx(t) = [a(r(t))x3(t) + c(r(t))x(t) + ξ(t)]dt + [x 43 (t) + x(t) + ξ(t)]dB(t), (5.1)
where a(1) = −3,a(2) = −4, c(1) = − 335 , c(2) = 25 .
ξ(t) =
{
1− 2n|t − n|, t ∈ [n − 12n ,n + 12n ], n = 1,2,3, . . . ,
0, others.
We compute that
xT f (x, t,1)−3|x|4 − 13
2
|x|2 + 5
2
ξ2(t), xT f (x, t,2)−4|x|4 + 1
2
|x|2 + 5
2
ξ2(t),∣∣g(x, t,1)∣∣= ∣∣g(x, t,2)∣∣ |x| 43 + |x| + ξ(t).
And the parameters used in (H3) are
σ1 = 3, σ¯1 = 13
2
, λ1 = 1, λ¯1 = 1, k1 = 3, k2 = 4
3
,
σ2 = 5, σ¯2 = −1
2
, λ2 = 1, λ¯2 = 1.
Moreover, the matrix deﬁned in Theorem 3.5 becomes
A (p) =
(
13− 2
√
12
3 − 6(p−1)7−p + 2p − 2p
− 15p −1− 8
√
12
9 − 8(p−1)11−p + 15p
)
.
By virtue of the fourth equivalent condition in Lemma 3.2, A (p) is a nonsingular M-matrix if and only if all the leading
principal minors of A (p) are positive; that is
L. Liu, Y. Shen / J. Math. Anal. Appl. 391 (2012) 323–334 333(
13− 2
√
12
3
− 6(p − 1)
7− p
)(
−1− 8
√
12
9
− 8(p − 1)
(11− p)
)
+ 2
p
(
−1− 8
√
12
9
− 8(p − 1)
(11− p)
)
+ 15
p
(
13− 2
√
12
3
− 6(p − 1)
7− p
)
> 0, 13− 2
√
12
3
− 6(p − 1)
7− p +
2
p
> 0.
Simple computations show that A (p) is a nonsingular M-matrix when p ∈ (0,3.5155), which implies sup{p: p ∈ M } =
3.5155. Then for any p ∈ (0,3.5155) and initial value x0 ∈ R, i0 ∈ S , the solution of system (5.1) is pth moment asymptoti-
cally stable and almost surely asymptotically stable, i.e.
lim
t→∞ E
∣∣x(t; x0, i0)∣∣p = 0, lim
t→∞ x(t; x0, i0) = 0.
Example 5.2. Let us recall the scalar generalized stochastic logistic differential system under regime switching mentioned in
the Introduction.
dx(t) = x(t)[b(r(t))− x(t)]dt + x(t)
2
[
1+ x 13 (t)]dB(t), (5.2)
where b(1) = −1,b(2) = 1. Assume that the switching between two seasons is governed by a Markovian chain r(t) on the
state space S = {1,2} with generator
Γ =
(−1 1
5 −5
)
.
Using the similar Lyapunov function presented in Theorem 2.1 of Li et al. [11] and Theorem 2.1 of Luo and Mao [12], we
can claim that solution of the system (5.2) is not only positive but also will not explode to inﬁnite at any ﬁnite time. We
compute that
xT f (x,1)−x3 + x2, xT f (x,2)−x3 − x2, ∣∣g(x, t,1)∣∣= ∣∣g(x, t,2)∣∣ x 43 + x.
And the parameters used in Theorem 3.5 are
σ1 = 1, σ¯1 = −1, σ2 = σ¯2 = 1, λ1 = λ¯1 = λ2 = λ¯2 = 1, k1 = 2, k2 = 4
3
.
Moreover, the matrix deﬁned in Theorem 3.5 becomes
A (2) =
(
2− 827 − 27 −1
−5 −2− 827 − 27 + 5
)
.
It is easy to see that A (2) is a nonsingular M-matrix, and γ = 0.1899. This implies
lim
t→∞ sup
log|x(t; x0, i0)|
t
−0.0995, a.s.
which means that the positive global solution x(t; x0, i0) of system (5.2) is extinct exponentially with probability one.
Remark 5.3. Obviously, the coeﬃcients of systems (5.1) and (5.2) do not satisfy the linear growth condition although they
are locally Lipschitz. Higher orders all appear on the right-hand side of L |x|2, which means that the results in [14,15]
cannot be used here directly.
6. Conclusion
In this paper, we have presented suﬃcient conditions on asymptotic stability and exponential stability for nonlinear
SDSwMSs with systems coeﬃcients satisfying local Lipschitz condition and polynomial growth condition. Some novel tech-
niques have been developed to derive suﬃcient conditions under which such SDSwMSs are asymptotically stable and
exponentially stable. It is worth noting that so far there have been only a few papers about analysis of the pth moment
asymptotic stability of SDSwMSs. Based on these conditions, the decay rate of exponential stability and the range of the
order of moment asymptotic stability are presented.
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