Abstract-According to dichromatic reflection model, the previous methods of specular reflection separation in image processing often separate specular reflection from a single image using patch-based priors. Due to lack of global information, these methods often cannot completely separate the specular component of an image and are incline to degrade image textures. In this paper, we derive a global color-lines constraint from dichromatic reflection model to effectively recover specular and diffuse reflection. Our key observation is from that each image pixel lies along a color line in normalized RGB space and the different color lines representing distinct diffuse chromaticities intersect at one point, namely, the illumination chromaticity. For pixels along the same color line, they spread over the entire image and their distances to the illumination chromaticity reflect the amount of specular reflection components. With global (non-local) information from these color lines, our method can effectively separate specular and diffuse reflection components in a pixelwise way for a single image, and it is suitable for realtime applications. Our experimental results on synthetic and real images show that our method performs better than the state-ofthe-art methods to separate specular reflection.
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I. INTRODUCTION
W ITH dichromatic reflection model widely used for understanding reflection properties of a scene, the observed image color at pixel x can be represented as a linear combination of diffuse reflection D (x) and specular reflection S (x): [5] . The textured regions marked in red and in blue are degraded, and highlight within the region marked in green is not removed completely. Our result is shown in (d). Tiny details of the textured regions are retained and all the specular component is removed.
Specular reflection often has some negative effects on visual quality and degrades the performance of various computer vision algorithms, such as image segmentation [1] , color constancy [2] , object detection [3] , and visual tracking [4] . Thus, it is necessary to separate specular and diffuse reflection for some computer vision applications. Most of the methods for specular reflection separation are based on dichromatic reflection model to separate specular reflection. They first seek for an approximated diffuse chromaticity within a image patch, and then propagate the diffuse chromaticity to the whole patch and calculate the specular component. Due to lack of global image information, the approximated diffuse chromaticity may be not exact, and the specular component thus can't be recovered completely. Meanwhile, for a complex textured image, it is hard for the current methods to segment the image into color patches, and artifacts may occur in the recovered image.
In Fig.1, (a) shows the color distribution of highlight image (b) in normalized RGB space. The pixels in the highlight image cluster together in lines, and all the lines pass through illumination chromaticity coordinates. The pixels along the same line come from the objects that have similar diffuse chromaticity, and their distances to the illumination chromaticity determine the degrees affected by specular reflection. For a clear demonstration, we just show a part of pixels clusters of (b) in (a). Fig.1(c) is specular reflection removal result of Yang et al. [5] , and most of specular components in it are separated. However, the textured regions marked in red and in blue are degraded, and the highlight within the region marked in green is not removed completely. Our result is shown in Fig.1(d) . The tiny details of the textured regions are retained and all the specular component is removed. The patch-based specular reflection separation methods like [5] - [7] perform well for textureless images, but they may fail to handle images with complex textures and to remove specular component completely. One reason of the failure is that it is hard to cluster image pixels for a textured image. Moreover, the wrong cluster usually leads to the degradation of image textures. Even though the textured image is well clustered, spreading diffuse chromaticity within a small patch is not effective to separate specular reflection. The other reason is that the patch-based methods lack global information to search exact diffuse chromaticities for calculating specular reflection. Thus, the separation result often becomes blocky ( Fig.1(c) ).
To solve the problems mentioned above, we derive a global color-lines constraint from dichromatic reflection model to effectively recover specular and diffuse reflection for textured images. The four contributions of this paper are presented as follows:
1) For a color image, we find that each image pixel lies along a color line in the normalized RGB space. By calculating the intersection of different color lines representing distinct diffuse chromaticities, we provide an approach to accurately estimate the illumination chromaticity of a highlight image, which is helpful for separating specular reflection. 2) For an image pixel in the normalized RGB space, we transfer its directional vector to the illumination chromaticity into spherical coordinate system, and derive two highlight invariant variables, namely longitude and latitude. Using the two invariant variables, we present an efficient algorithm to cluster image pixels for obtaining color lines. 3) We find that the pixels along the same color line spread over the entire image and their distances to the illumination chromaticity reflect the amount of specular reflection. With global (non-local) information from these color lines, we propose a method to completely separate specular reflection for textured images. 4) The proposed method separates specular and diffuse reflection of an image in a pixel-wise way, and it is suitable for real-time applications.
II. RELATED WORK
The pioneering work to model complex reflecting properties of a surface is dichromatic reflection model [8] , and it has been widely employed for separating specular component. Klinker et al. [9] extended dichromatic reflection model, and proposed a T-shaped color distribution which described image color as a combination of object color and highlight color. Though the separation of object color and highlight color can be solved through a closed equation, the T-shape distribution is hardly obtained in a noisy image. To analyze noise for separating reflection component effectively, Tan et al. [10] proposed a separation method based on the distribution of specular and diffuse pixels in maximum chromaticity-intensity space. Their method is accurate in separating the reflection component when only the diffuse chromaticity of the normalized image is given. Bajcsy et al. [11] transformed color pixels in RGB space into the S space and analyzed color variations on objects in terms of brightness, hue and saturation which are defined in the S space. However, their algorithm is only effective for uniformly colored dielectric surfaces under singly colored scene illumination. Mallick et al. [12] also proposed a color space SUV, which is a rotation of RGB space, to recover the specular and diffuse components of an image. While this method works well for homogeneous surfaces in the noiseless case, many surfaces are textured and violate the homogeneous assumption. Tan et al. [13] presented a single-image highlight removal method incorporating illumination-based constraints into image inpainting. The performance of their method is limited for rougher and textured surfaces that require segmentation of the surface into different diffuse colors.
For specular reflection separation, some methods are proposed with multiple images. With multiple color images taken from different viewing directions, Lee and Bajcsy [14] proposed an algorithm for the detection of specularities based on physical models of reflection mechanisms. The limitation of their algorithm is that disocclusions are detected together with specularities and they are indistinguishable. Based on color analysis and multibaseline stereo, Lin et al. [15] presented an approach for identifying and separating specular components from an image sequence. However, the approach may fail to process image sequences that are acquired by a moving camera along a nonlinear path. By evolving a partial differential equation (PDE) to erode specular reflection, Mallick et al. [16] proposed an unified framework for separating specular and diffuse components in images and videos. Since the erosion is guided by local color and shading information, their method fails to handle large specular regions.
Recently, using dichromatic reflection model, some methods employ patch-based priors to locally separate specular reflection for a single image. Yoon et al. [17] proposed a specularfree two-band image that is a specularity-invariant color image representation. Reflection separation is then achieved by comparing local ratios at each pixel and making those ratios equal in an iterative framework. Based on the error analysis of chromaticity, Shen et al. [18] selected a body color for each image by solving a least-squares problem of the dichromatic reflection model. Their main idea is to iteratively separate specular reflection with selected diffuse chromaticity. Yang et al. [5] , [19] observed that the maximum fraction of the diffuse color component in local patches of a color image changes smoothly. By directly applying low-pass filter, they propagated maximum diffuse chromaticity from the diffuse pixels to the specular pixels. Yang et al. [20] observed that specular pixels have lower saturations than the diffuse ones. They achieved diffuse components by adjusting saturations of specular pixels to the values of diffuse-only pixels with the same diffuse chromaticity. Due to lack of global information, the above patch-based methods [5] , [17] - [20] can deal with a variety of images, but they may degrade textures of an image and sometimes can not remove specular reflection completely. Shen and Zheng [7] first classified image pixels into clusters, and the specular fractions of the image pixels can then be computed by using the intensity ratios between the maximum values and range values. Their method sometimes impairs image textures, because pixels with same intensity ratios may have different diffuse chromaticity. In other related work like [21] and [22] , specular reflection is separated based on matrix decomposition techniques, but these methods also perform not well for texture images. Using dark channel, Kim et al. [23] presented a MAP optimization framework to separate reflection from a single image. Their method is robust for natural images, but it sometimes causes artifacts for the noisy and highly textured surfaces. Yu et al. [24] proposed an algorithm based on polynomial calibration function and inpainting method to remove highlight form metal surfaces, and their method is not applicable for natural images.
III. GLOBAL COLOR-LINES CONSTRAINT A. Global Color-Lines Constraint
According to dichromatic reflection model [8] , a color image I (x) is a combination of diffuse reflection D (x) and specular reflection S (x), and the dichromatic reflection model can be simply expressed as (1):
where I = I r , I g , I b is the color vector of camera response or image intensity of a pixel, x= [x, y] are the two dimensional image coordinates of a pixel, and m d (x) and m s (x) are the diffuse and specular reflection coefficients respectively. The diffuse chromaticity = r , g , b is determined by the reflectance properties of a surface, and it retains the same for an uniform color surface. The specular reflection chromaticity = r , g , b is usually considered as illumination chromaticity. In most cases, the illumination chromaticity can be assumed to be uniform for a given image such that r = g = b = 1 3 . In the real world, illumination chromaticity is not pure white, and this can be achieved by normalizing the real illumination chromaticity estimated by [25] as a preprocessing.
Based on (1), most of the specular reflection removal methods first seek for an appropriate diffuse chromaticity (x) within a local patch, and then propagate it within the patch to recover m s (x) or m d (x). Due to a lack of global information, these methods are accurate in separating the reflection components when only the exact diffuse chromaticities are given.
In our model, chromaticity of a color is defined as:
where I (x) is normalized by dividing the summation of its three channels. Substituting (1) into (2), we obtain
In general, chromaticities (x) and (x) are normalized, i.e. c∈{r,g,b} c = 1 and c∈{r,g,b} c = 1. As a result, the sum of color intensities for a pixel can be written as Highlight image (b) has two chromaticities: blue one and red one, and they distribute along two lines shown in (a). The pixels of natural image (e) cluster together in (d), and each cluster in (d) represents a chromaticity. The pixels marked red triangles in (d) belong to one cluster, and they are spread over the entire image in RGB space (see (e)).
. Thus, (3) can be rewritten as:
For simplicity, we set
, and rewrite (4) as:
In (5), illumination chromaticity (x) is fixed for a color image, and α (x) can be considered as a matting coefficient between diffuse chromaticity (x) and illumination chromaticity (x). The pixels with the same diffuse chromaticity (x) make (5) a three-dimensional line, and (5) is a lines set for an image with various diffuse chromaticities. In recent literature, the authors of [26] and [27] also use color lines for haze removal. However, their color lines model the medium transmission that describes proportion between ambient light and scene radiance, while our color lines model the surface reflection properties of an object, namely the relation between illumination chromaticity and diffuse chromaticity. In other words, the two types of color lines are derived from different physical models.
In Fig.2 , (a) and (d) are color distributions of synthetic image (b) and natural image (e), respectively, in the normalized color space, and (c) is the ground truth of synthetic image (b). Here, the ground truth image (c) is synthesized by directly The illumination chromaticity estimated by Tan et al. [25] is [0.370, 0.340, 0.290], and it is almost the same with ours. By calculating the intersection of color lines, we provide an accurate approach to estimate the illumination chromaticity of a highlight image, and this illumination chromaticity is helpful for separating specular reflection.
In this section, we find that each image pixel lies along a color line in the normalized RGB space. By calculating the intersection of different color lines representing distinct diffuse chromaticities, we provide an approach to accurately estimate the illumination chromaticity of a highlight image. In Fig.2 , we also find that pixels in (a) and (d) which are far away from illumination chromaticity are diffuse chromaticities of the images, whereas the ones near the illumination chromaticity are highlight pixels. According to highlight pixels' distances to the illumination chromaticity, we can calculate their specular reflection components (section IV).
B. Clusters of Image Pixels
In III-A, we showed that illumination chromaticity can be estimated through the color lines fitted by clustered image pixels. In this section, we will explain how to cluster image pixels. In the normalized RGB space, all the pixels of an image locate inside a sphere, and its center is the illumination chromaticity (x) (see Eq. (5)). Let us define I d (x) as:
where
is a directional vector to the illumination chromaticity. For obtaining (x), we initially set it as . Then, we refine the illumination chromaticity (x) by calculating the intersection of color lines (III-A). For a given chromaticity (x), the distance I d (x) 2 is only determined by α (x). In order to robustly cluster image pixels, we transfer Cartesian coordinate system (RGB space) into spherical coordinate system, and express I d (x) as:
where r (x) = I d (x) 2 is the Euclidean distance to the illumination chromaticity, and θ (x) and ϕ (x) are the longitude and latitude, respectively. The chromaticity of an image pixel is only determined by θ (x) and ϕ (x), and it has no relation with distance r (x). However, the distance r (x) determines a pixel's specular reflection. Please see Appendix for the proof of the above assertion. In Fig.3 , we show 1 − r (x), θ (x), and ϕ (x) which are rescaled for visualization. Hue in HSI color space is usually considered as highlight invariant image [20] , [28] , and it is also shown in Fig.3 . By comparison, we find that θ (x) and ϕ (x) are less affected by specular reflection than Hue, and we thus use
T to cluster image pixels. The chromaticity distance between two pixels x and y is defined with l 1 norm:
If the distance between two pixels is less than a threshold T , they belong to the same cluster; otherwise they are classified into different clusters. After each pixel is assigned a label, we calculate mean values of all the clusters. Using the mean values as initial values, we employ the KNN (K-Nearest Neighbor) search rule to re-cluster image pixels. this paper. Actually, T ∈ π 6 , π 3 can handle most of the highlight images. If T is too small, the number of pixel clusters will increase, which may lead to the incomplete removal of specular reflection. Similarly, if T is too large, the number of pixel clusters will decrease, and the specular reflection of an image will be over-separated. Fig.4 and Fig.5 show the pixel clustering results for two highlight images in chromaticity space. Yang's method [20] employ a region-growing algorithm to locate adjacent pixels with similar chromaticites, and their clustering results can capture the local details. However, the smooth regions are inclined to be impaired (see (b)). Shen's method [7] use maximum and minimum chromaticity to globally cluster image pixels, but textured regions are often degraded (see (c)). With global (nonlocal) information, our results shown in (d) preserve texture details well and smooth the homogeneous regions completely.
IV. SEPARATION OF SPECULAR REFLECTION
Our reflection separation algorithm is mainly composed of three steps. First, we transform the input image into spherical coordinate space, and cluster image pixels using the highlight invariant variables θ (x) and ϕ (x). Then, we fit color lines for pixels clusters and estimate the illumination chromaticity. According to each pixel's distance to illumination chromaticity, we finally separate specular reflection in a pixel-wise manner. The first two steps have been discussed in III-A and III-B, and we here introduce how to separate specular reflection.
Through the first two steps of our algorithm, we obtain color lines and illumination chromaticity (x). We express I d (x) = I (x) − (x), and convert it into spherical coordinate system to obtain distance r (x) (Eq. (7)). For a given color line (pixels cluster), r (x) depends on α (x):
Since
, α (x) = 1 represents the diffuse chromaticity of the clustered image pixels. Moreover, α (x) = 1 also corresponds to the pixel which has the farest distance r max (x).
where the estimation is done per pixels cluster C. Based on (9) (10), the matting coefficient α (x) for each pixel can be estimated in a pixel-wise manner:
To suppress image noise, the final diffuse coefficient α (x) are filtered with a 5 × 5 median filter, and the filter size 5 × 5 is chosen empirically after a series of test. In real calculation, to avoid specular reflection being over-separated, we replace r max (x) in (11) with
According to (5) , the diffuse component D (x) in chromaticity space can be obtained:
We transform D (x) into RGB space based on (2) , and obtain diffuse component:
c∈{r,g,b}
Thus, the specular reflection are obtained by subtracting diffuse reflection:
The overall algorithm is presented in Algorithm 2.
Algorithm 2 Algorithm for Separating Specular Reflection 
V. EXPERIMENTS
In the experiments, we compare our results with three recent methods proposed by Yang et al. [20] , Shen and Zheng [7] , and Yang et al. [5] . For quantitative comparison, we first employ four test images to evaluate the reflection separation performance using peak signal-to-noise ratio (PSNR). The PSNR measures image difference on a pixel-wise basis and treats all pixels equally. To take into account spatial information, we then use SSIM (Structural Similarity Image Measurement) [29] to evaluate the performance of different methods. Finally, more separation results are given for visual comparison. We also test our method on two special cases: a saturated image and an image with complex textures, and analyze the limitations of our method.
A. Quantitative Comparison of Separation Results
Before we evaluate our method, we first analyze the performance of the proposed method with respect to parameter T in Algorithm 1. We conducted experiments on four images with ground-truth diffuse reflection, and Fig.6 shows the effect of threshold T in terms of PSNR. It is observed that, for four images (Ball, Cups, Masks, and Fruit), the changes of PSNR values are almost unanimous for T ∈ [7] , (e) diffuse component of Yang et al. [5] , (f) ours. [7] , (e) diffuse component of Yang et al. [5] , (f) ours.
of pixel clusters will increase. Image textures are thus well segmented and preserved. However, the smaller T does not mean the better visual appearance of an image, and it is because a small T may lead to the incomplete removal of specular reflection. Similarly, if T is large, the number of pixel clusters will decrease. Though all the specular reflection in an image is separated, the chromaticities of diffuse component are inclined to be dark and distorted.
In our experiments, we set T = (Fig.6 ). According to our experience, T = π 3 works well for most of the highlight images. As for images Ball, Cups, Masks, and Fruit, the recovered diffuse images for T = π 3 are a little darker than the ground truth ones. The reason may be that the ground truth diffuse images still have some specular reflection. To increase brightness of our recovered diffuse images, we thus set T = π 6 to quantitatively evaluate the separation performance for the four images. Fig.7 shows the separation results for a synthetic image which is generated by two hemispheres rendered with two colors respectively. The PSNR values are shown in the bottom of separation results for different methods. It is observed that [7] , (e) diffuse component of Yang et al. [5] , (f) ours. the methods of Yang et al. [20] and Shen and Zheng [7] fail to remove all the specular reflection and thus produce low PSNR values. The diffuse image by Yang et al. [5] are relative better, but it impairs the edge between the two hemispheres. Our method produces good visual ability and the highest PSNR value. Fig.8 is a real-world image with multicolored surfaces. The results of Yang et al. [5] and Shen and Zheng [7] have obvious discontinuities in the mask's face. Yang's method [20] removes too much specular reflection and thus produces a low PSNR value. Fig.9 shows the separated diffuse reflections of two cup surfaces that contain textures, and Fig.10 shows the separation results on the Fruit image, which has various shapes of highlight on individual surfaces. All the methods have almost the same performance in Fig.9 and Fig.10 from the visual appearances, but our method achieves the highest PSNR values. The above results validate that our method perform better than other state-of-the art methods under PSNR quantitative measure.
To well test the performance of different methods, we also use SSIM to measure the separation results. Unlike PSNR, SSIM takes spatial information into account to quantify structural similarity between two images. If SSIM value equals to 1, it means the two images are the same. In Table I , all the methods have relatively high SSIM values, and it indicates that all the methods can recover the main structures of the highlight images. Our method performs the best on Ball and [20] , (c) diffuse components of Shen and Zheng [7] , (d) diffuse components of Yang et al. [5] , (e) ours.
TABLE I QUANTITATIVE COMPARISON OF SEPARATION RESULTS
Cups in the perspective of SSIM. Though the method of Shen and Zheng [7] has a higher SSIM values than our method on Masks and Fruit, but it obtains low PSNR values because of incomplete separation. Quantitative comparison proves that our method can preserve structural information and tiny details well when separating specular reflection.
B. Specular Separation Results for Natural Images
We also conducted highlight removal on four other scenes, namely Rabbit, Watermelon, Fish and Toys. Rabbit and Watermelon in the first two rows of Fig. 11 were used in previous work [7] , and they are illuminated by two fluorescent lamps and two LEDs. The last two rows in Fig. 11 are Fish and Toys, which were used in previous work [30] . As there are no ground truths, we compare the visual appearances of recovered diffuse images by different methods. Yang's method [20] employ a region-growing algorithm to locate adjacent pixels with similar diffuse chromaticities, and it often causes discontinuities in the separation results. The small highlight spots on Rabbits and Fish are not removed, and there is a obvious boundary in Watermelon. The method of Shen and Zheng [7] performs well to remove highlight for textured image Fish, but it can't remove all the specular reflection for images Rabbit and Watermelon with smooth regions. Yang et al. [5] use bilateral filter to smooth the maximum fraction of the color components of an original image for removing the noise contributed by the specular pixels. Their method works effective to remove highlight in a small region, but it fails to remove the large highlight spots on the surface of Watermelon. Furthermore, the highlight on the Rabbit and the Fish are not completely removed. With global chromaticity information, our method can completely remove highlight spots for smooth regions, and it outperforms other methods to preserve image textures. The specular reparation results for Toys in the last row of Fig.11 show that all the methods can obtain visually satisfactory results for images with a small amount of specular reflection. Fig.12 shows the visual comparison for two real images: Lotus and Car taken under natural illumination. The methods in [5] , [7] , and [20] can remove all the specular reflection of the two images, but they degrade some tiny details, e.g. textures in the lotus leaf and labels in the car's window. With global (non-local) chromaticity information obtained from color lines, our method can separate specular reflection clearly and preserve tiny details well.
In Table II , we compare the running time of different methods for ten highlight images. As we can see, since our method separates specular reflection in a pixel-wise manner and needs no iterative process, its computational complexity is lower than the methods in [5] and [20] , and analogous to [7] . Thus it is suitable for real-time applications, e.g., stereo matching for specular surfaces.
C. Specular Separation Results for Two Special Cases
In the first row of Fig.13 , we synthesize a highlight image with complex textures. Our method can preserve image edges and tiny details well in green regions, but the other methods impair the image details due to the local processing. The tiny textures in red regions are degraded for all the methods. For our method, it is difficult to distinguish between diffuse chromaticities in red regions. For the other methods, local filtering or local diffusion impairs the tiny textures. From the perspective of PSNR and SSIM, our method achieves a relatively better result for the synthetic image. The image in the second row of Fig.13 is taken under natural illumination, and it has many saturated pixels. The separation results for all the methods are bad, and thus one hypothesis for highlight separation is that there are no saturated pixels in the highlight image. Actually, we can solve the problem by image inpainting, but it may introduce some fake information.
Through the analysis of above experiments, one limitation of the proposed method is that the number of pixel clusters (T in Algorithm 1) affects the separation performance. If the number of pixel clusters is small, the specular reflection in a image may be over-separated; otherwise the specular reflection can't be completely removed. However, T = π 3 works well for most of the highlight images based on our experience. The other limitation is that our model may fail to handle an image with saturated pixels or high level noise, since the diffuse chromaticity information of the pixels is missing. For an image with complex textures, it is hard for all the methods to handle. The difficulty lies in how to well distinguish between diffuse chromaticities in the image. [20] , (c) separation results of Shen and Zheng [7] , (d) separation results of Yang et al. [5] , (e) ours.
VI. CONCLUSION
In this paper, we derived a global color-lines constraint from dichromatic reflection model to recover effectively specular and diffuse reflection. Our key conclusion is that each image pixel lies along a color line in the normalized RGB space and different color lines representing distinct diffuse chromaticities intersect at one point, namely the illumination chromaticity. By using two highlight invariant variables, we first proposed an algorithm to cluster efficiently image pixels for obtaining color lines. The pixels along the same color line spread over the entire image, and a color line can thus capture a global chromaticity information that is not limited to small image patches. According to each pixel's distance to illumination chromaticity in a color line, we then separate specular reflection in a pixelwise manner, without specular pixel identification and iterative process. Our experimental results on synthetic and real images show that our method performs better than the state-of-the-art methods in terms of both specular reflection removal accuracy and computational efficiency. Our future work is to solve the limitations and apply our model to practical applications.
APPENDIX
According to (5), we define the chromaticity of pixels x 1 and x 2 as follows ( is fixed for an image):
Through (6), we first obtain I d (x 1 ) and I d (x 2 ):
Then, we transfer I d (x i ) (i ∈ {0, 1}) into spherical coordinate system:
From (20) , if pixels in an image have the same diffuse chromaticity , they must have equal longitude θ and latitude ϕ no matter how much specular components they have. In other words, θ and ϕ represent the chromaticity of an image. Distance r is proportional to α for a given chromaticity , and it determines the specular reflection of the image.
