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1
Introduction
The theory of higher categories is notorious for having an excessive proliferation of definitions, many of
which are difficult to compare with one another. Nevertheless, a general consensus has emerged in some
special cases. Let us use the term (∞, n)-category to indicate a higher category in which all k-morphisms are
assumed to be invertible for k > n. It has long been understood that the theory of (∞, 0)-categories (that
is, higher categories in which all morphisms are required to be invertible) should be equivalent to classical
homotopy theory. Consequently, for practical purposes one can define an (∞, 0)-category to be a topological
space, or a simplicial set which satisfies the Kan extension condition.
The theory of (∞, 1)-categories is also quite well understood, though in this case there is a variety of
possible approaches. Arguably the simplest of these is the Boardman-Vogt theory weak Kan complexes:
that is, simplicial sets which satisfy a weaker version of the Kan extension condition (these are also known
as quasicategories in the literature; we will follow the terminology of [40] and refer to them simply as ∞-
categories). However, there are a number of other possible approaches: for example, one could define an
(∞, 1)-category to be a topological category (that is, a category C in which every mapping set HomC(X,Y )
is endowed with a topology, such that the composition of morphisms is continuous), a simplicial category, a
Segal category, or a complete Segal space. These notions are equivalent to one another. More precisely, we
have the following:
Theorem 0.0.1. There is a diagram of right Quillen equivalences
Set∆ Cat∆
Noo

Fun(∆op, Set∆)
G0
OO
// SegSet∆,
with the following features:
(A1) In the upper left hand corner, we have the category Set∆ of simplicial sets, endowed with the Joyal
model structure (see §T.2.2.5). The fibrant objects of Set∆ are precisely the ∞-categories.
(A2) In the upper right corner, we have the category Cat∆ of simplicial categories, with the model structure
constructed by Bergner in [7]; see also §T.A.3.2.
(A3) In the lower right corner, we have the category SegSet∆ of preSegal categories: that is, bisimplicial sets
X•• with the property that the 0th column X•0 is a constant simplicial set. These we endow with the
projective model structure (see Theorem 2.2.16).
(A4) In the lower left corner, we have the category Fun(∆op, Set∆) of all bisimplicial sets, which we endow
with the complete Segal model structure introduced by Rezk (see [55] or Proposition 1.5.4).
(B1) The upper horizontal arrow is given by the homotopy coherent nerve functor N : Cat∆ → Set∆ of
Cordier and Porter. This is a right Quillen equivalence by virtue of Theorem T.2.2.5.1 (an alternative
proof is given in [32]). We denote the left adjoint of this functor by C : Set∆ → Cat∆.
(B2) The left vertical arrow is given by the forgetful functor G0 : Fun(∆
op, Set∆) → Set∆ which carries a
bisimplicial set X•• to the 0th row X0•. Joyal and Tierney have shown that this functor is a right
Quillen equivalence (see [33]); we will reprove this result as Corollary 4.3.14.
(B3) The right vertical arrow associates to every simplicial category C• the bisimplicial set N(C•)• obtained by
applying the nerve construction degreewise. It determines a fully faithful embedding from the category
Cat∆ of simplicial categories to the category SegSet∆ of preSegal categories, and is a right Quillen
equivalence (a proof of this result is given in [10]; we will prove a generalization of this result as
Theorem 2.2.16).
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(B4) The lower horizontal arrow denotes a right adjoint to the inclusion SegSet∆ ⊆ Fun(∆
op, Set∆). Bergner
has shown that this functor is a right Quillen equivalence (see [10]; we will prove a generalization of
this result as Proposition 2.3.1).
Remark 0.0.2. There is a sense in which the diagram of Theorem 0.0.1 is commutative up to homotopy.
Let F0 : Set∆ → Fun(∆
op, Set∆) be a left adjoint to G0, and let F1 : Set∆ → Fun(∆
op, Set∆) denote the
composition
Set∆
C
→ Cat∆ ⊆ SegSet∆ ⊆ Fun(∆
op, Set∆).
There exists another functor F : Set∆ → Fun(∆
op, Set∆) and a pair of natural transformations F0 ← F → F1
with the following property: for every simplicial set X , the induced maps F0(X) ← F (X) → F1(X) are
weak equivalences (with respect to the complete Segal model structure on Fun(∆op, Set∆)).
To describe the functor F : Set∆ → Fun(∆
op, Set∆), it is convenient to introduce yet another object:
the category (Set∆)/N(∆op) of simplicial sets X equipped with a map X → N(∆
op), where ∆ denotes the
category of simplices. This category is related to the category Fun(∆op, Set∆) by a pair of adjoint functors
(Set∆)/N(∆)op
F•(∆
op)// Fun(∆op, Set∆)
N•(∆
op)
oo
where N•(∆
op) denotes the relative nerve functor introduced in §T.3.2.5. It follows from Proposition
T.3.2.5.18 that these adjoint functors determine a Quillen equivalence between (Set∆)/N(∆)op (endowed with
the covariant model structure) and Fun(∆)op, Set∆) (endowed with the injective model structure). Passing
to localizations, we deduce the existence of a Quillen equivalence between the category Fun(∆op, Set∆) (en-
dowed with the complete Segal model structure) and (Set∆)/N(∆)op (endowed with a suitable localization of
the covariant model structure).
Let X be a simplicial set, viewed as a covariant functor from ∆op into the category of sets. By means
of a Grothendieck construction, we can think of X in a different way: as a category cofibered in sets over
∆op. More precisely, let ∆X denote the category of simplices of X : the objects of ∆X are given by maps of
simplicial sets ∆n → X where n ≥ 0, and morphisms by commutative diagrams
∆m
!!D
DD
DD
DD
D
// ∆n
}}{{
{{
{{
{{
X.
We can then view the nerve N(∆X)
op as an object of (Set∆)/N(∆)op . This construction determines a fully
faithful embedding of Set∆ into (Set∆)/N(∆)op , which we will denote by sd. The functor F is defined to be
the composition
Set∆
sd
→ (Set∆)/N(∆)op
F•(∆
op)
→ Fun(∆op, Set∆).
(For a definition of the natural transformations F0 ← F → F1, and the verification that they have the
asserted properties, we refer the reader to §4.3).
We can describe the situation informally as follows: there are a number of models for the theory of
(∞, 1)-categories which are known to be equivalent to one another, via more-or-less explicit combinatorial
constructions. The main goal of this paper is to establish an analogous picture for the theory of (∞, 2)-
categories; moreover, all of the essential players are slightly more elaborate versions of their (∞, 1)-categorical
counterparts. There is one exception: we do not have an obvious analogue of the adjoint functors (F0, G0)
in the (∞, 2)-categorical setting. However, we do have an analogue of the functor F , which serves as an
adequate replacement. Our main results can be summarized as follows:
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Theorem 0.0.3. There is a diagram of model categories and right Quillen equivalences
Setsc∆ CatSet+∆
oo

(Set+∆)/N(∆)op
OO
Seg
Set+∆
Fun(∆op, Set+∆)
//
OO
Seg
Set+∆
OO
where:
(A1) In the upper left hand corner, we have the category Setsc∆ of scaled simplicial sets: that is, pairs (X,T )
where X is a simplicial set and T is a collection of 2-simplices in X, which includes all degenerate
2-simplices.
(A2) In the upper right hand corner, we have the category Cat
Set+∆
of Set+∆-enriched categories, or marked
simplicial categories. Here Set+∆ denotes the category of marked simplicial sets: that is, pairs (X,M)
where X is a simplicial set and M a collection of 1-simplices of X, which includes all degenerate 1-
simplices. (We can think of an object of Cat
Set+∆
as a simplicial category C, such that for every pair of
objects x, y ∈ C, the simplicial set MapC(x, y) comes equipped with a distinguished class of edges, which
are required to be stable under composition.)
(A3) In the lower right corner of the diagram, we have the category Seg( Set
+
∆) of Set
+
∆-enriched preSegal
categories, endowed with the projective model structure of Theorem 2.2.16. This can be viewed as the
full subcategory of Fun(∆op, Set+∆) spanned by those marked bisimplicial sets X•• such that each X•0
is a constant simplicial set.
(A4) In the lower left corner of the diagram, we have the category Fun(∆op, Set+∆) of simplicial objects of
Set+∆. We regard this category as endowed with a localization of the injective model structure which we
will refer to as the complete Segal model structure (see Proposition 1.5.4).
(A5) In the middle left side of the diagram, we have the category (Set+∆)/N(∆)op whose objects are simplicial
sets X equipped with both a marking and a map X → N(∆)op. We endow this category with a suitable
localization of the coCartesian model structure, which is described in Proposition 1.5.7.
(A6) In the middle right side of the diagram, we have the category Seg
Set+∆
of Set+∆-enriched preSegal cate-
gories, endowed with the injective model structure of Proposition 2.3.1.
(B1) The upper horizontal functor Nsc : Cat
Set+∆
→ Setsc∆ is a decorated version of the homotopy coherent
nerve N: it carries a marked simplicial category C to the pair (N(C), T ), where T is a collection of
2-simplices in C which depends on the collection of marked edges in the mapping spaces MapC(x, y)
(for the complete definition, we refer the reader to Definition 3.1.10). The functor Nsc admits a left
adjoint, which we will denote by Csc.
(B2) The upper left vertical arrow (Set+∆)/N(∆)op → Set
sc
∆ is defined as the right adjoint to a functor sd
+ :
Setsc∆ → (Set
+
∆)/N(∆)op , which is a decorated version of the functor sd : Set∆ → (Set∆)/N(∆)op described
in Remark 0.0.2 (in other words, we have sd+(X,T ) = (sd(X),M), where M is a collection of edges
in sd(X) = N(∆X)
op which depends on the collection T of 2-simplices in X).
(B3) The upper right vertical arrow is a fully faithful embedding Cat
Set+∆
→֒ Seg
Set+∆
, which is a decorated
version of the embedding CatSet∆ → SegSet∆: to a marked simplicial category C•, it associates the
bisimplicial set N(C•)• obtained by applying the nerve construction degreewise (endowed with a suitable
marking).
4
(B4) The bottom horizontal arrow is a right adjoint to the inclusion functor Seg
Set+∆
→֒ Fun(∆op, Set+∆).
(B5) The lower left vertical arrow is given by the marked relative nerve functor N+• (∆
op) described in
§T.3.2.5. We denote the left adjoint to this functor by F+• (∆
op).
(B6) The lower right vertical arrow is the identity functor, which is a right Quillen equivalence by virtue of
Proposition 2.3.9.
Moreover, this diagram is commutative in the following sense: there exists a natural transformation of
functors α : F → F ′ where F denotes the composition
Setsc∆
sd+
→ (Set+∆)/N(∆)op
F+• (∆
op)
→ Fun(∆op, Set+∆)
and F ′ the composition
Setsc∆
Csc
→ Cat
Set+∆
→֒ Seg
Set+∆
→֒ Fun(∆op, Set+∆).
Furthermore, for every scaled simplicial set X, the map α(X) : F (X)→ F ′(X) is a weak equivalence (with
respect to the complete Segal model structure on Fun(∆op, Set+∆)).
Remark 0.0.4. In Theorem 0.0.3, the category Set+∆ of marked simplicial sets plays the role of a good
model for the theory of (∞, 1)-categories. Some of the assertions of Theorem 0.0.3 continue to hold if we
replace Set+∆ by other models. For example, the forgetful functor Set
+
∆ → Set∆ determines a right Quillen
equivalence if we endow Set∆ with the Joyal model structure (Theorem T.3.1.5.1). This gives rise to a
commutative diagram of right Quillen equivalences
Cat
Set+∆
//

CatSet∆

Seg
Set+∆
// SegSet∆
Fun(∆op, Set+∆)
OO
// Fun(∆op, Set∆)
OO
which gives us another three models for the theory of (∞, 2)-categories. (Here the left column consists of
Quillen equivalences appearing Theorem 0.0.3, and the right column is defined analogously.)
The bulk of this paper will be devoted to constructing the diagram described in Theorem 0.0.3 and
verifying that it has the desired properties. We begin in §1 by reviewing Rezk’s theory of complete Segal
spaces. We will present a variation on his definitions, which will allow us to define the model categories
described in (A3) and (A5), and to establish the Quillen equivalence described in (B5). In §2, we will review
the formalism of Segal categories, which we will use to define the model categories described in (A4) and
(A6) and to establish the Quillen equivalences of (B3), (B4), and (B6).
The notions of Segal categories and complete Segal spaces have the virtue of generalizing to higher
dimensions: using the work of Simpson-Tamsamani or Barwick, one can give a definition of (∞, n)-category
for any nonnegative integer n, using induction on n. However, in either case, the resulting theory describes
an (∞, n)-category as an (n + 1)-uple simplicial set. Consequently, these definitions increase in complexity
with n, and become somewhat cumbersome to work with directly. Our goal in §4 is to provide an alternative
definition in the case n = 2 which does not share this defect. We will achieve this goal by introducing a
theory of scaled simplicial sets. Our definition was inspired by Verity’s work on stratified simplicial sets (see
[71] and [72]), though our goals are considerably less ambitious. We will use it to define the model category
described in (A1), and to construct the Quillen equivalences of (B1) and (B2). In order to carry out the
details, we will need an analogue of straightening and unstraightening constructions of §T.3.2 to the setting
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of locally coCartesian fibrations, which we provide in §3. These constructions will be presecan be regarded
as providing a higher-categorical version of the Grothendieck construction for lax functors, and should be
useful in a variety of other contexts.
Our original goal in developing the theory described in this paper is to have an adequate higher-categorical
language for describing Goodwillie’s calculus of functors. In §5, we will review the rudiments of Goodwillie’s
theory (namely, the theory of first derivatives) from a higher-categorical point of view. The material of §5 is
almost entirely independent of the remainder of the paper, except for the final section (§5.3) where we explain
how to interpret the theory of Goodwillie derivatives as giving rise to a functor between (∞, 2)-categories.
Remark 0.0.5. The material presented here is really only the first step in a much larger project, whose
aim is to understand the Goodwillie calculus in terms of higher category theory. We plan to return to this
subject in [48].
1 Complete Segal Spaces
In this section, we will review Rezk’s theory of complete Segal spaces, and the higher dimensional gen-
eralization thereof (due to Barwick). Let us begin by sketching the basic idea. Suppose that C is an
(∞, n)-category. We would like to describe C in terms of invariants of a less sophisticated nature: for exam-
ple, (∞, k)-categories for k < n. We can begin by extracting an (∞, 0)-category C0 from C, by discarding all
of the noninvertible morphisms in C at all levels. The passage from C to C0 involves a loss of information:
C0 knows everything about the objects of C, but nothing about noninvertible morphisms between them. To
retain this information, we first note that for every pair of objects X,Y ∈ C, we expect to have an (∞, n−1)-
category of morphisms MapC(X,Y ). This (∞, n − 1)-category depends functorially on the pair X,Y ∈ C0.
Consequently, we can organize the collection of all of the (∞, n − 1)-categories {MapC(X,Y )}X,Y ∈C into a
single (∞, n − 1)-category C1, whose objects are given by triples (X ∈ C0, Y ∈ C0, f ∈ MapC(X,Y )). More
generally, for each k ≥ 0, we can consider an (∞, n− 1)-category Ck consisting of (2k + 1)-tuples
(X0 ∈ C0, X1 ∈ C0, . . . , Xk ∈ C0, f1 ∈ MapC(X0, X1), . . . , fk ∈ MapC(Xk−1, Xk))}
in other words, composable sequences of morphisms
X0
f1
→ X1
f2
→ X2
f2
→ . . .
fk→ Xk.
The collection of (∞, n − 1)-categories {Ck}k≥0 forms a simplicial (∞, n − 1)-category C• satisfying the
following Segal condition:
(A1) For each k ≥ 0, the canonical map
Ck → C1×C0 C1×C0 . . .×C0 C1
is an equivalence of (∞, n− 1)-categories.
This simply encodes the idea that an object of Ck consists of a sequence of k morphisms {fi}1≤i≤k in C,
constrained only by the requirement that the domain of each fi+1 is the codomain of fi.
Conversely, if we are given a simplicial (∞, n− 1)-category C• satisfying the Segal condition (A1), then
we should be able to extract an (∞, n)-category C as follows:
• The objects of C are the objects of C0.
• Given a pair of objects X,Y ∈ C0, the (∞, n− 1)-category of maps MapC(X,Y ) is given by the fiber
product {X} ×C0 C1×C0{Y }.
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• Given a sequence of objects X0, . . . , Xk ∈ C0, the composition law
MapC(X0, X1)× . . .MapC(Xk−1, Xk)→ MapC(X0, Xk)
is given by the composite map
({X0} ×C0 C1×C0{X1})× . . .× ({Xk−1} ×C0 C1×C0{Xk})
∼
← Ck ×C0 ×...×C0({X0} × . . .× {Xk})
→ {X0} ×C0 C1×C0{Xk}.
Here the invertibility of the first map follows from assumption (A1).
This construction determines a left inverse (up to equivalence) to the earlier process which extracts a sim-
plicial (∞, n − 1)-category from an (∞, n)-category. However, it is not generally a right inverse, because
generally the underlying (∞, 0)-category of C does not agree with the C0. To rule out this phenomenon, we
need to make two additional assumptions on C•:
(A2) The (∞, n− 1)-category C0 is an (∞, 0)-category.
(A3) The simplicial (∞, n− 1)-category C• is complete (see Definition 1.2.10).
Our objective is to make the above ideas precise, working in a general ∞-categorical context. We begin
in §1.1 by introducing the notion of a category object of an ∞-category Y: that is, a simplicial object of Y
satisfying axiom (A1) (the case of interest is that in which Y is some version of the theory of (∞, n − 1)-
categories). In order to formulate axiom (A2), we need need to assume that Y is equipped with a suitable
subcategory X ⊆ Y of “∞-groupoids”. In §1.2, we will formulate analogues of (A2) and (A3) under the
assumption that the inclusion X ⊆ Y is a distributor (see Definition 1.2.1). By imposing (A1), (A2), and
(A3), we will obtain a full subcategory CSSX⊆Y ⊆ Fun(N(∆)
op,Y) which we will refer to as the ∞-category
of complete Segal space objects of Y. In §1.3, we will show that the diagonal embedding X → CSSX⊆Y
gives rise to another distributor, so the construction Y 7→ CSSX⊆Y can be iterated. To obtain the theory
of (∞, n)-categories, we simply apply this construction n times, with initial data X = Y = S. In §1.4 we
will present an alternative construction: we can begin instead with the distributor S ⊆ Cat∞ and apply the
above construction (n− 1) times. (The fact that these two constructions give the same result is not obvious:
it depends on the equivalence between our theory of ∞-categories and the theory of complete Segal spaces.
This is a result of Joyal and Tierney which we will later reprove as Corollary 4.3.14.)
We will conclude this section with §1.5, where we reformulate the theory of complete Segal space objects
in the language of model categories and use it to explain part of Theorem 0.0.3.
1.1 Category Objects and Groupoid Objects
Let E be an ordinary category. Then E is determined (up to canonical isomorphism) by the simplicial set
N(E). In other words, we can regard the ordinary category Cat of small categories as a full subcategory of the
category Set∆ of simplicial sets. Moreover, we can give a simple explicit characterization of this subcategory:
a simplicial set X• is isomorphic to the nerve of a category if and only if, for every n ≥ 0, the canonical map
Xn → X1 ×X0 X1 ×X0 . . .×X0 X1 is a bijection. Motivated by this observation, we introduce the following
definition:
Definition 1.1.1. Let C be an∞-category. A category object of C is a simplicial object X ∈ Fun(N(∆)op,C)
with the following property: for every integer n ≥ 0, the functor X exhibits X([n]) as a limit of the diagram
X({0, 1})
$$H
HH
HH
HH
HH
H
yyrrr
rr
rr
rr
r
. . .
~~ ~
~~
~~
~~
~~
  @
@@
@@
@@
@@
@ X({n− 1, n})
yyrrr
rr
rr
rr
rr
''OO
OO
OO
OO
OO
O
X({0}) . . . . . . X({n}).
(Here abuse notation identifing a nonempty finite linearly ordered set I with the corresponding object of
∆op.) Let Cat(C) denote the full subcategory of Fun(N(∆)op,C) spanned by the category objects.
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Example 1.1.2. Let C be (the nerve of) the category of sets. Then we can identify category objects of C
with ordinary categories.
In other words, a simplicial object X• is a category object if, for each n ≥ 0, the canonical map
Xn → X1 ×X0 X1 ×X0 × . . .×X0 X1
is an equivalence in C; here the right hand side is well-defined so long as C admits pullbacks.
Example 1.1.3. Let C be an ∞-category, and let Gpd(C) denote the full subcategory of Fun(N(∆)op,C)
spanned by the groupoid objects of C (see Definition T.6.1.2.7). Then Gpd(C) ⊆ Cat(C).
Example 1.1.4. Let C be an∞-category. For every object C ∈ C, the constant functor N(∆)op → {C} ⊆ C
is a groupoid object of C. This construction determines a fully faithful embedding δ : C→ Gpd(C). We will
say that a groupoid object of C is constant if it lies in the essential image of δ.
If C admits small colimits, then the functor δ admits a left adjoint, given by the geometric realization
construction
Gpd(C) ⊆ Fun(N(∆)op,C)
colim
→ C .
It follows that if C is presentable, then the full subcategory of constant groupoid objects of C is an accessible
localization Gpd(C) (see §T.5.5.4).
Remark 1.1.5. Since the simplicial set N(∆)op is weakly contractible, a simplicial object X• of an ∞-
category C is constant if and only if, for every morphism [m]→ [n] in ∆, the induced map Xn → Xm is an
equivalence.
For our purposes, the most important special case of Definition 1.1.1 is that in which C is the∞-category
S of spaces. A category object of S is usually called a Segal space. We will later see that every Segal space
X• determines an∞-category. In particular, we can extract a homotopy category from X•, which is enriched
over the homotopy category H of spaces. Our next goal is to explain how to extract this homotopy category
directly from X•:
Definition 1.1.6. Let X• be a category object of S, and let H = hS denote the homotopy category of
spaces. We define a H-enriched category, the homotopy category hX•, as follows:
(1) The objects of hX• are the points of X0.
(2) Given a pair of points x, y ∈ X0, we define MaphX•(x, y) to be the homotopy fiber product
{x} ×X0 X1 ×X0 {y} ∈ H .
(3) Given a sequence of points x0, . . . , xn ∈ X0, the associated composition law is given by the composition∏
1≤i≤n
MaphX•(xi−1, xi)
∼
→ {x0} ×X0 X1 ×X0 {x1} ×X0 X1 ×X0 . . .×X0 {xn−1} ×X0 X1 ×X0 {xn}
→ {x0} ×X0 X1 ×X0 X1 ×X0 . . .×X0 X1 ×X0 {xn}
∼
← {x0} ×X0 Xn ×X0 {xn}
≃ MaphX•(x0, xn).
Note that every point f ∈ X1 determines a morphism in the homotopy category hX•, which we will denote
by [f ].
According to Example 1.1.3, every groupoid object of S is a Segal space. Our next goal is to establish
a partial converse: a Segal space X• is a groupoid object of S if and only its homotopy category hX• is a
groupoid (Proposition 1.1.8). First, we need to introduce a bit of terminology.
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Notation 1.1.7. Let X• be a simplicial object of an ∞-category C. For every simplicial set K, let ∆/K
denote the category of simplices of K (see §T.4.2.3). We let X(K) denote a limit of the composite diagram
N(∆/K)
op → N(∆)op
X
→ C,
if such a limit exists. This limit always exists, for example, if K is finite and C admits finite limits.
Proposition 1.1.8. Let X• be a category object of S. The following conditions are equivalent:
(1) The category object X• is a groupoid object of S.
(2) For every point f ∈ X1, the morphism [f ] is invertible in the homotopy category hX•.
Proof. We have a pullback diagram
X(∆2)
p′ //
q′

X(Λ20)
q

X(Λ21)
p// X(∆{0,1}
∐
{2}).
The proof of Proposition T.6.1.2.6 shows that X• is a groupoid object if and only if the map p
′ is a homotopy
equivalence. Since X• is a category object, the map q
′ is an equivalence. The composition p′◦q′−1 determines
a map from r : X(Λ21) → X(Λ
2
0) in the ∞-category S/X(∆{0,1}
‘
{2}), and (1) is equivalent to the assertion
that r is a homotopy equivalence. This can be reformulated as follows:
(1′) For every point η of X(∆{0,1}
∐
{2}), the induced map
rη : X(Λ
2
1)×X(∆{0,1}
‘
{2}) {η} → X(Λ
2
0)×X(∆{0,1}
‘
{2}) {η}
is an equivalence in S.
In the situation of (1′), we can identify η with a pair (f, z), where f ∈ X1 and z ∈ X0. Let x and y denote
the images of f in X0. Unwinding the definitions, we see that rη can be identified with the map
MaphX•(y, z)→ MaphX•(x, z)
given by composition with [f ]. This map is a homotopy equivalence for every point z ∈ X0 if and only if [f ]
is invertible in hX•. The requirement that this condition holds for every f ∈ X1 is equivalent to (2).
Notation 1.1.9. Let X• be a category object in S. Every point f ∈ Xn determines a composable sequence
of morphisms
x0
[f1]
→ x1
[f2]
→ x2
[f3]
→ . . .
[fn]
→ xn
in the homotopy category hX• which is well-defined up to isomorphism, and (up to isomorphism) depends
only on the connected component of f in Xn. We will say that f is invertible if each [fi] is an invertible
morphism of hX•. We let X
∼
n denote full simplicial subset of Xn spanned by the invertible points, so that
X∼n is a union of connected components of Xn. The simplicial subsets {X
∼
n ⊆ Xn}n≥0 assemble to form a
new simplicial object of S, which we will denote by X∼• .
It is straightforward to establish the following universal property of X∼• :
Proposition 1.1.10. Let X• be a category object of S. Then:
(1) The simplicial object X∼• is a groupoid object of S.
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(2) Let Y• be a groupoid object of S. Then composition with the canonical map X
∼
• → X• induces a
homotopy equivalence
MapFun(N(∆)op,S)(Y•, X
∼
• )→ MapFun(N(∆)op,S)(Y•, X•).
Corollary 1.1.11. The inclusion Gpd(S) ⊆ Cat(S) admits a right adjoint, given by X• 7→ X∼• .
We can informally summarize Proposition 1.1.10 as follows: X∼• is the largest groupoid object contained
in the category object X•. Our goal for the remainder of this section is to obtain a similar construction when
X• is a category object of an arbitrary∞-category C which admits finite limits. Our first step is characterize
X∼• in a different way.
Notation 1.1.12. Let K denote the simplicial set
∆0
∐
∆{0,2}
∆3
∐
∆{1,3}
∆0
obtained from ∆3 by collapsing the edges ∆{0,2} and ∆{1,3}. We let K0 ⊆ K denote the image of the edge
∆{1,2} ⊆ ∆3 in K.
Proposition 1.1.13. Let K0 ⊆ K be as in Notation 1.1.12.
(1) Let X• be a category object of S. Then the canonical map φ : X
∼(K) → X(K) is a homotopy
equivalence.
(2) Let C be an ∞-category which admits finite limits, and let Y• be a groupoid object of C. Then the
canonical map Y (K)→ Y (K0) is an equivalence in C.
Proof. It follows immediately from the definitions that the map φ is a homotopy equivalence onto its essential
image, which consists of all points of X(K) such that the induced diagram
y //
id
''OO
OO
OO
OO
OO
OO
OO x
>
>>
>>
>>
>
x
??         id
77oooooooooooooo // y
in the homotopy category hX• consists entirely of isomorphisms. The essential surjectivity now follows by a
simple diagram chase. This proves (1). Assertion (2) follows from Proposition T.6.1.2.6, since the inclusion
K0 ⊆ K is a homotopy equivalence which is bijective on vertices.
Proposition 1.1.14. Let C be an ∞-category which admits finite limits.
(1) The inclusion Gpd(C) ⊆ Cat(C) admits a right adjoint, which we will denote by X• 7→ X∼• .
(2) For every category object X• of C, the canonical maps
X∼1 = X
∼(K0)← X∼(K)→ X(K) X∼0 → X0
are equivalences.
Proof. We first treat the case where C = P(D) is the ∞-category of presheaves on another ∞-category D.
In this case, we have canonical isomorphisms
Gpd(C) ≃ Fun(Dop,Gpd(S)) Cat(C) ≃ Fun(Dop,Cat(S)),
so assertion (1) follows from Corollary 1.1.11. To verify (2), it suffices to check that the resulting maps are
equivalences after evaluation at every object D ∈ D. We may therefore reduce to the case where C = S,
where the desired result follows from Proposition 1.1.13.
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We now consider the general case. Without loss of generality we may suppose that C is small. Let j :
C→ P(C) denote the Yoneda embedding. Since j preserves finite limits, it induces fully faithful embeddings
Gpd(C) ⊆ Gpd(P(C)) Cat(C) ⊆ Cat(P(C)).
The first part of the proof shows that the inclusion Gpd(P(C)) ⊆ Cat(P(C)) admits a right adjoint X• 7→ X∼• .
To complete the proof, it will suffice to show that if X• is a category object of P(C) such that each Xn is
representable (that is, each Xn lies in the essential image of the Yoneda embedding j : C→ P(C)), then the
simplicial object X∼• has the same property. Since X
∼
• is a category object of P(C) and the collection of
representable functors is stable under finite limits (because C admits finite limits and j is left exact), it will
suffice to show that X∼0 and X
∼
1 are representable. The first part of the proof shows that these objects are
equivalent to X0 and X(K), respectively; the first is a representable functor by assumption, and the second
is a finite limit of representable functors and therefore representable.
1.2 Segal Spaces and Complete Segal Spaces
In §1.1, we introduced the definition of a category object of an arbitary ∞-category Y, which gives a precise
articulation of axiom (A1) appearing in the introduction to §1. Our goal in this section is to do the same
for axioms (A2) and (A3). To obtain a sensible theory, we need to introduce some assumptions on Y.
Definition 1.2.1. A distributor consists of an ∞-category Y together with a full subcategory X satisfying
the following conditions:
(1) The ∞-categories X and Y are presentable.
(2) The full subcategory X ⊆ Y is stable under small limits and colimits in Y.
(3) Let Y → X be a morphism in Y such that X ∈ X. Then the pullback functor X/X → Y/Y preserves
small colimits.
(4) Let O denote the full subcategory of Fun(∆1,Y) spanned by those morphisms f : Y → X such that
X ∈ X, and let π : O→ X be the functor given by evaluation at {1} ⊆ ∆1. Since Y admits pullbacks,
the evaluation functor Fun(∆1,Y) → Fun({1},Y) ≃ Y is a Cartesian fibration, so that π is likewise a
Cartesian fibration. Let χ : X→ Ĉat
op
∞ be a functor which classifies π. Then χ : X → Ĉat
op
∞ preserves
small limits.
Remark 1.2.2. Condition (2) of Definition 1.2.1 is equivalent to the requirement that the inclusion i : X ⊆ Y
preserves small limits and colimits. In view of Corollary T.5.5.2.9, this is equivalent to the requirement that
i admits both left and right adjoints.
Example 1.2.3. Suppose that X = Y in Definition 1.2.1. Then condition (3) is equivalent to the requirement
that colimits in X are universal, and condition (4) is equivalent to the assertion that the collection of all
morphisms in X is local (in the sense of Definition T.6.1.3.8). It follows from Theorem T.6.1.0.6 and T.6.1.3.9
that the inclusion X ⊆ Y is a distributor if and only if X is an ∞-topos.
Our first goal is to reformulate conditions (3) and (4) of Definition 1.2.1 in more concrete terms.
Proposition 1.2.4. Let X ⊆ Y be a fully faithful inclusion of ∞-categories satisfying conditions (1) and (2)
of Definition 1.2.1, let K be a small simplicial set, and let q : K⊲ → X be a colimit diagram. Consider the
following conditions:
(a) Let X ∈ X denote the image under q of the cone point of K⊲, so that we may view q as defining a map
q˜ : K → X/X . Let f : Y → X be a morphism in Y. Then the morphism K → Y/Y obtained by pullback
of q˜ along the map f classifies a colimit diagram K⊲ → Y.
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(b) The composition χ ◦ q : K⊲ → Ĉat
op
∞ is a colimit diagram. Here χ : X→ Ĉat
op
∞ classifies the Cartesian
fibration π : O→ X appearing in Definition 1.2.1.
(c) Let α : p→ q be a natural transformation between diagrams p, q : K⊲ → Y, where q is colimit diagram
X and α = α|K is a Cartesian transformation. Then α is a Cartesian transformation if and only if p
is a colimit diagram.
Then (a) ∧ (b)⇔ (c).
Proof. Let C = Fun(K⊲,Y)/q and C = Fun(K,Y)/q. Let C
0
denote the full subcategory of C spanned by
Cartesian natural tranformations α : p → q, and let C0 be defined similarly. Finally, let C
1
denote the full
subcategory of C spanned by those natural transformations α : p → q such that p is a colimit diagram and
α = α|K is a Cartesian transformation. Assertion (a) is the requirement that Ĉat
1
⊆ Ĉ
0
, and assertion (c)
is the requirement that Ĉat
1
= Ĉ
0
. The implication (c)⇒ (a) is obvious. Let us assume that (a) is satisfied;
we wish to show that (b) holds if and only if Ĉat
0
⊆ Ĉ
1
.
Let D denote the full subcategory of Fun(K⊲,Y) spanned by the colimit diagrams. Proposition T.4.3.2.15
asserts that the restriction map D → Fun(K,Y) is a trivial fibration. It follows that the associated map
D
/q → Fun(K,Y)/q is also a trivial fibration, and therefore restricts to a trivial fibration C
1
→ C0.
According to Proposition T.3.3.3.1, condition (b) is equivalent to the assertion that the projection C
0
→ C0
is an equivalence of∞-categories. In view of the above argument, this is equivalent to the assertion that the
fully faithful inclusion C
0
⊆ C
1
is essentially surjective. Since C
0
is clearly stable under equivalence in C, (b)
holds if and only if C
0
= C
1
, as desired.
Corollary 1.2.5. Let X ⊆ Y be a fully faithful inclusion of ∞-categories satisfying conditions (1) and (2)
of Definition 1.2.1. Then X ⊆ Y is a distributor if and only if the following condition is satisfied: for every
small simplicial set K and every natural transformation α : p → q, if q is a colimit diagram in X and
α = α|K is Cartesian, then α is Cartesian if and only if p is a colimit diagram.
Remark 1.2.6. It follows from the characterization given in Corollary 1.2.5 that if X ⊆ Y is a distributor,
then X ⊆ X is also a distributor; in particular, X is an ∞-topos (Example 1.2.3).
Definition 1.2.7. Let X ⊆ Y be a distributor. We will say that a simplicial object Y• ∈ Fun(N(∆)op,Y) is
a Segal space object if the following conditions are satisfied:
(1) The simplicial object Y• is a category object of Y.
(2) The object Y0 belongs to X.
We let SSX⊆Y denote the full subcategory of Fun(N(∆)
op,Y) spanned by the Segal space objects.
Remark 1.2.8. We have a homotopy pullback diagram of ∞-categories
SSX⊆Y //

Cat(Y)

X // Y,
where Cat(Y) ⊆ Fun(N(∆)op,Y) is the ∞-category of category objects of Y. It follows from Theorem
T.5.5.3.18 that the ∞-category SSX⊆Y of Segal space objects of Y is presentable, and that each functor in
this diagram admits a left adjoint.
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Notation 1.2.9. Let X ⊆ Y be a distributor. Then the inclusions
Gpd(X) ⊆ Cat(X) ⊆ Cat(Y)
admit right adjoints, by Proposition 1.1.14 and Remark 1.2.2. It follows that the inclusion Gpd(X) ⊆ SSX⊆Y
admits a right adjoint, which we will denote by Gp. Note that Proposition 1.1.14 implies that for every Segal
space object Y• ∈ SSX⊆Y, the colocalization map (GpY )• → Y• induces an equivalence (GpY )0 → Y0.
Definition 1.2.10. Let X ⊆ Y be a distributor. We will say that a Segal space object Y• of Y is complete
if the groupoid object (Gp Y )• ∈ Gpd(X) is constant (Example 1.1.4). We let CSSX⊆Y denote the full
subcategory of Fun(N(∆)op,Y) spanned by the complete Segal space objects.
Remark 1.2.11. Let X ⊆ Y be a distributor. It follows from Lemma T.5.5.4.17 that CSSX⊆Y is an accessible
localization of SSX⊆Y, and therefore an accessible localization of Fun(N(∆)
op,Y).
Our goal for the remainder of this section is to describe the localization functor L : SSX⊆Y → CSSX⊆Y
more explicitly. For example, given a morphism f : Y• → Y ′• between Segal space objects of Y, we would
like a simple criterion for testing whether or not Lf is an equivalence. This criterion can be formulated as
follows:
Definition 1.2.12. Let X ⊆ Y be a distributor, and let f• : Y• → Y ′• be a map between Segal space objects
of Y. We will say that f• is a Segal equivalence if the following conditions are satisfied:
(a) The map |GpY•| → |GpY ′• | is an equivalence in the ∞-topos X.
(b) The induced diagram
Y1 //

Y ′1

Y0 × Y0 // Y ′0 × Y
′
0
is a pullback square in Y.
We can now state the main result of this section.
Theorem 1.2.13. Let X ⊆ Y be a distributor. Then:
(1) The inclusion CSSX⊆Y ⊆ SSX⊆Y admits a left adjoint L.
(2) Let f : Y• → Y ′• be a morphism between Segal space objects of Y. Then Lf is an equivalence if and
only if f is a Segal equivalence. In particular, for each Y• ∈ SSX⊆Y, the localization map Y• → LY• is
a Segal equivalence.
The remainder of this section is devoted to the proof of Theorem 1.2.13. We begin with a few easy
observations about the collection of Segal equivalences in SSX⊆Y.
Remark 1.2.14. Let X ⊆ Y be a distributor, and let f : Y• → Y ′• be a Segal equivalence. Let K be any
simplicial set, and let V be the set of vertices of K. Then the diagram
Y (K) //

Y ′(K)
∏
v∈V Y0 //
∏
v∈V Y
′
0
is a pullback square.
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Remark 1.2.15. Let X ⊆ Y be a distributor, and let G : Y → X be a right adjoint to the inclusion of
X into Y. Then composition with G carries Segal equivalences in SSX⊆Y to Segal equivalences in SSX⊆X.
Combining this observation with Remark 1.2.14 and Proposition 1.1.13, we deduce that for every Segal
equivalence f : Y• → Y ′• in Y, the induced diagram
(Gp Y )1 //

(GpY ′)1

Y0 × Y0 // Y ′0 × Y
′
0
is a pullback square; in other words, the induced map GpY• → GpY ′• is a Segal equivalence.
Remark 1.2.16. Let X ⊆ Y be a distributor, and suppose given a commutative diagram
Y•
g
  A
AA
AA
AA
A
X•
f
>>||||||||
h // Z•
of Segal space objects of Y. Suppose further that g is a Segal equivalence. Then f is a Segal equivalence if
and only if h is a Segal equivalence; this follows immediately from the definition. In fact, there is a converse
to this statement: if f and h are Segal equivalences, then g is a Segal equivalence. This does not follow
immediately from the definition, but it is a consequence of Theorem 1.2.13, which we will prove below.
Remark 1.2.17. Let X ⊆ Y be a distributor, and let f : Y• → Y ′• be a map between Segal space objects
of Y. Suppose that f satisfies condition (b) of Definition 1.2.12. Then condition (a) is equivalent to the
following:
(a′) The map Y0 → |GpY ′• | is an effective epimorphism in the ∞-topos X.
The implication (a) ⇒ (a′) is clear, since the map Y0 → |GpY•| is an effective epimorphism. Conversely,
suppose that (a′) is satisfied; we wish to show that the canonical map |GpY•| → |GpY
′
• | is an equivalence.
This map determines an augmented simplicial object Y • : N(∆+)
op → Y such that Y −1 = |GpY ′• | and
Y •|N(∆)op = GpY•. We wish to prove that Y • is a colimit diagram. Since X is an ∞-topos and Y• is a
groupoid. Since X is an ∞-topos and the augmentation map u : Y0 → |GpY ′• | is an effective epimorphism,
it will suffice to show that the augmented simplicial object Y • exhibits GpY• as a Cˇechnerve of u. Since
GpY• is a groupoid object by assumption, we are reduced to proving that the map q : Y1 → Y0 ×|Gp Y ′• | Y0
is an equivalence. This follows from (b), since q is a pullback of the equivalence Y ′1 → Y
′
0 ×|Gp Y ′•| Y
′
0 .
Remark 1.2.18. Let X ⊆ Y be a distributor, and let f : Y• → Y ′• be a map between Segal space objects
of Y. Suppose that f satisfies condition (b) of Definition 1.2.12. Then condition (a) is satisfied whenever
f0 : Y0 → Y
′
0 is an effective epimorphism. This follows immediately from Remark 1.2.17, since the canonical
map Y ′0 → |GpY
′
• | is an effective epimorphism.
We will prove Theorem 1.2.13 by applying the following general principle:
Proposition 1.2.19. Let C be an ∞-category. Suppose given a full subcategory C0 ⊆ C, a collection S of
morphisms in C, and a functor L : C→ C equipped with a natural transformation α : id → L, satisfying the
following conditions:
(1) The full subcategory C0 and the collection of morphisms S are stable under equivalence.
(2) Suppose given a commutative diagram
Y
g
@
@@
@@
@@
X
f
>>~~~~~~~ h // Z
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in C, where g belongs to S. Then f ∈ S if and only if h ∈ S.
(3) Let f : X → Y be a morphism in C. If X,Y ∈ C0 and f ∈ S, then f is an equivalence.
(4) For every object X ∈ C, the morphism αX : X → LX belongs to S, and the object LX belongs to C
0.
(5) The functor L carries morphisms of S to morphisms of S (in view of assumption (3), this is equivalent
to the requirement that L carries morphisms of S to equivalences).
Then:
(a) The essential image of L coincides with C0.
(b) The functor L : C→ C0 is left adjoint to the inclusion of C0 into C.
(c) A morphism f of C belongs to S if and only if Lf is an equivalence.
Proof. We first prove (a). Note that condition (4) guarantees that L factors through C0. Conversely, suppose
that X ∈ C0. Condition (4) guarantees that LX ∈ C0 and that αX : X → LX belongs to S, so that αX is
an equivalence by (3); it follows that X belongs to the essential image of L.
We now prove (b). In view of Proposition T.5.2.7.4, it will suffice to prove that for X ∈ C, the maps
αLX : LX → LLX and LαX : LX → LLX are equivalences. We note that condition (3) implies that
αLX and αX belong to S. Applying (5), we deduce that LαX is an equivalence. To prove that αLX is an
equivalence, it will suffice (by virtue of (3)) to show that LX and LLX belong to C0, which follows from
assumption (4).
To prove (c), we must show that if f : X → Y is a morphism such that Lf is an equivalence, then f ∈ S.
Consider the diagram
X
f //
g
""E
EE
EE
EE
E
αX

Y
αY

LX
Lf // LY.
Assumption (4) guarantees that the vertical morphisms belong to S. Applying (2), we deduce that f ∈ S as
desired.
We now proceed to deduce Theorem 1.2.13 by showing that the hypotheses of Proposition 1.2.19 are
satisfied, if we take C = SSX⊆Y, C
0 = CSSX⊆Y, and S to be the class of Segal equivalences. To prove this,
we will need to construct a functor L : SSX⊆Y → SSX⊆Y and a natural transformation α : id→ L satisfying
conditions (4) and (5).
Construction 1.2.20. Let X ⊆ Y be a distributor. We let J denote the ∞-category N(Fun([1],∆))op. Let
i : N(∆)op → J denote the fully faithful inclusion which carries an object [n] ∈∆ to the morphism [n]→ [0],
and let i∗ : Fun(N(∆)
op,Y) → Fun(J,Y) denote the associated right Kan extension functor. For 0 ≤ j ≤ 1,
let ei : J → N(∆)op be the functor given by evaluation at the object j ∈ [1], so that the composition ej ◦ i
is the identity on N(∆)op. Let e∗0 : Fun(N(∆)
op,Y)→ Fun(J,Y) be given by composition with e0.
For every Segal space object Y• of Y, the canonical identification (i ◦ e0)∗Y• ≃ Y• induces a map e∗0Y• →
i∗Y•. Form a pullback diagram
DY• //

e∗0Y•

i∗(GpY )• // i∗Y•.
The construction Y• 7→ DY• determines a functor from SSX⊆Y to Fun(J,Y), which we will denote by D.
We define full subcategories J0 ⊆ J1 ⊆ J as follows:
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• An object f : [n]→ [m] of J belongs to J1 if and only if f is surjective.
• An object f : [n]→ [m] of J belongs to J0 if and only if f is bijective.
Let π0 and π1 denote the restrictions of e1 to J0 and J1, respectively. We note that π
0 is an isomorphism.
Let L : SSX⊆Y → Fun(N(∆)op,Y) denote the composition
SSX⊆Y
D
→ Fun(J,Y)
| J1
→ Fun(J1,Y)
π1!→ Fun(N(∆)op,Y),
where π1! is given by left Kan extension along π
1.
For any Segal space object Y• of Y, the canonical map DY• → π∗Y• induces an identification DY•| J0 ≃
(π0)∗Y• (this follows from the observation that (GpY )0 ≃ Y0; see Notation 1.2.9). We therefore obtain a
canonical map
Y• ≃ π
0
! (DY•| J0)→ π
1
! DY•.
This construction determines a natural transformation α : id→ L of functors from SSX⊆Y to Fun(N(∆)op,Y).
Remark 1.2.21. More informally, the functor D may be described as follows. Let Y• be a Segal space
object of Y, and let f : [n] → [m] be an object of J1. Then (DY•)(f) is given by the fiber product
Yn ×Q
0≤i≤m Y (f
−1{i})
∏
0≤i≤m(Gp Y )(f
−1{i}).
Lemma 1.2.22. Let X ⊆ Y be a distributor. Suppose given a commutative diagram
Z
g //

Y //

X
f

Z ′
g′ // Y ′ // X ′.
Assume further that:
(1) Every square in the above diagram is a pullback.
(2) The map f is an effective epimorphism in the ∞-topos X.
(3) The map g is an equivalence in Y.
Then the map g′ is an equivalence in Y.
Proof. Let X• : N(∆)
op be a Cˇechnerve of f , so that X0 ≃ X . Define simplicial objects Y• and Z• by the
formulas
Yn = Y
′ ×X′ Xn Zn = Z
′ ×X′ Xn,
so that we have a natural transformation of simplicial objects g• : Y• → Z•. Assumption (1) guarantees that
g0 is equivalent to g, and therefore an equivalence by assumption (3). Since g• is a Cartesian transformation,
we conclude that each gn is an equivalence. It follows that g• induces an equivalence |Z•| → |Y•|. Since X ⊆ Y
is a distributor, this map can be identified with the pullback of g′ along the monomorphism j : |X•| → X ′.
We complete the proof by observing that condition (2) guarantees that j is an equivalence.
Lemma 1.2.23. Let X ⊆ Y be a distributor, and let f : Y• → Y ′• be a map between simplicial objects of Y.
Suppose that:
(1) The object Y• is a Segal space object of Y.
(2) The induced map Y0 → Y ′0 is an effective epimorphism in X.
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(3) For each n ≥ 0, the diagram
Yn //

Y ′n
∏
0≤i≤n Y0 //
∏
0≤i≤n Y
′
0
is a pullback square in Y.
Then Y ′• is a Segal space object of Y, and the map f is a Segal equivalence.
Proof. We first show that Y ′• is a Segal space object of Y. Since Y
′
0 ∈ X by assumption, it will suffice to show
that Y ′• is a category object of Y. It follows from (1) and (3) that the canonical map
ψ : Y ′n → Y
′
1 ×Y ′0 . . .×Y ′0 Y
′
1
becomes an equivalence after pullback along the map g :
∏
0≤i≤n Y0 →
∏
0≤i≤n Y
′
0 . Assumption (2) implies
that g is an effective epimorphism in X, so that ψ is an equivalence by Lemma 1.2.22.
We now claim that f is a Segal equivalence. This follows immediately from assumption (3) (in the case
n = 1) and Remark 1.2.18.
Lemma 1.2.24. Let X ⊆ Y be a distributor, and suppose given a diagram
Y•
g
  A
AA
AA
AA
A
X•
f
>>||||||||
h // Z•
of Segal space objects of Y. If f and h are Segal equivalences and the map f induces an effective epimorphism
X0 → Y0, then g is a Segal equivalence.
Proof. The only nontrivial point is to verify that the map
Y1 → Y0 ×Z0 Z1 ×Z0 Y0
is an equivalence in Y. Since f and h are Segal equivalences, this map becomes an equivalence after pullback
along the effective epimorphism X0 ×X0 → Y0 × Y0. We conclude by applying Lemma 1.2.22.
Lemma 1.2.25. Let X be an ∞-topos, and let f : X• → Y• be a Segal equivalence between category objects
of X. Suppose that X• is a groupoid object and that the map X0 → Y0 is an effective epimorphism. Then Y•
is a groupoid object.
Proof. In view of Proposition T.6.1.2.6, it will suffice to show that ifK → K ′ is a weak homotopy equivalence
of finite simplicial sets which is bijective on vertices, then the induced map φ : Y (K ′) → Y (K) is an
equivalence in X. Let V denote the common vertex set of K and K ′. Since the map X0 → Y0 is an effective
epimorphism, it will suffice to check that φ is an equivalence after pullback along the map
∏
v∈V X0 →∏
v∈V Y0. Invoking Remark 1.2.14, we can identify the pullback of φ with the map X(K
′) → X(K), which
is an equivalence in view of our assumption that X• is a groupoid object (Proposition T.6.1.2.6).
Lemma 1.2.26. Fix integers m,n ≥ 0, and let C denote the full subcategory of ∆/[m]×∆∆/[n] spanned by
those diagrams
[m]
f
← [k]
g
→ [n]
for which f is surjective. Then N(C) is weakly contractible.
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Proof. Let C′ denote the full subcategory of C spanned by those objects for which the map f × g : [k] →
[m] × [n] is injective. The inclusion C′ → C admits a left adjoint, given by [k] 7→ [k]/ ∼, where ∼ is the
equivalence relation defined by the requirement that i ∼ j if and only if f(i) = f(j) and g(i) = g(j).
Consequently, it will suffice to prove that N(C′) is weakly contractible. We observe that C′ can be identified
with the partially ordered set of linearly ordered subsets S ⊆ [m]× [n], such that the projection map S → [m]
is surjective.
We now proceed by induction on n. If n = 0, then C′ has a single object (corresponding to the subset
S = [m] × [0]) and the result is obvious. We may therefore assume that n > 0. For 0 ≤ i ≤ m + 1, let
C
′
i denote the full subcategory of C
′ spanned by those subsets S ⊆ [m]× [n] which do not contain (j, n) for
j ≥ i. We have a chain of inclusions
C
′
0 ⊆ C
′
1 ⊆ . . . ⊆ C
′
m+1 = C
′ .
The inductive hypothesis guarantees that N(C′i) is weakly contractible. To complete the proof, it will suffice
to show that each of the inclusions N(C′i) ⊆ N(C
′
i+1) is a weak homotopy equivalence.
Let D ⊆ C′i+1 be the full subcategory spanned by those subsets S ⊆ [m] × [n] satisfying the following
condition: if (i, n) ∈ S, then (i, n − 1) ∈ S. We will prove that the inclusions N(C′i) ⊆ N(D) ⊆ N(C
′
i+1)
are weakly contractible. To prove this, it suffices to observe that the inclusion C′i ⊆ D has a right adjoint
(given by S 7→
{
S if (i, n) /∈ S
S − {(i, n)} if (i, n) ∈ S.
) and the inclusion D ⊆ N(C′i+1) has a left adjoint (given by
S 7→
{
S if (i, n) /∈ S
S ∪ {(i, n− 1)} if (i, n) ∈ S.
).
Proposition 1.2.27. Let X ⊆ Y be a distributor, and let L : SSX⊆Y → Fun(N(∆)op,Y) and α : id → L be
as defined in Construction 1.2.20. Then:
(1) For every Segal space object Y• of Y, the simplicial object LY• is a Segal space object of Y.
(2) For every Segal space object Y• of Y, the natural transformation α induces a Segal equivalence Y• → LY•.
(3) If f : Y• → Y ′• is a Segal equivalence of Segal space objects of Y, then Lf is a Segal equivalence.
(4) If Y• is a groupoid object of X, then LY• is again a groupoid object of X.
(5) For every Segal space object Y• of Y, the Segal space object LY• is complete.
Proof. Throughout the proof, we will employ the notation of Construction 1.2.20. For each object [n] ∈
N(∆)op, let J1[n] denote the fiber product J
1×N(∆)op{[n]} (where J
1 maps to N(∆)op by the projection π1).
We first prove:
(∗) The inclusion J1[n] ⊆ J
1×N(∆)op N(∆)
op)/[n] is cofinal.
In view of Theorem T.4.1.3.1, it will suffice to show that for each object J ∈ J1×N(∆)op(N(∆)
op)/[n], the
∞-category (J1[n])J/ is weakly contractible. We can identify X with a commutative diagram
[m′]
α

[n]
β // [m]
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in ∆, where α is surjective. The ∞-category (J1[n])J/ can then be identified with the opposite of the nerve
of the category C([n]
β
→ [m]
α
← [k]) whose objects are commutative diagrams
[n′] //
α′

[m′]
α

[n]
β // [m]
where α′ is also surjective. We observe that
C([n]
β
→ [m]
α
← [m′]])
is equivalent to a product ∏
0≤i≤m
C(β−1{i} → {i} ← α−1{i})
(where, by convention, the category C(β−1{i} → {i} ← α−1{i}) consists of a single object if β−1{i} is
empty). It therefore suffices to treat the case where m = 0, which follows from Lemma 1.2.26.
Let J2[n] denote the subcategory of J
1
[n] consisting of all the objects, together with those morphisms which
correspond to diagrams of surjective maps
[m] //
!!B
BB
BB
BB
B
[m′]
}}{{
{{
{{
{{
[n].
We observe that the inclusion J2[n] ⊆ J
1
[n] is equivalent to the (n + 1)st power of the inclusion N(∆s)
op ⊆
N(∆)op, and therefore cofinal (Lemma T.6.5.3.7). Combining this observation with (∗), we conclude that
for any functor F : J1 → Y there is a canonical equivalence
(π1! F )([n]) ≃ colimF | J
2
[n] .
Let Y• be a Segal space object of Y. We have a pullback diagram
DY• //

e∗0Y•

i∗GpY•| J
2 // i∗Y•
of functors from J to Y. Invoking the assumption that Y• is a category object of Y, we deduce that the right
vertical map induces a Cartesian transformation (e∗0Y•)| J
2
[n] → (i∗Y•)| J
2
[n] for each n ≥ 0. It follows that
the left vertical map also induces a Cartesian transformation
DY•| J
2
[n] → (i∗GpY•)| J
2 .
Since X ⊆ Y is a distributor, Proposition 1.2.4 guarantees that the diagram
DY•(C) //

LY•([n])

(i∗GpY•)(C) // colim(i∗GpY•)| J
2
[n]
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is a pullback square in Y, for each object C ∈ J2[n]. In particular, taking C to be the initial object of J
2
[n]
(and using the fact that colimits in X commute with products), we see that the diagram
Yn //

LYn
∏
0≤i≤n Y0 //
∏
0≤i≤n Y
′
where
Y ′ = |GpY•| = colimDY•| J
1
[0] ≃ LY0.
We observe that this is the diagram induced by the natural transformation α. Since the map Y0 → Y ′ is an
effective epimorphism, it follows from Lemma 1.2.23 that LY• is a Segal space object of Y and that the map
α : Y• → LY• is a Segal equivalence. This proves (1) and (2).
To prove (3), let us suppose that f : Y• → Y ′• is a Segal equivalence. We wish to prove that the induced
map Lf : LY• → LY
′
• is an equivalence of simplicial object of Y. Consider the diagram
Y•
g
""E
EE
EE
EE
E
f //
αY•

Y ′•
αY ′•

LY•
Lf // LY ′• .
Since f and αY ′• are Segal equivalences, we deduce that g is a Segal equivalence (Remark 1.2.16). Using
the fact that g and αY• are Segal equivalences, together with the fact that the map αY• induces an effective
epimorphism Y0 → LY0 ≃ |GpY•|, we deduce that Lf is a Segal equivalence (Lemma 1.2.24).
To prove assertion (4), we may assume without loss of generality that X = Y; the desired result then
follows from (2) and Lemma 1.2.25. It remains to prove (5). Assertion (4) guarantees that LGpY• is a
groupoid object of X admitting a map to LY•. We therefore obtain a canonical factorization
GpLY•
$$I
II
II
II
II
LGpY•
99ssssssssss
// LY•.
Let J1/[0] denote the fiber product J
1×N(∆)op(N(∆)
op)/[0]. We have a commutative diagram
colim(DGpY•)| J
0 p0 //
q0

|GpY•|
s0 // |LGpY•|
s1

colim(DGpY•)| J
1
/[0]
p1 //

(LGpY )0
q1

colim(DY•)| J
1
/[0]
p2 // (LY )0
r // |(GpLY )•.
We now argue as follows:
• The maps p0, p1, and p2 are equivalences by construction.
• The map q1 is an equivalence (since LY0 depends only on GpY•, and the functor GpY• is idempotent).
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• The map q0 is an equivalence. To prove this, we observe that (DGpY )• can be identified with
the composition of Y• with the projection π : J → N(∆)op. It follows that π induces a map
colim(DGp Y )•| J
1
/[0] → |GpY•| which is left inverse to q0. To prove that this left inverse is an
equivalence, it suffices to observe that the projection J1/[0] → N(∆)
op is cofinal (this follows from (∗)
and Proposition T.4.1.1.3).
• The composition s1 ◦ s0 is an equivalence, since the map Y• → LY• is a Segal equivalence by (2).
It now follows by a diagram chase that r is an equivalence, so that LY• is a complete Segal space object of
Y as desired.
Lemma 1.2.28. Let X ⊆ Y be a distributor, and let f• : Y• → Y ′• be a Segal equivalence between complete
Segal space objects of Y. Then f is an equivalence.
Proof. We must show that fn : Yn → Y ′n is an equivalence for n ≥ 0. Since Y• and Y
′
• are category objects
of Y, it will suffice to treat the case n ≤ 1.
We first consider the case n = 0. We have a commutative diagram
|GpY•|
f ′ // |GpY ′• |
(Gp Y )0
OO
//

(GpY ′)0
OO

Y0
f0 // Y ′0
The map f ′ is an equivalence because f is assumed to be a Segal equivalence. The upper vertical maps are
equivalences since Y• and Y
′
• are complete, and the lower vertical maps are always equivalences (see Notation
1.2.9); it follows by a two-out-of-three argument that f0 is an equivalence.
We now treat the case n = 1. Since f• is a Segal equivalence, we have a pullback diagram
Y1
f1 //

Y ′1

Y0 × Y0 // Y
′
0 × Y
′
0 .
The first part of the proof shows that the lower horizontal map is an equivalence, so that the upper horizontal
map is also an equivalence as desired.
Proof of Theorem 1.2.13. Combine Propositions 1.2.19 and 1.2.27, Lemma 1.2.28, and Remark 1.2.16.
For later use, we record the following property of distributors:
Proposition 1.2.29. Let X ⊆ Y be a distributor. Suppose that:
(a) Filtered colimits in Y are left exact (Definition T.7.3.4.2).
(b) Let G : Y→ X be a right adjoint to the inclusion. Then G commutes with filtered colimits.
Then:
(1) The full subcategory CSSX⊆Y is stable under small filtered colimits in Y.
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(2) Let L : Fun(N(∆)op,Y) → CSSX⊆Y be a left adjoint to the inclusion. Then L preserves small filtered
colimits, when regarded as a functor from Fun(N(∆)op,Y) to itself.
(3) Filtered colimits in CSSX⊆Y are left exact.
(4) Let X′ ⊆ CSSX⊆Y be the essential image of the diagonal map X → Fun(N(∆)op,Y), and let G′ be a
right adjoint to the inclusion X′ ⊆ CSSX⊆Y. Then G′ preserves small filtered colimits.
Remark 1.2.30. Suppose that Y is an absolute distributor. In this case, we can identify X with S so that the
functor G : Y→ X is corepresented by the final object 1 ∈ Y. Condition (b) is equivalent to the requirement
that 1 is a compact object of Y.
Proof. We first prove (1). Let C be a small filtered ∞-category, p : C → CSSX⊆Y a diagram, and Y• a
colimit of p in Fun(N(∆)op,Y). We wish to prove that Y• is a complete Segal space object of Y. We first
invoke (a) to deduce that Y• is a category object of Y. Since Y0 is a filtered colimit of objects in X, we
deduce that Y0 ∈ X, so that Y• ∈ SSX⊆Y. To prove that Y• is complete, we must show that the groupoid
GpY• is constant. Since the collection of constant groupoid objects of X is stable under filtered colimits, it
will suffice to show that the functor
Gp : SSX⊆Y → Gpd(X)
preserves filtered colimit. We observe that Gp can be defined by first composing with G pointwise (which
preserves filtered colimits by virtue of (b)) and then applying a right adjoint U to the inclusion Gpd(X) ⊆
Cat(X). It will therefore suffice to show that U preserves filtered colimits. Since Gpd(X) is stable under
filtered colimits in X (since filtered colimits in X are left exact by Example T.7.3.4.7), it will suffice to show
that for each n ≥ 0, the functor
Cat(X)→ X
X• 7→ U(X)n
preserves filtered colimits. Since U(X)n ≃ U(X)1×U(X)0 . . .×U(X)0 U(X)1, we can reduce to the case where
n ≤ 1. The desired result now follows from Proposition 1.1.14 (and that fact that filtered colimits in X are
left exact).
Assertion (2) follows immediately from (1). Assertion (3) follows from (a), since CSSX⊆Y is stable under
filtered colimits and finite limits in Fun(N(∆)op,Y). Finally, assertion (4) follows from the observation that
G′ is the restriction of Gp to the full subcategory CSSX⊆Y ⊆ SSX⊆Y, and the functor Gp preserves filtered
colimits by the above argument.
1.3 Higher-Dimensional Complete Segal Spaces
In the last section, we saw that to every distributor X ⊆ Y, one can associate a new ∞-category CSSX⊆Y of
complete Segal objects of Y. Our first goal in this section is to show that this construction can be iterated:
according to Proposition 1.3.2, the inclusion X′ ⊆ CSSX⊆Y is again a distributor, where X
′ denotes the
essential image of the (fully faithful) diagonal embedding X → Fun(N(∆)op,Y). First, we need to establish
a preliminary result.
Lemma 1.3.1. Let X ⊆ Y be a distributor. Suppose given an effective epimorphism
∐
v∈V Xv → X in the
∞-topos X. For each v ∈ V , let φv : Y
/X → Y/Xv denote the associated pullback functor. Let Y • be a
simplicial object of Y/X such that, for each v ∈ V , the composite functor
Y v• : N(∆)
op Y •→ Y/X
φv
→ Y/Xv → Y
is a complete Segal space object of Y. Then the composite functor
Y • : N(∆)op
Y
•
→ Y
is a complete Segal space object of Y.
22
Proof. We first show that Y• is a category object of Y. Choose n ≥ 0, and consider the canonical map
f : Yn → Y1 ×Y0 . . . ×Y0 Y1. We wish to show that f is an equivalence. By assumption, f becomes an
equivalence after pullback along each of the maps Xv → X . It follows that f is an equivalence after pullback
along the effective epimorphism
∐
vXv → X , so that f is itself an equivalence by virtue of Lemma 1.2.22.
We next show that Y• is a Segal space object of Y. Let G : Y→ X denote a right adjoint to the inclusion.
For each v ∈ V and each n ≥ 0, we have a pullback diagram
Y vn //

Yn

Xv // X.
Since G preserves pullback diagrams, we obtain a canonical identification GY vn ≃ GYn ×X Xv. Since each
Y v is a Segal space object of Y, the maps GY v0 → Y
v
0 are equivalences. It follows that the map GY0 → Y0
becomes an equivalence after pullback along each of the maps Xv → X . Arguing as above, we conclude that
GY0 → Y0 is an equivalence, so that Y0 ∈ X as desired.
It remains to show that Y• is complete. For each v ∈ V , let Xv denote the constant simplicial object of
X taking the value Xv, and define X similarly. We have a pullback diagram of Segal space objects
Y v• //

Y•

Xv
// X
for each v ∈ V . It follows that the induced diagram
GpY v• //

GpY•

GpXv // GpX
is a pullback square of groupoid objects in X. Since each Y v• is complete, we conclude that the groupoid
object GpY• becomes constant after pullback along each of the maps Xv → X . It follows that GpY• becomes
constant after pullback along the effective epimorphism
∐
vXv → X . The desired result now follows from
Lemma 1.2.23 and Remark 1.1.5.
Proposition 1.3.2. Let X ⊆ Y be a distributor, and let X′ denote the essential image of the diagonal
embedding X→ Fun(N(∆)op,X) ⊆ Fun(N(∆)op,Y). Then the inclusion X′ ⊆ CSSX⊆Y is a distributor.
Proof. Since the ∞-category N(∆)op is weakly contractible, the diagonal functor X → X′ is an equivalence
of ∞-categories. In particular, X′ is presentable. Since X ⊆ Y is stable under small limits and colimits, the
full subcategory X′ is stable under limits and colimits in Fun(N(∆)op,Y), and in particular in CSSX⊆Y. To
complete the proof, we will show that the inclusion X′ ⊆ CSSX⊆Y satisfies the conditions of Corollary 1.2.5.
LetK be a small simplicial set and let α : p→ q be a natural transformation of diagrams p, q : K⊲ → CSSX⊆Y
such that q is a colimit diagram in X′ and the restriction α = α|K is a Cartesian transformation. We wish
to prove that the following assertions are equivalent:
(a) The natural transformation α is Cartesian.
(b) The diagram p is a colimit diagram in CSSX⊆Y.
For every object [n] ∈ N(∆)op, the induced map q[n] : K
⊲ → X is a colimit diagram, and the induced
transformation α[n] is Cartesian. Applying Corollary 1.2.5, we deduce that (a) is equivalent to the following
requirement:
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(b′) For each [n] ∈ N(∆)op, the map p[n] : K
⊲ → Y is a colimit diagram. In other words, p is a colimit
diagram in the ∞-category Fun(N(∆)op,Y).
It is clear that (b′) implies (b). To prove the converse, let Y• be a colimit of p = p|K in the ∞-category
Fun(N(∆)op,Y); we must show that Y• is a complete Segal space object of Y.
Without loss of generality, we may assume that q factors as a composition
K⊲
q′
→ X
q′′
→ X′,
where q′′ is the diagonal map. Let X ∈ X denote the image of the cone point under q′. For every vertex v
of K, let Xv denote the image of v under q
′, so that we have an effective epimorphism
∐
vXv → X in the
∞-topos X. The map α determines a lifting of Y• to a simplicial object of Y
/X . Using Corollary 1.2.5 and
the fact that p factors through CSSX⊆Y, we deduce that each of the induced diagrams
N(∆)op → Y/X → Y/Xv → Y
is a complete Segal space object of Y. It follows from Lemma 1.3.1 that Y• is a complete Segal space object
of Y, as desired.
In practice, we are primarily interested in the case of distributors X ⊆ Y where Y is an ∞-category of
(∞, n)-categories, and X is the full subcategory spanned by the ∞-groupoids. In this case, X is equivalent
to the ∞-category of spaces and its inclusion into Y is uniquely determined. Consequently, Definition 1.2.1
can be rephrased entirely in terms of the ambient category Y:
Definition 1.3.3. Let Y be a presentable ∞-category. It follows from Theorem T.5.1.5.6 that there exists
a functor F : S→ Y which preserves small colimits and final objects; moreover, F is uniquely determined up
to equivalence. We will say that Y is an absolute distributor if the following conditions are satisfied:
(1) The functor F is fully faithful.
(2) The inclusion X ⊆ Y is a distributor, where X denotes the essential image of F .
In this case, we let SSY and CSSY denote the ∞-categories SSX⊆Y and CSSX⊆Y of Segal space objects and
complete Segal space objects associated to the distributor X ⊆ Y.
Corollary 1.3.4. Let Y be an absolute distributor. Then the ∞-category CSSY of complete Segal space
objects of Y is again an absolute distributor.
Example 1.3.5. The ∞-category S of spaces is an absolute distributor.
Definition 1.3.6. We define ∞-categories Cat(∞,n) by induction on n as follows:
• If n = 0, we let Cat(∞,n) denote the ∞-category S of spaces.
• If n > 0, we let Cat(∞,n) denote the ∞-category CSSCat(∞,n−1) of complete Segal space objects of
Cat(∞,n−1).
Remark 1.3.7. We will later show that the ∞-category Cat(∞,1) is equivalent to the ∞-category Cat∞ of
∞-categories (Corollary 4.3.16).
Variant 1.3.8. Let X be an ∞-topos. Then we can define a sequence of distributors Xn ⊆ Yn by induction
as follows:
• If n = 0, we let Xn = Yn = X.
• For n ≥ 0, we let Yn+1 = CSSXn⊆Yn , and Xn+1 denote the essential image of the diagonal embedding
Xn → Yn+1.
We can think of Yn as the ∞-category of stacks of (∞, n)-categories on X.
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1.4 Cat
∞
as an Absolute Distributor
Our goal in this section is to prove the following result:
Theorem 1.4.1. The ∞-category Cat∞ is an absolute distributor (see Definition 1.3.3).
It is possible to deduce Theorem 1.4.1 by combining Example 1.3.5, Corollary 1.3.4, and Corollary 4.3.16.
However, we will give a direct proof in this section, which will yield some additional dividends.
We begin by observing that S can be identified with the full subcategory of Cat∞ spanned by the Kan
complexes.
Lemma 1.4.2. The inclusion S ⊂ Cat∞ admits left and right adjoints.
Proof. It will suffice to show that for every ∞-category C, there exist Kan complexes X and Y and maps
X
f
→ C
g
→ Y
with the following properties:
• For every Kan complex Z, composition with f and g induces homotopy equivalences
MapCat∞(Z,X)→ MapCat∞(Z,C)
MapCat∞(Y, Z)→ MapCat∞(C, Z).
These conditions are satisfied if we choose X to be the largest Kan complex contained in C, and g : C→ Y
to be any weak homotopy equivalence such that Y is a Kan complex.
Theorem 1.4.1 follows immediately from Lemma 1.4.2, Corollary 1.2.5, and the following result:
Proposition 1.4.3. Let E be a small ∞-category, and suppose given a natural transformation α : p→ q of
diagrams p, q : E⊲ → Cat∞. Assume that q is a colimit diagram in S, and that α = α|E is Cartesian. Then
α is Cartesian if and only if p is a colimit diagram.
We will deduce Proposition 1.4.3 from a more general result, which does not require the hypothesis that
q factors through S. To formulate this result, we need to introduce a definition:
Definition 1.4.4. Let f : C → D be a morphism in Cat∞. We will say that f is essentially a coCartesian
fibration if f factors as a composition
C
f ′
→ C′
f ′′
→ D
where f ′ is an equivalence of ∞-categories and f ′′ is a coCartesian fibration.
Remark 1.4.5. Let f : C→ D be a morphism in Cat∞, and choose any factorization
C
f ′
→ C′
f ′′
→ D
where f ′ is an equivalence of∞-categories and f ′′ is a categorical fibration. Then f is essentially a coCartesian
fibration if and only if f ′′ is a coCartesian fibration.
Remark 1.4.6. Let f : C→ D be a morphism in Cat∞, where D is a Kan complex. Then f is essentially a
coCartesian fibration. This follows immediately from Proposition T.3.3.1.8.
In view of Remark 1.4.6, Proposition 1.4.3 is an immediate consequence of the following result:
Proposition 1.4.7. Let E be a small ∞-category, and suppose given a natural transformation α : p→ q of
diagrams p, q : E⊲ → Cat∞. Assume that:
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(a) For every object E ∈ E, the map p(E)→ q(E) is essentially a coCartesian fibration.
(b) The natural transformation α = α|E is Cartesian.
(c) The map q is a colimit diagram.
Then the following conditions are equivalent:
(1) The map p is a colimit diagram.
(2) The natural transformation α is Cartesian, and the map p(v) → q(v) is essentially a coCartesian
fibration, where v denotes the cone point of E⊲.
We proceed to reduce Proposition 1.4.7 to a more concrete statement. Let q = q|E. Then q is classified
by a coCartesian fibraton of simplicial sets π : D → E. Similarly, the diagram p = p|E is classified by a
coCartesian fibration C→ E, and the natural transformation α is encoded by a commutative diagram
C
r //
?
??
??
??
D
 



E,
where the functor r preserves coCartesian edges.
Let D♮ denote the marked simplicial set (D, S), where S is the collection of π-coCartesian edges of D,
and let C♮ be defined likewise. In view of Proposition T.3.3.4.2, we can identify the colimit of q with an
∞-category D′ equipped with a weak equivalence D♮ → D′
♮
of marked simplicial sets; here D′
♮
is the marked
simplicial set (D′, S′) where S′ denotes the collection of all equivalences in D′. Similarly, the diagram p is
encoded by a map of marked simplicial sets C♮ → C′
♮
which is a weak equivalence if and only if p is a colimit
diagram, and the natural transformation α is encoded by a commutative diagram
C
′ // D′
C //
OO
D .
OO
We may therefore reformulate Proposition 1.4.7 as follows:
Proposition 1.4.8. Suppose given a commutative diagram of ∞-categories:
C
′ r
′
// D′
C
r //
f
OO
p
?
??
??
??
? D
f ′
OO
q
~~ ~
~~
~~
~~
E
satisfying the following conditions:
(a) The maps p and q are coCartesian fibrations.
(b) The map f carries p-coCartesian edges of C to equivalences in C′, and the map f ′ carries q-coCartesian
edges of D to equivalences in D′.
(c) For every object E ∈ E, the induced map CE → DE is essentially a coCartesian fibration.
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(d) For every morphism E → E′ in E, the induced homotopy coherent diagram
CE
//

DE

CE′ // DE′
is a homotopy pullback diagram of ∞-categories.
(e) The map D♮ → D′
♮
is a weak equivalence of marked simplicial sets; here we regard an edge of D as
marked in D♮ if it is q-coCartesian, while an edge of D′ is marked in D′
♮
if it is an equivalence.
Then the following conditions are equivalent:
(1) The induced map C♮ → C′
♮
is a weak equivalence of marked simplicial sets, where C♮ and C′
♮
are defined
as in (e).
(2) The map r′ is essentially a coCartesian fibration, and for each E ∈ E the diagram
CE //

DE

C
′ // D′
is a homotopy pullback square of ∞-categories.
The proof will require a few preliminary results. We first introduce a bit of terminology:
Definition 1.4.9. We will say that a map p : (X,E) → (Y,E′) of marked simplicial sets is a marked
coCartesian fibration if the following conditions are satisfied:
(1) The underlying map of simplicial sets p : X → Y is a coCartesian fibration.
(2) An edge f of X belongs to E if and only if f is p-coCartesian and p(f) ∈ E′.
(3) For every marked edge f : y → y′ in Y , the induced map Xy → Xy′ is an equivalence of ∞-categories.
Lemma 1.4.10. Let f : (X,E) → (Y,E′) be a marked coCartesian fibration, and suppose given an ∞-
category D and a map h : Y → D′ which carries each edge in E to an equivalence in D′. Then there exists
a commutative diagram of marked simplicial sets
(X,E)
f //
g′

(Y,E′)
h
""E
EE
EE
EE
E
g

C
♮
f ′ //
D
♮
j //
D
′♮
where:
(a) The marked simplicial set D♮ = (D,ED), where ED denotes the collection of all equivalences in D (and
D
′♮ is defined likewise).
(b) The marked simplicial set C♮ = (C,EC), where C is an ∞-category and EC consists of the collection of
all f ′-coCartesian morphism in C.
(c) The map f ′ is a coCartesian fibration.
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(d) The maps g and g′ are weak equivalences of marked simplicial sets.
(e) For every vertex y of Y , the induced map Xy → Cg(y) is an equivalence of ∞-categories.
(f) The map j is a categorical fibration.
In particular, the morphism in Cat∞ determined by f is essentially a coCartesian fibration.
Proof. Let K be a contractible Kan complex equipped with a monomorphism ∆1 → K which is bijective on
vertices. The map h admits a factorization
Y
h′
→ Y
∐
E×∆1
(E×K)
h′′
→ D
h′′′
→ D′
where h′′ is a cofibration and a categorical equivalence, and h′′′ is an categorical fibration (so that D is an
∞-category). The coCartesian fibration f is classified by a map χ : Y → Cat∞, which carries every edge in
E
′ to an equivalence in Cat∞. It follows that χ can be extended to a map χ : D→ Cat∞. This map classifies
a coCartesian fibration f ′ : C → D. Without loss of generality, we may replace X → Y by the equivalent
coCartesian fibration Y ×D C → Y . We claim that this construction has the desired properties. The only
nontrivial point is to verify that the map φ : (X,E) → C♮ is a weak equivalence of marked simplicial sets.
We can factor φ as a composition
(X,E)
φ′
→ Z
φ′′
→ C♮,
where Z = (Z,EZ) denotes the marked simplicial set
(Y ♭
∐
(E×∆1)♭
(E×K)♯)×D♮ C
♮ .
It will therefore suffice to show that φ′ and φ′′ are weak equivalences of marked simplicial sets.
The map φ′ is an iterated pushout of inclusions of the form
(∆1)♯ ×D♮ C
♮ ⊆ K♯ ×D♮ C
♮ .
Since K is contractible, there exists a retraction r : K → ∆1 and a homotopy H : K ×∆1 → K from the
identity to r. Choosing a coCartesian lifting of this homotopy, we obtain map
H : (K♯ ×D♮ C
♮)× (∆1)♯ → K♯ ×D♮ C
♮,
which exhibits (∆1)♯×D♮ C
♮ as a deformation retract of K♯×D♮ C
♮ in the category of marked simplicial sets.
It follows that φ′ is a weak equivalence.
To prove that φ′′ is a weak equivalence, we consider the commutative diagram
Z♭
φ′′′ //

C
♭

Z
φ′′ //
C
♮ .
Both of the vertical arrows are weak equivalences (since they can be obtained as iterated pushouts of
inclusions of the form S♭ ⊆ S♯, where S is a Kan complex). Consequently, it will suffice to show that
Z♭ → C♭ is an equivalence of marked simplicial sets: in other words, that the inclusion Z ⊆ C is an
equivalence of ∞-categories. This follows from Corollary T.3.3.1.4, since f ′ is a coCartesian fibration and
h′′′ is a categorical equivalence.
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Remark 1.4.11. In the situation of Lemma 1.4.10, we can assume without loss of generality that the
map X → C is a monomorphism of simplicial sets: if necessary, we can replace C by C×K, where K is a
contractible Kan complex equipped with a monomorphism X → K.
Lemma 1.4.12. Suppose given a commutative diagram of marked simplicial sets
X
p //

Y
q

X
′ p
′
//
Y
′
where p and p′ are marked coCartesian fibrations. This diagram is a homotopy pullback square of marked
simplicial sets if and only if, for every vertex y of Y , the induced map of fibers Xy → X ′q(y) is an equivalence
of ∞-categories. Here X and X ′ denote the underlying simplicial sets of X and X
′
, respectively.
Remark 1.4.13. The hypothesis of Lemma 1.4.12 is satisfied, in particular, if the diagram
X //

Y

X
′ //
Y
′
is a pullback square.
Proof. Choose a commutative diagram
X
′

//
Y
′
 ""E
EE
EE
EE
E
C
′♮ //
D
′♮ // (∆0)♯
satisfying the conditions of Lemma 1.4.10. It will now suffice to prove Lemma 1.4.12 after replacing X
′
by
C
′♮ and Y by D′
♮
. Now choose another commutative diagram
X
f

// Y
   B
BB
BB
BB
B
C
♮ //
D
♮ //
D
′♮
satisfying the conditions of Lemma 1.4.10, such that the map f is a monomorphism. Then f is a trivial
cofibration of marked simplicial sets, so that the mapping problem depicted in the diagram
X
f

//
C
′♮

C
♮ //
>>~
~
~
~
D
′♮
admits a solution. Since every object of D is equivalent to an object lying in the image of the map Y → C♮,
we can replace X by C♮ and Y by D♮. We are now reduced to proving that the diagram of ∞-categories
C //

D
g

C
′ // D′
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(in which the horizontal maps are coCartesian fibrations) is a homotopy pullback square if and only if the
induced map CD → C
′
g(D) is an equivalence, for each object D ∈ D. This follows from Corollary T.3.3.1.4
and Proposition T.3.3.1.5.
Lemma 1.4.14. Suppose given a commutative diagram of ∞-categories
C
r //
p
>
>>
>>
>>
D
q
 



E
where q is a coCartesian fibration. Then r is a coCartesian fibration if and only if the following conditions
are satisfied:
(a) The map p is a coCartesian fibration, and the map r is an inner fibration.
(b) For each object E ∈ E, the induced map rE : CE → DE is a coCartesian fibration.
(c) For every morphism E → E′ in E, the induced functor CE → CE′ carries rE-coCartesian morphisms
to rE′-coCartesian morphisms.
Proof. It is clear that if r is a coCartesian fibration, then conditions (a) and (b) are satisfied. We may
therefore assume that (a) and (b) hold. Invoking Proposition T.2.4.2.11, we conclude that r is a locally
coCartesian fibration. Moreover, a morphism f : X → Y in C is locally r-coCartesian if and only if it admits
a factorization
X
f ′
→ Z
f ′′
→ Y
where f ′ is a p-coCartesian morphism of C, and f ′′ is an rE-coCartesian morphism of CE for some E ∈
E. According to Proposition T.2.4.2.8, the map r is a coCartesian fibration if and only if the collection
of locally r-coCartesian morphisms in C is stable under composition. Since the collection of locally r-
coCartesian morphisms is obviously stable under composition on the right by p-coCartesian morphisms and
under composition on the left by rE -coCartesian morphisms for each E ∈ E, we see that r is a coCartesian
fibration if and only if the following condition is satisfied:
(∗) Suppose given a pair of morphisms X
f
→ Y
g
→ Z in C, where f is an rE-coCartesian morphism in CE
for some E ∈ E, and the map g is p-coCartesian. Then g ◦ f is locally r-coCartesian.
Let g′ : E → E′ be the morphism in E induced by g, and choose a p-coCartesian morphism X → X ′ lifting
X . We obtain a commutative diagram
X

f // Y
g

X ′
f ′ // Z.
covering the diagram
E //

E

E′ // E′
in E. Note that g ◦ f is locally r-coCartesian if and only if f ′ is an rE′ -coCartesian morphism in CE′ , and
that f ′ is the image of f under the associated functor CE → CE′ . The condition that this holds for every
morphism f : X → Y in CE and every map p(Y ) = E → E′ in E (which then admits an essentially unique
p-coCartesian lifting g : Y → Z) is manifestly equivalent to (c).
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Proof of Proposition 1.4.8. Without loss of generality, we may assume that r is a categorical fibration. It
follows that for every object E ∈ E, the induced map rE : CE → DE is a categorical fibration which is
essentially a coCartesian fibration, and therefore a coCartesian fibration. In view of Proposition T.3.3.1.3,
condition (d) of Proposition 1.4.8 is equivalent to the requirement that every morphism E → E′ in E induces
an equivalence of ∞-categories
φ : CE → DE ×DE′ CE′ .
This implies in particular that the induced map CE → CE′ carries rE-coCartesian morphisms to rE′ -
coCartesian morphisms. Invoking Lemma 1.4.14, we deduce that r is a coCartesian fibration.
Since φ is a categorical equivalence of coCartesian fibrations over DE , it induces an equivalence after
passing to the fibers over any vertex D ∈ DE . Unwinding the definitions, we conclude that for every q-
coCartesian morphism D → D′, the induced map CD → CD′ is an equivalence of ∞-categories. Suppose
first that (1) is satisfied; we will prove (2). The assertion that r′ is essentially a coCartesian fibration follows
immediately from Lemma 1.4.10. For the second assertion, we consider the commutative diagram of marked
simplicial sets
C
♮
E
//

D
♮
E

C
♮ //

D
♮

C
′♮ //
D
′♮.
The lower square is a homotopy pullback because the lower vertical maps are weak equivalences, and the
upper square is a homotopy pullback by Lemma 1.4.12. It follows that the outer square is a homotopy
pullback diagram, so that
CE
//

DE

C
′ // D′
is a homotopy pullback diagram of ∞-categories.
Let us now prove that (2)⇒ (1). Without loss of generality that r′ is a categorical fibration. Condition
(2) then guarantees that r′ is a coCartesian fibration, and (by virtue of Lemma 1.4.12) that for each E ∈ E,
the induced map
CE → DE ×D′ C
′
induces an equivalence of ∞-categories after passing to the fiber over any vertex of DE . It follows that the
map C → D×D′ C
′ induces an equivalence of ∞-categories after passing to the fiber over any vertex of D,
so that (by Lemma 1.4.12) the diagram of marked simplicial sets
C
♮ //

D
♮

C
′♮ //
D
′♮
is a homotopy pullback square. Since the right vertical map is a weak equivalence, we conclude that the left
vertical map is also a weak equivalence, as desired.
Remark 1.4.15. The inclusion S ⊆ Cat∞ satisfies the hypotheses of Proposition 1.2.29. That is:
(a) Filtered colimits in Cat∞ are left exact.
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(b) Let G : Cat∞ → S denote a right adjoint to the inclusion. Then G commutes with filtered colimits.
Assertion (b) follows from the observation that the functor which assigns to each ∞-category C the largest
Kan complex contained in C commutes with filtered colimits. To prove (a), it will suffice to show that the
collection of pullback diagrams in Cat∞ is stable under small filtered colimits. In other words, we must show
that if J is a small filtered ∞-category and F : J⊲×(∆1 ×∆1)→ Cat∞ is a diagram with the property that
F | J⊲×{v} is a colimit diagram for each vertex v of ∆1 × ∆1, and F |{J} × ∆1 × ∆1 is a pullback square
for each J ∈ J, then F |{∞} ×∆1 ×∆1 is again a pullback square, where ∞ denotes the cone point of J⊲.
Without loss of generality, we may suppose that J is the nerve of a filtered partially ordered set A (Proposition
T.5.3.1.16), and that F is induced by an injectively fibrant diagram (A∪{∞})× [1]× [1]→ Set+∆ (Proposition
T.4.2.4.4). Let G denote the diagram obtained by composing with the forgetful functor Set+∆ → Set∆, which
is a right Quillen equivalence if we endow Set∆ with the Joyal model structure. We will regard G as giving
a commutative square
X //

X ′

Y // Y ′
of functors from A ∪ {∞} into the category of simplicial sets. Note that each Y ′(a) is an ∞-category,
and each of the maps X ′(a) → Y ′(a) ← Y (a) is a categorical fibration. It follows that the map X(a) →
X ′(a)×Y ′(a) Y (a) is a categorical equivalence for a ∈ A, so that the induced map
colima∈AX(a)→ colima∈A(X
′(a)×Y ′(a) Y (a)) ≃ (colima∈AX
′(a))×colima∈A Y ′(a) (colima∈A Y (a))
is again a weak equivalence. Using Corollary T.2.4.6.5, we deduce that colima∈A Y
′(a) is an∞-category and
the maps
colima∈AX
′(a)→ colima∈A Y
′(a)← colima∈A Y (a)
are categorical fibrations, so that the diagram
colima∈AX(a) //

colima∈AX
′(a)

colima∈A Y (a) // colima∈A Y ′(a)
is a homotopy pullback square. It follows that the weakly equivalent diagram
X(∞) //

X ′(∞)

Y (∞) // Y ′(∞)
is also a homotopy pullback square in S, as desired.
1.5 Models for Complete Segal Spaces
In §1.3, we defined the∞-category CSSY of complete Segal objects of Y, where Y is any∞-category which is
an absolute distributor. In this section, we will show that if Y can be realized as the underlying ∞-category
of a well-behaved model category, then CSSY has the same property. Applying this in the case Y = Cat∞
(which is an absolute distributor by virtue of Theorem 1.4.1), we will obtain some of the models for the
theory of (∞, 2)-categories which appear in the statement of Theorem 0.0.3.
Definition 1.5.1. We will say that a simplicial model category A is an absolute distributor if the following
conditions are satisfied:
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(1) The model category A is combinatorial and left proper.
(2) The underlying ∞-category N(Ao) is an absolute distributor, in the sense of Definition 1.3.3.
Example 1.5.2. The category of simplicial sets is an absolute distributor when equipped with the Kan
model structure.
Example 1.5.3. The category Set+∆ of marked simplicial sets is an absolute distributor; this follows from
Theorem 1.4.1.
Proposition 1.5.4. Let A be a simplicial model category which is an absolute distributor. Then category
Fun(∆op,A) admits a simplicial model structure which is characterized by the following properties:
(C) A morphism f : X• → Y• of simplicial objects of A is a cofibration if each of the maps Xn → Yn is a
cofibration; that is, if and only if f is an injective cofibration.
(W ) Let f : X• → Y• be a morphism between simplicial objects of A. If the induced map Xn → Yn is a
weak equivalence in A for each n ≥ 0, then f is a weak equivalence.
(In other words, the model structure on Fun(∆op,A) is a localization of the injective model structure.)
(F ) A simplicial object X• of A is fibrant if and only if it is injectively fibrant, and the induced diagram
N(∆)op → N(Ao) (which is well-defined up to equivalence) is a complete Segal space object of N(Ao).
Moreover, this model structure on Fun(∆op,A) is again an absolute distributor.
Proof. Let B = Fun(∆op,A), endowed with the injective model structure. Using Proposition T.4.2.4.4,
we deduce that the underlying ∞-category N(Bo) is canonically equivalent to Fun(N(∆)op,A). The de-
sired result now follows from Proposition T.A.3.7.8 and Remark 1.2.11, and the final assertion follows from
Corollary 1.3.4.
We will refer to the model structure of Proposition 1.5.4 as the complete Segal model structure.
Remark 1.5.5. Let A be as in Proposition 1.5.4, and let X• be a fibrant object of Fun(∆
op,A). In
particular, X• is an injectively fibrant diagram. It follows that:
(a) The object X0 ∈ A is fibrant.
(b) The map X1 → X0 ×X0 is a fibration.
(c) Since X• determines a category object in the underlying ∞-category N(Ao), the map Xn → X1 ×X0
. . .×X0 X1 exhibits Xn as a homotopy limit of the diagram
X1
}}||
||
||
||
!!B
BB
BB
BB
B
. . .
~~||
||
||
||
|
  B
BB
BB
BB
BB
X1
}}||
||
||
||
!!C
CC
CC
CC
C
X0 X0 . . . X0 X0.
In view of (a) and (b), this homotopy limit coincides with the usual limit, so the map f : Xn →
X1 ×X0 . . .×X0 X1 is a weak equivalence.
(d) Since X• is injectively fibrant, the map f is fibration. It is therefore a trivial fibration in A.
Remark 1.5.6. We have defined the complete Segal model structure on Fun(∆op,A) as a localization of
the injective model structure. However, we could just as well have begun with the projective or Reedy model
structures on Fun(∆op,A). After an appropriate localization, we would obtain a model category which is
Quillen equivalent to the one described in Proposition 1.5.4.
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We can combine Proposition 1.5.4 with the Quillen equivalence of Proposition T.3.2.5.18 to obtain another
model for the ∞-category CSSCat∞ :
Proposition 1.5.7. The category (Set+∆)/N(∆)op admits a simplicial model structure, which is characterized
by the following properties:
(C) A morphism X → Y in (Set+∆)/N(∆)op is a cofibration if and only if the underlying map of simplicial
sets is a monomorphism.
(W ) Every coCartesian equivalence in (Set+∆)/N(∆)op is a weak equivalence.
(In other words, the model structure on (Set+∆)/N(∆)op is a localization of the coCartesian model structure.)
(F ) An object (X,E) of (Set+∆)/N(∆)op is fibrant if and only if the map p : X → N(∆)
op is a coCartesian
fibration, E is the set of all p-coCartesian edges of X, and p is classified by a map N(∆)op → Cat∞
which is a complete Segal space object of Cat∞.
Moreover, the adjoint functors
(Set+∆)/N(∆)op
F+• (∆
op)// Fun(∆op, Set+∆)
N+• (∆
op)
oo
determine a Quillen equivalence of the category (Set+∆)/N(∆)op (with the model structure described above) with
the category Fun(∆op, Set+∆) (with the complete Segal model structure of Proposition 1.5.4). In particular,
(Set+∆)/N(∆)op is an absolute distributor.
Proof. Let A denote the category (Set+∆)/N(∆)op endowed with the coCartesian model structure, and B
the category Fun(∆op, Set+∆) endowed with the injective model structure. Proposition T.3.2.5.18 implies
that the relative nerve functor f 7→ N+f (∆
op) determines a right Quillen equivalence from B to A. Note
that N+f has the structure of a simplicial functor. It follows from Corollary T.A.3.1.12 that the induced
map N(Bo)→ N(Ao) is an equivalence of ∞-categories. In view of Proposition T.4.2.4.4, we conclude that
N(Bo) is equivalent to Fun(N(∆)op,Cat∞). The existence of the model structure in question now follows
from Proposition T.A.3.7.8, Remark 1.2.11, and Theorem 1.4.1.
It remains only to prove that the adjoint functors F+• (∆
op) and N+• (∆
op) determine a Quillen equivalence.
It is easy to verify that these adjoint functors satisfy the hypotheses of Lemma 2.2.14, and therefore determine
a Quillen adjunction. We conclude by observing that the right derived functor of N+• (∆
op) determines an
equivalence from the homotopy category hB to the homotopy category hA, which restricts to an equivalence
of categories between hFun(∆op, Set+∆) ⊆ hB to h(Set
+
∆)/N(∆)op ⊆ hA.
We can use the same reasoning to obtain the following simpler result:
Proposition 1.5.8. The category Set∆/N(∆)op admits a simplicial model structure, which is characterized
by the following properties:
(C) A morphism X → Y in Set∆/N(∆)op is a cofibration if and only if the underlying map of simplicial
sets is a monomorphism.
(W ) Every covariant equivalence in Set∆/N(∆)op is a weak equivalence.
(In other words, the model structure on Set∆/N(∆)op is a localization of the covariant model structure.)
(F ) An object X of Set∆/N(∆)op is fibrant if and only if the map X → N(∆)
op is a left fibration, classified
by a complete Segal object χ : N(∆)op → S of the ∞-category S of spaces.
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Moreover, the adjoint functors
(Set∆)/N(∆)op
F•(∆
op)// Fun(∆op, Set∆)
N•(∆
op)
oo
determine a Quillen equivalence of the category Set∆/N(∆)op (with the model structure described above) with
the category Fun(∆op, Set∆) (with the complete Segal model structure of Proposition 1.5.4). In particular,
(Set∆)/N(∆)op is an absolute distributor.
We will abuse terminology by referring to the model structures of Propositions 1.5.7 and 1.5.8 as the
complete Segal model structures.
Remark 1.5.9. Since the inclusion S ⊆ Cat∞ carries complete Segal space objects of S to complete
Segal space objects of Cat∞, Proposition T.A.3.7.9 implies that the forgetful functor (Set
+
∆)/N(∆)op →
(Set∆)/N(∆)op is a left Quillen functor (with respect to the complete Segal model structures).
We conclude this section with a technical result about the behavior of the complete Segal model categories
of Proposition 1.5.4:
Proposition 1.5.10. Let A be a simplicial model category satisfying the following conditions:
(a) The model category A is an absolute distributor.
(b) The collection of weak equivalences in A is stable under filtered colimits.
(c) Filtered colimits are left exact in the underlying ∞-category N(A)o.
(d) The final object of N(A)o is compact.
Then the collection of weak equivalences in Fun(∆op,A) (with respect to the complete Segal model structure)
is stable under small filtered colimits.
Proof. Let B denote the category Fun(∆op,A) endowed with the injective model structure. Let J be a small
filtered category, and let α : X → Y be a natural transformation of functors X,Y : J → A such that, for
each J ∈ J, the map X(J)→ Y (J) is a weak equivalence with respect to the complete Segal model structure.
Choose a diagram
X //

Y

X ′ // Y ′
X ′′
OO
// Y ′′
OO
where the vertical morphisms are weak equivalences with respect to the projective model structure on
Fun(J,B), and the objects X ′′, Y ′′ ∈ Fun(J,B) are projectively fibrant and cofibrant. Assumption (b)
guarantees that the collection of weak equivalences for the projective model structure is stable under filtered
colimits. We may therefore replace X by X ′′ and Y by Y ′′, and thereby reduce to the case where X and
Y are projectively fibrant and cofibrant. In this case, the colimits of X and Y can be identified with their
homotopy colimits, which are also (by virtue of Theorem T.4.2.4.1) the colimits of the induced diagrams
X,Y : N(J)→ N(Bo).
Let L : N(Bo) → CSSN(Ao) denote a composition of a right adjoint to the inclusion CSSN(Ao) ⊆
Fun(N(∆)op,N(Ao)) with the equivalence Fun(N(∆)op,N(Ao)) ≃ N(Bo). By assumption, the map X(J)→
Y (J) becomes an equivalence in CSSN(Ao) after applying the functor L. Since L commutes with filtered
colimits (this follows from (c) and (d) by virtue of Proposition 1.2.29), we deduce that the induced map
L colimX → L colimY is an equivalence, so that the map colimX → colimY is a weak equivalence with
respect to the complete Segal model structure as desired.
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Example 1.5.11. The conditions of Proposition 1.5.10 are satisfied if A is the category of simplicial sets
(endowed with the Kan model structure), or if A is the category of marked simplicial sets.
2 Segal Categories
In §1, we introduced the notion of a Segal space. To every Segal space X•, one can associate an (∞, 1)-
category C whose objects are the points of X0. The resulting correspondence between Segal spaces and
(∞, 1)-categories is not one-to-one. In general, a given (∞, 1)-category can be obtained in this way from
many different Segal spaces. One way to eliminate this ambiguity is to restrict attention to the complete
Segal spaces: in other words, to require that X0 be as “large” as possible. In this section, we will adopt
another approach, where we require instead that X0 be very “small”. More precisely, we will consider Segal
spaces X• with the property that the set X0 is discrete. A Segal space with this property is called a Segal
category.
The theory of Segal categories is another approach to the foundations of higher category theory. It has
a number of advantages and disadvantages when compared with the theory of complete Segal spaces:
(1) A Segal category X• has an underlying set of objects X0. This makes it possible to directly compare
the notion of a Segal category with a more naive approach to higher category theory, like the theory
of simplicial or topological categories.
(2) Let X• be a Segal category, and let S = X0 be the set of objects of X•. For each n ≥ 0, we have a
canonical map p : Xn → Sn+1, which determines a decomposition
Xn ≃
∐
s0,...,sn∈S
X [s0, . . . , sn]
where X [s0, . . . , sn] denotes the fiber of p over (s0, . . . , sn). In practice, it is usually easier to work
directly with the summands X [s0, . . . , sn] of Xn than it is to work with Xn itself. This is somewhat
advantageous when we work with Segal categories enriched over a model category category A: we will
not need to assume that A is an absolute distributor.
(3) Restricting our attention to Segal spaces X• such that X0 is discrete does not fully eliminate the
problem that a given (∞, 1)-category can be represented by many different Segal spaces. This is
a phenomenon which is apparent even at the level of ordinary categories: the construction which
assigns to each category C its underlying set of objects is not invariant under equivalence. A practical
consequence of this phenomenon is that it is not easy describe the weak equivalences between Segal
categories directly.
Our goal in this section is to outline the theory of Segal categories and its relationship to other models
for higher category theory. We will begin in §2.1 by defining the notion of a A-enriched preSegal category,
for any category A. The collection of A-enriched preSegal categories can be organized into a category SegA.
The idea is that if A is a sufficiently nice model for the theory of (∞, n− 1)-categories, then SegA will be a
model for the theory of (∞, n)-categories. For example, in the case n = 1 we can take A to be the category
of simplicial sets; in the case n = 2 (the primary case of interest to us in this paper) we can take A to be
the category of marked simplicial sets.
For any category A, there is a fully faithful embedding i from the category CatA of A-enriched categories
to the category SegA of A-enriched preSegal categories. In §2.2, we endow SegA with a projective model
structure and show that the functor i is a right Quillen equivalence, provided that A satisfies some mild
hypotheses.
In §2.3, we will compare the theory Segal categories with the theory of Segal spaces. More specifically,
we will describe a functor from the category SegA of A-enriched preSegal categories to the category of
Fun(∆op,A) of simplicial objects of A (in many cases of interest, such as the case where A = Set∆ or
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A = Set+∆, this functor is a fully faithful embedding). Under suitable hypotheses, we will endow SegA with
an injective model structure and prove that the functor SegA → Fun(∆
op,A) is a left Quillen equivalence,
where Fun(∆op,A) is endowed with the complete Segal model structure of Proposition 1.5.4. We will also
show that the projective and injective model structures on SegA are Quillen equivalent, provided that both
are defined.
2.1 Basic Definitions
In this section, we will introduce the notion of a A-enriched preSegal category, where A is another category.
We begin by establishing some terminology.
Definition 2.1.1. Let S be a set. We define a category ∆S as follows:
• An object of ∆S is an object [n] ∈∆ together with a map of sets
c : [n] = {0, . . . , n} → S.
• Given a pair of objects ([n], c) and ([n′], c′) in ∆S , a morphism from ([n], c) to ([n
′], c′) is a map of
linearly ordered sets f : [n]→ [n′] such that c = c′ ◦ f .
• Composition of morphisms is defined in the obvious way.
Notation 2.1.2. Given an (n + 1)-tuple of elements (s0, . . . , sn) ∈ Sn+1, we let [s0, s1, . . . , sn] denote the
object ([n], c) ∈∆S , where c : [n]→ S is the map i 7→ si.
Definition 2.1.3. Let A be a category. A A-enriched preSegal category consists of the following data:
• A set S, called the set of objects.
• A functor X :∆opS → A such that, for every element s ∈ S, the value X([s]) is a final object of A.
Given preSegal categories (S,X : ∆opS → A) and (S
′, X ′ : ∆opS → A), a map of preSegal categories from
(S,X) to (S′, X ′) is a pair (f, α), where f : S → S′ is a map of sets and α is a natural transformation from
X to the composite functor
∆
op
S
f◦
→∆S′
X′
→ A.
We let SegA denote the category of A-enriched preSegal categories.
Example 2.1.4. Let A be a category which admits finite products, and regard A as endowed with the
Cartesian monoidal structure. Then everyA-enriched category C determines a A-enriched preSegal category
(S,X) as follows:
• We take S to be the set of objects of C.
• For every sequence of elements s0, . . . , sn ∈ S, let X [s0, . . . , sn] = HomC(s0, s1)× . . .×HomC(sn−1, sn).
This construction determines a fully faithful embedding from the category CatA of A-enriched categories to
the category SegA. The essential image of this embedding consists of those A-enriched preSegal categories
(S,X) with the following additional property:
(∗) For every sequence of objects s0, . . . , sn ∈ S, the map
X [s0, s1, . . . , sn]→ X [s0, s1]× . . .×X [sn−1, sn]
is an isomorphism in A.
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In view of Example 2.1.4, we can regard the notion of a A-enriched preSegal category as a generalization
of the notion of a A-enriched category. To ensure that this generalization is not too drastic, it is natural to
impose a homotopy-theoretic analogue of condition (∗):
Definition 2.1.5. Let A be a model category. We say that a A-enriched preSegal category (S,X) is a
A-enriched Segal category if, for every sequence of objects s0, . . . , sn ∈ S, the map
φ : X [s0, s1, . . . , sn]→ X [s0, s1]× . . .×X [sn−1, sn]
exhibits X [s0, . . . , sn] as a homotopy product of the objects {X [si−1, si]}1≤i≤n.
We will say that (S,X) is locally fibrant if X [s0, . . . , sn] is a fibrant object of A, for every sequence of
objects s0, . . . , sn.
Remark 2.1.6. If (S,X) is locally fibrant, or if the collection of weak equivalences in A is stable under the
formation of finite products, then (S,X) is a A-enriched Segal category if and only if the map
X [s0, . . . , sn]→ X [s0, s1]× . . .×X [sn−1, sn]
is a weak equivalence for every sequence of elements s0, . . . , sn ∈ S.
Example 2.1.7. Let C be a A-enriched category, where A is a model category. Then the A-enriched
preSegal category associated to C (see Example 2.1.4) is a A-enriched Segal category.
In §2.2, we will see that if A is a sufficiently nice model category, then SegA inherits a model structure
whose fibrant objects are precisely the locally fibrantA-enriched Segal categories. Our goal for the remainder
of this section is to lay some of the groundwork for the proof of this statement.
Notation 2.1.8. Let n ≥ 0, and let A ∈ A be an object. We define a A-enriched preSegal category
Frn(A) = (S,X) as follows:
• The underlying set S is [n] = {0, . . . , n}.
• Suppose given an object ([m], c : [m] → S) of ∆S . We define X([m], c) to be an initial object of A if
the map c is not monotone, a final object of A if the map c is constant, and the object A otherwise.
We observe that Frn(A) can be described by the following universal property: given any A-enriched preSegal
category (S,X), giving a map Frn(A) → (S,X) is equivalent to giving a sequence of objects s0, . . . , sn ∈ S
and a map A→ X([s0, . . . , sn]).
Definition 2.1.9. Let A be a model category. We will say that a map f : (S,X)→ (S′, X ′) of A-enriched
preSegal categories is a generating projective cofibration if one of the following conditions holds:
(a) The set S is empty, S′ consists of a single element, and the functor X ′ :∆opS′ → A is a constant functor
taking value equal to a final object 1 ∈ A.
(b) There exists a cofibration f0 : A → B in A and an integer n ≥ 0 such that f is the induced map
Frn(A)→ Frn(B).
We will say that a morphism in SegA is a projective cofibration if it belongs to the smallest weakly saturated
class of morphisms in SegA containing all generating cofibrations.
We will say that a A-enriched preSegal category (S,X) is cofibrant if the map ∅ → (S,X) is a cofibration,
where ∅ denotes the initial object of SegA.
Remark 2.1.10. In Definition 2.1.9, we can replace the class of morphisms (b) by the collection of all
morphisms {Frn(f) : Frn(A)→ Frn(B)}, where f : A→ B ranges over a collection of generating projective
cofibrations of A. It follows that if A is a combinatorial model category, then the collection of projective
cofibrations in SegA is of small generation (as a weakly saturated class), so that we can apply the small
object argument.
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Remark 2.1.11. Assume that A is a model category in which every object is cofibrant. Then each of the
generating projective cofibrations of Definition 2.1.9 is a morphism between cofibrant objects of SegA.
Lemma 2.1.12. Let A be a combinatorial model category, and let f : (S,X) → (S′, X ′) be a map of
A-enriched preSegal categories. The following conditions are equivalent:
(1) The map f is a projective cofibration.
(2) The map f admits a factorization
(S,X)
f ′
→ (S′′, X ′′)
f ′′
→ (S′, X ′)
where:
– The map f ′ is an iterated pushout of morphisms of type (a) appearing in Definition 2.1.9 (in other
words, (S′′, X ′′) is obtained from (S,X) by freely adjoining new objects).
– The map f ′′ is a retract of a transfinite composition of pushouts of morphisms of type (b) appearing
in Definition 2.1.9.
Proof. The implication (2) ⇒ (1) is obvious. For the converse, suppose that f is a projective cofibration.
Using the small object argument (see Remark 2.1.10), we deduce that there exists a transfinite sequence of
A-enriched preSegal categories {(Sβ, Xβ)}β<α with the following properties:
• The pair (S0, X0) coincides with (S,X).
• For 0 < β < α, the map
colimβ′<β(Sβ′ , Xβ′)→ (Sβ , Xβ)
is a pushout of a generating projective cofibration φβ .
• The A-enriched preSegal category (S′, X ′) is a retract of the colimit colimβ<α(Sβ , Xβ) in the category
(SegA)(S,X)/.
Reordering the generating projective cofibrations φβ if necessary, we may suppose that there exists an ordinal
α0 ≤ α such that φβ is of type (a) appearing in Definition 2.1.9 for β < α0, and of type (b) otherwise. Let
(S,X) denote the colimit of the sequence {(Sβ, Xβ)}β<α, so that we have a retraction diagram
(S,X)
r
%%J
JJ
JJ
JJ
JJ
(S′, X ′)
s
::ttttttttt
id // (S′, X ′).
Let S
′′
⊆ S denote the image of S′ in S. For each β < α, let S′′β denote the inverse image of S
′′
in Sβ
(so that S′′β = Sβ if β ≥ α), and let X
′′
β denote the restriction of Xβ to ∆
op
S′′β
. We now define (X ′′, S′′) to be
the pair (X ′′α0 , S
′′
α0), f
′ the canonical map (X,S) = (X0, S0)→ (X
′′
α0 , S
′′
α0), and f
′′ the composition
(X ′′α0 , S
′′
α0)→ (Xα0 , Sα0)→ (X,S)
r
→ (S′, X ′).
It is easy to see that f ′ and f ′′ have the desired properties.
Example 2.1.13. Let f : A → B be a cofibration in A. We define a A-enriched preSegal category
Frn(f) = ([n], X) as follows:
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• For every sequence of maps i0, . . . , ik ∈ [n], we let
X([i0, . . . , ik]) =

1 if i0 = . . . = ik
B if i0 ≤ i1 ≤ . . . ≤ ik = i0 + 1
A if i0 ≤ i1 ≤ . . . ≤ ik > i0 + 1
∅ otherwise.
Here 1 and ∅ denote final and initial objects of A, respectively. We have a canonical map ψ : Frn(f) →
Frn(B). The domain and codomain of ψ are cofibrant objects of SegA, and the induced map F (ψ) :
F (Frn(f))→ F (Frn(B)) is an isomorphism of A-enriched categories. It follows that ψ is a weak equivalence.
Corollary 2.3.12 now implies that every pushout of ψ is a weak equivalence in SegA.
2.2 The Projective Model Structure on SegA
Throughout this section, we will assume that A is a combinatorial model category satisfying the following
conditions:
(A1) Every object of A is cofibrant.
(A2) For every object X ∈ A, the functor Y 7→ X × Y preserves small colimits.
(A3) The Cartesian product on A endows A with the structure of a monoidal model category. In other
words, given a pair of cofibrations f : A→ A′, g : B → B′, the induced map
f ∧ g : (A×B′)
∐
A×B
(A′ ×B)→ A′ × B′
is again a cofibration, which is trivial if either f or g is trivial.
(A4) The collection of weak equivalences in A is stable under filtered colimits.
These conditions guarantee that the category CatA of A-enriched categories admits a model structure;
see §T.A.3.2. Our goal in this section is exhibit a model structure on SegA such that the fully faithful
embedding G : CatA →֒ SegA of Example 2.1.4 is a right Quillen equivalence. Our first step is to give an
explicit construction of a left adjoint to this embedding.
Remark 2.2.1. Suppose given a A-enriched preSegal category (S,X) and a A-enriched category C. A map
of A-enriched preSegal categories (S,X)→ G(C) is determined by the following data:
• For each element s ∈ S, an object α(s) ∈ C.
• For each sequence of elements s0, . . . , sn ∈ C and every pair of integers 0 ≤ i ≤ j ≤ n, a map
βi,js0,...,sn : X([s0, . . . , sn])→ MapC(α(si), α(sj)).
Moreover, such data determines a map of A-enriched preSegal categories provided that the following condi-
tions are satisfied:
• If 0 ≤ i = j ≤ n, then βi,js0,...,sn is given by the composition
X([s0, . . . , sn])→ 1
id
→ MapC(α(si), α(sj)),
where 1 denotes the final object of A.
• If 0 ≤ i ≤ j ≤ k ≤ n, then βi,ks0,...,sn is obtained by composing β
i,j
s0,...,sn with β
j,k
s0,...,sn in the category C.
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• Given a map f : [s0, . . . , sn] → [s′0, . . . , s
′
n′ ] in ∆S and a pair of integers 0 ≤ i ≤ j ≤ n, the map
β
f(i),f(j)
s′0,...,s
′
n′
is given by composing βi,js0,...,sn with X(f).
Notation 2.2.2. Let S be a set containing a pair of elements x and y. We define a category Jx,y(S) as
follows:
• An object of Jx,y(S) consists of a sequence of elements (s0, s1, . . . , sn) ∈ S
n+1 such that s0 = x and
sn = y, together with a sequence of integers {0 = i0 < i1 < . . . < ik = n}.
• A morphism from ((s0, . . . , sn), {0 = i0 < . . . < ik = n}) to ((s′0, . . . , s
′
n′), {0 = i
′
0 < . . . < i
′
k′ = n
′}) in
the category Jx,y(S) is a map of linearly ordered sets f : [n
′]→ [n] satisfying the following conditions:
– We have f(0) = 0 and f(n′) = n.
– For 0 ≤ m ≤ n′, we have sf(m) = s
′
m.
– For each 0 ≤ j′ < k′, there exists 0 ≤ j < k such that
ij ≤ f(i
′
j′) ≤ f(i
′
j′+1) ≤ ij+1.
(Note that j is uniquely determined unless ij = f(i
′
j′) = f(i
′
j′+1) or f(i
′
j′) = f(i
′
j′+1) = ij+1.)
Given a sequence of elements x0, . . . , xm in S, there is an evident concatenation functor
Jx0,x1(S)× . . .× Jxm−1,xm(S)→ Jx0,xm(S).
Suppose now that we are given a A-enriched preSegal category (S,X). Given a pair of elements x, y ∈ S,
we define a functor HXx,y : Jx,y(S)→ A as follows:
(∗) Let σ = ((s0, . . . , sn), {0 = i0 < . . . < ik = n}) be an object of Jx,y. We then define H
X
x,y(σ) to be the
product
X([s0, . . . , si1 ])×X([si1 , . . . , si2 ])× . . .×X([sik−1 , . . . , sn]).
Remark 2.2.3. Given a sequence of elements x0, . . . , xm of S, the composition
Jx0,x1(S)× . . .× Jxm−1,xm(S)→ Jx0,xm(S)
HXx0,xm→ A
is canonically isomorphic with the external product of the functors {HXxi,xi+1}0≤i<m.
Proposition 2.2.4. Let (S,X) be a A-enriched preSegal category.
(1) There exists a A-enriched category F (S,X) which may be described as follows:
(a) The objects of F (S,X) are the elements of S.
(b) Given a pair of objects x, y ∈ S, the mapping object MapF (S,X)(x, y) is given by the colimit of the
diagram
HXx,y : Jx,y(S)→ A.
(c) Given a sequence of objects x0, . . . , xm ∈ S, the composition law
MapF (S,X)(x0, x1)× . . .×MapF (S,X)(xm−1, xm)→ MapF (S,X)(x0, xm)
is given by the chain of morphisms
colim
∏
1≤i≤m
HXxi−1,xi
φ
≃ colim(
∏
1≤i≤m
HXxi−1,xi)|
∏
1≤i≤m
Jxi−1,xi(S)
φ′
≃ colimHXx0,xm |
∏
1≤i≤m
Jxi−1,xi(S)
→ colimHXx0,xm .
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Here the isomorphism φ results from our assumption that the Cartesian product preserves colimits
separately in each variable, and the isomorphism φ′ from Remark 2.2.3.
(2) There exists a map of A-enriched Segal categories
u : (S,X)→ G(F (S,X))
which is the identity on objects and satisfies the following universal property: for every A-enriched
category C, the composite map
φ : HomCatA(F (S,X),C)→ HomSegA(G(F (S,X)), G(C))
◦u
→ HomSegA((S,X), G(C)).
Proof. Assertion (1) is evident. To construct the map u described in (2), we invoke Remark 2.2.1: it will
suffice to define, for every sequence of elements s0, . . . , sn ∈ S and every pair of integers 0 ≤ i ≤ j ≤ n, a
map
βi,js0,...,sn : X([s0, . . . , sn])→ MapF (S,X)(si, sj)
satisfying some evident compatibility conditions. We will take βi,js0,...,sn to be given by the composition
X([s0, . . . , sn]) → X([si, si + 1, . . . , sj ])
= HXsi,sj ((si, si + 1, . . . , sj), {0 ≤ j − i})
→ colimHXsi,sj
= MapF (S,X)(si, sj).
It is not difficult to check that these maps satisfy the conditions of Remark 2.2.1 and therefore determine a
map u of A-enriched preSegal categories.
To complete the proof, it will suffice to show that for everyA-enriched category C, the map φ is a bijection.
The proof proceeds by explicitly constructing a map ψ : HomSegA((S,X), G(C)) → HomCatA(F (S,X),C)
inverse to φ. Suppose given a map f of A-enriched preSegal categories (S,X)→ G(C). This data determines
a map α from S to the set of objects of C, and a collection of maps
βi,js0,...,sn : X([s0, . . . , sn])→ MapC(α(si), α(sj))
as explained in Remark 2.2.1. We will define a A-enriched functor ψ(f) : F (S,X) → C as follows. On
objects, ψ(f) is given by the map α. To define ψ(f) on morphisms, we must give for every pair of elements
x, y ∈ S a map
colimHXx,y → MapC(α(x), α(y)).
This is equivalent to giving a compatible family of maps
HXx,y(σ)→ MapC(α(x), α(y)),
where σ = ((s0, . . . , sn), {0 = i0 < i1 < . . . < ik = n}) ranges over the objects of Jx,y(S). We take this to be
the map given by the composition
HXx,y(σ) = X([s0, . . . , si1 ])× . . .×X([sik−1 , . . . , sn])
β0,i1s0,...,si1
×...×β
0,n−ik−1
sik−1
,...,sn
→ MapC(α(s0), α(si1 ))× . . .×MapC(α(sk−1), α(sn))
→ MapC(α(x), α(y)).
It is straightforward to verify that this collection of maps has the desired properties, and that this construction
determines a map ψ which is inverse to φ.
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It follows from Proposition 2.2.4 that the construction (S,X) 7→ F (S,X) is functorial in the A-enriched
preSegal category (S,X), and determines a left adjoint to the functor of Example 2.1.4. Our next goal is to
understand the homotopy types of the mapping objects in F (S,X). Since these mapping objects are given
by colimits in A, we would like a criterion to guarantee that these colimits are also homotopy colimits (see
Proposition 2.2.6 below). First, we need a very formal preliminary result:
Lemma 2.2.5. Let A, B, and C be combinatorial model categories, and let F : A×B→ C be a left Quillen
bifunctor. Let I and J be small categories. Then the induced functor
Fun(I,A)× Fun(J,B)→ Fun(I× J,C)
is again a left Quillen bifunctor; here we regard Fun(I,A), Fun(J,B), and Fun(I× J,C) as endowed with
the projective model structure.
Proof. Let f : A→ A′ be a projective cofibration in Fun(I,A) and let g : B → B′ be a projective cofibration
in Fun(J,B). Define new functors
A′ ⊗B′, f ∧ g : I× J→ C
by the formulas
(A′ ⊗B′)(I, J) = F (A′(I), B′(J))
(f ∧ g)(I, J) = F (A(I), B′(J))
∐
F (A(I),B(J))
F (A′(I), B(J)).
We have an induced map φf,g : f ∧ g → A
′ ⊗ B′. We wish to prove that φf,g is a projective cofibration,
which is trivial if either f or g is a trivial cofibration. We will prove the first assertion; the second follows
by the same argument.
Let us first regard f as fixed, and consider the collection of all g such that φf,g is a projective cofibration. It
is not difficult to verify that this collection is weakly saturated. It will therefore suffice to prove the assertion
as g ranges over a collection of generators for the weakly saturated class of all projective cofibrations in
Fun(J,B). We may therefore assume that g = ψ!g, where ψ : [0] → J is a functor (corresponding to an
object of J), ψ! the corresponding left Kan extension functor, and g is a cofibration in Fun([0],B) ≃ B).
Replacing J by [0], we may reduce to the case where the category J consists of a single object. We now
regard g as fixed and apply the same argument to reduce to the case where I consists of a single object. We
are therefore reduced to proving that the original functor
F : A×B→ C
is a left Quillen bifunctor, which is true by assumption.
Proposition 2.2.6. Let f : (S,X) → (S,X ′) be a projective cofibration between cofibrant A-enriched pre-
Segal categories which is the identity on the object set S. For every pair of objects x, y ∈ S, the induced
map
HXx,y → H
X′
x,y
is a projective cofibration in the category of functors from Jx,y(S) to A.
Proof. We will prove Proposition 2.2.6 under the following additional assumption:
(∗) For every pair of elements x, y ∈ S, the diagram HXx,y is projectively cofibrant.
Assume for the moment that this weaker version of the Proposition holds. Since (S,X) is cofibrant, Lemma
2.1.12 implies that we have a projective cofibration f0 : (S,X0) → (S,X), where X0 : ∆
op
S → A is defined
by the formula
X0([s0, . . . , sn]) =
{
1 if s0 = . . . = sn
∅ otherwise.
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Here 1 and ∅ denote final and initial objects of A, respectively. Since (∗) is satisfied by X0, we deduce that
the maps HX0x,y → H
X
x,y are projective cofibrations, so that assumption (∗) is also satisfied by X : in other
words, condition (∗) is automatic, so that Proposition 2.2.6 holds in general.
Let us now assume that X satisfies (∗). Using Lemma 2.1.12, we deduce the existence of a transfinite
sequence of A-enriched preSegal categories {(S,Xβ}β≤α with the following properties:
• We have X0 = X .
• If β ≤ α is a nonzero limit ordinal, then Xβ is isomorphic to the colimit of the diagram {Xβ′}β′<β.
• If β < α, then the map Xβ → Xβ′ is a pushout of a generating projective cofibration of type (b)
appearing in Definition 2.1.9.
• The morphism X → X ′ is a retract of X0 → Xα.
Since the collection of projective cofibrations is stable under retracts, we may assume without loss of
generality that f is the map X0 → Xα. We will prove the following:
(a) For each γ ≤ β ≤ α, the map H
Xγ
x,y → H
Xβ
x,y is a projective cofibration. In particular (taking γ = 0 and
applying assumption (∗)), the diagram H
Xβ
x,y is projectively cofibrant.
We will prove (a) using induction on β, regarding the ordinal γ as fixed. If β = γ there is nothing to
prove, and if β is a limit ordinal then the result follows from the inductive hypothesis, since the construction
X 7→ HXx,y preserves filtered colimits. We may therefore suppose that β = β0+1 is a successor ordinal larger
than γ. The inductive hypothesis guarantees that the map H
Xγ
x,y → H
Xβ0
x,y is a projective cofibration. It will
therefore suffice to show that the map H
Xβ0
x,y → H
Xβ
x,y is a projective cofibration. We map now replace X by
Xβ0 (observe that our inductive hypothesis guarantees that (∗) is still satisfied) and X
′ by Xβ to reduce to
proving the original form of Proposition 2.2.6 under the following additional assumption:
(∗′) There exists a cofibration u : A→ B in A, an integer n ≥ 0, and a pushout square
Frn(A)
Frn(u) //
φ

Frn(B)

(S,X) // (S,X ′).
This diagram is classified by a sequence of elements s0, . . . , sn ∈ S and a commutative diagram
A //

B
v

X([s0, . . . , sn]) // X ′([s0, . . . , sn])
in the category A.
For each k ≥ 0 and each subset S ⊆ [k], let
F
[k]
S : Jx,s0(S)× Jsn,s0(S)
k × Jsn,y(S)→ A
be the functor given by the formula
(σ0, σ1, . . . , σk+1) 7→ H
X
x,s0(σ0)× C0 ×H
X
sn,s0(σ1)× C1 × . . .× Ck ×H
X
sn,y(σk+1),
where Ci is equal to A if i /∈ S and B otherwise. Let F
[k]
+ denote the functor F
[k]
[k], and let F
[k]
− denote the
colimit of the functors {F
[k]
S }S⊂[k], so that we have a map φ
k : F
[k]
− → F
[k]
+ .
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There is a natural concatenation functor
ψk : Jx,s0(S)× Jsn,s0(S)
k × Jsn,y(S)→ Jx,y(S),
and the map v determines a natural transformation from each F
[k]
+ to H
X′
x,y ◦ ψ
k. Let
ψk! : Fun(Jx,s0(S)× Jsn,s0(S)
k × Jsn,y(S),A)→ Fun(Jx,y(S),A)
denote the left Kan extension functor.
The diagram HX
′
x,y can be realized as the direct limit of a sequence of diagrams
HXx,y ≃ H
(0) → H(1) → H(2) → . . .
with the following property:
• For each k > 0, there is a pushout diagram (in the category Fun(Jx,y(S),A))
ψk! F
[k]
−
ψk! (φ
k)//

ψk! F
[k]
+

H(k−1) // H(k).
To complete the proof, it will suffice to show that each ψk! (φ
k) is a projective cofibration. Since ψk! is a left
Quillen functor, we are reduced to proving that φk is a projective cofibration. This follows from Lemma 2.2.5,
since φk is an iterated external smash product of maps of the form ∅ → HXx′,y′ (here ∅ denotes the initial
object of Fun(Jx′,y′(S),A); this map is projective cofibration by virtue of assumption (∗)) and u : A → B
(which is a projective cofibration in the category Fun([0],A)).
It follows from Proposition 2.2.6 that the construction (S,X) 7→ F (S,X) is homotopy invariant when
restricted to cofibrant A-enriched preSegal categories (Proposition 2.2.9 below). To make this precise, we
need to introduce some terminology.
Definition 2.2.7. Let φ : (S,X)→ (S′, X ′) be a morphism of A-enriched preSegal categories. We will say
that φ is a pointwise fully faithful if, for every sequence of objects s0, . . . , sn ∈ S, the map X([s0, . . . , sn])→
X ′([φ(s0), . . . , φ(sn)]) is a weak equivalence in A.
Lemma 2.2.8. Let φ : I→ J be a functor between small categories such that the induced map N(I)→ N(J)
is cofinal, and let A be a combinatorial model category. Then, for any functor X : J → A, the canonical
map
hocolim(X ◦ φ)→ hocolim(X)
is an isomorphism in the homotopy category hA.
Proof. Replacing A by a Quillen equivalent combinatorial model category if necessary, we may assume that
A is simplicial (see, for example, [14]). Without loss of generality, we may assume that X takes values in the
full subcategory Ao of fibrant-cofibrant objects of A, and therefore determines a functor x : N(J)→ N(Ao).
Using Theorem T.4.2.4.1, we are reduced to proving that the induced map colim(x ◦ φ) → colim(x) is an
equivalence in the ∞-category N(Ao), which follows from Proposition T.4.1.1.8.
Proposition 2.2.9. Let φ : (S,X) → (S′, X ′) be a morphism of A-enriched preSegal categories. Assume
that:
(1) The A-enriched preSegal categories (S,X) and (S,X ′) are cofibrant.
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(2) The induced map S → S′ on objects is surjective.
(3) The map φ is pointwise fully faithful.
Then the induced map F (φ) : F (S,X)→ F (S′, X ′) is an equivalence of A-enriched categories.
Proof. Assumption (2) guarantees that F (φ) is essentially surjective. It will therefore suffice to prove that,
for every pair of objects x, y ∈ S, the induced map
MapF (S,X)(x, y)→ MapF (S′,X′)(φ(x), φ(y))
is a weak equivalence in A. In other words, we must show that the map
colim(HXx,y : Jx,y(S)→ A)→ colim(H
X′
φ(x),φ(y) : Jx′,y′(S
′)→ A)
is a weak equivalence. Assumption (1) and Proposition 2.2.6 guarantee that the diagramsHXx,y and H
X′
φ(x),φ(y)
are projectively cofibrant, so it will suffice to show that the horizontal map in the diagram
hocolim(HXx,y : Jx,y(S)→ A) //
φ
++WWWW
WWWW
WWWW
WWWW
WWWW
W
hocolim(HX
′
φ(x),φ(y) : Jx,y(S
′)→ A)
hocolim(Jx,y(S)→ Jφ(x),φ(y)(S
′)
HX
′
φ(x),φ(y)
→ A)
ψ
OO
is a weak equivalence. By the two-out-of-three property, it will suffice to show that φ and ψ are weak
equivalences. The map φ is a weak equivalence because the transformation HXx,y → H
X′
φ(x),φ(y)| Jx,y(S) is a
pointwise weak equivalence (in view of assumption (3) together with the observation that every product in
A is a homotopy product, since every object is cofibrant and the Cartesian product functor on A is a left
Quillen bifunctor). To prove that ψ is a weak equivalence, it will suffice (by virtue of Lemma T.4.1.1.8) to
show that the map N(Jx,y(S))→ N(Jφ(x),φ(y)(S
′)) is cofinal. In view of Theorem T.4.1.3.1, this is equivalent
to the following assertion: for every object σ ∈ Jφ(x),φ(y)(S
′), the fiber product category
Jx,y(S)σ/ = Jx,y(S)×Jφ(x),φ(y)(S′) Jφ(x),φ(y)(S
′)σ/
has weakly contractible nerve.
Let σ = ((s′0 = φ(x), s
′
1, . . . , s
′
n−1, s
′
n = φ(y)), {0 = i0 < i1 < . . . < ik = n}). We define full subcategories
C ⊆ D ⊆ (Jx,y(S)σ/)
op as follows: an object of (Jx,y(S)σ/)
op belongs to D if and only if the corresponding
map
α : σ → ((φ(x), s′1, . . . , s
′
n−1, φ(y)), {0 = i0 < i1 < . . . < ik = n})
in Jφ(x),φ(y)(S
′) has the property that α(ij) ∈ {0 = i0 < . . . < ik = n} for 0 ≤ j ≤ k. Such an object belongs
to C if and only if α([n]) ⊆ {0 = i0 < . . . < ik = n}. We note that the inclusion D ⊆ (Jx,y(S)σ/)
op admits a
left adjoint, and the inclusion C ⊆ D admits a right adjoint. It follows that the inclusions
N(C) ⊆ N(D) ⊆ N(Jφ(x),φ(y)(S
′)σ/)
are weak homotopy equivalences. It will therefore suffice to show that N(C) is weakly contractible.
The category C is equivalent to a product C0×C1× . . .× Cn, where the categories Ci may be described
as follows:
• An object of Ci is given by a nonempty sequence s0, . . . , sm ∈ φ
−1{s′i}, together with a nonempty
subset K ⊆ [m]. If i = 0, we have the additional requirement that s0 = x and 0 ∈ K, while if i = n we
have the additional requirement that sm = y and m ∈ K.
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• A morphism from (s0, . . . , sm;K) to (s0, . . . , sm;K in Ci is a monotone map α : [m] → [m] such that
sj = sα(j) for 0 ≤ j ≤ m, and K ⊆ α(K). If i = 0, we have the additional requirement that α(0) = 0,
and if i = n we have the additional requirement that α(m) = m.
We will show that each Ci has a weakly contractible nerve. There are several cases to consider:
(a) Suppose that i = 0 = n. Let C′i be the full subcategory of Ci spanned by those objects (s0, . . . , sm;K)
such that K = {0,m}. The inclusion C′i ⊆ Ci admits a left adjoint, so it will suffice to show that C
′
i
has weakly contractible nerve. We now observe that C′i has an initial object, given by the sequence
(x, y; {0, 1}).
(b) Suppose that i = 0 < n. Let C′i be the full subcategory of Ci spanned by those objects (s0, . . . , sm;K)
such that K = {0}. We again observe that the inclusion C′i ⊆ Ci admits a left adjoint, and that C
′
i has
an initial object, this time given by (x; {0}).
(c) Suppose that i = n > 0. We then argue as in case (b).
(d) Suppose that 0 < i < n. Consider the following functors from Ci×Ci to Ci:
– Let π1, π2 : Ci×Ci → Ci denote projection onto the first and second factor, respectively.
– Let F : Ci×Ci → Ci be the concatenation functor, so that
F ((s0, . . . , sm;K), (s0, . . . , sm;K
′)) = ((s0, . . . , sm, s0, . . . , sm),K
′′)
with K ′′ = K ∪ {j +m+ 1 : j ∈ K ′}.
– Let F− : Ci×Ci → Ci be the variant on the concatenation functor described by the formula
F−((s0, . . . , sm;K), (s0, . . . , sm;K
′)) = ((s0, . . . , sm, s0, . . . , sm),K).
– Let F+ : Ci×Ci → Ci be the variant on the concatenation functor described by the formula
F+((s0, . . . , sm;K), (s0, . . . , sm;K
′)) = ((s0, . . . , sm, s0, . . . , sm),K
′′),
where K ′′ = {j +m+ 1|j ∈ K ′}.
We have natural transformations of functors
π1 → F− ← F → F+ ← π2.
It follows that π1 and π2 induce homotopic maps from N(Ci)×N(Ci) to Ci. Fix an object C ∈ Ci (this
is possible in view of assumption (2)). The identity map from N(Ci) to itself, which is given by the
composition
N(Ci) ≃ N(Ci)× {C} ⊆ N(Ci)×N(Ci)
N(π1)
→ N(Ci),
is homotopic to the composition
N(Ci) ≃ N(Ci)× {C} ⊆ N(Ci)×N(Ci)
N(π2)
→ N(Ci),
which is a constant map taking the value C. It follows that N(Ci) is weakly contractible as desired.
Definition 2.2.10. We will say that a morphism (S,X) → (S′, X ′) of A-enriched preSegal categories is a
cofibrant refinement if it is pointwise fully faithful, the map S → S′ is surjective, and (S,X) is cofibrant.
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Remark 2.2.11. For every A-enriched Segal category (S′, X ′), there exists a cofibrant refinement φ :
(S,X)→ (S′, X ′). This follows from the small object argument: we can choose φ so that (S,X) is cofibrant
and φ has the right lifting property with respect to all projective cofibrations. Unwinding the definition,
the latter condition amounts to the requirement that S → S′ is surjective and the map X([s0, . . . , sn]) →
X ′([φ(s0), . . . , φ(sn)]) is a trivial fibration in A, for every sequence of elements s0, . . . , sn ∈ S. In particular,
this condition guarantees that φ is pointwise fully faithful.
Corollary 2.2.12. Let φ : (S,X)→ (S′, X ′) be a morphism of A-enriched preSegal categories. The following
conditions are equivalent:
(1) Suppose given a commutative diagram
(S,X)
φ //

(S
′
, X
′
)

(S,X)
φ // (S′, X ′)
such that the vertical maps are cofibrant refinements. Then the induced map F (S,X) → F (S
′
, X
′
) is
an equivalence of A-enriched categories.
(2) There exists a commutative diagram satisfying the conditions listed in (1).
Proof. Let us say that a diagram σ :
(S,X)
φ //

(S
′
, X
′
)

(S,X)
φ // (S′, X ′)
is good if the vertical maps are cofibrant refinements, and excellent if it is good and the map F (S,X) →
F (S
′
, X
′
) is an equivalence of A-enriched categories. Using the small object argument, we can construct a
good diagram σ0:
(S,X0) //

(S′, X
′
0)

(S,X)
φ // (S′, X ′)
with the following additional properties:
• The vertical maps are the identity on objects.
• For every sequence of elements s0, s1, . . . , sn ∈ S, the map X0([s0, . . . , sn]) → X([s0, . . . , sn]) is a
trivial fibration in A.
• For every sequence of elements s′0, . . . , s
′
n ∈ S
′, the map X
′
0([s
′
0, . . . , s
′
n])→ X
′([s′0, . . . , s
′
n]) is a trivial
fibration in A.
If (1) is satisfied, then σ0 is excellent, which proves (2).
Conversely, suppose that (2) is satisfied, so that there exists an excellent diagram. We wish to prove (1):
that is, we wish to prove that every good diagram σ is excellent. For this, it will suffice to show that a good
diagram σ is excellent if and only if σ0 is excellent.
We first observe the following immediate consequence of Proposition 2.2.9:
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(∗) Suppose given a commutative diagram
(S˜, X˜) //

(S˜′, X˜ ′)

(S,X)
φ //

(S
′
, X
′
)

(S,X)
φ // (S′, X ′)
where the vertical morphisms are cofibrant refinements. Then the lower square is good if and only if
the outer rectangle is good.
In particular, given any good diagram σ:
(S,X)
φ //

(S
′
, X
′
)

(S,X)
φ // (S′, X ′),
we can choose a factorization of φ as a composition
(S,X)
φ
′
→ (S˜′, X˜ ′)
φ
′′
→ (S
′
, X
′
)
where φ
′
is a projective cofibration and φ
′′
is a cofibrant refinement. Taking (S˜, X˜) = (S,X) and applying
(∗), we see that σ is excellent if and only if the diagram σ′:
(S,X)
φ //

(S˜′, X˜ ′)

(S,X)
φ // (S′, X ′)
is excellent. It will therefore suffice to prove that σ′ is excellent if and only if σ0 is excellent, which follows
from (∗) together with the existence of a commutative diagram
(S,X) //

(S˜′, X˜ ′)

(S,X0) //

(S′, X
′
0)

(S,X)
φ // (S′, X ′).
Lemma 2.2.13. Let φ : (S,X) → (S′, X ′) be a projective cofibration of A-enriched preSegal categories.
Then the induced map F (φ) : F (S,X)→ F (S′, X ′) is a cofibration of A-enriched categories.
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Proof. The collection of morphisms φ for which F (φ) is a cofibration is weakly saturated. It will therefore
suffice to prove that this collection contains each of the generating projective cofibrations of Definition 2.1.9.
There are two cases to consider:
(a) The set S is empty, S′ consists of a single element, and the functor X ′ : ∆opS′ → A is a constant
functor taking value equal to a final object 1 ∈ A. In this case, F (φ) is the inclusion from the empty
A-enriched category to the A-enriched category with a single object (and endomorphisms given by
1 ∈ A); this is a generator for the class of cofibrations in CatA.
(b) There exists a cofibration φ0 : A → B in A and an integer n ≥ 0 such that φ is the induced map
Frn(A)→ Frn(B). In this case, we can identify F (S,X) with the A-enriched category freely generated
by objects x0, x1, . . . , xn and maps {ψi : A → Map(xi, xi+1)}0≤i<n. Similarly, F (S′, X ′) is freely
generated by objects x0, . . . , xn and maps {ψi : B → Map(xi, xi+1)}0≤i<n. The functor F (S,X) →
F (S′, X ′) is easily seen to be a pushout of n generating cofibrations in the category CatA.
Lemma 2.2.14. Suppose given a pair of adjoint functors A
F //B
G
oo , where A and B are combinatorial
model categories. Assume that:
(1) The collection of cofibrations in A is generated (as a weakly saturated class of morphisms) by cofibra-
tions between cofibrant objects.
(2) The functor F preserves cofibrations and preserves weak equivalences between cofibrant objects.
(3) The model categories A and B are left proper.
(4) The collection of weak equivalences in A and B are stable under filtered colimits.
Then F and G determine a Quillen adjunction between A and B.
Proof. In view of (2), it will suffice to show that the functor F preserves trivial cofibrations. We first
introduce a bit of terminology. We will say that a commutative square
X
f ′ //
g

X ′
g′

Y
f // Y ′
in A is good if the maps g and g′ are weak equivalences, the objects X and X ′ are cofibrant, and the induced
diagram
FX //

FX ′

FY // FY ′
is a homotopy pushout square in B. We will say that a morphism f : Y → Y ′ in A is good if, for every
trivial fibration g : X → Y such that X is cofibrant, there exists a good square
X
f ′ //
g

X ′
g′

Y
f // Y ′.
We will prove the following:
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(∗) Every cofibration in A is good.
Assuming (∗) for the moment, we can complete the proof as follows. Let f : Y → Y ′ be a trivial cofibration;
we wish to show that Ff is a trivial cofibration. Assumption (2) guarantees that Ff is a cofibration, so
it will suffice to show that Ff is a weak equivalence. Choose a trivial fibration g : X → Y , where X is
cofibrant. Invoking (∗), we deduce the existence of a good square
X
f ′ //
g

X ′
g′

Y
f // Y ′.
Since f is a weak equivalence, a two-out-of-three argument implies that f ′ is a weak equivalence. Consider
the diagram
FX
Ff ′ //

FX ′

FY
Ff // FY ′.
By assumption, this is a homotopy pushout square in B. It will therefore suffice to show that Ff ′ is a weak
equivalence, which follows from assumption (2).
We now prove (∗). Let f : Y → Y ′ be a cofibration in A. Using assumption (1) and the small object
argument, we deduce the existence of a transfinite sequence of objects {Yβ}β≤α with the following properties:
• The object Y0 coincides with Y .
• For every nonzero limit ordinal β ≤ α, we have Yβ ≃ colimγ<β Yγ .
• For every ordinal β < α, we have a pushout diagram
Zβ
hβ //

Z ′β

Yβ // Yβ+1
where hβ is a cofibration between cofibrant objects.
• The object Y ′ is a retract of Yα in AY/.
Choose a trivial fibration g : X → Y , where X is cofibrant. We first construct a transfinite sequence of
trivial fibrations {gβ : Xβ → Yβ}β≤α as follows:
• If β = 0, we set gβ = f .
• Let β ≤ α be a nonzero limit ordinal, and let g<β : colimγ<βXγ → Yβ be the colimit of the maps gγ
for γ < β. Assumption (4) guarantees that g<β is a weak equivalence. It follows that g<β admits a
factorization
colimγ<βXγ
g′<β
→ Xβ
gβ
→ Yβ
where g′<β is a trivial cofibration and gβ is a trivial fibration.
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• Suppose that β < α. Since Zβ is cofibrant and the map hβ is a trivial fibration, the attaching map
Zβ → Yβ factors through Xβ. Let X ′β denote the pushout Xβ
∐
Zβ
Z ′β . Since A is left proper, the
induced map X ′β → Yβ+1 is a weak equivalence. We may therefore choose a factorization
X ′β
p
→ Xβ+1
gβ+1
→ Yβ+1
where p is a trivial cofibration and gβ+1 is a trivial fibration.
We now prove that for each β ≤ α, the square
X
f ′β //
g

Xβ
gβ

Y // Yβ
is good. It is clear from the construction that the upper horizontal map is a cofibration (which implies that
Xβ is cofibrant, since X is cofibrant by assumption), and that the map gβ is a trivial fibration. The only
nontrivial point is to verify that the induced square
FX //
Fg

FXβ
Fgβ

FY // FYβ
is a homotopy pushout square in B. The proof proceeds by induction on β. If β = 0, there is nothing to
prove. Suppose that β is a nonzero limit ordinal. We have a commutative rectangle
FX //

FX<β //

FXβ

FY // FYβ
id // FYβ .
Using assumption (4) and the inductive hypothesis, we deduce that the left square is a homotopy pushout.
Assumption (2) guarantees that the upper horizontal map in the right square is a weak equivalence, so that
the right square is also a homotopy pushout. It follows that the outer square is again a homotopy pushout,
as desired.
The case of successor ordinals is treated similarly: suppose that β < α, and consider the diagram
FX //

FXβ //

F (Xβ
∐
Zβ
Z ′β) //

FXβ+1

FY // FYβ // FYβ+1
id // FYβ+1.
The inductive hypothesis guarantees that the leftmost square is a homotopy pushout, and assumption (2)
guarantees that that the rightmost square is a homotopy pushout. It will therefore suffice to show that
the middle square is a homotopy pushout. Since the functor F preserves colimits, the middle square is a
pushout. Moreover, the horizontal maps in the middle square are cofibrations, by virtue of assumption (2).
Since B is left-proper (assumption (3)), the desired result follows.
Since Y ′ is a retract of Yα in AY/, there exists a map r : Yα → Yα such that r
2 = r and r ◦ fα = fα, such
that we can identify Y ′ with the colimit of the sequence
Yα
r
→ Yα
r
→ Yα
r
→ . . . .
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Consider the diagram
X
f ′α

f ′α // Xα
gα

Xα
r
=={
{
{
{r◦gα // Yα.
Since gα is a trivial fibration and f
′
α is a cofibration, there exists a map r : Xα → Xα making the diagram
commute.
We will construct a commutative ladder
X
id

q0 // X0
q1 //
s0

X1
q2 //
s1

. . .
X
f ′α //

Xα
gα

r // Xα
r //
gα

. . .
Y
fα // Yα
r // Yα
r // . . .
as follows:
• Let X0 = Xα, q0 = f ′α, and s
0 = id.
• For i ≥ 0, we factor the map X i
si
→ Xα
r
→ Xα as a composition
X i
qi+1
→ X i+1
si+1
→ Xα
where qi+1 is a cofibration and si+1 is a trivial fibration.
Let X ′ = colimiX
i, so that we have a commutative diagram
X //
g

X ′
g′

Y
f // Y ′.
We claim that this square is good. By construction, the upper horizontal map is a cofibration, so that X ′
is cofibrant. The map g′ is a filtered colimit of the compositions gα ◦ si, each of which is a trivial fibration;
assumption (4) guarantees that g′ is a weak equivalence. The only nontrivial point is to guarantee that the
diagram
FX //
g

FX ′

FY // FY ′
is a homotopy pushout square in B. Assumption (4) guarantees that the collection of homotopy pushout
squares in B is stable under filtered colimits; it will therefore suffice to show that for each i ≥ 0, the outer
square in the diagram
FX //
g

FX i
Fsi

FX //

FXα

FY // FYα.
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We conclude by observing that the upper square is a homotopy pushout (since Fsi is a weak equivalence by
virtue of assumption (2)) and the lower square is a homotopy pushout thanks to our previous efforts.
Lemma 2.2.15. Let (S,X) be a projectively cofibrant A-enriched Segal category, and let x, y ∈ S. Then the
canonical map u : X([x, y])→ MapF (S,X)(x, y) is a weak equivalence in A.
Proof. Let J′x,y(S) denote the full subcategory of Jx,y(S) spanned by those objects of the form ((s0 =
x, s1, . . . , sn = y), {0 < n}). Let H : J
′
x,y(S) → A denote the restriction of H
X
x,y to J
′
x,y. The category
J
′
x,y(S) has a final object, given by ((x, y), {0 < 1}). It follows that we have canonical identifications
colimH ≃ hocolimH ≃ X([x, y]).
Moreover, we can identify the map u with the map
colimH → colimHXx,y
induced by the inclusion J′x,y ⊆ Jx,y.
We observe that the inclusion J′x,y(S) ⊆ Jx,y(S) admits a right adjoint R. We have a canonical natural
transformation α : HXx,y → H of functors from Jx,y(S) toA. The map R induces a morphism v : colimH
X
x,y →
colimH which is left inverse to u. It will therefore suffice to show that v is a weak equivalence in A.
Since (S,X) is cofibrant, Proposition 2.2.6 implies that the diagramHXx,y is projectively cofibrant diagram.
It will therefore suffice to show that R induces an isomorphism hocolimHXx,y → hocolimH in the homotopy
category hA. This map factors as a composition
hocolimHXx,y → hocolim(H ◦R)→ hocolimH.
The first map is an isomorphism in hA since the natural tranformation HXx,y → H ◦R is a weak equivalence
of diagrams Jx,y(S)→ A, by virtue of our assumption that (S,X) is A-enriched Segal category. The second
map is an isomorphism by Lemma 2.2.8 (the functor R admits a left adjoint, and therefore induces a cofinal
map N(Jx,y(S))→ N(J
′
x,y(S))).
Theorem 2.2.16. There exists a left proper combinatorial model structure on SegA which may be described
as follows:
(C) A morphism φ : (S,X)→ (S′, X ′) of A-enriched preSegal categories is a cofibration if it is a projective
cofibration in the sense of Definition 2.1.9.
(W ) A morphism φ : (S,X)→ (S′, X ′) of A-enriched preSegal categories is a weak equivalence if it satisfies
the equivalent conditions of Corollary 2.2.12.
(F ) A morphism φ : (S,X) → (S′, X ′) of A-enriched preSegal categories is a fibration if it has the right
lifting property with respect to all morphisms satisfying (C) and (W ).
Moreover:
(a) The collection of weak equivalences in SegA is stable under filtered colimits.
(b) The adjoint functors
SegA
F // CatA
G
oo
determine a Quillen equivalence between SegA and CatA.
Remark 2.2.17. We will refer to the model structure of Theorem 2.2.16 as the projective model structure
on SegA.
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Proof. To prove that SegA is a left proper combinatorial model category, it will suffice to show that the
hypotheses of Proposition T.A.2.6.13 are satisfied. We consider each in turn:
(1) The collection of weak equivalences in SegA is perfect (in the sense of Definition T.A.2.6.10). Using
Remark 2.1.10 and the small object argument, we deduce the existence of an accessible functor T :
SegA → SegA and a natural transformation α : T → id with the following property: for every A-
enriched preSegal category (S,X), the transformation α induces a map T (S,X) → (S,X) which is a
cofibrant refinement.
It follows that a morphism φ in SegA is a weak equivalence if and only if the induced map (F ◦T )(α) is
an equivalence of A-enriched categories. It follows immediately that the collection of weak equivalences
in SegA is an accessible subcategory of A
[1] which satisfies the two-out-of-three property.
It remains to show that the collection of weak equivalences in A is stable under filtered colimit. Let
J be a small filtered category, and suppose that α : F → F′ is a natural transformation of functors
F,F′ : J → SegA such that, for each J ∈ J, the induced map F(J) → F
′(J) is a weak equivalence.
We wish to prove that the induced map colimF → colimF′ is a weak equivalence. Let us say that
a morphism in Fun(J, SegA) is projective cofibration if it belongs to the weakly saturated class of
morphisms generated by {iJ! (f)}, where f ranges over projective cofibrations in SegA, J over the
collection of all objects in J, and iJ! denotes the functor of left Kan extension along the inclusion
{J} ⊆ J. We will say that an object G of Fun(J, SegA) is projectively cofibrant if the map ∅ → G is
a projective cofibration, where ∅ denotes the initial object of Fun(J, SegA). Using the small object
argument, we deduce the existence of a commutative diagram
F
//

F
′

F // F′
in Fun(J, SegA), where F and F
′
are projectively cofibrant, and the vertical maps are cofibrant refine-
ments after evaluation at each J ∈ J. We observe that colimF and colimF
′
are cofibrant objects of
SegA. Since the class of weak equivalences in A is stable under filtered colimits, the vertical maps in
the diagram
colimF //

colimF
′

colimF // colimF′
are cofibrant refinements. It will therefore suffice to show that the induced map F (colimF) →
F (colimF
′
) is an equivalence of A-enriched categories. Since F commutes with colimits and the col-
lection of equivalences in CatA is stable under filtered colimits, it will suffice to show that F (F(J))→
F (F
′
(J)) is a weak equivalence for each J ∈ J, which follows from our assumption that F(J)→ F′(J)
is a weak equivalence in Seg(A).
(2) The collection of weak equivalences is stable under pushouts by generating projective cofibrations.
Let f : (T, Y ) → (T ′, Y ′) be one of the generating projective cofibrations of Definition 2.1.9, and let
φ : (S,X) → (S′, X ′) be a weak equivalence. Suppose we are given a map χ : (T, Y ) → (S,X); we
wish to prove that the induced map
(S,X)
∐
(T,Y )
(T ′, Y ′)→ (S′, X ′)
∐
(T,Y )
(T ′, Y ′)
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is a weak equivalence. Choose a commutative diagram
(S,X0) //

(S′, X
′
0)

(S,X)
φ // (S′, X ′)
as in the proof of Corollary 2.2.12. We observe that (T, Y ) is cofibrant, so we can lift χ to a map
χ0 : (T, Y )→ (S,X0). Consider the induced diagram
(S,X0)
∐
(T,Y )(T
′, Y ′)
ψ //

(S′, X
′
0)
∐
(T,Y )(T
′, Y ′)

(S,X)
∐
(T,Y )(T
′, Y ′) // (S′, X ′)
∐
(T,Y )(T
′, Y ′).
Using the left-properness of A, we deduce that the vertical maps are cofibrant refinements. It will
therefore suffice to prove that F (ψ) is an equivalence of A-enriched categories. Since F preserves
colimits, this is equivalent to the assertion that the map
F (S,X0)
∐
F (T,Y )
F (T ′, Y ′)→ F (S′, X
′
0)
∐
F (T,Y )
F (T ′, Y ′)
is an equivalence of A-enriched categories. Our assumption that φ is a weak equivalence guarantees
that F (S,X0)→ F (S′, X
′
0) is an equivalence of A-enriched categories. The desired result now follows
from Lemma 2.2.13 and the left-properness of CatA.
(3) Let φ : (S,X) → (S′, X ′) be a morphism which has the right lifting property with respect to every
projective cofibration; we wish to prove that φ is a weak equivalence. We note that φ induces a
surjection S → S′ and a trivial fibration X([s0, . . . , sn])→ X ′([φ(s0), . . . , φ(sn)]) for every sequence of
elements s0, s1, . . . , sn ∈ S. In particular, φ is pointwise fully faithful.
Choose a commutative diagram
(S,X0) //

(S′, X
′
0)

(S,X)
φ // (S′, X ′)
as in the proof of Corollary 2.2.12. To prove that φ is a weak equivalence, it will suffice to prove
that the induced map F (S,X0)→ F (S′, X
′
0) is an equivalence of A-enriched categories, which follows
immediately from Proposition 2.2.9.
We now claim that F is a left Quillen functor. This follows from Lemma 2.2.13, Lemma 2.2.14, Remark
2.1.11, and the following trivial observation:
(∗) A morphism φ between cofibrant objects of SegA is a weak equivalence if and only if F (φ) is an
equivalence of CatA-enriched categories.
We now complete the proof by showing that F induces a Quillen equivalence between SegA and CatA.
Assertion (∗) implies that the left derived functor LF is conservative. It will therefore suffice to show that
the right derived functor RG is fully faithful. In other words, we must show that if C is aA-enriched category,
then the counit map
(LF ◦RG) : C→ C
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is an isomorphism in the homotopy category hA. Without loss of generality, we may assume that C is
a fibrant A-enriched category, so that we can identify RG(C) with G(C). Choose a cofibrant refinement
φ : (S,X) → GC; we wish to prove that the adjoint map ψ : F (S,X) → C is an equivalence of A-enriched
categories. Since the functor ψ is surjective on objects, it will suffice to show that for every pair of objects
s, s′ ∈ S, the map
u : MapF (S,X)(s, s
′)→ MapC(s, s
′)
is a weak equivalence in A. We have a commutative diagram
MapF (S,X)(s, s
′)
u
((QQ
QQ
QQ
QQ
QQ
QQ
X([s, s′])
v
77nnnnnnnnnnnn
w // MapC(s, s
′).
The map w is an isomorphism in A, and the map v is a weak equivalence by virtue of Example 2.1.7 and
Lemma 2.2.15. It follows from the two-out-of-three property that u is a weak equivalence, as desired.
Remark 2.2.18. Let (S,X) be aA-enriched Segal category. We define a new category h(S,X), the homotopy
category of h(S,X), which is enriched over the homotopy category hA of A:
• The objects of h(S,X) are the elements of S.
• Given a pair of objects x, y ∈ S, we let Maph(S,X)(x, y) denote the image of X([x, y]) ∈ A in the
homotopy category hA.
• Given a sequence of objects s0, . . . , sn ∈ S, the composition law
Maph(S,X)(s0, s1)× . . .×Maph(S,X)(sn−1, sn)→ Maph(S,X)(s0, sn)
is given by composing the map X([s0, . . . , sn])→ X([s0, sn]) with the inverse of the weak equivalence
X([s0, . . . , sn])→ X([s0, s1])× . . .×X([sn−1, sn]).
We observe that if C is a A-enriched category, then the homotopy category of G(C) is canonically iso-
morphic to the homotopy category hC. It follows from Lemma 2.2.15 that if (S,X) is a cofibrant A-enriched
Segal category, then there is a canonical isomorphism h(S,X) ≃ hF(S,X). For a general (not necessarily
cofibrant) A-enriched Segal category (S,X), we can identify h(S,X) with the homotopy category F (S,X ′),
where (S,X ′) is a cofibrant refinement of (S,X).
Remark 2.2.19. Combining Remark 2.2.18 with the definitions of collections of weak equivalences in SegA
and CatA, we deduce the following result:
(∗) Let f : (S,X) → (S′, X ′) be a map of A-enriched Segal categories. Then f is a weak equivalence in
SegA if and only if the induced map h(S,X)→ h(S′,X′) is an equivalence of hA-enriched categories.
In particular, the fully faithful embedding CatA →֒ SegA preserves weak equivalences.
2.3 The Injective Model Structure on SegA
Our goal in this section is to describe a general context in which we can compare the theory of Segal categories
with the theory of complete Segal Spaces. We begin by observing that for every model category A, there is
a functor
UnPre : SegA → Fun(∆
op,A),
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which carries a A-enriched preSegal category (S,X) to the simplicial object π!X , where π : ∆
op
S → ∆
op is
the forgetful functor and π! is given by left Kan extension along π. More concretely, UnPre is given by the
formula
UnPre(S,X)n =
∐
s0,...,sn∈S
X([s0, . . . , sn]).
We can now state the main result of this section as follows:
Proposition 2.3.1. Let A be a combinatorial simplicial model category satisfying the following conditions:
(a) The simplicial model category A is an absolute distributor.
(b) The collection of weak equivalences in A is stable under filtered colimits.
(c) Filtered colimits are left exact in the underlying ∞-category N(Ao).
(d) The final object of A is cofibrant, and determines a compact object of N(Ao).
(e) For every finite collection of objects {Xs}s∈S ∈ A, the coproduct
∐
s∈S Xs is also a homotopy coproduct
(this is automatic if, for example, every object of A is cofibrant).
Then there exists a left proper, combinatorial model structure on the category SegA of A-enriched preSegal
categories, which may be described as follows:
(C) A map f : (S,X) → (S′, X ′) of A-enriched preSegal categories is an injective cofibration if the map
S → S′ is injective and, for every sequence of elements s0, . . . , sn ∈ S, the induced map X(s0, . . . , sn)→
X ′(f(s0), . . . , f(sn)) is a cofibration in A.
(W ) A map f : (S,X) → (S′, X ′) of A-enriched preSegal categories is a weak equivalence if and only if
the induced map UnPre(f) is a weak equivalence with respect to the complete Segal model structure on
Fun(∆op,A).
(F ) A map f : (S,X)→ (S′, X ′) of A-enriched preSegal categories is an injective fibration if and only if it
has the right lifting property with respect to all morphisms which satisfy (C) and (W ).
Moreover, the functor UnPre : Seg(A)→ Fun(∆
op,A) is a left Quillen equivalence, where Fun(∆op,A)
is endowed with the complete Segal model structure.
Remark 2.3.2. We will refer to the model structure of Proposition 2.3.1 as the injective model structure
on SegA.
We will give the proof of Proposition 2.3.1 after establishing a few preliminary results.
Remark 2.3.3. Let A be a model category, and let f : Set → A be the functor described by the formula
f(S) =
∐
s∈S 1. Suppose that A satisfies the following conditions:
(a) The functor f is fully faithful.
(b) For every set S, the coproduct functor∏
s∈S
A ≃
∏
s∈S
A/1
‘
→ A/f(S)
is an equivalence of categories.
Then the functor UnPre : SegA → Fun(∆
op,A) is fully faithful. Its essential image consists of those
simplicial objects X• of A such that X0 lies in the essential image of f . Conditions (a) and (b) are satisfied
in many cases of interest: for example, if A is the category of simplicial sets, or the category of marked
simplicial sets.
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Lemma 2.3.4. Let A be as in Proposition 2.3.1, and let f : A→ B be a cofibration in A. Let ψ : Frn(f)→
Frn(B) be the morphism of A-enriched preSegal categories described in Example 2.1.13. Then the induced
map UnPre(f) is a trivial cofibration in Fun(∆op,A) (with respect to the complete Segal model structure).
Proof. It is clear that UnPre(f) is a cofibration in Fun(∆op,A). To prove that it is a trivial cofibration, it
will suffice to show that for every fibrant object X• of Fun(∆
op,A), the induced map
φ : MapFun(∆op,A)(UnPre Fr
n(B), X•)→ MapFun(∆op,A)(UnPreFr
n(f), X•)
is a trivial fibration of simplicial sets. Unwinding the definitions, we see that φ is a pullback of the map
φ′ : MapA(B,Xn)→ MapA(A,Xn)×MapA(A,X1×X0×...×X0X1) MapA(B,X1 ×X0 × . . .×X0 X1).
This map is a trivial fibration, since f is a cofibration by assumption and the map Xn → X1×X0 . . .×X0 X1
is a trivial fibration (Remark 1.5.5).
Lemma 2.3.5. Let A satisfy the hypotheses of Proposition 2.3.1, and let f : (S,X) → (S, Y ) be a map of
A-enriched preSegal categories which is the identity on objects, such that the induced map X [s0, . . . , sn] →
Y [s0, . . . , sn] is a weak equivalence in A for every sequence s0, . . . , sn ∈ S. The the induced map UnPre(f)
is a weak equivalence in Fun(∆op,A).
Proof. It follows immediately from assumption (e) of Proposition 2.3.1 that UnPre(f) is a levelwise equiva-
lence of simplicial objects of A.
Example 2.3.6. Let A be as in Proposition 2.3.1, let i : A → B be a trivial cofibration in A. and let
f : Frn(A) → Frn(B) be the induced map of A-enriched preSegal categories. Then UnPre(f) is a trivial
cofibration in Fun(∆op,A) (with respect to the injective model structure, and therefore with respect to the
complete Segal model structure).
Remark 2.3.7. Using Lemma 2.3.4, Example 2.3.6 and the small object argument, we deduce that for every
A-enriched preSegal category (S,X), there exists a map f : (S,X)→ (S, Y ) with the following properties:
(i) The morphism UnPre(f) is a trivial cofibration with respect to the complete Segal model structure on
Fun(∆op,A).
(ii) For every pair of elements s, s′ ∈ S, the object Y [s, s′] ∈ A is fibrant.
(iii) For every sequence of elements s0, . . . , sn ∈ S, the map Y [s0, . . . , sn]→ Y [s0, s1]× . . .× Y [sn−1, sn] is
a trivial fibration in A.
(iv) For every sequence of objects s0, . . . , sn ∈ S, the map X [s0, . . . , sn]→ Y [s0, . . . , sn] is a cofibration in
A.
Lemma 2.3.8. Let A be a simplicial model category satisfying the hypotheses of Proposition 2.3.1, and let
f : (S,X)→ (S′, X ′) be a map of A-enriched preSegal categories satisfying the following conditions:
(1) The underlying map of sets S → S′ is surjective.
(2) For every sequence of elements s0, . . . , sn ∈ S, the induced map X(s0, . . . , sn)→ X ′(f(s0), . . . , f(sn))
is a weak equivalence in A.
Then f satisfies condition (W ) of Proposition 2.3.1.
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Proof. Choose a map (S,X)→ (S, Y ) as in Remark 2.3.7. We have a pushout diagram
(S,X) //

(S, Y )

(S′, X ′) // (S, Y )
∐
(S,X)(S
′, X ′).
Remark 2.3.7 guarantees that the functor UnPre carries the upper horizontal map to a trivial cofibration.
It therefore carries the lower horizontal map to a trivial cofibration as well. Since A is left proper, the right
vertical map continues to satisfy assumptions (1) and (2). We may therefore replace (S,X) by (S, Y ), and
thereby assume that the map X [s0, . . . , sn] → X [s0, s1] × . . . × X [sn−1, sn] is a trivial fibration between
fibrant objects of A. It follows from (1) and (2) that for every sequence of objects s′0, . . . , s
′
n ∈ S
′, the
functor X ′ exhibits X ′[s′0, . . . , s
′
n] ∈ A as a homotopy product of the objects {X
′[s′i−1, s
′
i] ∈ A}1≤i≤n. In
other words, we may assume that (S,X) and (S′, X ′) are A-enriched Segal categories.
Let Y = N(Ao) denote the underlying ∞-category of A, and let Z• and Z ′• be the simplicial objects of Y
determined by UnPre(S,X) and UnPre(S′, X ′). Using the assumption that Y is an absolute distributor and
that (S,X) and (S′, X ′) are A-enriched Segal categories, we deduce that Z• and Z
′
• are Segal space objects
of Y. To complete the proof, it will suffice to show that f induces a Segal equivalence Z• → Z
′
• (Theorem
1.2.13). This follows immediately from the criterion of Remark 1.2.18.
Proof of Proposition 2.3.1. To deduce the existence of the desired model structure on SegA, we will apply
the criterion of Proposition T.A.2.6.13. There are only three nontrivial points to check:
(1) The collection of weak equivalences in SegA is stable under filtered colimits. This follows from Propo-
sition 1.5.10, since the functor UnPre preserves all colimits.
(2) The collection of weak equivalences in SegA is stable under pushouts by injective cofibrations. This
follows from the left properness of the complete Segal model structure on Fun(∆op,A).
(3) Let f : (S,X)→ (S′, X ′) be a map ofA-enriched preSegal categories which has the right lifting property
with respect to all injective cofibrations. We must show that f is a weak equivalence. We observe
that each of the generating cofibrations of Definition 2.1.9 is an injective cofibration. Consequently,
the map S → S′ is surjective, and each of the maps X(s0, . . . , sn) → X ′(f(s0), . . . , f(sn)) is a trivial
fibration in A. The desired result now follows from Lemma 2.3.8.
To complete the proof of Proposition 2.3.1, it will suffice to show that UnPre is a left Quillen equivalence.
The functor UnPre obviously preserves cofibrations and weak equivalences. Let 1 denote the final object ofA.
We observe that UnPre admits a right adjoint G : Fun(∆op,A)→ SegA, which may be described as follows:
for every simplicial object Y• of A, we let G(Y•) = (S,X), where S = HomA(1, Y0) and X([s0, . . . , sn]) =
Yn ×Y n+10
1, where the map from 1 to Y n+10 is determined by the sequence s0, . . . , sn ∈ S = HomA(1, Y0).
It follows that UnPre is a left Quillen functor.
By construction, the left derived functor LUnPre is conservative. Consequently, to show that UnPre is a
left Quillen equivalence, it will suffice to show that the counit map LUnPre ◦RG→ id is an isomorphism of
functors from the homotopy category hFun(∆op,A) to itself. Because UnPre preserves weak equivalences,
it can be identified with its own left derived functor. Consequently, it suffices to prove the following:
(∗) Let X• be a fibrant object of Fun(∆
op,A). Then the induced map UnPreG(X•) → X• is a weak
equivalence in Fun(∆op,A).
Let Y = N(Ao) denote the underlying ∞-category of A. Let Y• denote the simplicial object of Y
determined by X•, and Y
′
• the simplicial object determined by UnPreG(X•). We first claim that Y
′
• is a
Segal space object of Y. Let X ⊆ Y be the essential image of a functor S→ Y which preserves small colimits
and final objects; we first claim that Y ′0 ∈ X. By construction, (UnPreG(X•))0 =
∐
s∈S 1 ∈ A, where 1
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denotes a final object of A and S = HomA(1, X0). Assumption (e) guarantees that this coproduct is also
a homotopy coproduct, so that Y ′0 is a coproduct in Y of final objects. Since the inclusion X ⊆ Y preserves
final objects and small coproducts, we conclude that Y ′0 ∈ X as desired.
We next claim that Y ′• is a category object of Y. To prove this, we must show that for each n ≥ 0, the
canonical map
φ : Y ′n → Y
′
1 ×Y ′0 Y
′
1 ×Y ′0 . . .×Y ′0 Y
′
1
is an equivalence. Using (e) and the assumption that X ⊆ Y is a distributor, we deduce that φ is a coproduct
of maps
φs0,...,sn : Z(s0, . . . , sn)→ Z(s0, s1)× . . .× Z(sn−1, sn),
where Z(t0, . . . , tk) denotes the object of Y associated to the fiber product Xk ×Xk+10
1 ∈ A, where the map
1→ Xk+10 is given by (t0, . . . , tk). Since X• is injectively fibrant, the map Xk → X
k+1
0 is a fibration between
fibrant objects of A, so that the fiber product is also a homotopy fiber product (Proposition T.A.2.4.4). It
follows that φs0,...,sn is a pullback of the map Yn → Y1 ×Y0 . . .×Y0 Y1, which is an equivalence because Y• is
a Segal space object of A.
To complete the proof of (∗), it will suffice to show that the map Y ′• → Y• is a Segal equivalence
(Theorem 1.2.13). In view of Remark 1.2.18, this will follow if we show that the map Y ′0 → Y0 is an effective
epimorphism in X. Since X ≃ S, this is equivalent to the following assertion: every map in the homotopy
category hX from the final object to Y0 factors through Y
′
0 . Using assumption (d), we deduce that any such
map is represented by a morphism 1 → X0 in A. The corresponding element of S determines the desired
factorization.
We conclude this section by comparing the injective model structure of Proposition 2.3.1 with the pro-
jective model structure introduced in §2.2. These model structures are Quillen equivalent to one another
provided that we are in a situation where both are well-defined:
Proposition 2.3.9. Let A be a combinatorial simplicial model category satisfying the following conditions:
(a) The collection of weak equivalences in A is stable under filtered colimits.
(b) The underlying ∞-category N(Ao) is an absolute distributor.
(c) Every object of A is cofibrant.
(d) Filtered colimits are left exact in the underlying ∞-category N(Ao).
(e) The final object of N(Ao) is compact.
(f) For every object X ∈ A, the functor Y 7→ X × Y preserves small colimits.
(g) The Cartesian product on A endows A with the structure of a monoidal model category. In other
words, given a pair of cofibrations f : A→ A′, g : B → B′, the induced map
f ∧ g : (A×B′)
∐
A×B
(A′ ×B)→ A′ × B′
is again a cofibration, which is trivial if either f or g is trivial.
Then the identity functor id determines a left Quillen equivalence from SegA (endowed with the projective
model structure of Theorem 2.2.16) to SegA (endowed with the injective model structure of Proposition
2.3.9).
Remark 2.3.10. The hypotheses of Proposition 2.3.9 are satisfied if A is the category Set∆ of simplicial
sets (with the Kan model structure), or if A is the category Set+∆ of marked simplicial sets (with the model
structure of §T.3.1.3).
61
We will give the proof of Proposition 2.3.9 after establishing a few preliminary results. We first note that
the left properness of the projective model structure on SegA can be strengthened as follows:
Proposition 2.3.11. Let A be a combinatorial model category satisfying assumptions (A1) through (A4) of
§2.2. Suppose given a diagram σ:
(S,X) //

(S′, X ′)

(S, Y ) // (S′, Y ′)
of A-enriched preSegal categories satisfying the following conditions:
(1) The vertical maps are the identity on objects.
(2) For every sequence of objects s′0, . . . , s
′
n ∈ S
′, the diagram∐
s0,...,sn
X([s0, . . . , sn]) //

X ′([s′0, . . . , s
′
n])
∐
s0,...,sn
Y ([s0, . . . , sn]) // Y ′([s′0, . . . , s
′
n])
is a homotopy pushout square in A. Here the coproducts are taken over all s0, . . . , sn ∈ S lifting the
sequence s′0, . . . , s
′
n ∈ S
′.
Then σ is a homotopy pushout diagram with respect to the projective model structure on SegA.
Proof. Using the small object argument, we can choose a map (S,X)→ (S,X) with the following properties:
(a) Let 1 denote the final object in SegA. Then the canonical map
∐
s∈S 1 → (S,X) is an iterated
pushouts of morphisms of type (b) appearing in Definition 2.1.9.
(b) For every sequence of elements s0, . . . , sn ∈ S, the induced map X([s0, . . . , sn])→ X([s0, . . . , sn]) is a
trivial fibration in A.
In particular, (S,X) is a cofibrant refinement of (S,X). Choose a cofibrant refinement (S′, X
′
) → (S′, X ′)
similarly. Using the small object argument again, we can factor the map (S,X)→ (S, Y ) as a composition
(S,X)→ (S, Y )→ (S, Y )
with the following properties:
(c) The map (S,X)→ (S, Y ) is an iterated pushout of morphisms of type (b) appearing in Definition 2.1.9.
(d) For every sequence of objects s0, . . . , sn ∈ S, the map Y ([s0, . . . , sn]) → Y ([s0, . . . , sn]) is a trivial
fibration in A.
Let (S′, Y
′
) denote the pushout (S,X
′
)
∐
(S,X)(S, Y ). Condition (2) guarantees that the map (S
′, Y
′
) →
(S′, Y ′) is a cofibrant refinement. Consequently, it will suffice to show that the diagram
(S,X) //

(S′, X
′
)

(S, Y ) // (S′, Y
′
)
is a homotopy pushout square in SegA. This follows from the left-properness of SegA, since the vertical
maps are cofibrations by construction.
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Corollary 2.3.12. Let A be a combinatorial model category satisfying assumptions (A1) through (A4) of
§2.2. Let f : (S,X)→ (S′, Y ′) be a map of A-enriched preSegal categories with the following properties:
(a) The map f is bijective on objects.
(b) The map f is a weak equivalence.
(c) For every sequence of elements s0, . . . , sn ∈ S, the induced map X([s0, . . . , sn])→ X([f(s0), . . . , f(sn)])
is a cofibration.
Then any pushout of f is again a weak equivalence (with respect to the projective model structure on SegA).
Remark 2.3.13. The collection of morphisms f which satisfy the hypotheses of Corollary 2.3.12 is evidently
stable under retracts and transfinite composition (since the collection of weak equivalences in SegA is stable
under filtered colimits). It follows from Corollary 2.3.12 that this collection is weakly saturated. (In the
situation of Proposition 2.3.9, it is precisely the collection of trivial cofibrations with respect to the injective
model structure on SegA.)
Lemma 2.3.14. Let A be as in Proposition 2.3.9. Then the functor UnPre : SegA → Fun(∆
op,A) carries
projective weak equivalences in SegA to weak equivalences in Fun(∆
op,A) (with respect to the complete Segal
model structure).
Proof. Let W denote the collection of all morphisms in SegA of the type ψ : Fr
n(f)→ Frn(B) described in
Example 2.1.13, where f : A → B ranges over a collection of generating cofibrations for A. Let W denote
the weakly saturated class of morphisms generated by W . We now observe:
(a) The functor UnPre carries every morphism in W to a trivial cofibration in Fun(∆op,A), and therefore
carries every morphism in W to a trivial cofibration in Fun(∆op,A).
(b) Every morphism in W is a weak equivalence in SegA; this follows from Example 2.1.13 and Remark
2.3.13.
Let f : (S,X) → (S′, X ′) be a weak equivalence in SegA. We wish to prove that UnPre(f) is a weak
equivalence. Using the small object argument, we can choose a commutative diagram
(S,X)
f //

(S′, X ′)

(S,X)
f // (S′, X
′
)
where the vertical maps belong to W and the objects (S,X) and (S′, X
′
) have the extension property with
respect to each morphism in W . In view of (a), it will suffice to prove that UnPre(f) is a weak equivalence.
In view of (b), the map f ′ is itself a weak equivalence. We may therefore replace (S,X) and (S′, X ′) by
(S,X) and (S′, X
′
), and thereby reduce to the case where (S,X) and (S′, X ′) have the extension property
with respect to every morphism in W . Unwinding the definitions, we conclude that for every sequence of
elements s0, . . . , sn ∈ S, the map X([s0, . . . , sn]) → X([s0, s1]) × . . .×X([sn−1, sn]) is a trivial fibration in
A. In particular, the pair (S,X) is a A-enriched Segal category; similarly, (S′, X ′) is a A-enriched Segal
category.
Since the map f is a weak equivalence in SegA, Remark 2.2.19 implies that the induced map of homotopy
categories h(S,X)→ h(S′,X′) is an equivalence of hA-enriched categories.
Let Y denote the underlying ∞-category N(Ao) of A. Since Y is an absolute distributor, there exists a
fully faithful functor t : S → Y which preserves colimits and final objects. Let X denote the essential image
of t, so that X ⊆ Y is a distributor. Let Y• and Y
′
• denote simplicial objects of Y determined by UnPre(S,X)
and UnPre(S′, X ′), respectively. For every pair of objects x, y ∈ S, let H(x, y) denote the object of Y
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corresponding to X([x, y]) ∈ A, and define H ′(x′, y′) ∈ Y for x′, y′ ∈ S′ similarly. By construction, we have
for each n ≥ 0 canonical equivalences
Yn ≃
∐
s0,...,sn∈S
H(s0, s1)× . . .×H(sn−1, sn)
Y ′n ≃
∐
s′0,...,s
′
n∈S
′
H ′(s′0, s
′
1)× . . .×H
′(s′n−1, s
′
n).
In particular, the objects Y0 and Y
′
0 are coproducts of final objects of Y, and therefore belong to X. Using
the fact that X ⊆ Y is a distributor, we deduce that Y• and Y ′• are Segal space objects of Y. To complete the
proof, it will suffice to show that the map Y• → Y ′• is a Segal equivalence.
We first show that the map φ : Y1 → Y0×Y ′0 Y
′
1×Y ′0 Y0 is an equivalence in Y. Using the fact that X ⊆ Y is
a distributor, we deduce that the right hand side can be identified with the coproduct
∐
x,y∈SH
′(f(x), f(y)).
Under this identification, the map φ corresponds to the coproduct of the maps H(x, y) → H ′(f(x), f(y)),
which is an equivalence because h(S,X)→ h(S′,X′) is a fully faithful functor between hA-enriched categories.
To complete the proof that Y• → Y ′• is a Segal equivalence, it will suffice (by Remark 1.2.17) to show
that the map Y0 → |GpY ′• | is an effective epimorphism in the ∞-topos X. Under the equivalence of X with
S, the object Y0 corresponds to the discrete space S, while |GpY ′• | correponds to some Kan complex K. We
wish to prove that the canonical map S → π0K is surjective.
Choose a connected component η ∈ π0K; we wish to prove that η lies in the image of the map S → π0K.
The effective epimorphism Y ′0 → |GpY
′
• | determines a map S
′ → K which is surjective on connected
components, so there exists s′ ∈ S′ whose image in π0K coincides with η. Since the functor h(S,X)→ h(S′,X′)
is an equivalence of categories, there exists an element s ∈ S whose image in S′ is isomorphic to s′. It follows
that the image of s in π0K also coincides with η, so that η lies in the image of S as desired.
Proof of Proposition 2.3.9. It is easy to see that every projective cofibration is an injective cofibration.
Combining this observation with Lemma 2.3.14, we deduce that the identity functor is a left Quillen functor
from the projective model structure on SegA to the injective model structure on SegA. To complete the
proof, we wish to show that the identity functor is a left Quillen equivalence. In view of Proposition 2.3.1,
it will suffice to show that the functor UnPre : SegA → Fun(∆
op,A) is a left Quillen equivalence from the
projective model structure on SegA to the complete Segal model structure on Fun(∆
op,A).
Let G denote a right adjoint to UnPre. To prove that (UnPre, G) is a Quillen equivalence, we consider
an arbitrary object (S,X) ∈ SegA and a fibrant object Y• ∈ Fun(∆
op,A). We will to show that a map
φ : (S,X) → GY• is a weak equivalence in SegA if and only if the adjoint map ψ : UnPre(S,X) → Y• is a
weak equivalence in Fun(∆op,A). Let W and W be the classes of morphisms in SegA defined in Lemma
2.3.14. Using the small object argument, we can choose a morphism u : (S,X) → (S,X ′) belonging to W
such that (S,X ′) has the extension property with respect to every morphism in W . Lemma 2.3.4 implies
that ψ factors through (S,X ′) and that the map UnPre(u) is a weak equivalence in Fun(∆op,A), while
Example 2.1.13 and Remark 2.3.13 imply that u is a weak equivalence in SegA. We may therefore replace
(S,X) by (S,X ′) and thereby reduce to the case where (S,X) is a A-enriched Segal category.
In view of Remark 2.2.19, the map φ is a weak equivalence if and only if the induced map of homotopy
categories h(S,X) → h(GY•) is an equivalence of A-enriched categories (note that GY• has the extension
property with respect to every morphism inW by Lemma 2.3.4, and is therefore aA-enriched Segal category).
Unwinding the definitions, this amounts to the following pair of conditions:
(i) For every pair of elements x, y ∈ S, the induced map
X([x, y])→ 1×Y0 Y1 ×Y0 {1}
is a weak equivalence in A.
(ii) For every morphism η : 1 → Y0, there exists an element s ∈ S whose image in GY0 is equivalent to η
in the homotopy category h(GY•).
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As in the proof of Lemma 2.3.14, we note that UnPre(S,X) determines a Segal space object Z• in the
∞-category Y = N(Ao). Similarly, Y• determines a complete Segal space object Z ′• of N(A
o), and the map
ψ determines a natural transformation ψ : Z• → Z ′•. Let X ⊆ Y denote the full subcategory generated under
colimits by the final object, so that X is equivalent to the ∞-category of spaces and the inclusion X ⊆ Y is a
distributor. We note that ψ is a weak equivalence if and only if ψ is a Segal equivalence. In view of Remark
1.2.17, this is equivalent to the following pair of conditions:
(i′) The canonical map
Z1 → Z0 ×Z′0 Z
′
1 ×Z′0 Z0
is an equivalence in N(Ao).
(ii′) The map Z0 → |GpZ ′•| is an effective epimorphism in the ∞-topos X.
Using the fact that Z0 is equivalent to the coproduct
∐
s∈S 1 ∈ X and the fact that X ⊆ Y is a distributor,
we conclude that (i′) is equivalent to (a). To prove (ii′), we note that under the equivalence X ≃ S, the
map Z0 → |GpZ ′•| corresponds to a map from the discrete space S to a Kan complex K; assertion (ii
′) is
equivalent to the requirement that the map S → π0K is surjective. We conclude by observing that π0K
can be identified with the set of equivalence classes of objects in the homotopy category h(GY•), so that the
surjectivity is equivalent to (ii).
3 Straightening for Locally coCartesian Fibrations
Let S be a simplicial set. It follows from Theorem T.3.2.0.1 that the straightening and unstraightening
functors StS and UnS of §T.3.2 determine an equivalence between the following types of data:
(1) Cartesian fibrations of simplicial sets X → S.
(2) Simplicial functors from C[S]op into the category Set+∆ of marked simplicial sets.
In other words, Cartesian fibrations X → S are classified (up to equivalence) by functors Sop → Cat∞.
Our goal in this section is to provide a generalization of this classification scheme to the setting of locally
Cartesian fibrations.
Our first step is to find an appropriate replacement for the base S of the fibration. Recall that a locally
Cartesian fibrationX → S is a Cartesian fibration if and only if every restrictionX×S∆2 → ∆2 is a Cartesian
fibration (Proposition T.2.4.2.8). More generally, if we are given some collection T of 2-simplices of S, then
we could restrict our attention to locally Cartesian fibrations X → S whose restriction to each 2-simplex
of T is a Cartesian fibration. There is no loss of generality in assuming that T contains every degenerate
2-simplex of S (since any locally Cartesian fibration X → ∆1 is automatically a Cartesian fibration). A pair
(S, T ) consisting of a simplicial set S and a subset T ⊆ Hom(∆2, S) containing every degenerate 2-simplex
is called a scaled simplicial set. In §3.1, we will introduce the language of scaled simplicial sets, and show
that every scaled simplicial set S = (S, T ) determines an Set+∆-enriched category C
sc[S], whose underlying
simplicial category agrees with C[S].
In §3.2, we will introduce the relevant analogue of the Cartesian model structure to the setting of scaled
simplicial sets. More precisely, we will show that for every scaled simplicial set S = (S, T ), there is a
combinatorial simplicial model structure on the category (Set+∆)/S of marked simplicial sets over S, whose
fibrant objects can be identified with locally coCartesian fibrations X → S whose restriction to each 2-
simplex of T is a coCartesian fibration (here we work with locally coCartesian fibrations rather than locally
Cartesian fibrations for reasons of technical convenience).
Suppose now that we are given a scaled simplicial set S = (S, T ). In §3.5, we will introduce a pair of
adjoint functors
(Set+∆)/S
StscS //
(Set+∆)
Csc[S],
UnscS
oo
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which we will refer to as the scaled straightening functor and the scaled unstraightening functor. The main
result of this section is that these adjoint functors determine a Quillen equivalence between (Set+∆)/S and
(Set+∆)
Csc[S]. The proof follows the same basic pattern as that of the analogous result in §T.3.2:
(a) We first treat the case where S consists of a single vertex (§3.6). In this case, we can identify StscS
and UnscS with functors from the category Set
+
∆ of marked simplicial sets to itself. The desired result
can be deduced in this case by comparing both functors to the identity.
(b) We next consider the case where S is a simplex (§3.7). This requires an analysis of the structure of a
locally coCartesian fibration over S, generalizing the work of §T.3.2.2.
(c) Finally, in §3.8, we will handle the case of a general simplicial set S by writing S as a colimit of its
simplices.
Warning 3.0.15. Our notation in this section might be slightly misleading. The scaled straightening and
unstraightening functors StscS and Un
sc
S are not merely decorated versions of the analogous functors StS
and UnS defined in §T.3.2. In fact, it is very difficult to compare the constructions directly. Nevertheless,
we will see in §4.5 that they must be related by virtue of the universal properties enjoyed by each.
3.1 Scaled Simplicial Sets
Our goals in this section are the following:
(a) To introduce the category Setsc∆ of scaled simplicial sets (Definition 3.1.1).
(b) To introduce the class of scaled anodynemorphisms in Setsc∆, and to establish some of its basic properties.
In particular, we will show that the class of scaled anodyne maps is stable under pushout products by
arbitrary monomorphisms (Proposition 3.1.8).
(c) To define the functor Csc : Setsc∆ → CatSet+∆
and its right adjoint Nsc, the scaled nerve functor. We
will show later Setsc∆ can be endowed with a model structure such that the adjoint functors (C
sc,Nsc)
determine a Quillen equivalence of Setsc∆ with CatSet+∆
, as indicated in Theorem 0.0.3 (so that the
underlying homotopy theory of Setsc∆ is the theory of (∞, 2)-categories). We will carry out one crucial
step of the proof in this section: the verification that Csc carries scaled anodyne morphisms in Setsc∆ to
trivial cofibrations in Cat
Set+∆
(Proposition 3.1.13).
We begin with the basic definitions.
Definition 3.1.1. A scaled simplicial set is a pair (X,T ), where X is a simplicial set, and T is a set of
2-simplices of X which contains every degenerate 2-simplex. We will refer to the elements of T as thin.
Let (X,T ) and (X ′, T ′) be scaled simplicial sets. Amorphism from (X,T ) to (X ′, T ′) is a map of simplicial
sets f : X → X ′ which carries T into T ′. The collection of scaled simplicial sets and their morphisms forms
a category, which we will denote by Setsc∆.
Notation 3.1.2. Let X be an arbitrary simplicial set. We let deg(X) denote the collection of degenerate
2-simplices of X . We let X♭ = (X, deg(X)) denote the scaled simplicial set whose underlying simplicial set
is X in which degenerate 2-simplices are flat, and X♯ = (X,X2) the scaled simplicial set whose underlying
simplicial set X in which all 2-simplices are flat.
Definition 3.1.3. The collection of scaled anodyne maps is the weakly saturated collection of morphisms
of Setsc∆ generated by the following maps:
(A) For each 0 < i < n, the inclusion
(Λni , (deg(∆
n) ∪ {σ}) ∩Hom(∆2,Λni )) ⊆ (∆
n, deg(∆n) ∪ {σ}),
where σ denotes the 2-simplex ∆{i−1,i,i+1} ⊆ ∆n.
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(B) The inclusion
(∆4, T ) ⊆ (∆4, T ∪ {∆{0,3,4},∆{1,3,4}}}
where T is the collection of all degenerate 2-simplices of ∆4 together with the simplices {∆{0,2,4},
∆{1,2,3}, ∆{0,1,3}, ∆{1,3,4}}, and ∆{0,1,2}.
(C) The inclusion
(Λn0
∐
∆{0,1}
∆0, T ) ⊆ (∆n
∐
∆{0,1}
∆0, T ),
where n > 2 and T is the collection of all degenerate 2-simplices of ∆n
∐
∆{0,1} ∆
0 together with the
image of the simplex ∆{0,1,n}.
Remark 3.1.4. For i ∈ {1, 2}, the inclusion of scaled simplicial sets fi : (∆3, T ) ⊆ (∆3,Hom(∆2,∆3)), is
scaled anodyne, where T is the collection of all 2-simplices of ∆3 other than ∆{0,i,3}. To see this, it suffices
to observe that each fi is a pushout of a morphism of type (B) appearing in Definition 3.1.3, where the
pushouts are formed along the surjective map of simplicial sets pi : ∆
4 → ∆3 characterized by the equations
p−11 {2} = ∆
{2,3} p−12 {1} = ∆
{1,2}.
Remark 3.1.5. If A → B is an inner anodyne map of simplicial sets, then the induced map A♯ → B♯ is
scaled anodyne.
Remark 3.1.6. Definition 3.1.3 is not self-opposite: if f : (X,T )→ (Y, T ′) is a scaled anodyne mapmap of
scaled simplicial sets, then the induced map (Xop, T )→ (Y op, T ′) need not be scaled anodyne.
Definition 3.1.7. We will say that a map (X,T )→ (X ′, T ′) of scaled simplicial sets is a cofibration if the
underlying map of simplicial sets X → X ′ is a monomorphism.
Proposition 3.1.8. Let f : X → X ′ be a cofibration of scaled simplicial sets, and let g : Y → Y ′ be a scaled
anodyne map. Then the pushout product
f ∧ g : (X × Y ′)
∐
X×Y
(X ′ × Y )→ X ′ × Y ′
is a scaled anodyne map.
Proof. Without loss of generality, we may assume that f is a generating cofibration of one of the following
forms:
(1) The inclusion (∂∆n)♭ ⊆ ∆
n
♭ for some n ≥ 0.
(2) The inclusion ∆2♭ ⊆ ∆
2
♯ .
Similarly, we may assume that g is one of the generators for the class of scaled anodyne maps specified in
Definition 3.1.3. There are seven cases to consider:
(1A) The map f is an inclusion (∂∆n)♭ ⊆ ∆
n
♭ and g is an inclusion of the form
(Λmi , T ∩ Hom(∆
2,Λmi )) ⊆ (∆
m, T ),
where 0 < i < m and T = deg(∆m) ∪ {∆{i−1,i,i+1}}. Let S denote the collection of all simplices
σ : ∆k(σ) → ∆n ×∆m with the following properties:
– The simplex σ is nondegenerate, and induces surjections ∆k(σ) → ∆n and ∆k(σ) → ∆m.
– There exist integers 0 < p(σ) < k and 0 ≤ j(σ) ≤ n (automatically unique) such that σ(p(σ)) =
(j(σ), i) and σ(p(σ) − 1) = (j(σ), i − 1).
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Choose an ordering S = {σ1 < . . . < σq}, such that a < b if dim(σa) < dim(σb), or if dim(σa) = dim(σb)
and j(σa) < j(σb). For every index 1 ≤ a ≤ q, let Ta denote the collection of all 2-simplices of ∆k(σa)
which are either degenerate or have the form ∆{p(σa)−1,p(σa),p(σa)+1}, and let T ′a denote the collection
of all 2-simplices of Ta which belong to Λ
k(σa)
p(σa)
. We define a sequence of scaled simplicial subsets
{Za ⊆ X
′ × Y ′}0≤a≤q as follows. Set Z0 = (X × Y
′)
∐
X×Y (X
′ × Y ), and for a > 0 define Za by the
pushout diagram
(Λ
k(σa)
p(σa)
, T ′a)
 _

// Za−1

(∆k(σa), Ta) // Za,
using the map σa to extend the inclusion of Za−1 into X
′ × Y ′ to an inclusion of Za into X ′ × Y ′.
By construction, the inclusion Z0 ⊆ Zq is a scaled anodyne map. The inclusion φ : Zq ⊆ X ′ × Y ′ is
an isomorphism of the underlying simplicial sets. If n 6= 1 or m 6= 2, then φ is even an isomorphism
of scaled simplicial sets, and the proof is complete. The special case where n = 1 and m = 2 requires
a bit more care: in this case, we observe that φ can be obtained as a as a pushout of three scaled
anodyne maps appearing in Remark 3.1.4.
(1B) The map f is the inclusion (∂∆n)♭ ⊆ ∆
n
♭ , and g is an inclusion (∆
4, T ) ⊆ (∆4, T ∪{∆{0,1,4},∆{0,3,4}}},
where T is defined as in part (B) of Definition 3.1.3. If n > 1, then f ∧ g is an isomorphism. If n = 0,
then f ∧ g is isomorphic to g. If n = 1, then f ∧ g is isomorphic to an iterated pushout of copies of
the morphism g; this follows from the fact that every map from ∆{0,1,4} or ∆{0,3,4} into ∆1 can be
extended to a map from ∆4 into ∆1.
(1C) The map f is the inclusion (∂∆n)♭ ⊆ ∆
n
♭ , and g is the inclusion
(Λm0
∐
∆{0,1}
∆0, T ) ⊆ (∆m
∐
∆{0,1}
∆0, T )
where m > 2 and T is defined as in part (C) of Definition 3.1.3. The proof is similar to that of part
(1A). Let S denote the collection of all simplices σ : ∆k(σ) → ∆n ×∆m with the following properties:
– The simplex σ is nondegenerate, and induces surjections ∆k(σ) → ∆n and ∆k(σ) → ∆m.
– There exist integers 0 ≤ p(σ) < k and 0 ≤ j(σ) ≤ n (automatically unique) such that σ(p(σ)) =
(j(σ), 0) and σ(p(σ) + 1) = (j(σ), 1).
Choose an ordering S = {σ1 < . . . < σq}, such that a < b if dim(σa) < dim(σb), or if dim(σa) = dim(σb)
and j(σa) > j(σb). For every index 1 ≤ a ≤ q, let Ta denote the collection of all 2-simplices of ∆k(σa)
which are either degenerate, have the form ∆{p(σa)−1,p(σa),p(σa)+1} if p(σa) > 0, or have the form
∆{0,1,k(σa)} if p(σa) = 0. Let T
′
a denote the collection of all 2-simplices of Ta which belong to Λ
k(σa)
p(σa)
.
Set Z0 = (X × Y ′)
∐
X×Y (X
′ × Y ), and for a > 0 define Za by the pushout diagram
(Λ
k(σa)
p(σa)
, T ′a)
 _

// Za−1

(∆k(σa), Ta) // Za,
using the map σa to extend the inclusion of Za−1 into X
′ × Y ′ to an inclusion of Za into X ′ × Y ′.
It follows by induction on a that each inclusion Z0 ⊆ Za is a scaled anodyne map; taking a = q we
deduce that f ∧ g is scaled anodyne as desired.
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(2A) The map f is the inclusion ∆2♭ ⊆ ∆
2
♯ , and g is an inclusion of the form (Λ
2
1)♭ ⊆ ∆
2
♯ . In this case, f ∧ g
is an isomorphism on the underlying simplicial sets, and can be obtained by composing three scaled
anodyne maps belonging to the type (B) of Definition 3.1.3.
(2A′) The map f is the inclusion ∆2♭ ⊆ ∆
2
♯ , and g is an inclusion of the form
(Λmi , deg(Λ
n
i ) ∪ {∆
{i−1,i,i+1}}) ⊆ (∆m, deg(∆n) ∪ {∆{i−1,i,i+1}}),
where m > 2 and 0 < i < m. In this case, f ∧ g is an isomorphism.
(2B) The map f is the inclusion ∆2♭ ⊆ ∆
2
♯ , and g is the inclusion (∆
4, T ) ⊆ (∆4, T ∪ {∆{0,1,4},∆{0,3,4}}}
where T is defined as in part (B) of Definition 3.1.3. Then f ∧ g is an iterated pushout of morphisms
isomorphic to g; this follows from the observation that every map from ∆{0,1,4} or ∆{0,3,4} to ∆2 can
be extended from a map from ∆4 to ∆2.
(2C) The map f is the inclusion ∆2♭ ⊆ ∆
2
♯ and g is the inclusion
(Λn0
∐
∆{0,1}
∆0, T ) ⊆ (∆n
∐
∆{0,1}
∆0, T )
where n > 2 and T is defined as in part (C) of Definition 3.1.3. In this case, f ∧ g is an isomorphism
of scaled simplicial sets.
Notation 3.1.9. The category Setsc∆ of scaled simplicial sets is Cartesian closed. That is, for every pair of
objects X,Y ∈ Setsc∆, we can define a new scaled simplicial set Fun
sc(X,Y ) and a map e : Funsc(X,Y )×X →
Y with the following universal property: for every scaled simplicial set Z, composition with e induces a
bijection
HomSetsc∆ (Z,Fun
sc(X,Y ))→ HomSetsc∆ (Z ×X,Y ).
Let Set+∆ denote the category of marked simplicial sets, as defined in §T.3.1. We regard Set
+
∆ as endowed
with the Cartesian model structure of §T.3.1.3, so that the forgetful functor Set+∆ → Set∆ is a right Quillen
functor which determines a Quillen equivalence between Set+∆ and Set∆ (where Set∆ is endowed with the
Joyal model structure). We let Cat+∆ denote the category of Set
+
∆-enriched categories, endowed with the
model structure of §T.A.3.2.
Definition 3.1.10. Let C be a category enriched over marked simplicial sets. We define a scaled simplicial
set Nsc(C) = (N(C), T ) as follows:
(1) The underlying simplicial set N(C) is the simplicial nerve of C, where we regard C as a simplicial
category via the forgetful functor Set+∆ → Set∆.
(2) Suppose given a 2-simplex σ of N(C), corresponding to a (noncommutative) diagram
Y
g
@
@@
@@
@@
X
f
>>~~~~~~~ h // Z
in C and an edge α : ∆1 → MapC(X,Z) joining h to g ◦ f . Then σ is thin in N(C) if and only if α is a
marked edge of MapC(X,Z).
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The functor Nsc : Cat+∆ → Set
sc
∆ admits a left adjoint, which we will denote by C
sc : Setsc∆ → Cat
+
∆. We
can describe the functor Csc concretely as follows. For every scaled simplicial set S = (S, T ), the underlying
simplicial category of Csc[S] can be identified with C[S]. Given a pair of vertices x, y ∈ S, an edge α of
MapC[S](x, y) is marked if and only if there exists a sequence of vertices
x = x0, x1, . . . , xn = y
of S and a sequence of thin 2-simplices σi :
yi
gi
  A
AA
AA
AA
A
xi−1
fi
<<zzzzzzzz hi // xi
classifying edges αi of MapC[S](xi−1, xi) joining hi to gi ◦ fi, such that
α = αn ◦ . . . ◦ α1 ∈ HomSet∆(∆
1,MapC[S](x, y)).
Lemma 3.1.11. Fix n > 0. Let Y ′ denote the marked simplicial set
(∆n ×∆1,M ′),
where M ′ denotes the collection of all degenerate edges of ∆n ×∆1 together with the edge {n}×∆1, and let
Y = ((∆n × {1})
∐
(∂∆n×{1})
(∂∆n ×∆1),M) ⊆ Y ′
where M is defined similarly. Then the inclusion Y ⊆ Y ′ is a trivial cofibration of marked simplicial sets.
Proof. For 0 ≤ i ≤ n, let σi denote the (n+ 1)-simplex of ∆n ×∆1 described by the formula
σi(j) =
{
(j, 0) if j ≤ i
(j − 1, 1) if j > i.
Let Yi be the union Y ∪ σ♭0 ∪ . . . ∪ σ
♭
i , regarded as a marked simplicial subset of Y
′. By convention, we will
say that Y−1 = Y . It will suffice to show that each of the inclusions
Y
f0
→ Y0
f1
→ Y1 → . . .
fn
→ Yn = Y
′
is a marked anodyne morphism.
If i < n, we have a pushout diagram
(Λn+1i+1 )
♭
 _

// Yi−1
fi

(∆n+1)♭ // Yi
of marked simplicial sets. If i = n, we instead have a pushout diagram
(Λn+1n+1)
♭
∐
(∆{n,n+1})♭(∆
{n,n+1})♯ //
 _

Yn−1
fn

(∆n+1)♭
∐
(∆{n,n+1})♭(∆
{n,n+1})♯ // Xn.
In either case, the diagram exhibits fi as a pushout of a marked anodyne morphism, which is therefore
marked anodyne.
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Lemma 3.1.12. Let k > 0, let C denote the cube (∆1)k, and let v = (1, . . . , 1) denote the final vertex of C.
Let Y ′ denote the marked simplicial set (C ×∆1,M ′), where M is the collection of all degenerate edges of
C ×∆1 together with the edge {v} ×∆1, and let
Y = ((∂ C ×∆1)
∐
∂ C×{1}
(C × {1}),M) ⊆ Y ′
where M is defined similarly. Then the inclusion Y ⊆ Y ′ is a trivial cofibration of marked simplicial sets.
Proof. We observe that every simplex of C either contains the vertex v as a final vertex or belongs to the
boundary ∂ C. The desired result therefore follows from repeated application of Lemma 3.1.11.
Proposition 3.1.13. Let f : X → Y be a map of scaled simplicial sets. Then:
(1) If f is a cofibration, then the induced map Csc[X ]→ Csc[Y ] is a cofibration of Set+∆-enriched categories.
(2) If f is a scaled anodyne map, then the induced map Csc[X ] → Csc[Y ] is a trivial cofibration of Set+∆-
enriched categories.
Proof. We begin by recalling some notation from §T.A.3.2. For every marked simplicial set S, we let [1]S
denote the Set+∆-enriched category whose set of objects is [1] = {0, 1}, with
Map[1]S (i, j) =

(∆0)♯ if i = j
∅ if i > j
S if i < j.
Note that if p : S → S′ is a cofibration of marked simplicial sets, then the induced map [1]S → [1]S′ is a
cofibration of Set+∆-enriched categories, which is a weak equivalence provided that p is a weak equivalence.
We now prove (1). Since the collection of all morphisms f for which Csc[f ] is a cofibration is weakly satu-
rated, it will suffice to prove the result for a collection of morphisms which generate the class of cofibrations
in Setsc∆. There are three cases to consider:
(a) The map f has the form ∆2♭ → ∆
2
♯ . In this case, C
sc[f ] is a pushout of the cofibration [1](∆1)♭ → [1](∆1)♯ .
(b) The map f has the form ∅ = ∂∆0 ⊆ ∆0. In this case, Csc[f ] can be identified with the inclusion of the
initial Set+∆-enriched category into the final Set
+
∆-enriched category, which is again a cofibration.
(c) The map f is an inclusion of the form ∂∆n ⊆ ∆n, for n > 0. Let σ denote the cube (∆1)n−1 and
∂ σ ⊆ σ its boundary. The morphism Csc[f ] is then a pushout of the cofibration [1]∂ σ♭ → [1]σ♭ .
The proof of (2) is a bit more involved. We may again assume without loss of generality that f is a
generator for the class of scaled anodyne maps. There are four cases to consider.
(A) The map f has the form (Λ21)♭ ⊆ ∆
2
♯ . In this case, C
sc[f ] is a pushout of the trivial cofibration
[1](∆{1})♯ → [1](∆1)♯ .
(A′) There exist integers n > 2 and 0 < i < n, such that f is of the form
(Λni , deg(Λ
n
i ) ∪ {∆
{i−1,i,i+1}}) ⊆ (∆n, deg(∆n) ∪ {∆{i−1,i,i+1}}.
In this case, Csc[f ] is a pushout of a morphism of the form [1]Y → [1]Y ′ , where Y → Y ′ is the inclusion
of marked simplicial sets appearing in the statement of Lemma 3.1.12. Since Y → Y ′ is a trivial
cofibration, we conclude that Csc[f ] is a trivial cofibration as well.
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(B) The map f is an inclusion (∆4, T ) ⊆ (∆4, T ∪ {∆{0,1,4},∆{0,3,4}}}) where T is defined as in part (B)
of Definition 3.1.3. In this case, we observe that the induced map Csc[f ] is a pushout of a cofibration
[1]S ⊆ [1]S′ . Here S is the marked simplicial set (∆1×∆1×∆1,M) depicted in the following diagram:
{0, 4}
q′ //
q

p0
&&LL
LL
LL
LL
LL
{0, 1, 4}
p3

r
''OO
OO
OO
OO
OO
O
{0, 2, 4}
p4 //

{0, 1, 2, 4}

{0, 3, 4}
p2 //
&&LL
LL
LL
LL
LL
{0, 1, 3, 4}
p1
''OO
OO
OO
OO
OO
O
{0, 2, 3, 4}
p5 // {0, 1, 2, 3, 4}.
Here the marked edges of S are the degenerate edges, together with the edges {pi}0≤i≤5, and S′ =
(∆1 ×∆1 ×∆1,M ∪ {q, q′}). To prove that Csc[f ] is a trivial cofibration, it will suffice to show that
for every ∞-category C and every map g : ∆1 × ∆1 × ∆1 → C, if g carries the edges {pi}0≤i≤5 to
equivalences in C, then g carries q and q′ to equivalences in C. To prove this, we observe that g(q) has
an inverse in the homotopy category hC, given by the composition g(p0)
−1g(p4)
−1g(r)g(p3)
−1g(p2),
and that g(q′) has an inverse given by the composition g(q)−1g(p2)
−1g(p3).
(C) The map f is an inclusion
(Λn0
∐
∆{0,1}
∆0, T ) ⊆ (∆n
∐
∆{0,1}
∆0, T ),
where n > 2 and T is defined as in part (C) of Definition 3.1.3. The desired result in this case is merely
a translation of Lemma 3.5.13.
Proposition 3.1.14. Let S be a simplicial set, let C = Csc[S♯]. We define a new Set
+
∆-enriched category CS
as follows:
• The objects of CS are the objects of C (the vertices of S).
• Given a pair of objects x, y ∈ CS such that MapC(x, y) = (X,M), we set MapCS (x, y) = X
♯.
Then the evident functor fS : C→ CS is a trivial cofibration of Set
+
∆-enriched categories.
Proof. The map fS can be obtained as an iterated pushout of trivial cofibrations of the form
[1](Λ21)♯
‘
(Λ2
1
)♭
(∆2)♭ ⊆ [1](∆2)♯ ,
(with notation as in the proof of Proposition 3.1.13).
3.2 Locally coCartesian Model Structures
Let S be a simplicial set. In §T.3.1.3, we saw that there is a simplicial model structure on the category
(Set+∆)/S♯ of marked simplicial sets over S, whose fibrant objects correspond precisely to coCartesian fibra-
tions X → S. Our goal in this section is to introduce a generalization of this model structure.
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Definition 3.2.1. Let S be a simplicial set. A categorical pattern on S is a triple (MS , T, {pα : K⊳α →
S′}α∈A), where MS is a marking of S (that is, a collection of edges of S which contains all degenerate
edges), T is a scaling of S (that is, a collection of 2-simplices of S which contains all degenerate 2-simplices),
and {pα : K⊳α → S}α∈A is a collection of maps of simplicial sets which carry each edge of K
⊳
α into MS and
each 2-simplex of K⊳α into T .
Suppose we are given a categorical pattern P = (MS , T, {pα : K⊳α → S}α∈A) on S. A marked simplicial
set over P is a marked simplicial set X = (X,M) equipped with a map f : X → S satisfying the following
condition: for every edge e of X which belongs to M , f(e) belongs to MS . We let (Set
+
∆)/P denote the
category of marked simplicial sets over P.
We will say that an object X ∈ (Set+∆)/P is P-fibered if the following conditions are satisfied:
(1) The underlying map of simplicial sets f : X → S is an inner fibration.
(2) For each edge ∆1 → S belonging to MS , the induced map f ′ : X ×S ∆1 → ∆1 is a coCartesian
fibration.
(3) An edge e of X belongs to M if and only if f(e) belongs to MS and e is an f
′-coCartesian edge of
X ×S ∆1.
(4) Given a commutative diagram
∆{0,1}

e // X

∆2
σ // S,
if e ∈M and σ ∈ T , then e determines an f ′-coCartesian edge of X ×S ∆2, where f ′ : X ×S ∆2 → ∆2
denotes the projection map.
(5) For every index α ∈ A, the induced coCartesian fibration fα : X ×S K⊳α → K
⊳
α is classified by a limit
diagram K⊳α → Cat∞.
(6) For every index α ∈ A and every coCartesian section s of the map fα, s is an f -limit diagram in X .
Remark 3.2.2. Let P be a categorical pattern on a simplicial set S. We will sometimes abuse terminology
by saying that a map of simplicial sets X → S is P-fibered if there exists a collection of edges M in X
such that X = (X,M) is a P-fibered object of (Set+∆)/P. In this case, the set M is uniquely determined
(requirement (3) of Definition 3.2.1).
Remark 3.2.3. In the situation of Definition 3.2.1, conditions (5) and (6) are automatic whenever the
simplicial set Kα is weakly contractible and the diagram pα is constant.
Remark 3.2.4. Let P be a categorical pattern on a simplicial set S. For every pair of objects X,Y ∈
(Set+∆)/P, there exists a simplicial set Map
♯
S(X,Y ) with the following universal property: for every simplicial
set K, we have a canonical bijection
HomSet∆(K,Map
♯
S(X,Y )) ≃ Hom(Set+∆)/P
(K♯ ×X,Y ).
This definition of mapping spaces endows (Set+∆)/P with the structure of a simplicial category.
Remark 3.2.5. Let P = (MS , T, {pα : K⊳α → S
′}α∈A) be a categorical pattern on a simplicial set S and let
X = (X,M) be an object of Set+∆ satisfying conditions (1) through (4) of Definition 3.2.1. For each index
α ∈ A, let Xα = X ×S K⊳α. Then the projection map q : Xα → K
⊳
α is a coCartesian fibration, classified by
a functor χ : K⊳α → Cat∞. According to Proposition T.3.3.3.1, the map χ is a limit diagram if and only if
the restriction functor r : Z → Z0 is an equivalence of ∞-categories, where Z denotes the ∞-category of
coCartesian sections of q and Z0 the ∞-category of coCartesian sections of the restriction X ×S Kα → Kα.
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Now suppose that X also satisfies condition (6) of Definition 3.2.1. In this case, every coCartesian section
s of q is a q-limit diagram, so that the map MapZ(s
′, s)→ MapZ0(s
′|K, s|K) is a homotopy equivalence for
any s′ ∈ Z (in fact, the analogous statement is true for any section of q). It follows that the functor r is
automatically fully faithful. Now r is an equivalence of∞-categories if and only if it is essentially surjective,
which (since r is evidently a categorical fibration) is equivalent to the requirement that r be surjective on
vertices. Consequently, in the definition of a P-fibered object of (Set+∆)/P, we are free to replace assumption
(5) by the following apparently weaker condition:
(5′) For each α ∈ A and every coCartesian section s0 of the projection X ×S Kα → Kα, there exists a
coCartesian section s of X ×S K⊳α → K
⊳
α extending s0.
Our main goal in this section is to prove the following result:
Theorem 3.2.6. Let P be a categorical pattern on a simplicial set S. Then there exists a left proper combi-
natorial simplicial model structure on (Set+∆)/P, which is uniquely characterized by the following properties:
(C) A morphism f : X → Y in (Set+∆)/P is a cofibration if and only if f induces a monomorphism between
the underlying simplicial sets.
(F ) An object X ∈ (Set+∆)/P is fibrant if and only if X is P-fibered.
Example 3.2.7. Let S be a simplicial set. The canonical categorical pattern on S is the categorical pattern
P = (MS , T, ∅), where MS consists of all edges of S and T consists of all 2-simplices of S. Then (Set
+
∆)/P
admits a unique model structure satisfying the conditions of Theorem 3.2.6: the coCartesian model structure
described in §T.3.1.3.
Example 3.2.8. Let S be a simplicial set, and suppose we are given a categorical pattern P = (MS , T, {pα :
K⊳α → S}α∈A), where MS consists of all edges of S, T consists of all 2-simplices of S, each of the simplicial
sets Kα is weakly contractible and each of the maps pα is constant. Then the model structure on (Set
+
∆)/P
described by Theorem 3.2.6 coincides with the coCartesian model structure of Example 3.2.7: this follows
immediately from Remark 3.2.3.
Example 3.2.9. Let S = (S, T ) be a scaled simplicial set. Then S determines a categorical pattern
PS = (MS , T, ∅) on S, whereMS is the collection of all edges of S. In this situation, we will denote (Set
+
∆)/P
by (Set+∆)/S , and refer to the model structure of Theorem 3.2.6 as the locally coCartesian model structure
on (Set+∆)/S (note that the underlying category of (Set
+
∆)/S depends only on the underlying simplicial set
S over S; however, the model structure on (Set+∆)/S depends on the collection of thin 2-simplices of S).
We will say that an object X = (X,M) ∈ (Set+∆)/S is S-fibered if it is P-fibered: that is, if the underlying
map p : X → S is a locally coCartesian fibration, M is the set of locally p-coCartesian edges of X , and the
restriction of p to every thin 2-simplex of S is a coCartesian fibration.
The main step in proving Theorem 3.2.6 is to show that there is a sufficiently large supply of trivial
cofibrations in (Set+∆)/P. To this end, we introduce the following definition:
Definition 3.2.10. Let P = (MS , T, {pα : K⊳α → S}α∈A) be a categorical pattern on a simplicial set S. The
collection of P-anodyne morphisms in (Set+∆)/P is the smallest weakly saturated class of morphisms which
contain all morphisms of the following types:
(A0) The inclusion (Λ
2
1)
♯
∐
(Λ21)
♭(∆2)♭ ⊆ (∆2)♯, for every map ∆2 → S belonging to T which carries every
edge into MS .
(A1) The inclusion Q
♭ ⊆ Q♯, where Q = ∆0
∐
∆{0,2} ∆
3
∐
∆{1,3} ∆
0 and the map Q → S carries every edge
of Q into MS and every 2-simplex of Q into T .
(B0) The inclusion {0}♯ ⊆ (∆1)♯ lying over an edge of MS.
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(B1) For each α ∈ A, the inclusion K♯α ⊆ (K
⊳
α)
♯ (where K⊳α maps to S via pα).
(C0) The inclusion
(Λn0 )
♭
∐
(∆{0,1})♭
(∆{0,1})♯ ⊆ (∆n)♭
∐
(∆{0,1})♭
(∆{0,1})♯,
for every n > 1 and every map ∆n → S whose restriction to ∆{0,1,n} belongs to T .
(C1) The inclusion (Λ
n
i )
♭ ⊆ (∆n)♭, for every 0 < i < n and every map ∆n → S.
(C2) For each n ≥ 1, α ∈ A, and map f : ∆n ⋆ Kα → S extending pα : {n} ⋆ Kα → S, the inclusion
(∂∆n ⋆ Kα)
♭
∐
({n}⋆Kα)♭
({n} ⋆ Kα)
♯ ⊆ (∆n ⋆ Kα)
♭
∐
({n}⋆Kα)♭
({n} ⋆ Kα)
♯).
Example 3.2.11. Let P be a categorical pattern on a simplicial set S, and suppose we are given maps of
simplicial sets A
i
→ B → S. If i is inner anodyne, then the induced map A♭ → B♭ is a P-anodyne morphism
in (Set+∆)/P.
Example 3.2.12. Let P be a categorical pattern on a simplicial set S, and let e : ∆1 → S be a marked
edge of S. For every simplicial set A, let A
⊳
denote the marked simplicial set (A⊳,MA), where MA is the
collection of all edges of A⊳ which are either degenerate or contain the cone point. We regard A
⊳
as an
object of (Set+∆)/P via the map A
⊳ → (∆0)⊳ ≃ ∆1
e
→ S. For any cofibration of simplicial sets i : A→ B, the
induced map j : A
⊳
→ B
⊳
is P-anodyne. To prove this, it suffices to treat the basic case where B = ∆n and
A = ∂∆n, in which case the map j is a generating P-anodyne map which is either of type (B0) (if n = 0)
or (C0) (if n > 0).
Example 3.2.13. Let P = (MS , T, {pα : K⊳α → S}α∈A) be a categorical pattern on a simplicial set S. Let
B0 ⊆ B be a simplicial sets containing a vertex b, and let f : B ⋆ Kα → S be a map whose restriction to
{b} ⋆Kα ≃ K⊳α is given by pα. Suppose that every simplex of B either belongs to B0 or contains b as a final
vertex. Then the inclusion
(B0 ⋆ Kα)
♭
∐
({b}⋆Kα)♭
({b} ⋆ Kα)
♯ ⊆ (B ⋆ Kα)
♭
∐
({b}⋆Kα)♭
({b} ⋆ Kα)
♯)
is P-anodyne, because it can be obtained as an iterated pushout of P-anodyne inclusions of type (C2).
Remark 3.2.14. Let P = (MS, T, {pα : K⊳α → S}α∈A) be a categorical pattern on a simplicial set S,
and let X = (X,M) be an object of (Set+∆)/P. Let T
′ denote the inverse image of T in HomSet∆(∆
2, X),
and let B denote the set of pairs β = (α, pβ) where α ∈ A and pβ : K
⊳
α → X is a map lifting pα. Then
PX = (M,T
′, {pβ}β∈B) is a categorical pattern onX . Unwinding the definitions, we deduce that a morphism
in (Set+∆)/PX is PX -anodyne if and only if it is P-anodyne.
Definition 3.2.15. Let S and S′ be simplicial sets, and let P = (MS , T, {pα : K⊳α → S}α∈A) and P
′ =
(M ′S′ , T
′, {qβ : L⊳β → S
′}β∈B) be categorical patterns on S and S′, respectively. We let P×P
′ denote the
categorical pattern
(MS ×M
′
S′ , T × T
′, {K⊳α
pα
→ S × {s′} → S′}α∈A,s′∈S′ ∪ {L
⊳
β
qβ
→ {s} × S′ → S × S′}s∈S,β∈B)
on S × S′.
We will need the following technical results about the theory of P-anodyne maps:
Proposition 3.2.16. Let P be a categorical pattern on a simplicial set S, and let X ∈ (Set+∆)/P. The
following conditions are equivalent:
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(1) The object X has the extension property with respect to every P-anodyne morphism in (Set+∆)/P.
(2) The object X is P-fibered.
Proposition 3.2.17. Let P and P′ be categorical patterns on simplicial sets S and S′. Let f : X → Y be
a cofibration in (Set+∆)/P, and let f
′ : X
′
→ Y
′
be a cofibration in (Set+∆)/P′ . If f is P-anodyne or f
′ is
P′-anodyne, then the induced map
f ∧ f ′ : (Y ×X
′
)
∐
X×X
′
(X × Y
′
)→ Y × Y
′
is P×P′-anodyne.
We will give the proofs of Proposition 3.2.16 and 3.2.17 at the end of this section. Our next goal is to
use them to prove Theorem 3.2.6. First, we need to establish a few preliminaries.
Lemma 3.2.18. Let P = (MS , T, {pα : K⊳α → S}α∈A) be a categorical pattern on a simplicial set S, and let
∆2 → S be a 2-simplex which belongs to T . Then the inclusion i : (Λ20)
♯
∐
(Λ20)
♭(∆2)♭ ⊆ (∆2)♯ is a P-anodyne
morphism in (Set+∆)/P.
Proof. We must show that i has the left lifting property with respect to every morphism morphism f : X → Y
in (Set+∆)/P, provided that f has the right lifting property with respect to every P-anodyne morphism in
(Set+∆)/P. Replacing P by PY (and invoking Remark 3.2.14), we are reduced to showing that X has the
extension property with respect to i, provided that X has the extension property with respect to every
P-anodyne morphism. In view of Proposition 3.2.16, we may assume that X is P-fibered. The desired result
is now an immediate consequence of Proposition T.2.4.1.7.
Lemma 3.2.19. Let P = (MS , T, {pα : K⊳α → S}α∈A) be a categorical pattern on a simplicial set S. Fix
α ∈ A, let M be the collection of all edges of ∆1 ⋆ Kα except for the initial edge ∆1 ⊆ ∆1 ⋆ Kα. Let
f : ∆1 ⋆ Kα → S be a map such which carries each edge into MS, each 2-simplex into T , and such that
f |({1} ⋆ Kα) agrees with pα. Then the inclusion i : (∆1 ⋆ Kα,M) ⊆ (∆1 ⋆ Kα)♯ is a P-anodyne morphism
in (Set+∆)/P.
Proof. Let g : X → Y be a morphism in (Set+∆)/P which has the right lifting property with respect to every
P-anodyne morphism; we will show that g has the right lifting property with respect to i. Replacing P by
PY (and invoking Remark 3.2.14), we may assume that Y is a final object of (Set
+
∆)/P. Proposition 3.2.16
now guarantees that X is P-fibered. Let X ′ denote the fiber product X×S (∆1 ⋆Kα), so that the projection
map q : X ′ → (∆1 ⋆ Kα) is a coCartesian fibration. Unwinding the definitions, we must show the following:
(∗) Let s be a section of q. If s carries each edge of M to a q-coCartesian edge of X ′, then s carries every
edge of ∆1 ⋆ Kα to a q-coCartesian edge of X
′.
To prove (∗), let us write rewrite the domain of s as {x} ⋆ {z} ⋆ Kα. Choose a q-coCartesian edge e :
s(x) → y in X ′ covering the initial edge ∆1 ⊆ ∆1 ⋆ Kα. Since e is q-coCartesian, we can extend s to a
map s′ : {x} ⋆ {y} ⋆ {z} ⋆ Kα → X ′ carrying {x} ⋆ {y} to e. It follows from Proposition T.2.4.1.7 that, for
every vertex k of Kα, s
′ carries the edge {y} ⋆ {k} to a q′-coCartesian edge of X ′. Using the fact that X is
P-fibered, we deduce that s′|{y} ⋆ Kα and s′|{z} ⋆ Kα are q′-limit diagrams, so that s′ carries {y} ⋆ {z} to
an equivalence in X ′y. It follows that s carries the edge {x} ⋆ {z} into a composition of q
′-coCartesian edges
s′({x} ⋆ {y}) and s′({y} ⋆ {z}), which is again a q′-coCartesian edge (Proposition T.2.4.1.7).
Lemma 3.2.20. Let P0 denote the categorical pattern (∆
0,HomSet∆(∆
1,∆0),HomSet∆(∆
2,∆0), ∅), so that
(Set+∆)/P0 is equivalent to Set
+
∆. For every left anodyne inclusion of simplicial sets A ⊆ B, the induced map
j : A♯ ⊆ B♯ is P0-anodyne.
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Proof. Without loss of generality, we may assume that B = ∆n and A = Λni , for some 0 ≤ i < n, where
n > 0. Suppose first that n > 2. If 0 < i < n, then j is a pushout of the inclusion j0 : (Λ
n
i )
♭ → (∆n)♭, and
therefore P0-anodyne (case (C1) of Definition 3.2.10). If i = 0, then j is a pushout of the inclusion
j0 : (Λ
n
0 )
♭
∐
(∆{0,1})♭
(∆{0,1})♯ → (∆n)♭
∐
(∆{0,1})♭
(∆{0,1})♯
which is P0-anodyne (case (C0) of Definition 3.2.10).
Now suppose that n = 2. We observe that j can be obtained as a composite j′′ ◦ j′, where j′ is a pushout
of the morphism j0 considered above, and j
′′ is either a generating P-anodyne morphism of type (A0) or
the P-anodyne morphism described in Lemma 3.2.18.
Finally, in the case n = 1, j is itself a morphism of type (B0) appearing in Definition 3.2.10.
Proposition 3.2.21. Let P be a categorical pattern on a simplicial set S. Let f : X → Y be a cofibration
in (Set+∆)/P, and let Z be a P-fibered object of (Set
+
∆)/P. Then the induced map
q : Map♯S(Y , Z)→ Map
♯
S(X,Z)
is a Kan fibration between Kan complexes. If f is P0-anodyne, then q is a trivial Kan fibration.
Proof. We first show that q is a left fibration by showing that q has the right lifting property with respect to
every left anodyne inclusion of simplicial sets A ⊆ B (or every inclusion of simplicial sets, in the case where
f is P-anodyne). Unwinding the definitions, this is equivalent to the assertion that Z has the extension
property with respect to the induced inclusion
f ′ : (B♯ ×X)
∐
A♯×X
(A♯ × Y )→ B♯ × Y .
It follows from Proposition 3.2.17 and Lemma 3.2.20 that f ′ is P-anodyne, so that the desired result is a
consequence of Proposition 3.2.16.
Applying the above result to the inclusion ∅ ⊆ X, we deduce that the projection map Map♯S(X,Z)→ ∆
0
is a left fibration, so that Map♯S(X,Z) is a Kan complex. It follows that q is a Kan fibration as desired
(Lemma T.2.1.3.3).
Our next goal is to show how to use Propositions 3.2.16 and 3.2.17 to prove Theorem 3.2.6. We begin
by describing the class of weak equivalences in (Set+∆)/P.
Definition 3.2.22. Let P be a categorical pattern on a simplicial set S. We will say that a morphism
f : X → Y in (Set+∆)/P is a P-equivalence if, for every P-fibered object Z ∈ (Set
+
∆)/P, the induced map
Map♯S(Y , Z)→ Map
♯
S(X,Z)
is a homotopy equivalence of Kan complexes.
Example 3.2.23. Any P-anodyne morphism is a P-equivalence; this follows immediately from Proposition
3.2.21.
Lemma 3.2.24. Let P be a categorical pattern on a simplicial set S, and suppose we are given a pushout
diagram
X
f //

Y

X
′ f
′
//
Y
′
in (Set+∆)/P. Assume that the vertical maps are cofibrations. If f is a P-equivalence, then f
′ is a P-
equivalence.
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Proof. Let Z ∈ (Set+∆)/P be P-fibered. We have a pullback diagram of simplicial sets
Map♯S(X,Z) Map
♯
S(Y , Z)
oo
Map♯S(X
′
, Z)
OO
Map♯S(Y
′
, Z).
Proposition 3.2.21 implies that the vertical maps are Kan fibrations, so that the diagram is also a homotopy
pullback square. Since f is a P-equivalence, the upper horizontal maps is a homotopy equivalence of Kan
complexes. It follows that the lower horizontal map is also a homotopy equivalence of Kan complexes, as
desired.
Lemma 3.2.25. Let P = (MS , T, {pα : K⊳α → S}α∈A) be a categorical pattern on a simplicial set S, and
let f : X → Y be a map between P-fibered objects X = (X,M), Y = (Y,M ′) of (Set+∆)/P. The following
conditions are equivalent:
(1) The map f is a P-equivalence.
(2) The map f admits a homotopy inverse; that is, there exists a map g : Y → X in (Set+∆)/P and
homotopies
h : (∆1)♯ ×X → X h′ : (∆1)♯ × Y → Y
connecting g ◦ f and f ◦ g to idX and idY , respectively.
(3) For every edge ∆1 → S, the induced map X ×S ∆1 → Y ×S ∆1 is an equivalence of ∞-categories.
If every edge of S belongs to MS, then (3) can be replaced by the following apparently weaker condition:
(3′) For every vertex s ∈ S, the induced map Xs → Ys is an equivalence of ∞-categories.
Proof. The equivalence of (1) and (2) is formal, and the implications (2) ⇒ (3) ⇒ (3′) are clear. If every
edge of S belongs to MS , then the implication (3
′)⇒ (3) follows from Corollary T.2.4.4.4. To complete the
proof, let us suppose that f satisfies (3). We will say that an object W = (W,M ′′) ∈ (Set+∆)/P is good if
composition with f induces a homotopy equivalence
Map♯S(W,X)→ Map
♯
S(W,Y ).
Our goal is to prove that every object W ∈ (Set+∆)/P is good. The proof proceeds in several steps:
(a) We have a commutative diagram
Map♯S(W,X)
//

Map♯S(W,Y )

Map♯S(W
♭, X) // Map♯S(W
♭, Y ).
The left vertical map exhibits Map♯S(W,X) as the full simplicial subset of Map
♯
S(W
♭, X) spanned
by those maps W → X which carry every edge in M ′′ to a locally p-coCartesian edge of X , where
p : X → S denotes the projection, and the right vertical map admits a similar description in terms of
the projection q : Y → S. Assumption (3) implies that an edge of X is locally p-coCartesian if and
only if its image in Y is locally q-coCartesian. Consequently, to prove that W is good, it will suffice to
show that W ♭ is good.
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(b) Suppose given a pushout diagram
V //

V ′

W // W ′
in the category of simplicial sets over S, where the vertical maps are cofibrations. We then obtain
pullback diagram
Map♯S(V
♭, X) Map♯S(V
′♭, X)oo Map♯S(V
♭, Y ) Map♯S(V
′♭, Y )oo
Map♯S(W
♭, X)
OO
Map♯S(W
′♭, X)
OO
oo Map♯S(W
♭, Y )
OO
Map♯S(W
♭, Y )
OO
oo
Proposition 3.2.21 implies that the vertical maps are Kan fibrations, so both diagrams are homotopy
pullback squares. It follows that if V ♭, V ′
♭
, and W ♭ are good, then W ′
♭
is good.
(c) Let ∆n → S be a map; then (∆n)♭ is good for n ≤ 1; this follows immediately from (3).
(d) For any map ∆n → S, the object (∆{0,1}
∐
{0} . . .
∐
{n−1}∆
{n−1,n})♭ ∈ (Set+∆)/P is good; this follows
from (b) and (c).
(e) Let u :W →W
′
be a P-equivalence (for example, any P-anodyne map). Then W is good if and only
if W
′
is good.
(f) For any map ∆n → S, the resulting object (∆n)♭ ∈ (Set+∆)/P is good. This follows from (e) and (d),
since the inclusion (∆{0,1}
∐
{0} . . .
∐
{n−1}∆
{n−1,n})♭ ⊆ (∆n)♭ is P-anodyne (Example 3.2.23).
(g) The collection of good objects in (Set+∆)/P is closed under coproducts (since a product of homotopy
equivalences between Kan complexes is again a homotopy equivalence).
(h) If the simplicial set W is finite-dimensional, then W ♭ ∈ (Set+∆)/P is good. The proof goes by induction
on the dimension n ≥ 0 of W . If W is empty, then the result is obvious. Otherwise, let K denote
the set of nondegenerate n-simplices of W , and let W ′ denote the (n − 1)-skeleton of W . We have a
pushout diagram
K × ∂∆n //

W ′

K ×∆n // W.
The inductive hypothesis guarantees that (K × ∂∆n)♭ and W ′♭ are good, and (K ×∆n)♭ is good by
virtue of (g) and (f). It follows from (b) that W ♭ is good.
(i) Suppose that W is obtained as the direct limit of a sequence of inclusions
W (0)→W (1)→W (2)→ . . .
Then Map♯S(W
♭, X) can be obtained as the homotopy inverse limit of the tower {Map♯S(W (n)
♭, X)}n≥0,
and Map♯S(W
♭, Y ) can be described similarly. It follows that if each W (n)♭ is good, then W ♭ is good.
(j) For every map of simplicial sets W → S, the object W ♭ ∈ (Set+∆)/P is good. This follows from (h) and
(i), if we take W (n) to be the n-skeleton of W .
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We are now ready to prove Theorem 3.2.6:
Proof. Let P = (MS , T, {pα : K⊳α → S}α∈A) be a categorical pattern on the simplicial set S. Assume for
the moment that each of the simplicial sets Kα is finite. It follows from the small object argument that
there exists a functor E : (Set+∆)/P → (Set
+
∆)/P and a natural transformation α : id→ T with the following
properties:
(a) The functor E commutes with filtered colimits.
(b) For every object X ∈ (Set+∆)/P, the object EX ∈ (Set
+
∆)/P has the extension property with respect
to every P-anodyne map (and is therefore P-fibered, by virtue of Proposition 3.2.16.
(c) For every object X ∈ (Set+∆)/P, the map X → EX is P-anodyne.
Let f : X → Y be a morphism in (Set+∆)/P. It follows from (c) and Example 3.2.23 that f is a P-equivalence
if and only if E(f) is a P-equivalence. Using (b) and Lemma 3.2.25, we deduce that f is an equivalence if
and only if for each edge e : ∆1 → S, the map E(f) induces a categorical equivalence of simplicial sets after
pulling back along e. Using (a) and Corollary T.A.2.6.12, we deduce that the collection of P-equivalences
in (Set+∆)/P is perfect, in the sense of Definition T.A.2.6.10.
We now wish to deduce the existence of a left proper, combinaorial model structure on (Set+∆)/P such
that the cofibrations are the monomorphisms and the weak equivalences are given by the P-equivalences. It
will suffice to show that (Set+∆)/P satisfies the hypotheses of Proposition T.A.2.6.13:
(1) The collection of P-equivalences is perfect: this follows from the above arguments.
(2) The collection of P-equivalences is stable under pushouts by cofibrations: this follows from Lemma
3.2.24.
(3) Let f : X → Y be a morphism in (Set+∆)/P which has the right lifting property with respect to every
cofibration; we wish to show that f is a P-equivalence. To prove this, it suffices to observe that f
admits a section s and that the composition s ◦ f : X → X is homotopic to the identity (that is, there
exists a homotopy h : X × (∆1)♯ → X from idX to s ◦ f in the category (Set
+
∆)/P).
We next claim that the simplicial structure on (Set+∆)/P is compatible with its model structure. In view
of Proposition T.A.3.1.7, it will suffice to prove that for every object X ∈ (Set+∆)/P and each n ≥ 0, the
projection map p : X × (∆n)♯ → X is a P-equivalence. The inclusion i : {0}♯ ⊆ (∆n)♯ determines a section
s of p; it will therefore suffice to show that s is a P-equivalence. Lemma 3.2.20 implies that i is P0-anodyne
(where P0 is defined as in the statement of Lemma 3.2.20). Using Proposition 3.2.17, we conclude that s is
P-anodyne, so that s is a P-equivalence by Example 3.2.23.
We now discuss the case of a general categorical pattern P = (MS , T, {pα : K⊳α → S
′}α∈A) on S. Let
P′ = (MS , T, ∅). We have already shown that (Set
+
∆)/P′ has the structure of a left proper combinatorial
simplicial model category. We may therefore define a model structure on the category (Set+∆)/P to be the
localization of (Set+∆)/P with respect to the generating P-anodyne maps appearing in Definition 3.2.10.
It follows from Proposition T.A.3.7.3 that (Set+∆)/P is again a left proper combinatorial simplicial model
category.
To complete the proof, it will suffice to show that an object X ∈ (Set+∆)/P is fibrant if and only if it is
P-fibered. It follows from Proposition T.A.3.7.3 that X is fibrant if and only if the following conditions are
satisfied:
(i) The object X is fibrant in (Set+∆)/P′ : that is, X has the extension property with respect to every
cofibration f : Y → Y
′
which is a P′-equivalence.
(ii) For every generating P-anodyne map f : Y → Y
′
, the induced map q : Map♯S(Y
′
, X) → Map♯S(Y ,X)
is a homotopy equivalence of Kan complexes.
80
Suppose thatX satisfies (ii). Note that for everyP-anodyne map f , the map q is a Kan fibration (Proposition
3.2.21), and therefore a trivial Kan fibration. It follows that q is surjective on vertices, so that X has the
extension property with respect to every P-anodyne map and is therefore P-fibered by virtue of Proposition
3.2.16.
Conversely, suppose that X is P-fibered; we wish to show that X satisfies conditions (i) and (ii). To
prove (i), consider the map q : Map♯S(Y
′
, X) → Map♯S(Y ,X). This map is a Kan fibration (Proposition
3.2.21) and a homotopy equivalence by virtue of our assumption that f is a P′-equivalence (since X is
P′-fibered). It follows that q is a trivial Kan fibration and therefore surjective on vertices, which proves (i).
To prove (ii), it will suffice to show that q is a trivial Kan fibration whenever f is P-anodyne. To see that
q has the right lifting property with respect to the inclusion ∂∆n ⊆ ∆n, we need to show that X has the
extension property with respect to the induced inclusion
f ′ = (Y × (∆n)♯)
∐
Y×(∂∆n)♯
(Y
′
× (∂∆n)♯) ⊆ Y
′
× (∆n)♯.
This follows from Proposition 3.2.16, since f ′ is P-anodyne by virtue of Proposition 3.2.17.
Remark 3.2.26. Let P and P′ be categorical patterns, and let P×P′ be defined as in Definition 3.2.15.
The formation of Cartesian products induces a functor
F : (Set+∆)/P × (Set
+
∆)/P′ → (Set
+
∆)/P×P′ .
With respect to the model structures of Theorem 3.2.6, the map F is a left Quillen bifunctor. To prove this,
we must show that if f : X → X
′
is a cofibration in (Set+∆)/P and g : Y → Y
′
is a cofibration in (Set+∆)/P′ ,
then the induced map
f ∧ g : (X
′
× Y )
∐
X×Y
(X × Y
′
)→ X
′
× Y
′
is a cofibration, which is trivial if either f or g is trivial. The first claim is obvious, and the second is
equivalent to the requirement that the diagram
X × Y

i // X
′
× Y

X × Y
′ j // X
′
× Y
′
is a homotopy pushout square. For this, it suffices to show that the horizontal maps are weak equivalences.
We will prove that i is a weak equivalence; the proof that j is a weak equivalence is similar. Choose
a P-anodyne map f ′ : X
′
→ X
′′
, where X
′′
is P-fibered. Proposition 3.2.17 guarantees that the map
X
′
×Y → X
′′
→ Y is (P×P′)-anodyne. It therefore suffices to show that the composite mapX×Y → X
′′
×Y
is a (P×P′)-equivalence. We may therefore replace X
′
by X
′′
and thereby reduce to the case where X
′
is
P-fibered. By a similar argument, we can assume that the map X → X
′
has the right lifting property with
respect to all P-anodyne morphisms, so that X is P-fibered as well. The P-equivalence f now admits a
homotopy inverse, so that the induced map X × Y → X
′
× Y admits a homotopy inverse as well.
Remark 3.2.27. Let P be a categorical pattern, and let (Set+∆)/P be endowed with the model structure of
Theorem 3.2.6. Then the weak equivalences in (Set+∆)/P are precisely the P-equivalences.
The remainder of this section is devoted to the proofs of Propositions 3.2.16 and 3.2.17.
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Lemma 3.2.28. Let n ≥ 2, and let p : X → ∆n be an inner fibration of simplicial sets. Consider a
commutative diagram
Λn0
f0 //
 _

X
p

∆n
id //
f
=={
{
{
{
{
∆n,
where f0 carries ∆
{0,1} ⊆ Λn0 to a locally p
′-coCartesian edge of X ×∆n ∆{0,1,n}, where p′ denotes the
projection X ×∆n ∆{0,1,n} → ∆{0,1,n}. Then there exists a map f : ∆n → X as indicated, rendering the
diagram commutative.
Proof. To prove the assertion, it will suffice to show that f0 extends to an n-simplex of X (the compatibility
with the projection p is automatic, since Λn0 contains every vertex of ∆
n). Choose a categorical equivalence
X → N(C), where C is a topological category (for example, we could take C = |C[X ]|). Note that the
projection p factors (uniquely) through some projection map N(C) → ∆n. Since p is an inner fibration,
the simplicial set X is an ∞-category, and therefore fibrant with respect to the Joyal model structure.
Consequently, it will suffice to prove the existence of the desired extension after replacing X by N(C). We
may therefore assume that X is the nerve of a topological category C.
The functor f0 determines the following data in the topological category C:
(1) A collection of objects Ci = f0({i}).
(2) A morphism α : C0 → C1 in C, given by evaluating f0 on the edge ∆{0,1} ⊆ Λn0 . Let q : MapC(C1, Cn)→
MapC(C0, Cn) be the map induced by composition with α. Since α is locally p-coCartesian, it is
coCartesian with respect to the projection X ×∆n ∆{0,1,n} → ∆{0,1,n}, so that q is a weak homotopy
equivalence.
(3) A continuous map g0 : ∂[0, 1]
n−2 → MapC(C1, Cn), given by evaluating f0 on ∂∆
{1,2,...,n}.
(4) Another continuous map
H0 : ((∂[0, 1]
n−2)× [0, 1])
∐
∂[0,1]n−2×{0}
([0, 1]n−2 × {0})→ MapC(C0, Cn)
such that the restriction H0|(∂[0, 1]
n−2 × {1}) coincides with the composition
∂[0, 1]n−2
g0
→ MapC(C1, Cn)
q
→ MapC(C0, Cn).
Let h1 = H0|([0, 1]n−2 × {0}). We can regard the restriction H0|(∂[0, 1]n−2 × [0, 1]) as a homotopy from
q◦g0 to h1| ∂[0, 1]n−2. Unwinding the definitions, we see that producing the desired extension f is equivalent
to extending H0 to a homotopy from q ◦ g to h1, for some continuous map g : [0, 1]n−2 → MapC(C1, Cn).
The existence of H (and g) now follows easily from the fact that q is a weak homotopy equivalence.
Proof of Proposition 3.2.16. Let P = (MS , T, {pα : K⊳α → S}α∈A) be a categorical pattern on the simplicial
set S, and let X be an object of (Set+∆)/P. We wish to show that X is P-fibered if and only if it has the
extension property with respect to every P-anodyne morphism. We begin by proving the “if” direction. Let
X = (X,M), and let q : X → S denote the underlying map of simplicial sets. We will show that X satisfies
conditions (1), (2), (3), (4) and (6) of Definition 3.2.1, together with condition (5′) of Remark 3.2.5:
(1) We must show that q : X → S is an inner fibration. This is equivalent to our assumption that X has
the unique extension property with respect to every morphism of type (C1) appearing in Definition
3.2.10.
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(2) Let e : ∆1 → S belong to MS , let X ′ = X ×S ∆1, and let q′ : X ′ → ∆1 denote the projection map.
We wish to prove that q′ is a coCartesian fibration. Let M ′ denote the collection of edges in X ′ whose
image in X belongs to M . Since X has the extension property with respect to morphisms of the type
(C0) appearing in Definition 3.2.10, we deduce that every edge of M
′ is q′-coCartesian. The existence
of a sufficient supply of such edges follows from the assumption that q has the extension property with
respect to morphisms of type (B0).
(3) Let e, X ′, and q′ be as in (2). We claim that an edge e : x→ y of X ′ lifting e is q′-coCartesian if and
only if e ∈ M ′. The “if” direction follows from the above arguments. To prove the converse, we first
treat the case where the edge e is degenerate, corresponding to a vertex s ∈ S. Let Xs denote the ∞-
category X×S {s}, so that e is an equivalence in Xs and therefore belongs to the largest Kan complex
Y contained in Xs. Let Q = ∆
0
∐
∆{0,2} ∆
3
∐
∆{1,3} ∆
0, and let Q′ denote the image of ∆{1,2} ⊆ ∆3 in
K. The inclusion Q′ ⊆ Q is a weak homotopy equivalence. Consequently, the map Q′ → Y determined
by the edge e extends to a map Q→ Y . Since X has the extension property with respect to morphisms
of type (A1) appearing in Definition 3.2.10, we deduce that the induced map Q→ X carries each edge
of Q into M , so that e ∈M .
We now treat the general case where e is not assumed to be degenerate. Using the extension property
with respect to morphisms of type (B0), we can choose an edge e
′ : x → y′ in M ′ which lies over e.
Since e′ is q′-coCartesian, we can choose a 2-simplex
y′
e′′
>
>>
>>
>>
x
e′
??         e // y
lying over the edge e in S′, where e′′ is an edge of the fiber X ′q′(y). Since e is also q
′-coCartesian,
we deduce that e′′ is an equivalence in X ′q′(y), so that e
′′ ∈ M by the above argument. Invoking our
assumption that X has the extension property with respect to morphisms of the type (A0), we deduce
that e ∈M ′, as desired.
(4) Let ∆2 → S be a 2-simplex which belongs to T , let X ′ = X ×S ∆
2, and let e be an edge of X ′ lying
over ∆{0,1} whose image in X belongs to M . We wish to prove that e is q′-coCartesian, where q′
denotes the projection map X ′ → ∆2. This follows immediately from our assumption that X has the
extension property with respect to morphisms of the type (C0).
(5′) Fix an index α ∈ A. Let qα : X ×S K⊳α → K
⊳
α denote the projection map, and let q
0
α : K ×S Kα → Kα
its restriction. We must show that every coCartesian section of q0α can be extended to a coCartesian
section of qα. In view of (3), this is equivalent to the requirement that X have the extension property
with respect to morphisms of type (B1) in Definition 3.2.10.
(6) Let α and qα be as in (4
′); we must show that every coCartesian section of qα is a q-limit diagram. In
view of (3), this is equivalent the requirement that X has the extension property with respect to all
morphisms of type (C2) appearing in Definition 3.2.10.
We now prove the “only if” direction. Assume that X is P-fibered. We will show that X has the
extension property with respect to every P-anodyne morphism f : A → B in (Set+∆)/P. It will suffice to
treat the case where f is one of the generating P-anodyne morphisms appearing in Definition 3.2.10. For
morphisms of the types (B1), (C1), and (C2), the relevant assertion follows from the arguments given above
in cases (5′), (1), and (6), respectively. There are several more cases to consider:
(A0) The map f is an inclusion (Λ
2
1)
♯
∐
(Λ21)
♭(∆2)♭ ⊆ (∆2)♯, for some 2-simplex ∆2 → S belonging to T .
Let X ′ = X ×S ∆2, and let q′ : X ′ → ∆2 denote the projection. To prove that X has the extension
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property with respect to f , we must show that if we are given a 2-simplex
y
g′′
?
??
??
??
x
g′
?? g // z
in X ′ such that g′ and g′′ are locally q′-coCartesian, then g is locally q′-coCartesian. We observe
that g′′ is automatically q′-coCartesian, and the hypothesis that X is P-fibered guarantees that g′ is
q′-coCartesian. It follows from Proposition T.2.4.1.7 that g is q′-coCartesian.
(A1) The map f is an inclusion Q
♭ ⊆ Q♯, where Q = ∆0
∐
∆{0,2} ∆
3
∐
∆{1,3} ∆
0, and the map Q→ S carries
each edge of Q into MS and each 2-simplex of Q into T . Let X
′ = X ×S Q and let q
′ : X ′ → Q denote
the projection map. It follows from Corollary T.2.4.2.10 that q′ is a coCartesian fibration, classified
by some functor χ : Q→ Cat∞. Since the projection Q→ ∆0 is a categorical equivalence, the functor
χ is equivalent to a constant functor; it follows that X ′ is equivalent to a product Q × C, for some
∞-category C. To show that X has the extension property with respect to f , it suffices to show that
every section of q′ is coCartesian. Replacing X ′ by Q×C, we are reduced to proving that every diagram
Q→ C carries each edge of Q to an equivalence in C, which follows from a simple diagram chase.
(B0) The map f is an inclusion {0}♯ ⊆ (∆1)♯ lying over an edge ofMS. Since the induced mapX×S∆1 → ∆1
is a coCartesian fibration, the object X has the extension property with respect to f .
(C0) The map f is an inclusion
(Λn0 )
♭
∐
(∆{0,1})♭
(∆{0,1})♯ ⊆ (∆n)♭
∐
(∆{0,1})♭
(∆{0,1})♯,
for every n > 1 and every map ∆n → S which carries ∆{0,1,n} into S′. The desired result in this case
is a reformulation of Lemma 3.2.28.
Lemma 3.2.29. Let P = (MS , T, {K⊳α → S}α∈A) be a categorical pattern on a simplicial set S. Let B0 ⊆ B
be an inclusion of simplicial sets, and let f : ∆1 ×B → S be a map with the following properties:
• For every simplex σ : ∆n → B which does not belong to B0, let τ be the 2-simplex of ∆1×∆n spanned
by (0, 0), (1, 0) and (1, n). Then the induced map
∆2
τ
→ ∆1 ×∆n
σ
→ ∆1 ×B
f
→ S
belongs to T .
• For every vertex b of B, the map f carries ∆1 × {b} into MS.
Then the inclusion
((∆1)♯ ×B♭0)
∐
{0}♯×B♭0
({0}♯ ×B♭) ⊆ (∆1)♯ ×B♭
is P-anodyne.
Proof. Working simplex-by-simplex, we can reduce to the case where B = ∆n and B0 = ∂∆
n. The simplicial
set ∆1 ×∆n admits a filtration
({0} ×∆n)
∐
{0}×∂∆n
(∆1 × ∂∆n) = Z0 ⊂ Z1 ⊂ . . . ⊂ Zn ⊆ Zn+1 = ∆
1 ×∆n,
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where each Zi+1 is obtained from Zi by adjoining the (n+1)-simplex of ∆
1×∆n corresponding to the map
σi : [n+ 1]→ [1]× [n]
σi(j) =
{
(0, j) if j ≤ n− i
(1, j − 1) if j > n− i.
Let Zi = (Zi,Mi) denote the marked simplicial set whose marked edges are precisely those edges which are
marked in (∆1)♯ × (∆1)♭. We wish to show that the inclusion Z0 ⊆ Zn+1 is P-anodyne. For this, it will
suffice to show that each of the inclusions hi : Zi ⊆ Zi+1 is P-anodyne. If i = n = 0, then hi is a generating
P-anodyne morphism of type (B0). If 0 ≤ i < n, then hi is a pushout of a generating P-anodyne morphism
of type (C1). If If i = n > 0, then hi is a pushout of a generating P-anodyne morphism of type (C0).
Proof of Proposition 3.2.17. Let P = (MS , T, {pα : K⊳α → S}α∈A) and P
′ = (M ′S′ , T
′, {qβ : L⊳β → S
′}β∈B)
be categorical patterns on simplicial sets S and S′, respectively. Let f : X → Y be a P-anodyne morphism
in (Set+∆)/P, and let f
′ : X
′
→ Y
′
be an arbitrary cofibration in (Set+∆)/P′ . We wish to show that f ∧ f
′ is
P×P′-anodyne. Without loss of generality, we may assume that f ′ is a generator for the class of cofibrations
in (Set+∆)/P′ , having either the form (∆
1)♭ ⊆ (∆1)♯ or (∂∆m)♭ ⊆ (∆m)♭. Similarly, we may assume that f
is one of the generating P-anodyne morphisms described in Definition 3.2.10. There are fourteen cases to
consider:
(A0) The map f is an inclusion (Λ
2
1)
♯
∐
(Λ21)
♭(∆2)♭ ⊆ (∆2)♯ where ∆2 → S belongs to T and carries every
edge intoMS , and f
′ is an inclusion (∆1)♭ ⊆ (∆1)♯. In this case, f∧f ′ can be obtained as a composition
of two morphisms, each of which is a pushout of a morphism having type (A0).
(A1) The map f is an inclusion Q
♭ ⊆ Q♯, where Q = ∆0
∐
∆{0,2} ∆
3
∐
∆{1,3} ∆
0 and the map Q→ S carries
every edge of Q into MS and every 2-simplex of Q into T , and f
′ is an inclusion (∆1)♭ ⊆ (∆1)♯. In
this case, f ∧ f ′ can be obtained as a successive pushout of two morphisms of type (A0).
(B0) The map f is an inclusion {0}♯ ⊆ (∆1)♯, for some edge ∆1 → S belonging toMS , and f ′ is an inclusion
(∆1)♭ ⊆ (∆1)♯. In this case, f ∧ f ′ can be obtained as a composition of two morphisms which are
pushouts of maps of type (A0) and the P-anodyne morphism of Lemma 3.2.18.
(B1) For some α ∈ A, the map f is an inclusion K♯α ⊆ (K
⊳
α)
♯ (where K⊳α maps to S via pα), and f
′ is an
inclusion (∆1)♭ ⊆ (∆1)♯. We can factor the morphism f ∧ f ′ as a composition
(K⊳α ×∆
1,M)
g
→ (K⊳α ×∆
1,M ′)
g′
→ (K⊳α ×∆
1)♯,
where M ′ is the collection of all edges of K⊳α ×∆
1 except for {v} ×∆1, where v is the cone point of
K⊳α, and M ⊆M
′ is the collection of all those edges which do not join (v, 0) to a vertex of K⊳α × {1}.
We begin by observing that g is a pushout of a coproduct of morphisms of type (A0), indexed by the
collection of vertices of Kα. It will therefore suffice to show that g
′ is (P×P′)-anodyne, which follows
from the observation that g′ is a pushout of a morphism of the type described in Lemma 3.2.19.
(C) The map f is a generating P-anodyne morphism of one of the types (C0), (C1), or (C2) described in
Definition 3.2.10, and f ′ is an inclusion (∆1)♭ ⊆ (∆1)♯. In this case, f ∧f ′ is an isomorphism and there
is nothing to prove.
(A′0) The map f is an inclusion (Λ
2
1)
♯
∐
(Λ21)
♭(∆2)♭ ⊆ (∆2)♯ where ∆2 → S belongs to T and carries every
edge into MS , and f
′ is an inclusion (∂∆m)♭ ⊆ (∆m)♭. If m = 0, then f ∧ f ′ is a generating (P×P′)-
anodyne morphism of type (A0). If m > 0, then f ∧ f ′ is an isomorphism.
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(A′1) The map f is an inclusion Q
♭ ⊆ Q♯, where Q = ∆0
∐
∆{0,2} ∆
3
∐
∆{1,3} ∆
0 and the map Q→ S carries
every edge of Q into MS and every 2-simplex of S into T , and f
′ is an inclusion (∂∆m)♭ ⊆ (∆m)♭. If
m = 0 then f ∧ f ′ is a generating (P×P′)-anodyne morphism of type (A1), and if m > 0 then f ∧ f ′
is an isomorphism.
(B′0) The map f is an inclusion {0}
♯ ⊆ (∆1)♯, for some edge ∆1 → S belonging toMS , and f ′ is an inclusion
(∂∆m)♭ ⊆ (∆m)♭. If m = 0, then f ∧ f ′ is a generating (P×P′)-anodyne morphism of type (B0).
Let us assume therefore that m > 0. For 0 ≤ k ≤ m, let σk : ∆m+1 → ∆1 ×∆m denote the simplex
determined by the map of partially ordered sets [m+ 1]→ [1]× [m] given by the formula
j 7→
{
(0, j) if j ≤ m− k
(1, j − 1) otherwise.
We have a sequence of simplicial sets
Z0 ⊆ Z1 ⊆ . . . ⊆ Zm+1 = ∆
1 ×∆m
where Zi is the simplicial subset of ∆
1×∆m generated by ∆1×(∂∆m), {0}×∆m, and {σj}j<i. LetM
denote the collection of edges of ∆1×∆m whose image in ∆m is degenerate, and let Zi = (Zi,M). To
prove that f ∧ f ′ is (P×P′)-anodyne, it will suffice to show that each of the inclusions gi : Zi ⊆ Zi+1
is P-anodyne. For 0 ≤ i < m, we observe that gi is a pushout of a generating (P×P
′)-anodyne
morphism of type (C1). For i = m, we note that gi is a pushout of a generating (P×P
′)-anodyme
morphism of type (C0).
(B′1) For some α ∈ A, the map f is an inclusion K
♯
α ⊆ (K
⊳
α)
♯ (where K⊳α maps to S via pα), and f
′ is an
inclusion (∂∆m)♭ ⊆ (∆m)♭. If m = 0, then f ∧ f ′ is a generating P×P′-anodyne morphism of type
(B1) and there is nothing to prove. Let us assume therefore that m > 0. Let v denote the cone point
of K⊳α We define a filtration
Z0 ⊆ Z1 ⊆ . . . ⊆ Zm ⊆ Zm+1 = K
⊳
α ×∆
m
as follows. For each i ≤ m, let Zi denote the simplicial subset of K⊳α×∆
m generated by those simplices
σ such that either σ ∩ ({v}×∆m) ⊆ {v}×∆{0,...,i−1} or the projection map σ → ∆m is not surjective.
Let Zi denote the marked simplicial set (Zi,Mi), where Mi is the collection of those edges of Zi whose
image in ∆m is degenerate. The map f ∧ f ′ can be identified with the inclusion Z0 ⊆ Zm+1. It will
therefore suffice to show that each of the inclusions gi : Zi ⊆ Zi+1 is (P×P
′)-anodyne. If i < m, then
gi is a pushout of the inclusion B
♭ ⊆ (∆i ⋆ (Kα ×∆
m−i)♭, where B denotes the pushout
(∂∆i ⋆ (Kα ×∆
m−i)
∐
∂∆i⋆(Kα×Λ
m−i
0 )
(∆i ⋆ (Kα ×∆
m−i)).
In view of Example 3.2.11, it will suffice to show that the inclusion of simplicial sets B ⊆ ∆i ⋆
(Kα ×∆m−i) is inner anodyne. This follows from Lemma T.2.1.2.3, since the inclusion Kα × Λ
m−i
0 ⊆
Kα ×∆m−i is left anodyne (Corollary T.2.1.2.7).
In the case i = m, we observe that gi is a pushout of the inclusion
((∂∆m) ⋆ Kα)
♭
∐
({m}⋆Kα)♭
({m} ⋆ Kα)
♯ ⊆ (∆m ⋆ Kα)
♭
∐
({m}⋆Kα)♭
({m} ⋆ Kα)
♯,
which is a (P×P′)-anodyne morphism of type (C2).
(C′0) The map f is an inclusion
(Λn0 )
♭
∐
(∆{0,1})♭
(∆{0,1})♯ ⊆ (∆n)♭
∐
(∆{0,1})♭
(∆{0,1})♯,
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for some n > 1 such that the map ∆n → S carries ∆{0,1,n} to a 2-simplex belonging to T , and f ′ is an
inclusion (∂∆m)♭ ⊆ (∆m)♭. If m = 0, then f ∧ f ′ is a (P×P′)-anodyne morphism of type (C0). We
may therefore assume without loss of generality that m > 0. We define maps
∆n
s
→ ∆1 ×∆n
r
→ ∆n
by the formulae
s(i) = (1, i)
r(i, j) =
{
0 if i = 0, j = 1
j otherwise.
These maps exhibit f as a retract of the inclusion
g : ((∆1)♯ × (Λn0 )
♭)
∐
{0}♯×(Λn0 )
♭
({0}♯ × (∆n)♭) ⊆ (∆1)♯ × (∆n)♭.
We regard (∆1)♯ × (∆n)♭ as an object of (Set+∆)/(P) via the composition
∆1 ×∆n
r
→ ∆n → S.
Since f is a retract of g, it will suffice to show that g∧f ′ is (P×P′)-anodyne, which follows immediately
from Lemma 3.2.29.
(C′1) The map f is an inclusion (Λ
n
i )
♭ ⊆ (∆n)♭, for where 0 < i < n, and f ′ is an inclusion (∂∆m)♭ ⊆ (∆m)♭.
In this case, f ∧ f ′ is a morphism of the form B♭0 ⊆ B
♭, where B0 ⊆ B is an inner anodyne inclusion of
simplicial sets (Corollary T.2.3.2.4). It follows from Example 3.2.11 that f ∧ f ′ is (P×P′)-anodyne.
(C′2) The map f has the form
(∂∆n ⋆ Kα)
♭
∐
({n}⋆Kα)♭
({n} ⋆ Kα)
♯ ⊆ (∆n ⋆ Kα)
♭
∐
({n}⋆Kα)♭
({n} ⋆ Kα)
♯)
for some α ∈ A and n > 0, where ∆n ⋆ Kα → S extends pα, and f ′ is an inclusion of the form
(∂∆m)♭ ⊆ (∆m)♭. The treatment of this case is similar to that of (B′1). If m = 0, then f ∧ f
′ is
a generating P×P′-anodyne morphism of type (C2) and there is nothing to prove. Let us assume
therefore that m > 0. We define a filtration
Z0 ⊆ Z1 ⊆ . . . ⊆ Zm ⊆ Zm+1 = (∆
n ⋆ Kα)×∆
m
as follows. For each i ≤ m, let Zi denote the simplicial subset of (∆n ⋆ Kα)×∆m generated by those
simplices σ such that either σ ∩ (∆n ×∆m) ⊆ ∆n ×∆{0,...,i−1} or the projection map σ → ∆m is not
surjective. Let Zi denote the marked simplicial set (Zi,Mi), where Mi is the collection of those edges
of Zi which are marked in
(∆n ⋆ Kα)
♭
∐
({n}⋆Kα)♭
({n} ⋆ Kα)
♯)× (∆m)♭.
The map f ∧ f ′ can be identified with the inclusion Z0 ⊆ Zm+1. It will therefore suffice to show
that each of the inclusions gi : Zi ⊆ Zi+1 is (P×P
′)-anodyne. If i < m, then gi is a pushout of the
inclusion B♭ ⊆ ((∆n ×∆i) ⋆ (Kα ×∆m−i)♭, where B denotes the pushout
(∂(∆n ×∆i) ⋆ (Kα ×∆
m−i)
∐
∂(∆n×∆i)⋆(Kα×Λ
m−i
0 )
((∆n ×∆i) ⋆ (Kα ×∆
m−i)).
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In view of Example 3.2.11, it will suffice to show that the inclusion of simplicial sets B ⊆ (∆n ×∆i) ⋆
(Kα ×∆m−i) is inner anodyne. This follows from Lemma T.2.1.2.3, since the inclusion Kα × Λ
m−i
0 ⊆
Kα ×∆m−i is left anodyne (Corollary T.2.1.2.7).
In the case i = m, we observe that gi is a pushout of the inclusion
(∂(∆n ×∆m) ⋆ Kα)
♭
∐
({(n,m)}⋆Kα)♭
({(n,m} ⋆ Kα)
♯ ⊆ ((∆n ×∆m) ⋆ Kα)
♭
∐
({(n,m)}⋆Kα)♭
({(n,m)} ⋆ Kα)
♯,
which is (P×P′)-anodyne (Example 3.2.13).
3.3 Flat Inner Fibrations
Lemma 3.3.1. Let C be a simplicial category equipped with a functor C→ [1], where [1] denotes the (discrete)
category {0 < 1}. Suppose that the inclusion C0 →֒ C is a cofibration of simplicial categories. Then, for
every object D ∈ C1, the functor C 7→ MapC(C,D) is a projectively cofibrant object of F ∈ (Set∆)
C
op
0 .
Proof. We must show that every trivial projective fibration α : G → G′ in (Set∆)
C
op
0 has the right lifting
property with respect to F . Define a new simplicial category C[G] as follows:
(i) The objects of C[G] are the objects of C.
(ii) For C,C′ ∈ C, we have
MapC[G](C,C
′) =

∅ if C ∈ C1, C′ ∈ C0
MapC(C,C
′)×G(C)MapC(C
′,D) if C ∈ C0, C′ ∈ C1
MapC(C,C
′) otherwise
Let C[G′] be defined similarly. Unwinding the definitions, we see that α has the right lifting property with
respect to F if and only if the induced map α : C[G] → C[G′] has the right lifting property with respect to
the inclusion i : C0 ⊆ C. Since i is a cofibration, this follows from the observation that α is a trivial fibration
of simplicial categories.
Lemma 3.3.2. Suppose we are given an inner fibration of simplicial sets p : X → Λ21. Let C be an initial
object of M = p−1∆{0,1}, let E be a final object of N = p−1∆{1,2}, let D = M∩N = p−1{1}, and let
f : X →M be a categorical equivalence from X to an ∞-category M. Then there is a canonical isomorphism
MapM(f(C), f(E)) ≃ [D] in the homotopy category H of spaces.
Proof. We can identify MapM(f(C), f(E)) with the simplicial set MapC[X](C,E). Let F : C[D] → Set∆
be the functor given by the formula F (D) = MapC[M](C,D), and let G : C[D]
op → Set∆ be given by the
formula G(D) = MapC[N](D,E). Since C[X ] is isomorphic to the pushout C[M]
∐
C[D] C[N], the simplicial
set MapC[X](C,E) can be computed as the coend∫
D∈C[D]
F (D)⊗G(D).
Lemma 3.3.1 guarantees that the functorG is projectively cofibrant projectively cofibrant, so the construction
H 7→
∫
D∈C[D]
H(D)×G(D)
carries weak equivalences between injectively cofibrant objects of (Set∆)
C[D] to weak homotopy equivalences
of simplicial sets (Remark T.A.2.9.27). Since C is an initial object of M, the canonical map F → F0 is a
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weak equivalence, where F0 : C[D] → Set∆ is the constant functor taking the value ∆0. It follows that α
induces a homotopy equivalence
MapC[X](C,E)→ lim−→
G.
Since E ∈ N is final, we also have a weak equivalence G → G0, where G0 : C[D]op → Set∆ denotes the
constant functor taking the value 0. It follows that G is a cofibrant replacement for G0 with respect to the
projective model structure on (Set∆)
C[D]op , so we can identify lim
−→
G with a homotopy colimit of the diagram
G0. Applying Theorem T.4.2.4.1, we can identify this homotopy colimit with a colimit of the constant
diagram Dop → S taking the value ∆0. This colimit is represented by the simplicial set D in the homotopy
category H (Corollary T.3.3.4.6).
Proposition 3.3.3. Let M be an ∞-category equipped with an inner fibration p : M → ∆2, and let X =
M×∆2Λ
2
1. Let C = p
−1{0}, let D = p−1{1}, and let E = p−1{2}. The following conditions are equivalent:
(1) The inclusion X →֒M is a categorical equivalence.
(2) For every morphism f : C → E in M from an object C ∈ C to an object E ∈ E, the ∞-category
DC//E = D×M MC//E is weakly contractible.
Proof. Using the small object argument, we can factor the inclusion X →֒M as a composition
X
i
→֒M′
q
→M
where i is inner anodyne, the map q is an inner fibration, and i induces an isomorphism X → M′×∆2Λ
2
1.
We will abuse notation by identifying X (and therefore also the ∞-categories C,D,E ⊆ X) with a simplicial
subset of M′ via the map i.
Condition (1) is equivalent to the assertion that q is an equivalence of ∞-categories. Since q is bijective
on vertices, this is equivalent to the assertion that q induces a homotopy equivalence θ : MapM′(C,E) →
MapM(C,E) for every pair of objects C,E ∈M
′. This condition is obvious unless C ∈ C and E ∈ E. In the
latter case, it is equivalent to the requirement that for every morphism f : C → E in M, the homotopy fiber
of the map θ (taken over the point f ∈ MapM(C,E)) is contractible. It will therefore suffice to prove the
equivalence of the following conditions:
(1′) The homotopy fiber of θ over {f} is contractible.
(2′) The ∞-category DC/ /E is weakly contractible.
Suppose we are given a right fibration M → M, and that we can lift f to a morphism f : C → E in
M. Let M
′
= M′×MM; it follows from Proposition T.3.3.1.3 that the inclusion M ×∆2 Λ
2
1 →֒ M
′
remains
a categorical equivalence. Using Proposition T.2.4.4.2, we deduce the existence of a homotopy pullback
diagram
Map
M
′(C,E)
θ //

Map
M
(C,E)

MapM′(C,E)
θ // MapM(C,E).
It follows that (1′) is satisfied by the morphism f of M if and only if it is satisfied by the morphism f over
M. Proposition T.2.1.2.5 guarantees that the map MC/ /E →MC//E is a trivial Kan fibration, so that (2
′)
is satisfied by f if and only if it is satisfied by f . It follows that we are free to replace M by M = M/E , and
thereby reduce to the case where E is a final object of M. A similar argument shows that we can assume that
C is an initial object of M. In this special case, the space MapM(C,E) is contractible, so we can reformulate
(1′) as follows:
(1′′) The space MapM′(C,E) is contractible.
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If C is an initial object of M, then MC/ →M is a trivial Kan fibration. Moreover, if E is a final object of M
then it is a final object of MC/ (Proposition T.1.2.13.8), so the projection MC/ /E → MC/ is also a trivial
Kan fibration. We therefore obtain the following reformulation of condition (2′):
(2′′) The ∞-category D is weakly contractible.
The equivalence of (1′′) and (2′′) now follows from Lemma 3.3.2.
Definition 3.3.4. We will say that an inner fibration M → ∆2 of simplicial sets is flat if it satisfies the
equivalent conditions of Proposition 3.3.3.
Example 3.3.5. Let p : M→ ∆2 be an inner fibration of simplicial sets. Let C = p−1{0}, D = p−1{1}, and
E = p−1{2}. Suppose that for every object C ∈ C, there exists a p-coCartesian morphism f : C → D, where
D ∈ D. Then p is flat.
To prove this, consider an arbitrary morphism g : C → E in M, where C ∈ C and E ∈ E. Choose a
p-coCartesian morphism f : C → D in M for D ∈ D. Using the assumption that f is p-coCartesian, we can
find a commutative diagram
D
h
  @
@@
@@
@@
C
f
>>~~~~~~~ g // E
which we can identify with an object D ∈ DC//E lifting D. To show that DC/ /E is weakly contractible,
it suffices to show that D is an initial object of DC//E . In view of Proposition T.1.2.13.8, it will suffice to
show that D is an initial object of DC/, which is equivalent to the assertion that f is locally p-coCartesian.
Example 3.3.6. Let p : M→ ∆2 be an inner fibration of simplicial sets. Let C = p−1{0}, D = p−1{1}, and
E = p−1{2}. Suppose that for every object E ∈ E, there exists a p-Cartesian morphism f : D → E, where
D ∈ D. Then p is flat. The proof is identical to that of Example 3.3.5.
Definition 3.3.7. Let p : X → S be an inner fibration of simplicial sets, and let σ be a 2-simplex of S. We
will say that p is flat over σ if the induced inner fibration X ×S ∆2 → ∆2 is flat, in the sense of Definition
3.3.4. We will say that p is flat if it is flat over every 2-simplex of S.
Example 3.3.8. Let p : X → S be an inner fibration of simplicial sets. Then p is flat over any degenerate
2-simplex of S, since the induced functor X ×S ∆
2 → ∆2 satisfies the hypotheses of either Example 3.3.5
or Example 3.3.6. It follows that an inner fibration p : X → ∆2 is flat in the sense of Definition 3.3.7 if and
only if it is flat in the sense of Definition 3.3.4.
Example 3.3.9. Let p : X → S be a coCartesian fibration of simplicial sets. Then p is a flat categorical
fibration: this is an immediate consequence of Example 3.3.5. Similarly, if p is a Cartesian fibration, then p
is flat.
Remark 3.3.10. Suppose given a pullback diagram of simplicial sets
X ′
q //
p′

X
p

S′ // S.
If p is a flat inner fibration, then so is p′.
Proposition 3.3.3 admits the following generalization:
Proposition 3.3.11. Let p : X → S be an inner fibration of simplicial sets. The following conditions are
equivalent:
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(1) For every inner anodyne map A →֒ B of simplicial sets and every map B → S, the induced map
X ×S A→ X ×S B is a categorical equivalence.
(2) The inner fibration p is flat.
Proposition 3.3.11 will require some preliminaries.
Proposition 3.3.12. Let p : M → ∆1 be a correspondence from an ∞-category C = M×∆1{0} to D =
M×∆1{1}. Let X = Map∆1(∆
1,M) be the ∞-category of sections of the map p. Then the canonical map
C
∐
X×{0}
(X×∆1)
∐
X×{1}
D→M
is a categorical equivalence.
Proof. For every∞-categoryA, we let A♮ denote the marked simplicial set (A,MA), where A is the collection
of all equivalences in A. Since the category of marked simplicial sets is Quillen equivalent to the category of
simplicial sets (with the Joyal model structure), it will suffice to prove the following:
(A) The diagram
X
♮×(∂∆{1,2})♭ //

C
♮×D♮

X
♮×(∆{1,2})♭ // M♮
is a homotopy pushout square of marked simplicial sets.
To prove this, we let Y denote the full subcategory of Fun(∆1,M)×∆3 spanned by those pairs (f : A→ A′, i)
satisfying one of the following conditions:
• We have i = 0 and f is an equivalence in C.
• We have i = 1 or i = 2 and f belongs to X.
• We have i = 3 and f is an equivalence in D.
For each simplicial subset K ⊆ ∆3, we let YK = Y×∆3K, and let YK denote the marked simplicial set
(YK ,MK), where MK is the collection of all edges α : (f, i) → (f ′, i′) in YK satisfying one of the following
three conditions:
• The map α is an equivalence in Y.
• We have i = 0, i′ = 1, and α corresponds to a commutative diagram
C
f

g // C′′
f ′

C′ // D
for which g is an equivalence.
• We have i = 2, i′ = 3, and α corresponds to a commutative diagram
C
f

// D
f ′

D′′
g // D′
for which g is an equivalence.
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We observe that there is a retraction r of Y onto the full subcategory Y∆{0,2,3} , which carries an object
f : C → D of Y{1} to the object idC ∈ Y{0}. This retraction is equipped with a natural transformation
r → idY, which determines a map of marked simplicial sets Y∆3 × (∆
1)♯ → Y∆3 . Using this deformation
retraction, we deduce the following:
(∗) Let S be a subset of {0, 2, 3} containing {0}. Then the inclusion Y∆S ⊆ Y∆S∪{1} is a weak equivalence
of marked simplicial sets.
A similar argument proves:
(∗′) Let S be a subset of {0, 1, 3} containing {3}. Then the inclusion Y∆S ⊆ Y∆S∪{2} is a weak equivalence
of marked simplicial sets.
Let φ : ∆3 → ∆1 be the map characterized by φ−1{0} = ∆{0,1} ⊆ ∆3, and consider the map
θ : Y ⊆ Fun(∆1,M)×∆3
id×φ
→ Fun(∆1,M)×∆1 →M .
Consider the diagram
C
♮ //
id
((RR
RRR
RRR
RRR
RRR
RRR
R Y{0}
// Y∆{0,1}
θ0

C
♮ .
Using (∗) and the observation that the diagonal inclusion C → Y{0} is an equivalence of ∞-categories, we
deduce that θ0 is a weak equivalence of marked simplicial sets. A similar argument gives an equivalence of
marked simplicial sets Y∆{2,3} → D
♮. Using this observation, we can reformulate (A) as follows:
(B) The diagram
Y{1}
∐
Y{2}
//

Y∆{0,1}
∐
Y∆{2,3}

Y∆{1,2}
//
M
♮
is a homotopy pushout square of marked simplicial sets.
We have a commutative diagram of marked simplicial sets
Y∆{0,3}
β1

β0
""F
FF
FF
FF
F
Y∆3
//
M
♮
YK
β2
OO
β3
<<xxxxxxxxx
where K = ∆{0,1}
∐
{1}∆
{1,2}
∐
{2}∆
{2,3} ⊆ ∆3. We wish to prove that β3 is a weak equivalence of marked
simplicial sets. Since β0 is an isomorphism of marked simplicial sets, it suffices to show that β1 and β2 are
weak equivalences of marked simplicial sets.
To prove that β1 is a weak equivalence, we factor β1 as a composition
Y∆{0,3}
β′1→ Y∆{0,1,3}
β′′1→ Y∆3 .
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Assertion (∗) implies that β′1 is a weak equivalence, and assertion (∗
′) implies that β′′1 is a weak equivalence.
To prove that β2 is a weak equivalence, we factor β2 as a composition
YK
β′2→ Y∆{0,1,2}
‘
{2}∆
{2,3}
β′′2→ Y∆{0,1,2}
‘
∆{1,2}
∆{1,2,3}
β′′′2→ Y∆3 .
The map β′2 is a pushout of the inclusion
Y
♮
∆{0,1}
∐
Y
♮
{1}
Y
♮
∆{1,2}
→ Y♮
∆{0,1,2}
.
Consequently, to prove β′2 it suffices to show that the map Y∆{0,1,2} → ∆
{0,1,2} is a flat inner fibration, which
follows from Example 3.3.6. The same argument shows that β′′2 is a weak equivalence. The map β
′′′
2 is a
pushout of the inclusion
Y
♮
∆{0,1,2}
‘
∆{1,2}
∆{1,2,3}
→ Y♮ .
To complete the proof, it will suffice to show that this map is a weak equivalence of marked simplicial sets,
which is equivalent to the requirement that the composite map
Y→ ∆3
φ′
→ ∆2
is a flat inner fibration (here φ′ is the map characterized by the property that φ′
−1{1} = ∆{1,2} ⊆ ∆3).
In view of Proposition 3.3.3, we must show that for every object C : C → C′ of Fun(∆1,C) ≃ Y{0} and
every object D : D → D′ of Fun(∆1,D) ≃ Y{3}, the simplicial set YC//D ×∆3∆
{1,2} is weakly contractible.
This simplicial set can be identified with the product ∆1×E, where E = Fun(∆1,M)C//D ×Fun(∆1,M) X. To
complete the proof, we will show that the ∞-category E is weakly contractible.
We observe that an object of E can be identified with a commutative diagram
C
C

γ // C′′

// D
D

C′ // D′′
γ′ // D′
in M, where C′′ ∈ C and D′′ ∈ D. Let E0 denote the full subcategory of E spanned by those objects for
which γ is an equivalence. The inclusion E0 ⊆ E admits a right adjoint, and is therefore a weak homotopy
equivalence. It will therefore suffice to show that E0 is weakly contractible. Let E1 denote the full subcategory
of E0 spanned by those diagrams for which γ
′ is an equivalence. The inclusion E1 ⊆ E0 admits a left adjoint,
and is therefore a weak homotopy equivalence. It therefore suffices to show that E1 is weakly contractible.
We complete the proof by observing that E1 is a contractible Kan complex.
Lemma 3.3.13. Let q : C → D be a coCartesian fibration of ∞-categories. Suppose that D is weakly
contractible and that each fiber CD of q is weakly contractible. Then C is weakly contractible.
Proof. The coCartesian fibration q is classified by a functor χ : D→ Cat∞. Let F : Cat∞ → S denote a left
adjoint to the inclusion S ⊆ Cat∞. According to Corollary T.3.3.4.3, the colimit of χ is represented (in the
homotopy category hCat∞) by the marked simplicial set (C,M), where M is the collection of q-coCartesian
morphisms in D. It follows that lim
−→
F ◦ χ ≃ F (lim
−→
χ) is represented (in the homotopy category hS) by
the simplicial set C. Since each fiber CD is weakly contractible, the composition F ◦ χ is equivalent to the
constant functor D→ S taking the value ∆0. Using Corollary T.3.3.4.6, we deduce that the colimit lim
−→
F ◦χ
can also be represented by the simplicial set D. We therefore have an isomorphism between C and D in the
homotopy category of spaces. Since D is weakly contractible, we conclude that C is weakly contractible.
Lemma 3.3.14. Let p : M → ∆3 be a flat inner fibration. Let f : C → D be a morphism in M, where
C ∈M0 and D ∈M3. Then the ∞-category N = MC//D ×∆3∆
{1,2} is weakly contractible.
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Proof. Let X denote the ∞-category Fun∆{1,2}(∆
{1,2},N). According to Proposition 3.3.12, we have a
categorical equivalence
N1
∐
X×{1}
(X×∆1)
∐
X×{2}
N2 → N .
Since N1 and N2 are weakly contractible (by virtue of the assumption that p is flat over ∆
{0,1,3} and ∆{0,2,3}),
it will suffice to show that X is weakly contractible. Let q : X→ N2 be the map given by evaluation at {2}.
Using Corollary T.2.4.7.12, we deduce that q is a coCartesian fibration. Since N2 is weakly contractible,
it will suffice to show that the fiber q−1E is weakly contractible, for each E ∈ N2 (Lemma 3.3.13). This
fiber can be identified with the fiber product {1} ×∆3 (MC//D)
/E , which is categorically equivalent to
{1} ×∆3 (MC/ /D)/E (Proposition T.4.2.1.5). Let E0 denote the image of E in M. We have a trivial Kan
fibration (MC/ /D)/E →MC//E0 . It therefore suffices to show that {1} ×∆3 MC//E0 is weakly contractible,
which follows from the assumption that p is flat over the 2-simplex ∆{0,1,2}.
Lemma 3.3.15. Let p : M→ ∆n be a flat inner fibration, and let q : ∆n → ∆m be a map of simplices which
is surjective on vertices. Then the composite map q ◦ p is a flat inner fibration.
Proof. If n−m > 1, then we can factor q as a composition
∆n
q′
→ ∆n−1
q′′
→ ∆m
where q′ and q′′ are surjective on vertices. Using descending induction on n − m, we can assume that
n−m ≤ 1. If n = m there is nothing to prove, so we may suppose that n = m+1. To prove that q ◦p is flat,
it suffices to show that it is flat over every nondegenerate 2-simplex of ∆m. Replacing M by the pullback
M×∆m∆
2, we can reduce to the case where m = 2 and n = 3.
Fix objects C ∈ (q ◦ p)−1{0} and D ∈ (q ◦ p)−1{2} and a morphism f : C → D in M; we wish to prove
that the ∞-category MC//D ×∆2{1} is weakly contractible. Let i ∈ [2] be the unique integer such that
q−1{i} is a 1-simplex of ∆3. If i = 0, then the weak contractibility follows from the assumption that p is flat
over ∆{0,2,3} ⊆ ∆3. If i = 2, then the weak contractibility follows from our assumption that p is flat over
∆{0,1,3} ⊆ ∆3. If i = 1, then the desired result follows from Lemma 3.3.14.
Lemma 3.3.16. Let p : M → ∆n be a flat inner fibration. Let f : C → D be a morphism in M, where
C ∈M0 and D ∈Mn. Then the ∞-category N = MC//D ×∆n∆
{1,...,n−1} is weakly contractible.
Proof. Apply Lemma 3.3.15 to the map q : ∆n → ∆2 characterized by the requirement that q−1{1} =
{1, . . . , n− 1}.
Lemma 3.3.17. Let p : M→ ∆n ×∆m be a flat inner fibration. Then the induced map p′ : M→ ∆m is a
flat inner fibration.
Proof. It suffices to show that p′ is flat over every nondegenerate 2-simplex of ∆m. Replacing M by
M×∆m∆2, we can reduce to the case m = 2. Fix a morphism f : C → D in M, where C ∈ p′
−1{0}
and D ∈ p′−1{2}; we wish to show that the ∞-category MC//D ×∆2{1} is weakly contractible. Let i and j
denote the images of C and D in ∆n, and let φ : ∆2+j−i → ∆n ×∆2 be the map given on vertices by the
formula
φ(k) =

(i, 0) if k = 0
(i + k − 1, 1) if 0 < k < 2 + j − i
(j, 2) if k = 2 + j − i.
The desired result now follows after applying Lemma 3.3.16 to the flat inner fibration M×∆n×∆2∆
2+j−i →
∆2+j−i.
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Proof of Proposition 3.3.11. Fix an inner fibration of simplicial sets p : X → S. By definition, the map p is
flat if it induces a categorical equivalence X ×S Λ21 → X ×S ∆
2, for every 2-simplex of S. This proves the
implication (2)⇒ (1). For the converse, let us say that a monomorphism of simplicial sets A→ B is good if
it satisfies the following condition:
(∗) For every map of simplicial sets B → S, the induced mapX×SA→ X×SB is a categorical equivalence.
Since the collection of trivial cofibrations with respect to the Joyal model structure is weakly saturated (in
the sense of Definition T.A.1.2.2), we deduce that the collection of good morphisms in Set∆ is also weakly
saturated. We wish to prove that every inner anodyne morphism is good. In view of Proposition T.2.3.2.1,
it will suffice to show that for every monomorphism of simplicial sets A → B having only finitely many
nondegenerate simplices, the induced map
(A×∆2)
∐
A×Λ21
(B × Λ21)→ B ×∆
2
is good. In other words, we must show that for every map B ×∆2 → S, the induced diagram
X ×S (A× Λ21)
//

X ×S (B × Λ21)

X ×S (A×∆2) // X ×S (B ×∆2)
is a homotopy pushout square (with respect to the Joyal model structure). To prove this, it suffices to show
that the vertical maps are categorical equivalences. In other words, we are reduced to proving that the
following assertion holds, for every simplicial set K having only finitely many nondegenerate simplices:
(∗′) For every map K×∆2 → S, the inclusion X×S (K×Λ21)→ X×S (K×∆
2) is a categorical equivalence.
We now prove (∗′) by induction on the dimension n of K and the number of nondegenerate n-simplices of
K. If K is empty, there is nothing to prove. Otherwise, we have a pushout diagram
∂∆n //

∆n

K ′ // K.
Using the left properness of the Joyal model structure, we see that K will satisfy (∗′) provided that K ′,
∂∆n, and ∆n satisfy (∗′). In the first two cases, this follows from the inductive hypothesis. We are
therefore reduced to the case K = ∆n. Fix a map ∆n × ∆2 → S, and consider the flat inner fibration
q : X ×S (∆n ×∆2)→ ∆n ×∆2. To prove that (∗′) is satisfied, we must show that the composition
X ×S (∆
n ×∆2)
q
→ ∆n ×∆2 → ∆2
is flat, which follows from Lemma 3.3.17.
Corollary 3.3.18. Let p : C → D be a flat categorical fibration between ∞-categories. Then, for every
categorical equivalence of simplicial sets A→ B and every diagram B → D, the induced map θ : A×D C→
B ×D C is an equivalence of ∞-categories.
Proof. Every map f : B → D factors as a composition
B
f ′
→ B′
f ′′
→ D,
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where f ′ is inner anodyne and f ′′ is an inner fibration (so thatB′ is an∞-category). We obtain a commutative
diagram
A×D C
β //
θ
&&LL
LL
LL
LL
LL
B′ ×D C
B ×D C .
α
88qqqqqqqqqq
Proposition 3.3.11 implies that α is a categorical equivalence. By the two-out-of-three property, it suffices
to show that β is a categorical equivalence. We may therefore replace B by B′ and thereby reduce to the
case where B is an ∞-category.
The map g : A→ B factors as a composition
A
g′
→ A′
g′′
→ B
where g′ is inner anodyne and g′′ is an inner fibration (so that A′ is an∞-category). We obtain a commutative
diagram
A×D C
θ //
γ
&&LL
LL
LL
LL
LL
B ×D C
A′ ×D C .
δ
88qqqqqqqqqq
Proposition 3.3.11 implies that γ is a categorical equivalence. Using the two-out-of-three property, we are
reduced to proving that δ is a categorical equivalence. We may therefore replace A by A′ and thereby reduce
to the case where A is an ∞-category.
Consider the pullback diagram
A×D C
θ //

B ×D C

A
g // B.
Since the vertical maps in this diagram are categorical fibrations and the simplicial sets A and B are ∞-
categories, Proposition T.A.2.4.4 guarantees that this diagram is homotopy Cartesian (with respect to the
Joyal model structure). Since the g is a categorical equivalence, it follows that θ is a categorical equivalence
as well.
Corollary 3.3.19. Let f : C → D and g : D → E be flat categorical fibrations between ∞-categories. Then
g ◦ f is a flat categorical fibration.
Proof. Since g ◦ f is evidently a categorical fibration, it will suffice to show that g ◦ f is flat. Choose a
2-simplex σ : ∆2 → E; we wish to show that the inclusion C×EΛ21 ⊆ C×E∆
2 is a categorical equivalence.
Let D′ = D×E∆2 and D
′′ = D×EΛ21. Since g is flat, the inclusion D
′′ ⊆ D′ is a categorical equivalence.
Since f is flat, Corollary 3.3.18 guarantees that the inclusion
C×EΛ
2
1 ≃ C×D D
′′ ⊆ C×D D
′ ≃ C×E∆
2
is a categorical equivalence, as desired.
3.4 Functoriality
In this section, we will study the behavior of the model structure described in Theorem 3.2.6 as a functor of
the categorical pattern P. Our main result is the following:
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Theorem 3.4.1. Suppose we are given categorical patterns P = (MC, T, {pα : K⊳α → C}α∈A) and P
′ =
(MC′ , T
′, {p′α : K
′
α
⊳ → C′}α∈A′) on ∞-categories C and C
′. Suppose we are given a diagram of marked
simplicial sets
(C,MC)
π
← (K,M)
π′
→ (C′,MC′).
Then the construction X 7→ X×(C,MC) (K,M) determines a left Quillen functor from (Set
+
∆)/P to (Set
+
∆)/P′
provided that the following conditions are satisfied:
(1) The map π : K→ C is a flat categorical fibration.
(2) The collections of morphisms MS and M contain all equivalences in C and K, respectively, and are
closed under composition.
(3) For every 2-simplex σ of K such that π(σ) ∈ T , we have π′(σ) ∈ T ′. Moreover, T contains all
2-simplices ∆2 → C whose restriction to ∆{0,1} is an equivalence in C.
(4) For every edge ∆1 → C belonging to MC, the induced map K×C∆1 → ∆1 is a Cartesian fibration.
(5) Each of the simplicial sets Kα is an ∞-category, and each of the induced maps πα : K⊳α ×C K → K
⊳
α
is a coCartesian fibration.
(6) For α ∈ A and every coCartesian section s of πα, the composite map
K⊳α → K
⊳
α ×C K→ K
π′
→ C′
can be identified with p′β, for some β ∈ A
′.
(7) Suppose we are given a commutative diagram
Y
g
@
@@
@@
@@
X
f
>>~~~~~~~ h // Z
in K, where g is locally π-Cartesian, π(g) ∈ MC, and π(f) is an equivalence. Then f ∈ M if and
only if h ∈ M . (In particular, a locally π-Cartesian morphism g of K belongs to M if and only if
π(g) ∈MC.
(8) Suppose we are given α ∈ A and a commutative diagram
Y
g
@
@@
@@
@@
X
f
>>~~~~~~~ h // Z
in K⊳α×CK, where f is πα-coCartesian and πα(g) is an equivalence. Then the image of g in K belongs
to M if and only if the image of h in K belongs to M .
Proof. Consider the categorical pattern P′′ = (M,π−1(T ), {p′′α,s : K
⊳
α → K}(α,s)∈A′′) on K, where A
′′
consists of all pairs (α, s) such α ∈ A and s is a coCartesian section of πα, and p′′α,s is the composition
K⊳α
s
→ K×CK
⊳
α → K .
The functor in question admits a factorization
(Set+∆)/P
π∗
→ (Set+∆)/P′′
π′!→ (Set+∆)/P,
where π∗ and π′! are left Quillen functors by virtue of Propositions 3.4.17 and 3.4.3 proven below.
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Definition 3.4.2. Let f : S → S′ be a map of simplicial sets. Suppose we are given categorical patterns
P = (MS , T, {pα : K⊳α → S}α∈A) and P
′ = (M ′S , T
′, {p′α : K
′
α
⊳ → S′}α∈A′) on S and S′, respectively. We
will say that f is compatible with P and P′ if the following conditions are satisfied:
• The map f carries MS into MS′ .
• The map f carries T into T ′.
• For each α ∈ A, the composition
K⊳α
pα
→ S
f
→ S′
belongs to {p′α : K
′
α
⊳ → S′}α∈A′).
Proposition 3.4.3. Let f : S → S′ be a map of simplicial sets, and suppose that f is compatible with
categorical patterns P and P′ on S and S′, respectively. Then composition with f induces a left Quillen
functor f! : (Set
+
∆)/P → (Set
+
∆)/P′ .
Proof. It is clear that f! preserves cofibrations. It also admits a right adjoint, given by the pullback functor
f∗ described by the formula f∗X ≃ X ×(S′,MS′) (S,MS). To complete the proof, it will suffice to show that
f! preserves P-equivalences. Let X,Y ∈ (Set
+
∆)/P, and let α : X → Y be a P-equivalence. We wish to show
that f!(α) is a P
′-equivalence. For this, it suffices to show that for every P′-fibered object Z ∈ (Set+∆)/P′ ,
the induced map
Map♯S′(f!Y , Z)→ Map
♯
S′(f!X,Z)
is a homotopy equivalence. The left hand side can be identified with Map♯S(Y , f
∗Z), and the right hand side
with Map♯S(X, f
∗Z). The desired result now follows from the assumption that α is a P-equivalence, and the
observation that f∗Z is P-fibered.
Example 3.4.4. For any categorical pattern P = (MS , T, {pα : K⊳α → S}α∈A) on any simplicial set S, the
forgetful functor (Set+∆)/P → Set
+
∆ is a left Quillen functor, where we endow Set
+
∆ with the model structure
determined by Theorem 3.2.6 for the categorical pattern P0 = (M0, T0, {K
⊳
α → ∆
0}α∈A) on ∆0 (hereM0 and
T0 consist of all edges and 2-simplices of ∆
0, respectively). If each of the simplicial sets Kα is contractible,
then this coincides with the usual model structure on Set+∆ (Example 3.2.8).
Under a few mild hypotheses on a categorical pattern P, we can characterize the fibrations between
fibrant objects in (Set+∆)/P.
Notation 3.4.5. Let P = (MS , T, {pα : K⊳α → S}α∈A) be a categorical pattern on a simplicial set S, and
suppose we are given a P-fibered object X = (X,M) ∈ (Set+∆)/P. Let π : X → S denote the underlying
map of simplicial sets. We define a categorical pattern π∗P = (M,T ′, {qβ : K⊳β → X}β∈B) on X as follows:
(1) The setM is the collection of marked edges of X (in other words, the collection of locally π-coCartesian
edges e of X such that π(e) ∈MS).
(2) The set T ′ = π−1T is the collection of all 2-simplices of X whose images in S belong to T .
(3) We let {qβ : K⊳β → X}β∈B be the collection of those diagrams q : K
⊳ → X such that q carries each
edge of K⊳ into M , and π ◦ q belongs to {pα : K⊳α → S}α∈A.
Lemma 3.4.6. Let P = (MS , T, {pα : K⊳α → S}α∈A) be a categorical pattern on an ∞-category S, and let
X = (X,M) ∈ (Set+∆)/P be P-fibered. Assume that MS is the collection of all equivalences in S and that T
contains all 2-simplices ∆2 → S whose restriction to ∆{0,1} in an equivalence in S. Then M is the collection
of all equivalences in X.
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Proof. Let p : X → S denote the underlying map of simplicial sets. The set M consists of all locally p-
coCartesian morphisms f in X such that p(f) is an equivalence in S. In view of Proposition T.2.4.1.5, it
will suffice to show that every such morphism is p-coCartesian. This follows from Lemma 3.2.28 together
with our assumption on the set of 2-simplices T .
Proposition 3.4.7. Let P = (MS, T, {pα : K⊳α → S}α∈A) be a categorical pattern on an ∞-category S.
Suppose that MS contains all equivalences in S and that T contains all 2-simplices ∆
2 → S whose restriction
to ∆{0,1} in an equivalence in S. Let Y = (Y,MY ) be a P-fibered object of (Set
+
∆)/P, and let π : Y → S
denote the underlying map of simplicial sets. Let X = (X,MX) be another object of (Set
+
∆)/P, and let
f : X → Y be a morphism. The following conditions are equivalent:
(a) The map p is a fibration in (Set+∆)/P.
(b) The object X is P-fibered, and the underlying map of simplicial sets X → Y is a categorical fibration.
(c) The map p exhibits X as a π∗P-fibered object of (Set+∆)/π∗P.
Proof. We first prove that (a) ⇒ (b). If Y is P-fibered and p is a fibration in (Set+∆)/P, then it is clear
that X is P-fibered. It will therefore suffice to show that the underlying map of simplicial sets X → Y is a
categorical fibration. In other words, we must show that every lifting problem of the form
A♭ //
i

X

B♭ //
>>~
~
~
~
Y
admits a solution, provided that the underlying map of simplicial sets A → B is a trivial cofibration with
respect to the Joyal model structure. To prove this, it will suffice to show that the map i is a P-equivalence.
By virtue of Proposition 3.4.3, it will suffice to prove this after replacing P by the categorical pattern
P′ = (M ′S , T, ∅), where M
′
S is the collection of all equivalences in S. We must now show that for every
P-fibered object Z = (Z,M) ∈ (Set+∆)/P, the induced map θ : Map
♯
S(B
♭, Z) → Map♯S(A
♭, Z) is a weak
homotopy equivalence. We observe that Z is an ∞-category and MZ can be identified with the collection
of all equivalences in Z (Lemma 3.4.6). For every simplicial set K and every ∞-category C, let Fun(K,C)0
denote the largest Kan complex contained in Fun(K,C). We have a commutative diagram
Map♯S(B
♭, Z) //
θ

Fun(B,Z)0 //
θ′

Fun(B,S)0
θ′′

Map♯S(A
♭, Z) // Fun(A,Z)0 // Fun(A,S)0.
where the rows are homotopy fiber sequences. Consequently, to prove that θ is a homotopy equivalence, it
suffices to show that θ′ and θ′′ are homotopy equivalences. This follows from the observation that the maps
Fun(B,Z)→ Fun(A,Z) Fun(B,S)→ Fun(A,S)
are categorical equivalences (in fact, trivial Kan fibrations), since A → B is a trivial cofibration and the
simplicial sets S and Z are fibrant (with respect to the Joyal model structure).
We now show that (b)⇒ (a). We must prove that every lifting problem of the form
A
f0 //
i

X
p

B
g //
??



Y
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admits a solution, provided that i is a monomorphism and a P-equivalence. Since X is P-fibered, the lifting
problem
A
f0 //
i

X

B //
f ′
;;w
w
w
w
w
(S,MS).
admits a solution. The map g′ = p ◦ f ′ does not necessarily coincide with g. However, g and g′ agree on A
and therefore determine a map
G0 : (A× (∆
1)♯)
∐
A×(∂∆1)♯
(B × (∂∆1)♯)→ Y .
Consider the diagram
(A× (∆1)♯)
∐
A×(∂∆1)♯(B × (∂∆
1)♯)
G0 //
j

Y

B × (∆1)♯ //
G
33gggggggggggggg
B
π◦g// (S,MS).
Since the map j is a P-equivalence (Proposition 3.2.17) and X is P-fibered, there exists a map G rendering
this diagram commutative. We regard G as an equivalence from g to p ◦ f ′ in Fun(B, Y ). Since p is
a categorical fibration, it induces a fibration X♮ → Y ♮ in the category of marked simplicial sets; here
X♮ = (X,EX) where EX is the collection of all equivalences in X and Y
♮ is defined similarly. It follows that
the lifting problem
(A♭ × (∆1)♯)
∐
A♭×{1}♯(B
♭ × {1}♯) //

A♭
f ′ // X♮

B♭ × (∆1)♯
G //
F
33hhhhhhhhhhhhh
Y ♮
admits a solution. We can regard F as an equivalence from f to f ′ in Fun(B,X), where f is an extension
of f0 lifting g. Since f is equivalent to f
′, it carries marked edges of A to marked edges of X, and therefore
constitutes a solution to the original lifting problem.
We next show that (a)⇒ (c). We must prove that every lifting problem of the form
A
f0 //
i

X
p

B
g //
??



Y
admits a solution, provided that i is a trivial cofibration in (Set+∆)/π∗ P. Since p is assumed to be a fibration
in (Set+∆)/P, it suffices to show that i is a trivial cofibration in (Set
+
∆)/P, which follows from Proposition
3.4.3.
Finally, we must show that (c) ⇒ (b). Replacing P by π∗P and invoking the implication (a)⇒ (b), we
deduce that X → Y is a categorical fibration. It will therefore suffice to show that X is P-fibered. We will
show that X satisfies conditions (1), (2), (3), (4), and (6) of Definition 3.2.1, together with condition (5′) of
Remark 3.2.5:
(1) The underlying map of simplicial sets q : X → S is an inner fibration. This is clear, since q = π ◦ p,
where both π and p are inner fibrations.
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(2) For each edge ∆1 → S belonging to MS , the induced map q∆1 : X ×S ∆
1 → ∆1 is a coCartesian
fibration. In other words, we must show that for every object x ∈ X and every edge e : q(x) → s
belonging to MS , there exists a locally q-coCartesian edge e : x → s with q(e) = e. Since Y is P-
fibered, we can choose a locally π-coCartesian edge e˜ : p(x) → s˜ with π(e˜) = e. Moreover, the edge
e˜ belongs to MY , so we can choose a locally p-coCartesian edge e with p(e) = e˜ (note that e belongs
to MX). To complete the proof, it will suffice to show that e is locally q-coCartesian: in other words,
that it determines a q∆1-coCartesian edge e
′ of X ×S ∆1. We note that q∆1 factors as a composition
X ×S ∆
1
q′
∆1→ Y ×S ∆
1
π∆1
∆
1
,
and that q′∆1(e
′) is π∆1-coCartesian by construction. In view of Proposition T.2.4.1.3, it suffices to
show that e′ is q′∆1 -coCartesian. This follows from Lemma 3.2.28, since the image of every 2-simplex
σ of X ×S ∆1 in Y is a thin 2-simplex with respect to π∗P (since the image of σ in S is degenerate).
(3) An edge e : x → x′ of X belongs to MX if and only if e = q(e) belongs to MS and e locally q-
coCartesian. The “if” direction follows from the proof of (2). For the converse, we observe that if
e ∈MS then we can apply the construction of (2) to produce a locally q-coCartesian edge e
′ : x→ x′′
of X covering e, where e′ ∈ MX . If e is also locally q-coCartesian, then e and e
′ are equivalent, so e
also belongs to MX .
(4) Given a commutative diagram
∆{0,1}

e // X

∆2
σ // S,
if e ∈MX and σ ∈ T , then e determines an q∆2-coCartesian edge ofX×S∆
2, where q∆2 : X×S∆
2 → ∆2
denotes the projection map. To prove this, we factor q∆2 as a composition
X ×S ∆
2 p∆2→ Y ×S ∆
2
π∆2
∆
2
.
Since Y is P-fibered and p(e) ∈MY , we conclude that the image of e in Y ×S ∆2 is π∆2-coCartesian.
In view of Proposition T.2.4.1.3, it will suffice to show that e determines a p∆2-coCartesian edge of
X ×S ∆2. This follows from Lemma 3.2.28, since e determines a locally p∆2-coCartesian edge of
X ×S ∆2 and the image of every 2-simplex of X ×S ∆2 in Y is thin with respect to π∗P.
(5′) For each α ∈ A, every lifting problem of the form
K♯α
//

X

(K⊳α)
♯
pα //
::u
u
u
u
u
(S,MS)
admits a solution. We first invoke the fact that Y is P-fibered to solve the induced lifting problem
K♯α
//

Y

(K⊳α)
♯
pα //
f
::t
t
t
t
t
(S,MS).
101
We then invoke the assumption that X is π∗P fibered to solve the lifting problem
K♯α
//

X

(K⊳α)
♯
f //
==z
z
z
z
z
Y .
(6) For every index α ∈ A, every map pα : (K
⊳
α)
♯ → X lifting pα : (K⊳α)
♯ → (X,S) is a q-limit diagram.
Invoking the assumption that Y is P-fibered, we deduce that p˜α = p ◦ pα is a π-limit diagram in Y .
Moreover, p˜α is one of the diagrams defining the categorical pattern π
∗P, so our assumption that X
is P-fibered ensures that pα is a p-limit diagram. Since q = π ◦ p, the desired result now follows from
Proposition T.4.3.1.5.
Proposition 3.4.3 can be interpreted roughly as saying that the model structure of Theorem 3.2.6 defines
a covariant functor of the underlying categorical pattern P. The remainder of this section is devoted to
studying the behavior of this model structure as a contravariant functor of P: in other words, we wish to
study circumstances under which the pullback functor f∗ is a left Quillen functor. First, let us introduce a
bit of terminology.
Notation 3.4.8. Suppose we are given maps of simplicial sets X
φ
→ Y
π
→ Z. We let π∗(X) denote a
simplicial set equipped with a map π∗X → Z with the following universal property: for every map of
simplicial sets K → Z, we have a canonical bijection
HomZ(K,π∗(X)) ≃ HomY (K ×Z Y,X).
In the situation of Notation 3.4.8, suppose that π is a Cartesian fibration and the map φ is a coCartesian
fibration. Corollary T.3.2.2.12 implies that the map π∗X → Z is a coCartesian fibration. We will need some
refinements of this result.
Proposition 3.4.9. Let π : Y → Z be a flat categorical fibration of simplicial sets. Then the functor
π∗ : (Set∆)/Y → (Set∆)/Z is a right Quillen functor (with respect to the Joyal model structures). In
particular, if X → Y is a categorical fibration, then the induced map π∗X → Z is a categorical fibration.
Proof. The functor π∗ admits a left adjoint π
∗, given by the formula π∗A = A×Z Y . To prove that π∗ is a
right Quillen functor, it suffices to show that π∗ preserves cofibrations and weak equivalences. The case of
cofibrations is clear, and the case of weak equivalences follows from Corollary 3.3.18.
Example 3.4.10. Suppose we are given a diagram of simplicial sets X
φ
→ Y
π
→ Z. We observe that there
is a canonical map θ : X → π∗X . If the map π is a trivial Kan fibration, then θ is a categorical equivalence.
To prove this, we first choose a section s : Z → Y of π. Composition with s yields a map r : π∗X → X
such that r ◦ θ = idX . Moreover, since s ◦ π is homotopic (over Z) to the map idY . It follows that there
exists a contractible Kan complex K containing a pair of distinct points x and y and a map h : K × Y → Y
compatible with the projection map π such that h|({x} × Y ) = idY and h|({y} × Y ) = s ◦ π. The map h
induces a map h′ : K × π∗X → π∗X such that h|({x}× π∗X) = idπ∗X and h|({y}× π∗X) = θ ◦ r. It follows
that r is a right homotopy inverse to θ (as well as being a strict left inverse) with respect to the Joyal model
structure, so that θ is a categorical equivalence as desired.
Remark 3.4.11. Suppose we are given a diagram of simplicial sets X
φ
→ Y
π
→ Z, where φ is a categorical
fibration and π is a flat categorical fibration. Let ψ : Y ′ → Y be a trivial Kan fibration, let π′ = π ◦ ψ, and
let X ′ = X ×Y Y ′. Then the canonical map f : π∗X → π′∗X
′ is a categorical equivalence. To prove this,
we observe that π′∗X
′ ≃ π∗ψ∗X ′, and f is induced by applying π∗ to a map g : X → ψ∗X ′. Example 3.4.10
shows that g is a categorical equivalence. Since π∗ is a right Quillen functor (Proposition 3.4.9), it preserves
categorical equivalences between fibrant objects of (Set∆)/Y , so f is a categorical equivalence.
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Lemma 3.4.12. Let q : C→ ∆n and p : D → E be categorical fibrations of ∞-categories, where n ≥ 2. Let
C
0 be a full subcategory of C with the following properties:
(i) The subcategory C0×∆n∆{n−1,n} is a cosieve on C×∆n∆{n−1,n}: that is, for every morphism f : x→ y
in C×∆n∆{n−1,n}, if x ∈ C
0, then y ∈ C0.
(ii) For every object y ∈ C0×∆n{n − 1} and each i < n − 1, there exists an object x ∈ C
0×∆n{i} and a
q-Cartesian morphism x→ y in C.
Suppose we are given a lifting problem
(C×∆nΛnn)
∐
C0×∆nΛnn
C
0f0 //

D
p

C
g //
f
66m
m
m
m
m
m
m
m
m
E .
Let X = (C×∆n{n})
∐
C0 ×∆n{n}
(C0×∆n∆{n−1,n}); condition (i) guarantees that X can be identified with a
full subcategory of C. Assume further that
(iii) The functor f0|(C×∆n∆{n−1,n}) is a p-right Kan extension of f0|X.
Then there exists a dotted arrow f rendering the diagram commutative.
Proof. Using Proposition T.2.3.3.8, we can choose a minimal ∞-category C′ and a categorical equivalence
C
′ → C. Let C′
0
denote the fiber product C′×C C
0. We observe that if K is a face of ∆n, the maps
C
′×∆nK → C×∆nK C
′0 ×∆n K → C
0×∆nK
are categorical equivalences. Because the Joyal model structure is left proper, we deduce that for every
inclusion of simplicial subsets K ⊆ K ′ ⊆ ∆n, the induced map
(K ×∆n C
′)
∐
K×∆nC
′0
(K ′ ×∆n C
′0)→ (K ×∆n C)
∐
K×∆nC
0
(K ′ ×∆n C
0)
is a categorical equivalnece. Invoking Proposition T.A.2.3.1, we are reduced to solving the associated lifting
problem
(C′×∆nΛnn)
∐
C′0×∆nΛnn
C
′0 //

D
p

C
′ //
66m
m
m
m
m
m
m
m
m
E .
We may therefore replace C by C′ and thereby reduce to the case where C is minimal.
Let C1 denote the simplicial subset of C consisting of all those simplices σ satisfying one of the following
conditions:
• The image of σ in ∆n does not contain ∆{0,1,...,n−1}.
• The intersection of σ with C×∆n{n− 1} is contained in C
0.
We first extend f0 to a map f1 : C
1 → D. For every simplicial subset S ⊆ X , let C1S denote the simplicial
subset of C1 generated by C0, C×∆nΛnn, and those simplices σ whose intersection with X belong to S.
Let A denote the collection of pairs (S, fS), where S is a simplicial subset of X containing C×∆n{n}, and
fS : C
1
S → D is an extension of f0 such that p ◦ fS = g|C
1
S . We regard A as a partially ordered set, with
(S, fS) ≤ (S′, fS′) if S ⊆ S′ and fS = fS′ |S+. Using Zorn’s lemma, we deduce that A admits a maximal
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element (S, fS). If S = X , then we set f1 = fS . Otherwise, choose a nondegenerate simplex σ of X which
does not belong to S having minimal dimension k. Let S′ be the simplicial subset of X obtained by adjoining
the simplex σ to S, let A = C/σ ×∆n∆
{0,...,n−2}. For every simplicial subset K ⊆ ∆{0,...,n−2}, we let AK
denote the simplicial subset of A generated by A×C C
0 together with A×∆{0,...,n−2}K, and let A∂ denote
A∂∆{0,...,n−2} . We have a diagram
(A∂ ⋆∆
k)
∐
A∂ ⋆ ∂∆k
(A ⋆ ∂∆k) //

C
1
S

A ⋆∆k // C
1
S′ .
Using Proposition C.2.4.7, we conclude that this diagram is a pushout square. The maximality of the pair
(S, fS) guarantees the existence of an insoluble lifting problem
(A0∂ ⋆∆
k)
∐
A0∂ ⋆ ∂∆
k(A ⋆ ∂∆k) //

D
p

A ⋆∆k
66lllllllll
// E .
Since p is a categorical fibration, we conclude that the left vertical map is not inner anodyne. We will obtain
a contradiction from Lemma T.2.1.2.3 by showing that the inclusion i : A∂ → A is right anodyne. In fact,
we will prove the following more general claim:
(∗) For every simplex τ ⊆ ∆{0,...,n−2} and every simplicial subset K ⊆ τ , the inclusion AK ⊆ Aτ is right
anodyne.
The proof proceeds by induction on the dimension of τ , and on the number of nondegenerate simplices of
K. If K = τ there is nothing to prove. If K 6= τ is nonempty, then we can write K as a pushout K ′
∐
∂ τ ′ τ
′,
where τ ′ is a simplex of small dimension than τ . The inductive hypothesis shows that the inclusion AK′ ⊆ Aτ
is right anodyne. By virtue of Proposition T.4.1.1.3, it will suffice to show that the inclusion AK′ ⊆ AK is
right anodyne. For this, we consider the pushout diagram
A∂ τ ′ //

Aτ ′

AK′
// AK .
Since the upper horizontal map is right anodyne by the inductive hypothesis, the lower horizontal map is
right anodyne as well.
It remains to consider the case K = ∅. In this case, the inclusion AK ⊆ Aτ is a pushout of the inclusion
i′ : C0×C C/σ ×∆nτ ⊆ C/σ ×∆nτ.
It will therefore suffice to show that i′ is right anodyne, which is equivalent (Proposition T.4.1.1.3) to the
assertion that i′ is cofinal. Using Proposition T.4.1.1.3 again, we see that it suffices to produce an object
x ∈ C0×C C/σ ×∆nτ such that the corresponding maps
C
0×C C/σ ×∆nτ ←֓ ∆
0 →֒ C/σ ×∆nτ
are both cofinal. In other words, it suffices to guarantee that the object x is final in C/σ ×∆nτ . The existence
of such an object follows from assumption (ii) (applied to the object y ∈ C×∆n{n− 1} given by the initial
vertex of σ). This completes the construction of the map f1.
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We now show that f1 can be extended to the desired map f : C→ D. Let Y denote the full subcategory
of C spanned by those vertices which do not belong to X . For every simplicial subset T ⊆ Y , let CT denote
the simplicial subset of C consisting of those simplices whose intersection with Y belongs to T . Let B denote
the collection of pairs (T, fT ), where T is a simplicial subset of Y containing Y ∩ (C×∆n ∂∆{0,...,n−1}), and
fT : CT → D is an extension of f1 such that p ◦ fT = g|CT . We regard B as a partially ordered set, with
(T, fT ) ≤ (T ′, fT ′) if T ⊆ T ′ and fT = fT ′ |CT ′ . Using Zorn’s lemma, we deduce that B admits a maximal
element (T, fT ). If T = Y , then we set f = fT and the proof is complete. Otherwise, choose a nondegenerate
simplex σ′ of Y which does not belong to T having minimal dimension k′. Let T ′ be the simplicial subset
of Y obtained by adjoining the simplex σ′ to T , and let Xσ′/ denote the fiber product X ×C Cσ′/. Using
Proposition T.2.3.3.9, we deduce the diagram
∂∆k
′
⋆ Xσ′/ //

CT

∆k
′
⋆ Xσ′/ // CT ′ .
Using the maximality of (T, fT ), we deduce that there is no solution to the lifting problem
∂∆k
′
⋆ Xσ′/
h //

D
p

∆k ⋆ Xσ′/ // E,
so that h does not exhibit h({k′}) as a p-limit of h|Xσ′/. Let v denote the final vertex of σ
′, so that
v ∈ C×∆n{n− 1}. Since the projection map Xσ′/ → X ×C Cv/ is a trivial Kan fibration, we conclude that
f0 does not exhibit v as a p-limit of the diagram
X ×C Cv/ → X →
f0
→ D .
This contradicts our assumption that f0|(C×∆n∆{n−1,n}) is a p-right Kan extension of f0|X .
Proposition 3.4.13. Suppose we are given a diagram of ∞-categories X
φ
→ Y
π
→ Z where φ is a categorical
fibration and π is a flat categorical fibration. Let Y ′ ⊆ Y be a full subcategory. Let X ′ = Y ′ ×Y X, let
π′ = π|Y ′, and let ψ : π∗X → π′∗X
′ denote the projection. Let K be another ∞-category, let p : K⊳ → π∗X
be a diagram, and suppose that the following conditions are satisfied:
(i) The full subcategory Y ′ ×Z K⊳ ⊆ Y ×Z K⊳ is a cosieve on Y ×Z K⊳.
(ii) For every object y ∈ Y ′ and every morphism f : z → π(y) in Z, there exists a π-Cartesian morphism
f : z → y in Y ′ with π(f) = f .
(iii) The map F : K⊳ ×Z Y → X classified by p is a φ-right Kan extension of
F = F |((K ×Z Y )
∐
K×ZY ′
(K⊳ ×Z Y
′)).
Then p is a ψ-limit diagram.
Proof. We must show that for n ≥ 2, every lifting problem of the form
∂∆n−1 ⋆ K
f0 //

π∗X
ψ

∆n−1 ⋆ K //
88r
r
r
r
r
π′∗X
′
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admits a solution, provided that f0|{n − 1} ⋆ K coincides with p. Let C = (∆n−1 ⋆ K) ×Z Y , and observe
that C is equipped with a map C→ ∆n. Let C0 = C×Y Y ′. Unwinding the definitions, we see that it suffices
to solve a lifting problem of the form
(C×∆nΛnn)
∐
C0 ×∆nΛnn
C
0 //

Y
φ

C //
66m
m
m
m
m
m
m
m
m
Z.
The desired result now follows from Lemma 3.4.12 and our hypothesis on F .
We will typically apply Proposition 3.4.13 in the special case where Y ′ = ∅, so that π′∗X
′ ≃ Z. In this
cases, conditions (i) and (ii) are automatic.
Proposition 3.4.14. Suppose we are given a diagram of categorical fibrations X
φ
→ Y
π
→ Z where π is a
Cartesian fibration and φ is a categorical fibration. Suppose that the following condition is satisfied:
(∗) For every vertex x of X and every π-Cartesian edge f : φ(x) → y in Y , there exists a φ-coCartesian
edge f : x→ y such that f = φ(f).
Then:
(1) The map ψ : π∗X → Z is a coCartesian fibration.
(2) Let e be an edge of π∗X lying over an edge e : z → z′ in Z, corresponding to a map F : ∆1×Z Y → X.
Then e is ψ-coCartesian if and only if the following condition is satisfied:
(a) For every π-Cartesian edge e˜ of Y lying over e, the image F (e) is a φ-coCartesian edge of X.
Proof. We use the same strategy as in the proof of Proposition T.3.2.2.12. Proposition 3.4.9 guarantees that
ψ is a categorical fibration, and in particular an inner fibration. Let us say that an edge of π∗X is special if
it satisfies condition (a). We will prove:
(i) For every vertex A ∈ π∗X and every edge e : ψ(A) → z in Z, there exists a special edge e : A→ z in
π∗X such that ψ(e) = e.
(ii) Every special edge of π∗X is ψ-coCartesian.
This will prove (1) and the “if” direction of (2). To prove the “only if” direction, we consider an arbitrary
ψ-coCartesian edge e : A→ B in π∗X covering an edge e : z → z′ in Z. Using (i), we can choose a special
edge e′ : A→ C in π∗X covering e. Using the assumption that e is ψ-coCartesian, we can choose a 2-simplex
B
e′′
@
@@
@@
@@
A
e′
??~~~~~~~ e // C
whose image in Z is degenerate. Since e′ and e are both ψ-coCartesian (by (ii)), we conclude that e′′ is an
equivalence in the ∞-category (π∗X)z′ . Since e
′ satisfies (a), we deduce that e satisfies (a), as desired.
We now prove (i). Without loss of generality, we may replace X and Y by their pullbacks along the edge
e : ∆1 → Z, and thereby reduce to the case Z = ∆1. We can identify A with a section of the projection map
X0 → Y0. To produce an edge e : A→ z as in (i), we must solve the lifting problem depicted in the diagram
Y0

A // X
φ

Y //
A′
}
}
}
}
Y.
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Moreover, e is special if and only if the map A′ carries π-Cartesian morphisms of Y to φ-coCartesian
morphisms in X . Using Proposition T.3.2.2.7, we can choose a functor χ : X1 → X0 and a quasi-equivalence
M(φ)→ X . Using Propositions T.A.2.3.1, we may reduce to the problem of providing a dotted arrow in the
diagram
X0 _

// X
φ

M(φ)
<<z
z
z
z
// Y
which carries the marked edges of M ♮(φ) to φ-coCartesian edges of X . This follows from the fact that
φX1 : Fun(X1, X) → Fun(X1, Y ) is a coCartesian fibration and the description of the φX1 -coCartesian
morphisms (Proposition T.3.1.2.1).
The proof of (ii) is similar. We wish to prove that every lifting problem
Λn0 // _

π∗X
ψ

∆n //
<<y
y
y
y
Z
has a solution provided that n ≥ 2 and the upper horizontal map carries ∆{0,1} ⊆ Λn0 to a special edge of
π∗X . Replacing X and Y by their pullbacks along ∆
n → Z, we can assume that the lower horizontal map
is an isomorphism. Unwinding the definitions, we are reduced to solving the lifting problem
Y ×∆n Λn0 // _

X
φ

Y //
::t
t
t
t
t
t
Y.
Using Proposition T.3.2.2.7, we can choose a composable sequence of morphisms
χ : Y0 ← · · · ← Yn
and a quasi-equivalence M(χ) → Y . Invoking Propositions T.A.2.3.1, we may reduce to the associated
mapping problem
M(ψ)×∆n Λn0 //

X
φ

M(ψ) //
99s
s
s
s
s
s
Y.
This is equivalent to the mapping problem
Xn × Λni // _

X
φ

Xn ×∆n // Y.
which admits a solution by virtue of Proposition T.3.1.2.1.
Corollary 3.4.15. Suppose we are given a diagram of categorical fibrations X
φ
→ Y
π
→ Z. Let M be a
collection of edges of Z containing all degenerate edges and T a collection of 2-simplices of Z containing all
degenerate 2-simplices. Suppose that the following conditions are satisfied:
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(a) The categorical fibration π is flat.
(b) For every vertex y ∈ Y and every edge f : z → π(y) of Z which belongs to M , there exists a locally
π-Cartesian edge f : z → y such that π(f) = f .
(c) For every vertex x of X and every locally π-Cartesian edge f : φ(x) → y in Y such that π(f) ∈ M ,
there exists a locally φ-coCartesian edge f : x→ y such that f = φ(f).
(d) Let f be a locally φ-coCartesian edge of X such that f = φ(f) is locally π-Cartesian and π(f) ∈ M ,
and suppose that f : ∆{0,1} → Y is extended to a 2-simplex σ : ∆2 → Y such that π(σ) ∈ T . Then f
determines a φ′-coCartesian morphism of X×Y ∆2, where φ′ : X ×Y ∆2 → ∆2 denotes the projection.
Then:
(1) The map ψ : π∗X → Z is a categorical fibration.
(2) For every vertex x ∈ π∗X and edge morphism f : ψ(x) → z of Z which belongs to M , there exists a
locally ψ-coCartesian edge f : x→ z of π∗X with ψ(f) = f .
(3) Let f be an edge of π∗X lying over an edge ψ(f) = f : z → z
′ which belongs to M , corresponding to
a map F : ∆1 ×Z Y → X. Then f is locally ψ-coCartesian if and only if the following condition is
satisfied:
(∗) For every locally π-Cartesian edge f˜ of Y lying over f , the image F (f˜) is a locally φ-coCartesian
edge of X.
(4) Let σ : ∆2 → Z be 2-simplex belonging to T such that the edge f = σ|∆{0,1} belongs to M , and let
f be a locally ψ-coCartesian edge of π∗X lying over f . Then f determines a ψ
′-coCartesian edge of
π∗X ×Z ∆2, where ψ′ denotes the projection π∗ ×Z ∆2 → ∆2.
Proof. Assertion (1) follows from Proposition 3.4.9, and assertions (2) and (3) follow by applying Proposition
3.4.14 to the diagram X×Z∆1 → Y ×Z∆1 → ∆1. To prove (4), we are free to replace Z by ∆2 and thereby
reduce to the case where σ is an isomorphism. Let f be a locally ψ-coCartesian edge of π∗X lying over
∆{0,1}, which we can identify with a functor F : Y ×∆2 ∆
{0,1} → X ×∆2 ∆
{0,1}. We wish to show that f
is ψ-coCartesian. By virtue of (the dual of) Proposition 3.4.13, it will suffice to show that the functor F is
a ψ-left Kan extension of F |Y0, where Y0 = Y ×∆2 {0}. Unwinding the definitions, we must show that for
each object y ∈ Y ×∆2 {1}, the map F induces a φ-colimit diagram
θ : (Y0 ×Y Y/y)
⊲ → (Y ×∆2 ∆
{0,1})⊲/y → Y ×∆2 ∆
{0,1} F→ X.
Condition (b) guarantees that the projection Y ×∆2 ∆
{0,1} → ∆{0,1} is a Cartesian fibration, so the ∞-
category Y0 ×Y Y/y has a final object, given by a locally π-Cartesian morphism f : y
′ → y. It follows that θ
is a φ-colimit diagram if and only if F (f) is a φ-coCartesian morphism in X . Criterion (3) guarantees that
F (f) is locally ψ-coCartesian, which implies that F (f) is ψ-coCartesian by virtue of assumption (d).
Proposition 3.4.16. Suppose we are given a diagram of ∞-categories X
φ
→ Y
π
→ Z where π is a flat
categorical fibration and φ is a categorical fibration. Let ψ : π∗X → Z denote the projection, let K be an ∞-
category, let p0 : K
⊳ → Z be a diagram, and assume that the induced map π′ : K⊳×ZY → K⊳ is a coCartesian
fibration. Let v denote the cone point of K⊳, let C = π′
−1{v}, and choose a map K⊳ × C→ K⊳ ×Z Y which
is the identity on {v} × C and carries e× {C} to a π′-coCartesian edge of K⊳ ×Z Y , for each edge e of K⊳
and each object C of C. Then:
(1) Let p : K⊳ → π∗X be a map lifting p0, and suppose that for each C ∈ C the induced map
K⊳ × {C} →֒ K⊳ × C→ K⊳ ×Z Y → X
is a φ-limit diagram. Then p is a ψ-limit diagram.
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(2) Suppose that p : K⊳ → π∗X is a map lifting p0 = p0|K, and suppose that for each C ∈ C the induced
map
K × {C} →֒ K × C→ K ×Z Y → X
admits a ψ-limit diagram lifting the map
K⊳ × {C} →֒ K⊳ × C→ K⊳ ×Z Y → Y.
Then there exists an extension p : K⊳ → π∗X of p lifting p0 which satisfies condition (1).
Proof. Let p : K⊳ → π∗X satisfy the condition described in (1). We can identify p with a map F : K⊳×ZY →
X . In view of Proposition 3.4.13, it will suffice to show that F is a φ-right Kan extension of F |K×Z Y . Pick
an object C ∈ C; we wish to show that F is a φ-right Kan extension of F at C. In other words, we wish to
show that the map
(K ×Z Y )
⊳
C/ → K
⊳ ×Z Y
F
→ X
is a φ-limit diagram. Since p satisfies (1), it suffices to show that the map
s : K × {C} → ((K ×Z Y )C/)
is the opposite of a cofinal map. It follows from Proposition T.2.4.3.3 that the projection q : (K⊳×Z Y )C/ →
K⊳ is a coCartesian fibration, and that s is a coCartesian section of q. To show that sop is cofinal, it will
suffice to show that s admits right adjoint (this follows from Corollary T.4.1.3.1). In fact, we will show that
the identity map idK⊳ → q ◦ s exhibits q as a right adjoint to s. For this, we must show that for every object
a ∈ (K ×Z Y )C/ and every object b ∈ K, the map
Map(K×ZY )C/(s(b), a)→ MapK(b, q(a))
is a homotopy equivalence. Let c = idC denote the initial object of (K
⊳×Z Y )C/, and let η denote the unique
map from the cone point v ∈ K⊳ to b in K⊳. Using Proposition T.2.4.4.3, we obtain a homotopy pullback
diagram
Map(K⊳×ZY )C/(s(b), a)

// Map(K⊳×ZY )C/(c, a)
θ

MapK⊳(b, q(a)) // MapK⊳(v, q(a)).
It therefore suffices to show that the θ is a homotopy equivalence, which is clear (both the domain and the
codomain of θ are contractible). This completes the proof of (1).
We now prove (2). The diagram p gives rise to a map F : K ×Z Y → X fitting into a commutative
diagram
K ×Z Y
F //

X
φ

K⊳ ×Z Y //
F
::u
u
u
u
u
Y.
The above argument shows that a dotted arrow F as indicated will correspond to a map p : K⊳ → π∗X
satisfying (1) if and only if F is a φ-right Kan extension of F . In view of Lemma T.4.3.2.13, the existence
of such an extension is equivalent to the requirement that for each C ∈ C, the diagram
(K ×Z Y )C/ → K ×Z Y
F
→ X
can be extended to a φ-limit diagram lifting the map
(K ×Z Y )
⊳
C/ → K
⊳ ×Z Y → Y.
This follows from the hypothesis of part (2) together with the fact (established above) that sop is cofinal.
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Proposition 3.4.17. Suppose we are given categorical patterns P = (MS , T, {pα : K⊳α → S}α∈A) and
P′ = (MS′ , T
′, {p′α : K
′
α
⊳ → S′}α∈A′) on ∞-categories S and S′. Let π : S′ → S be a map satisfying the
following conditions:
(i) For every vertex s′ ∈ S′ and every morphism f : s → π(s′) in S which belongs to MS, there exists a
locally π-Cartesian morphism f : s→ s′ in S′ such that π(f) = f .
(ii) The map π is a flat categorical fibration.
(iii) The map π carries MS′ into MS.
(iv) The collections of morphisms MS and MS′ contain all equivalences and are stable under composition
(and are therefore stable under equivalence).
(v) Suppose given a commutative diagram
s′
g
@
@@
@@
@@
s
f
@@         h // s′′
in S′, where g is locally π-Cartesian, π(g) ∈ MS, and π(f) is an equivalence. Then f ∈ MS′ if and
only if h ∈ MS′ . In particular (taking f = ids), we deduce that every locally π-Cartesian morphism g
such that π(g) ∈MS belongs to MS′ .
(vi) The set of 2-simplices T ′ contains π−1(T ), and T contains all 2-simplices ∆2 → S whose restriction
to ∆{0,1} is an equivalence in S.
(vii) Each of the simplicial sets Kα is an ∞-category, and each of the induced maps πα : K⊳α ×S S
′ → K⊳α
is a coCartesian fibration.
(viii) Suppose we are given α ∈ A and a commutative diagram
s′
g
@
@@
@@
@@
s
f
@@         h // s′′
in K⊳α ×S S
′, where f is πα-coCartesian and πα(g) is an equivalence. Then the image of g in S
′
belongs to MS′ if and only if the image of h in S
′ belongs to MS′ . In particular, the image in S
′ of
any πα-coCartesian morphism of K
⊳
α belongs to MS′ .
(ix) Let α ∈ A, and suppose we are given a map pα : K
⊳
α → S
′ lifting pα, such that the corresponding
section of πα is πα-coCartesian. Then pα ≃ p
′
β for some β ∈ A
′.
Let π∗ : (Set+∆)/P → (Set
+
∆)/P′ denote the functor X 7→ X ×(S,MS) (S
′,MS′). Then π
∗ is a left Quillen
functor (with respect to the model structures described in Theorem 3.2.6).
Proof. The functor π∗ admits a right adjoint π∗, given by the formula π∗(X
′,M ′) = (X,M), where:
(a) The simplicial set X is the full simplicial subset of π∗X
′ spanned by those vertices lying over objects
s ∈ S which classify maps S′s → X
′
s which carry edges of MS′ (which belong to S
′
s) into M
′.
(b) An edge e of X belongs to M if and only if its image in S belongs to MS, and e classifies a map
S′ ×S ∆1 → X ′ which carries the inverse image of MS′ in S′ ×S ∆1 into M ′.
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We wish to prove that the adjoint functors (π∗, π∗) give a Quillen adjunction between (Set
+
∆)/P and
(Set+∆)/P′ . To prove this, it will suffice to show that π
∗ preserves cofibrations and weak equivalences.
The case of cofibrations is obvious. To prove that π∗ preserves weak equivalences, consider an arbitrary
P-equivalence Y → Z. We wish to prove that for every P-fibered object X ∈ (Set+∆)/P′ , the induced map
Map♯S′(π
∗Z,X
′
)→ Map♯S′(π
∗Y ,X)
is a homotopy equivalence. We can identify this with the canonical map
Map♯S(Z, π∗X
′
)→ Map♯S(Y , π∗X
′
).
It will therefore suffice to show that π∗X
′
is P-fibered.
Write X
′
= (X ′,M ′), and let π∗X
′
= (X,M) where (X,M) is described by (a) and (b), and let p : X ′ →
S′ denote the projection. Set W = π∗X
′, so that X can be identified with a full simplicial subset of W . Let
MW denote the collection of edges e : ∆
1 →W satisfying the following condition:
(∗) The image of e in S belongs to MS , and the edge e classifies a map S′ ×S ∆1 → X ′ which carries
π∆1-Cartesian edges of S
′ ×S ∆1 into M ′, where π∆1 : S
′ ×S ∆1 → ∆1 denotes the projection.
We claim thatM is the inverse image ofMW inX . To see thatM is contained in this inverse image, it suffices
to observe that every locally π-Cartesian edge of π−1MS belongs toMS′ , which follows from (v). Conversely,
suppose that e : x→ x′ is an edge of X belonging to MW , and let e classify a map E : S′ ×S ∆1 → X ′. We
wish to prove that if f is an edge of S′ ×S ∆1 whose image in S′ belongs to MS′ , then E(f) ∈ M ′. If the
composite map ∆1
f
→ S′ ×S ∆1 → ∆1 is not the identity, then the inclusion E(f) ∈ M ′ follows from the
assumption that the vertices x and x′ belong to X . Otherwise, we can factor f as a composition f ′ ◦ f ′′,
where f ′′ is a morphism in S′ ×S {0} and f ′ is π∆1-Cartesian. Using (v), we see that the image of f
′′ in S′
belongs to MS′ , so that E(f
′′) ∈M ′ by virtue of our assumption that x ∈ X . Condition (∗) guarantees that
E(f ′) ∈M ′. Using the assumption that X
′
is P′-fibered, we deduce that E(f) ∈M ′ as desired.
We wish to prove that the pair (X,M) is P-fibered. For this, we will verify that the map q : X → S
satisfies conditions (1), (2), (3), (4), and (6) of Definition 3.2.1, together with condition (5′) of Remark 3.2.5.
(1) We must show that the map q : X → S is an inner fibration. It follows from Proposition 3.4.7 (together
with conditions (iv) and (vi)) that X ′ → S′ is a categorical fibration. Proposition 3.4.9 and assumption
(ii) guarantee that the map q′ : W → S is a categorical fibration, and therefore an inner fibration.
Since X is a full simplicial subset of W , it follows also that X → S is an inner fibration.
(2) For each edge ∆1 → S belonging to MS , the induced map q∆1 : X ×S ∆
1 → ∆1 is a coCartesian
fibration. It follows from Corollary 3.4.15 that the map q′∆1 : W ×S ∆
1 → ∆1 is a coCartesian
fibration, and that an edge of W ×S ∆1 is q′∆1 -coCartesian if and only if its image in W belongs to
MW . To complete the proof, it will suffice to show that if f : x→ y is a q′∆1-coCartesian morphism in
W ×S ∆1 with nondegenerate image in ∆1 and x ∈ X ×S {0}, then y ∈ X ×S {1}. We can identify f
with a map F : S′ ×S ∆1 → X ′. To prove that y ∈ X ×S {1}, we must show that for every morphism
α : t → t′ in S′ ×S {1} whose image in S′ belongs to MS′ , we have F (α) ∈ M ′. Form a commutative
diagram
s
β //
α′

γ
?
??
??
??
? t
α

s′
β′ // t′
in S′ ×S ∆1, where s, s′ ∈ S′ ×S {0} and the horizontal maps are π∆1-Cartesian. Condition (v)
guarantees that the images of β and β′ in S′ belong to MS′ . Invoking (iv), we deduce that the image
of γ in S′ belongs to MS′ . Invoking (v) again, the image of α
′ in S belongs to MS′ . Since the image
of f in Y belongs to MW , and x ∈ X ×S {0}, we conclude that F carries α′, β, and β′ into M ′.
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Let σ : ∆2 → X ′ be the 2-simplex
F (t)
F (α)
##F
FF
FF
FF
F
F (s)
F (β)
<<yyyyyyyy F (γ) // F (t′).
Note that since (X ′,M ′) is P′-fibered and F (α′), F (β′) ∈M ′, we have F (γ) ∈M ′. Since the image of
this 2-simplex in S is degenerate, condition (vi) guarantees that its image in S′ belongs to T ′. Because
(X ′,M ′) is P′-fibered, we conclude that the induced map p′ : X ′ ×S′ ∆2 → ∆2 is a coCartesian
fibration. To prove that F (α) ∈ M ′, it suffices to show that F (α) is locally p-coCartesian, which is
equivalent to the requirement that it is p′-coCartesian when regarded as a morphism of X ′ ×S′ ∆2.
This follows from Proposition T.2.4.1.7, since F (β), F (γ) ∈M ′ implies that F (β) and F (γ) determine
p′-coCartesian morphisms in X ′ ×S′ ∆2.
(3) A morphism f of X belongs toM if and only if q(f) belongs toMS and f is locally q-coCartesian. This
follows from the proof of (2), since both conditions are equivalent to the requirement that f ∈MW .
(4) Given a commutative diagram
∆{0,1}

f // X
q

∆2
σ // S,
if f ∈M and σ ∈ T , then f determines an q∆2-coCartesian edge of X ×S ∆
2, where q∆2 : X ×S ∆
2 →
∆2 denotes the projection map. In fact, f determines a q′∆2-coCartesian edge of W ×S ∆
2, where
q′∆2 :W ×S ∆
2 → ∆2 denotes the projection: this follows from Corollary 3.4.15.
(6) For every index α ∈ A and every coCartesian section s of the map qα : X ×S K
⊳
α → K
⊳
α, the map s is
a q-limit diagram in X . To prove this, it will suffice to show that s is a q′-limit diagram in W . We
will prove this by applying Proposition 3.4.16. Let s classify a map F : K⊳α×S S
′ → X ′, and note that
the map F carries the inverse image of MS′ into M
′. Let C denote the fiber of the map π : S′ → S
over the image of the cone point of K⊳α. Choose a map C×K
⊳
α → K
⊳
α ×S S
′ → X ′ as in the statement
of Proposition 3.4.16. We wish to show that, for each C ∈ C, the induced map
θ : K⊳α × {C}
θ0
→֒ K⊳α × C
θ1→ K⊳α ×S S
′ F→ X ′
is a p-limit diagram in X ′. Let πα : K
⊳
α ×S S
′ → S′ denote the restriction of π. Since θ1 ◦ θ0 can be
identified with a πα-coCartesian section of πα, condition (viii) and the fact that F carries the inverse
image of MS′ into M
′ guarantee that θ carries every edge of K⊳α into M
′. Using the assumption that
(X ′,M ′) is P-fibered and condition (ix), we conclude that θ is a p-limit diagram as desired.
(5′) For each α ∈ A and every coCartesian section s0 of the projection X ×S Kα → Kα, there exists a
coCartesian section s of X ×S K⊳α → K
⊳
α extending s0. The construction of s amounts to solving a
lifting problem
S′ ×S Kα
F //

X ′
p

S′ ×S K⊳α //
F
::u
u
u
u
u
S′.
Since s0 is a coCartesian section, we have F (e) ∈M
′ for every edge e of S′ ×S Kα whose image in S
′
belongs to MS′ . As in the proof of (6), we let C denote the fiber of the map π over the image of the
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cone point of K⊳α, and choose a map C×K
⊳
α → S
′ ×S K⊳ as in the statement of Proposition 3.4.16.
Using condition (ix), the assumption that (X ′,M ′) is P′-fibered, and Proposition 3.4.16, we conclude
that there exists an extension F of F such that for each C ∈ C, the composite map
FC : {C} ×K
⊳
α →֒ C×K
⊳ → S′ ×S K
⊳
α
F
→ X ′
is a p-limit diagram. Invoking again our assumption that (X ′,M ′) is P-fibered (and that FC carries
each edge of {C} ×Kα into M ′, by virtue of (viii)), we deduce that FC carries each edge of K⊳α into
M ′. The map F corresponds to a section s of the projection X×SK⊳α → K
⊳
α extending s0. To complete
the verification of (6′), it will suffice to show that s is a coCartesian: in other words, we must show
that F (e) ∈M ′ whenever e : x→ y is an morphism of S′ ×S K⊳α whose image in S
′ belongs to MS′ .
If x /∈ C, then e is a morphism of S′ ×S Kα so that F (e) = F (e) ∈ M ′ as desired. We may therefore
assume that x ∈ C. Suppose for the moment that y /∈ C, so that the image of y in K⊳α is a vertex
y0 ∈ Kα. We can factor e as a composition e′ ◦ e′′, where e′′ is a πα-coCartesian morphism lying in
the image of the map {x} ×K⊳α → S
′ ×S K
⊳
α and e
′ is a morphism in the fiber {y0} ×S S
′. Invoking
assumption (viii), we deduce that e′ ∈MS′ , so that F (e′) = F (e′) ∈M ′. Since F (e′′) lies in the image
of F x, we conclude that F (e
′′) ∈ M ′. Using the fact that (X ′,M ′) is P-fibered, we conclude that
F (e) ∈M ′, as desired.
We now treat the case where x, y ∈ C. Let ψ denote the projection map X ′ ×S K⊳α → S
′ ×S K⊳α.
Applying F to e yields a morphism e : x → y of X ′ ×S K⊳α with ψ(e) = e. Since the image in S
′ of
e belongs to MS′ , we can factor e as a composition e
′ ◦ e′′, where e′′ is locally ψ-coCartesian and e′
is a morphism belonging to ψ−1{x}. Using assumption (vi) and Lemma 3.2.28, we deduce that every
locally ψ-coCartesian morphism is ψ-coCartesian provided that its image in S′ belongs to MS′ ; in
particular, e′′ is ψ-coCartesian. We wish to prove that e is locally ψ-coCartesian, which is equivalent
to the assertion that e′ is an equivalence. Choose a πα-coCartesian section θ of the projection πα which
carries the cone point of K⊳α to y. Since (X
′,M ′) is P-fibered, the coCartesian fibration
X ′ ×S′ K
⊳
α → K
⊳
α
is classified by a limit diagram χ : K⊳α → Cat∞, so that e
′ is an equivalence if and only if γ!e
′ is an
equivalence in ψ−1{y′} for every morphism γ : y → y′ lying in the image of θ. We have a commutative
diagram in X ′ ×S K⊳α
x
e′ //
e
<
<<
<<
<<
< z
//
e

z′
γ!e
′

y // y′
where the horizontal maps are ψ-coCartesian. Moreover, the argument of the preceding paragraph
shows that the map x → y′ is ψ-coCartesian. Applying Proposition T.2.4.1.7, we deduce that γ!e
′ is
ψ-coCartesian, and therefore an equivalence because it belongs to a fiber of ψ.
3.5 Scaled Straightening and Unstraightening
Our goal in this section is to introduce the scaled version of the straightening and unstraightening functors
of §T.3.2. We begin by introducing a bit of notation.
Definition 3.5.1. Let X = (X,M) be a marked simplicial set. Let T denote the collection of all 2-simplices
σ of X ×∆1 with the following properties:
(a) The image of σ in X is degenerate.
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(b) Suppose that the projection π : ∆2
σ
→ X × ∆1 → ∆1 satisfies π−1{0} = {0, 1}. Then the image of
σ|∆{0,1} in X belongs to M .
We define a scaled simplicial set C(X), the scaled cone of X , by the following formula:
C(X) = (X ×∆1, T )
∐
(X×{0})♭
{v}♭.
More generally, given a marked simplicial set S and an object X ∈ (Set+∆)/S . We let CS(X) denote the
coproduct
C(X)
∐
(X×{1})♭
S.
Remark 3.5.2. The construction X 7→ C(X) determines a functor from Set+∆ to (Set
sc
∆){v}♭/. This functor
preserves monomorphisms and commutes with all colimits. Similarly, if we fix a scaled simplicial set S, then
the construction X 7→ CS(X) determined a functor from (Set
+
∆)/S to (Set
sc
∆)({v}♭
‘
S)/, which again preserves
monomorphisms and commutes with all colimits.
Remark 3.5.3. Let f : S → S
′
be a map of scaled simplicial sets. Composition with f induces a functor
f! : (Set
+
∆)/S → (Set
+
∆)/S′ . For every object X ∈ (Set
+
∆)/S , there is a canonical isomorphism
CS(X)
∐
S
S
′
≃ CS′(f!X).
Definition 3.5.4. Let S = (S, T ) be a scaled simplicial set and let φ : Csc[S] → C be a functor between
Set+∆-enriched categories. We define a functor St
sc
φ : (Set
+
∆)/S → (Set
+
∆)
C by the formula
(StscφX)(C) = MapCsc[CS(X)]
‘
Csc[S] C
(v, C).
If φ is an isomorphism, we will denote the straightening functor Stscφ instead by St
sc
S .
The basic formal properties of the scaled straightening functor may be summarized as follows:
Proposition 3.5.5. Let S be a scaled simplicial set, and let φ : Csc[S] → C be a functor between Set+∆-
enriched categories. Then the straightening functor Stscφ : (Set
+
∆)/S → (Set
+
∆)
C is a left Quillen functor.
Here we regard (Set+∆)/S as endowed with the S-marked model structure, and (Set
+
∆)
C as endowed with the
projective model structure.
In particular, the functor Stscφ admits a right adjoint, which we will denote by Un
sc
φ.
The proof of Proposition 3.5.5 will be given at the end of this section. First, we need to introduce a bit
of additional terminology.
Definition 3.5.6. Let f : X → Y be a map of scaled simplicial sets. We will say that f is a bicategorical
equivalence if the induced map Csc[X ]→ Csc[Y ] is a weak equivalence of Set+∆-enriched categories.
Remark 3.5.7. Suppose given a pushout diagram
X
f //
g

Y
f ′

X ′ // Y ′
of scaled simplicial sets. Assume that f is a bicategorical equivalence and that either f or g is a cofibration.
Then f ′ is a bicategorical equivalence. This follows immediately from Proposition 3.1.13, since the category
Cat
Set+∆
is left-proper.
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Remark 3.5.8. Every scaled anodyne map between scaled simplicial sets is a bicategorical equivalence.
Example 3.5.9. The composite map
∆
{0,2}
♯ ⊆ ∆
2
♯ → ∆
2
♯
∐
∆
{0,1}
♯
∆0♯
is a bicategorical equivalence.
For later use, we record the following reformulation of Proposition 3.1.14:
Proposition 3.5.10. Let f : S → S′ be a map of simplicial sets. Then f is a categorical equivalence if and
only if the induced map f♯ : S♯ → S′♯ is a bicategorical equivalence.
Our next goal is to prove the following basic result about scaled cone construction:
Proposition 3.5.11. Let S = (S, T ) be a scaled simplicial set, let X = (X,M) and Y = (Y,M ′) be objects
of (Set+∆)/S, and let f : X → Y be a PS-anodyne morphism (here PS denotes the categorical pattern of
Example 3.2.9). Then the induced map F : CS(X)→ CS(Y ) is a bicategorical equivalence.
Lemma 3.5.12. Let A ⊆ B be an inclusion of simplicial sets, and let v be a vertex of A with the following
property: for every simplex σ of B which does not belong to A, v is the final vertex of σ. Then the inclusion
of marked simplicial sets
((A ×∆1)
∐
A×{1}
(B × {1}),M0) ⊆ (B ×∆
1,M)
is marked anodyne. Here M denotes the collection of all degenerate edges of B ×∆1 together with the edge
{v} ×∆1, and M0 is defined similarly.
Proof. Working simplex-by-simplex, we can reduce to the case where B = ∆n, A = ∂∆n, and v is the final
vertex of B. For 0 ≤ i ≤ n, let σi : ∆n+1 → ∆n ×∆1 be the simplex given by the map of partially ordered
sets r : [n+ 1]→ [n]× [1] given by the formula
r(j) =
{
(j, 0) if j ≤ i
(j − 1, 1) if j > i.
Let X0 = (A ×∆1)
∐
A×{1}(B × {1}), and for 0 < i ≤ n+ 1, let Xi = X0 ∪ σ0 ∪ . . . ∪ σi−1. Finally, let Mi
denote the collection of all degenerate edges of Xi together with {v} ×∆1. We have inclusions
(X0,M0) ⊆ (X1,M1) ⊆ . . . ⊆ (Xn+1,Mn+1) = (B ×∆
1,M).
It will therefore suffice to show that each of the inclusions (Xi,Mi) ⊆ (Xi+1,Mi+1) is marked anodyne. This
follows from the existence of a pushout diagram
Λn+1i+1
  //

∆n+1
g

Xi
  // Xi+1,
together with the observation that g carries ∆{n,n+1} to the marked edge {v} ×∆1 when i = n.
Lemma 3.5.13. Let n ≥ 2. Let T denote the collection of all degenerate simplices of ∆n, together with
∆{0,1,n}, and let T0 be the collection of all elements of T which belong to Λ
n
0 ⊆ ∆
n. Then the inclusion
f : (Λn0 , T0)
∐
∆
{0,1}
♭
∆0♭ (∆
n, T )
∐
∆
{0,1}
♭
∆0♭
is a bicategorical equivalence.
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Proof. Let C = Csc[Λn0 , T0], let D = C
sc[∆n, T ], and let F : C → D be the Set+∆-enriched functor induced
by the inclusion. We can identify the objects of C and D with elements of the set {0, . . . , n}. The functor
Csc[f ] is bijective on objects, and can be identified with the restriction of F to the full subcategory of C
spanned by the objects {0, 2, 3, . . . , n}. It therefore suffices to show that for i, j ∈ {0, 2, 3, . . . , n}, the map
φ : MapC(i, j) → MapD(i, j) is an equivalence of marked simplicial sets. If i 6= 0 or j 6= n, then the map φ
is an isomorphism.
We may therefore assume without loss of generality that i = 0 and j = n. Let C denote the cube
(∆1)n−2, let ∂ C denote the boundary of C, and let v = (0, 0, . . . , 0) denote the initial vertex of C. Then we
can identify φ with the inclusion
((C × {0})
∐
∂ C×{0}
(∂ C ×∆1),M0) ⊆ (C ×∆
1,M),
where M is the collection of all degenerate edges of C × ∆1 together with the edge {v} × ∆1, and M0 is
defined similarly. The desired conclusion now follows by applying Lemma 3.5.12 to the morphism φop.
Lemma 3.5.14. Let S be a scaled simplicial set, and let f : (Λni )
♭ ⊆ (∆n)♭ be an inner horn inclusion in
(Set+∆)/S (so that 0 < i < n). Then the induced map CS(f) is scaled anodyne.
Proof. Set
Z0 = (Λ
n
i ×∆
1)
∐
Λni ×∂∆
1
(∆n × ∂∆1).
Then F is a pushout of a morphism F ′ : (Z0, T0) → (∆n ×∆1, T ), where T is the collection of 2-simplices
of Definition 3.5.1 together with all 2-simplices of ∆n × {0}, and T0 is the collection of all 2-simplices of Z0
which belong to T . It will therefore suffice to show that F ′ is scaled anodyne.
We first define a sequence of τ1, . . . , τn−1 of n-simplices
∆n →֒ ∆{0,...,i−1,i+1,...,n} ×∆1 ⊆ ∆n ×∆1.
These simplices can be described by maps of partially ordered sets τk : [n] → [n − 1] × [1] given by the
formula
τk(j) =
{
(j, 0) if j < k
(j − 1, 1) if j ≥ k.
For 1 ≤ k ≤ n− 1, let Zk = Z0 ∪ τ1 ∪ . . . ∪ τk ⊆ ∆n ×∆1, and let Tk be the collection of all 2-simplices of
Zk which belong to T . We claim that each inclusion (Zk, Tk) ⊆ (Zk+1, Tk+1) is scaled anodyne. To see this,
we observe that there is a pushout diagram
Λnk+1 //

∆n
g

Zk // Zk+1,
and that g carries ∆{k,k+1,k+2} to an element of T .
The above argument shows that the inclusion (Z0, T0) ⊆ (Zn−1, Tn−1) is scaled anodyne. To complete
the proof, it will suffice to show that the inclusion (Zn−1, Tn−1) ⊆ (∆n ×∆1, T ) is scaled anodyne. To this
end, we introduce a sequence σ0, . . . , σn of (n + 1)-simplices of ∆
n × ∆1, defined by the maps of partially
ordered sets [n+ 1]→ [n]× [1] described by the formula
σk(j) =
{
(j, 0) if j ≤ k
(j − 1, 1) if j > k.
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For n ≤ m ≤ 2n, set
Zm = Zn−1 ∪ σ0 ∪ . . . ∪ σm−n,
and let Tm be the collection of all 2-simplices of Zm which belong to T . Then (Z2n, T2n) = (∆
n ×∆1, T ).
It will therefore suffice to show that each inclusion (Zn−1+k, Tn−1+k) ⊆ (Zn+k, Tn+k) is a bicategorical
equivalence for 0 ≤ k ≤ n.
For k < n we have a pushout diagram
Λn+1k+1
//

∆n+1
g

Zn−1+k // Zn+k.
The desired result then follows from the observation that g carries ∆{k,k+1,k+2} to an element of T . If k = n,
we have instead a pushout diagram
Λn+1i
//

∆n+1

Z2n−1 // Z2n,
where g again carries ∆{i−1,i,i+1} to an element of T .
Proof of Proposition 3.5.11. Since the collection of all morphisms F in Setsc∆ which are both monomorphisms
and bicategorical equivalences is weakly saturated, Remark 3.5.2 implies that the collection of all morphisms
f satisfying the conclusion of the Proposition is weakly saturated as well. It will therefore suffice to show
that the desired result holds when f is one of the generating PS-anodyne morphisms appearing in Definition
3.2.10. There are five cases to consider:
(A0) The morphism f is an inclusion
(Λ21)
♯
∐
(Λ21)
♭
(∆2)♭ ⊆ (∆2)♯.
such that the image of ∆2 is a thin 2-simplex of S. Let us identify ∆2 × ∆1 with the nerve of the
partially ordered set depicted below:
c // c′
b //
OO
b′
OO
a //
OO
a′,
OO
and let us identify 2-simplices of ∆2 × ∆1 with chains of length three in this partially ordered set.
Let T denote the collection of all 2-simplices of ∆2 × ∆1 except for (a < c < c′), (a < b < c′), and
(a < b′ < c′). Let T ′ denote the collection of all 2-simplices of ∆2 × ∆1 except for (a < b < c′) and
(a < b′ < c′). The map F is a pushout of the inclusion
(∆2 ×∆1, T ) ⊆ (∆2 ×∆1, T ′).
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In view of Remark 3.5.7, it will suffice to show that this inclusion is a bicategorical equivalence. We
have a commutative diagram
(∆2 ×∆1, T )
i
''PP
PP
PP
PP
PP
PP
// (∆2 ×∆1, T ′)
i′wwnnn
nn
nn
nn
nn
n
(∆2 ×∆1)♯.
By the two-out-of-three property, it will suffice to show that i and i′ are bicategorical equivalences.
Since i′ is a pushout of i, it will suffice to show that i is a bicategorical equivalence (Remark 3.5.7
again). We now observe that i is scaled anodyne: can be obtained as an iterated pushout of three of
the morphisms appearing in Remark 3.1.4.
(A1) The inclusion Q
♭ ⊆ Q♯, where Q = ∆0
∐
∆{0,2} ∆
3
∐
∆{1,3} ∆
0 and the map Q→ S every 2-simplex of
Q into T . In view of Remarks 3.5.7 and 3.5.3, we can replace S by the scaled simplicial set Q♯. The
desired result now follows from a simple explicit computation.
(B0) The morphism f is an inclusion {0}♯ ⊆ (∆1)♯. In this case, F factors as a composition F ′ ◦ F ′′, where
F ′′ is a pushout of a scaled anodyne morphism of type (A) appearing in Definition 3.1.3 (with n = 2)
and F ′ is a pushout of the bicategorical equivalence of Lemma 3.5.13 (for n = 2).
(C0) The morphism f is an inclusion
(Λn0 )
♭
∐
(∆{0,1})♭
(∆{0,1})♯ ⊆ (∆n)♭
∐
(∆{0,1})♭
(∆{0,1})♯,
where n > 1 and ∆{0,1,n} maps to a thin simplex of S. In view of Remarks 3.5.3 and 3.5.7, we
may assume that S = ∆n. Let T denote the collection of all 2-simplices in ∆n × ∆1 appearing in
Definition 3.5.1, together with all 2-simplices of ∆n × {0} and the 2-simplex ∆{0,1,n} × {1}. Let
Z0 = (Λ
n
0 ×∆
1)
∐
Λn0×∂∆
1(∆n × ∂∆1), and let T0 denote the collection of all 2-simplices of Z0 which
belong to T . We wish to show that the map
(Z0, T0)
∐
(∆n×{0})♭
{v}♭ ⊆ (∆
n ×∆1, T )
∐
(∆n×{0})♭
{v}♭
is a bicategorical equivalence.
We will define a filtration
(Z0, T0) ⊆ (Z1, T1) ⊆ . . . ⊆ (Z2n, T2n) = (∆
n ×∆1, T )
and show that the inclusion
ik : (Zk−1, Tk−1)
∐
(∆n×{0})♭
{v}♭ ⊆ (Zk, Tk)
∐
(∆n×{0})♭
{v}♭
is a bicategorical equivalence for 1 ≤ k ≤ 2n. We first define a sequence τ1, . . . , τn−1 of n-simplices
∆n →֒ ∆n ×∆1 using the maps of partially ordered sets τk : [n]→ [n]× [1] described by the formula
τk(j) =
{
(j + 1, 0) if j < k
(j, 1) if j ≥ k.
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For 0 ≤ k ≤ n− 1, let Zk = Z0 ∪ τ1 ∪ . . .∪ τk ⊆ ∆n×∆1, and let Tk be the collection of all 2-simplices
of Zk which belong to T . The maps ik are scaled anodyne for 1 ≤ k ≤ n − 1: this follows from the
existence of the pushout diagram
Λnk+1 //

∆n
g

Zk // Zk+1,
where g carries ∆{k,k+1,k+2} to an element of T .
We now introduce a sequence σ0, . . . , σn of (n+1)-simplices of ∆
n×∆1, defined by the maps of partially
ordered sets [n+ 1]→ [n]× [1] described by the formula
σk(j) =
{
(j, 0) if j ≤ k
(j − 1, 1) if j > k.
For n ≤ m ≤ 2n, set
Zm = Zn−1 ∪ σ0 ∪ . . . ∪ σm−n,
and let Tm be the collection of all 2-simplices of Zm which belong to T . We now deduce that ik is
scaled anodyne for n ≤ k < 2n from the existence of a pushout diagram
Λn+1k+1
//

∆n+1
g

Zn−1+k
ik // Zn+k.
(since g carries ∆{k,k+1,k+2} to an element of T ).
For the map i2n, we need to work a bit harder. Let γ denote the 2-simplex of ∆
n × ∆1 spanned by
the chain of vertices (0, 0) < (1, 1) < (n, 1), and let γ′ denote the 2-simplex spanned by the chain of
vertices (0, 0) < (1, 0) < (n, 1). We have a commutative diagram
(Z2n−1, T2n−1)
∐
(∆n×{0})♭
{v}♭
i2n //

(∆n ×∆1, T )
∐
(∆n×{0})♭
{v}♭

(Z2n−1, T ∪ {γ, γ′})
∐
(∆n×{0})♭
{v}♭
i′ // (∆n ×∆1, T ∪ {γ, γ′})
∐
(∆n×{0})♭
{v}♭.
The vertical maps are scaled anodyne (each can be obtained as a pushout of two of the morphisms
appearing in Remark 3.1.4), and therefore bicategorical equivalences. It follows that in is a bicategorical
equivalence if and only if i′ is a bicategorical equivalence. We now complete the proof by observing
that i′ is a pushout of the bicategorical equivalence appearing in Lemma 3.5.13.
(C1) The morphism f is an inclusion (Λ
n
i )
♭ ⊆ (∆n)♭, for some 0 < i < n. In this case, the desired result
follows from Lemma 3.5.14.
We now return to the proof of Proposition 3.5.5.
Lemma 3.5.15. Let S be a scaled simplicial set and φ : Csc[S] → C be a functor between Set+∆-enriched
categories. Let f, g : X → Y be morphisms in (Set+∆)/S which are homotopic in the sense that there exists
a map h : X × (∆1)♯ → Y such that h|(X × {0}♯) = f and h|(X × {1}♯) = g. Then Stscφ(f) and St
sc
φ(g)
induce the same map in the homotopy category h(Set+∆)
C.
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Proof. We claim that Stscφ(h) is a homotopy from St
sc
φ(f) to St
sc
φ(g). To prove this, it suffices to show that
the projection p : Stscφ(X × (∆1)♯)→ Stscφ(X) is a weak equivalence in (Set
+
∆)
φ. The map p has a section
s, induced by the inclusion X × {0}♯ ⊆ X × (∆1)♯. Since this inclusion is an PS-anodyne map (Proposition
3.2.17), the map s is a weak equivalence by Proposition 3.5.11. It follows that p is a weak equivalence as
desired.
Proof of Proposition 3.5.5. It is easy to see that Stscφ preserves colimits and cofibrations. The existence
of the right adjoint Stscφ follows from the adjoint functor theorem. To complete the proof, it will suffice
to show that Stscφ preserves weak equivalences. Choose a weak equivalence f : X → Y in (Set
+
∆)/S ; we
wish to show that Stscφ(f) is a weak equivalence. Choose an PS-anodyne map g : Y → Y
′
, where Y
′
is
S-fibered. Proposition 3.5.11 implies that Stscφ(g) is a weak equivalence. By the two-out-of-three property,
it will suffice to show that Stscφ(g ◦ f) is a weak equivalence. Replacing Y by Y
′
, we may suppose that Y is
S-fibered.
The map f admits a factorization
X
f ′
→ X
′ f ′′
→ Y
where f ′ is PS-anodyne, and f
′′ has the right lifting property with respect to all PS-anodyne morphisms.
Proposition 3.5.11 implies that Stscφ(f
′) is a weak equivalence. By the two-out-of-three property, it will
suffice to prove that Stscφ(f
′′) is a weak equivalence. We may therefore replace X by X
′
, and thereby reduce
to the case where X satisfies the hypotheses of Proposition 3.5.11. Invoking Lemma 3.2.25, we deduce that
f admits a simplicial homotopy inverse in (Set+∆)/S . It follows from Lemma 3.5.15 that St
sc
φ(f) is a weak
equivalence as desired.
Remark 3.5.16. Let f : S → S
′
be a map of scaled simplicial sets, and let
(Set+∆)/S
f! //(Set+∆)/S′
f∗
oo
be the Quillen adjunction appearing in Proposition 3.4.3. For any Set+∆-enriched functor φ : C
sc[S
′
]→ C, we
have isomorphisms of functors
Stscφ ◦f! ≃ St
sc
φ◦f
f∗ ◦Unscφ ≃ Un
sc
φ◦f .
Remark 3.5.17. Let S be a scaled simplicial set, and suppose given Set+∆-enriched functors
Csc[S]
φ
→ C
ψ
→ C′ .
Let ψ∗ : (Set+∆)
C
′
→ (Set+∆)
C be given by composition with ψ, and let ψ! be a left adjoint to ψ
∗ (given by
left Kan extension along ψ). Then we have canonical isomorphisms of functors
ψ! ◦ St
sc
φ ≃ St
sc
ψ◦φ
Unscφ ◦ψ
∗ ≃ Unscψ◦φ .
3.6 Straightening over a Point
In this section, we study the straightening functor Stsc∗ associated to the scaled simplicial set ∗ = ∆
0
♯ (and
its right adjoint, which we will denote by Unsc∗). We can identify St
sc
∗ with a functor from the category
Set+∆ of marked simplicial sets to itself. Note that for every marked simplicial set X = (X,M), the collection
of vertices of Setsc∆∗(X) can be identified with the collection of edges of X .
There is a natural transformation of functors α : Stsc∗ → idSet+∆
with the following property: for ev-
ery marked simplicial set X = (X,M), the map α(X) → X induces on vertices the restriction map
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HomSet∆(∆
1, X) → HomSet∆(∆
{0}, X). This property uniquely determines α, since α is determined by
the maps α((∆n)♭) : Stsc∗(∆
n)♭ → (∆n)♭ which are in turn determined by the induced maps on vertices. In
fact, α is the unique natural transformation from Stsc∗ to idSet+∆
: any other possibility induces (and is deter-
mined by) a natural transformation HomSet∆(∆
1, X)→ HomSet∆(∆
0, X) which (by Yoneda’s lemma) arises
from a map of simplicial sets i : ∆0 → ∆1; it therefore suffices to observe that the inclusion ∆0 ≃ ∆{1} ⊆ ∆1
does not induce a natural transformation from Stsc∗ to idSet+∆
.
Proposition 3.6.1. For every marked simplicial set X = (X,M), the natural transformation α induces a
weak equivalence Stsc∗X → X.
Proof. Let us say that a marked simplicial set X is good if the map αX : St
sc
∗X → X is a weak equivalence.
The proof proceeds in several steps:
(a) The functor Stsc∗ preserves filtered colimits, and the collection of weak equivalences in Set
+
∆ is stable
under filtered colimits. Consequently, the collection of good marked simplicial sets is stable under
filtered colimits. It will therefore suffice to show that X = (X,M) is good whenever X is a finite
simplicial set.
(b) Suppose given a pushout diagram
X
f //

X
′

Y // Y
′
.
of marked simplicial sets, where f is a cofibration. If X , X
′
, and Y are good, then Y
′
is good.
This follows from the fact that Stsc∗ preserves pushouts and cofibrations, and the fact that the model
structure on Set+∆ is left proper.
(c) The marked simplicial sets (∆0)♯, (∆1)♭, and (∆1)♯ are good: this is easy to verify by direct calculation.
(d) We now proceed by induction on the number of nondegenerate 1-simplices of X which belong to M .
If this number is not zero, then there is a pushout diagram
(∆1)♭ //

(∆1)♭

X0
// X,
where X0 has fewer nondegenerate marked edges. Using the inductive hypothesis, (c), and (b), we
conclude that X is good. We may therefore reduce to the case where every marked edge of X is
degenerate, so that X = X♭.
(e) We now work by induction on the dimension n of X and the number of nondegenerate simplices of X
of dimension n. If X is empty, then X♭ is good and there is nothing to prove. Otherwise, we have a
pushout diagram
(∂∆n)♭ //

(∆n)♭

X ′♭
// X♭.
The inductive hypothesis implies that (∂∆n)♭ and X ′
♭
are good. According to (b), it will suffice to
show that (∆n)♭ is good. We may therefore assume that X is an n-simplex. If n ≤ 1, the desired result
121
follows from (c). If n ≥ 2, then we can choose an integer i with 0 < i < n. We have a commutative
diagram
Stsc∗(Λ
n
i )
♭ //

Stsc∗(∆
n)♭

(Λni )
♭ // (∆n)♭.
The horizontal arrows are weak equivalences (for the upper horizontal map, this follows from Lemma
3.5.14 and Proposition 3.1.13), and the left vertical map is a weak equivalence by the inductive hy-
pothesis. It follows that the right vertical map is also a weak equivalence, as desired.
Corollary 3.6.2. Let f : X → Y be a weak equivalence of marked simplicial sets, regarded as a morphism
in (Set+∆)/∆0♭ . Then the induced map C∆
0
♭
(f) is a bicategorical equivalence.
Proof. We wish to prove that Csc[C∆0
♭
(f)] is an equivalence of Set+∆-enriched categories. Unwinding the
definitions, it suffices to show that the map Stsc∗(f) is a weak equivalence. In view of the commutative
diagram
Stsc∗X

Stsc∗(f)// Stsc∗ Y

X
f // Y ,
this follows from Proposition 3.6.1.
Corollary 3.6.3. The Quillen adjunction (Stsc∗,Un
sc
∗) is a Quillen equivalence.
Proof. It will suffice to show that StscS = St
sc
∗ induces an equivalence from the homotopy category hSet
+
∆
to itself. Proposition 3.6.1 implies that this functor is isomorphic to the identity.
Corollary 3.6.4. Let S be a scaled simplicial set, and let φ : Csc[S] → C be an Set+∆-enriched functor.
Assume that φ is essentially surjective, and let α : F → F′ be a map between fibrant objects of (Set+∆)
C. The
following conditions are equivalent:
(1) The map α is a weak equivalence in (Set+∆)
C.
(2) For every object C ∈ C, the induced map F(C)→ F′(C) is a weak equivalence.
(3) For every vertex s of S, the map
{s}♯ ×S♯ Un
sc
φ(F){s}
♯ ×S♯ Un
sc
φ(F
′)
is a weak equivalence.
(4) The map Unscφ(α) is a weak equivalence in Set
+
∆ S.
Proof. The equivalence of (1) and (2) is obvious. The equivalence of (3) and (4) follows from Lemma 3.2.25,
since Unscφ(F) and Un
sc
φ(F
′) are fibrant objects of (Set+∆)/S . Since φ is essentially surjective, the equivalence
of (2) and (3) will follow from the following:
(∗) For every vertex s of S, the map F(φ(s)) → F′(φ(s)) is a weak equivalence if and only if the map
{s}♯ ×S♯ Un
sc
φ(F){s}♯ ×S♯ Un
sc
φ(F
′) is a weak equivalence.
To prove (∗), we use Remarks 3.5.16 and 3.5.17 to reduce to the case S = ∆0♯ . The desired result in this
case follows from Corollary 3.6.3.
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3.7 Straightening over a Simplex
Throughout this section, we let C denote the simplicial category C[∆n], C+ the Set+∆-enriched category
Csc[∆n♭ ], and φ : C
sc[∆n♭ ]→ C
+ the identity map. We wish to show that the Quillen adjunction (Stscφ,Un
sc
φ)
is a Quillen equivalence. For this, we need to introduce a bit of notation.
Notation 3.7.1. Let T denote the collection of all 2-simplices of ∆n+1 which are either degenerate or contain
the final vertex of ∆n+1. We let D+ denote the Set+∆-enriched category C
sc[∆n+1, T ], and D = C[∆n+1] its
underlying simplicial category. Let i : C→ D and i+ : C+ → D+ denote the functors induced by the inclusion
∆n ≃ ∆{0,1,...,n} ⊆ ∆n+1. Let D denote the object of D+ corresponding to the final vertex of ∆n+1.
For 0 ≤ i ≤ n, we can identify vertices of MapD(i,D) with subsets S ⊆ {i, i+ 1, . . . , n} which contain i.
The formula which assigns to each subset S its largest elements extends uniquely to a map of simplicial sets
φi : MapD(i,D)→ ∆
n.
Let i! : (Set∆)
C → (Set∆)D denote the functor given by left Kan extension along i, and let M : (Set∆)C →
Set∆ denote the composition of i! with the functor (Set∆)
D → Set∆ given by evaluation at D. Similarly, we
define a functor M+ : (Set∆)
C → Set+∆ as the composition
(Set∆)
C ♭→ (Set+∆)
C
+ i+!→ (Set+∆)
D
+
→ Set+∆,
where the first map carries an object F ∈ (Set∆)C to the functor F
♭ : C+ → Set+∆ given by the formula
F
♭(i) = F(i)♭, and the last map is given by evaluation at D.
For every F ∈ (Set∆)C, we can identify M(F) with the underlying simplicial set of the marked simplicial
set M+(F). We can identify M(F) with a quotient of the disjoint union
∐
0≤i≤n F(i) ×MapD(i,D). The
maps {φi}0≤i≤n determine a map of simplicial sets M(F) → ∆n. This map depends functorially on F; we
may therefore view M as defining a functor from (Set∆)
C to (Set∆)/∆n . We will abuse notation by denoting
this functor also by M. Similarly, we can view M+ also as a functor from (Set∆)
C to (Set+∆)/∆n♭ .
Remark 3.7.2. For every object F ∈ (Set∆)C and every 0 ≤ i ≤ n, there is a canonical isomorphism
M(F) ×∆n {i} ≃ F(i). Moreover, the marking on this simplicial set provided by M(F)+ is trivial: only
degenerate edges of F(i) are marked.
Proposition 3.7.3. Let F ∈ (Set∆)C and let f : M
+(F) → X = (X,M) be a morphism in (Set+∆)/∆n♭ .
Suppose that X is ∆n♭ -fibered, and suppose that for 0 ≤ i ≤ n, the map
F(i) ≃M(F)×∆n {i} → Xi ×∆n {i}
is a categorical equivalence of simplicial sets. Then:
(1) The induced map M(F)→ X is a categorical equivalence of simplicial sets.
(2) The map f is a weak equivalence in (Set+∆)/∆n♭ .
Proof. We first prove (1) using induction on n. If n = 0 the result is obvious, so we may suppose n > 0. Let
C
′ = C[∆n−1], regarded as a full subcategory of C, and let F′ = F |C′. Unwinding the definition, we have a
canonical isomorphism of simplicial sets
α : M(F) ≃ (M(F′)×∆1)
∐
M(F′)×{1}
F(n)
Let q denote the composition X → ∆n
q0
→ ∆1, where q−10 {0} = ∆
n−1 ⊆ ∆n. The map q is a coCartesian
fibration of simplicial sets. Assertion (1) follows from the isomorphism α, the inductive hypothesis, and
Proposition T.3.2.2.10.
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To prove (2), choose an arbitrary ∆n♭ -fibered object Y = (Y,M
′) ∈ (Set+∆)/∆n♭ . We observe that there is
a commutative diagram
Map♭∆n
♭
(X,Y ) //

Map♭∆n
♭
(M+(F), Y )

Fun(X,Y ) // Fun(M(F), Y ).
Since Y is an ∞-category, assertion (1) guarantees that the lower horizontal map is an equivalence. We now
complete the proof by observing that the vertical maps are the inclusions of full subcategories which are
stable under equivalence, and that the diagram is a pullback square.
Proposition 3.7.4. Let X = (X,M) be a ∆n♭ -fibered object in (Set
+
∆)/∆n♭ . Then there exists a strongly
cofibrant diagram F ∈ (Set∆)
C and a map f : M(F)→ X which satisfies the hypotheses of Proposition 3.7.3.
Proof. The proof goes by induction on n. The result is obvious if n = 0, so assume n > 0. Let X
′
=
X ×(∆n)♯ (∆
n−1)♯, and let C′ = C[∆n−1]. The inductive hypothesis guarantees the existence of a strongly
cofibrant diagram F′ ∈ (Set∆)
C
′
and a map f ′ : M+(F′) → X
′
satisfying the hypotheses of Proposition
3.7.3. Let q : X → ∆1 be defined as in the proof of Proposition 3.7.3. Then q is a coCartesian fibration,
and f ′ determines a map of simplicial sets h0 : M(F
′) × {0} → X ×∆1 {0}. We can therefore choose a
q-coCartesian extension of h0 to a map h : M(F
′) × ∆1 → X , where h|M(F′) × {1} determines a map
h1 : M(F
′)→ X ×∆n {n}. Choose a factorization of h1 as a composition
M(F′)
g′
→ Y
g′′
→ X ×∆n {n},
where g′ is a cofibration of simplicial sets and g′′ is a categorical equivalence. The map g′ determines an
extension of F′ to a functor F ∈ (Set∆)C with F(n) = Y , and the maps h and g′′ can be amalgamated to a
map of marked simplicial sets M+(F)→ X with the desired properties.
Remark 3.7.5. Let P be a partially ordered set. The simplicial category E = C[N(P )] can be described as
follows:
(a) The objects of E are the elements of P .
(b) Given elements i, j ∈ P , the simplicial set MapE(i, j) can be identified with the nerve NCi,j . Here Ci,j
denotes the collection of all linearly ordered subsets S ⊆ P with least element i and largest element j,
regarded as a partially ordered set with respect to inclusions.
(c) The composition MapE(i, j)×MapE(j, k)→ MapE(i, k) is induced by the union map
Ci,j × Cj,k → Ci,k
(S, S′) 7→ S ∪ S′.
Lemma 3.7.6. Let S = (S, T ) be a scaled simplicial set, and let A ⊆ B be an inclusion of simplicial sets.
Let f : ∆1 ×B → S be a map with the following properties:
• For every simplex σ : ∆n → B which does not belong to A and let τ be the 2-simplex of ∆1 × ∆n
spanned by (0, 0), (1, 0) and (1, n). Then the induced map
∆2
τ
→ ∆1 ×∆n
σ
→ ∆1 ×B
f
→ S
is a thin 2-simplex of S.
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Then the inclusion
((∆1)♯ ×A♭)
∐
{0}♯×A♭
({0}♯ ×B♭) ⊆ (∆1)♯ ×B♭
is PS anodyne (where PS is the categorical pattern of Example 3.2.9).
Proof. Working simplex-by-simplex, we can reduce to the case where B = ∆n and A = ∂∆n. The simplicial
set ∆1 ×∆n admits a filtration
({0} ×∆n)
∐
{0}×∂∆n
(∆1 × ∂∆n) = Z0 ⊂ Z1 ⊂ . . . ⊂ Zn ⊆ Zn+1 = ∆
1 ×∆n,
where each Zi+1 is obtained from Zi by adjoining the (n+1)-simplex of ∆
1×∆n corresponding to the map
σi : [n+ 1]→ [1]× [n]
σi(j) =
{
(0, j) if j ≤ n− i
(1, j − 1) if j > n− i.
Let Zi = (Zi,Mi) denote the marked simplicial set whose marked edges are precisely those edges which are
marked in (∆1)♯× (∆1)♭. We wish to show that the inclusion Z0 ⊆ Zn+1 is PS×S′ anodyne. For this, it will
suffice to show that each of the inclusions hi : Zi ⊆ Zi+1 is PS-anodyne. If 0 ≤ i < n, then hi is a pushout
of a morphism of type (C1) appearing in Definition 3.2.10. If i = n = 0, then hi is a pushout of a morphism
of the type (B0). If i = n > 0, then hi is a pushout of a morphism of the type (C0).
Lemma 3.7.7. Let K be a simplicial set, and define FK ∈ (Set∆)C by the formula FK(i) = MapF(0, i)×K,
and let f denote the inclusion
K ≃ M(F)×∆n {0} → M(F).
Then f induces a P∆n
♭
-anodyne morphism K♭ → M+(F).
Proof. The proof uses induction on n, the case n = 0 being trivial. Assume that n > 0, and let F′ =
F |C[∆n−1]. Using the inductive hypothesis, we deduce that the inclusion K♭ ⊆M+(F′) is P∆n−1
♭
-anodyne,
and therefore also P∆n
♭
-anodyne. It will therefore suffice to show that the map g : M+(F′) → M+(F) is
P∆n
♭
-anodyne. We observe that g is a pushout of the inclusion M(F′)♭ × {0}♯ ⊆ M(F′)♭ × (∆1)♯, which is
P∆n
♭
-anodyne by Lemma 3.7.6.
Lemma 3.7.8. Let K be a simplicial set, and define FK ∈ (Set∆)
C by the formula
FK(i) = MapC(0, i)×K.
Let X = M(FK)×∆n {n} ⊆ M(FK). Then the canonical map
αK : (St
sc
φX
♭)(n)→ (StscφM
+(FK))(n)
is an equivalence of marked simplicial sets.
Proof. For 0 ≤ i ≤ j ≤ n, let Pi,j denote the partially ordered set of all subsets of {i, i + 1, . . . , j} which
contain i and j, so that MapC(i, j) = NPi,j . Let P denote the collection of all subsets of [n] which contain
0. We let χ : P → [n] denote the map which carries a subset S ⊆ [n] to its largest element. The simplicial
set M(FK) can be identified with the product K × N(P ), and the projection M(FK)→ ∆n is given by the
composition
M(FK) ≃ K ×N(P )→ N(P )
N(χ)
→ N([n]) ≃ ∆n.
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Let F : Set∆ → Set
+
∆ denote the functor K 7→ (St
sc
φM
+(FK))(n). We will define a natural transforma-
tion of functors
βK : F (K)→ F(n)
♭ = (K ×NP0,n)
♭.
Since the functor F commutes with colimits, it will suffice to define βK in the case where K is a simplex;
more generally, we will describe βK in the case where K is the nerve of a partially ordered set Q. We can
then identify M(F) with the nerve N(Q× P ).
Let E = C[Nerve(Q × P × [1])], and set
E = C[{v}
∐
N(Q×P×{0})
N(Q× P × [1])
∐
N(Q×P×{1}
[n]].
The underlying simplicial set of F (K) can be identified with MapE(v, n), which is a quotient of the disjoint
union ∐
q,q′∈Q,S∈P,S′∈P0,n
Map
E
((q, S, 0), (q′, S′, 1)).
According to Remark 3.7.5, we can identify Map
E
((q, S, 0), (q′, S′, 1)) with the nerve of the partially ordered
set of chains
(q, S, 0) = (q0, S0, 0) < (q1, S1, 0) < . . . < (qi, Si, 0) < (qi+1, Si+1, 1) < . . . < (qm, Sm, 1) = (q
′, S′, 1)
in the partially ordered set Q×P × [1]. We define the map βK so that the image of such a chain is the pair
(qi, Si ∪ {χ(Sj)}i<j≤n) ∈ Q × P0,n. It is not difficult to check that βK is well-defined, functorial in Q, and
determines a natural transformation as indicated.
For every simplicial set K, we have a diagram
K ≃ M(FK)×∆n {0} → M(FK)← M(FK)×∆n {n} ≃ K ×NP0,n,
This diagram determines subfunctors F0, F1 ⊆ F , given by the formulae
F0(K) = (St
sc
φK
♭)(n)
F1(K) = (St
sc
φ(K ×NP0,n)
♭)(n).
We have a commutative diagram of marked simplicial sets
F0(K)
γ0 //
γ1

F (K)
βK

F1(K)
γ2xxppp
pp
pp
pp
pp
αK
oo
Stsc∗(K
♭)× (NP0,n)♭
γ3 // (K ×NP0,n)♭,
where:
(0) The map γ0 is induced by the inclusion iK : K
♭ ⊆ M+(FK). It therefore suffices to show that iK is a
P∆n
♭
-anodyne morphism of (Set+∆)/∆n♭ ., which follows from Lemma 3.7.7.
(1) The map γ1 is the isomorphism F0(K) ≃ Stsc∗(K♭) ×MapC+(0, n) supplied by Remarks 3.5.16 and
3.5.17.
(2) The map γ2 is the composition of the isomorphism F1(K) ≃ Stsc∗X♭ (see Remarks 3.5.16 and 3.5.17)
with the weak equivalence Stsc∗X
♭ → X♭ of Proposition 3.6.1.
(3) The map γ3 is the product of the identity map from N(P0,n)
♭ to itself with the weak equivalence
Stsc∗K
♭ → K♭ of Proposition 3.6.1.
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In particular, the maps γ0, γ1, γ2, and γ3 are weak equivalences in Set
+
∆. It follows from a diagram chase
that αK is also a weak equivalence, as desired.
Proposition 3.7.9. The Quillen adjunction (Stsc∆n
♭
,Unsc∆n
♭
) is a Quillen equivalence.
Proof. Corollary 3.6.4 implies that the right derived functor RUnsc∆n
♭
is conservative. It will therefore
suffice to show that the unit transformation id→ RUnsc∆n
♭
◦L Stsc∆n
♭
is an isomorphism of functors from the
homotopy category h(Set+∆)/∆n♭ to itself. In other words, we must show that for every object X ∈ (Set
+
∆)/∆n♭
and every weak equivalence Stsc∆n
♭
X → F in (Set+∆)
C
+
, where F is fibrant, the adjoint map X → Unsc∆n
♭
F
is also a weak equivalence. Without loss of generality, we may assume that X is fibrant, so that X is ∆n♭ -
fibered. Choose a strongly cofibrant object G ∈ (Set∆)
C and a map M+(G) → X satisfying the hypotheses
of Proposition 3.7.3 (this is possible, in view of Proposition 3.7.4). Then the map Stsc∆n
♭
M+(G) → F
is a weak equivalence. It will therefore suffice to show that the adjoint map α : M+(G) → Unsc∆n
♭
(F)
is a weak equivalence. In view of Proposition 3.7.3, it will suffice to show that the map α : G(i)♭ →
Unsc∆n
♭
(F)×(∆n)♯ {i}
♯ is an equivalence of marked simplicial sets for each 0 ≤ i ≤ n. Using Remarks 3.5.16
and 3.5.17, we can replace ∆n by ∆{0,...,i} and thereby reduce to the case i = n.
In view of Remark 3.5.16 and Corollary 3.6.3, it will suffice to show that the map Stsc∆n
♭
G(n)♭ → F
induces an equivalence (Stsc∆n
♭
G(n)♭)(n) → F(n). By the two-out-of-three property, we are reduced to
proving the following:
(∗) Let G be a strongly cofibrant object of (Set∆)
C. Then the inclusion G(n)♭ → M+(G) induces a weak
equivalence
(Stsc∆n
♭
G(n)♭)(n)→ (Stsc∆n
♭
M+(G))(n).
Let us say that an object G ∈ (Set∆)C is good if the conclusion of (∗) holds for G. The functors G 7→
(Stsc∆n
♭
G(n)♭)(n) and G 7→ (Stsc∆n
♭
M+(G))(n) both preserve cofibrations and pushout squares. Since the
model category Set+∆ is left-proper, we deduce the following:
(a) Suppose given a pushout diagram
G0
p //

G

G
′
0
// G′
in (Set∆)
C, where G0, G, and G
′
0 are good. If p is a strong cofibration, then G
′ is also good.
Fix a strongly cofibrant object G ∈ (Set∆)C. For −1 ≤ j ≤ n, let Gj ∈ (Set∆)
C be a left Kan extension
of G |C[∆{0,1,...,j}]. Then G−1 is an initial object of (Set∆)
C, and Gn ≃ G. We will prove by induction on j
that each Gj is good. Let r
j denote the inclusion of the object {j} into C, and let rj! : Set∆ → (Set∆)
C be
the functor of left Kan extension along rj . We then have a pushout diagram
rj! Gj−1(j)
p //

rj! G(j)

Gj−1 // Gj .
Since G is strongly cofibrant, the map p is a strong cofibration. Consequently, to show that Gj is good, it will
suffice to show that Gj−1, r
j
! Gj−1(j), and r
j
! G(j) are good. In the first case, this follows from the inductive
hypothesis. We are therefore reduced to proving the following:
(∗′) Let 0 ≤ j ≤ n, and let K be a simplicial set. Then rj!K ∈ (Set∆)
C is good.
Using Remark 3.5.16, we can replace ∆n by ∆{j,j+1,...,n} and thereby reduce to the case j = 0. The
desired result now follows from Lemma 3.7.8.
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3.8 Straightening in General
Our goal in this section is to prove the following result:
Theorem 3.8.1. Let S be a scaled simplicial set, and let φ : Csc[S]→ C be an equivalence of Set+∆-enriched
categories. Then the Quillen adjunction (Stscφ,Un
sc
φ) is a Quillen equivalence from (Set
+
∆)/S to (Set
+
∆)
C.
Remark 3.8.2. We regard (Set+∆)/S as endowed with the simplicial model structure described by Theorem
3.2.6. We will regard (Set+∆)
C as a simplicial model category as well, via the simplicial structure on the
category Set+∆ ≃ (Set
+
∆)/∆0♭ . More concrete, given a simplicial set K and an object F ∈ (Set
+
∆)
C, we can
define a new object F⊗K by the formula (F⊗K)(C) = F(C)×K♯.
The unstraightening functor Unscφ admits the structure of a simplicial functor. For suppose we are
given objects F,F′ ∈ (Set+∆)
C and a map of simplicial sets K → Map(Set+∆)C
(F,F′), which we may view as a
morphism α : F⊗K → F′ in (Set+∆)
C. We then have a morphism
Unscφ F×K
♯ → Unscφ F×Un
sc
∗K
♯ ≃ Unscφ(F⊗K)→ Un
sc
φ F
′,
which classifies a map of simplicial sets K → Map(Set+∆)/S
(Unscφ F,Un
sc
φ F
′).
Remark 3.8.3. Let φ : Csc[S] → C be an equivalence of Set+∆-enriched categories. Proposition T.A.3.3.8
implies that the left Kan extension functor φ! : (mSet)
Csc[S] → (Set+∆)
C is a Quillen equivalence. Using
Remark 3.5.17, we see that Theorem 3.8.1 holds for the functor φ if and only if it holds for the identity
functor from Csc[S] to itself.
Combining Remarks 3.8.3, 3.8.2, T.A.3.1.9, and Proposition T.A.3.1.10, we deduce that Theorem 3.8.1
is equivalent to the following assertion:
Proposition 3.8.4. Let S be a scaled simplicial set. Let (Set+∆)
Csc[S],o denote the full subcategory of
(Set+∆)
Csc[S] spanned by those objects which are strongly cofibrant and weakly fibrant, and let (Set+∆)
o
/S
denote
the full subcategory of (Set+∆)/S spanned by the fibrant objects. Then the functor Un
sc
S induces an equivalence
of simplicial categories from (Set+∆)
Csc[S],o to (Set+∆)
o
/S
.
Lemma 3.8.5. Let i : S → S
′
be a cofibration of scaled simplicial sets, and let X,Y ∈ (Set+∆)/S′ be fibrant
objects. Then the restriction map
Map♯
S
′(X,Y )→ Map
♯
S
(X ×S′♯ S
♯, Y ×S′♯ S
♯)
is a Kan fibration.
Proof. We can identify the right hand side with the mapping space Map♯
S
(X ×S′♯ S
♯, Y ). Since (Set+∆)/S
is a simplicial model category and Y is fibrant, it suffices to observe that the map X ×S′♯ S
♯ → X is a
cofibration.
Lemma 3.8.6. The conclusion of Proposition 3.8.4 holds when S = ∆n♭ , for n ≥ 0.
Proof. This is a reformulation of Proposition 3.7.9.
Lemma 3.8.7. The conclusion of Proposition 3.8.4 holds when S is the thin 2-simplex ∆2♯ .
Proof. We have a commutative diagram of simplicial categories
(Set+∆)
Csc[∆2♯ ],o
Unsc
∆2
♯ //

(Set+∆)
o
/∆2♯

(Set+∆)
Csc[∆2♭ ],o
Unsc
∆2
♭ // (Set+∆)
o
/∆2
♭
.
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The vertical arrows are inclusions of full subcategories, and the bottom horizontal arrow is an equivalence
by Lemma 3.8.6. It follows that Unsc∆2♯ is fully faithful. To complete the proof, we must show that Un
sc
∆2♯
is essentially surjective. Let X be a fibrant object of (Set+∆)/∆2♯ , corresponding to a coCartesian fibration of
simplicial sets p : X → ∆2. We wish to prove that X lies in the essential image of Unsc∆2♯ . Lemma 3.8.6
guarantees that X ≃ Unsc∆2
♭
F for some fibrant-cofibrant object F : Csc[∆2♭ ] → Set
+
∆. To prove that X lies
in the essential image of Unsc∆2♯ , it will suffice to show that F belongs to (Set
+
∆)
Csc[∆2♯ . In other words, we
must show that the canonical map
F(0)× (∆1)♭ ≃ F(0)×MapCsc[∆2
♭
](0, 2)→ F(2)
factors through F(0) × (∆1)♯ ≃ F(0) × MapCsc[∆2♯ ](0, 2). Unwinding the definitions, we see that this is
equivalent to the requirement that the collection of locally p-coCartesian morphisms of X is stable under
composition, which follows from the assumption that p is a coCartesian fibration.
Proof of Proposition 3.8.4. For every scaled simplicial set S, let (Set+∆)
Csc[S]
f denote the category of weakly
fibrant objects of (Set+∆)
Csc[S], and let WS be the class of weak equivalences in (Set
+
∆)
Csc[S]
f . Let W
′
S be the
collection of weak equivalences in (Set+∆)
o
/S
. We have a commutative diagram of simplicial categories
((Set+∆)
Csc[S])o
UnscS //

(Set+∆)
o
/S
ψS

(Set+∆)
Csc[S]
f [W
−1
S
]
φS // (Set+∆)
o
/S
[W ′
−1
S
]
(see Notation T.A.3.5.1). We wish to prove that the upper horizontal functor is an equivalence of simplicial
categories. Lemma T.A.3.6.17 implies that the left vertical map is an equivalence. Using Lemma T.2.2.3.6
and Remark T.A.3.2.14, we deduce that the right vertical map is also an equivalence. Consequently, the
Proposition is equivalent to the assertion that φS is an equivalence.
Let us say that a scaled simplicial set S is good if the functor φS is an equivalence of simplicial categories.
Our goal is to show that every scaled simplicial set is good.
Let F : Setsc∆
op → Cat∆ be the functor given by the formula S 7→ (Set
+
∆)
Csc[S]
f [W
−1
S
]. Using Corollary
T.A.3.6.18 (and the fact that Set+∆ is left proper), we deduce the following:
(a) Suppose given a pushout diagram of scaled simplicial sets
S
i //

S
′

T // T
′
,
where i is a cofibration. Then the induced diagram
F (S) F (S
′
)oo
F (T )
OO
F (T
′
)
OO
oo
is a homotopy pullback square of simplicial categories.
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(b) Suppose that a scaled simplicial set S is written as a union of a transfinite sequence {Sβ}β<α of scaled
simplicial subsets. Then F (S) is the homotopy limit of the diagram of simplicial categories {F (Sα)}.
We will prove the following:
(a′) Suppose given a pushout diagram of scaled simplicial sets
S
i //

S
′

T // T
′
,
where i is a cofibration. If S, S
′
, and T is good, then T
′
is good.
(b′) Suppose that a scaled simplicial set S is written as a union of a transfinite sequence {Sβ}β<α of scaled
simplicial subsets. If each Sβ is good, then S is good.
We will prove (a′); the proof of (b′) is similar. We have a commutative diagram
(Set+∆)
Csc[T
′
]
f [W
−1
T
′ ]
φ
T ′
((QQ
QQ
QQ
QQ
QQ
QQ
!!C
CC
CC
CC
CC
CC
CC
CC
CC
CC
CC
C
++XXXX
XXXX
XXXX
XXXX
XXXX
XXXX
XX
(Set+∆)
o
/T
′ [W ′
−1
T
′ ] u //
v

w
((PP
PP
PP
PP
PP
PP
(Set+∆)
o
/T
[W ′
−1
T
]

(Set+∆)
o
/S
′ [W ′
−1
S
′ ] // (Set+∆)
o
/S
[W ′
−1
S
].
Using (a) and the assumption that S, S
′
, and T are good, we deduce that the outer square in this diagram
is a homotopy pullback square of simplicial categories. According to Corollary T.A.3.2.28, the functor φT ′
is an equivalence of simplicial categories if and onyl if, for every pair of objects x, y ∈ (Set+∆)
o
/T
′ [W ′
−1
T ′
], the
diagram of simplicial sets
Map(Set+∆)o/T ′ [W
′−1
T ′
](x, y) //

Map(Set+∆)o/T [W
′−1
T
](u(x), u(y))

Map(Set+∆)o/S′ [W
′−1
S′
](v(x), v(y)) // Map(Set+∆)o/S[W
−1
S
](w(x), w(y))
is homotopy Cartesian. Since ψT ′ is a weak equivalence of simplicial categories, we may assume without loss
of generality that x = ψY ′X and y = ψY ′Y , for a pair of fibrant objects X,Y ∈ (Set
+
∆)/T ′ . It will therefore
suffice to show that the equivalent diagram
Map♯
T
′(X,Y ) //

Map♯
T
(X ×T ′♯ T
♯, Y ×T ′♯ T
♯)

Map♯
S
′(X ×T ′♯ S
′♯, Y ×T ′♯ S
′♯)
g // Map♯
S
(X ×T ′♯ S
♯, Y ×T ′♯ S
♯)
is homotopy Cartesian. Here S, S′, T and T ′ denote the underlying simplicial sets of S, S
′
, T , and T
′
,
respectively. This diagram is a pullback square, and the map g is a Kan fibration by Lemma 3.8.5. This
completes the verification of assertion (a′).
We now show that every scaled simplicial set is good. The proof proceeds in several steps.
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(i) For every n ≥ 0, the scaled simplicial set ∆n♭ is good. This is simply a reformulation of Lemma 3.8.6.
(ii) For every finite simplicial set S, the scaled simplicial set S♭ is good. The proof goes by induction on
the dimension n of S and the number of nondegenerate simplices of S. If S is empty, the result is
obvious. Otherwise, we have a pushout diagram
(∂∆n)♭ //

∆n♭

S′♭
// S♭.
The inductive hypothesis guarantees that (∂∆n)♭ and S
′
♭ are good, and ∆
n
♭ is good by (i). It follows
from (a′) that S♭ is good, as desired.
(iii) Let S be an arbitrary simplicial set. Then S♭ is good. To prove this, we write S as the union of a
transfinite sequence of simplicial subsets {Sβ}β<α, where each Sβ is obtained from S<β =
⋃
γ<β Sγ
by adjoining a single nondegenerate simplex. In view of (b′), it will suffice to show that each (Sβ)♭
is good. We prove this using induction on β. The inductive hypothesis and (b′) imply that (S<β)♭ is
good. We now observe that there is a pushout diagram
(∂∆n)♭ //

∆n♭

(S<β)♭ // (Sβ)♭.
Since (S<β)♭ is good by assumption, ∆
n
♭ is good by (i), and (∂∆
n)♭ is good by (ii), we deduce from
(a′) that (Sβ)♭ is good.
(iv) The thin 2-simplex ∆2♯ is good. This is a reformulation of Lemma 3.8.7.
(v) Every scaled simplicial set S = (S, T ) is good. To prove this, we let {σβ}β<α be a well-ordering of
the collection of all nondegenerate thin 2-simplices of S. For β < α, let Tβ denote the collection of all
degenerate 2-simplices of S together with {σγ}γ≤β, and let T<β be defined similarly. In view of (b′), it
will suffice to show that each of the scaled simplicial sets (S, Tβ) is good. We prove this by induction
on β. Using the inductive hypothesis and (b′) again, we deduce that (S, T<β) is good. We now observe
that there is a pushout diagram
∆2♭
//

∆2♯

(S, T<β) // (S, Tβ).
Since ∆2♭ is good by (i) and ∆
2
♯ is good by (iv), assertion (a
′) guarantees that (S, Tβ) is good as desired.
Corollary 3.8.8. Let S = (S, T ) be a scaled simplicial set containing a vertex y, and let X be a fibrant
object of (Set+∆)/S . Then the canonical map St
sc(X ×S♯ {y}
♯) → (StscS X)(y) is an equivalence of marked
simplicial sets.
Proof. Choose a weak equivalence StscS X → F, where F is a fibrant object of (Set
+
∆)
Csc[S]. It follows
from Proposition 3.8.4 that the adjoint map X → UnscS F is a weak equivalence between fibrant objects of
(Set+∆)/S , so that Lemma 3.2.25 guarantees a weak equivalence of fibers
X ×S♯ {y}
♯ → (UnscS F)×S♯ {y}
♯ ≃ Unsc F(y)
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in the category of marked simplicial sets. It follows from Corollary 3.6.3 that the adjoint map Stsc(X ×S♯
{y}♯) → F(y) is again an equivalence of marked simplicial sets. The desired result now follows from the
two-out-of-three property, applied to the diagram
Stsc(X ×S♯ {y}
♯) //
((QQ
QQQ
QQQ
QQQ
QQ
F(y)
(StscS X)(y).
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4 ∞-Bicategories
In §3.1 we introduced the category Setsc∆ of scaled simplicial sets. Our main goal in this section is to endow
Setsc∆ with the structure of a model category and to show that the underlying homotopy theory is the theory
of (∞, 2)-categories. More precisely, we will show that the scaled nerve functor Nsc : Cat
Set+∆
→ Setsc∆ is
a right Quillen equivalence (Theorem 4.2.7). The main step in the proof is to show that if C = (C, T ) is
a scaled simplicial set satisfying appropriate filling conditions, then there is a recipe for determining the
homotopy type of the mapping objects Map
Csc[C](x, y) directly in terms of X . In fact, we will show that
MapCsc[C](x, y) is weakly equivalent to the fiber of a map of marked simplicial sets C
x/
→ C♯ over the vertex
y. The construction of this map will be given in §4.1. We will apply this construction (in combination with
the scaled straightening functor of §3) in §4.2 to give a proof of Theorem 4.2.7.
It follows from Theorem 4.2.7, Theorem 2.2.16, Proposition 2.3.1, and Proposition 1.5.7 that there is a
chain of right Quillen equivalences
Setsc∆ ← CatSet+∆
→ Seg
Set+∆
← Fun(∆op, Set+∆)← (Set
+
∆)/N(∆)op
which relates Setsc∆ to the category (Set
+
∆)/N(∆)op (endowed with the complete Segal model structure of
Proposition 1.5.7). In §4.3, we will complete the proof of Theorem 0.0.3 by directly constructing a left
Quillen equivalence sd+ : Setsc∆ → (Set
+
∆)/N(∆)op . Here the functor sd
+ is a close relative of the barycentric
subdivision functor on simplicial sets. Our proof that sd+ is a left Quillen equivalence is very indirect, and
makes use of all of the models for (∞, 2)-categories appearing in this paper.
The remainder of this section is devoted to describing some applications of the subdivision construction
of §4.3. In §4.4, we will use it to obtain a classification for self-equivalences of the∞-category Cat∞. In §4.5,
we will apply this classification result to obtain a compatibility between the straightening constructions of
§3 and §T.3.2.
4.1 The Scaled Slice Construction
Let C be an ∞-category containing an object x. Then we can define a new ∞-category Cx/ equipped with
a left fibration Cx/ → C, whose objects are morphisms x→ y in C. Our goal in this section is to describe an
analogous construction in the (∞, 2)-categorical setting, where the simplicial set C is replaced by a scaled
simplicial set. Our first step is to formulate some conditions on C which will guarantee that this construction
is well-behaved.
Definition 4.1.1. An weak ∞-bicategory is a scaled simplicial set (X,T ) which has the extension property
with respect to every scaled anodyne morphism of Setsc∆.
Remark 4.1.2. Let X be a scaled simplicial set, and suppose that every 2-simplex of X is thin. Then X is
a weak ∞-bicategory if and only if the underlying simplicial set is an ∞-category. The only nontrivial point
is to verify that X has the extension property with respect to morphisms of type (C) appearing in Definition
3.1.3, which follows from Lemma T.1.2.4.3.
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Remark 4.1.3. Let (X,T ) be a weak ∞-bicategory. Let X ′ ⊆ X be the simplicial subset spanned by those
simplices σ of X such that every two-dimensional face of σ is thin. Then X ′ is an ∞-category. We will refer
to X ′ as the underlying ∞-category of (X,T ).
Example 4.1.4. Let C be a fibrant Set+∆-enriched category. Then N
sc(C) is a weak ∞-bicategory.
Notation 4.1.5. Let C = (C, T ) be a scaled simplicial set, and let X be a vertex of C. We can identify
edges of the simplicial set CX/ with diagrams
X
id

//
  @
@@
@@
@@
Y

X // Z
in C. Let M denote the collection of all edges of CX/ such that the upper right 2-simplex in the diagram
belongs T , and let M0 ⊆M be the subset consisting of those edges for which both nondegenerate 2-simplices
in the diagram belong to T . We let C
X/
denote the marked simplicial set (C
X/
0 ,M0), where C
X/
0 denotes the
simplicial subset of CX/ spanned by those simplices σ for which every edge of σ belongs to M .
The canonical map CX/ → C determines a map from C
X/
0 to C, so that we can regard C
X/
as an object
of (Set+∆)/C.
Proposition 4.1.6. Let C = (C, T ) be a weak ∞-bicategory and let X be a vertex of C. Then C
X/
is a
fibrant object of (Set+∆)/C.
Proof. The proof proceeds in several steps, each of which amounts to the verification of a certain extension
property.
(1) The underlying map of simplicial sets p : C
X/
0 → C is an inner fibration: that is, it has the extension
property with respect to Λni ⊆ ∆
n for 0 < i < n. We need to prove the existence of solutions to
extension problems of the form
K0 _

g0 // C
∆n ×∆1.
g
;;v
v
v
v
v
Here g0|∆n × {0} is constant at the vertex X , and the restriction of g0 to the 2-simplex of ∆n ×∆1
spanned by (i, 0), (i, 1), and (j, 1) is thin, for all 0 ≤ i ≤ j ≤ n (except in the case 0 = i < j = n = 2,
which case we must guarantee that the restriction of g to this simplex is thin).
We first define a sequence of n-simplices
τ1, . . . , τn−1 : ∆
n → ∆n−1 ×∆1 ≃ ∆{0,...,i−1,i+1,...,n} ×∆1 ⊆ ∆n ×∆1.
On the level of vertices, these simplices are given by maps of partially ordered sets τj : [n]→ [n−1]× [1]
described by the formula
τj(k) =
{
(k, 0) if k < j
(k − 1, 1) if k ≥ j.
For j ≤ n − 1, let Kj = K0 ∪ τ1 ∪ . . . ∪ τj . We prove by induction on j that the function g0 can be
extended to a map gj : Kj → C. To prove this, we observe that there is a pushout diagram
Λnj

// Kj−1

∆n // Kj ,
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and that (if n > 2) the composition
∆{j−1,j,j+1} → Λnj → Kj−1
gj−1
→ C
is a thin 2-simplex. If n = 2 (so that j = 1), we instead choose gj to guarantee that the composition
∆{j−1,j,j+1} ≃ ∆n → Kj
gj
→ C
is a thin 2-simplex.
We now define a sequence of (n+ 1)-simplices
σ0, . . . , σn : ∆
n+1 → ∆n ×∆1.
On vertices, these simplices are defined by maps of partially ordered sets σj : [n+ 1]→ [n]× [1] given
by the formulae
σj(k) =
{
(k, 0) if k ≤ j
(k − 1, 1) if k > j.
For 0 ≤ j ≤ n, let Kn+j ⊆ ∆n ×∆1 denote the union Kn−1 ∪ σ0 ∪ . . . ∪ σj , so that we have a chain of
inclusions
Kn−1 ⊆ Kn ⊆ . . . ⊆ K2n = ∆
n ×∆1.
We will prove that gn−1 can be extended to a map gn+j : Kn+j → C, using induction on j. For j < n,
it suffices to observe that there is a pushout diagram
Λn+1j+1

// Kn+j−1

∆n+1 // Kn+j ,
and that the composition
∆{j,j+1,j+2} ⊆ Λn+1j+1 → Kn+j−1
gn+j−1
→ C
is a thin 2-simplex of C. For j = n, we have instead a pushout diagram
Λn+1i
//

K2n−1

∆n+1 // K2n
and the composition
∆{i−1,i,i+1} ⊆ Λn+1i → K2n−1
g2n−1
→ C
corresponds to the 2-simplex of C which is degenerate at the vertex X , and therefore thin.
(2) Every marked edge of C
X/
is locally p-coCartesian. To prove this, it suffices to show that C
X/
has the
extension property with respect to every inclusion
f : (Λn0 )
♭
∐
(∆{0,1})♭
(∆{0,1})♯ ⊆ (∆n)♭
∐
(∆{0,1})♭
(∆{0,1})♯,
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where n > 1 and the image of ∆{0,1,n} in C is thin. Let K0 = (Λ
n
0 ×∆
1)
∐
Λn0×∂∆
1(∆n × ∂∆1). To
show that C
X/
has the extension property with respect to f , we need to prove the existence of solutions
to extension problems of the form
K0 _

g0 // C
∆n ×∆1.
g
;;v
v
v
v
v
Here g0 has the following properties:
(a) The map g0 carries ∆
n × {0} to the vertex X ,
(b) The map g0 carries ∆
{0,1,n} × {1} to a thin 2-simplex of C,
(c) The map g0 carries the 2-simplex spanned by the vertices (0, 0), (1, 0), and (1, 1) to a thin 2-
simplex of C.
(d) For 0 ≤ i ≤ j ≤ n, the map g0 carries the 2-simplex spanned by the vertices (i, 0), (i, 1), and (j, 1)
to a thin 2-simplex of C (except in the case where i = 1 and j = n = 2).
Moreover, if n = 2, then we must guarantee that g carries the 2-simplex spanned by the vertices (1, 0),
(1, 1), and (2, 1) to a thin 2-simplex of C.
We define a sequence of n-simplices
τ1, . . . , τn−1 : ∆
n → ∆n ×∆1,
which are given on vertices by the formula
τi(j) =
{
(j + 1, 0) if j < i
(j, 1) if j ≥ i.
For i < n, let Ki = K0 ∪ τ1 ∪ . . .∪ τi ⊆ ∆n ×∆1. We prove by induction on i that g0 can be extended
to a map gi : Ki → C. To prove this, we observe the existence of a pushout diagram
Λni //

Ki−1

∆n // Ki,
where the composition
∆{i−1,i,i+1} ⊆ Λni → Ki−1
gi−1
→ C
is a thin simplex by virtue of assumption (d) (unless n = 2, in which case we instead choose gi so that
the composition ∆{i−1,i,i+1} ≃ ∆n → Ki
gi
→ C is a thin 2-simplex).
We now define a sequence of (n+ 1)-simplices
σ0, . . . , σn : ∆
n+1 → ∆n ×∆1,
which are given on vertices by the formulae
σi(j) =
{
(j, 0) if j ≤ i
(j − 1, 1) otherwise.
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For 0 ≤ i ≤ n, let Kn+i = Kn−1 ∪ σ0 ∪ . . . ∪ σn. We prove by induction on i that the map gn−1 can
be extended to a map gn+i : Kn+i → C. If i < n, this follows from the pushout diagram
Λn+1i+1?
 OO // Kn+i−1

∆n+1 // Kn+i
together with the observation that the map
∆{i,i+1,i+2} ⊆ Λn+1i+1 → Kn+i−1
gn+i−1
→ C
is a thin 2-simplex of C (by virtue of assumption (d)). If i = n, we have instead a pushout diagram
Λn+10
//
 _

K2n−1

∆n+1 // K2n.
To prove the existence of the desired extension, it will suffice to show that the composition
∆{0,1} ⊆ Λn+10 → K2n−1
g2n−1
→ C
is degenerate (which follows from (a)) and that the composition
∆{0,1,n+1} ⊆ Λn+10 → K2n−1
g2n−1
→ C
is a thin 2-simplex of C. To prove the latter result, we apply Remark 3.1.4 to the image in C of the
3-simplex spanned by the vertices (0, 0), (1, 0), (1, 1), and (n, 1). Using assumptions (c) and (d), we
are reduced to proving that the image in C of the 2-simplex spanned by (0, 0), (1, 1), and (n, 1) is thin.
This follows by applying Remark 3.1.4 to the image of the 3-simplex spanned by (0, 0), (0, 1), (1, 1)
and (n, 1), by virtue of the thinness guaranteed by assumptions (b) and (d).
(3) For every vertex v ∈ C
X/
0 and every edge e : p(v) → w, there exists a marked edge e : v → w in C
X/
0
lifting e (this edge will automatically be locally p-coCartesian, by virtue of (2), so that p is a locally
coCartesian fibration). To prove this, we must show that C
X/
has the extension property with respect
to inclusions of the form f : {0}♯ ⊆ (∆1)♯. Let K = (∆1 × ∂∆1)
∐
{0}×∂∆1({0} ×∆
1). To prove that
C
X/
has the extension property with respect to f , it suffices to show that every extension problem of
the form
K♯
g0 //
C
(∆1 ×∆1)♯
g
::uuuuuuuuuu
admits a solution, provided that g0 carries ∆
1 × {0} ⊆ K to the vertex X in C. Let σ denote the
2-simplex of ∆1 ×∆1 spanned by the vertices (0, 0), (0, 1), and (1, 1), and let K ′ denote the union of
K with σ. The inclusion K♯ ⊆ K ′♯ is a pushout of an inclusion of type (A) appearing in Definition
3.1.3. Since C is a weak ∞-bicategory, we can extend g0 to a map g′0 : K
′
♯ → C. Let φ denote the edge
of C obtained by applying g′0 to the edge spanned by the vertices (0, 0) and (1, 1), and let τ denote the
2-simplex of C defined by the composition
∆2
p
→ ∆1
φ
→ C,
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where p−1{1} = {2}. Let τ denote the 2-simplex of ∆1 ×∆1 spanned by the vertices (0, 0), (1, 0), and
(1, 1). Then there is a unique extension g of g′0 to ∆
1 ×∆1 such that g(τ) = τ ; it is easy to see that
the map g has the desired properties.
(4) Every equivalence appearing in a fiber of the map p is marked in C
X/
. To prove this, it suffices to
show that C
X/
has the extension property with respect to every inclusion f : K♭ ⊆ K♯, where K is a
Kan complex and the map K → C is constant at a vertex Y ∈ C. To prove that C
X/
has the extension
property with respect to K, it suffices to prove the following:
– Let g : K ×∆1 → C be a map of simplicial sets. Assume that:
(i) The map g carries K × {0} to the vertex X .
Then for every edge e : ∆1 → K, the restriction of g to ∆1 ×∆1 carrries the 2-simplex spanned
by the vertices (0, 0), (1, 0), and (1, 1) to a thin 2-simplex of C.
Since K is a Kan complex, we can choose a simplex σ : ∆3 → K with the following properties:
(ii) The restriction of σ to ∆{0,2,3} is given by the composition
∆{0,2,3}
p
→ ∆1
e
→ K,
where p−1{1} = {3}.
(iii) The restriction of σ to ∆{1,3} is degenerate.
Let g′ denote the map ∆3 × ∆1 → C obtained by composing g with σ × id∆1 . To prove (iv), it will
suffice to show that g′(τ) is thin in C, where τ is the 2-simplex of ∆3 × ∆1 spanned by the vertices
(0, 0), (3, 0), and (3, 1). Let τ denote the 4-simplex of ∆3 ×∆1 spanned by the vertices (0, 0), (1, 0),
(2, 0), (3, 0), and (3, 1). Since C is a weak ∞-bicategory, we can apply part (B) of Definition 3.1.3 to
the simplex g(τ ) to reduce to proving the following five assertions:
– The simplex g(τ0) is thin in C, where τ0 is the 2-simplex of ∆
3×∆1 spanned by the vertices (1, 0),
(2, 0), and (3, 0). This follows immediately from (i).
– The simplex g(τ1) is thin in C, where τ1 is the 2-simplex of ∆
3×∆1 spanned by the vertices (0, 0),
(2, 0), and (3, 1). This follows immediately from (ii).
– The simplex g(τ2) is thin in C, where τ2 is the 2-simplex of ∆
3×∆1 spanned by the vertices (0, 0),
(1, 0), and (3, 0). This again follows immediately from (i).
– The simplex g(τ3) is thin in C, where τ3 is the 2-simplex of ∆
3×∆1 spanned by the vertices (1, 0),
(3, 0), and (3, 1). This follows immediately from (iii).
– The simplex g(τ4) is thin in C, where τ4 is the 2-simplex of ∆
3×∆1 spanned by the vertices (0, 0),
(1, 0), and (2, 0). This follows from (i).
(5) The object C
X/
∈ (Set+∆)/C has the extension property with respect to every inclusion of the form
f : (Λ21)
♯
∐
(Λ21)
♭(∆2)♭ ⊆ (∆2)♯, provided that ∆2 maps to a thin 2-simplex of C. To prove that C
X/
has the extension property with respect to f , it will suffice to prove the following:
(∗) Let T denote the collection of all degenerate 2-simplices of ∆2 ×∆1, together with the following
nondegenerate 2-simplices:
∗ The simplex σ0 spanned by the vertices (0, 0), (1, 0) and (2, 0).
∗ The simplex σ1 spanned by the vertices (0, 1), (1, 1), and (2, 1).
∗ The simplex σ2 spanned by the vertices (0, 0), (0, 1), and (1, 1).
∗ The simplex σ3 spanned by the vertices (0, 0), (0, 1), and (2, 1).
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∗ The simplex σ4 spanned by the vertices (1, 0), (1, 1), and (2, 1).
∗ The simplex σ5 spanned by the vertices (0, 0), (1, 0) and (1, 1).
∗ The simplex σ6 spanned by the vertices (1, 0), (2, 0), and (2, 1).
Let g : (∆2 × ∆1, T ) → C be a map of scaled simplicial sets. Then g(τ) is a thin simplex of C,
where τ denotes the 2-simplex spanned by the vertices (0, 0), (2, 0), and (2, 1).
To see this, we argue as follows. Since g(σ1), g(σ2), and g(σ3) are thin, g(τ0) is thin, where τ0 is
spanned by the vertices (0, 0), (1, 1), and (2, 1). Since g(τ0), g(σ5) and g(σ4) are thin, g(τ1) is thin,
where τ1 is spanned by the vertices (0, 0), (1, 0), and (2, 1). Finally, since g(τ1), g(σ0), and g(σ6) are
thin, g(τ) is thin as desired.
(6) Every locally p-coCartesian edge e : v → w in C
X/
0 is marked. To prove this, we begin by choosing
a marked edge e′ : v → w′ lifting p(e) (invoking (3)). Since e′ is locally p-coCartesian, we can find a
2-simplex
w′
e′′
  A
AA
AA
AA
A
v
e′
>>}}}}}}} e // w
in C
X/
0 . Since e and e
′ are both locally p-coCartesian (by (2)), the edge e′′ is an equivalence in the
fiber p−1{p(w)}. Invoking (4), we conclude that e′′ is marked. It follows from (5) that e is marked, as
desired.
(7) The restriction of p to every thin 2-simplex σ of S is a coCartesian fibration. This follows immediately
from (2), (5), (6), and Proposition T.2.4.2.8.
Lemma 4.1.7. Let S = (S, T ) be a scaled simplicial set, let f : B ×∆1 → S be a map of simplicial sets, M
a collection of edges of B (containing every nondegenerate edge), and (A,M0) a marked simplicial subset of
(B,M). Suppose that the following condition is satisfied:
(∗) For every n-simplex ∆n → B which does not factor through A, the composite map ∆n × ∆1 → S
carries the 2-simplex spanned by (0, 0), (0, 1), and (n, 1) to a thin simplex in S.
Then the inclusion
f : ((A,M0)× (∆
1)♯)
∐
(A,M0)×{0}♯
((B,M)× {0}♯) ⊆ (B,M)× (∆1)♯
is PS-anodyne.
Proof. Working simplex-by-simplex, we can reduce to one of the following two cases:
• The marked simplicial set (B,M) is (∆1)♯, and (A,M0) is (∆1)♭. In this case, the inclusion f is a
pushout of a morphism of type (A0) appearing in Definition 3.2.10.
• The marked simplicial set (B,M) is (∆n)♭, and the marked simplicial subset (A,M0) is (∂∆n)♭. We
define a sequence of (n+ 1)-simplices
σ0, . . . , σn : ∆
n+1 → ∆n ×∆1,
given on vertices by the formulae
σi(j) =
{
(j, 0) if j ≤ n− i
(j − 1, 1) if j > n− i.
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Let K0 = (∂∆
n ×∆1)
∐
∂∆n×{0}(∆
n × {0}), and for 1 ≤ i ≤ n+ 1 let Ki = K0 ∪ σ0 ∪ . . . ∪ σi−1. Let
Ni denote the collection of all marked edges of (∆
n)♭ × (∆1)♯ that belong to Ki. We wish to prove
that the inclusion (K0, N0) ⊆ (Kn+1, Nn+1) is PS-anodyne. It will therefore suffice to prove for each
i ≤ n that the inclusion (Ki, Ni) ⊆ (Ki+1, Ni+1) is PS-anodyne. If i < n, then the inclusion fi is a
pushout of the inclusion (Λn+1n−i )
♭ ⊆ (∆n+1)♭, which is a morphism of type (C1) appearing in Definition
3.2.10. If n = 0, then fn is a morphism of type (B0) appearing in Definition 3.2.10. If n > 0, then fn
is a pushout of the inclusion
(Λn+10 )
♭
∐
(∆{0,1})♭
(∆{0,1})♯ ⊆ (∆n+1)♭
∐
(∆{0,1})♭
(∆{0,1})♯,
which is of the type (C0) appearing in Definition 3.2.10 by virtue of assumption (∗).
Proposition 4.1.8. Let C = (C, T ) be a weak ∞-bicategory containing a vertex x, and let X denote the
vertex of C
x/
corresponding to the degenerate edge idx in C. Then the inclusion
i : {X}♯ ⊆ C
x/
is a P
C
-anodyne morphism.
Proof. As in Notation 4.1.5, we let C
x/
0 denote the underlying simplicial set of C
x/
. There is a canonical
evaluation map e : C
x/
0 ×∆
1 → C. Let p : ∆1 × ∆1 → ∆1 be the map which is given on vertices by the
formula (i, j) 7→ ij. The composition
C
x/
0 ×∆
1 ×∆1
id×p
→ C
x/
0 ×∆
1 e→ C
is adjoint to a map of simplicial sets
C
x/
0 ×∆
1 → C
x/
0 .
This underlies a map of marked simplicial sets
r : C
x/
× (∆1)♯ → C
x/
.
We have a commutative diagram
{X}♯ × {1}♯
i //

C
x/
× {1}♯

({X} ×∆1)♯
∐
{X}♯×{0}♯(C
x/
× {0}♯)
j //

C
x/
× (∆1)♯
r

{X}♯
i //
C
x/
in the category (Set+∆)/S . This diagram exhibits i as a retract of the inclusion j; it will therefore suffice to
show that j is PS-anodyne, which follows from Lemma 4.1.7.
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4.2 ∞-Bicategories and Set+∆-Enriched Categories
Our goal in this section is to prove the main result of this paper: Theorem 4.2.7, which establishes the
existence of a model structure on Setsc∆ such that the scaled nerve functor N
sc : Cat
Set+∆
→ Setsc∆ is a right
Quillen equivalence. The main ingredient is Theorem 4.2.2, which gives a direct description of the homotopy
type of the mapping objects MapCsc[S](x, y) when S is a weak ∞-bicategory.
To begin, suppose that S = (S, T ) be a scaled simplicial set. For every pair of vertices x, y ∈ S, we let
HomS(x, y) ∈ Set
+
∆ denote the fiber product S
x/
×S♯ {y}
♯. If S is a weak ∞-bicategory, then it follows from
Proposition 4.1.6 that HomS(x, y) is a fibrant object of Set
+
∆: that is, it has the form (C,M) where C is an
∞-category and M is the collection of all equivalences in C.
Remark 4.2.1. Let C be an Set+∆-enriched category containing two objects x and y. Then we have a
canonical isomorphism of marked simplicial sets UnscMapC(x, y) ≃ HomNsc C(x, y).
More generally, given a scaled simplicial set S, an Set+∆-enriched functor φ : C
sc[S] → C, and two
vertices x and y of S, we can compose the adjoint S → Nsc C of φ with the adjoint Stsc HomNsc C(φx, φy)→
MapC(φx, φy) to obtain a morphism
αφ : St
scHomS(x, y)→ MapC(φx, φy).
Theorem 4.2.2. Let S be a weak∞-bicategory and let φ : Csc[S]→ C be a weak equivalence of Set+∆-enriched
categories, where C is a fibrant Set+∆-enriched category. Let ψ : S → N
sc C be the morphism adjoint to φ.
Then, for every pair of vertices x and y in S, the induced map
f : HomS(x, y)→ HomNsc C(ψx, ψy)
is a weak equivalence of marked simplicial sets.
Proof. Let φ′ : Csc[Nsc C]→ C denote the counit map. We have a commutative diagram of marked simplicial
sets
HomS(x, y)
f

StscHomS(x, y)
oo
Stsc f

αid // MapCsc[S](x, y)
f ′

MapNsc(C)(φx, φy) St
scMapNsc(C)(φx, φy)oo
αφ0 // MapC(φx, φy),
where αid and αφ0 are defined as in Remark 4.2.1. We wish to prove that f is a weak equivalence. Proposition
3.6.1 implies that the left horizontal maps are weak equivalences, so it will suffice to show that Stsc f is a
weak equivalence. For this, it will suffice to prove the following:
(i) The map f ′ is a weak equivalence. This follows from our assumption that φ is a weak equivalence.
(ii) The map αφ0 is a weak equivalence. This map is adjoint to the isomorphism HomNsc C(φx, φy) ≃
UnscMapC(φx, φy) of Remark 4.2.1. This follows from the fact that (St
sc,Unsc) is a Quillen equivalence
(Corollary 3.6.3), since the marked simplicial set MapC(φx, φy) is fibrant.
(iii) The map αid is a weak equivalence. To prove this, let CS(S
x/
) be defined as in Definition 3.5.1, let ∗
denote the cone point of CS(S
x/
), and observe that we have a canonical map of scaled simplicial sets
140
π : CS(S
x/
)→ S. This map fits into a commutative diagram
Stsc(S
x/
×S♯ {y}
♯)
β //
δ0

(StscS S
x/
)(y)
δ1

(StscS{x}
♯)(y)γ
oo
δ2

StscHomS(x, y)
αid
((RR
RRR
RRR
RRR
RRR
Map
CS(S
x/
)
ǫ

MapCsc[S](x, y)
idvvmmm
mm
mmm
mmm
mm
MapCsc[S](x, y).
Here the maps δ0, δ1, and δ2 are isomorphisms of marked simplicial sets. Propositions 4.1.8 and 3.5.5
imply that γ is a weak equivalence. By the two-out-of-three property, we deduce that ǫ is a weak
equivalence. It follows from Corollary 3.8.8 and Proposition 4.1.6 that β is also a weak equivalence, so
that αid is a weak equivalence by another two-out-of-three argument.
Lemma 4.2.3. Let S be a weak∞-bicategory containing a pair of vertices x and y. Then there is a canonical
isomorphism HomS(x, y) ≃MapC[S](x, y) in the homotopy category of marked simplicial sets.
Proof. We have a chain of maps
MapCsc[S](x, y) ≃ (St
sc
S{x}
♯)(y)→ (StscS S
x/
)(y)← Stsc HomS(x, y)→ HomS(x, y),
each of which is a weak equivalence in Set+∆ (as in the proof of Theorem 4.2.2).
Lemma 4.2.4. Let f : S → S
′
be a map of ∞-bicategories which is surjective on vertices. Then f is
bicategorical equivalence if and only if, for every pair of vertices x and y of S, the map HomS(x, y) →
HomS(fx, fy) is a weak equivalence of marked simplicial sets.
Proof. The map f is a bicategorical equivalence if and only if Csc[f ] is a weak equivalence of Set+∆-enriched
categories. Since Csc[f ] is essentially surjective, this is equivalent to the requirement that for every pair
of vertices x and y in S, the map MapCsc[S](x, y) → MapCsc[S′](fx, fy) is a weak equivalence of marked
simplicial sets. We now invoke Lemma 4.2.3.
Lemma 4.2.5. Let f : C → D be a functor between fibrant Set+∆-enriched categories. Assume that f is
surjective on objects, and that the induced map Nsc(f) is a bicategorical equivalence. Then f is a weak
equivalence of Set+∆-enriched categories.
Proof. Since f is essentially surjective, it suffices to show that the map MapC(x, y) → MapD(fx, fy) is a
weak equivalence of marked simplicial sets for every pair of objects x, y ∈ C. Since C and D are fibrant, this
is equivalent to the assertion that the map UnscMapC(x, y) → Un
scMapD(fx, fy) is a weak equivalence
(Corollary 3.6.3). The desired result now follows from Remark 4.2.1 and Lemma 4.2.4.
Lemma 4.2.6. Let f : X → X ′ and g : Y → Y ′ be bicategorical equivalences of scaled simplicial sets. Then
the induced map f × g : X × Y → X ′ × Y ′ is a bicategorical equivalence.
Proof. Working one variable at a time, we may assume that Y = Y ′ and that g is the identity map. Choose
a scaled anodyne map Y → Z, where Z is a weak ∞-bicategory. We have a commutative diagram
X × Y //

X × Z

X ′ × Y // X ′ × Z.
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Using Proposition 3.1.8, we deduce that the horizontal maps are scaled anodyne, and therefore bicategorical
equivalences. Consequently, the left vertical map is a bicategorical equivalence if and only if the right vertical
map is a bicategorical equivalence. We may therefore replace Y by Z and reduce to the case where Y is a
weak ∞-bicategory.
Choose a scaled anodyne map X ′ → X ′′, where X ′′ is a weak ∞-bicategory. We have a commutative
diagram
X ′ × Y
h×g
%%LL
LL
LL
LL
LL
X × Y
f×g
99ssssssssss h′×g // X ′′ × Y.
Proposition 3.1.8 guarantees that h × g is scaled anodyne, and therefore a categorical equivalence. By the
two-out-of-three property, it will suffice to show that h× g is a bicategorical equivalence. We may therefore
replace X ′ by X ′′ and thereby reduce to the case where X ′ is a weak ∞-bicategory.
Choose a factorization of f as a composition
X
f ′
→ X0
f ′′
→ X ′
where f ′ is scaled anodyne and the map f ′′ has the right lifting property with respect to all scaled anodyne
morphisms. We have a commutative diagram
X0 × Y
f ′′×g
%%LL
LL
LL
LL
LL
X × Y
f ′×g
99ssssssssss f×g // X ′ × Y.
Proposition 3.1.8 guarantees that f ′× g is scaled anodyne, and therefore a bicategorical equivalence. By the
two-out-of-three property, it will suffice to show that f ′′× g is a bicategorical equivalence. We may therefore
replace X by X0, and thereby reduce to the case where X is a weak ∞-bicategory.
We now prove that the map Csc[f × g] is fully faithful. Choose vertices x0, x1 ∈ X and y0, y1 ∈ Y ; we
wish to show that the map
MapCsc[X×Y ]((x0, y0), (x1, y1))→ MapCsc[X′×Y ]((fx0, y0), (fx1, y1))
is a weak equivalence in Set+∆. In view of Lemma 4.2.3, it suffices to show that the induced map
HomX×Y ((x0, y0), (x1, y1))→ HomX′×Y ((fx0, y0), (fx1, y1))
is a weak equivalence of marked simplicial sets. Since the collection of weak equivalences in Set+∆ is stable
under the formation of products, it suffices to show that the map HomX(x0, x1) → HomX′(fx0, fx1) is a
weak equivalence. This follows from Lemma 4.2.3, since the functor Csc[f ] is fully faithful.
To complete the proof, it suffices to show that Csc[f ×g] is essentially surjective. Choose an object (x′, y)
of Csc[X ′ × Y ]. Since Csc[f ] is essentially surjective, there exists a vertex x of X such that fx is equivlaent
to x′ in Csc[X ′]. It is then easy to see that (x′, y) is equivalent to (fx, y) in Csc[X ′ × Y ].
Theorem 4.2.7. There exists a left proper, combinatorial model structure on the category Setsc∆ of scaled
simplicial sets with the following properties:
(C) The cofibrations in Setsc∆ are monomorphisms of scaled simplicial sets.
(W ) The weak equivalences in Setsc∆ are the bicategorical equivalences.
(F ) A morphism in Setsc∆ is a fibration if and only if it has the right lifting property with respect to all
morphisms satisfying both (C) and (W ).
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Moreover, the adjoint functors Setsc∆
Csc //
Cat+∆
Nsc
oo determine a Quillen equivalence of Setsc∆ with Cat
+
∆.
Proof. To prove the first assertion, we will show that Setsc∆ satisfies the hypotheses of Proposition T.A.2.6.13:
(1) The class of weak equivalences in Setsc∆ is perfect; this follows by applying Corollary T.A.2.6.12 to the
functor Csc.
(2) The collection of weak equivalences in Setsc∆ is stable under the formation of pushouts; this follows from
the fact that Set+∆ is left-proper.
(3) Let f : (X,T ) → (Y, T ′) be a map of scaled simplicial sets which has the right lifting property with
respect to all cofibrations. We wish to prove that f is a bicategorical equivalence. Our hypothesis
implies that the underlying map of simplicial sets X → Y is a trivial Kan fibration, and T = f−1T ′.
It follows that f admits a section s. Moreover, the composition s ◦ f is homotopic to the identity, in
the sense that there exists a contractible Kan complex K and a map h : K♯ × (X,T ) → (X,T ) with
the following properties:
(i) The composition f ◦ h coincides with the composition f ◦ π, where π : K♯ × (X,T ) → (X,T )
denotes the projection onto the second factor.
(ii) There exists a pair of vertices x, y ∈ K such that h|({x}♯ × (X,T )) is the identity and h|({y}♯ ×
(X,T )) coincides with s ◦ f .
We then have a commutative diagram
{y}♯ × (X,T )
f //

(Y, T ′)
s

K♯ × (X,T )
h //
π

(X,T )
f

(X,T )
f // (Y, T ′)
which exhibits f as a retract of h; it will therefore suffice to show that h is a bicategorical equivalence.
The map h has a right inverse, given by the inclusion i : (X,T ) ≃ {x}♯ × (X,T ) ⊆ K♯ × (X,T ). It
will therefore suffice to show that i is a bicategorical equivalence, which follows from Lemma 4.2.6 and
Proposition 3.5.10.
This completes the proof that Setsc∆ is a left proper, combinatorial model category. The functor C
sc : Setsc∆ →
Set+∆ preserves cofibrations and weak equivalences, and is therefore a left Quillen functor. We will complete
the proof by showing that (Csc,Nsc) is a Quillen equivalence. Let S be a scaled simplicial set and C an
Set+∆-enriched category; we wish to show that the unit and counit maps
uS : S → RN
sc(LCsc[S])
vC : LC
sc[RNsc C]→ C
are isomorphisms in the homotopy categories hSetsc∆ and hCat
+
∆, respectively. We first show that uS is
an isomorphism. Choose a weak equivalence Csc[S] → D of Set+∆-enriched categories which is bijective on
objects, where D is fibrant. We wish to show that the adjoint map S → NscD is a bicategorical equivalence.
This follows from Lemma 4.2.4 and Theorem 4.2.2.
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We now show that each of the maps vC is an isomorphism in the homotopy category hCat
+
∆. In other
words, we must show that for every fibrant object C ∈ Cat+∆, the counit map v : C
sc[Nsc C] → C is a weak
equivalence of Set+∆-enriched categories. The map v admits a factorization
Csc[Nsc C]
v′
→ C′
v′′
→ C,
where v′ is a weak equivalence and v′′ is a fibration (so that C′ is fibrant). By the two-out-of-three property,
it will suffice to show that v′′ is a weak equivalence of Set+∆-enriched categories. Since v
′′ is surjective on
objects, it will suffice to show that Nsc(v′′) is a bicategorical equivalence (Lemma 4.2.5). We conclude by
observing that Nsc(v′′) a left homotopy inverse to the weak equivalence uNsc C.
Definition 4.2.8. We will say that a scaled simplicial set C is an ∞-bicategory if it is a fibrant object of
Setsc∆, with respect to the model structure described in Theorem 4.2.7
Remark 4.2.9. Let C be a fibrant Set+∆-enriched category. Then the scaled nerve N
sc C is an ∞-bicategory.
This follows immediately from Theorem 4.2.7.
4.3 Subdivision
In this section, we will study the subdivision functor sd+ : Setsc∆ → (Set
+
∆)/N(∆)op . Our main result, Theorem
4.3.13, asserts that this functor is a left Quillen equivalence (where Setsc∆ is endowed with the bicategorical
model structure and (Set+∆)/N(∆)op with the complete Segal model structure).
We begin by introducing some definitions.
Definition 4.3.1. Let X be a simplicial set. We let sd(X) denote the simplicial set N(∆X)
op, where ∆X
denotes the category of simplices of X (see §T.4.2.3). The forgetful functor ∆X → ∆ determines a map of
simplicial sets sd(X)→ N(∆)op. We will regard sd as defining a functor Set∆ → (Set∆)/N(∆)op .
Suppose that (X,T ) is a scaled simplicial set. We let sd+(X,T ) denote the marked simplicial set
(sd(X),E), where E denotes the collection of all edges e of of sd(X) which satisfy one of the following
conditions:
(a) The edge e corresponds to a diagram of simplicial sets
∆m //
!!C
CC
CC
CC
C ∆
n
}}{{
{{
{{
{{
X
such that image of [m] is a convex subset of [n].
(b) The edge e corresponds to a diagram of simplicial sets
∆{0,2}
  //
""F
FF
FF
FF
F ∆
2
σ
~~}}
}}
}}
}}
X
such that σ ∈ T .
We will regard sd+ as defining a functor from Setsc∆ to (Set
+
∆)/N(∆)op .
Remark 4.3.2. The functor sd : Set∆ → (Set∆)/N(∆)op is fully faithful. Its essential image consists precisely
of those maps Z → N(∆)op such that Z is isomorphic to the nerve of a category C, and the induced functor
p : C → ∆op is cofibered in sets; in this case we can recover the underlying simplicial set by the formula
[n] 7→ p−1{[n]}.
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Notation 4.3.3. Let F denote the composite functor
Set∆
sd
→ (Set∆)/N(∆)op
F•(∆
op)
→ Fun(∆op, Set∆).
Using Example T.3.2.5.6, we can describe the functor F as follows: it carries a simplicial set X to the
simplicial object F (X)• described by the formula
F (X)n = N(∆X ×∆∆[n]/)
op.
Note that F (X)n admits a natural descomposition F (X)n ≃
∐
σ F (X)σ, where σ ranges over all n-simplices
of X .
Let F+ denote the composite functor
Setsc∆
sd+
→ (Set+∆)/N(∆)op
F+• (∆
op)
→ Fun(∆op, Set+∆).
Then F+ carries a scaled simplicial set (X,T ) to the simplicial object F+(X,T )• of Set
+
∆ described by the
formula
F+(X,T )n = (F (X)n,En)
where En denotes the collection of all edges of F (X)n which correspond to diagrams
∆n → ∆k
f
→ ∆k
′ σ
→ X
satisfying one of the following two conditions:
(a) The image of [k] under the map f is a convex subset of [k′].
(b) The map f is isomorphic to an inclusion ∆{0, 2} ⊆ ∆2 and the 2-simplex σ belongs to T .
We define another functor F ′ : Set∆ → Fun(∆
op, Set∆) to be the composition
Set∆
C
→ CatSet∆
i
→ CatSet∆ ⊆ SegSet∆
UnPre
→ Fun(∆op, Set∆),
where i : CatSet∆ → CatSet∆ is the functor induced by the equivalence X 7→ X
op from Set∆ to itself. More
concretely, F ′ carries a simplicial set X to the simplicial object F ′(X)• of Set∆ described by the formula
F ′(X)n =
∐
x0,...,xn
MapCsc[X](x0, x1)
op × . . .×MapCsc[X](xn−1, xn)
op.
We observe that there is a natural transformation of functors α : F → F ′, which is uniquely determined
by the following conditions:
• For every simplicial set X and every n-simplex σ of X with vertices x0, . . . , xn, the map αX : F (X)• →
F ′(X)• restricts to a map
ασX : F (X)σ → MapCsc[X](x0, x1)
op × . . .×MapCsc[X](xn−1, xn)
op ⊆ F ′(X)n.
• The map ασX is the product of the opposite of maps
βi : F (X)
op
σ → MapCsc[X](xi, xi+1).
Here the maps βi are defined as follows. Suppose given a k-simplex τ of F (X)
op
σ , corresponding to a
commutative diagram
∆m0 // ∆m1 // . . . // ∆mk

∆n
OO
σ // X.
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Let y and z denote the images of i, i + 1 ∈ [n], and for 0 ≤ j ≤ k let Sj denote the subset of [mk]
consisting of those elements m0 such that y ≤ m0 ≤ z and such that m0 lies in the image of the map
[mj] → [mk]. The chain of subsets S0 ⊆ . . . ⊆ Sk determines a k-simplex τ ′ in MapC[∆mk ](y, z), and
we define βi(τ) to be the image of τ
′ in MapC[X](xi, xi+1).
We define a functor F ′
+
: Setsc∆ → Fun(∆
op, Set+∆) to be the composition
Setsc∆
Csc
→ Cat
Set+∆
i
→ Cat
Set+∆
⊆ Seg
Set+∆
UnPre
→ Fun(∆op, Set+∆),
where i : Cat
Set+∆
→ Cat
Set+∆
is again the functor induced by the equivalence X 7→ Xop from Set+∆ to itself.
We observe that the natural transformation α extends uniquely to a natural transformation α+ : F+ → F ′+.
Remark 4.3.4. Let (X,T ) be a scaled simplicial set. Assume that X satisfies the following condition:
(∗) Every face of a nondegenerate simplex of X is again nondegenerate.
We let sd0(X) ⊆ sd(X) denote the full simplicial subset spanned by the nondegenerate simplices of X . Let
sd+0 (X,T ) = (sd0(X),E), where E is the collection of all edges of sd0(X) which are marked in sd(X).
Condition (∗) implies that the inclusion sd0(X) ⊆ sd(X) admits a right adjoint G, so that we have a
canonical homotopy h : sd(X) × ∆1 → sd(X) from G to the identity, which is trivial on sd0(X). This
homotopy determines a map
sd+(X,T )× (∆1)♯ → sd+(X,T ).
The diagram
sd+0 (X,T )× {1}
♯ 
 //
 _

sd+(X,T )× {1}♯
 _

(sd+0 (X,T )× (∆
1)♯)
∐
sd+0 (X,T )×{0}
♯(sd+(X,T )× {0}♯)
  //

sd+(X,T )× (∆1)♯

sd+0 (X,T )
  // sd+(X,T )
exhibits the inclusion sd+0 (X,T ) ⊆ sd
+(X,T ) as a retract of the map
(sd+0 (X,T )× (∆
1)♯)
∐
sd+0 (X,T )×{0}
♯
(sd+(X,T )× {0}♯) ⊆ sd+(X,T )× (∆1)♯
which is the opposite of a marked anodyne map (by Proposition T.3.1.2.3). It follows that the inclusion
sd+0 (X,T ) ⊆ sd
+(X,T ) is a coCartesian equivalence in (Set+∆)/N(∆)op .
Notation 4.3.5. Let (X,T ) be a scaled simplicial set such thatX satisfies condition (∗) of Remark 4.3.4. Let
F+0 (X,T )• denote the simplicial object of Set
+
∆ obtained by applying the functor F•(∆
op) : (Set+∆)/N(∆)op →
Fun(∆op, Set+∆) to sd
+
0 (X,T ). It follows from Remark 4.3.4 (and the fact that F•(∆
op) is a left Quillen
functor) that the induced map F+0 (X,T )• → F
+(X,T )• is a trivial cofibration with respect to the projective
model structure on Fun(∆op, Set+∆).
For each n ≥ 0, we define a marked simplicial subset F+1 (X,T )n = (N(C)
op,E) ⊆ F+0 (X,T )n as follows:
C is the full subcategory of ∆X ×∆∆[n]/ spanned by those objects which correspond to diagrams
∆n
f
→ ∆k
σ
→ X
such that σ is nondegenerate, f(0) = 0, and f(n) = k; and E is the collection of all edges of N(C)op which
are marked edges of F+(X,T ). We note that the inclusion N(C)op ⊆ sd0(X) admits a left adjoint F . This
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left adjoint determines a homotopy H : sd0(X) × ∆1 → sd0(X) from the identity to F , and H induces a
map of marked simplicial sets
F+0 (X,T )n × (∆
1)♯ → F+0 (X,T )n.
Arguing as in Remark 4.3.4, we deduce that the inclusion F+1 (X,T )n ⊆ F
+
0 (X,T )n is marked anodyne and
therefore a weak equivalence of marked simplicial sets. It follows that F+1 (X,T )n ⊆ F
+(X,T )n is again an
equivalence of marked simplicial sets.
Warning 4.3.6. Let (X,T ) be as in Notation 4.3.5. The construction [n] 7→ F+1 (X,T )n is functorial only
with respect to maps f : [n] → [m] such that f(0) = 0 and f(n) = m, so we cannot regard F+1 (X,T )• as a
simplicial object of Set+∆.
Note also that the constructions (X,T ) 7→ sd+0 (X,T ) and (X,T ) 7→ F
+
0 (X,T ) are not functorial in the
pair (X,T ), since the image of a nondegenerate simplex of X under a map X → Y need not be nondegenerate
in Y .
Lemma 4.3.7. Suppose given a Quillen equivalence between combinatorial model categories A
F //B
G
oo .
(1) If the functor F preserves weak equivalences, then it carries homotopy colimit diagrams in A to homo-
topy colimit diagrams in B and homotopy limit diagrams in A to homotopy limit diagrams in B.
(2) If the functor G preserves weak equivalences, then it carries homotopy colimit diagrams in A to homo-
topy colimit diagrams in B and homotopy limit diagrams in A to homotopy limit diagrams in B.
Proof. We will give the proof of (1); the proof of (2) is identical.
Let J be a small category and p : J ⋆[0] → A a homotopy colimit diagram in A. We wish to prove that
F ◦ p is a homotopy colimit diagram in B. Since F preserves weak equivalences, we are free to replace p
by a weakly equivalent diagram if necessary; we may therefore suppose that p is a colimit diagram and that
p = p| J is projectively cofibrant, in which case the result is obvious.
In the case of limit diagrams, we must work slightly harder. Let q : [0] ⋆ J → A be a homotopy limit
diagram in A. Let q = q| J, and choose a weak equivalence F ◦ q → q′, where q′ : J → B is injectively
fibrant. Let q′ : [0] ⋆ J → B be a limit of q′. Then Gq′ is a homotopy limit diagram in A. For each J ∈ J,
the map Fq(J) → q′(J) is a weak equivalence. Since (F,G) is a Quillen equivalent and F preserves weak
equivalences, it follows that the adjoint map q(J) → Gq′(J) is a weak equivalence. Since q and Gq′ are
both homotopy limit diagrams, we deduce that the map q → Gq′ is a weak equivalence of diagrams, so that
the adjoint map Fq → q′ is a weak equivalence of diagrams as well. It follows that Fq is a homotopy limit
diagram in B, as desired.
Lemma 4.3.8. The functor F ′
+
: Setsc∆ → Fun(∆
op, Set+∆) preserves weak equivalences and homotopy colimit
diagrams, and induces an equivalence of homotopy categories.
Proof. The functor F ′
+
factors as a composition of left and right Quillen equivalences
Setsc∆
Csc
→ Cat
Set+∆
i
≃ Cat
Set+∆
⊆ Seg
Set+∆
UnPre
→ Fun(∆op, Set+∆),
(Theorem 4.2.7, Theorem 2.2.16, and Proposition 2.3.1), each of which preserves weak equivalences (Defini-
tion 3.5.6, Remark 2.2.19, and Lemma 2.3.14). We now conclude by invoking Lemma 4.3.7.
Lemma 4.3.9. Let (X,T ) be a scaled simplicial set which is isomorphic either to ∆2♯ or to ∆
n
♭ , for some
n ≥ 0. Then the map
α+(X,T ) : F
+(X,T )• → F
′+(X,T )•
is a weak equivalence in Fun(∆op, Set+∆) with respect to the injective model structure.
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Proof. We will show that the induced map f : F+(X,T )k → F ′
+
(X,T )k is a weak equivalence in Set
+
∆ for
each k ≥ 0. We have a commutative diagram
F+(X,T )k
f
''NN
NN
NN
NN
NN
N
F+1 (X,T )k
g
88ppppppppppp
h // F ′+(X,T )k
where g is the weak equivalence of Notation 4.3.5. A direct calculation shows that h is an isomorphism of
marked simplicial sets, so that f is a weak equivalence by the two-out-of-three property.
Proposition 4.3.10. Let (X,T ) be a scaled simplicial set. Then the induced map α(X,T ) : F
+(X,T )• →
F ′
+
(X,T )• is a weak equivalence with respect to the complete Segal model structure on Fun(∆
op, Set+∆).
Proof. Let us say that a scaled simplicial set (X,T ) is good if the map α(X,T ) is a weak equivalence. We
wish to prove that every scaled simplicial set (X,T ) is good. For this, we argue as follows:
(a) The functors F+ and F ′
+
commute with filtered colimits, and the collection of weak equivalences in
Fun(∆op, Set+∆) is stable under filtered colimits (Proposition 1.5.10 and Example 1.5.11). It follows
that the collection of good scaled simplicial sets is stable under filtered colimits.
(b) Suppose given a pushout diagram
(X,T ) //

(X ′, T ′)

(Y, S) // (Y ′, S′)
of scaled simplicial sets, in which the vertical morphisms are cofibrations. If (X,T ), (X ′, T ′), and
(Y, S) are good, then (Y ′, S′) is good. To prove this, it suffices to show that the diagrams
F+(X,T )• //

F+(X ′, T ′)•

F ′
+
(X,T )• //

F ′
+
(X ′, T ′)•

F+(Y, S)• // F+(Y ′, S′)• F ′
+
(Y, S)• // F ′
+
(Y ′, S′)•
are both homotopy pushout squares with respect to the complete Segal model structure on the category
Fun(∆op, Set+∆). For the square on the left this is obvious, since it is a pushout square and the vertical
maps are cofibrations. For the square on the right, we invoke Lemma 4.3.8.
(c) By virtue of (a), it will suffice to prove that (X,T ) is good whenever the simplicial set X has only
finitely many nondegenerate simplices. We now work by induction on the number of nondegenerate
thin simplices of X . If this number is not zero, then we have a pushout diagram
∆2♭
//

(X,T0)

∆2♯ // (X,T )
and we conclude using the inductive hypothesis together with (b) and Lemma 4.3.9. We may therefore
assume that (X,T ) = X♭, where X is a finite simplicial set.
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(d) We now work by induction on the dimension n of X and the number of nondegenerate simplices of
maximal dimension. If X is empty, the result is obvious. Otherwise, we have a pushout diagram
∂∆n //

∆n

X ′ // X.
Using the inductive hypothesis, we deduce that (∂∆n)♭ and X
′
♭ are good. Lemma 4.3.9 implies that
∆n♭ is good. Invoking (b), we deduce that X♭ is good, as desired.
Proposition 4.3.11. The functor sd+ : Setsc∆ → (Set
+
∆)/N(∆)op carries bicategorical equivalences of scaled
simplicial sets to weak equivalences in (Set+∆)/N(∆)op (with respect to the complete Segal model structure).
Proof. Let f : (X,T ) → (Y, S) be a map of scaled simplicial sets. We wish to prove htat sd+(f) is a weak
equivalence. By virtue of Proposition 1.5.8, it will suffice to show that F+(f) is a weak equivalence with
respect to the complete Segal model structure on Fun(∆op, Set+∆). This follows by applying Proposition
4.3.10 and Lemma 4.3.8 to the diagram
F+(X,T )•
F+(f) //

F+(Y, S)•

F ′
+
(X,T )•
F ′+(f)// F ′+(Y, S)•.
Corollary 4.3.12. The functor sd : Set∆ → (Set∆)/N(∆)op carries categorical equivalences in Set∆ to weak
equivalences in (Set∆)/N(∆)op (with respect to the complete Segal model structure).
Proof. Let f : X → Y be a categorical equivalence of simplicial sets. Then the induced map f♯ : X♯ → Y♯ is a
bicategorical equivalence (Proposition 3.5.10). It follows that sd+(f♯) : sd
+X♯ → sd+Y♯ is a weak equivalence
with respect to the complete Segal model structure on (Set+∆)/N(∆)op . Since the forgetful functor F :
(Set+∆)/N(∆)op → (Set∆)
op
/N(∆) is a left Quillen functor (Remark 1.5.9), we conclude that sd(f) = Fsd
+(f♯)
is a weak equivalence as desired.
Theorem 4.3.13. (1) The functor sd+ is a left Quillen equivalence from Setsc∆ (endowed with the bicate-
gorical model structure) to (Set+∆)/N(∆)op (endowed with the complete Segal model structure).
(2) The functor sd is a left Quillen equivalence from Set∆ (endowed with the Joyal model structure) to
Set∆/N(∆)op (endowed with the complete Segal model structure).
Proof. We will give the proof of (1); the proof of (2) is similar (but slightly easier). It is easy to see that
sd+ preserves cofibrations and admits a right adjoint. Proposition 4.3.11 implies that sd+ preserves weak
equivalences. To complete the proof, it will suffice to show that sd+ induces an equivalence from the homotopy
category hSetsc∆ to the homotopy category h(Set
+
∆)/N(∆)op . Invoking Proposition 2.3.1, we can reduce to
proving that the functor F+ = F+• (∆
op) ◦ sd+ induces an equivalence from hSetsc∆ to hFun(∆
op, Set+∆).
Proposition 4.3.10 allows us to replace F+ by the functor F ′
+
, so that the desired result follows from
Lemma 4.3.8.
Corollary 4.3.14 (Joyal-Tierney). Let Q : Set∆ → Fun(∆
op, Set∆) be the functor described as follows:
for every simplicial set X, Q(X)n is the discrete simplicial set corresponding to the set HomSet∆(∆
n, X) of
n-simplices of X. Then Q is a left Quillen equivalence from Set∆ (endowed with the Joyal model structure)
to Fun(∆op, S) (endowed with the complete Segal model structure).
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Proof. The functor Q evidently has a right adjoint, which carries a simplicial object X• of Set∆ to the
simplicial set given by [n] 7→ HomSet∆(∆
0, Xn). It is easy to see that Q preserves cofibrations. To complete
the proof, it will suffice to show that Q preserves weak equivalences and induces an equivalence of homotopy
categories. To prove this, we first construct a natural transformation β : F → Q of functors from Set∆ to
Fun(∆op, Set∆), which may be described as follows: for every simplicial set X , F (X)n can be described as
the N(C)op, where C denotes the category of diagrams of the form
∆n
f
→ ∆m
g
→ X.
This category breaks up as a disjoint union of categories, indexed by the set HomSet∆(∆
n, X) of n-simplices
of X , and this decomposition induces a map of simplicial sets (βX)n : N(C)
op → Q(X)n. These maps depend
functorially on X and n, and therefore determine a natural transformation β : F → Q as desired. Note that
the fiber of (βX)n over an n-simplex σ ∈ HomSet∆(∆
n, X) is isomorphic to the nerve of a category N(Cσ)
op,
where Cσ denotes the category of diagrams of the form
∆m
!!D
DD
DD
DD
D
∆n
f
<<yyyyyyyy σ // X.
This category evidently has an initial object, where we take f to be the identity map. It follows that N(Cσ)
op
is weakly contractible for each σ, so that (βX)n is a weak homotopy equivalence. Consequently, βX is a
weak equivalence with respect to the injective model structure on Fun(∆op, Set∆), and in particular with
respect to the complete Segal model structure. It will therefore suffice to show that the functor F preserves
weak equivalences and induces an equivalence on homotopy categories. This follows from the factorization
F ≃ F•(∆
op) ◦ sd and Theorem 4.3.13.
Corollary 4.3.15. Let E : Fun(∆op, Set∆)→ Set
+
∆ denote the functor given by the coend
X• 7→
∫
∆
X♯n × (∆
n)♭.
Then E determines a left Quillen equivalence from Fun(∆op, Set∆) (endowed with the complete Segal model
structure) to Set+∆.
Proof. We observe that E has a right adjoint, given by the formula
X 7→ ([n] 7→ Map♯
Set+∆
((∆n)♭, X)).
Let A denote the category Fun(∆op, Set∆) of bisimplicial sets, endowed with the injective model structure.
Note that this coincides with the Reedy model structure on Set∆ (Example T.A.2.9.21). Since the standard
simplex [n] 7→ (∆n)♭ is a Reedy cofibrant cosimplicial object of Set+∆, Proposition T.A.2.9.26 guarantees that
the functor E : A → Set+∆ is a left Quillen functor. We wish to prove that E is also a left Quillen functor
with respect to the complete Segal model structure on Fun(∆op, Set∆). In view of Proposition T.A.3.7.9,
this is equivalent to the assertion that the right adjoint of E carries fibrant objects of Set+∆ to fibrant objects
of Fun(∆op, Set∆). Let X ∈ Set
+
∆ be fibrant, so that X = (C,E) where C is an ∞-category and E is the
collection of all equivalences in C. Then the right adjoint of E carries X to the simplicial object Y• of Set∆,
where Yn is the largest Kan complex contained in the∞-category Fun(∆
n,C). Then Y• is injectively fibrant,
and determines a simplicial object Z• of S; we wish to prove that Z• is a complete Segal space object of S.
We first claim that Z• is a category object of S. In other words, we claim that for each n ≥ 0, the canonical
map Zn →→ Z1 ×Z0 . . .×Z0 Z1 is a weak equivalence. This follows from the observation that the inclusion
∆{0,1}
∐
{1}
∆{1,2}
∐
{2}
. . .
∐
{n−1}
∆{n−1,n} ⊆ ∆n
150
is a categorical equivalence. Let Z ′• be the underlying groupoid object of Z•. Unwinding the definitions, we
can identify Z ′• with the simplicial object of S given by the formula
[n] 7→ Map♯
Set+∆
((∆n)♯, X) ⊆Map♯
Set+∆
((∆n)♭, X).
Since every map [m] → [n] in ∆ induces a weak equivalence (∆m)♯ → (∆n)♯ of marked simplicial sets, we
conclude that Z ′• is a constant groupoid object of S, so that Z• is a complete Segal space object as desired.
This completes the proof that E is a left Quillen functor.
To prove that E is a left Quillen equivalence, it will suffice (by virtue of Corollary 4.3.14) to show that
the composite functor Q ◦ E : Set∆ → Set
+
∆ is a left Quillen equivalence; this is a special case of Theorem
T.3.1.5.1.
Corollary 4.3.16. Let f : N(∆)→ Cat∞ be the functor induced by the Yoneda embedding ∆→ Set∆, and
let F : P(N(∆)) → Cat∞ be a functor which preserves small colimits such that the composition of F with
the Yoneda embedding j : N(∆) → P(N(∆)) is equivalent to f (the functor F exists and is unique up to
equivalence, by virtue of Theorem T.5.1.5.6). Then F admits a fully faithful right adjoint G. Moreover, the
essential image of G consists precisely of the complete Segal space objects of S. In particular, we have an
equivalence Cat∞ → CSSS.
Proof. Let A be the simplicial model category Fun(∆op, Set∆), endowed with the injective model structure.
Let F ′ : N(Ao) → N((Set+∆)
o) ≃ Cat∞ be the functor induced by the simplicial left Quillen functor E
of Corollary 4.3.15, so that F ′ corresponds to F under the equivalence φ : Fun(N(∆)op, S) ≃ P(N(∆)) of
Proposition T.4.2.4.4. Corollary 4.3.15 implies that F ′ admits a fully faithful right adjoint whose essential
image corresponds (under the equivalence φ) to the full subcategory spanned by the complete Segal space
objects.
4.4 Application: Automorphisms of Cat
∞
For every ∞-category C, the opposite simplicial set Cop is again an ∞-category. We will see below that
the construction C 7→ Cop determines an equivalence from the ∞-category Cat∞ to itself. In fact, this is
essentially the only nontrivial self-equivalence of Cat∞. More precisely, we have the following result due to
Toe¨n (see [65]):
Theorem 4.4.1. [Toe¨n] Let E denote the full subcategory of Fun(Cat∞,Cat∞) spanned by the equivalences.
Then E is equivalent to the (nerve of the) discrete category {id, r}, where r : Cat∞ → Cat∞ is a functor
which associates to every ∞-category its opposite.
Our goal in this section is to give a proof of Theorem 4.4.1. We first outline the basic strategy. Fix an
equivalence f from Cat∞ to itself. The first step is to argue that f is determined by its restriction to a
reasonably small subcategory of Cat∞. To prove this, we will introduce the notion of a subcategory C
0 ⊆ C
which strongly generates C (Definitions 4.4.2 and 4.4.6). We will then show that Cat∞ is strongly generated
by the subcategory consisting of nerves of partially ordered sets (in fact, it is generated by an even smaller
subcategory: see Example 4.4.9). This will allow us to reduce to the problem of understanding the category
of self-equivalences of the category of partially ordered sets, which is easy to tackle directly: see Proposition
4.4.13.
We begin by introducing some definitions.
Definition 4.4.2. Let f : C→ D be a functor between∞-categories. We will say that f is strongly generates
the ∞-category D if the identity transformation id : f → f exhibits the identity functor idD as a left Kan
extension of f along f .
Remark 4.4.3. In other words, a functor f : C→ D strongly generates the ∞-category D if and only if, for
every object D ∈ D, the evident diagram (C×D D/D)
⊲ → D⊲/D → D exhibits D as a colimit of the diagram
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(C×D D/D) → C
f
→ D . In particular, this implies that every object of D can be obtained as the colimit of
a diagram which factors through C. Moreover, if C is small and D is locally small, then the diagram can be
assumed small.
Remark 4.4.4. Let f : C→ D be a functor between ∞-categories, where C is small, D is locally small, and
D admits small colimits. In view of Theorem T.5.1.5.6, we may assume without loss of generality that f
factors as a composition
C
j
→ P(C)
F
→ D,
where j denotes the Yoneda embedding and F preserves small colimits. Corollary T.5.2.6.5 implies that F
has a right adjoint G, given by the composition
D
j′
→ Fun(Dop, S)
◦f
→ P(C),
where j′ denotes the Yoneda embedding for D; moreover, the transformation
f = F ◦ j → (F ◦ (G ◦ F )) ◦ j ≃ (F ◦G) ◦ f
exhibits (F ◦G) as a left Kan extension of f along itself. It follows that f strongly generates D if and only
if the counit map F ◦G→ idD is an equivalence of functors. This is equivalent to the requirement that the
functor G is fully faithful.
In other words, the functor f : C→ D strongly generates D if and only if the induced functor F : P(C)→
D exhibits D as a localization of P(C). In particular, the Yoneda embedding C → P(C) strongly generates
P(C), for any small ∞-category C.
Remark 4.4.5. Let f : C → D be as in Remark 4.4.4, and let E be an ∞-category which admits small
colimits. Let Fun0(D,E) denote the full subcategory of Fun(D,E) spanned by those functors which preserve
small colimits. Then composition with f induces a fully faithful functor Fun0(D,E) → Fun(C,E). This
follows from Theorem T.5.1.5.6, Proposition T.5.5.4.20, and Remark 4.4.4.
Definition 4.4.6. generates!stronglystrongly generates Let C be an ∞-category. We will say that a full
subcategory C0 ⊆ C strongly generates C if the inclusion functor C0 → C strongly generates C, in the sense
of Definition 4.4.2.
Remark 4.4.7. In other words, C0 strongly generates C if and only if the identity functor idC is a left Kan
extension of idC |C
0. It follows from Proposition T.4.3.2.8 that if C0 ⊆ C1 ⊆ C are full subcategories and C0
strongly generates C, then C1 also strongly generates C.
Example 4.4.8. The ∞-category S of spaces is strongly generated by its final object; this follows immedi-
ately from Remark 4.4.4.
Example 4.4.9. The ∞-category Cat∞ is strongly generated by the full subcategory consisting of the
objects {∆n}n≥0. This follows immediately from Corollary 4.3.16.
It follows from Remark 4.4.7 and Example 4.4.9 that Cat∞ is strongly generated by the full subcategory
spanned by those ∞-categories of the form NP , where P is a partially ordered set. Our next step is to
describe this subcategory in more intrinsic terms.
Proposition 4.4.10. Let C be an ∞-category. The following conditions are equivalent:
(1) The ∞-category C is equivalent to the nerve of a partially ordered set P .
(2) For every ∞-category D and every pair of functors F, F ′ : D → C such that F (x) ≃ F ′(x) for each
object x ∈ D, the functors F and F ′ are equivalent as objects of Fun(D,C).
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(3) For every ∞-category D, the map of sets
π0MapCat∞(D,C)→ HomSet(π0MapCat∞(∆
0,D), π0MapCat∞(∆
0,C))
is injective.
Proof. The implication (1)⇒ (2) is obvious, and (3) is just a restatement of (2). Assume (2); we will show
that (1) is satisfied. Let P denote the collection of equivalence classes of objects of C, where x ≤ y if the
space MapC(x, y) is nonempty. There is a canonical functor C → NP . To prove that this functor is an
equivalence, it will suffice to show the following:
(∗) For every pair of objects x, y ∈ C, the space MapC(x, y) is either empty or contractible.
To prove (∗), we may assume without loss of generality that C is the nerve of a fibrant simplicial category
C. Let x and y be objects of C such that the Kan complex K = Map
C
(x, y) is nonempty. We define a new
(fibrant) simplicial category D so that D consists of a pair of objects {x′, y′}, with
Map
D
(x′, x′) ≃ Map
D
(y′, y′) ≃ ∆0
Map
D
(x′, y′) ≃ K Map
D
(y′, x′) ≃ ∅.
We let F , F
′
: D → C be simplicial functors such that F (x′) = F
′
(x′) = x, F (y′) = F
′
(y′) = y, where F
induces the identity map from Map
D
(x′, y′) = K = Map
C
(x, y) to itself, while F
′
induces a constant map
from K to itself. Then F and F
′
induce functors F and F ′ from N(D) to C. It follows from assumption (2)
that the functors F and F ′ are equivalent, which implies that the identity map from K to itself is homotopic
to a constant map; this proves that K is contractible.
Corollary 4.4.11. Let σ : Cat∞ → Cat∞ be an equivalence of ∞-categories, and let C be an ∞-category
(which we regard as an object of Cat∞). Then C is equivalent to the nerve of a partially ordered set if and
only if σ(C) is equivalent to the nerve of a partially ordered set.
Lemma 4.4.12. Let σ, σ′ ∈ {id∆, r} ⊆ Fun(∆,∆), where r denotes the reversal functor from ∆ to itself.
Then
HomFun(∆,∆)(σ, σ
′) =
{
∅ if σ = σ′
{id} if σ = σ′.
Proof. Note that σ and σ′ are both the identity at the level of objects. Let α : σ → σ′ be a natural
transformation. Then, for each n ≥ 0, α[n] is a map from [n] to itself. We claim that α[n] is given by the
formula
α[n](i) =
{
i if σ = σ′
n− i if σ 6= σ′.
To prove this, we observe that a choice of i ∈ [n] determines a map [0] → [n], which allows us to reduce to
the case n = 0 (where the result is obvious) by functoriality.
It follows from the above argument that the natural transformation α is uniquely determined, if it exists.
Moreover, α is a well-defined natural transformation if and only if each α[n] is an order-preserving map from
[n] to itself; this is true if and only if σ = σ′.
Proposition 4.4.13. Let P denote the category of partially ordered sets, and let σ : P→ P be an equivalence
of categories. Then σ is isomorphic either to the identity functor idP or the functor r which carries every
partially ordered set X to the same set with the opposite ordering.
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Proof. Since σ is an equivalence of categories, it carries the final object [0] ∈ P to itself (up to canonical
isomorphism). It follows that for every partially ordered set X , we have a canonical bijection of sets
ηX : X ≃ HomP([0], X) ≃ HomP(σ([0]), σ(X)) ≃ HomP([0], σ(X)) ≃ σ(X).
We next claim that σ([1]) is isomorphic to [1] as a partially ordered set. Since η[1] is bijective, the partially
ordered set σ([1]) has precisely two elements. Thus σ([1]) is isomorphic either to [1] or to a partially ordered
set {x, y} with two elements, neither larger than the other. In the second case, the set HomP(σ([1]), σ([1]))
has four elements. This is impossible, since σ is an equivalence of categories and HomP([1], [1]) has only
three elements. Let α : σ([1])→ [1] be an isomorphism (automatically unique, since the ordered set [1] has
no automorphisms in P).
The map α ◦ η[1] is a bijection from the set [1] to itself. We will assume that this map is the identity, and
prove that σ is isomorphic to the identity functor idP. The same argument, applied to σ ◦ r, will show that
if α ◦ η[1] is not the identity, then σ is isomorphic to r.
To prove that σ is equivalent to the identity functor, it will suffice to show that for every partially ordered
set X , the map ηX is an isomorphism of partially ordered sets. In other words, we must show that both ηX
and η−1X are maps of partially ordered sets. We will prove that ηX is a map of partially ordered sets; the
same argument, applied to an inverse to the equivalence σ, will show that η−1X is a map of partially ordered
sets. Let x, y ∈ X satisfy x ≤ y; we wish to prove that ηX(x) ≤ ηX(y) in σ(X). The pair (x, y) defines a
map of partially ordered sets [1] → X . By functoriality, we may replace X by [1], and thereby reduce to
the problem of proving that η[1] is a map of partially ordered sets. This follows from our assumption that
α ◦ η[1] is the identity map.
Proof of Theorem 4.4.1. Let C be the full subcategory of Cat∞ spanned by those ∞-categories which are
equivalent to the nerves of partially ordered sets, and let C0 denote the full subcategory of C spanned by
the objects {∆n}n≥0. Corollary 4.4.11 implies that every object σ ∈ E restricts to an equivalence from C to
itself. According to Proposition 4.4.13, σ|C is equivalent either to the identity functor, or to the restriction
r|C. In either case, we conclude that σ also induces an equivalence from C0 to itself.
Using Example 4.4.9 and Remark 4.4.5, we deduce that the restriction functor E → Fun(C0,C0) is fully
faithful. In particular, any object σ ∈ E is determined by the restriction σ|C, so that σ is equivalent to either
id or r by virtue of Proposition 4.4.13. Since C0 is equivalent to the nerve of the category ∆, Lemma 4.4.12
implies the existence of a fully faithful embedding from E to the nerve of the discrete category {id, r}. To
complete the proof, it will suffice to show that this functor is essentially surjective. In other words, we must
show that there exists a functor R : Cat∞ → Cat∞ whose restriction to C is equivalent to r.
To carry out the details, it is convenient to replace Cat∞ by an equivalent∞-category with a slightly more
elaborate definition. Recall that Cat∞ is defined to be the simplicial nerve of a simplicial category Cat
∆
∞,
whose objects are ∞-categories, where MapCat∆∞(X,Y ) is the largest Kan complex contained in Fun(X,Y ).
We would like to define R to be induced by the functor X 7→ Xop, but this is not a simplicial functor from
Cat∆∞ to itself; instead we have a canonical isomorphism MapCat∆∞(X
op, Y op) ≃MapCat∆∞(X,Y )
op. However,
if we let Cat⊤∞ denote the topological category obtained by geometrically realizing the morphism spaces in
Cat∆∞, then i induces an autoequivalence of Cat
⊤
∞ as a topological category (via the natural homeomorphisms
|K| ≃ |Kop|, which is defined for every simplicial set K). We now define Cat′∞ to be the topological nerve
of Cat⊤∞ (see Definition T.1.1.5.5). Then Cat
′
∞ is an ∞-category equipped with a canonical equivalence
Cat∞ → Cat
′
∞, and the involution i induces an involution I on Cat
′
∞, which carries each object D ∈ Cat
′
∞
to the opposite ∞-category Dop. We now define R to be the composition
Cat∞ → Cat
′
∞
I
→ Cat′∞ → Cat∞,
where the last map is a homotopy inverse to the equivalence Cat∞ → Cat
′
∞. It is easy to see that R has
the desired properties (moreover, we note that for every object D ∈ Cat∞, the image RD is canonically
equivalent with the opposite ∞-category Dop).
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4.5 Application: Comparison of Universal Fibrations
Let S = (S, T ) be a scaled simplicial set. The scaled straightening and unstraightening functors StscS and
UnscS of §3.5 are analogous to the functors StS and UnS introduced in §T.3.2. However, it is difficult
to relate them by a direct combinatorial construction. Our goal in this section is to show that they are
nevertheless related by virtue of universal properties enjoyed by both constructions. Our argument makes
use of the classification of self-equivalences of Cat∞ established in §4.4.
Definition 4.5.1. Let Cat∞ denote the scaled nerve N
sc(Set+∆
o
), where Set+∆
o
denotes the full subcategory
of Set+∆ spanned by the fibrant objects (viewed as an Set
+
∆-enriched category). Then Cat∞ is a (large) scaled
simplicial set, which is an ∞-bicategory by Remark 4.2.9. We will refer to Cat∞ as the ∞-bicategory of
∞-categories. Note that the underlying ∞-category of Cat∞ (obtained by discarding all simplices which
contain non-thin faces as in Remark 4.1.3) is canonically isomorphic to the ∞-category Cat∞.
Let φ : Csc[Cat∞] → Set
+
∆ be the composition of the counit map with the inclusion Set
+
∆
o
⊆ Set+∆. It
follows from Proposition 3.5.5 that UnscCat∞(φ) is a fibrant object of (Set
+
∆)/Cat∞ , which we can identify
with a locally coCartesian fibration q : Z → Cat∞. We will refer to q as the universal locally coCartesian
fibration.
Given a scaled simplicial set S = (S, T ) and a fibrant object X ∈ (Set+∆)/S , we will say that X is
classified by a map χ : S → Cat∞ if X is isomorphic to Unscχ′(φ), in the homotopy category h(Set
+
∆)/S,
where χ′ : Csc[S] → Set+∆
o
is adjoint to χ. In this case, we will also say that χ is classified by the fibrant
object X ∈ (Set+∆)/S , or by the underlying locally coCartesian fibration X → S.
Proposition 4.5.2. Let S be a small marked simplicial set, and φ : S → C a weak equivalence of Set+∆-
enriched categories. Let F,G : C→ (Set+∆)
o be Set+∆-enriched functors. The following conditions are equiva-
lent:
(1) The functors F and G are homotopic in the homotopy category of (large) Set+∆-enriched categories.
(2) The functors F and G are isomorphic in the homotopy category (Set+∆)
C.
(3) The objects Unscφ F and Un
sc
φ G are isomorphic in the homotopy category of (Set
+
∆)/S.
(4) The compositions Nsc(F) ◦ φ : S → Cat∞ and Csc(G) ◦ φ : S → Cat∞ are homotopic in the model
category of (large) scaled simplicial sets.
Proof. The equivalence of (2)⇔ (3) follows from Theorem 3.8.1, and the equivalence (1)⇔ (4) from Theorem
4.2.7. It will therefore suffice to prove that (1) and (2) are equivalent. Suppose first that (1) is satisfied.
Choose a weak equivalence f : C′ → C, where C is cofibrant. Then the adjoint functors (f!, f∗) determine a
Quillen equivalence of (Set+∆)
C
′
with (Set+∆)
C. Consequently, it will suffice to show that f∗ F and f∗ G are
isomorphic in the homotopy category of (Set+∆)
C
′
. We may therefore replace C by C′, and thereby reduce to
the case where C is cofibrant. Since F and G are homotopic, there exists a cylinder object
C
∐
C→ C′′
π
→ C
for C, such that the map F
∐
G : C
∐
C → (Set+∆)
o extends to a functor H : C′′ → (Set+∆)
o. Since π is a
weak equivalence, the adjoint functors (π!, π
!) determine a Quillen equivalence of (Set+∆)
C
′′
with (Set+∆)
C, so
that there exists an object H0 ∈ (Set
+
∆)
C such that H is isomorphic to π∗H0 in the homotopy category of
(Set+∆)
C
′′
. It follows that F and G are both isomorphic (in the homotopy category of (Set+∆)
C) to the functor
H0, and are therefore isomorphic to one another.
Now assume that (2) holds. We define a (large) Set+∆-enriched category M as follows:
• The objects of M are trivial fibrations α : X → Y in Set+∆, where Y ∈ Set
+
∆ is fibrant.
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• Given a pair of objects α : X → Y and β : X
′
→ Y
′
in M, we let MapM(α, β) denote the marked
simplicial set
Map
Set+∆
(X,X
′
)×Map
Set
+
∆
(X,Y
′
) MapSet+∆
(Y , Y
′
).
• Composition is defined in the evident way.
We have canonical projections π0, π1 : M→ (Set
+
∆)
o, given by the formula
πi(α : X → Y ) =
{
X if i = 0
Y if i = 1.
Moreover, we have a diagonal embedding δ : (Set+∆)
o → M, which carries an object X ∈ (Set+∆)
o to the
identity map id : X → X. We claim that π1 is an equivalence of Set
+
∆-enriched categories. The essential
surjectivity of π1 follows from the equation π1 ◦ δ = id; to prove that π1 is fully faithful, we observe that the
projection map
Map
Set+∆
(X,X
′
)×Map
Set
+
∆
(X,Y
′
) MapSet+∆
(Y , Y
′
)→ Map
Set+∆
(Y , Y
′
)
is a trivial fibration whenever the map X
′
→ Y
′
is a trivial fibration. It follows from the two-out-of-three
property that the maps δ and π0 are also equivalences of Set
+
∆-enriched categories.
Since F and G are fibrant objects of (Set+∆)
C, there exists a fibrant-cofibrant object E ∈ (Set+∆)
C and a
pair of trivial fibrations F ← E → G. The trivial fibration E → F determines a functor H : C → M, so
that E = π0 ◦H and F = π1 ◦H. We can therefore regard H as a right homotopy from E to F. The same
argument shows that E and G are homotopic, so that F is homotopic to G by transitivity; this completes the
proof of (1).
Remark 4.5.3. Let S be a scaled simplicial set, C an ∞-bicategory, and f, g : S → C a pair of maps. Fix
a contractible Kan complex K containing a pair of distinct vertices x and y. The following conditions are
equivalent:
• The maps f and g are homotopic (with respect to the model structure on Setsc∆ described in Theorem
4.2.7).
• There exists a map h : K♯ × S → C such that f = h|{x}♯ × S and g = h|{y}♯ × S.
In this case, we will say that h is a homotopy from f to g. To establish the equivalence, it suffices to show
that the diagram
S
∐
S ≃ {x, y}♯ × S ⊆ K♯ × S → S
exhibits K♯ × S as a cylinder object for S, which follows from Lemma 4.2.6 and Proposition 3.5.10.
Corollary 4.5.4. Let S = (S, T ) be a small marked simplicial set, and let X ∈ (Set+∆)/S be a (small) fibrant
object. Then there exists a map χ : S → Cat∞ which classifies X. Moreover, χ is uniquely determined up
to homotopy.
In other words, the “classification” relation of Definition 4.5.1 determines a bijection between equivalence
classes of fibrant objects of (Set+∆)/S and homotopy classes of diagrams S → Cat∞, for every small scaled
simplicial set S. For technical purposes, it will be important to have a generalization of this result when S
is not assumed to be small. To establish this generalization, we need to introduce a bit of notation.
Notation 4.5.5. Let κ be an uncountable regular cardinal. We let Catκ∞ denote the nerve N
sc(Set+∆
o,κ
),
where Set+∆
o,κ
denotes the full subcategory of Set+∆ spanned by the κ-small fibrant-cofibrant objects.
Corollary 4.5.6. Let S = (S, T ) be a (small) marked simplicial set, let X = (X,M) ∈ (Set+∆)/S be a (small)
fibrant object, and let κ be an uncountable regular cardinal. The following conditions are equivalent:
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(1) For every vertex s of S, the fiber Xs is essentially κ-small.
(2) The object X is classified by a map χ : S → Catκ∞.
Moreover, if these conditions are satisfied, the map χ is uniquely determined up to homotopy.
Proof. Let C denote the scaled nerve Nsc(C0), where C0 is the full subcategory of Set
+
∆ spanned by the
fibrant-cofibrant objects which are essentially κ-small. Since the inclusion Set+∆
o,κ
⊆ C0 is a weak equivalence
between fibrant Set+∆-enriched categories, the inclusion i : Cat
κ
∞ ⊆ C is a weak equivalence between fibrant
∞-bicategories. Consequently, assertion (2) is equivalent to the following:
(2′) The object X is classified by a map χ′ : S → C, which is determined uniquely up to homotopy.
The equivalence of (1) with (2′) follows immediately from Corollary 4.5.4. Now suppose that (1) is satisfied,
so that there exist maps χ and χ′ satisfying (2) and (2′), respectively. We wish to show that χ is uniquely
determined up to homotopy. Since i is a weak equivalence, it will suffice to show that χ′ is uniquely
determined up to homotopy. This follows immediately from the description of homotopies supplied by
Remark 4.5.3.
Corollary 4.5.7. Let S = (S, T ) be a scaled simplicial set (not necessarily small), and let X ∈ (Set+∆)/S be
S-fibered. The following conditions are equivalent:
• For every vertex s in S, the fiber Xs is essentially small.
• The object X is classified by a map χ : S → Cat∞.
Moreover, in this case, χ is determined uniquely up to homotopy.
Proof. This is a special case of Corollary 4.5.6, applied in a larger universe.
Corollary 4.5.8. Let S be a simplicial set (not necessarily small), and let p : X → S be a locally coCartesian
fibration. The following conditions are equivalent:
• For every vertex s ∈ S, the fiber Xs is essentially small.
• The object (X,M) ∈ (Set+∆)/S♭ is classified by a map χ : S♭ → Cat∞. Here M denotes the collection
of all locally p-coCartesian edges of X.
If these conditions are satisfied, then χ is uniquely determined. Moreover, p is a coCartesian fibration if and
only if χ factors through S♯.
Suppose that p : X → S is a Cartesian fibration of simplicial sets whose fibers are essentially small.
Corollary 4.5.8 implies that p is classified by a map of scaled simplicial sets S♯ → Cat∞, which we can
identify with a map of ordinary simplicial sets χ : S → Cat∞. In this case, we will also say that χ classifies
the coCartesian fibration p, or that p classifies the map χ. However, there is now some danger of confusion:
in §T.3.3.2, we said that a coCartesian fibration p : X → S is classified by a map χ : S → Cat∞ if the
Cartesian fibration Xop → Sop is classified by χ, in the sense of Definition T.3.3.2.2. These definitions are
not equivalent. Instead, we have the following:
Proposition 4.5.9. Let p : X → S be a coCartesian fibration of simplicial sets, and assume that the fibers
of p are essentially small. Let χ : S♯ → Cat∞ be a map of scaled simplicial sets which classifies the object
X♮ ∈ (Set+∆)/S♯ (in the sense of Definition 4.5.1), corresponding to a map of simplicial sets χ0 : S → Cat∞.
Let ξ : S → Cat∞ be a functor which classifies the Cartesian fibration Xop → Sop, in the sense of Definition
T.3.3.2.2. Then χ0 is homotopic to r◦ξ, where r : Cat∞ → Cat∞ is the functor which carries each∞-category
to its opposite (up to homotopy; see Theorem 4.4.1).
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Proof. Let S = Cat∞ and let p : X → S be the universal coCartesian fibration. In this case, the classifying
functors χ0, ξ : S → Cat∞ are equivalences of ∞-categories so that χ0 is homotopic to ψ ◦ ξ for some
equivalence ψ from Cat∞ to itself. It follows by functoriality that χ0 is homotopic to ψ◦ξ for any coCartesian
fibration p : X → S with essentially small fibers. Theorem 4.4.1 implies that ψ is equivalent to either r or
the identity functor id : Cat∞ → Cat∞. To complete the proof, it will suffice to show that the latter case
is impossible. To see this, we take S to consist of a single vertex. In this case, we can identify χ0 with the
vertex of Cat∞ corresponding to the∞-category X , while ξ corresponds to the vertex of Cat∞ corresponding
to the ∞-category Xop. In general the ∞-categories X and Xop are not equivalent.
Remark 4.5.10. The proof of Proposition 4.5.9 is somewhat unsatisfying: it proceeds via a classification
of all equivalences of Cat∞ with itself, rather than by establishing a direct relationship between the functors
χ0 and ξ. It seems difficult to describe this relationship using the simplicial language presented here. The
classifying functor χ0 is defined using the scaled straightening functor of Definition 3.5.4, while ξ is defined
in terms of the ordinary straightening functor defined in §T.3.2.1. These straightening functors play similar
philosophical roles, but are implemented differently in the formalism of simplicial sets and do not seem to
be directly comparable to one another.
5 The Goodwillie Calculus
Let C be a presentable pointed ∞-category. Then we can consider also the ∞-category Sp(C) of spectrum
objects of C (see §S.8). The following question arises naturally: to what extent can Sp(C) be regarded as a
functor of C? For example, suppose that F : C→ D is a functor between pointed presentable ∞-categories.
Under what conditions does F determine a functor from Sp(C) to Sp(D)? The most obvious case to consider
is when the functor F is left exact. In this case, composition with F determines a f : Sp(C)→ Sp(D). This
functor f fits into a commutative diagram
Sp(C)
f //
Ω∞
C

Sp(D)
Ω∞
D

C
F // D .
There is a dual situation which is equally important. Suppose that the functor F preserves small colimits.
Applying Corollary T.5.5.2.9, we deduce that F admits a right adjoint G. Since G is left exact, we can apply
the above reasoning to obtain an induced functor g : Sp(D)→ Sp(C). We can use Corollary T.5.5.2.9 again
to deduce that g admits a left adjoint f . We can regard f as an “extension” of F , in the sense that the
diagram
Sp(C)
f // Sp(D)
C
Σ∞
C
OO
F // D
Σ∞
D
OO
commutes up to homotopy.
This raises a number of questions. For example, suppose that a functor F : C → D preserves small
colimits and finite limits. In this case, we can apply either of the above constructions to produce a functor
Sp(C) → Sp(D): do the resulting functors coincide up to homotopy? On the other hand, suppose that F
satisfies neither condition; can one still hope to find an exact functor f : Sp(C)→ Sp(D) which is somehow
related to F?
To answer these questions, let us recall a bit of terminology. A functor F : C → D is excisive if F
carries zero objects of C to zero objects of D, and carries pushout diagrams in C to pullback diagrams in
C. (Our terminology here is somewhat nonstandard; most authors do not require the preservation of zero
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objects in the definition of an excisive functor.) According to Proposition 5.1.10, the ∞-category of colimit
preserving functors FunL(Sp(C), Sp(D)) is equivalent to the full subcategory of Fun(C,D) spanned by the
excisive functors which preserve filtered colimits. Consequently, we may rephrase our problem as follows:
given a functor F : C → D, can we choose an excisive functor F ′ : C → D which preserves filtered colimits
and is, in some sense, a best approximation to the original functor F?
The Goodwillie calculus allows us to address these questions, provided that some mild assumptions are
satisfied. Suppose that C and D be well-pointed ∞-categories (see Definition 5.1.1). Let Fun0(C),D) denote
the full subcategory of Fun(C,D) spanned by those functors which preserve zero objects and sequential
colimits, and let Funexc(C,D) denote the full subcategory of Fun0(C,D) spanned by the excisive functors.
Then the inclusion Funexc(C,D) ⊆ Fun0(C,D) admits a left adjoint (Corollary 5.1.17), which carries a functor
F ∈ Fun0(C,D) to its (Goodwillie) derivative DF = lim−→n
ΩnD ◦ F ◦ Σ
n
C. In this case, we can write DF as
a composition Ω∞D ◦ f ◦ Σ
∞
C , where f : Sp(C) → Sp(D) is an exact functor which we call the linearization
of f . Finally, there is a chain rule: given a composable pair of functors F : C → D and G : D → E with
linearizations f : Sp(C) → Sp(D) and g : Sp(D) → Sp(E), we can identify the composition g ◦ f with the
linearization of G ◦ F (Proposition 5.1.23).
Our goal in this section is to give an overview of some rudimentary parts of the Goodwillie calculus
(specifically, the theory of first derivatives) using the language of ∞-categories. (For a more comprehensive
study of the Goodwillie calculus in the classical setting, we refer the reader to Goodwillie’s work ([20], [21],
and [22]); see also [35] and [1] for a discussion of the chain rule). We will begin in §5.1 by defining the
linearization and Goodwillie derivative of a (well-pointed) functor F : C → D, and establishing some of
their basic formal properties. In §5.2 we will discuss the situation more systematically by introducing a
notion of linearization for locally coCartesian fibrations: this can be regarded as a parametrized version of
the stabilization construction C 7→ Stab(C). We will apply this parametrized linearization construction in
§5.3 to reformulate the theory of first derivatives using the (∞, 2)-categorical language introduced earlier in
this paper. Finally, in §5.4 we will consider consider the relationship between the linearization of a functor
F : C→ D and the linearization of its adjoint G.
5.1 Derivatives and Linearizations of Functors
Our goal in this section is to describe some of the basic notions from Goodwillie’s calculus of functors. With
an eye toward future applications, we will try to work in as general a setting is possible. We begin by
axiomatizing the types of ∞-categories and functors to which the calculus can be applied.
Definition 5.1.1. We will say that an ∞-category C is well-pointed if the following conditions are satisfied:
(1) The ∞-category C is pointed.
(2) The ∞-category C admits finite limits. In particular, the loop functor ΩC : C→ C is well-defined.
(3) The ∞-category C admits countable colimits.
(4) The loop functor ΩC : C→ C preserves sequential colimits.
Definition 5.1.2. We will say that a functor F : C→ D between∞-categories is well-pointed if the following
conditions are satisfied:
(1) The ∞-categories C and D are well-pointed.
(2) The functor F preserves zero objects and sequential colimits.
Notation 5.1.3. If F : C→ D is a well-pointed functor between ∞-categories, then we let F+ : PSp(C)→
PSp(D) denote the functor given by composition with F .
Proposition 5.1.4. Let F : C→ D be a well-pointed functor. Let LC : PSp(C)→ Sp(C) and LD : PSp(D)→
Sp(D) denote left adjoints to the inclusions. Suppose that α : X → X ′ is a map of prespectrum objects of C
such that LC(α) is an equivalence in Sp(C). Then LDF
+(α) is an equivalence in Sp(D).
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Proof. Let us say that a morphism α in PSp(C) is good if the induced map LDF
+(α) is an equivalence in
Sp(D). We wish to prove that if LC(α) is an equivalence, then α is good. The proof proceeds in several
steps.
(a) Let α : X → X ′ be a map of prespectrum objects of C which induces equivalences X [n] → X ′[n] for
n≫ 0. Then the map F+(α) has the same property, so that LDF+(α) is an equivalence by virtue of
Remark S.8.18. It follows that α is a good morphism.
(b) Let α : X → X ′ be such that LC(α) is an equivalence. We have a commutative diagram
X
α //

X ′

LCX // LCX ′,
where the bottom horizontal map is an equivalence (and therefore good). Since the collection of good
morphisms in PSp(C) has the two-out-of-three property, it will suffice to prove that the vertical maps
are good.
(c) Since the functors F+ and LD commute with sequential colimits, the collection of good morphisms in
PSp(C) is stable under sequential colimits.
(d) Corollary S.8.17 implies that the localization functor LC can be written as the colimit of the sequence
of functors Ln : PSp(C)→ PSp(C) described in Corollary S.8.16. It will therefore suffice to show that
each of the maps X → LnX is good. This follows from (a).
Definition 5.1.5. Let F : C→ D be a well-pointed functor, let f : Sp(C)→ Sp(D) be an arbitrary functor.
Let α : F+| Sp(C) → f be a natural transformation of functors from Sp(C) to PSp(D). We will say that α
exhibits f as a linearization of F+ if, for every object X ∈ Sp(C), the induced map αX : F
+(X) → f(X)
exhibits f(X) as a Sp(D)-localization of F+(X).
Remark 5.1.6. In the situation of Definition 5.1.5, there exists a natural transformation α : F+| Sp(C)→ f
which exhibits f as a linearization of F , and the functor f is uniquely determined up to equivalence. For
example, we can take f = (LD◦F
+)| Sp(C), where LD denotes a left adjoint to the inclusion Sp(D) ⊆ PSp(D).
Remark 5.1.7. Let F : C → D be a well-pointed functor. It follows from Proposition 5.1.4, Proposition
T.5.2.7.12, and Remark 5.1.6 that the composition LD ◦F+ : PSp(C)→ Sp(D) is equivalent to f ◦LC, where
f denotes a linearization of F .
Proposition 5.1.8. Let F : C→ D be a well-pointed functor, and let α : F+ → f exhibit f as a linearization
of F . Then f is an exact functor from Sp(C) to Sp(D).
Proof. In view of Corollary S.10.9, it will suffice to show that for every object X ∈ Sp(C), the canonical map
ΣSp(D)f(X) → f(ΣSp(C)X) is an equivalence in Sp(D). Let LC : PSp(C) → Sp(C) denote a left adjoint to
the inclusion, and let LD be defined similarly. Without loss of generality we may assume X = LCY for some
Y ∈ PSp(C). According to Proposition S.8.29, we have a pushout diagram
LCY //

LCS+(Y )

LCS−(Y ) // LCS(Y )
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in Sp(C) (see Notation S.8.25); we wish to show that the induced diagram
fLCY //

fLCS+(Y )

fLCS−(Y ) // fLCS(Y )
is a pushout diagram in Sp(D). Remark 5.1.7 implies that fLC ≃ LDF
+. We observe that we have identities
F+S(Y ) = S(F+Y ) F+S+(Y ) = S+(F
+Y ) F+S−(Y ) = S−(F
+Y ).
It will therefore suffice to show that the diagram
F+Y //

S+(F
+Y )

S−(F
+Y ) // S(F+Y )
becomes a pushout square after applying the functor LD, which follows from Proposition S.8.29.
The following result characterizes the linearization of a functor F : C→ D by a universal property:
Proposition 5.1.9. Let F : C → D be a well-pointed functor, let α : F+ → f exhibit f as a linearization
of F , and let g : Sp(C)→ Sp(D) be any exact functor. Let LC and LD denote left adjoints to the inclusions
Sp(C) ⊆ PSp(C) and Sp(D) ⊆ PSp(D). Then the composite map
MapFun(Sp(C),Sp(D)(f, g)
φ0
→ MapFun(PSp(C),Sp(D)(f ◦ LC, g ◦ LC)
φ1
≃ MapFun(PSp(C),Sp(D)(LD ◦ F
+, g ◦ LC)
φ2
→ MapFun(PSp(C),PSp(D)(F
+, g ◦ LC)
→ MapFun(C,D)(Ω
∞
D ◦ F
+ ◦ Σ˜∞C ,Ω
∞
D ◦ g ◦ LC ◦ Σ˜
∞
C )
≃ MapFun(C,D)(F,Ω
∞
D ◦ g ◦ Σ
∞
C )
is a homotopy equivalence. Here φ1 denotes the equivalence provided by Remark 5.1.7.
Proof. We first observe that g ◦LC is a right Kan extension of the restriction (g ◦LC)| Sp(C) ≃ g. This proves
that φ0 is a homotopy equivalence. The map φ1 is a homotopy equivalence by construction, and the map φ2
is a homotopy equivalence because the image of g ◦LC is contained in the essential image of the localization
functor LD (namely, Sp(D)).
For every integer n, let τn : PSp(D) → PSp
n
−∞(D) denote the restriction functor. The mapping space
MapFun(PSp(C),PSp(D))(F
+, g ◦ LC) can be described as the homotopy inverse limit of the tower of spaces
{Zn = MapFun(PSp(C),PSpn−∞(D)(τn ◦ F
+, τn ◦ g ◦ LC)}.
It will therefore suffice to prove the following:
(1) Composition with Σ˜∞C and the map e : PSp
0
−∞(D)→ D given by evaluation at (0, 0) gives a homotopy
equivalence
Z0 → MapFun(C,D)(e ◦ τ0 ◦ F
+ ◦ Σ˜∞C , e ◦ τ0 ◦ g ◦ LC ◦ Σ˜
∞
C ) ≃MapFun(C,D)(F,Ω
∞
D ◦ g ◦Σ
∞
C ).
(2) For each n > 0, the restriction map Zn → Zn−1 is a homotopy equivalence.
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Our next step is to compute the homotopy types of the spaces Zn. We will employ the conventions of
Notation S.8.10.
(a) Let τ : PSp(D) → PSpnn(D) denote the restriction map. Using Lemma S.8.12, we deduce that τn ◦
g takes values among those functors N(Q(−∞, n)) → D which are right Kan extensions of their
restrictions to N(Q(n, n)). It follows that the restriction map
Zn → MapFun(PSp(C),PSpnn(D))(τ ◦ F
+, τ ◦ g ◦ LC)
is a homotopy equivalence.
(b) Combining (a) with Lemma S.8.13, we deduce that the restriction map
Zn → MapFun(PSp(C),D)(Ω
∞−n
D
◦ F+,Ω∞−n
D
◦ g ◦ LC) = MapFun(PSp(C),D)(F ◦ Ω
∞−n
C
,Ω∞−n
D
◦ g ◦ LC)
is a homotopy equivalence.
(c) Let E denote the full subcategory of PSp(C) spanned by those functors which are suspension prespectra
above n. Using Lemma S.8.20, we deduce that F ◦ Ω∞−n
C
is a left Kan extension of its restriction to
E. Combining this observation with (b), we deduce that the restriction map
Zn → MapFun(E,D)(F ◦ Ω
∞−n
C
,Ω∞−n
D
◦ g ◦ LC)
is a homotopy equivalence.
(d) Let E0 denote the full subcategory of E spanned by the n-suspension prespectra. Using Lemma S.8.12
and Remark S.8.18, we deduce that Ω∞−n
D
◦ g ◦ LC|E is a right Kan extension of its restriction to E0.
Combining this observation with (c), we deduce that the restriction map
Zn → MapFun(E0,D)(F ◦ Ω
∞−n
C
,Ω∞−n
D
◦ g ◦ LC)
is a homotopy equivalence.
(e) According to Proposition S.8.21, evaluation at (n, n) induces a trivial Kan fibration E0 → C, which
admits a section Σ˜∞−n
C
. Combining this observation with (d), we deduce that the map
Zn → MapFun(C,D)(F ◦ Ω
∞−n
C
◦ Σ˜∞−n
C
,Ω∞−n
D
◦ g ◦ LC ◦ Σ˜
∞−n
C
) = MapFun(C,D)(F,Ω
∞−n
D
◦ g ◦ Σ∞−n
D
)
is a homotopy equivalence.
We note that in the case n = 0, the map described by (e) agrees with the map appearing in statement (1),
which is therefore a homotopy equivalence as desired. To prove (2), we observe that the restriction map
Z(n)→ Z(n− 1) can be identified with a map
ψ : MapFun(C,D)(F,Ω
∞−n
D
◦ g ◦ Σ∞−n
D
)→ MapFun(C,D)(F,Ω
∞−n+1
D
◦ g ◦ Σ∞−n+1
D
),
which is well-defined up to homotopy. We wish to show that ψ is a homotopy equivalence. Unwinding
the definitions, we observe that ψ is induced by composition with the canonical natural transformation
g → ΩSp(D) ◦ g ◦ ΣSp(D). This transformation is an equivalence, by virtue of our assumption that g is an
exact functor.
We would like to use Proposition 5.1.9 to reformulate the definition of linearization. We begin with the
following result:
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Proposition 5.1.10. Let κ be a regular cardinal. Let C and D be pointed ∞-categories which admit finite
limits and κ-small colimits, and suppose that the loop functor ΩD commutes with κ-small filtered colimits.
Let Fun0(Sp(C), Sp(D)) denote the full subcategory of Fun(Sp(C), Sp(D)) spanned by those functors which
preserve κ-small colimits, and let
θ : Fun0(Sp(C), Sp(D))→ Fun(C,D)
be given by the formula F 7→ Ω∞D ◦ F ◦ Σ
∞
C . Then θ is fully faithful, and the essential image of θ consists of
those functors which are excisive and preserve κ-small filtered colimits.
The proof of Proposition 5.1.10 requires the following lemma:
Lemma 5.1.11. Let C be a pointed ∞-category which admits finite colimits, and let D be a pointed ∞-
category which admits finite limits. Let K be a simplicial set such that C and D both admit K-indexed
colimits, and suppose that the loop functor ΩD preserves K-indexed colimits. Then:
(1) The ∞-category Sp(D) admits K-indexed colimits.
(2) A diagram p : K⊲ → Sp(D) is a colimit if and only if Ω∞−n
D
◦ p : K⊲ → Sp(D) is a colimit, for each
n ≥ 0.
(3) A functor F : C → Sp(D) preserves K-indexed colimits if and only if Ω∞−n
D
◦ F : C → D preserves
K-indexed colimits, for every n ≥ 0.
(4) A right exact functor F : C → Sp(D) preserves K-indexed colimits if and only if the excisive functor
Ω∞D ◦ F : C→ D preserves K-indexed colimits.
Proof. Assertions (1) and (2) follow immediately from the description of Sp(D) as the homotopy inverse
limit of the tower
. . .
ΩD→ D
ΩD→ D
(Proposition S.8.14). The implication (2)⇒ (3) is obvious. We now prove (4). The “only if” direction follows
immediately from (3). For the converse, it suffices to observe that since F is right exact, the composition
Ω∞−n
D
◦F is equivalent to the functor Ω∞D ◦F ◦Σ
n
C, and both Ω
∞
D ◦F and Σ
n
C preserveK-indexed colimits.
Proof of Proposition 5.1.10. Using Proposition S.10.12 and Lemma 5.1.11, we deduce that composition with
Ω∞D induces an equivalence from Fun0(C, Sp(D)) to the full subcategory of Fun(C,D) spanned by the excisive
functors which preserve κ-small filtered colimits. We now conclude by applying Corollary S.15.5.
Remark 5.1.12. Let J be a filtered ∞-category with only countably many simplices. Then there exists
a cofinal map N(Z≥0) → J. To prove this, we first invoke Proposition T.5.3.1.16 to choose a cofinal map
N(A) → J, where A is a filtered partially ordered; note that the proof of Proposition T.5.3.1.16 produces
a countable partially ordered set A in the case where C has only countably many simplices. Let A =
{a0, a1, a2, . . .}. Let b0 = a0, and for each n > 1 choose an element bn ∈ A which is an upper bound for
the set {bn−1, an}. The sequence b0 ≤ b1 ≤ b2 ≤ . . . determines a map N(Z≥0)→ N(A); Theorem T.4.1.3.1
implies that this map is cofinal.
Remark 5.1.13. Using Remark 5.1.12, we deduce the following:
(1) Let C be an ∞-category. Then C admits countable filtered colimits if and only if it admits sequential
colimits. (In particular, if C also admits finite colimits and sequential colimits, then C admits all
countable colimits.)
(2) Let F : C→ D be a functor where the ∞-category C satisfies the equivalent conditions of (1). Then F
preserves countable filtered colimits if and only if F preserves sequential colimits.
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Theorem 5.1.14. Let F : C → D be a well-pointed functor and let f : Sp(C)→ Sp(D) be an exact functor
which preserves sequential colimits. Suppose we are given a natural transformation α : F+ → f of functors
from Sp(C) to PSp(D). The following conditions are equivalent:
(1) The transformation α exhibits f as a linearization of F+.
(2) Let β denote the composition
Σ∞D ◦ F ◦ Ω
∞
C = Σ
∞
D ◦ Ω
∞
D ◦ F
+ → F+
α
→ f.
Then, for every exact functor g : Sp(C)→ Sp(D), composition with β induces a homotopy equivalence
MapFun(Sp(C),Sp(D))(f, g)→ MapFun(C,D)(F,Ω
∞
D ◦ g ◦ Σ
∞
C ).
(3) For every well-pointed exact functor g : Sp(C) → Sp(D), composition with β induces a homotopy
equivalence
MapFun(Sp(C),Sp(D))(f, g)→ MapFun(C,D)(F,Ω
∞
D ◦ g ◦ Σ
∞
C ).
(4) Let γ denote the composition
F → F ◦ Ω∞C ◦ Σ
∞
C = Ω
∞
D ◦ F
+ ◦ Σ∞C → Ω
∞
D ◦ f ◦ Σ
∞
C .
Then for every well-pointed excisive functor G : C → D, composition with α induces a homotopy
equivalence
MapFun(C,D)(Ω
∞
D ◦ f ◦ Σ
∞
C , G)→ MapFun(C,D)(F,G).
Proof. The implication (1) ⇒ (2) follows from Proposition 5.1.9, the implication (2) ⇒ (3) is obvious, and
the equivalence (3)⇔ (4) follows from Proposition 5.1.10 and Remark 5.1.13. To prove that (3) implies (1),
let f ′ = LC ◦ F+, where LC : PSp(C) → Sp(C) denotes a left adjoint to the inclusion. Since F preserves
sequential colimits, the functor F+ has the same property, so that f ′ again preserves sequential colimits.
Since f ′ is exact (Proposition 5.1.8), we conclude that f ′ preserves countable colimits. Since f takes values
in Sp(D), the map α factors as a composition
F+
α′
→ f ′
α′′
→ f
where α′ exhibits f ′ as a linearization of F . We wish to prove that if condition (3) is satisfied by α, then
α′′ is an equivalence. To prove this, it will suffice to show that composition with α′′ determines a homotopy
equivalence
MapFun(Sp(C),Sp(D)(f, g)→ MapFun(Sp(C),D)(f
′, g)
for every functor g ∈ FunL(Sp(C),D)). This follows by applying the two-out-of-three property to the diagram
MapFun(Sp(C),Sp(D)(f, g) //
**VVV
VVV
VVV
VVV
VVV
VVV
MapFun(Sp(C),Sp(D)(f
′, g)
sshhhh
hhh
hhh
hhh
hhh
hh
MapFun(C,D)(F,Ω
∞
D ◦ g ◦ Σ
∞
C );
here the vertical maps are both homotopy equivalences because both α and α′ satisfy condition (3).
Remark 5.1.15. In the situation of Theorem 5.1.14, the natural transformation β : Σ∞D ◦ F ◦ Ω
∞
C → f
is determined up to equivalence by property of (2). We will therefore adopt the following variation on the
terminology of Definition 5.1.5: we will say that an arbitrary natural transformation β : Σ∞D ◦ F ◦ Ω
∞
C → f
exhibits f as a linearization of F if the functor f is exact and condition (2) is satisfied (it follows in this case
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that f automatically preserves countable colimits). Note in this case that β is determined up to homotopy
by a number of adjoint transformations
γ : F → Ω∞D ◦ f ◦ Σ
∞
C Σ
∞
D ◦ F → f ◦ Σ
∞
C F ◦ Ω
∞
C → Ω
∞
D ◦ f ;
we will abuse terminology by saying that any one of these transformations exhibits f as a linearization of F .
Similarly, we will say that a natural transformation γ : F → F ′ exhibits F ′ as a derivative of F if
the functor F ′ is well-pointed and excisive, and condition (4) of Theorem 5.1.14 is satisfied. In this case,
Proposition 5.1.10 implies that F ′ is equivalent to a composition Ω∞D ◦ f ◦ Σ
∞
C , where f : Sp(C)→ Sp(D) is
a functor which preserves small colimits. Then γ exhibits F ′ as a derivative of F if and only if it exhibits f
as a linearization of F ; in other words, the notations of derivative and linearization are interchangable.
Remark 5.1.16. Let F : C→ D be a well-pointed functor. Then we can produce a derivative of F via the
composition
F ′ : C
eΣ∞
C→ PSp(C)
F+
→ PSp(D)
LD→ Sp(D)
Ω∞
D→ D .
Combining this observation with the equivalence LD ≃ lim−→n
Ln of Corollary S.8.17, we deduce that F
′ is
equivalent to the colimit lim
−→n
ΩnD ◦ F ◦ Σ
n
C.
Corollary 5.1.17. Let C and D be well-pointed ∞-categories. Let E denote the full subcategory of Fun(C,D)
spanned by the well-pointed functors, and E0 ⊆ E the full subcategory spanned by the well-pointed excisive
functors. Then E0 is a localization of E.
Proof. For every functor F ∈ E, let f denote a linearization of f . Then the induced map F → Ω∞D ◦ f ◦Σ
∞
C
exhibits Ω∞D ◦ f ◦Σ
∞
C as a E0-localization of F , by Theorem 5.1.14.
We now study the linearization of functors in some special cases.
Proposition 5.1.18. Let C and D be well-pointed ∞-categories, and let F : C→ D and f : Sp(C)→ Sp(D)
be left-exact functors which preserve sequential colimits. Then a natural transformation α : F ◦Ω∞C → Ω
∞
D ◦f
exhibits f as a linearization of F if and only if α is an equivalence.
Proof. Since F is left exact, the functor F+ : PSp(C)→ PSp(D) given by composition with F carries Sp(C)
into Sp(D). It follows that the identity transformation exhibits F+| Sp(C) as a linearization of F . To prove
the “only if” direction, we may assume without loss of generality that f = F+| Sp(C), in which case we can
identify α with the identity map from F ◦ Ω∞C to itself.
For the converse, let f0 = F
+| Sp(C) be as above, let α : F ◦Ω∞C → Ω
∞
D ◦f be any natural transformation,
and let β : Σ∞D ◦F◦Ω
∞
C → f be adjoint to α. Since f0 is a linearization of F , the map β factors as a composition
Σ∞D ◦ F ◦ Ω
∞
C
β′
→ f0
β′′
→ f.
We wish to prove that β′′ is an equivalence. For this, it suffices to prove that the induced map Ω∞D ◦ f0 →
Ω∞D ◦ f coincides with α, and is therefore an equivalence as desired.
Corollary 5.1.19. Let F : C → D be a left exact well-pointed functor, and let f : Sp(C)→ Sp(D) be given
by composition with F . Then the identity transformation F ◦ Ω∞C → Ω
∞
D ◦ f exhibits f as a linearization of
F .
Proposition 5.1.20. Let C and D be well-pointed ∞-categories and let F : C→ D and f : Sp(C)→ Sp(D)
be functors which preserve countable colimits. A natural transformation α : Σ∞D ◦ F → f ◦ Σ
∞
C exhibits f as
a linearization of F if and only if α is an equivalence.
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Proof. We will prove the “only if” direction; the converse will then follow as in the proof of Proposition
5.1.18. We observe that f ◦Σ∞C ≃ f ◦ LC ◦ Σ˜
∞
C ≃ LD ◦ F
+ ◦ Σ˜∞C , where the second equivalence follows from
Remark 5.1.7. Similarly, we can write Σ∞D ◦F as a composition LD◦Σ˜
∞
D ◦F . In terms of these identifications,
the map α is obtained by applying LD to the natural transformation
α0 : Σ˜
∞
D ◦ F → F
+ ◦ Σ˜∞C .
To prove that LD(α0) is an equivalence, it will suffice to show that for every object C ∈ C, the map of
prespectra
Σ˜∞DF (C)→ F
+ ◦ Σ˜∞C (C)
induces an equivalence after evaluation at (n, n) for each n ≥ 0 (Remark S.8.18). Unwinding the definitions,
we must show that the canonical map
ΣnDF (C)→ F (Σ
n
CC)
is an equivalence for n ≥ 0, which follows from the assumption that F is right exact.
Proposition 5.1.21. Let F : C → D be a well-pointed functor, f : Sp(C) → Sp(D) a well-pointed exact
functor, and α : F ◦ Ω∞C → Ω
∞
D ◦ f a natural transformation. Then α exhibits f as a linearization of F if
and only if α exhibits Ω∞D ◦ f as a derivative of F ◦ Ω
∞
C .
Proof. The functors f and Ω∞D are both left exact and well-pointed, so the composition Ω
∞
D ◦ f is left exact
and well-pointed. Since the domain of Ω∞D ◦ f is stable, it follows that Ω
∞
D ◦ f is excisive. Suppose first that
α exhibits Ω∞D ◦ f as a derivative of F ◦ Ω
∞
C . We wish to prove that α exhibits f as a linearization of F .
Let β : Σ∞D ◦ F ◦ Ω
∞ → f be the map adjoint to α, and let g : Sp(C) → Sp(D) be an exact functor which
preserves sequential colimits; we must show that composition with β induces a homotopy equivalence
ψ : MapFun(Sp(C),Sp(D))(f, g)→ MapFun(Sp(C),Sp(D))(Σ
∞
D ◦ F ◦ Ω
∞
C , g).
Using Proposition S.10.12 and the adjointness between Σ∞D and Ω
∞
D , we can identify ψ with the map
MapFun(Sp(C),D)(Ω
∞
D ◦ f,Ω
∞
D ◦ g)→ MapFun(Sp(C),D)(F ◦ Ω
∞
C ,Ω
∞
D ◦ g)
induced by composition with α. This map is a homotopy equivalence by virtue of our assumption on α,
and the fact that Ω∞D ◦ g is a well-pointed excisive functor (this follows from the fact that Ω
∞
D and g are
well-pointed and left exact, and the domain of Ω∞D ◦ g is stable).
To prove the converse, let us suppose that α exhibits f as a linearization of F . The argument above
shows that composition with α induces a homotopy equivalence
MapFun(Sp(C),D)(Ω
∞
D ◦ f,G)→ MapFun(Sp(C),D)(F ◦ Ω
∞
C , G)
for every functor G : Sp(C)→ D which can be obtained as a composition Ω∞D ◦ g, where g : Sp(C)→ Sp(D)
is exact and commutes with sequential colimits. To prove that α exhibits Ω∞D ◦ f as a derivative of F ◦Ω
∞
C ,
it will suffice to show that every well-pointed excisive functor G : Sp(C) → D can be obtained in this way.
Using the excisiveness of G and Proposition S.10.12, we deduce that G ≃ Ω∞D ◦g, where g : Sp(C)→ Sp(D) is
exact. Using Lemma 5.1.11 and the compatibility of G with sequential colimits, we deduce that g preserves
sequential colimits as desired.
Corollary 5.1.22. Let C be a well-pointed ∞-category. Then the identity transformation idC ◦Ω∞C → Ω
∞
C ◦
idSp(C) exhibits the identity functor idSp(C) : Sp(C) → Sp(C) as a linearization of the identity functor idC :
C→ C.
Proof. By virtue of Proposition 5.1.21, it will suffice to show that the identity transformation exhibits
Ω∞C : Sp(C)→ C as a derivative of itself. This is clear, since Ω
∞
C is well-pointed and excisive.
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Proposition 5.1.23 (Chain Rule for First Derivatives). Let F : C → D and G : D → E be well-pointed
functors.
(1) Assume that α : F ◦ Ω∞C → Ω
∞
D ◦ f exhibits f : Sp(C) → Sp(D) as a linearization of F , and that
β : G ◦ Ω∞D → Ω
∞
E ◦ g exhibits g : Sp(D)→ Sp(E) as a linearization of G. Then the composite map
γ : G ◦ F ◦ Ω∞C
α
→ G ◦ Ω∞D ◦ f
β
→ Ω∞E ◦ g ◦ f
exhibits g ◦ f as a linearization of G ◦ F .
(2) Assume that α : Σ∞D ◦ F → f ◦ Σ
∞
C exhibits f : Sp(C) → Sp(D) as a linearization of F , and that
β : Σ∞E ◦G→ g ◦ Σ
∞
D exhibits g : Sp(D)→ Sp(E) as a linearization of G. Then the composite map
γ : Σ∞E ◦G ◦ F
α
→ g ◦ Σ∞D ◦ F
β
→ g ◦ f ◦ Σ∞C
exhibits g ◦ f as a linearization of G ◦ F .
Proof. We will prove (1); the proof of (2) is similar. Let LD : PSp(D) → Sp(D) and LE : PSp(E) → Sp(E)
denote left adjoints to the inclusion functors. In view of Theorem 5.1.14, we may assume without loss of
generality that f = LD ◦ F+, g = LE ◦G+, and that α and β are given by the compositions
F ◦ Ω∞C = Ω
∞
D ◦ F
+ → Ω∞D ◦ LD ◦ F
+ = Ω∞D ◦ f
G ◦ Ω∞D = Ω
∞
E ◦G
+ → Ω∞E ◦ LE ◦G
+ = Ω∞E ◦ g.
Then the map γ factors as a composition
G ◦ F ◦ Ω∞C
γ′
→ Ω∞E ◦ LE ◦ (G ◦ F )
+ γ
′′
→ Ω∞E ◦ LE ◦G
+ ◦ LD ◦ F
+,
where γ′ exhibits LE ◦ (G ◦ F )+ as a linearization of G ◦ F . Consequently, it will suffice to show that
γ′′ is an equivalence. In other words, it will suffice to show that for X ∈ PSp(D), the canonical map
LEG
+(X)→ LEG+(LDX) is an equivalence; this follows immediately from Proposition 5.1.4.
The chain rule is most conveniently stated in terms of linearizations. However, in some cases it can also
be rephrased in terms of derivatives:
Proposition 5.1.24. Let F : C→ D and G : D→ E be well-pointed functors.
(1) Suppose that F is right exact, and let α : G → G′ exhibit G′ as a derivative of G. Then the induced
map G ◦ F → G′ ◦ F exhibits G′ ◦ F as a derivative of G ◦ F .
(2) Suppose that G is left exact, and let β : F → F ′ exhibit F ′ as derivative of F . Then the induced map
G ◦ F → G ◦ F ′ exhibits G ◦ F ′ as a derivative of G ◦ F .
Proof. We will prove (2); the proof of (1) is similar. Let LD : PSp(D) → Sp(D) and LE : PSp(E) → Sp(E)
denote left adjoints to the inclusions. By virtue of Theorem 5.1.14 may assume without loss of generality
that F ′ = Ω∞D ◦ LD ◦ F
+ ◦ Σ˜∞C , and that β is induced by the natural transformation idPSp(D) → LD. We
have a commutative diagram
Ω∞E ◦G
+ ◦ F+ ◦ Σ˜∞C
u //
v

Ω∞E ◦ LE ◦G
+ ◦ F+ ◦ Σ˜∞C
v′

Ω∞E ◦G
+ ◦ LD ◦ F
+ ◦ Σ˜∞C
u′ // Ω∞E ◦ LE ◦G
+ ◦ LD ◦ F
+ ◦ Σ˜∞C
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where u exhibits Ω∞E ◦ LE ◦ G
+ ◦ F+ ◦ Σ˜∞C as a derivative of G ◦ F , and we wish to prove that v exhibits
G ◦ F ′ = Ω∞E ◦ G
+ ◦ LD ◦ F+ ◦ Σ˜∞C as a derivative of G ◦ F . To prove this, it will suffice to show that the
natural transformations u′ and v′ are equivalences.
To prove that u′ is an equivalence, it will suffice to show that the functor G+ ◦ LD : PSp(D)→ PSp(E)
takes values in Sp(E). Since LD takes values in Sp(D), this follows from the observation that G
+ : PSp(D)→
PSp(E) carries Sp(D) into Sp(E), since G is left exact. To prove that v′ is an equivalence, it will suffice to
show that for every object X ∈ PSp(D), the canonical map LE ◦G
+(X)→ LE ◦G
+(LDX) is an equivalence,
which follows from Proposition 5.1.4.
5.2 Linearization in Families
In §5.1, we introduced the linearization f of a well-pointed functor F : C → D. To the functor F , we can
associate a coCartesian fibration p : M → ∆1 such that C ≃ M×∆1{0} and D ≃ M×∆1{1}. In this case,
the linearization of F can be described directly in terms of the map p: it is the functor associated to another
coCartesian fibration Sp(p)→ ∆1, such that Sp(p)×∆1 {0} ≃ Sp(C) and Sp(p)×∆1 {1} ≃ Sp(D). Our goal in
this section is to define the∞-category Sp(p) for a general locally coCartesian fibration of∞-categories, and
to study its basic properties. Our main result is Theorem 5.2.10, which characterizes Sp(p) by a universal
property.
Definition 5.2.1. Let p : X → S be an inner fibration of simplicial sets. We define simplicial sets
Sp(p) ⊆ PSp(p) ⊆ P˜Sp(p)→ S
as follows:
• For every map of simplicial sets K → S, we have a canonical bijection
HomS(K, P˜Sp(p)) ≃ HomS(K ×N(Z × Z), X).
In particular, we can identify vertices of P˜Sp(p) with pairs (s, F ), where s is a vertex of S and
F : N(Z× Z)→ Xs is a functor.
• We let PSp(p) denote the full simplicial subset of P˜Sp(p) spanned by those vertices (s, F ) such that F
is a prespectrum object of Xs.
• We let Sp(p) denote the full simplicial subset of P˜Sp(p) spanned by those vertices (s, F ) such that F
is a spectrum object of Xs.
Definition 5.2.2. Let p : X → S be a locally coCartesian fibration of simplicial sets. We will say that p is
well-pointed if the following conditions are satisfied:
(i) For every vertex s in S, the fiber Xs is well-pointed.
(ii) For every edge s→ s′ in S, the associated functor Xs → Xs′ is well-pointed.
We will say that p is stable if the following stronger conditions are satisfied:
(i′) For every vertex s in S, the fiber Xs is stable.
(ii′) For every edge s→ s′ in S, the associated functor Xs → Xs′ is exact.
Proposition 5.2.3. Let p : X → S be an inner fibration of simplicial sets. Then:
(1) The maps Sp(p)→ PSp(p)→ S are inner fibrations.
(2) Assume that:
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(a) The map p is a coCartesian fibration.
(b) For every vertex s ∈ S, the ∞-category Xs is pointed.
(c) For every edge f : s→ s′ in S, the associated functor f! : Xs → Xs′ preserves zero objects.
Then:
(i) The induced map q : PSp(p)→ S is a coCartesian fibration.
(ii) An edge x→ x′ in PSp(p) is q-coCartesian if and only if the induced map x(n, n)→ x′(n, n) is a
p-coCartesian edge in X, for every integer n.
(iii) Evaluation at (0, 0) determines a functor PSp(p) → X which carries q-coCartesian edges to p-
coCartesian edges.
(2′) Assume that: Assume that:
(a) The map p is a Cartesian fibration.
(b) For every vertex s ∈ S, the ∞-category Xs is pointed.
(c) For every edge f : s→ s′ in S, the associated functor f∗ : Xs′ → Xs preserves zero objects.
Then:
(i) The induced map q : PSp(p)→ S is a Cartesian fibration.
(ii) An edge x → x′ in PSp(p) is q-Cartesian if and only if the induced map x(n, n) → x′(n, n) is a
p-Cartesian edge in X, for every integer n.
(iii) Evaluation at (0, 0) determines a functor PSp(p) → X which carries q-Cartesian edges to p-
Cartesian edges.
(3) Suppose that p satisfies the conditions (a) of (2), together with the following stronger versions of (b)
and (c):
(b′) For every vertex s of S, the fiber Xs admits finite limits.
(c′) For every edge f : s→ s′ in S, the induced functor f! : Xs → Xs′ is left exact.
Then:
(i) The induced map q : Sp(p)→ S is a coCartesian fibration.
(ii) An edge x → x′ in Sp(p) is q-coCartesian if and only if the induced map x(n, n) → x′(n, n) is a
p-coCartesian edge in X, for every integer n.
(iii) Evaluation at (0, 0) determines a functor Sp(p) → X which carries q-coCartesian edges to p-
coCartesian edges.
(3′) Suppose that p satisfies the conditions (a) of (2′), together with the following stronger versions of (b)
and (c):
(b′) For every vertex s of S, the fiber Xs admits finite limits.
(c′) For every edge f : s→ s′ in S, the induced functor f∗ : Xs′ → Xs is left exact.
Then:
(i) The induced map q : Sp(p)→ S is a coCartesian fibration.
(ii) An edge x → x′ in Sp(p) is q-coCartesian if and only if the induced map x(n, n) → x′(n, n) is a
p-coCartesian edge in X, for every integer n.
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(iii) Evaluation at (0, 0) determines a functor Sp(p) → X which carries q-Cartesian edges to p-
Cartesian edges.
(4) Assume that p is a well-pointed coCartesian fibration. Then:
(i) The induced map q : Sp(p)→ S is a coCartesian fibration.
(ii) Let f : x→ x′ be an edge of Sp(p) lying over an edge f : s→ s′ in S. Then f is q-coCartesian if
and only if the induced map f! ◦ x→ x′ exhibits x′ ∈ Sp(Xs′) as a Sp(Xs′)-localization of f! ◦ x in
the ∞-category PSp(Xs′).
Proof. To prove (1), we consider the sequence of maps
Sp(p)→ PSp(p)→ P˜Sp(p)→ S.
The first two maps are inclusions of full simplicial subsets, and therefore inner fibrations. The third map is a
pullback of Fun(N(Z× Z), X)→ Fun(N(Z× Z), S), and therefore an inner fibration by Corollary T.2.3.2.5.
We next prove (2); the proofs of (2′), (3), and (3′) are identical. Assume that p satisfies conditions (a),
(b), and (c) of (2). Combining (a) with Proposition T.3.1.2.1, we deduce:
(i′) The map q˜ : P˜Sp(p)→ S is a coCartesian fibration.
(ii′) An edge x → x′ in P˜Sp(p) is q˜-Cartesian if and only if the induced map x(m,n) → x′(m,n) is a
p-Cartesian edge in X , for every pair of integers m,n ∈ Z.
To deduce (i) from (i′), it suffices to observe that (ii′) and (c) imply that for every q˜-coCartesian edge
x → y, if x ∈ PSp(p), then y ∈ PSp(p). Moreover, an edge of PSp(p) is q-coCartesian if and only if it is a
q˜-coCartesian edge of P˜Sp(p). Assertion (ii) follows from (ii′), together with the observation that an edge
x→ y in PSp(p) automatically induces p-coCartesian edges x(m,n)→ x′(m,n) for m 6= n, by virtue of (c).
Assertion (iii) follows immediately from (ii).
We conclude by observing that (4) follows from (2), Proposition 5.1.4, and Lemma M.1.3.8.
Remark 5.2.4. Let p : X → S be a map of simplicial sets satisfying the hypotheses of part (4) of Proposition
5.2.3. We observe that for every edge f : s→ s′ in S, the associated functor
PSp(p)s ≃ PSp(Xs)→ PSp(Xs′) ≃ PSp(p)s′
can be identified with the functor f+! given by composition with f! : Xs → Xs′ . Consequently, the associated
functor
Sp(p)s ≃ Sp(Xs)→ Sp(Xs′) ≃ Sp(p)s′
is given by the composition
Sp(Xs) ⊆ PSp(Xs)
f+!→ PSp(Xs′)
L
→ Sp(Xs′),
where L denotes a left adjoint to the inclusion. In other words, the associated functor Sp(p)s → Sp(p)s′ can
be identified with the linearization of the functor f! : Xs → Xs′ .
In the situation of part (3) (or (3′)) of Proposition 5.2.3, it is easy to characterize Sp(p) by a universal
property:
Proposition 5.2.5. (1) Suppose given maps of simplicial sets p : X → S, q : Y → S satisfying the
following conditions:
(a) The maps p and q are coCartesian fibrations.
(b) For every vertex s ∈ S, the fiber Xs is pointed and admits finite limits, while the fiber Ys is stable.
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(c) For every edge s→ s′ in S, the induced functors Xs → Xs′ and Ys → Ys′ are left exact.
Let e : Sp(p) → X be the functor given by evaluation at (0, 0). Let C denote the full subcategory of
HomS(Y,X) spanned by those objects which carry q-coCartesian edges of Y to p-coCartesian edges
of X, and induce left exact functors Ys → Xs for each s ∈ S. Let C ⊆ HomS(Y, Sp(p)) be defined
similarly. Then composition with e induces a categorical equivalence C→ C.
(2) Suppose given maps of simplicial sets p : X → S, q : Y → S satisfying the following conditions:
(a) The maps p and q are Cartesian fibrations.
(b) For every vertex s ∈ S, the fiber Xs is pointed and admits finite limits, while the fiber Ys is stable.
(c) For every edge s→ s′ in S, the induced functors Xs′ → Xs and Ys′ → Ys are left exact.
Let e : Sp(p) → X be the functor given by evaluation at (0, 0). Let C denote the full subcategory of
HomS(Y,X) spanned by those objects which carry q-Cartesian edges of Y to p-Cartesian edges of X,
and induce left exact functors Ys → Xs for each s ∈ S. Let C ⊆ HomS(Y, Sp(p)) be defined similarly.
Then composition with e induces a categorical equivalence C→ C.
Proof. We will prove (2); the proof of (1) is similar. It will suffice to show that for every simplicial set K, the
induced map Fun(K,C) → Fun(K,C) induces a bijection between equivalence classes of objects. Replacing
X by Fun(K,X)×Fun(K,S) S, we are reduced to the problem of showing that the functor C→ C is bijective
on equivalence classes of objects.
The Cartesian fibrations p and q are classified by functors χp : S
op → Cat∞ and χq : Sop → Cat∞,
respectively. Let χ′ : Sop → Cat∞ classify the map Sp(p) → S, which is a Cartesian fibration by virtue of
Proposition 5.2.3. Let C′ denote the full subcategory of HomS(Y,X) spanned by those functors which carry
q-Cartesian edges to p-Cartesian edges, and let C
′
⊆ MapS(Y, Sp(p)) be defined similarly. Using Theorem
T.3.2.0.1 and Proposition T.4.2.4.4, we deduce that the collection of equivalence classes of objects of C′ can
be identified with π0MapFun(Sop,Cat∞)(χq, χp), and the collection of equivalence classes of objects of C
′
can
be identified with π0MapFun(Sop,Cat∞)(χq, χ
′). Let E denote the subcategory of Cat∞ spanned by pointed
∞-categories which admit finite limits, and left exact functors between them. Then χp, χq, and χ′ all factor
through E. Moreover, the set of isomorphism classes of objects in C can be identified with
π0MapFun(Sop,E)(χq, χp) ⊆ π0MapFun(Sop,E)(χq, χp),
and the set of isomorphism classes of objects in C can be identified with
π0MapFun(Sop,E)(χq, χ
′) ⊆ π0MapFun(Sop,Cat∞)(χq, χ
′).
Let E0 ⊆ E denote the full subcategory spanned by the stable ∞-categories. By assumption, χq factors
through E0. Consequently, to complete the proof, it will suffice to show that the canonical map χ
′ → χp
exhibits χ′ as a Fun(Sop,E0)-colocalization of χp. For this, it suffices to prove that for every vertex s ∈ S,
the induced functor χ′(s) ≃ Sp(Xs)→ Xs ≃ χp(s) exhibits χ′(s) as a E0-colocalization of χp(s) ∈ E, which
follows from Proposition S.10.12.
Remark 5.2.6. Suppose given a commutative diagram of simplicial sets
X
r //
p
@
@@
@@
@@
Y
q
 



S
where p and q are locally coCartesian fibrations, but the map r is not assumed to preserve locally coCartesian
edges. Let f : s → s′ be an edge of S, and let fX! : Xs → Xs′ and f
Y
! : Ys → Ys′ denote the associated
functors. There is a locally p-coCartesian natural transformation α : idXs → f
X
! . Applying r, we obtain a
natural transformation from rs to rs′ ◦ f
X
! . Invoking the universal property of f
Y
! , we deduce that this map
factors through a natural transformation fY! ◦ rs → rs′ ◦ f
X
! .
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Definition 5.2.7. Let p : X → S be a locally coCartesian fibration of simplicial sets. Assume that each
fiber Xs of p is well-pointed, and that the functor f
X
! : Xs → Xs′ associated to each edge f : s→ s
′ of S is
well-pointed. We will say that a map r : Y → X exhibits Y as a linearization of p if the following conditions
are satisfied:
(1) The composite map q : Y → S is a locally coCartesian fibration.
(2) For each vertex s ∈ S, the fiber Ys is stable.
(3) For each vertex s ∈ S, the induced map rs : Ys → Xs is left exact. Consequently, the map rs admits
an essentially unique factorization Ys
rs→ Sp(Xs)
Ω∞Xs→ Xs, where rs is exact.
(4) For each vertex s ∈ S, the functor rs is an equivalence of∞-categories, and therefore admits a homotopy
inverse which we will denote by r−1s .
(5) For every edge f : s→ s′ in S, the natural transformation
fX! ◦ Ω
∞
Xs ≃ f
X
! ◦ rs ◦ r
−1
s → rs′ ◦ f
Y
! ◦ r
−1
s ≃ Ω
∞
Xs′
◦ (rs′ ◦ f
Y
! ◦ r
−1
s
determined by Remark 5.2.6 exhibits rs′ ◦ fY! ◦ r
−1
s : Sp(Xs)→ Sp(Xs′) as a linearization of f
X
! .
Proposition 5.2.8. Let p : X → S be a locally coCartesian fibration of simplicial sets. Assume that each
fiber Xs of p is well-pointed, and that the functor f
X
! : Xs → Xs′ associated to each edge f : s → s
′ of S is
well-pointed. Let e : Sp(p)→ X be given by evaluation at (0, 0). Then e exhibits Sp(p) as a linearization of
p.
Proof. We must show that conditions (1) through (5) of Definition 5.2.7 are satisfied. It follows from
Proposition 5.2.3 that the map q : Sp(p)→ S is an inner fibration. To prove that q is a locally coCartesian
fibration, we can reduce to the case where S = ∆1; in this case, p is a coCartesian fibration and the desired
result follows again from Proposition 5.2.3. This proves (1). Conditions (2) through (4) are obvious (we can
take rs and r
−1
s to be the identity maps). Finally, assertion (5) follows from Remark 5.2.4 after unwinding
the definitions.
Lemma 5.2.9. Suppose given a commutative diagram of simplicial sets
X
p
@
@@
@@
@@
e // X
p
~~
~~
~~
~~
S.
Assume that p is a well-pointed locally coCartesian fibration and that e exhibits X as a linearization of p.
Let C be any well-pointed ∞-category. Let V be the full simplicial subset of Fun(C, X)×Fun(C,S) S spanned
by the collection of well-pointed excisive functors C → Xs for s ∈ S, and let V be defined similarly. Then
composition with e induces a categorical equivalence V → V .
Proof. In view of Lemma 3.2.25, it will suffice to prove the following:
(i) The projection q :W → S is a locally coCartesian fibration.
(ii) The projection q :W → S is a locally coCartesian fibration.
(iii) The map W →W carries locally q-coCartesian edges to q-coCartesian edges.
(iv) For every vertex s ∈ S, the induced map V s → Vs is an equivalence of ∞-categories.
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The map q admits a factorization
V → Fun(C, X)×Fun(C,S) S → S.
The first factor is the inclusion of a full simplicial subset, and therefore an inner fibration; the second factor
is a pullback of Fun(C, X) → Fun(C, S), and therefore an inner fibration by Corollary T.2.3.2.5. It follows
that q is an inner fibration; likewise q is an inner fibration. To prove the remaining assertions, we can reduce
to the case where S is a simplex of dimension ≤ 1; in particular, we may assume that p and p are coCartesian
fibrations.
We now prove (i). Proposition T.3.1.2.1 implies that the projection q′ : Fun(C, X) ×Fun(C,S) S → S is a
coCartesian fibration. Moreover, an edge f → g in the fiber product Fun(C, X)×Fun(C,S) S is q
′-coCartesian
if and only if, for each C ∈ C, the induced edge f(C) → g(C) is an p-coCartesian edge of X . Since every
edge s → s′ induces a well-pointed exact functor Xs → Xs′ , we conclude that if f ∈ W , then g ∈ W . This
proves that q = q′|W is a coCartesian fibration, and that an edge of W is q-coCartesian if and only if it is
q′-coCartesian.
Assertion (iv) follows immediately from Proposition S.10.12. To prove (iii), we may assume without
loss of generality that S = ∆1, so that we can view X as the correspondence associated to a functor
F : X0 → X1. Since e exhibits X as a linearization of F , it is the correspondence associated to the
linearization f : Sp(X0) → Sp(X1) of F . Let G : C → Sp(X0) be a well-pointed excisive functor, and let
e : G→ f ◦G be the corresponding q-coCartesian edge of V ; we wish to show that the image of e in V is q-
coCartesian. Unwinding the definitions, we are reduced to proving that the canonical natural transformation
F ◦Ω∞X0 ◦G→ Ω
∞
X1
◦ f ◦G exhibits Ω∞X1 ◦ f ◦G as a derivative of F ◦Ω
∞
s ◦G. Since G is an excisive functor
with stable codomain, it is right exact. Invoking Proposition 5.1.24, we may reduce to showing that the
canonical map F ◦Ω∞X0 → Ω
∞
X1
◦f exhibits Ω∞X1 ◦f as a derivative of F ◦Ω
∞
X0
, which follows from immediately
from Proposition 5.1.21 (and our assumption regarding e).
We now prove (ii). Suppose we are given an vertex f : C → Xs of V and an edge e : s → s′ in S; we
wish to prove that e can be lifted to a q-coCartesian edge f → g. Using (iv), we may assume without loss of
generality that f can be lifted to a vertex f : C→ Xs in V . Using (i), we can choose an q-coCartesian edge
f → g lifting e. Applying (iii), we deduce that the image of this edge in V is a q-coCartesian lift f → g of
e, as desired.
Theorem 5.2.10. Suppose given a commutative diagram of simplicial sets
Y
q
@
@@
@@
@@
@ X
e //
p

X
p
~~
~~
~~
~~
S
satisfying the following conditions:
(1) The map q is a stable locally coCartesian fibration.
(2) The map p is a well-pointed locally coCartesian fibration.
(3) The map e exhibits X as a linearization of p (in particular, p is a stable locally coCartesian fibration).
Let C denote the full subcategory of FunS(Y,X) spanned by those maps which induced well-pointed left exact
functors Ys → Xs for every vertex s ∈ S, and let C ⊆ FunS(Y,X) be defined similarly. Then composition
with e induces an equivalence of ∞-categories C→ C.
Proof. Without loss of generality, we may suppose that e is a categorical fibration. We define a simplicial
set Z by the following universal property: for every simplicial set K, HomSet∆(K,Z) can be identified with
the set of pairs (b, φ), where b : K → S is a map of simplicial sets and φ : K×S Y → K×SX is a map which
is compatible with the projection to K, and induces a left exact functor Yb(k) → Xb(k) for each vertex k of
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K. Let Z be defined similarly, using X in place of X . The map C → C is a pullback of the canonical map
Fun(S,Z) → Fun(S,Z). It will therefore suffice to show that the map Z → Z is a trivial Kan fibration. In
other words, we need only show that every lifting problem of the form
∂∆n _

// Z

∆n // Z
admits a solution. Without loss of generality, we may replace S by ∆n; let Y ′ = Y ×∆n ∂∆n. Unwinding
the definitions, we are required to solve a lifting problem of the form
Y ′ _

// X
e

Y
φ0 //
φ
>>|
|
|
|
X.
Moreover, if n = 0, we must further guarantee that the functor φ is left exact and preserves sequential
colimits.
Let us first consider the case n = 0. By assumption, the map e is equivalent to the functor Ω∞X : Sp(X)→
X , and φ0 is a left exact functor whose domain is stable, which is therefore excisive. Invoking Proposition
S.10.12, we deduce that φ0 ≃ e ◦ φ′, where φ′ : Y → X is an exact functor. Since e is a categorical fibration,
any equivalence of e ◦ φ′ with φ0 can be lifted to an equivalence of φ′ with an exact functor φ : Y → X
satisfying e ◦ φ = φ0. The compatibility of φ with sequential colimits follows from Lemma 5.1.11.
We now treat the case n > 0. Since q is a locally coCartesian fibration, Proposition 3.7.4 guarantees
the existence of a simplicial functor F : C[∆n] → Set∆ and a map u : M(F) → Y which induces categorical
equivalences F(i)→ Y ×∆n {i} for 0 ≤ i ≤ n. For every face σ ⊆ ∆n, letWσ = M(F |C[σ]). Finally, for every
simplicial subset S′ ⊆ S, letWS′ denote the colimit colimσ∈S′ Wσ. For each S
′ ⊆ S, we have a canonical map
ψS′ :WS′ → Y ×S S′. Using Proposition 3.7.3, we deduce that ψS′ is a categorical equivalence whenever S′
is a simplex. Since the domain and codomain of ψS′ both carry pushout squares of simplicial subsets of S to
homotopy pushout squares of simplicial sets, we deduce that ψS′ is a categorical equivalence for all S
′ ⊆ S.
Invoking Proposition T.A.2.3.1, we are reduced to solving the lifting problem depicted in the diagram
W∂∆n // _

X
e

W∆n //
<<x
x
x
x
x
X.
Let C = (∆1)n denote an n-dimensional cube, and ∂ C its boundary. Then the left vertical map is a pushout
of the inclusion (∂ C)×F(0) ⊆ C ×F(0). Consequently, the above lifting problem is equivalent to providing
a dotted arrow in the diagram
(∂ C)× F(0) //

X
e

C × F(0) //
99s
s
s
s
s
s
X.
We may assume without loss of generality that the functor F is projectively fibrant (otherwise, we simply
make a fibrant replacement for F), so that F(0) is an ∞-category which is equivalent to the fiber Y ×∆n {0}.
In particular, F(0) is stable. Let V denote the full simplicial subset of Fun(F(0), X)×Fun(F(0),S) S spanned
by those vertices which correspond to well-pointed left exact functors F(0) → Xs, for some vertex s in S,
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and let V be defined similarly. We can now rewrite our lifting problem yet again:
∂ C // _

V
e′

C // V.
To solve this lifting problem, it suffices to show that e′ is a trivial Kan fibration. Since e is a categorical
fibration, we deduce that e′ is a categorical fibration. We complete the proof by observing that Lemma
5.2.9 guarantees that e′ is a categorical equivalence (since F(0) is stable, a functor from F(0) to another
∞-category is excisive if and only if it is left exact).
5.3 Linearization as a Functor
Our goal in this section is to formulate Goodwillie’s theory of first derivatives in the language of (∞, 2)-
categories.
Definition 5.3.1. We define a pair of Set+∆-enriched categories (Cat
∆
∞)
ex ⊆ (Cat∆∞)
wp as follows:
(1) The objects of (Cat∆∞)
wp are small well-pointed ∞-categories. An object of (Cat∆∞)
wp belongs to
(Cat∆∞)
ex if and only if it is stable.
(2) For every pair of objects C,D ∈ (Cat∆∞)
wp, we let
Map(Cat∆∞)wp(C,D) = (Fun
wp(C,D),M)
where Funwp(C,D) denotes the full subcategory of Fun(C,D) spanned by the well-pointed functors,
and M is the collection of all equivalences in Funwp(C,D). Similarly, we let Map(Cat∆∞)ex(C,D) =
(Funex(C,D),M), where Funex(C,D) is the full subcategory of Fun(C,D) spanned by the well-pointed
exact functors, and M is the collection of all equivalences in Funex(C,D).
(3) Composition in (Cat∆∞)
wp and (Cat∆∞)
ex are defined in the obvious way.
Definition 5.3.2. We define scaled simplicial sets Catwp∞ and Cat
ex
∞ by the formulas
Catwp∞ = N
sc((Cat∆∞)
wp) Catex∞ = N
sc(Catex∞).
Remark 5.3.3. Since the marked simplicial categories (Cat∆∞)
wp and (Cat∆∞)
ex are not small, the scaled
simplicial sets Catwp∞ and Cat
ex
∞ are likewise not small.
Remark 5.3.4. By construction, the marked simplicial categories (Cat∆∞)
wp and (Cat∆∞)
ex are fibrant. It
follows that the scaled simplicial sets Catex∞ and Cat
wp
∞ are ∞-bicategories (Remark 4.2.9).
Remark 5.3.5. Unwinding the definitions, we deduce that the underlying ∞-category of Catwp∞ is the
subcategory of Cat∞ spanned by the well-pointed ∞-categories and well-pointed functors between them.
Similarly, the underlying∞-category of Catex∞ is the subcategory of Cat∞ spanned by the stable well-pointed
∞-categories and exact well-pointed functors between them.
Remark 5.3.6. Let S = (S, T ) be a scaled simplicial set. According to Corollary 4.5.8, the scaled unstraight-
ening functor UnscS determines a bijective correspondence between homotopy classes of maps S → Cat∞
in Setsc∆ and equivalence classes of locally coCartesian fibrations X → S with essentially small fibers, whose
restriction to every simplex of T is a coCartesian fibration. Restricting our attention to maps S → Cat∞
that factor through Catwp∞ , we deduce the following analogue:
(a) The unstraightening functor UnscS induces a bijective correspondence between homotopy classes of
maps S → Catwp∞ and equivalence classes of well-pointed locally coCartesian fibrations X → S with
essentially small fibers, whose restriction to every simplex of T is a coCartesian fibration.
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Similarly, we obtain the following characterization of Catex∞:
(b) The unstraightening functor UnscS induces a bijective correspondence between homotopy classes of
maps S → Cat∞wp and equivalence classes of stable well-pointed locally coCartesian fibrationsX → S
with essentially small fibers, whose restriction to every simplex of T is a coCartesian fibration.
Let Catwp∞ = (S, T ). Applying assertion (a) of Remark 5.3.6 to the identity map (S, T ) → Cat
wp
∞ , we
deduce the existence of a universal well-pointed locally coCartesian fibration p : X → S whose fibers are
essentially small and whose restriction to every simplex of T is a coCartesian fibration. Choose a linearization
X ′ → X of p. The characterization of linearizations given in Theorem 5.2.10 shows that X ′ is well-defined
up to equivalence.
Proposition 5.3.7. In the above situation, the induced map p′ : X ′ → S is a stable well-pointed locally
coCartesian fibration with essentially small fibers. Moreover, the restriction of p′ to every thin 2-simplex of
S is a coCartesian fibration.
Proof. Without loss of generality, we may suppose that X ′ = Sp(p) (Proposition 5.2.8). In this case, the
desired result follows from Proposition 5.2.3.
Remark 5.3.8. Alternatively, we can deduce Proposition 5.3.7 directly from the definition of a linearization.
The only nontrivial point is to verify that the restriction of p′ to every thin 2-simplex of S is a coCartesian
fibration; this is simply a translation of the chain rule (Proposition 5.1.23).
Combining Proposition 5.3.7 with part (b) of Remark 5.3.6, we deduce that the map p′ : X ′ → S is
classified by a map of scaled simplicial sets (S, T )→ Catex∞.
Definition 5.3.9. We let Lin : Catwp∞ → Cat
ex
∞ denote the map of ∞-bicategories constructed above. We
will refer to Lin as the linearization functor.
Remark 5.3.10. The functor Lin of Definition 5.3.9 is well-defined up to equivalence. Moreover, the map
X ′ → X in the above discussion determines a natural transformation α from Lin to the identity functor
idCatwp∞ . The universal property of linearizations (Theorem 5.2.10) translates in this context to a universal
property of the natural transformation α, which determines Lin and α up to a contractible ambiguity; we
will not pursue the matter further here.
Remark 5.3.11. We can summarize Definition 5.3.9 informally as follows: the functor Lin carries a well-
pointed ∞-category C to the ∞-category Sp(C) of spectrum objects of C, and a well-pointed functor F :
C → D to its linearization f : Sp(C) → Sp(D). The compatibility of this procedure with composition of
morphisms is guaranteed by the chain rule (Proposition 5.1.23).
Variant 5.3.12. Let Ĉat∞
wp
and Ĉat∞
ex
be defined likeCat∞wp and Cat
ex
∞, but without the requirement
that the objects of Ĉat∞
wp
and Ĉat∞
ex
be small. Then Ĉat∞
wp
and Ĉat∞
ex
are very large∞-bicategories
(for example, the∞-categories of maps between objects of Ĉat∞
wp
and Ĉat∞
ex
are not small). Nevertheless,
all of the constructions of this section can be carried out without essential change, to obtain a linearization
functor Ĉat∞
wp
→ Ĉat∞
ex
which we will also denote by Lin. This is the setting in which the Goodwillie
calculus is usually studied.
5.4 Adjoint Functors and Linearization
Our starting point for this section is the following observation:
Proposition 5.4.1. Suppose given a pair of adjoint functors C
F // D
G
oo between well-pointed ∞-categories
C and D. Let f be a linearization of F , and let g : Sp(D)→ Sp(C) be given by composition with G. Then f
and g are adjoint to one another. In particular, if G preserves sequential colimits, then the linearizations of
F and G are adjoint to one another.
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Proof. Let p : M→ ∆1 be a correspondence associated to the adjoint functors F and G. Then the induced
map q : Sp(p)→ ∆1 is a correspondence between Sp(C) and Sp(D). Proposition 5.2.3 implies that q is both
a Cartesian and a coCartesian fibration. The associated functor Sp(C) → Sp(D) can be identified with a
linearization of F (by Remark 5.2.4), while the associated functor Sp(D) → Sp(C) is given by composition
with G. It follows that the correspondence Sp(p) exhibits the functors f and g as adjoint to one another.
The final assertion follows from Corollary 5.1.19.
We now ask the question: given an adjunction C
F // D
G
oo as in Proposition 5.4.1, when is the induced
adjunction
Sp(C)
f // Sp(D)
g
oo
an equivalence of∞-categories? Corollary 5.4.4 below allows us to give an affirmative answer to this question
in a variety of situations. Before we can state it, we need to review a bit of terminology.
Suppose given a pair of adjoint functors C
F // D
G
oo . In §M.3, we showed the that composition T = G ◦F
admits the structure of a monad on the ∞-category C. Moreover, the functor G factors (up to canonical
homotopy) as a composition
D
G′
→ModT (C)
G′′
→ C,
where ModT (C) denotes the ∞-category of T -modules in C (that is, the ∞-category of objects C ∈ C
equipped with a map TC → C which is coherently associative in a suitable sense). If the functor G′ is an
equivalence, then we say that the ∞-category D is monadic over C. In this case, we think of G as a forgetful
functor, so that an object D ∈ D can be identified with its image GD ∈ C, together with some additional
data (a T -module structure on GD).
Proposition 5.4.2. Let G : D→ C be a functor between pointed ∞-categories which exhibits D as monadic
over C. Assume that D and C admit finite limits. The functor G is left exact, and therefore induces a functor
g : Sp(D)→ Sp(C). Suppose that g admits a left adjoint. Then g exhibits Sp(D) as monadic over Sp(C).
We will give the proof of Proposition 5.4.2 at the end of this section.
Corollary 5.4.3. Suppose given a pair of adjoint functors
C
F // D
G
oo
between pointed presentable ∞-categories. Suppose further that the functors G, ΩC, and ΩD are continuous,
and that G exhibits D as monadic over C. Then:
(1) The resulting adjoint functors Sp(C)
f // Sp(D)
g
oo exhibit Sp(D) as monadic over Sp(C).
(2) The monad g ◦ f associated to the adjunction of (1) is equivalent to the linearization of G ◦ F .
Proof. Assertion (1) follows immediately from Proposition 5.4.2, and (2) follows from Proposition 5.1.24.
Corollary 5.4.4. Suppose given an adjunction C
F // D
G
oo between pointed presentable ∞-categories. Sup-
pose further that the functors G, ΩC, and ΩD are continuous, and that G exhibits D as monadic over
C. If the unit map idC → GF induces an equivalence after linearization, then G induces an equivalence
Sp(D)→ Sp(C).
The proof of Proposition 5.4.2 relies on the following lemma:
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Lemma 5.4.5. Suppose given a diagram q : S → Cat∞ whose limit is an ∞-category C. For each vertex
s ∈ S, we will denote by Cs the image of s in Cat∞. Let p : K → C be a diagram. Assume that:
(i) For every vertex s ∈ S, the resulting diagram ps : K → Cs admits a colimit ps : K
⊲ → Cs.
(ii) For every edge s→ s′ in S, the induced functor f : Cs → Cs′ carries ps to a colimit diagram K
⊲ → Cβ.
Then:
(1) The diagram p admits a colimit in C.
(2) Let p : K⊲ → C be an arbitrary extension of p. Then p is a colimit diagram if and only if each of the
induced diagrams K⊲ → Cs is a colimit diagram.
Proof. The diagram q is classified by a coCartesian fibration g : X → S (see §T.3.3.2). Let D = MapS(S,X)
denote the ∞-category of sections of g. According to Corollary T.3.3.3.2, we can identify C with the full
subcategory of D spanned by coCartesian sections of g. Under this identification, we may view p as defined
by a map P : K × S → X . Using Lemma M.2.3.1 and Proposition T.4.3.1.10, we conclude that there is an
extension P : K⊲ × S → X which classifies a colimit diagram p : K⊲ → D, and having the property that
for each s ∈ S the induced map ps : K
⊲ → Cs is a colimit diagram. Using condition (ii), we deduce that p
factors through C ⊆ D, and is therefore a colimit diagram in C. This proves (1). The “only if” direction of
(2) follows from the uniqueness of colimit diagrams.
To prove the “if” direction of (2), let p : K⊲ → C be the colimit diagram constructed above, and let
p′ : K⊲ → C be an arbitrary extension of p. Then there exists a map α : p → p′ in Cp/. If p
′ induces
colimit diagrams in each Cs, then we conclude that each of the induced transformations αs : ps → p
′
s is an
equivalence. It follows that α is an equivalence, so that p′ is a colimit diagram as desired.
Proof of Proposition 5.4.2. According to the Barr-Beck Theorem (Theorem M.3.4.5), it will suffice to verify
the following conditions:
(1) The functor g is conservative.
(2) If U• is a simplicial object of Sp(D) which is g-split, then U• admits a colimit in Sp(D), and that
colimit is preserved by g.
Let α : X → Y be a morphism in Sp(D). Suppose that g(α) is an equivalence. We wish to show that α
is an equivalence. It will suffice to show that for each n ≥ 0, the induced map Ω∞−n
D
(α) is an equivalence
in D. This follows from the fact that Ω∞−n
C
(g(α)) is an equivalence in C, since G induces a conservative
functor from D to C. This proves (1).
We now prove (2). Let U• be a g-split simplicial object of Sp(D). For each n ≥ 0, the composition
Ω∞−n
D
U• is a G-split simplicial object of D. It follows from Theorem M.3.4.5 that Ω
∞−n
D
U• admits a colimit
V n• ∈ D, which is preserved by G. It will therefore suffice to show that we can assemble the augmented
simplicial objects {V n• }n≥0 into colimit diagram in Sp(D). Applying Lemma 5.4.5 to the tower
. . .
ΩD→ D
ΩD→ D,
we are reduced to showing that each of the induced maps V n−1 → ΩDV
n+1
−1 is an equivalence in D. Since
G is conservative, we are reduced to proving that the induced map GV n−1 → GΩDV
n+1
−1 ≃ ΩCGV
n+1
−1 is an
equivalence in C. This follows from the fact that ΩC preserves the colimits of split simplicial objects in C
(Remark M.3.4.4).
For applications elsewhere, we record the following consequence of the Barr-Beck theorem:
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Proposition 5.4.6. Suppose given a commutative diagram of ∞-categories
D
G′′
  A
AA
AA
AA
A
E
G′
?? G // C .
Suppose that G exhibits E as monadic over C, that G′′ is conservative, and that G′ admits a left adjoint.
Then G′ exhibits E as monadic over D.
Warning 5.4.7. Monadicity is not transitive: in the situation of Proposition 5.4.6, if G′′ exhibits D as
monadic over C and G′ exhibits E as monadic over D, then G need not exhibit E as monadic over C.
Proof. We will show that the functor G′ satisfies the hypotheses of Theorem M.3.4.5:
(1) The functor G′ is conservative. For suppose that α : E → E′ is a morphism in E such that G′(α) is an
equivalence. Then G(α) is an equivalence. Since G is conservative (by Theorem M.3.4.5), we deduce
that α is an equivalence.
(2) Let E• be a simplicial object of E, and suppose that G
′E• is a split simplicial object of D. Then
GE• = G
′′G′E• is a split simplicial object of C. Since G exhibits E as monadic over C, Theorem
M.3.4.5 implies that E• admits a colimit |E•| in E, and that the canonical map α : |GE•| → G|E•| is
an equivalence in C. We wish to show that β : |G′E•| → G′|E•| is an equivalence in D. Since G′′ is
conservative, it will suffice to show that G′′(β) is an equivalence in C. Using the commutative diagram
G′′|G′E•
G′′(β)
%%K
KK
KK
KK
KK
|GE•|
γ
99ttttttttt
α // G|E•|,
we are reduced to proving that γ is an equivalence. In other words, we must show that G′′ preserves
the colimit of the split simplicial object G′E•, which follows from Remark M.3.4.4.
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