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ABSTRACT 
The paper presents apowerful method for estimating extreme probabilities of a target 
variable Z = h(X), which is a monotone function of a set of  basic variables X = 
(X 1 . . . . .  X n). To this aim, a sample of  (X 1 . . . . .  X n) is simulated in such a way that the 
corresponding values of Z are in the corresponding tail, and used to fit a Pareto 
distribution to the associated exceedances. For cases where this method is difficult to 
apply, an alternative method is proposed, which leads to a low rejection proportion of  
sample values, when compared with the Monte Carlo method. Both methods are shown 
to be very useful for sensitivity analysis in Bayesian networks or uncertainty in risk 
analysis, when very large confidence intervals for the marginal/ conditional probabilities 
are required. The methods are illustrated with several examples, and one example of 
application to a real case is used to illustrate the whole process. © 1997 Elsevier 
Science Inc. 
KEYWORDS:  Bayesian networks, generalized Pareto distribution, simula- 
tion, stratified simulation, tails 
I. INTRODUCTION 
In this paper we deal with the problem of estimating the tail of a 
random variable Z which is related to other basic variables (X1, . . . ,  X,)  
by a monotone relation Z = h(X). We assume that the cumulative distri- 
bution function (cdf) of the target variable is not directly available but 
determined through the basic variables and h(X). 
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In some cases, as in reliability or risk analysis, very high confidence 
intervals are needed, which also implies the estimation of their tails. 
Though the usual treatment of reliability studies is done through fault 
trees, in this paper we deal with Bayesian networks, which are more 
general and, among other advantages, allow common cause analysis to be 
performed irectly, since we are not limited by trees, but can work with 
networks. 
Let X = {X 1 . . . . .  X n} be a set of n discrete variables, taking values in 
the set {0,. . . ,  ri}. A Bayesian network over X is a pair (D, P) where the 
graph D is a directed acyclic graph (DAG) over X and P = 
{P l (x l lT r l ) , . . . , Pn(x , , lT r~)}  is a set of n conditional probabilities, one for 
each variable, where H i is the set of parents of node X/. If we denote 
Oij~ = P~(X  i = j[ 11 i = ~r), j ~ {0 . . . . .  r~}, (1.1) 
where 7r is any possible instantiation of the parents of X/, then the joint 
probability density of X can be considered as a 0-parametric family and 
written as 
P(x  1 . . . . .  x n)  ~- f i  Pi(xi lTl ' i ) .  (1.2) 
i=1  
The importance of Bayesian networks lies in the fact that the marginal 
probabilities of the nodes P(X  i = j )  or the conditional probabilities P(X  i 
= j lE  = e), where E is a set of evidential nodes with known values e, can 
be easily calculated by exploiting the structure of the joint probability 
distribution (JPD) (1.2). 
Castillo, Guti~rrez, and Hadi [3, 5, 6] have shown that: 
1. The marginal P(X  i = j )  and conditional probabilities P(X/ = j I E  = 
e) are polynomials and quotients of polynomials, respectively, of the 
0-parameters which are first degree in each parameter. 
2. The marginal P(X  i = j )  and conditional probabilities P(X  i = j lE  = 
e) are monotone functions of the parameters. 
As we shall see, these discoveries can lead in practice to an important 
saving in computation. 
An uncertainty analysis of a Bayesian network consists of assuming the 
0-parameters to be random variables, instead of constant values, and 
calculating the corresponding density functions of the marginal/condi- 
tional probabilities above. 
A standard technique to deal with this problem is the Monte Carlo 
simulation method. This method allows dealing with a random variable Z 
which is related to other variables by a complex relation Z = h(X). The 
idea is simply to simulate X a very large number of times, calculate the 
corresponding values of Z, and use the empirical distribution of Z for the 
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exact cdf. The method performs well in the central part of the distribution, 
but gives very poor approximations in the tails, as, for example, in the 
estimation of small or large percentiles. 
However, in engineering design only tails are important. The engineer is 
only interested in the occurrences of either very large values of magnitudes 
(temperatures, winds, waves, earthquakes, etc.) or very small values of the 
same magnitudes, because they produce structural, supply, or environmen- 
tal problems. This has motivated the appearance of extreme value theory 
(see Galambos [8] or Castillo [2]), and several papers deal with the 
estimation of large percentiles ( ee Weissman [13]). 
Several methods have been proposed for simulating random samples in 
Bayesian networks, such as stochastic simulation (Pearl [11]), likelihood 
weighing (Shachter and Peot [12]) hybrid methods of logic sampling and 
stochastic simulation (Chavez and Cooper [7]), stratified sampling 
(Bouckaert, Castillo, and Gutirrrez [1], Castillo, Gutirrrez, and Hadi [6]), 
etc. However, these methods have not been applied to solve the tail 
estimation problem. 
We note here that estimation of extreme percentiles i  difficult from 
real samples, but if we can choose a simulation method the task is 
completely different. In a previous paper, Castillo, Solares, and Grmez [4] 
introduced a method which allows simulating the tails of the target 
variable with a reduced or null proportion of rejections. This means that 
each data point in the simulated sample belongs to the desired tail with a 
high probability. 
The idea of this paper consists in fitting a generalized Pareto distribu- 
tion (or its reverse) to the exceedances over (or under) threshold values, 
using the simulated sample, which in fact is obtained as exceedances over a 
selected threshold value u. As we shall see, the generalized Pareto distri- 
bution is not arbitrarily selected, but justified from extreme value theory. 
The paper is structured as follows. In Section 2 we give some back- 
ground material which is needed later. In Section 2.1 we motivate the 
simulation method. In Section 2.2 we justify the use of the generalized 
Pareto distribution, using extreme value theory. In Section 3 we give a 
method which allows simulating the tails directly, that is, the simUlated 
sample values belong to the tail. We also give the scores w we need to 
consider for simulating with a distribution which does not coincide with 
the real population, show some examples, and compare the simulations 
with the exact tails. In Section 3.5 we show how this method can be 
improved by using simulation procedures with equal scores. In Section 3.6 
we adapt the method to reliability analysis and show how it can be 
simplified by considering the increasing character of the reliability func- 
tion. In Section 3.7 we describe an alternative method which leads to a 
relatively small rejection proportion. In Section 4 we discuss the perfor- 
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mance of the method. In Section 5 we present one application of Bayesian 
networks to a real example. Finally, Section 6 gives some conclusions. 
2. SOME BACKGROUND MATERIAL 
In this section we introduce some basic concepts which are needed in 
the rest of the paper. 
2.1. An Intuitive Motivation of the Simulation Method 
In this section we illustrate a general simulation scheme (see Castillo, 
Guti6rrez, and Hadi [3]). Suppose that we want to simulate drawing a ball 
from an urn containing six balls numbered {1,2,3,4,5,6} as shown in 
Figure l(a). One way of doing this is by rolling a fair six-sided die. Thus, 
drawing a ball at random from the urn can be simulated by rolling the die 
and noting its number. 
Now suppose, that we remove the ball numbered 6 from the urn, as 
shown in Figure l(b), or add two balls numbered 2 and two balls numbered 
Figure 1. Illustration of the general simulation scheme. 
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4 to the urn, as shown in Figure l(c). The question is: Can we simulate 
drawing balls from the resulting urns by rolling a fair six-sided die? The 
answer is yes, but we have to allow for the fact that the urn does not 
contain the same number of balls for each of the numbers {1, 2, 3, 4, 5, 6}. 
For example, is a ball is selected at random from urn (c), we see that the 
probability of choosing the ball numbered 1 is 1/10 = 0.1, the probability 
of choosing a ball numbered 2 is 3 /10 = 0.3, the probability of choosing 
the ball numbered 3 is 0.1, and so on. Thus, to simulate drawing balls with 
replacement from the urn in Figure l(c), we roll a six-sided die and assign 
each number a score (or weight) s(x) equal to the ratio of the true 
probability h(x) (the one being simulated) to the simulated probability 
p(x)  (the one used in the simulation), as indicated in the tables of Figure 
1. Thus, the score becomes 
h(x)  
w = - -  (2.1) p(x)" 
Note that the probability of any ball is equal to its score divided by the 
sum of all scores. Thus, scores allow us to calculate true probabilities. 
This simple idea, which can be applied to any urn with any number of 
balls, motivates and justifies the methods to be developed in Section 3 of 
this paper. 
2.2. The Generalized Pareto Distributions 
Let F(z)  be the cdf of the target random variable Z. In this paper we 
are interested only in the left or right tail of F(z). To apply extreme value 
theory to the case of the left tail (small values of Z), we transform Z by 
truncating it at a threshold value u and then translating the origin to u, 
thus getting a new random variable Su, which is defined as Z - u given 
Z<_u.  
The resulting random variable S u has cdf H(s; u), which is 
Pr(Su _< s) = H(s;  u) = Pr[Z <_ u + s lZ < u] - 
F (u  + s) 
F (u)  
(2.2) 
for z 0 - u _< s < 0, where z 0 is the lower endpoint (minimum possible 
value) of Z. 
It follows from (2.2) that F(z)  for small values of z can be written as 
F(z )  = F (u)H(z  - u ;u) ,  z 0 < z < u. (2.3) 
Thus, estimating F(z)  is equivalent o estimating F(u) and H(z  - u; u). 
We discuss these problems in the following paragraphs. 
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Since F(u)= Prob[Z < u], it can be estimated as the proportion of 
sample values less than u. 
To choose H(z  - u; u), we use the reversed generalized Pareto distribu- 
tion (RGPD), whose cdf is 
/ (1 -cz /a )  -1/c if c > O, z<O L(z ;a ,c )= or c<O,  a/c<z<O,  (2.4) 
~exp(z /a)  if c =0,  z<O,  
where a > 0 and -~ < c < w are the scale and shape parameters, respec- 
tively. The selection of the RGPD is justified by the following theorem 
from extreme value theory. 
THEOREM 1 The RGPD L(z; a, c) is a good approximation ofH(z; u), in 
the sense that 
lim sup IH (z ;u )  - L (z ;a (u ) ,c ) ]  = O, 
U--~Z(} Zo--U<Z< 0
(2.5) 
for some fixed c and functions a(u), if and only if H is in the minimal 
domain of attraction of one extreme value distribution. 
Note that practically all cdfs used in textbooks atisfy this condition. See 
Pickands [10] for a proof of the equivalent result for the maximal domain 
of attraction. Using Theorem 1, from (2.3) and (2.4), the proposed model 
for the left tail of Z is 
F(z )  = bL(z  - u; a (u) ,c ) ,  z o < z < u, (2.6) 
which depends on three parameters a, b, and c for each threshold value u. 
A similar argument holds for the right tail. Thus, the generalized Pareto 
distribution 
U(z;a,c) = l 1 - (1 + cz/a) 1/c 
exp(z /a)  
if c>0,  z>0 
or c <0,  0 <z  < -a /c ,  
if c=0,  z>0,  
(2.7) 
is a good approximation for the right tail in the above sense. 
Thus, since we are approximating the left and right tails, we propose the 
following models: 
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• left tail: 
F(z ;a ,b ,c )  = 
-1/c 
if c>O,  z<u 
or c<O,  u+a/c<z<u,  
if c=O,  z<u;  
(2.8) 
• right tail: 
F(z ;a ,b ,c )  
a 
1 
-1/c 
if c > 0, u <z ,  
or c <0,  u <z<u-a /c ,  
if c=O, .  u <z .  
(2.9) 
Here b is a new parameter to be estimated, which represents the propor- 
tion of data below or over the threshold value u, respectively. 
Thus, we need to estimate parameters a > 0, b > 0 and -~ < c < ~. 
However, if the lower (upper) end of Z is finite (note that this implies 
c < 0) and known, we have two different options: 
1. Estimate the three parameters. 
2. Force the true and the estimated end to coincide. According to (2.8), 
for the left tail we have a = c(z  o - u). Similarly, from (2.9), for the 
right tail we get a = c(u - Zo). Thus, in this case we estimate only 
the parameter b and c. 
The estimation of the parameters can be done by  several methods. In 
this paper we use least squares, that is, we minimize, with respect to the 
parameters, the weighted sum of squares of deviations, 
N 
Ewi[f(z i ;a,b,c) -F(zi)] 2, 
i=1  
(2.lO) 
where w i = l~(z i ) -  F (z  i 1 ) is the weight, which is equal to the corre- 
sponding score, F(-) is the empirical cdf, and N is the sample size. 
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3. THE PROPOSED METHODS 
The main idea of the proposed method consists in simulating only the 
tail of the target variable. Assume that Z = h(X), that is, we have a 
random variable Z related to a set X = {X 1 . . . . .  X n} of basic random 
variables by an increasing (decreasing) relation. 
Note that if h(X) is decreasing, we can work with -Z  instead of Z. 
Assume also that a i _< X i _< b i, i.e., a i and bi are the lower and upper ends 
of the random variables Xi, i = 1 . . . . .  n. Then, h(a) < Z < h(b), that is, 
h(a) and h(b) are lower and upper bounds of Z, respectively. 
To illustrate the proposed methods we use a very simple bidimensional 
example. Let h(xl, x 2) = max(xl, x2), 0 <xl ,  x z _<_ 1. The minimum of 
h(xl, x2) is 0, which is attained at the point (0, 0) (see Figure 2). If we are 
interested in the left tail ~ = {0 < h(x~,x 2) < e} of h ( ) ,  we want to 
simulate the shaded region B in Figure 2. We have several options: 
1. The standard Monte Carlo method. We simulate the random values 
in the unit square and reject the sample if it is outside the region B. 
The inconvenience of this method is that it leads to a very high 
rejection proportion. 
2. The no rejection method. We simulate samples in the region B 
directly. This is very efficient, since the rejection proportion is null, 
but can be difficult to implement because of the complexity of the tail 
boundary. 
3. The reduced rejection method. We simulate points in an intermediate 
region such as the region limited by the arc outside B (see Figure 2). 
If the region is simple, the method is easy to apply (we invert simple 
equations) and convenient (low rejection proportion). 
I 
Minimum [ hCx  x2 =° I
0 0 ~ I -E  
Figure 2. Illustration of different possibilities for simulating the right and left tails. 
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The rejection proportion is
P, = E Ps(x ) /  E Ps(x), (3.1) 
x~S,-~ I .~  
where S, is the simulated region for a given e. 
It is convenient to have lim, _, 0 P, "~ 1. Of  course, for the no rejection 
method we have S, = ~-, and then p, = 0. On the contrary, for the 
standard Monte Carlo method S, = S and ~-,-+ Q; thus, we have 
lim, _~ 0 P, = 1. 
3.1. The No Rejection Method for the Right Tail 
We start by analyzing the right tail, and then we give the required 
modifications for the left tail. Our aim is to approximate the cdf in the tail 
J=  {z :h (h) -e  < z < h(b)} of Z, by simulating the random variable 
(X  1 . . . . .  X n) restricted to Z > h(b) - e. 
For any i, let us denote hT l (X i _ l ,Z ,X  i+l) the inverse of h(x) with 
respect o x i, where we have denoted x i = (x l  . . . . .  x i )  and x i = (x  i . . . . .  x , ) .  
The proposed method sequentially simulates variables X~, . . . ,  X~ in the 
following form. Assume that we have already simulated variables X 1 = 
Xl . . . . .  S i -  1 = x i -  1- Then  we s imulated X/ so that  
h(b) - E < h(x i _ l ,X i ,X  i+~) < h(X i _ l ,b i ) .  (3.2) 
Note that once variables Xi_ 1 have been simulated, the new upper bound 
o f  Z is h(x i_ 1, bi). 
From (3.2) we get 
l i (X i+l) <S i ~ u i (X i+l) ,  (3.3) 
where 
l i (X  i+ l) = h~-l(Xi_ l ,h (h )  - E,X i+1) (3.4) 
and 
/,/i(X i+1) = ht l (x i _ l ,h (X i _ l ,b i ) ,x i+ l ) .  (3.5) 
Since X i÷ 1 has not been simulated yet, we must choose the largest possible 
interval, which, taking into account he constraint ai < X i < b~, is 
t i < X/__< U/ (3.6) 
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where 
Li=max[minli(Xi+l),ailx '+' I =max[h71(xi_l ,h(b)-~,bi+l),ai]  (3.7) 
and 
Ui=min[ maXui(Xi+l)'bi]xi+l = min[h i l (x i  l 'h(Xi-l'bi)'ai+l)'bi] (3.8) 
are the lower and upper bounds of X i given X i. 
Once L i and U/are known, we can sequentially simulate Xi, i = 1,..., n, 
with density proportional to f(xilx ~ 1) in the region Li < X~ < U v Note 
that, since all sample values belong to the target region, no rejection 
occurs. 
3.2. The No Rejection Method for the Left Tail 
Similarly, we can approximate the cdf in the left tail 3 -= {z : h(a) < z < 
h(a) + e} of Z, by simulating the random variable X restricted to Z < h(a) 
+ e. The above discussion, expressions and method for the right tail 
remain valid for the left tail with the following changes: 
• The expression (3.2) becomes 
h(xi_l,a i) < h(Xi_l, Xi ,X  i+l) ~ h(a) + e (3.9) 
because, once variables Xi_ 1 have been simulated, the new lower 
bound of Z is h(x i 1,ai) • 
• The expression (3.4) becomes 
li(X i+') = hst l(Xi_l, h(x i , ,a i ) ,x i+ l ) .  
• The expression (3.5) becomes 
ui(X i+1) = hil(Xi_l,h(a) + e,x i+ l ) .  
• The expression (3.7) becomes 
(3.10) 
(3.11) 
Li= max[minli(Xi+l),x,+, ai] = max(h?l(Xi_l,h(a),bi+l),ai). (3.12) 
• The expression (3.8) becomes 
U/ = min[t xm+a~ ui(Xi+l)' bi] = rain(h/-l(xi_ 1, h(a) 
J 
+ e,ai+l) ,bi) .  
(3.13) 
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3.3. The Simulation Algorithm 
The proposed method can be summarized in the following algorithm: 
ALGORITHM 1 
INPUT 
• An increasing function defining the target variable: Z = h(X). 
• A set of n conditional probabilities f (X  i ]X i - 1 ). 
• Lower and upper ends of the basic random variables X: a and b. 
• Sample size m and desired eparture ¢ from lower h(a) or upper bound 
h(b) of the target random variable Z. 
OUTPUT 
• Parameters a, b, and c of the Pareto generalized distribution in (2.8) or 
(2.9), which approximate the left or right tail of Z. 
STEPS 
• Step 1: Simulate sequentially X i, i = 1 . . . . .  n, in the interval 
L i < X/ _< U/, (3.14) 
using f(X/IXi_l) ,  that is, we simulate truncated variables, where xi, 
i = 1 . . . .  , n, are the simulated values. 
• Step 2: Calculate the simulated sample value zj = h(x), and assign it 
the score 
Wj : f i  [FXilXi_l(Ui[xi_l) - FXilX i i (Li Ixi_ l)] .  
i=l 
(3 .15)  
• Step 3: Store the pair (Zy, wj). 
• Step 4: Repeat steps 1 to 3 m times. 
• Step 5: Sort thepairs (zy, wy), j = 1 . . . . .  m, with respect o zy. 
• Step 6: Replace wj in thepairs (zj, wj), j = 1, . . . ,  m, by (1 /m)E~= lWk 
for the left tail, and by 1 - (1/m)Y~=j+ lWk for the right tail. 
• Step 7: The resulting wj, j = 1 . . . . .  m, are the simulated approxima- 
tions to Fz(zj). 
• Step 8: Estimate the corresponding Pareto parameters a, b, and c of 
(2.8) or (2.9), using (2.10) with weights w i, i = 1 , . . . ,  N. 
The validity of this method depends on the fact that here the sampling 
distribution is 
f(xitxi_ l) 
Ps(xi) = (3 .16)  
FxAx i l (U/]xi-1 ) - F(xi[x i ,)(Li]xi 1) 
174 
and the exact distribution is 
PB(Xi ) = f (x i [x i -  1),  
and then the score becomes [see (2.1)] 
PB(X)  I~in=leB(Xi ) 
W 
Ps(X)  l'-In=lPs(Xilq-fi )
E. Castillo, C. Solares, and P. G6mez 
(3.17) 
n 
= I-I [Fx, x, l( lxi-,) - (3 .18)  
i= l  
3.4. Some Illustrative Examples 
Next, we illustrate the method with several examples. 
EXAMPLE 3.1 (Right tail of maxima)In the case of  maxima, h (X)= 
max(X 1 . . . . .  An), and the functions l i (X i+ 1) and ui(Xi .  + 1) in (3.4) and (3.5) 
do not exist. However, the proposed method remains valid, and we can 
obtain 
L i = ai ,  U i = bi,  i = 1 . . . . .  n - 1, 
(max(bn - e ,a~)  if max(x1 . . . . .  x~ 1) <b~ - e, 
L n = ~ a,, otherwise, U~ = bn, 
where X,  is selected such that b n = max(b 1 . . . .  , b~). 
If we assume X i =-- U[0, 1], that is, all X are uniform and independently 
distributed, we have 
L i=O , U/=I, i=1  . . . . .  n - l ,  
= (1 -  e if max(x I . . . . .  x~_ 1) < 1 -  e, 
L~ 
0 otherwise, Un = 1, 
e if max(x l , . . . , x~_  1) < 1 -  e, 
w = 1 otherwise. 
This implies that we simulate X 1 . . . . .  Xn_ 1 as uniform U[0, 1], and X~ as 
uniform U[0, 1] if max(x I . . . .  , x~_ 1) > 1 - e or U[1 - e, 1] otherwise. 
Figure 2 illustrates the right tail of  h(X) = max(X 1, Xz) .  
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The exact cdf of  the maximum of n random variables with cumulative 
distribution functions F~(x), i = 1 . . . .  , n, is given by 
n 
F(x )  = I - I F , (x ) .  (3.19) i=l 
Figure 3 gives the exact and the estimated Pareto distribution (2.9) of  
the maximum of ten uniform distributions U(0, 1), for a sample size 
n = 1000, when we simulate the tail interval (0.999, 1.0), that is, for 
• = 0.001 and u = 0.999. The resulting estimated Pareto parameters were 
b = 0.01043 and c = -1.0382.  The parameter a was selected to satisfy 
a = c(u - 1), as indicated at the end of Section 2.2. 
Thus, the cdf F(z )  of Z is approximated by 
(0.999--Z) 1/1'0382 
F(z )  = 1 - 0.01043 1 0.001 , 0.999 < z < 1. (3.20) 
EXAMPLE 3.2 (Left tail of maxima) Figure 4 gives the exact and the 
estimated Pareto distribution (2.8) of  the maximum of ten uniform distri- 
butions U(0, 1), for a sample size n = 1000, when we simulate the tail 
interval (0.0, 0.4), that is, for • = 0.4 and u = 0.4. The estimated Pareto 
parameters were b = 0.00007542 and c = -0.1087.  The parameter a was 
selected to satisfy a = - cu ,  as indicated at the end of Section 2.2. 
Thus, the cdf F(z )  of Z is approximated by 
(Z--0.4) 1/°'1087, 
F(z )  = 0.00007542 1 + ~ 0 < z < 0.4. (3.21) 
1 
0.998 
0.996 
0.994 
0.992 
0.99 
0.99920.99940.99960.9998 1 
Figure 3. Exact and estimated Pareto tail using simulated data in the right tail 
(0.999, 1.0) of the maximum of ten uniform distributions U(0, 1). 
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0.0001 
0.00008 
0.00006 
0.00004 
0.00002 
0'i 0'.2 0.3 0.4 
Figure 4. Exact and estimated Pareto tail using simulated data in the left tail 
(0.0, 0.4) of the maximum of ten uniform distributions U(0, 1). 
EXAMPLE 3.3 (Left tail of minima) In the case of minima, h (X)= 
min(X  1 . . . . .  Xn), and the functions l i (Xi+b and u i (X  i+l) in (3.10) and 
(3.11) do not exist. However, the proposed method remains valid and we 
can obtain 
L i = a i, U i = b i ,  i = 1 . . . . .  n - 1, 
Ln = an, 
min(a n + e ,b , )  if min(x,  . . . . .  x~ 1) > an + e, 
Un = b n otherwise, 
where X n is selected such that a n = min(a 1 . . . . .  an). 
If we assume X i =- U[0, 1], that is, all X are uniform and independently 
distributed, we have 
L i=0,  U i= l ,  i=1  . . . . .  n - l ,  
=0 ,  U, = /e  if min(x 1 . . . . .  x ,  1) > E, 
L ,  
1 otherwise, 
= / ~ if min(x I . . . . .  xn 1) > E, 
W 
1 otherwise. 
This implies that we simulate X 1 . . . . .  Xn-  1 as uniform U[0, 1], and X,  as 
uniform U[0, 1] if ra in(x1, . . . ,  x n 1) -< E or U[0, E] otherwise. 
The exact cdf of the minimum of n random variables with cumulative 
distribution functions F~(x), i = 1,' . . . ,  n, is given by 
n 
F(x )  = 1 - 1-I [1 - F~(x)]. (3.22) 
i=1  
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Figure 5 gives the exact and the estimated Pareto distribution (2.8) of  
the minimum of ten uniform distributions U(0, 1), for a sample size 
n = 1000, when we simulate the tail interval (0.0,0.001), that is, for 
E = 0.001 and u = 0.001. The estimated Pareto parameters were b = 
0.01046 and c = -0.9581.  The parameter a was selected to satisfy a = 
- cu ,  as indicated at the end of Section 2.2. Thus 
z - 0.001 ) 1/0.9581 
F(z )  = 0.01046 1 + 0.0--~ 0 < z < 0.001. (3.23) 
EXAMPLE 3.4 (Right tail of minima) Figure 6 gives the exact and the 
estimated Pareto distribution (2.9) of the minimum of ten uniform distri- 
butions U(0, 1), for a sample size n = 1000, when the tail interval is (0.6, 
1.0), that is, for e = 0.4 and u = 0.6. The est imated Pareto parameters 
were b = 0.0001 and c = -0.323.  The parameter a was selected to satisfy 
a = c(u - 1), as indicated at the end of Section 2.2. 
Thus, the cdf F(z )  of Z is approximated by 
2" -- 0 .6)  1/0323, 
F(z )  = 1 -0 .0001 1 - -~.~- 0.6 <z  < 1. (3.24) 
3.5. Improving the Simulation Method 
The no rejection method performs very well for a small number  of basic 
variables but can deteriorate if this number increases. The main reason for 
this is that the number of different feasible instantiations blow up with the 
number of  basic variables and the associated scores become very far apart. 
0.01 
0.008 
0.006 
0.004 
0.002 
0 .00020.00040.00060.0008 0.001 
Figure 5. Exact and estimated Pareto tail using simulated data in the left tail 
(0.0, 0.001) of the minimum of ten uniform distributions U(0, 1). 
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0,9999~ 
o!6 . . . .  o:7i IoisI I Io 9 { 
Figure 6. Exact and estimated Pareto tail using simulated atain the righttail 
(0.6,1.0) ofthe minimum often uniform distributions U(0,1). 
This problem can be solved if we design simulating procedures leading to 
similar scores for all instantiations, the ideal situation being all scores 
being equal. Now we show how this optimal solution can be achieved 
theoretically. 
Our simulation density and scores are (3.16) and (3.18). However, if we 
choose 
f (x i l x i _ l ) [G i+ l (U i . l )  - G i+ l (L i+ l )  ] 
es (x i )  = Gi(Ui)  - G i (L i )  
f (Xn[Xn-1)  
Ps (xn)  = Gn(Un) - Gn(Ln)' 
(3.25) 
where Gi(x i) is the cdf associated with the pdf 
gi(x)  ot f (x lx i  1)[Gi+I(U/+I) - Gi+l(Li+l)], 
g,,(x) = f (x lx , , _ l ) ,  with Z i <_x <_ U i, i = 1 . . . . .  n, 
(3.26) 
the score becomes w = GI(U 1) -G I (L1) ,  which is independent of the 
sample and implies constant scores. 
3.6. Adapting the Method to Reliability Analysis 
The main problem of the proposed method consists in finding the n 
inverse functions h i l (x i  - 1, z, x i+ l ) ,  i = 1, . . . ,  n, since the functions can 
be extremely complex. 
Fortunately, the algebraic expressions associated with sensitivity in 
Bayesian network analysis consist of polynomials or quotients of polynomi- 
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als of the basic variables involved, which are first degree in each of them. 
This allows avoiding the inversion of the target function for each variable. 
The idea is as follows. 
In the case of a polynomial, the algebraic expression for the unavailabil- 
ity h(xn) can be written as 
h(Xi_l ,Xi,X i+1) = o~(xi_l,X i+1) +xi[3(Xi_l,Xi+l), (3.27) 
where a(x  i 1,x/÷l) and fl(xi_ l, x/+1) are the coefficients of the first 
degree polynomial function in x i. This linear function in x i can be 
evaluated at two different values of x i - - r  and s, say- - to  get 
h(Xi_ l , r ,x  i+l) = o~(xi_l,X i+1) + r~(x i _ l ,x /+ l ) ,  
h(Xi_l, S,X i+1) = O/(Xi_l,X i+1) + S/3(Xi_l,Xi+l), 
from which we can write 
h(xi-  1, s, x/+ 1)(xi 
h(xi-  1, xi, xi+ 1) = 
(3.28) 
(3.29) 
- r )  + h(X i_ l , r ,x i+ l ) ( s  -x  i) 
s - - r  
(3.30) 
Thus, its inverse can be written as 
h i l (x i  1,/'/, xi+l) = s(u - h(Xi_ l , r ,  xi+l)) + r(h(Xi_ l ,S,X i+l) - u) 
- h(Xi_l , s ,x  i+1) - h (X i_ l , r ,x  i+1) 
(3.31) 
This means that we can write the inverse h , l ( . )  as a function of h(.). In 
other words, we do not need to calculate the inverse. Since, for this 
purpose, we are not limited in choosing the values of r and s, for 
convenience we can choose r = 0 and s = 1, and then we get 
hZl (x i _ l ,U ,g  i+1) = 
U -- h(Xi_l ,O,x i+l) 
h(X i_ l , l , x  i+ l )  -- h (X i _ l ,O ,  x i+ l )  " 
(3.32) 
Similarly, if we deal with rational functions, we have 
¢X(Xi_I,X i+1) -4- X i~(x i _ I ,x  i+1) 
h(Xi_l ,Xi ,X i+l) = ,)t(Xi_l,Xi+l) .~_ Xi~(Xi_l,Xi+l ) . (3.33) 
If /3 and 3 are not simultaneously null, we can divide numerator and 
denominator by the nonnull value, and we realize that (3.33) depends on 
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three coefficients. Thus, we need to evaluate (3.33) at three different 
points to obtain an expression for the inverse, similar to (3.31). 
Note that this has many computational dvantages, ince we need to 
implement only functions h(-) instead of all possible inverses. 
In addition, in reliability analysis, if Z is the reliability of the system and 
the random variables iV,., i = 1 . . . . .  n, represent he reliabilities of the 
components, then h(Z)  is an increasing function, as required. 
3.7. Reduced Rejection Method 
The main problem with the proposed method consists in determining 
the inverse functions hi(.). This problem does not exist for the polynomial 
or rational functions of the marginal (conditional) probabilities, which 
need not be inverted but can be calculated from two (three) evaluations of 
h ( ) .  To avoid this problem in other cases, we can modify the previous 
method but we have to pay with some rejections. The central idea consists 
in simulating an alternative region containing the tail region J .  For 
example, if we want to simulate the tail associated with region B in Figure 
2, we can simulate the circular region which contains B (see Figure 2). If 
the sample point is outside B, we reject it; otherwise we accept it. Thus, 
the only modification of the simulating algorithm consists in testing whether 
or not the simulated point is inside B and, if it is not, rejecting the sample 
point. Note that this implies a reduction in the effective sample size. 
EXAMPLE 3.5 Assume that Z = h(X) = max(X1,. . . ,  An); then the region 
A = {(x 1 . . . . .  x , ) lmax(x 1. . . . .  x n) < k} 
is covered by the region 
( ) " } A*  = x l  . . . . .  xn  E x~ n < nkm , 
i=1  
and the two tend to coincide for m ~ ~. Similarly, the region 
B = {(x  1 . . . . .  Xn) [max(x  I . . . . .  Xn)  > k}  
is covered by the region 
,n > km B*  ~ x I , . . . ~ x n X i , 
i= l  
and the two tend to coincide for m ~ oo. 
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So, the idea of the reduced rejection method consists in simulating A* 
and B* instead of A and B, and rejecting the sample points which are not 
in A or B, respectively. 
For a more detailed escription and details of this method, see Castillo, 
Solares, and G6mez [4]. 
4. PERFORMANCE OF THE METHOD 
When the proposed method is compared with the standard Monte Carlo 
simulation method, we can conclude the following: 
1. The whole sample or a reasonable proportion of the sample values 
are in the selected tail interval for the proposed method, while only a 
very small fraction of the sample or none at all is in it for the 
standard Monte Carlo method. 
2. Percentiles corresponding to very low or high probabilities are very 
closely estimated with a sample of relatively small size. For this case 
the Monte Carlo method gives very bad estimates or is unable to give 
one.  
3. The method seems to work well for any percentile (see the figures). 
4. The no rejection method deteriorates for increasing number of basic 
variables. 
5. AN EXAMPLE 
In this section we show an example of application to probability risk 
assessment. This is one of the fields where the presented method fits very 
well, since tails play the most important role. Figure 7 displays a power 
distribution system with three motors 1, 2, and 3 and three timers A, B, 
and C, which are normally closed. A momentary depression of pushbutton 
F applies power from battery to the coils of cut throat relays G and I. 
Thereupon G and I close and remain electrically latched. To check 
whether the three motors are operating properly, a 60-second test signal is 
impressed through K. Once K has been closed, power from battery 1 is 
applied to the coils of relays R and M. The closure of R starts motor 1. 
The closure of T applies power from battery 1 to coil S. The closure of S 
starts motor 3. 
After an interval of 60 seconds, K is supposed to open, shutting down 
the operation of all three motors. Should K fail to be closed after the 
expiration of 60 seconds, all three timers A, B, and C open, deenergizing 
the coil of G, thus shutting down the system. Suppose K opens to 
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Figure 7. A diagram representing a power distribution system. 
deenergize G and motor 1 stops. B and C act similarly to stop motor 2 or 
motor 3 should either M or S fail to be closed. In the following only the 
effect on motor 2 is analyzed. 
The set of variables used in this example is 
X= {A,B ,C ,D ,E ,F ,G ,H , I , J ,K ,L ,M,N ,Q},  
where D, E, H, J, L, and N are intermediate failures. 
We are interested in knowing the operating status of motor 2. Let this 
random variable be Q, and denote failure by 1 and no failure by 0. We 
wish to compute q = P(Q = 1). Figure 8 shows the failure tree and the 
sets which lead to the failure of the system. Note that the failure of motor 
2 is equal to the logical expression 
Q= [ (MV (KA G) VKA (A AB A C) V (KAF) ]  
A( IV  G VB vF) ,  (5.1) 
where the symbols v and A are used for or and and, respectively. 
Equation (5.1) can be used to derive the set of rules of a deterministic 
expert system. Figure 9 shows the set of chained rules obtained from (5.1). 
In Figure 10 we show the graph associated with a Bayesian network, 
which corresponds to the fault tree in Figure 8. We have used a network 
avoiding replication of nodes, as is usually done with fault tree diagrams, 
and showing the corresponding dependence structure. 
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Figure 8. The failure tree for the overrun of motor 2. 
The corresponding JPD can be factorized as 
p(x) = p(a)p(b)p(c)p(dla, b c)p(f)p(g)p(eld, f g)p(hlb, f, g) 
x p(i)p(jlh, i)p(k)p(lle, k)p(m)p(nll, m)p(qlj, n). 
5.1. Probability Intervals for the Reliability of the System 
We are interested in obtaining a right tail probability interval for the 
probability of  failure of  the system, q = P(Q = 1). In particular, we want 
Figure 9. The chained rules of motor 2. 
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Figure 10. Multiply connected directed graph for the power distribution system 
(motor 2). 
to analyze the influence of the failure probabil it ies (unavailabilities) of the 
basic components.  
Using the notation q = P(Q = 1), rn = P(M = 1), and so on, from (5.1) 
we get 
q = abck  + fk  - abc fk  + gk  - abcgk - fgk  + abcfgk + bm + fm 
- b fm + gm - bgm - fgm + bfgm + im - b im - t im + br im 
- g im + bgim + fg im - bfg im - abckm - fkm + abc fkm 
- gkm + abcgkm + fgkm - abc fgkm,  (5.2) 
and neglecting terms with three or more  factors, we finally obtain 
q =mi+mg+mb +mf+kg+kf .  (5.3) 
If we assume that the parameters  b, f ,  g, i, k and m are independent 
and identically distributed random variables U[0, 0.001], we can use the 
above method to calculate the right tail of the random variable q. In fact, 
Figure 11 shows a Mathemat ica program which implements the above 
method. 
Figure 12 shows the general ized Pareto distribution and simulated 
sample for the right tail of the reliability q of the system. This distribution 
was obtained for e = 0.0000025 and a sample size of n = 1000, using the 
no rejection method.  The resulting Pareto parameters  were b = 0.01637 
and c = -0 .152,  and its cdf becomes 
( z -  3.5 x 10 6) 1/°152, 
F(z )  = 1 - 0.01637 1 - 2.5 X 10 -6 
3.5 x 10 6 <z  <6 x 10-6. (5.4) 
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Needs ["Statist ics c Nonl inearFit  c ,,] 
h[m_, i_ ,g_,b_,f_ ,a_,c_,k_]: - -m i + m g + m b + m f + k g + k 
epsi lon=O. 0000025 ; rho=O. 001 ;n=6 ; 
For [i=O, i<n, i++, a [i] =0.0 ; b [i] =rho] ; 
zO=h [b [0], b [ I], 5 [2], 5 [31,5 [4], 5 [5] ] 
boundO=h [b [0], b [1], b [2], b [3], b [4], b [5] ] -epsilon; 
N=IO00 ; sample={} ; 
Do[ 
For [i=O, i<n, i++, a [i] =0.0 ; b [i] =rho] ; 
score=l. 0 ; 
For [i=O, i<n, i++, 
aux=b [i] ; 
b[ i ]=O.O;auxl=h[5[O] ,b[ l ] ,512] ,b[3] ,514] ,515]] ;  
b[ i ]=l .0;aux2=h[5[O] ,b[1] ,b[2] ,513] ,5[4] ,5[5]]; 
If [aux2==aux i, L=aux, L=Max [ (boundO-auxl) / (aux2-aux i ), a [i] ] ] ; 
5oundl=h [b [0] ,b [I] , b [2] , b [3], b [4], b [5] ] ; 
a [i] =0.0 ; auxl=h [a [0] , a [ I] , a [2] , a [3] , a [4] , a [5] ] ; 
a[ i ]=l .O;aux2=h[a[O] ,a[l] ,a[2] ,a[3] ,a[4] ,a[5]]; 
If [aux2==auxl, M=aux, M=Min [ (boundl-auxl) / (aux2-auxl), aux] ] ; 
x [i] =L+(M-L) *Random[] ; 
score=score* (M-L)/rho ; 
a[i]=x[i] ;5[i]=x[i] ; 
]; 
aux3=h [x [0] , x [i] , x [2] , x [3] , x [4] , x [5] ] ; 
AppendTo [sample, {aux3, score/N}] ; 
, {k, t ,N}]  
sample=Sort  [sample] 
acum=O ; 
Do [acum+=sample [ [i, 2] ] ; sample [ [i, 2] ] = l-acum, {i, N, I, - I}] ; 
Dl=ListP lot  [sample] 
u=boundO ; 
so l=Nonl inearF i t  [sample, i. 0-52* ( i. 0-c2"2. (x-u) 
I (-c2" 2* (u-zO)) ) ^ ( I. 01c2- 2), x, 
{{b2, O. I0}, {c2, O. 2}}, ShowProgress->True] 
{52, c2}={52, c2}/. sol 
D3=Plot  [I. 0-b2* (I. 0-c2"2. (x-u) / (-c2"2. (u-zO)) ) "(I. 0/c2"2), 
{x, u, u+epsi lon}] 
Show [DI, D3, AxesOrigin->{u, sample [ [I, 2] ] }] 
Figure 11. Mathematica program to fit the Pareto distribution to the right tail. 
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Figure 12. Generalized Pareto distribution and simulated sample for the right tail 
of the reliability q of the system. 
From this figure we can conclude that the probability of failure of the 
system is less than 3.7 × 10 6 with probability 0.99, that is, (0,3.7 x 10 -6) 
is a 0.99 probability interval for q. 
5.2. Common Cause Analysis of the Failure of the System 
In this section we consider the problem of common cause analysis. We 
assume that the three timers A, B, and C come from the same production 
process and are affected by a common cause of failure P, and that relays 
G and I are affected by the common cause R. Taking this into account, 
the directed acyclic graph in Figure 10 transforms to the directed acyclic 
Figure 13. Directed acyclic graph for the common cause analysis. 
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graph in Figure 13 and Equat ion (5.2) to 
q = 0.001k + 0.999fk + 0.002997m + 0.997003fm - 0.001km 
- 0.999fkm + 9.98001 10-7kp  - 9.98001 10-Tfkp 
+ 0.00898201mp - 0.00898201fmp - 9.98001 lO-Tkmp 
+ 9.98001 10-7fkmp + 0.009kr - 0.009fkr + 0.0178831mr 
- 0.0178831fmr - O.O09kmr +0.009fkmr - 8.991 lO-9kpr 
+ 8.991 10-9fkpr - O.O00161109mpr + 0.000161109fmpr 
+ 8.991 lO-9kmpr- 8.991 10-gfkmpr. (5.5) 
neglecting terms with three or more factors or with very small coefficients, 
we finally get 
q = 0.001k + 0.999fk + 0.002997m + 0.997003fm 
+ 0.00898201mp + 0.009kr + 0.0178831mr. (5.6) 
Figure 14 shows the generalized Pareto distribution and simulated 
sample for the right tail of  the reliability q of  the system for this case. This 
distribution was obtained for • = 0.0000025 and a sample size of  n --- 1000 
and using the no rejection method. The resulting Pareto parameters were 
b = 0.208 and c = -0 .3 ,  and its cdf becomes 
( Z - -3 .53X 10-6)  1/°'3 
F(z) = 1 - 0.208 1 - 2.5 X 10 -6  
3.53 × 10 -6 < z < 6.03 × 10 -6. (5.7) 
1 
0.95 
0.9 
0.85 
O.a . . . . . . . . . . . .  
-6 -6 -6 -6 -6 -6 
3.5 i0 4. I0 4.5 i0 5. i0 5.5 I0 6. i0 
Figure 14. Generalized Pareto distribution and simulated sample for the right tail 
of the reliability q of the system for the common cause analysis. 
188 E. Castillo, C. Solares, and P. G6mez 
From this figure we can conclude that the probability of failure of the 
system is less than 5.3 x 10 -6 with probability 0.99, that is, (0, 5.3 x 10 -6) 
is a 0.99 probability interval for q. Note the increase from 3.7 x 10 -6 to 
5.3 x 10 -6 in the probability of failure of the system due to the common 
causes. 
6. CONCLUSIONS 
Two efficient computational gorithms for simulating the left (right) tail 
of a random variable which is defined as an increasing (decreasing) 
function of a set of basic variables has been given. One of the methods 
allows simulating the tail directly, i.e., all the simulated points are guaran- 
teed to belong to the target tail; this leads to good performance of the 
method. The proposed alternative method leads to a low rejection propor- 
tion of simulated values compared with the standard Monte Carlo method. 
Several theoretical examples and a real life example have been given to 
illustrate the method. Comparison of the real cdf in the tail with the 
simulated cdf shows that the method performs well, especially if the 
simulation method is carefully selected to get similar scores for all simu- 
lated instantiations. The method has immediate applications in many fields 
of reliability theory, such as probability risk or security assessments of 
complex systems. 
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